Abstract. Let I = g 1 , . . . , g n be a zero-dimensional ideal of R[x 1 , . . . , x n ] such that its associated set G of polynomial equations g i (x) = 0 for all i = 1, . . . , n is in triangular form. By introducing multivariate Newton sums we provide a numerical characterization of polynomials in √ I. We also provide a necessary and sufficient (numerical) condition for all the zeros of G to be in a given set K ⊂ C n , without explicitly computing the zeros. In addition, we also provide a necessary and sufficient condition on the coefficients of the g i 's for G to have (a) only real zeros, (b) to have only real zeros, all contained in a given semi-algebraic set K ⊂ R n . In the proof technique, we use a deep result of Curto and Fialkow (2000) on the K-moment problem, and the conditions we provide are given in terms of positive definiteness of some related moment and localizing matrices depending on the g i 's via the Newton sums of G. In addition, the number of distinct real zeros is shown to be the maximal rank of a related moment matrix.
Introduction
In this paper we consider an ideal I := g 1 , . . . , g n ⊂ R[x 1 , . . . x n ] generated by the real-valued polynomials g i ∈ R[x 1 , . . . , x n ]. Let us call G := {g 1 , . . . , g n } a polynomial set and let a term ordering of monomials with x 1 < x 2 < · · · < x n be given.
We assume that the sytem of polynomials equations {g i (x) = 0, i = 1, . . . , n} is in the following triangular form: The set G is called a triangular set. From (i)-(ii), it follows that I is a zerodimensional ideal. Conversely, any zero-dimensional ideal can be represented by a finite union of specific triangular sets (see e.g. Aubry et al. [1] , Lazard [10] ). For various definitions (and results) related to triangular sets (e.g. due to Kalkbrener, Lazard, Wu) the interested reader is referred to Lazard [10] , Wang [7] and the many references therein; see also Aubry and Maza [2] for a comparison of symbolic algorithms related to triangular sets.
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For instance, there are symbolic algorithms that, given I as input, generate a finite set of triangular systems in the specific form g i (x) = x i − f i (x 1 ) for all i = 2, . . . , n. Triangular sets in the latter form are particularly interesting to develop efficient symbolic algorithms for counting and computing real zeros of polynomials sets (see e.g. Becker and Wörmann [5] and the recent work of Rouillier [11] ).
The goal of this paper is to show that a triangular polynomial set G as in (1.1) also has several advantages from a numerical point of view. Indeed, it also permits us to define multivariate Newton sums, the multivariate analogue of Newton sums for univariate polynomials (which can be used for counting real zeros as in Gantmacher [8, Chap. 15, p. 200] ). We shall see that indeed the same is true for multivariate polynomials systems in triangular form (1.1). Namely, we show that:
(a) With a triangular system G as in (1.1) we may associate real moment matrices M p (y) depending on the (known) multivariate Newton sums of G (to be defined later) and on an unknown vector y. The condition M p (y) 0 for some specific p = r 0 (meaning M p (y) positive semidefinite) defines a unique solution y * , the vector of all moments (up to order 2p) of a probability measure µ * supported on all the zeros of G in C n . As a consequence, a polynomial of degree less than 2p is in √ I if and only if its vector of coefficients f satisfies the linear system of equations M p (y * )f = 0. (b) Moreover, given a set
defined by some polynomials {w j } in C[z, z] (which can be viewed as a semialgebraic set in R 2n ), one may also check whether the zero set of G is contained in K, by solving a convex semidefinite program for which efficient software packages are now available. The necessary and sufficient conditions state that the system of LMI (Linear Matrix Inequalities)
for some appropriate moment matrix M r 0 (y) and localizing matrices M r 0 (w i y) (depending on the Newton sums of G) must have a solution, which is then unique, i.e. y = y * with y * as in (a). In fact, it suffices to solve the single inequality M p (y) 0, which yields the unique solution y * , and then check afterwards whether M r 0 (w i y * ) 0, for all i = 1, . . . , m. For an introduction to semidefinite programming, the interested reader is referred to Vandenberghe and Boyd [13] .
(c) As a consequence, we also provide a necessary and sufficient condition (only in terms of the Newton sums of G) for all the zeros of G to be real, and also for these real zeros to be in a given semi-algebraic set
In this case, the moment matrix is completly known and depends only on the Newton sums of G. This latter result extends to the multivariate case a previous result of the same vein by the author for the univariate case [9] . (d) Finally, it is shown that the number of (distinct) real zeros of G is the maximal rank of a positive semidefinite moment matrix M r 0 (y), that is, a y that maximizes this rank is the vector of moments of a probability measure with support on all the real zeros of G. This also provides a charaterization of the ideal I(V R (I)) in terms of moment matrices.
The basic technique that we use relies on a deep result of Curto and Fialkow [6] for the K-moment problem.
Notation, definitions and preliminary results
Some of the material in this section is from Curto and Fialkow [6] . Let P r be the space of polynomials in C[z 1 , . . . , z n , z 1 , . . . , z n ] (for short C[z, z]) of degree at most r ∈ N. Now, following notation as in Curto and Fialkow [6] 
in the usual basis of monomials (e.g. ordered lexicographically)
. . . We here identify θ ∈ C[z, z] with its vector of coefficients θ := {θ αβ } in the basis (2.1).
Given an infinite sequence {y αβ } indexed in the basis (2.1), we also define the linear functional on
2.1. The moment matrix. Given p ∈ N and an infinite sequence {y αβ }, let M p (y) be the unique square matrix such that
(see e.g. Curto and Fialkow [6, p. 3] ).
To fix ideas, in the two-dimensional case, the moment matrix M 1 (y) is given by 
Thus, the entry of the moment matrix M p (y) corresponding to column z α z β and row z η z γ is y α+γ,β+η , and if y is the moment vector of a measure µ on C n , then
2.2. Localizing matrices. Let {y αβ } be an infinite sequence and let θ ∈ C[z, z]. Define the localizing matrix M p (θy) to be the unique square matrix such that 
It follows that if y is the moment vector of some measure µ on C n , supported on the set {z ∈ C n | θ(z, z) ≥ 0}, we then have
2.3. Multivariate Newton sums. With x 1 < x 2 < · · · < x n and given a fixed term ordering of monomials, consider a triangular polynomial system G = {g 1 , . . . , g n } as in (1.1), that is,
. . , n (with p 1 ∈ R), and the p i 's are such that for all i = 2, 3, . . . , n,
i is the leading term of g i . In the terminology used in e.g. Wang [7, Definitions 2.1], G is a triangular set.
In view of the assumption on the g i 's, it follows that G has exactly s :
. . , g n is a zero-dimensional ideal and the affine variety V C (I) ⊂ C n is a finite set of cardinality s G ≤ s.
For every α ∈ N n define s α to be the real number (2.8)
which we call the (normalized) α-Newton sum of G by analogy with the Newton sums of a univariate polynomial (see e.g. Gantmacher [8, p. 199 
]).
Remark 2.1. Note that the Newton sums s α depend on G and not only on the zeros {z(i)} because we take into account the possible multiplicities.
Proposition 2.2. Let the g i 's be as in (2.6)-(2.7) and let s α be as in (2.8). Then each s α is a rational fraction in the coefficients of the g i 's and can be computed recursively.
For a proof see §5.1. Interestingly, given a polynomial t ∈ R[x 1 , . . . , x n ], Rouillier [11, §3] also defines extended Newton sums of what he calls a multi-ensemble associated with a set of points of C n . He then uses these extended Newton sums to obtain a certain triangular representation of zero-dimensional ideals.
Main result
In this section we assume that we are given a polynomial set G := {g 1 , . . . , g n } in the triangular form (2.6)-(2.7).
3.1. The associated moment matrix. The idea in this section is to build up the moment matrices (defined in §2.1) associated with a particular measure µ * on C n whose support is on all the zeros of the polynomial set G. That is, let {z(i)} be the collection of s := n j=1 r j zeros in C n of G (counting their multiplicity) and let µ * to be the probability measure on C n defined by
where δ z stands for the Dirac measure at the point z ∈ C n . By definition of µ * , its moments z α dµ * are just the normalized α-Newton sums (2.8). Indeed,
If we write
we have 
Construction of the moment matrix of µ
As G is a triangular polynomial system in the form (2.6)-(2.7), I = g 1 , . . . , g n is a zero-dimensional ideal. Therefore, let H := {h 1 , . . . , h m } be a reduced Gröbner basis of I with respect to (in short, w.r.t.) the term ordering already defined (e.g. the lexicographical ordering x 1 < x 2 < · · · < x n ). As I is zero dimensional, for every i = 1, . . . , n, we may label the first n polynomials h j of H in such a way that 
. , n).
Let µ * be the probability measure defined in (3.1). For every α, β ∈ N n let
for some scalars {u αβ (η, γ)}.
. . , h m } be the reduced Gröbner basis of I w.r.t. the term ordering, with x
H. Due to the special form of H, it follows that the monomials z α of q η , v γ satisfy α i < r i for all i = 1, . . . , n. Hence,
for some scalars {u αβ (η, γ)}. Therefore, from the definition of µ * ,
The y * αβ 's with α i , β i < r i , correspond to the irreducible monomials x α , x β with respect to the Gröbner basis H, which form a basis of R[x 1 , x 2 , . . . , x n ]/I viewed as a vector space over R. In fact, in view of the triangular form (2.6)-(2.7), the Gröbner basis H of I w.r.t. to the lexicographical ordering x 1 < · · · < x n is such that r i = r i for all i = 1, . . . , n and H has exactly n terms (Rouillier [12] ).
In view of Proposition 3.1, we may redefine the moment matrix M p (µ * , y) in an equivalent form as follows. 
Similarly, let G := {x
We have r 0 = 2 and with the lexicographical ordering x 1 < x 2 , H := {x 
Conditions for a localization of zeros of G. Let w
be given polynomials and let K ⊂ C n be the set defined by 
for all p ∈ N, is a necessary condition for µ * to have its support in K. Thus, y := {y * αβ } is a solution of (3.10). Conversely, let y be a solution of (3.10). From Theorem 3.5(i) {s α , y αβ } is the moment vector of µ * , that is, {y αβ } = {y * αβ } for all α, β with α i , β i < r i , for all i = 1, . . . , n. Then, all the other y * αβ can be obtained from the former by (3.6). Therefore, and in view of the construction of the localizing matrices
Moreover, using the terminology of Curto and Fialkow [6] (see also the proof of Theorem 3.5), all the moment matrices M p (µ
, it follows from Theorem 1.6 in Curto and Fialkow [6] that µ * has its support contained in K. Hence, as µ * is supported on all the zeros of G, all the zeros of G are in K.
Triangular systems with only real zeros.
In this section we are interested in conditions on the coefficients of the polynomials g i 's for the triangular system G to have all its zeros real (i.e. in R n ). One way to proceed is to apply Theorem 3.8 with the set K defined by
In this case, everything simplifies because the localizing conditions
(necessary for µ * to have its support on K), simply mean that for every α, β ∈ N n ,
In other words, we only need to deal with the Newton sums {s α } of G. 
is completely determined from the Newton sums {s α } of G, let us call M p (s) the moment matrices M p (µ * ) for all p ∈ N.
Next, let K 1 ⊂ R n be the semi-algebraic set defined by
We also denote by M p (u i , s) the localizing matrix M p (u i y) indexed in the basis (3.11) , and where all the entries {y α } are replaced with the corresponding Newton sums {s α }. We obtain Theorem 3.9. Let G be the triangular system defined in (2.6)-(2.7) and let {s α } be the Newton sums of G defined in (2.2). Let r 0 := n i=1 (r j − 1) with r j as in Theorem 3.5.
(i) All the zeros of G are real if and only if
Moreover, the number of distinct zeros is rank(M r 0 (s)).
(ii) All the zeros of G are real and in K 1 if and only if
Proof. This is just a particular case of Theorem 3.8 where the simplification is due to the localizing constraints M p (w i y) = 0 for all i = 1, . . . , n, which permits us to deal only with the Newton sums {s α } of G. Again, as in the proof of Theworem 3.5, one uses Theorem 1.6 of Curto and Fialkow [6] , but this time for measures on R n and not on C n . 
Theorem 3.9 is the analogue in the multivariate case of the result in Lasserre [9] in which one obtains a similar necessary and sufficient condition on the Newton sums of a univariate polynomial g, for g to have all its zeros real and in a prescribed interval [a, b] . In the univariate case, and with G = {g} for a single univariate polynomial g of degree n + 1, one may check that (n + 1)M n (s) is just the (Hankel) matrix associated with Hermite's quadratic form Her(g, 1) (see [4, p. 99] ). Similarly, given another univariate polynomial h, (n + 1)M n (h, s) is the matrix associated with Hermite's quadratic form Her(g, h) and whose signature gives the number of real zeros of g that satisfy h(x) > 0 minus the number of real zeros that satisfy h(x) < 0 ([4, Theorem 4.13]). Both M n (s) and M n (h, s) are explicit in terms of standard Newton sums.
In the multivariate case, let M r 0 (s) (resp. M r 0 (u i , s)) be the submatrix obtained from M r 0 (s) (resp. M r 0 (u i , s) and now consider the issue of counting the real zeros of G.
As we did for µ * , we build up the moment matrix of a probability measure µ with support on the real zeros of G. This time, we cannot use the Newton sums {s α } in (2.2) because some zeros of G may not be real. Therefore, we replace s α with the unknown y α . Namely, we define the moment matrix M p (y) as follows. 
Proof. (a) Assume that there is a solution y to M r 0 (y) 0. Then, proceding as in the proof of Theorem 3.5, using Theorem 1.6 in Curto and Fialkow [6] , it follows that y is the vector of moments of a rank(M r 0 (y))-atomic probability measure µ, this time on R n , and with support on the real zeros of G. Therefore, the rank of M r 0 (y) is not larger than the number s 0 of distinct real zeros of G.
Next, let {x(i)} s 0 i=1 be the real distinct zeros of G and let µ := s
with δ x the Dirac measure at the point x ∈ R n ). Let y be the infinite sequence of all the moments of µ. It follows easily that the moment matrices M p (y) are exactly as in Definition 3.11, and moreover, M r 0 (y) 0 holds, as it is a necessary condition for y to be a moment sequence. As (from its definition) µ is an s 0 -atomic probability measure with support on the distinct real zeros of G, we conclude from what precedes that rank(M r 0 (y)) = s 0 . (b) Let f ∈ I(V R (I)) and let y be as in Proposition 3.12(b). From (a) it follows that y is the sequence of moments (up to order 2r 0 ) of a probability measure µ y with support on the s 0 distinct real zeros of G (that is, with support on all the points of V R (I)). Hence, from (2.2)
Conversely, let f be such that M r 0 (y)f = 0. Then
which implies that f (x) = 0 for all x ∈ V R (I), or, equivalently, f ∈ I(V R (I)). 
Conclusion
In this paper we have considered a system G of polynomial equations in triangular form and show that several characterizations of the zeros of G may be obtained from positive semidefinite (numerical) conditions on appropriate moment and localizing matrices. In particular, the triangular form of G permits us to define the analogue for the multivariate case of Newton sums of a univariate polynomial. As in the univariate case, these multivariate Newton sums permit us to give explicit conditions on the coefficients of the polynomials g i 's for G to have only real zeros, and for those zeros to be in a given semi-algebraic set of R n .
Proofs

Proof of Proposition 2.2.
Proof. The proof is by induction. In view of the triangular form (2.6)-(2.7), the zero set of G in C n (or, equivalently, the variety V C (I) associated with I) consists of s := n j=1 r j zeros that we label z(i), i = 1, . . . , s, counting their multiplicity. In addition, still in view of (2.6)-(2.7), any particular zero z(i) ∈ C n of G can be written 
is a rational fraction of coefficients of the polynomials g i 's, i = 1, . . . , k.
Observe that (5.1) is a particular case of (5.2) in H n . We first prove that H 1 is true. Let p, q ∈ R[x 1 ] and
with {z 1 (j)} being the zeros of x 1 → g 1 (x 1 ), counting their multiplicity.
Reducing to a common denominator, S(p, q) reads S(p, q) = P (z 1 (1), . . . , z 1 (r 1 )) Q(z 1 (1), . . . , z 1 (r 1 )) , for some symmetric polynomials P, Q of the variables {z 1 (j)} and whose coefficients are polynomials of coefficients of p, q. Therefore, by the fundamental theorem of symmetric functions, both numerator P (.) and denominator Q(.) are rational fractions of coefficients of g 1 (polynomials if g 1 is monic). Thus, H 1 is true, and we can write S 1 (p, q) = u pq (g 1 )/v pq (g 1 ) for some polynomials u pq , v pq of coefficients of g 1 
