The number-conserving quantum phase space description of the Bose-Hubbard model is discussed for the illustrative case of two and three modes, as well as the generalization of the two-mode case to an open quantum system. The phase-space description based on generalized SU (M ) coherent states yields a Liouvillian flow in the macroscopic limit, which can be efficiently simulated using Monte Carlo methods even for large systems. We show that this description clearly goes beyond the common mean-field limit. In particular it resolves well-known problems where the common meanfield approach fails, like the description of dynamical instabilities and chaotic dynamics. Moreover, it provides a valuable tool for a semi-classical approximation of many interesting quantities, which depend on higher moments of the quantum state and are therefore not accessible within the common approach. As a prominent example, we analyse the depletion and heating of the condensate. A comparison to methods ignoring the fixed particle number shows that in this case artificial number fluctuations lead to ambiguities and large deviations even for quite simple examples.
I. INTRODUCTION
The physics of ultracold atoms in optical lattices has made an enormous progress in the last decade, since it is an excellent model system for a variety of fields such as nonlinear dynamics or condensed matter physics. The dynamics of bosonic atoms can be described by the celebrated Bose-Hubbard Hamiltonian, which is a paradigmatic model for the study of strongly correlated manybody quantum systems [1] . Such systems are hard to deal with theoretically since the dimension of the respective Hilbert space increases exponentially both in the particle number and in the number of lattice sites. Therefore, approximations to the dynamics are of considerable interest.
However, things can become surprisingly simple if the atoms undergo Bose-Einstein condensation. In many situations, the mesoscopic dynamics of a Bose-Einstein condensate (BEC) is extremely well described by the (discrete) Gross-Pitaevskii equation (GPE) for the macroscopic wavefunction of the condensate (see, e.g., [2] ). This mean-field description is often referred to as 'classical' since the macroscopic limit N → ∞ of the dynamics in second quantization is formally equivalent to the limit → 0 which yields classical mechanics as the limit of single particle quantum mechanics. In practice, this approximation is frequently derived within a Bogoliubov approach, factorizing the expectation values of products of operators into the product of expectation values. As a consequence there is no obvious indicator to quantify the errors or to specify the scope of validity. Moreover, many * Electronic address: dirk.witthaut@nbi.dk interesting observables which involve higher moments of quantum state are not accessible within this approximation. A more detailed overview over established methods and a comparison to the approach presented here will be given in Sec. VII.
The phase space formulation of quantum mechanics is nearly as old as the theory itself and has a wide range of applications, especially in quantum optics. Beneath the illustrative insight into the dynamics provided by this formulation, many techniques and methods were developed in this context. However, only a small fraction of the literature is dedicated to systems with intrinsic symmetries like the Bose-Hubbard Hamiltonian. In this case the dynamical group is isomorphic to the special unitary group SU (M ), with M being the number of lattice sites, reflecting the conservation of the total particle number. A general algorithm to construct phase space distribution functions for systems whose dynamical group has the structure of an arbitrary Lie group such as SU (M ) has been developed only nine years ago [3] . It is based on the concept of generalized coherent states introduced by Gilmore [4] and Perelomov [5] . Starting from these states we have surveyed the mathematical foundations of the number conserving phase space description and derived the exact evolution equations for the Husimi Qfunction and the Glauber-Sudarshan P -function of the M -site Bose-Hubbard model in a preceding paper [6] . One important consequence of the use of SU (M ) coherent states is the different topology of the phase space, which is now isomorphic to the 2M −2 dimensional Bloch sphere and therefore compact. Moreover, the phase space description based on SU (M ) coherent states allows for a deeper analysis of the many-particle-mean-field correspondence, since these states are of high physical significance. As they are equivalent to the fully condensed product states, they provide an excellent tool to describe and study derivations from the macroscopic state which also determine the region validity of the mean-field approximation.
In this paper we will illustrate the methods originally developed for the M -site system [6] for the instructive case of small Bose-Hubbard systems. Therefore we consider a two-mode Bose Hubbard model
and its generalization which takes into account elastic collisions with background gas leading to phase noise described by a master equation. Such a system can be realized experimentally by confining a BEC in a double-well trap [7, 8, 9, 10] . Moreover, we also consider the case of an explicitly time-dependent tunneling-element ∆, which leads to mixed regular-chaotic mean-field dynamics. This can be easily implemented in an experimental setup via a variation of the intensity of the laser forming the optical potential. However, this model can also describe the fundamental phenomena of two weakly coupled BECs in more general setups [11] and Landau-Zener transitions between different Bloch bands [12, 13] . Early theoretical studies of the system dynamics without an external influence and a time-dependant driving were reported in [14, 15, 16] . Furthermore, we use the methods presented here to analyse the interesting and yet not completely understood case M = 3, i.e. the three-mode Bose-Hubbard system:
The realization of such a linear triple-well trap for a BEC is not as straightforward as in the case of a double-well trap, but nevertheless possible in optical setups [17] or on an atom-chip. Besides it is a prominent model system because the mean-field dynamics is classically chaotic (see, e.g. [18, 19, 20, 21] ). In particular, this paper is organised as follows: In the sections II and III, we briefly recall the main results from the number conserving phase space approach and provide some illustrative examples. Then follows an analysis of the exact dynamics of the quasi probability distributions in Sec. IV. Here, we are especially interested in the macroscopic limit, since the evolution equations converge to a classical Liouville equation for large particle numbers. This result enables us to go beyond the usual mean-field limit which considers only point-distributions and to enhance the region of applicability of the approximation to arbitrary initial states. To emphasize this, we study in Sec. V the behaviour around dynamical instabilities where the common mean-field approach is known to fail badly. In the case of an isolated instability this effect is known as the breakdown of mean-field. Here, we show that the Liouville dynamics not only resolves this breakdown due to an isolated instability, but also provides an ideal tool to describe systems where the mean-field dynamics faces large chaotic regions, as for example in a driven two mode system.
Having demonstrated the considerable advantages of the Liouville description, we are now able to address novel questions, like the dynamics of the three-mode system in Sec. VI. While being conceptually quite simple and much easier to implement than other methods (cf. e.g. [22, 23] ) the Liouville description provides a valuable tool to estimate the depletion of the condensate mode and to infer the nature of the many-body quantum state. The comparison to exact numerical results show clear agreement with the results of the Liouville equation while the common mean-field approach fails.
Since the methods developed in [6] are not restricted to the Bose-Hubbard model, but can be applied to every problem within the same symmetry group, there is a large variety of possible applications. As one example, we discuss the heating of a two-mode BEC resulting from elastic scattering with the background gas in Sec. VI C. While our methods predict the proper results, namely a quasi-classical set of Langevin equations in the mean-field approximation, they allow to go even further and predict many interesting effects such as the decay of the coherence factor and the increase of the variances, which are not accessible within the usual mean-field limit. This again underlines the benefit from the Liouville description and the distinction to common mean-field approaches.
In Sec. VII we then give a short overview over different approaches to derive and extend a mean-field description for the systems studied here. Especially, we compare our approach based on the dynamical symmetry and therefore explicitly including the conservation of the particle number to common phase space methods (cf. e.g. [24, 25] ). One important result is that calculations based on a U (1) symmetry breaking description using common Glauber coherent states show deviations from the exact dynamics which are significantly larger and appear on a shorter time scale compared to the number conserving approach.
II. ALGEBRAIC STRUCTURE AND GENERALIZED COHERENT STATES
The number conserving phase space description of the Bose-Hubbard dynamics has been introduced in [6] , starting from the generalized coherent states of Gilmore [4] and Perelomov [5] . Here we will only recall the main results for the special case of two and three modes for the sake of completeness.
Generalized coherent states for arbitrary dynamical Lie groups are defined by the action of a translation In this basis the reference state is chosen to be the highest weight state |N, 0, 0 and the generalized coherent states |Ω are obtained by the natural extension of (5) to higher dimensional rotations. Note, that SU (3) is a two instead of one parameter Lie group, thus the parameter space of generalized the coherent states is now isomorphic to SU (3)/U (2) and therefore four-dimensional. In order to visualize the phase space dynamics we must hence use projections and Poincaré sections, which are not necessarily be unique. For further mathematical details, see e.g. [28] for SU(3), as well as [6, 29] for the general case SU (M ).
However, for any actual calculation or numerical simulation the equivalent parametrization of the generalized coherent states |Ω via the complex mode amplitudes ψ i
proves to be more practical. Using the conservation of the total particle number which corresponds to the normalization
we can fully characterize the state vector by the occupations p 2 = |ψ 2 | 2 , p 3 = |ψ 3 | 2 and the relative phases q 1 = arg(ψ 2 ) − arg(ψ 1 ) and q 3 = arg(ψ 2 )−arg(ψ 3 ), as discussed in the case of the two mode system. Therefore we will use this parametrization in the following.
Note, that such a description in terms of SU (3) coherent states has already proven useful in the case of a circular arrangement with uniform tunneling elements ∆ ij = ∆ = const. [30] and in the study of quantum discrete vortices [31] . A comparison of these results to calculations based on common Glauber coherent states can be found in [32] . 
III. PHASE SPACE DISTRIBUTIONS
With the help of the generalized coherent states, which will be denoted |Ω in the following (independently of the corresponding dynamical group), one can readily introduce quasi phase space distributions for a BEC in a double or triple well trap. The Glauber-Sudarshan Pdistribution is defined as the diagonal representation of the density operatorρ in generalized coherent stateŝ
where Ω represents the respective parametrization and dµ(Ω) stands for the invariant measure on the respective phase space, denoted by X. Due to the overcompleteness of the coherent states, the P -function does always exist but is usually not unique. Furthermore it is not positive definite and often highly singular. On the other hand, the Husimi Q-function defined as the expectation value of the density operator in generalized coherent states,
is unique, regular and positive definite. Thus the Qfunction is especially suited for illustrations, while both quasi distribution functions will be used for actual calculations. However, the Q-function is also not a probability distribution function in the strict sense since it does not give the correct marginal distributions. Note that it is also possible to define the Wigner function on a spherical phase space but this leads to much more complicated expressions than the P -and Q-function, since its construction uses harmonic functions on the respective phase space. This makes actual calculations a hard task even for two lattice sites corresponding to SU (2) (see, e.g., the contradictory results in [33] and [34] ) and almost impossible for larger systems. Furthermore, a positive P -representation respecting SU (M ) symmetry has been introduced and analyzed in [35] .
To get a first impression of the phase space distributions considered here we have plotted the Husimi function of the two mode system for (a) the coherent state |p = 1/2, q = 0 , (b) the Fock state |n 1 = N/2, n 2 = N/2 and (c) the ground state of the Hamiltonian (1) for ∆ = 1 and U = 10 in a Mercator projection of the sphere in Fig. 1 . The coherent state is maximally localized at the position (p, q) and thus closest to a point in classical phase space. On the contrary a Fock state is localized around p = n 2 /N . The phase q is completely delocalized in the sense that the Husimi function is uniform in q. Finally one can clearly visualize the number squeezing of the eigenstate (c) in comparison with the coherent state (a) due to the interaction term in the Hamiltonian -a fact which is desirable for matter wave interferometer experiments [36] .
The overcompleteness of the basis of (generalized) coherent states guarantees that one can uniquely reconstruct the quantum state out of the quasi probability distribution. It is even possible to determine a pure state solely from the N zeros of the Husimi function or the Bargmann function up to a global phase factor [37] . Thus these zeros carry the essential information about the quantum state and its coherence properties. As an example, Fig. 2 compares the Husimi distribution of a cat state in the two mode case, i.e. a coherent superposition of two SU (2) coherent states |ψ ± ∝ |p = 0.2, q = 0 ± |p = 0.8, q = 0 , with the incoherent sum of these two statesρ + = (|0.2, 0 0.2, 0|+ |0.8, 0 0.8, 0|)/2. The global shape of the Husimi function of the three states appears quite similar with significant differences only around the point (p, q) = (0.5, 0). The Husimi density is increased for the coherent superpositions |ψ + in (a) and decreased for |ψ − in (b) in comparison with the incoherent sum, reflecting constructive or destructive interference, respectively. The complete information about the pure states |ψ ± is coded in the distribution of the N = 20 zeros of the Husimi function, which are plotted as red crosses in the figure. The Husimi function of the mixed stateρ + has no zero at all, whereas the Husimi function of a coherent state (compare also Fig. 1 ) has a single N -fold degenerate zero opposite to the maximum of the quasi probability distribution.
IV. DYNAMICS AND THE MACROSCOPIC LIMIT
Evolution equations for the classical phase space distributions can be derived using the mapping of operators in Hilbert space to differential operators on the classical phase space. The D ℓ -algebra representation of an arbitrary hermitian operatorÂ is defined such that the resulting differential operator acting on the parametrization of the generalized coherent state projector has exactly the same effect as the original operator:
Here, the superscript ℓ refers to side (left) from which the operator acts. The D ℓ -algebra representation is well known for the Heisenberg-Weyl algebra. It has been introduced for the su(M )-algebra by Gilmore and coworkers (see [4] and references therein). Here, we just state the expression for the generators of the su(2)-algebra in the angular parametrization (5):
Independently of the number of modes M , the evolution equation for the Q-function can be expressed in terms of the differential operators D ℓ : For the P -function we need an associatedD ℓ -algebra defined by an integration by parts:
Using this algebra, the evolution equation for the Pfunction can be derived viȧ
The D ℓ -algebra representation of the relevant operators and the evolution equation for the M -site BoseHubbard-Hamiltonian have been calculated in the preceding paper [6] . They are generally applicable to every problem within this symmetry class.
A. Mean-field dynamics of the two-mode system
Since the mapping to the differential operators is linear, the explicit evolution equations for the Q-and Pfunction can be directly calculated from the imaginary part (cf. Eqn. (15) and (17)) of the D ℓ operators (see Eqn. (14) ). This yields the following results: for the Husimi Q-function and
for the Glauber-Sudarshan P -function. One can directly show that both evolution equations conserve the normalization. Furthermore it can be shown that the interaction terms ∼ U cancel exactly for N = 1, since a single Boson obviously does not interact. The expectation values of the angular momentum operators (3) are exactly given by the phase space averages [6] 
where k = x, y, z and
is the classical Bloch vector. These exact equations provide a valuable starting point to study the limit of large particle numbers, since it emerges quite naturally in the phase space picture. In the macroscopic limit N → ∞ with g = U N fixed, the second order derivative terms in the evolution equations become negligible, as they are vanishing as O(1/N ). The appearance of a non-positive diffusion term as the difference between the exact quantum dynamics and the classical dynamics has already been discussed in [38] . Thus, in the macroscopic case one obtains a Liouville equation for a quasi-classical phase space distribution function ρ(p, q):
with the Poisson bracket {·, ·} and the Gross-Pitaevskii Hamiltonian function
The macroscopic interaction strength depends upon the operator ordering and is thus given by g = U N if we start from the Q-function and byg = U (N + 2) for the P -function. This difference also vanishes in the macroscopic limit N → ∞ with g = U N fixed. Therefore the phase space picture gives rise to a Liouvillian flow for the time-evolution of the quasi probability distribution in the macroscopic limit.
The common mean-field limit is subject to even more severe restrictions. To circumstantiate this point, we will have a closer look at the relation between the Liouville dynamics and the GPE. To obtain the latter, one must not only take the macroscopic limit of the evolution equations (18) and (19) , but also assume a pure condensate, respectively a SU (M ) coherent state which is maximally localized during the whole time evolution. In this case the dynamics of a phase the space distribution of the initial state is approximated by a point distribution, respective a single trajectory instead of an extended distribution. Therefore, any information about quantities involving higher moments of the state is lost.
, we can derive the GPE starting from the Liouville equation (22) . This yields the canonical equations of motioṅ
These equations are equivalent to the celebrated discrete Gross-Pitaevskii equation
if one identifies ψ 1 = √ 1 − p and ψ 2 = √ p exp (−iq) and neglects the global phase. In the non-interacting case U = 0, these mean-field equations of motion are exact and an initially coherent state remains coherent in time. Hence, no information is lost, since the higher moments can be easily reconstructed. However, in the interacting case an initially pure BEC typically deviates quite rapidly from the set of maximally localized states. Moreover, by approximating the state by a product state one looses the entire information about the higher moments of the state. Therefore many quantities of interest as for example variances etc. are not accessible, whereas they can be easily estimated using the Liouville dynamics and phase space averages similar to Eqn. (20) .
The classical phase space structure induced by the Hamiltonian function (23) is shown in Fig. 3 for ∆ = 1, ǫ = 0 and two different value of the interaction strength, g = 0 and g = 10. In the linear case one recovers the simple Rabi or Josephson oscillations. One of the elliptic fixed points bifurcates if the interaction strength exceeds the critical value g = 2∆, leading to the self-trapping effect [14, 15, 16] .
Furthermore, we have plotted the Husimi function for some selected eigenstates of the Bose-Hubbard Hamiltonian (1) for the linear case U N = 0 in Fig. 4 and for U N = 10 in Fig. 5 . The Husimi functions of the eigenstates localize on the classical phase space trajectories of the respective energy as shown in Fig. 3 , where their sum covers the classical phase space uniformly,
In the linear case U N = 0, the classical trajectories correspond to the Josephson oscillations between the two wells as shown on the left-hand side of Fig. 3 . This behavior is directly mirrored by the eigenstates as shown in Fig. 4 : The lowest eigenstate localizes on the classical fixed point (p, q) = (0, 0) while the others correspond to Josephson oscillations. The situation is more interesting, when the interaction strength exceeds the critical value for the self-trapping bifurcation, as shown exemplarily for U N = 10 in Fig. 5 . For low energies one still finds Rabi modes, while the eigenstates of higher energies correspond to self-trapping trajectories with a persistent particle number difference and a running phase (cf. Fig. 3, right) . However, the eigenstates always localize equally on the trajectories with p > 1/2 and p < 1/2 because of the symmetry of the Hamiltonian (4). Most interestingly, quantum states can also localize at the unstable hyperbolic fixed point as shown in Fig. 5 (c) .
B. Mean-field dynamics of the three-mode system
As in the case of the two-mode system, the exact evolution equations of the phase space distribution functions can be calculated from the D ℓ operators. The results given in [6] are considerably more complicated as in the case of only two modes. However, in the macroscopic limit one again recovers a Liouville equation
with the macroscopic Hamiltonian function
The main new feature of the dynamics in three-levels systems is that the mean-field dynamics can become classically chaotic (cf. e.g. [18, 19, 20, 21] and references therein), where the transition goes from regular dynamics for g = 0, to mixed chaotic dynamics for stronger nonlinearities |g|, whereas the mean-field dynamics of the two mode system with constant parameters is always regular. Figure 6 (a) shows a Poincaré section of the corresponding phase space for g = −5 and H = 1, where the dynamics is still mostly regular. However, a classically chaotic strip is found between the elliptic fixed point at (p 3 , q 3 ) = (0.66, 0) and the running phase modes below. Chains of large regular islands are found within this chaotic sea (colored in green in the figure). Another example is shown in Fig. 6 (b) for g = −10 and H = −1. Again we observe elliptic fixed points with large values of p 3 separated from the running phase modes by a chaotic region in phase space. However, the regular running phase modes now occupy most of the energetically allowed region of phase space. Furthermore one observes a novel fixed point embedded in this region of phase space.
This phase space structure is typical for the route to chaos in Hamiltonian systems described by the KAM and the Poincaré-Birkhoff theorem. The dynamics becomes chaotic in the phase space region close to the separatrix. Resonant tori are destroyed and decompose into a series of elliptic and hyperbolic fixed points, where the elliptic ones form the island chains embedded in the chaotic region. The remaining invariant tori confine this chaotic sea. Note that the use of a Poincaré section is not straightforward for the dynamical system considered here. As usual, the variables (p 3 , q 3 ) are plotted when the trajectories intersect the q 1 = 0-plane withq 1 > 0. The remaining dynamical variable p 1 follows from energy conservation. However the uniqueness has to be checked explicitly. For example, the assignment of p 1 is not unique in Fig. 6 (b) in a small area of phase space which is shaded in grey in the figure. Solving equation (28) for p 1 gives two possible solutions. In order to make the calculation of p 1 unique we define that only the solution with smaller value of p 1 is plotted in the Poincaré section. Furthermore, large regions of the (p 3 , q 3 )-plane are energetically forbidden for q 1 = 0 (cf. Fig. 6 ).
Let us have a closer look at the mixed classicallychaotic phase space shown in Fig. 6 (b) . The dynamics is also shown in a three-dimensional phase space plot in Fig. 7 . Only few trajectories are plotted exemplarily. The periodic orbits (coloured in red) correspond to the elliptic fixed points in the Poincaré section (Fig. 6) . Two periodic orbits are found on the left-hand side of the figure, oscillating with a small amplitude both in the populations and in the relative phases. Another periodic trajectory shows a larger amplitude of the oscillations of the populations p 2 and p 3 and a running phase q 3 . This periodic trajectory is embedded in a set of similar quasiperiodic ones, of whom one is plotted as a blue line in the figure. Furthermore, a trajectory in the chaotic sea is plotted in grey. It is observed that the chaotic sea splits into two distinct regions with narrow links: One around the periodic orbits on the left and one in the vicinity of the running-phase trajectory on the right-hand side.
This 'bottleneck' effect leads to an intermittent dynamics: A trajectory can be confined to certain regions in the chaotic sea for a long time, where its time evolution looks quasi regular. Chaotic bursts to the remaining part of the chaotic sea are found between the quasi-regular oscillations. This is shown in Fig. 7 , where the time series p 3 (t) for one particular trajectory in the chaotic sea is plotted as well as the corresponding power spectrum. One observes long quasi-regular oscillations with a small amplitude intermittent by large amplitude bursts. Physically this means that the BEC mostly stays in the right well for a long time with irregular bursts to the middle well.
In conclusion, we stress that in any case, two steps of approximation were necessary to derive the Gross- Pitaevskii equation: In the first step we have neglected the quantum noise term in the evolution equations (18) and (19) which is always possible in the macroscopic limit N → ∞ with g ≡ U N fixed. Only in the second step to derive the GPE one assumes a nearly pure condensate, so that its phase space representation is strongly localized and can be approximated by a point distribution or a single trajectory in phase space.
Thus it is not only possible to simulate the dynamics of a strongly localized product state, but also of every other possible initial state using the Liouville equation while the error vanishes as 1/N . Whereas the single-trajectory mean-field approximation will break down if the quantum state differs significantly from a product state, the phase space description still gives excellent results. This issue and its implications will be further investigated in the following.
V. ANALYSIS OF DYNAMICAL INSTABILITIES AND CHAOS
The phase-space description of the Bose-Hubbard model is especially suited to explore the correspondence of the quasi-classical mean-field approximation and the many-particle quantum dynamics. The established derivations of the Gross-Pitaevskii equation assume a fully coherent quantum state, so that the mean-field approximation is restricted to this class of quantum states. In fact it has been shown that the approximation is no longer valid if the Gross-Pitaevskii dynamics becomes classically unstable [22, 23] . In this section, we investigate the behaviour of the mean-field approximation around localized, as well as extended regions of dynamical instabilities. It is shown, that the Liouville dynamics not only resolves well-known problems of the common mean-field description, but enables us to even study highly chaotic systems.
A. Resolution of the break-down of mean-field
A particular illustrative example of the failure of the common mean-field equations was introduced by Anglin and Vardi [26, 39] , who demonstrated the breakdown of the mean-field approximation for a two-mode BEC around the hyperbolic fixed point shown in Fig. 3 on the right-hand side. Therefore, this is an excellent example to demonstrate that the approximation by the Liouville dynamics clearly goes beyond the usual mean-field description and to enlight the reason of the break-down. The top row of Fig. 8 shows the resulting evolution of the quantum Husimi Q-function. Initially the system is in a fully condensed state, i.e. a SU (2) coherent state at p 0 = 0.9045 and q 0 = 0, and thus the Husimi function is maximally localized. In the course of time the condensate approaches the hyperbolic fixed point, where the Husimi function rapidly diffuses along the unstable classical manifold. The coherence is lost and the GrossPitaevskii equation is no longer valid. This is further illustrated in Fig. 9 , where the evolution of the quantum Bloch vector Ĵ /N (solid blue line) is compared to its classical counterpart s (solid red line). Both agree well in the beginning, when the system is fully condensed. How- ever, the mean-field approximation breaks down as they approach the hyperbolic fixed point (marked by a cross in the figure) . The quantum Bloch vector penetrates into the Bloch sphere, while the classical vector s is restricted to the surface.
However, this breakdown of the mean-field approximation is only due to the neglect of higher moments of the quantum state and not a consequence of a failure of the quasi-classical Gross-Pitaevskii dynamics. Thus it is easily resolved in quantum phase space. The middle row of Fig. 8 shows the evolution of a classical phase space distribution propagated by the Liouville equation (22) which coincides with the Husimi function at t = 0. With increasing particle number N the width of the initial distribution decreases such that one recovers a single phase space point in the macroscopic limit N → ∞. One observes that the classical distribution captures the essential features of the quantum evolution -the spreading along the unstable manifold of the hyperbolic fixed point. Due to the neglect of the second order differential term in Eqn. (18) this spreading is a little overestimated while the quantum spreading in the orthogonal direction is absent. Thus, this can be construed as a disregard of quantum noise which guarantees the uncertainty relation. Furthermore we can interpret the Liouvillian flow in terms of a classical phase space ensemble as shown in the bottom row of Fig. 8 . At t = 0 this ensemble is generated by 500 phase space points to mimic the quantum Husimi distribution. Afterwards all trajectories evolve according to the Gross-Pitaevskii equation (25) resp. (24) . This approximation is comparable to nu- merical Monte Carlo methods and especially suited for the generalization to larger systems, since it is easily implementable. Fig. 9 shows the quasi-classical expectation value of the Bloch vector (dashed green line) calculated by the simple phase space average (20) in comparison to the quantum Bloch vector Ĵ /N . One observes an excellent agreement. Note that the expectation values calculated from the classical distribution function and the phase space ensemble are indistinguishable on this scale and thus only one curve is shown in the figure.
B. Description of chaos in a driven two-mode system
Periodically driven Bose-Hubbard systems are of current interest (see, e.g., [40] and references therein). In this paragraph, we consider the dynamics in a doublewell trap for a time-dependent tunneling matrix element
Such a driving can be implemented easily in an optical setup by varying the intensity of the laser beams forming the optical lattice. Figure 10 shows a stroboscopic Poincare section of the mean-field dynamics for the parameters ∆ 0 = 1, g = 5, ∆ 1 = 0, 0.2, 0.5 and ω = 2π so that the period is T = 1. The fixed points of the stroboscopic mapping correspond to the nonlinear Floquet solutions of the driven GPE (cf. also [40] ). For ∆ 1 = 0 one obviously recovers the undriven system, which is completely regular. A mixed regular-chaotic dynamics is found when ∆ 1 is increased, the region around the hyperbolic fixed point (p, q) = (1/2, π) being the first to become chaotic. points. The regular islands around (p, q) = (1/2, π/2) and (p, q) = (1/2, 3π/2) correspond to a period doubled fixed point. They are of particular interest since they support regular oscillations of the population with an extremely large amplitude as illustrated in Fig. 12 .
If the classical dynamics is unstable, an initially coherent quantum state will be strongly distorted. For an isolated unstable fixed point, the state spreads along the unstable manifold while it is squeezed in the orthogonal direction as shown in Fig. 8 . This makes the standard mean-field approximation fail, but may even be desirable [41] . Classical chaos has a much more dramatic effect: An initial coherent state will rapidly spread over the entire chaotic sea. Thus, the description by a sharply peaked distribution instantaneously fails and the Bogoliubov approach breaks down immediately. Again this breakdown is resolved by the introduction of a phase space ensemble as shown in Fig. 11 . The classical ensemble well describes the spreading of the wave packet in the chaotic sea, demonstrating the power of the phase space approach also for classically chaotic dynamics.
The differences between regular and chaotic classical dynamics is furthermore illustrated in Fig. 12 , where we have plotted the dynamics of the population in the second well n 2 (t) /N and the magnitude of the Bloch vector | Ĵ (t) |/N for two different initial states. The figures compare the exact many-particle dynamics (solid blue line) to the results of an ensemble simulation (dashed green line), showing a very good agreement for both regular and chaotic dynamics. If the initial state is located on an island as in Fig. 12 (a) and (b) , the population imbalance oscillates regularly and the magnitude of the Bloch vector remains close to its maximum value | Ĵ | = N/2. In this example we have chosen an initial state localized on a period-double fixed point (cf. Fig. 10 ), so that the population difference oscillates with only half of the driving period. The dynamics of a state initially localized in the chaotic sea is shown Fig. 12 (c) and (d) . Oscillations are rapidly damped out and the magnitude of the Bloch vector drops to very small values.
As mentioned above, the classical phase space structure does not only affect the quantum dynamics, but also the organization the eigenstates (cf. Sec. III). Due to the mixed phase space, this leads to much richer structures in the driven case. Instead of the eigenstates of the Hamiltonian, we now have to consider the Floquet states, which are defined as the eigenstates of the time evolution operator over one period T ,
whereT is the time ordering operator. Figure 13 shows the Husimi representation of four typical Floquet states for ∆ 1 = 0.5. Three regular states are shown in the parts (a)-(c), corresponding to the symmetric, the selftrapping and the period-doubled fixed point, respectively. The period-doubled Floquet state shown in part (c) oscillates with a large amplitude during one driving period, in which it remains well localized. In contrast, the chaotic eigenstate are delocalized over the complete chaotic sea -a typical example is shown in part (d) of the figure.
VI. BEYOND MEAN-FIELD: DEPLETION AND HEATING OF THE CONDENSATE
In this section we show that the Liouville picture also provides an excellent quasi-classical approximation of many-particle quantities that are not accessible within the common single-trajectory mean-field description, since it also takes into account approximately the higher moments of the quantum state. In particular one can readily determine the deviation from a pure BEC and calculate the higher moments of the angular momentum operators (3) that can be used to quantify many-particle entanglement [41] . In this paragraph we will especially discuss the first issue for the two-and three-mode case in more detail. This is closely related to the preceding sections, as it is a clear signature of the regular and chaotic dynamics in the corresponding quantum system. However, the Liouville description is not restricted to standard Bose-Hubbard systems. Therefore, we consider the generalization of the two-mode system to an open system in the last paragraph of this section. Here, one quantity of particular interest is the coherence factor between the two modes which decreases during the heating process [9] . It is shown that the Liouville description provides a valuable approximation of this decoherence process.
A. The two-mode Bose-Hubbard system
The deviation from a pure BEC can be characterized by the eigenvalues of the reduced single-particle density matrix (SPDM)
which are easily found to be given by
The leading eigenvalue of the SPDM gives the condensate fraction, i.e. the relative population of the condensate mode [42] . Thus, a BEC is pure if this eigenvalue is equal to one, i.e. if the Bloch vector lies on the surface of the Bloch sphere, | Ĵ |/N = 1/2. As discussed above, the expectation value of the angular momentum operators can be calculated from the quasi-classical phase space distribution function ρ(p, q) in a good approximation. From these it is also possible to reconstruct the SPDM and its eigenvalues completely classically. Furthermore, it is important to note that these quantities are not accessible within a single trajectory mean-field approach, which always assumes a pure BEC and thus guaranties | s | = 1/2 = const. To illustrate our point further we compare the eigenvalues of the SPDM from the quasi-classical Liouville approximation with the exact quantum results in Fig. 14. Initially one eigenvalue is unity, indicating a pure BEC equivalent to a product state with every particle in the same mode. This eigenvalue decreases rapidly when the Husimi function approaches the hyperbolic fixed point (cf. Fig. 8 ), indicating a rapid depletion of the condensate mode. One observes that the classical calculation reproduces this depletion of the condensate mode very well.
B. The three-mode Bose-Hubbard system
The same method can now be used to analyse the three-mode case. Two examples are shown in Figs. 15  and 16 , where the standard mean-field approximation on the left-hand is compared to the results of a full quantum calculation and a classical ensemble simulation. The figures show the population in the first and the third mode, respectively. Regular oscillations with a small amplitude are found for an initial state localized in the first well (ψ 1 (0) = 1, cf. Fig. 15 ). These oscillations are weakly damped in the quantum system due to a dephasing process. This damping is well reproduced by a classical ensemble calculations, while there is no damping at all in the standard mean-field approach (upper panel).
The dynamics is completely different for an initial state in the chaotic region of classical phase space as shown in Fig. 16 . The upper panel shows the mean-field trajecto- ries for two slightly different initial states (p 3 (0) = 1 and p 3 (0) = 0.999). They deviate fast and differ completely for t 0.5. The dynamics of the corresponding quantum system is shown in the lower panel for an initial state which is completely localized in the third mode,
The oscillations of the density n 3 are rapidly damped out. Again this is well reproduced by a classical ensemble calculation. In this case the only signature of chaos in the common mean-field description is the sensible dependence on the initial state, however again there is no indication of the damping process.
As we have already seen in the preceding paragraph, the ensemble simulation gives a good estimate of manyparticle quantities, which cannot be calculated in the standard mean-field theory. Figure 17 shows the evolution of the eigenvalues of the SPDM, which is defined analogously to Eqn. (31) for the two-mode case. The results from a numerical solution of the many-particle dynamics are plotted as red lines, the ensemble estimates as dashed blue lines. The leading eigenvalues of the SPDM gives the condensate fraction of the many-particle quantum state. The condensate mode is depleted if the classical dynamics is unstable in favor of the remaining modes [22, 23, 26, 39] . The differences between the regular and chaotic case are obvious. As expected, the condensate mode is significantly depleted if the dynamics is chaotic. The leading eigenvalue decreases fast, whereas it remains close to one if the dynamics is regular. Furthermore one observes a very good agreement of the classical and the quantum results. Therefore the ensemble method provides a valuable tool to estimate the depletion of the condensate mode and to infer the nature of the many-body quantum state from a purely classical calculation. This is especially useful for extended lattices, where quantum calculations become a hard problem. Another method to calculate the depletion of the condensate mode from the mean-field dynamics was introduced in [22, 23] . However, its use is technically more involved than the simple ensemble approach, while it gives no additional information.
C. Heating of a two-mode BEC
Recently, the long-time dynamics of a BEC interacting with the background gas has attracted a lot of interest [9, 43, 44, 45] . It was shown that collisions with the background gas lead to a decrease of the coherence of the two condensate modes, which can be used as a noise thermometer at extremely low temperatures. In this section we want to discuss the heating of a BEC within the quasi-classical phase space picture.
The main source of decoherence and heating is caused by elastic collisions with the background gas atoms and can described in leading order by the master equation [46, 47] 
The latter term describes elastic scattering events that conserve the number of particles in the condensate mode and only lead to phase decoherence (see, e.g., [48] ). Thus they are readily described within the number conserving phase space approach discussed in the present paper, where the interpretation as phase noise becomes especially clear. The effects of the scattering events are conveniently understood and visualized in quantum phase space. The evolution equation for the Husimi function is obtained as in Sec. III by taking the expectation value in SU (2) coherent states:
= i tr Ĥρ −ρĤ|p, q p, q|
Using the D l -algebra representation of the operators introduced above, this equation can be cast into the form
with the classical Hamiltonian function (23) . By an analogous calculation one finds the evolution equation for the Glauber-Sudarshan distribution:
keeping in mind that the macroscopic interaction strength is now given byg = U (N +2) instead of g = U N . In these representations the effect of the decoherence term ∼ γ 1 becomes most obvious: It leads to a diffusion of the relative phase of the two condensates and thus to a blurring of the coherence of the two condensates modes. This effect has been directly measured in the experiments of the Oberthaler group [9, 43] . If we neglect the quantum noise term ∼ g/N , the equations (37) and (38) reduce to Fokker-Planck equations. Thus the condensate dynamics can again be interpreted in terms of phase space ensembles, now subject to the stochastic evolution equationṡ
where ξ(t) describes uncorrelated white noise: An example for this quasi-classical description of phase diffusion due to heating of the condensate is shown in Fig. 18(a) for U N = 0 and Fig. 19(a) for U N = 10, respectively. The left hand side shows the exact quantum evolution of the Husimi distribution Q(p, q, t) calculated from the evolution of the density matrixρ(t) according to the master equation (34) . At t = 0 the system is assumed to be in a coherent state |p = 1/2, q = 0 , i.e., a pure condensate with equal population and zero phase difference between the two wells. In the course of time, the Husimi function spreads and thus the coherence factor α(t) = The right-hand sides of Fig. 18(a) and Fig. 19(a) show the evolution of a classical phase space ensemble initially distributed according to the Husimi function Q(p, q, 0). The single trajectories evolve according to the stochastic equations of motion (38) and thus diffuse over the classical phase space. One observes that the quantum dynamics is well reproduced by the classical approach, especially the different shape of the Husimi function for U = 0 and U N = 10 after the diffusion process.
For a more quantitative analysis we have plotted the coherence factor α(t) as well as the fluctuations of the population imbalance in Fig. 18 and Fig. 19 . The quantum result 2 N Ĵ x t is compared to the ensemble averages (20) over 500 classical trajectories for the Q-function and P -function, respectively. In the linear case U N = 0 the mapping to stochastic evolution equations is exact and thus the deviations only result from the finite number of classical representations. For U N = 10, however, quantum noise is neglected leading to a systematic underestimation of loss of phase coherence.
Furthermore one observes that the coherence factor α(t) decreases much slower for U N = 10 compared to the non-interacting case U N = 0 both in the exact and in the classical calculation. Similarly, the fluctuations of the population imbalance grow much slower in the interacting case. These differences are readily understood from the structure of the classical phase space as shown in Fig. 3 . One observes that the minimum of the classical Hamiltonian function H(p, q) is much deeper for U N = 10, so that the classical trajectories are bound much stronger and phase diffusion is significantly reduced (cf. also [36] ). In addition, this leads to a stronger restriction of the phase space distribution in the J z -axis.
VII. COMPARISON TO OTHER MEAN-FIELD APPROACHES
In the preceding sections we have introduced the number-conserving phase space description of the BoseHubbard model. This approach provides a straightforward derivation of the (discrete) Gross-Pitaevskii (GP) equation in the macroscopic limit and allows to go beyond mean-field theory. In the following we compare this method to other approaches to derive a mean-field approximation. The most common ones are the Bogoliubov and related approximations which are discussed in detail in Sec. VII A. Phase space methods are also frequently used, however starting from Glauber coherent states in almost all cases. A detailed comparison of the number conserving and the Glauber phase space description is given in Sec. VII B. Furthermore a considerable amount of work has been devoted to a rigorous derivation of the GP energy functional and the GP dynamics in the macroscopic limit (see, e.g., [49] )
A. Bogoliubov theory and related approaches
The most common method to derive the (discrete) GP equation is the Bogoliubov approach, taking the expectation value of the Heisenberg equation of motion for the annihilation operator [50] 
and truncating the correlation functions
Quantum fluctuations are completely neglected in this equation. They can be calculated approximately with the Bogoliubov-de Gennes equations which linearize the equations of motion forâ j around the mean-field approximation given by the GP equation [23, 51] . If the initial state is a pure BEC, it is thus possible to calculate expectation values to all orders and to infer the increase of the non-condensed atoms from the dynamical (in)-stability of the GP equation [23] . However, this approximation includes no backreaction of the non-condensed atoms onto the condensate mode, so that this approximation is restricted to short times. To overcome this problem, one has to truncate higher order expectations values at a later stage than in Eqn. (41) ,
and to derive equations of motion for the correlation functions â † jâ k and â jâk . Depending on the fact if and to which extend anomalous terms are neglected the resulting models are known under the name Hartree-FockBogoliubov (HFB), HFB-Popov or Griffin (see, e.g., [52] and references therein). However, all these methods face some characteristic difficulties which are direct consequences of the breaking of the U (1) symmetry [53] . For instance, none of them conserves the total number of particles and, at the same time, allows for particle exchange between the condensate and the remaining modes.
To overcome these problems, Anglin, Vardi and Tikhonenkov proposed the Bogoliubov backreaction (BBR) method [26, 39, 53] . In contrast to the U (1) symmetry breaking approaches, only the number conserving operatorsÊ jk =â † jâ k are taken into account. Again, equations of motion are calculated for the expectation values Ê jk and the correlation functions Ê jkÊℓm , where higher order expectation values are truncated. Several numerical examples shown in [53] suggest that the BBR method provides a better approximation to the many-particle dynamics than HFB and is varieties.
But still, BBR is limited to the first two moments of the operatorsÊ jk . Higher order correlation functions are not defined at all. This is clearly different within the phase space description, which allows to approximate arbitrary momenta.
From a practical viewpoint, it is thus fair to say that the phase space method embodies the best of both worlds: As the Bogoliubov-de Gennes approximation, it allows the calculation of expectation values to all orders and links the increase of the non-condensed atoms to the dynamical stability of the 'classical' GP equation. However, it also describes the depletion of the condensate mode and the long time dynamics just as the HBF and the BBR method. Last but not least it is even simpler to use and implement then both of them. been discussed in [24] . While this description is natural in quantum optics, where the birth and death of photons have to be taken into account, it does not take into account the SU (M ) symmetry of the Bose-Hubbard Hamiltonian. In this section, we will show that the number conserving description is superior in describing a BEC with a fixed number of particles. Note, however, that the SU (M ) symmetry is explicitly broken in the Gutzwiller approximation so that Glauber states provide the correct starting point in this case [25] . In this approximation, one considers only a single lattice site which couples to the mean-field on the remaining lattice sites so that the local particle number is not conserved any longer.
The U (1) symmetry breaking phase space description is based on the Glauber coherent states
where the particle number follows a Poissonian distribution. Let us briefly discuss the relation between the phase space representations based on SU (2) and Glauber coherent states. The Glauber coherent states (43) can be decomposed as
into SU (2) coherent states with different particle numbers N , where the respective parameters are related by
Thus, α is the amplitude and χ is the global phase of the Glauber coherent state. Using this decomposition one can easily relate the Husimi functions based on SU (2) coherent states and Glauber states. Consider an arbitrary many-particle quantum stateρ with N particles, which is represented by the SU (2) Husimi function Q N (p, q). The Husimi function in terms of Glauber states is then given by
The physical implications of this mapping are clear: First of all, the Glauber-Husimi representation introduces artificial amplitude noise, since |α 1 | 2 + |α 2 | 2 = α 2 is not fixed but Poisson-distributed. The dynamical effects of this will be discussed below. The classical phase space is then given by C 2 and the distribution functions thus depend on four variables. In comparison, the approach based on the SU (2) coherent states has some conceptual advantages as it directly embodies the conservation of the particle number N and eliminates the global phase χ. While the particle number is an operator in the U (1)-symmetry breaking approach, it is a parameter in the SU (2) mapping. Thus, the discussion of the macroscopic limit is much simplified, as well as the estimation of the error, which vanishes as O(1/N ). Another approach discussing the convergence to the mean-field approximation by an expansion in terms of the inverse particle number 1/N has been used in [22, 23] .
The effects of the artificial amplitude fluctuations can be quite significant. Let us illustrate them with a simple example shown in Fig. 20 . We consider the dynamics of an SU (2) coherent state located at (p, q) = (0.7, 0) at t = 0 for ∆ = 1, U = 0.1 and N = 50 particles. This state then rotates around the elliptic fixed point of the classical dynamics at (p, q) = (0.5, 0) and so the expectation values of the angular momentum operators (3) oscillate. These oscillations, however, are subject to dephasing and damping because of the quantum fluctuations of the initial state. Fig. 20 shows the dynamics of s y = L y /N calculated exactly (solid blue line) and quasi-classically by the propagation of classical phase space ensembles. The ensembles were distributed according to the SU (2) Husimi function (dashed red line) and the Glauber-Husimi function (46) (thick green line). While the damping is well reproduced by the SU (2) ensemble, the artificial amplitude fluctuations of the Glauber-Husimi ensemble cause significant deviations. This is due to the fact that the oscillation frequency around the elliptic fixed point strongly depends on the effective nonlinearity U α and thus trajectories with different normalization α dephase rapidly.
Moreover, already the description of a BEC in terms of U (1)-symmetry breaking states reveals some ambiguities. For instance, consider an SU (2) coherent state, representing a pure BEC. In the framework of the numberconserving phase space description, the P -representation of this state is simply a delta function. On the contrary, the P -function in terms of Glauber coherent states is strongly singular, including higher-order derivatives of the delta-function. A pure BEC with a fixed number of particles is thus the most classical state within the SU (2) phase space description whereas it is highly non-classical in terms of the common Glauber phase space picture. In the first case an ensemble representation yields no dephasing at all while such a mapping is simply impossible in the latter case.
An extended and much more detailed overview over many different approaches to describe weakly-interacting condensates at finite, as well as at zero temperature is given in [54] , including symmetry-breaking methods, as well as number conserving approaches. In this terminology, the method presented here can be seen as a combination of a stochastic phase space description with the number conserving approach.
VIII. CONCLUSION AND OUTLOOK
In the present paper we have discussed the numberconserving phase space description of small BoseHubbard systems and their generalization to an open quantum system. Apart from their theoretic value these systems have attracted considerable experimental interest within the last years, especially the two-mode case and its open counterpart [7, 9] .
We have demonstrated the advantages of the (anti)-normal ordered quasi phase space densities based on the SU (M ) coherent states instead of the common Glauber states for the analysis and discussion of quantum states and especially of their dynamics. These representations allow a straightforward comparison of the many-body quantum system and its macroscopic counterpart given by the celebrated Gross-Pitaevskii equation. For instance the quantum eigenstates localize on the classical phase space trajectories. Moreover, we have presented an intuitive way to go beyond the usual mean-field limit: Considering the macroscopic limit N → ∞ with g = U N without assuming a maximally localized state yields a classical Liouvillian flow for the time evolution of the quasi-probability density or, equivalently, Monte Carlo ensembles of phase space trajectories. In contrast to the usual dynamics described by the GPE, this approach enables us to take into account arbitrary initial states and to estimate quantities depending on higher moments of the quantum state. Obviously this also holds for larger lattices, for which a simulation of the full many-body dynamics is hard.
As an example for the extended scope of application, we consider a BEC approaching a classically unstable fixed point. The condensate fraction rapidly decreases so that the dynamics cannot be described by a single GPEtrajectory any longer. This failure has been denoted as the breakdown of the mean-field approximation in the literature [26, 39] . However, this breakdown is resolved using the Liouville dynamics, which provides a quite reasonable approximation for higher moments. Thus, in contrast to the common mean-field approach, it can also be used to describe and analyse chaotic systems. To underline this point, we study a driven two-mode system, as well as the dynamics of the three-mode case, which features an interesting transition from a regular to a mixed chaotic system, depending on the interaction strength. A comparison to exact results shows an excellent agreement with the Liouville dynamics, while the common meanfield dynamics strongly diverge from the exact results and fail to describe the effects of the dynamical instability. Moreover, the approximation of higher moments via the Liouville dynamics allows to investigate many interesting quantities, like the single particle density matrix and the condensate fraction, which are not accessible within the common approach. To underline this point, we study the depletion and the heating of the condensate.
In the last chapter, we give an overview over different methods, which can be used to derive mean-field systems and their possible extensions and relate these to the approach presented here. Special attention is payed upon the comparison to methods based on U (1)-symmetry breaking Glauber states and the implications of the conservation of the total particle number. We show that even for simple examples the artificial noise in the particle number can result in larger deviations appearing on a much shorter time scale compared to the approach presented here. Moreover, ambiguities in the description of macroscopic states and the set of problems considering the macroscopic limit withN being an operator can be tackled easily in the number conserving description where N is simply a parameter. This completes the formal comparison of different possibilities of trial states in [27, 55] . Note, however, that the benefits of a description based on generalized coherent states are not restricted to dynamical problems, see e.g. the semiclassical description of the ground state [56] and the excitation spectrum based on SU (M ) coherent states [55, 57] .
The introduction of generalized coherent states and the corresponding phase space distributions opens the door for the use of semiclassical methods for the analysis of the dynamics of the Bose-Hubbard model. The Liouville approach is of course not capable to describe generic quantum effects such as tunneling in quantum phase space and (self-)interference. These features can be reconstructed using semiclassical coherent state propagators (see, e.g. [58, 59] and references therein). In the first part of the present work [6] we have introduced the phase space description and calculated the equations of motion for an arbitrary number of modes. The generalization of the ensemble method to this case is straightforward and allows the approximate calculation of many-particle quantities such as the condensate fraction or higher moments with small numerical efforts. Concrete applications to larger systems, as well as an extended study of the three-mode system will be subject of a future paper.
Moreover, the analysis of the mean-field dynamics has only recently been proven to be extremely useful for the understanding of the role of noise in two-mode BoseHubbard systems which face many theoretically and experimentally interesting features, like e.g. a stochastic resonance effect [44, 45] . However, very little is known about the behaviour of larger dissipative systems, where the presented methods could provide an illustrative and easily implementable tool.
