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Abstract
This paper gives an elementary, self-contained proof that a 'nite product of 'nitely generated
subgroups of a free group is closed in the pro'nite topology. The proof uses inverse automata
(graph immersions) and inverse monoid theory. Generalizations are given to other topologies.
In particular, we obtain the new result that, for arborescent pseudovarieties, the product of two
closed 'nitely generated subgroups is again closed. An application to monoid theory is given.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Marshall Hall showed in the 1950s [6] that any 'nitely generated subgroup of a free
group is closed in the pro'nite topology. The elegant geometric proof of this result (cf.
[15]) uses a basic fact about inverse automata (or graph immersions as Stallings calls
them). In the early 1990s, Pin and Reutenauer [12] conjectured that the product of
many 'nitely generated subgroups of a free group would again be closed. They made
this conjecture because they could show its validity implied the Type II conjecture of
Rhodes, a result already veri'ed in many special cases. They also showed that this
result would provide a nice algorithm to compute the closure of a rational subset of
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a free group in the pro'nite topology; see [12,17]. At one time, the Rhodes Type II
conjecture was, in fact, believed to be formally equivalent to this conjecture on 'nitely
generated subgroups of a free group, but Branco found an error in the argument. The
Type II conjecture was proved in 1991 by Ash [4]. In 1993, there appeared a proof of
the conjecture on products of 'nitely generated subgroups of a free group, by Ribes
and ZalesskiIJ, using the theory of pro'nite groups acting on pro'nite graphs.
To monoid and geometric group theorists, the Ribes and ZalesskiIJ proof has always
been somewhat unsatisfactory. The proof of Hall’s theorem [15], as well as a proof by
Gitik and Rips [5] for the case of products of two 'nitely generated subgroups, would
seem to indicate that there should be a proof using the techniques of inverse automata
theory. Secondly, the machinery used in the Ribes and ZalesskiIJ proof is quite powerful
and, furthermore, appeals to TychonoL’s theorem. Since the result is about free groups
and implies algorithms for 'nite state automata theory, it is preferable to have a more
elementary proof. Herwig and Lascar have recently provided such a proof using the
language of model theory [8], but this is perhaps still a bit unsatisfactory to the monoid
or geometric group theorist who would like a proof within their 'eld: a geometric or
automata-theoretic proof. See [1] for a relationship between the results of Herwig and
Lascar [8] and the theorem of Ash [4].
In this paper, we show that the Ribes and ZalesskiIJ theorem is formally equivalent to
a result on inverse monoids proved by Ash [4] as a step towards proving the Rhodes’
Type II conjecture (meaning that the two statements can be deduced from each other by
a formal proof; rather than logically equivalent in the sense that any two true statements
are equivalent). Ash’s proof is short and elementary, using inverse automata and the
geometric idea of folding. Our reduction also uses these kinds of ideas. Putting it all
together, we obtain a proof that, we believe, should be more accessible to the general
public. We include a version of Ash’s proof, both to give a complete elementary proof
of the Ribes and ZalesskiIJ theorem, and because Ash’s original proof is both terse
(meaning many details are omitted) and buried in a seemingly diLerent context. In
addition, chasing our reductions and Ash’s proof gives a bound on the size of a 'nite
group needed to separate a reduced word which is not in a 'nite product of 'nitely
generated subgroups from that product, a feature lacked by the Ribes and ZalesskiIJ
proof [13].
Ribes and ZalesskiIJ also give a version of their theorem for related topologies corre-
sponding to extension-closed pseudovarieties of groups [14]. We show that this result
has an analogous reformulation in terms of inverse automata theory. While we do not
obtain an elementary proof of their result in this more general setting, we do obtain,
for the case of two subgroups, a new (perhaps) easier proof, using previous results
of the author on relatively free pro'nite inverse monoids. Furthermore, we need only
assume that the pseudovariety be closed under extensions with Abelian kernel (the
Ribes and ZalesskiIJ proof uses a property enjoyed only by extension-closed pseudova-
rieties). As an application to 'nite monoid theory, we show that this result implies that
J∗H=J H for arborescent pseudovarieties of groups H (where J is the pseudovariety
of 'nite J-trivial monoids).
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2. Notation
Fix a /nite set A, also called an alphabet. We use A∗ for the free monoid, FG(A)
for the free group, and FIM (A) for the free inverse monoid on A. We set A˜ = A∪A−1
where A−1 is a set of formal inverses of elements of A. If w ∈ A˜∗, w−1 is de'ned
in the usual way. We let red : A˜
∗ → FG(A) be the canonical surjection; as a note to
the wary reader, we blatantly refuse to distinguish between elements of FG(A) and
reduced words, so red(w) can be thought of as the word obtained by freely reducing
w. If M is an A-generated algebra of some type, we use [w]M to denote the image in
M of a term w of an appropriate free algebra.
We write homomorphisms on the right of their arguments.
3. Inverse monoids and automata
A monoid I is called inverse if, for each m ∈ I , there exists a unique element n ∈ I
such that mnm = m and nmn = n. One calls n the inverse of m and denotes it by
n−1. One can verify that inverse monoids form a variety of unary monoids de'ned by
the identities xx−1x = x, xx−1yy−1 = yy−1xx−1. One can also show (x−1)−1 = x and
(xy)−1 = y−1x−1. Any group is an inverse monoid, where the inverse of an element
is its usual inverse. Note that, for any element x of an inverse monoid, xx−1 is an
idempotent. Since an idempotent is its own inverse, it follows that the idempotents of
I commute whence the set E(I) of such is an idempotent, commutative monoid: that
is, a semilattice. It is easy to see that an inverse monoid with a single idempotent is
a group.
If X is a set, SIM (X ) denotes the monoid of all partial injective functions on X .
One can verify that SIM (X ) is an inverse monoid (the inverse of a partial injective
function is the inverse partial function) and a theorem of Preston and Wagner [9] states
that an inverse monoid I is isomorphic to an inverse submonoid of SIM (I). An inverse
monoid I is said to be A-generated if there is a function ’ :A → I such that I is the
smallest inverse submonoid containing A’, or, equivalently, I is a quotient of FIM (A).
We note that any quotient of an inverse monoid is again an inverse monoid.
There is a natural partial order on any inverse monoid given by m 6 n if there
exists an idempotent e with en = m, or, equivalently, if there exists an idempotent f
with nf=m. In fact, m6 n if and only if m=mm−1n. This partial order is compatible
with multiplication. For more background on inverse monoids, see [9].
An automaton A (over A˜) is a 4-tuple (V; E; i; t) where V is a set, E ⊆ V × A˜× V
and i; t ∈ V . An edge (p; a; q) is usually drawn
p a→q
We call i the initial or start state and t the terminal or /nal state. A path is de'ned
in the obvious way. The label of path
(q0; a1; q1)(q1; a2; q2) · · · (qn−1; an; qn)
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is the word a1 · · · an. We allow an empty path labeled by 1 at each vertex. We say
w ∈ A˜∗ has a run from p to q if there is a path from p to q labeled by w. The language
of A, L(A), is the set of words w ∈ A˜∗ with a run from i to t. The automaton is
called /nite state if V is 'nite. The automaton is called connected if any two vertices
can be joined by a path. An automaton is called complete if, for each vertex p and
a ∈ A˜, there is an edge (p; a; q) for some q ∈ V .
An automaton is called dual if, for each edge (p; a; q) ∈ E, (q; a−1; p) ∈ E. We call
(q; a−1p) the reverse edge of (p; a; q) and often think of it as the same edge traversed
in the reverse direction. A connected dual automaton is called inverse if, for a ∈ A˜,
(p; a; q) ∈ E and (p; a; q′) ∈ E ⇒ q= q′:
In this case, each word w ∈ A˜∗ has at most one run from a vertex q ∈ V . We write
qw for the endpoint of this run if it exists, and otherwise qw is unde'ned. Then we
see that A˜
∗
acts on V by partial injective functions. The transition monoid I(A) is the
monoid of all partial injective functions on V arising in this manner and is an inverse
submonoid of SIM (V ). If A is 'nite state, I(A) is a 'nite inverse monoid.
If A is an inverse automaton, its fundamental group
1(A) = red(L(V; E; i; i))
is a subgroup of FG(A) coinciding with the usual topological notion of the fundamental
group of the underlying graph. In fact, the natural map of A to a wedge of |A|-circles
is an immersion in the sense of Stallings [15]. Also, A is complete if and only if this
map is a covering, if and only if I(A) is a group. One can compute a basis for this
fundamental group in the usual way; see, for instance, [15]. If A is 'nite state, then
1(A) is 'nitely generated.
Lemma 3.1. Let A tbe an inverse automaton. Then red(L(A)) = 1(A)w where w
is any reduced word with a run from i to t.
Proof. Clearly any element of 1(A)w has a run from i to t. Conversely, if u has a
run from i to t, the red(uw−1) ∈ 1(A) and so red(u) = red(uw−1w) ∈ 1(A)w.
If A is a 'nite state inverse automaton, then, by extending the partial injective
functions to permutations, we see that A can be embedded in a complete inverse
automaton. Let G be the transition monoid of such a complete inverse automaton.
Then if [w]G = 1, [w]I(A) is a partial identity and hence an idempotent.
From now on, we assume that all automata are 'nite state, dual, and connected.
An automaton A′ is said to be obtained from an automaton A via folding if there
exists a pair of edges (p; a; q) and (p; a; q′) in A with q 
= q′, a ∈ A˜ such that A′
is the quotient of A obtained by identifying these two edges and their reverses. The
operation of folding decreases the number of vertices and is conQuent. So starting
from an automaton A, we can obtain a unique inverse automaton I(A) by repeatedly
folding until there are no possible edge pairs left to fold. It can be shown that two
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vertices p and q are identi'ed in I(A) if and only if there is a run of a word w ∈ A˜∗
from p to q with red(w) = 1; see, for instance, [15,17] for more on this construction.
Suppose H is a 'nitely generated subgroup. Let Y be a 'nite set of reduced words
generating H . Then one can construct an automaton A by taking a wedge of |Y |
subdivided circles, each reading an element of Y (and having the appropriate reverse
edges). It can be shown [15] that 1(I(A)) = H . Hence we obtain the following.
Proposition 3.2. Let H be a /nitely generated subgroup of FG(A). Then there is a
/nite state inverse automaton A with red(L(A)) = H .
In fact, any coset of a 'nitely generated subgroup can be “obtained” via a 'nite
state inverse automaton.
Lemma 3.3. Let A be an inverse automaton and w ∈ A˜∗ be a reduced word. Then
there is an inverse automaton A′ such that red(L(A′)) = red(L(A))w.
Proof. Let B be the automaton obtained from A by adding a “thorn” reading the
word w from t, and making the endpoint of this thorn the 'nal state. Set A′=I(B).
Since the thorn is a tree, it follows easily (say from Van Kampen’s theorem, or noting
that A′ can be formed by reading as much of w as possible from t, and then adding a
thorn reading the remaining part of w) that 1(A′) = 1(A). Suppose that iu= t with
u reduced. Then
red(L(A′)) = 1(A′)uw = 1(A)uw = red(L(A))w:
We hence obtain the following theorem summarizing this section.
Theorem 3.4. Let Y ⊆ FG(A). Then Y = Hw with H a /nitely generated subgroup
and w ∈ FG(A) if and only if there is a /nite state inverse automaton A with
Y = red(L(A)).
4. Languages and inverse monoids
We say that L ⊆ A˜∗ is recognizable by an inverse monoid if there is a 'nite
A-generated inverse monoid I and a subset P of I so that, for ’ : A˜
∗ → I the natural
surjection, L = P’−1. In this case, we say that I recognizes L. Note that if A is an
inverse automaton, then L(A) is recognized by I(A) where
P = {m ∈ I(A) | im= t}:
A subset L ⊆ A˜∗ is usually called a language. We note that this condition of being
recognized by an inverse monoid is not the same as saying the syntactic monoid of L
is an inverse monoid, as we require that a and a−1 actually be inverses in the monoid
recognizing A.
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Proposition 4.1. The class of languages in A˜
∗
recognizable by inverse monoids is
closed under /nite Boolean operations.
Proof. If L is recognized by I with subset P, then A˜
∗ \ L is recognized by I with
subset I \P. Hence we just need closure under intersection. But if I recognizes L with
subset P and I ′ recognizes L′ with subset P′, then the pullback of I and I ′ over A˜
∗
is
an inverse monoid recognizing L ∩ L′ with those elements of P × P′ in this pullback.
We shall also need the following stronger result.
Proposition 4.2. Let L1; : : : ; Ln ⊆ A˜∗ be recognizable by inverse monoids. Then there
exists an A-generated inverse monoid I and subsets P1; : : : ; Pn of I so that I recognizes
Li with subset Pi for all i = 1; : : : ; n.
Proof. Let, for each i, Li be recognized by an A-generated inverse monoid Ii with
subset Qi and let I be the pullback of I1; : : : ; In over A˜
∗
, that is, the submonoid of
I1 × · · · × In generated by the diagonal “embedding” of A˜. Then I is an A-generated
inverse monoid. Letting, for each i, Pi be the set of all elements of I with ith-coordinate
in Qi completes the proof.
Our next goal is to relate languages recognizable by inverse monoids with those
recognizable by inverse automata. If M is a monoid, we say that mRn, read m is
R-equivalent to n, if mM = nM (or, equivalently, they are in the same strongly con-
nected component of the right Cayley graph of M). This is clearly an equivalence
relation. We write Rm for the R-class of an element m. In a group, all elements are
R-equivalent. If I is an inverse monoid generated by A, one can show [9] that, for u; v ∈
A˜
∗
, [u]IR[v]I if an only if [uu
−1]I = [vv
−1]I . In particular, each R-class has a unique
idempotent. If w ∈ A˜∗, then S(w) denotes the automaton (R[w]I ; E; [ww−1]I ; [w]I ])
where
E = {(m; a; n) ∈ R[w]I × A˜× R[w]I |m[a]I = n}:
One can show that this automaton is inverse; see for instance [17]. If I is a group,
then this is just the usual Cayley graph. Following Stephen [18], one calls S(w) the
Sch7utzenberger automaton for w. It is easy to verify that
L(S(w)) = {u ∈ A˜∗|[ww−1u]I = [w]I}= {u ∈ A˜
∗|[u]I ¿ [w]I}:
For m ∈ I , we let
Lm = {w ∈ A˜∗|[w]I = m}:
Proposition 4.3. Let I be an A-generated inverse monoid and w ∈ A˜∗. Then red(L[w]I )=
red(L(S(w))).
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Proof. Clearly L[w]I ⊆ L(S(w)), so we need only show that red(L(S(w)))⊆ red(L[w]).
But if u ∈ L(S(w)), then ww−1u ∈ L[w]I so red(u) ∈ red(L[w]I ).
Corollary 4.4. Let Y ⊆ FG(A). Then Y = red(L) for L ⊆ A˜∗ recognizable by an
inverse monoid if and only if there exist inverse automata A1; : : : ;An with Y =⋃
j red((L(Aj))).
Proof. Since the class of languages recognized by inverse monoids is closed under
'nite unions, if such A1; : : :An exist, then L =
⋃
L(Aj) is recognized by an inverse
monoid, and red(L) = Y . Conversely, suppose L is recognized by I with subset P.
Then L=
⋃
[wj]I∈P L[wj]I . But red(L[wj]I ) = red(L(S(w)j)) so the result follows.
In summary, we can deduce, from Theorem 3.4 and Corollary 4.4, the following
result.
Corollary 4.5. Let Y ⊆ FG(A) be a subset. Then Y=red(L) with L ⊆ A˜∗ recognizable
by an inverse monoid if and only if there exist /nitely generated subgroups H1; : : : ; Hn
and reduced words w1; : : : ; wn ∈ A˜∗ such that Y =
⋃
Hiwi. In particular; if Y = red(L)
with L recognized by an inverse monoid and w ∈ FG(A); then Yw= red(L′) for some
language L′ recognized by an inverse monoid.
5. Pro$nite topologies
A pseudovariety of groups is a class of 'nite groups closed under 'nite products,
taking subgroups, and taking homomorphic images. For example, the collection of
all 'nite nilpotent groups is a pseudovariety. Pseudovarieties of monoids and inverse
monoids are de'ned analogously. If H is a pseudovariety of groups and G any group,
we say that G is residually H if, for any g ∈ G \1, there is a normal subgroup N of G
with g 
∈ N and G=N ∈ H. We now assume G is residually H. LetN={N |G=N ∈ H}.
Then
⋂
N = 1 and if we take N as a basis of neighborhoods of 1 and make G a
topological group in the usual way, we obtain the pro-H topology on G. Note that
x ∈ UX ⊆ G if and only if, for every morphism ’ :G → H ∈ H, x’ ∈ X’. If G is
'nitely generated, this topology is de'ned by the following norm. For g ∈ G, let
r(g) = min({[G :N ]|g 
∈ N;G=N ∈ H} ∪∞):
Then de'ne
|g|H = 2−r(g):
This norm, called the H-norm, has the property that
|g1g2|H 6 max({|g1|H; |g2|H});
so the associated metric
dH(g1; g2) = |g1g−12 |H
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is an ultrametric. If H=G, the pseudovariety of all 'nite groups, this topology is called
the pro/nite topology. In this case, the basic open normal subgroups are precisely the
'nite index normal subgroups. If G = Z and H is the pseudovariety of p-groups, p a
prime, then this is the usual p-adic topology. Note that FG(A) is residually G, that is,
residually 'nite.
Theorem 5.1. Let A be an inverse automaton. Then red(L(A)) is closed in the
pro/nite topology.
Proof. Suppose w is a reduced word not in red(L(A)). Attach to A, from i, a thorn
reading w to obtain an automaton B and consider A′ =I(B). Since w 
∈ L(A), the
end point of w does not get identi'ed with t. Indeed, as in the proof of Lemma 3.3,
1(A) = 1(A′). If u is any word reading from i to t in A, then the end point of w
gets identi'ed with t if and only if w ∈ 1(A′)u=1(A)u=red(L(A)). Alternatively,
note that A′ can be obtained from A by reading as much of w from i as possible and
then adding a thorn reading the remaining edges.
Hence, by extending the partial injections of I(A′) to permutations, we see that
there is a 'nite group A-generated group G such that [w]G is not in the image of
red(L(A)) whence w 
∈ red(L(A)).
As a consequence, we obtain the following important theorem of Hall [6] which is,
in fact, equivalent to the above theorem by Theorem 3.4 and the continuity of right
translation.
Theorem 5.2. Let H be a /nitely generated subgroup of FG(A). Then H is closed in
the pro/nite topology.
We also get the following corollary.
Corollary 5.3. Let L ⊆ A˜∗ be a language recognized by an inverse monoid. Then
red(L) is closed in the pro/nite topology.
Proof. Since red(L) is a 'nite union of sets of the form red(L(A)) with A an inverse
automaton by Corollary 4.4, and since closure commutes with 'nite unions, the result
follows from Theorem 5.1.
Our goal is to shed some light on the following theorem of Ribes and ZalesskiIJ [13].
Theorem 5.4. Let H1; : : : ; Hn be /nitely generated subgroups of FG(A). Then H1 · · ·Hn
is closed in the pro/nite topology.
First we obtain the following restatement.
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Proposition 5.5. Theorem 5:4 is formally equivalent to the property: given L1; : : : ; Ln ⊆
A˜
∗
recognizable by inverse monoids; red(L1) · · · red(Ln) is closed in the pro/nite topo-
logy on FG(A).
Proof. We have already seen (cf. Proposition 3.2) that any 'nitely generated subgroup
Hi can realized as red(Li) for some such Li. So assuming the above property, we can
formally deduce Theorem 5.4.
We now formally deduce from Theorem 5.4 the above property. Since red(Li) is a
'nite union of cosets of 'nitely generated subgroups (cf. Corollary 4.5), it suVces to
show that H1w1 · · ·Hnwn is closed where the Hi are 'nitely generated subgroups. But
if
Ki = w−1n · · ·w−1i Hiwi · · ·wn;
then
H1w1 · · ·Hnwn = w1 · · ·wnK1 · · ·Kn
which is closed by Theorem 5.4 and continuity of left translation.
Using that right translation is a continuous automorphism, we see that w ∈
red(L1) · · · red(Ln) if and only if 1 ∈ red(L1) · · · red(Ln)w−1. But we have already
seen that red(Ln)w−1 is again of the form red(L) with L recognizable by an inverse
monoid. Thus Theorem 5.4 is formally equivalent to the property: given L1; : : : ; Ln ⊆
A˜
∗
recognizable by inverse monoids, 1 ∈ L1 · · ·Ln if and only if 1 ∈ L1 · · ·Ln. Also,
by Proposition 4.2, we may assume that L1; : : : ; Ln are recognized by the same inverse
monoid I with subsets P1; : : : ; Pn. Now each Lj is a 'nite union of languages of the form
Lm with m ∈ Pj; so 1 ∈ red(L1) · · · red(Ln) if and only if 1 ∈ red(Lm1 ) · · · red(Lmn) for
some m1; : : : ; mn with mi ∈ Pi, i = 1; : : : ; n. We call an n-tuple (m1; : : : mn) of elements
of an A-generated inverse monoid I a liftable n-tuple if 1 ∈ red(Lm1 ) · · · red(Lmn). One
can then deduce the following.
Theorem 5.6. The following are formally equivalent:
1. The product of n /nitely generated subgroups of a free group on a /nite set A is
closed;
2. If I is an A-generated; /nite inverse monoid; then (m1; : : : ; mn) ∈ I n is a liftable
n-tuple if and only if there exist w1; : : : ; wn ∈ A˜∗ such that [wi]I =mi for i=1; : : : ; n
and red(w1 · · ·wn) = 1.
The notion of a liftable n-tuple can be de'ned for 'nite monoids in general in a
fashion independent of generators. The theorem of Ribes and ZalesskiIJ was originally
conjectured because it implied the Rhodes Type II conjecture on the nature of liftable
1-tuples for 'nite monoids; see [7] for more on this interesting history and motivation.
We shall shortly prove the second statement of Theorem 5.6 following the proof of
another formally equivalent result due to Ash [4]. The reasons for “reproducing” his
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proof are threefold. First of all, we would like a self-contained, elementary proof of
this important theorem of Ribes and ZalesskiIJ, easily accessible to non-specialists in
monoid theory. Secondly, to turn the above statement into the notation of Ash would
be nearly as long as the proof. Thirdly, Ash proved his result as a step towards proving
his main result, the conjecture of Rhodes. As such, he did not provide the rigor the
result truly deserves. So here we provide what we hope is a clearer, more careful
treatment. We will also make use of these techniques to deal with the case of more
general topologies on a free group.
6. E-unitary covers
If I is an inverse monoid generated by A, we call I an A-inverse monoid. If G is
an A-generated group, we call it an A-group. An A-group G is said to give rise to an
E-unitary cover of an A-generated inverse monoid I if [w]G = 1 implies [w]I ∈ E(I)
for all w ∈ A˜∗. By considering a faithful representation of a 'nite inverse monoid I
by partial injective functions, via the Preston–Wagner theorem [9], and extending to
permutations, we see that, for every 'nite A-inverse monoid I , there is an A-group G
giving rise to an E-unitary cover of I .
We now give a geometric interpretation of this de'nition for the case of an inverse
automaton. Let A be an inverse automaton and G an A-group. Let N = {[w]G|w ∈
A˜
∗
; iw = i}. Then N is a subgroup of G. Let A′ be the complete inverse automaton
(G=N; E; N; N [w]G) where w ∈ A˜
∗
is such that iw = t and where
E = {(Ng; a; Ng[a]G) ∈ G=N × A˜× G=N}:
Then 1(A) ⊆ 1(A′) implies that there is a unique morphism of inverse automata (or
immersions if one prefers) from A to A′ with i being sent to N . It can be shown that
G gives rise to an E-unitary cover of I(A) if and only if this map is an embedding;
see, for instance, [17]. Thus, geometrically speaking, E-unitary covers correspond to
embedding inverse automata (immersions) into complete inverse automata (covering
spaces).
If G is an A-group, then, following Margolis and Meakin [10], we de'ne an inverse
monoid Q(G) as follows. The elements of Q(G) are pairs (T; g) where g ∈ G and
T is a 'nite connected subgraph of the (right) Cayley graph of G with 1; g ∈ T .
Note that G acts naturally by left multiplication on its Cayley graph. We de'ne a
product on Q(G) by (T; g)(T ′; g′) = (T ∪ gT ′; gg′). One can verify that this gives an
associative multiplication, that ({1}; 1) is the identity, and that Q(G) is inverse. Indeed,
(T; g)−1 = (g−1T; g−1). One can easily see that the idempotents are those elements of
the form (T; 1), and that (T; g)6 (T ′; g′) if and only if g=g′ and T ′ ⊆ T . Also Q(G)
is generated by A via the map
a → ({(1; a; [a]G); ([a]G; a−1; 1)}; [a]G):
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The projection to G is a homomorphism with the property that the inverse image of 1
is precisely the set of idempotents of Q(G), showing that G gives rise to an E-unitary
cover of Q(G).
One can prove [10] that Q(G) is the freest A-inverse monoid I such that G gives rise
to an E-unitary cover of I . That is, G gives rise to an E-unitary cover of I if and only
if I is a quotient (as an A-inverse monoid) of Q(G). For instance, FIM (A)=Q(FG(A)).
Note that if G is 'nite, then so is Q(G). For completeness we give a proof of these
properties in an appendix.
We end this section with the observation that the images of w1; w2 ∈ A˜∗ in Q(G)
are the same if and only if [w1]G=[w2]G and both words use the same edges (in either
direction) in their respective runs from 1 (or, equivalently, any other vertex) in the
Cayley graph of G.
7. The proof
We prove Theorem 5.4 by induction on n. The case n = 1 is Hall’s theorem and
has already been proved. For n ¿ 2 we prove the second statement of Theorem 5.6;
note that we shall use this statement for n=1 without comment. Since the argument is
geometric, we recommend the reader draw pictures of the automata involved at each
stage of the proof. We have included some 'gures to help in this task.
We begin with the case n=2. Let I be a 'nite A-inverse monoid and (m1; m2) ∈ I 2
be a liftable 2-tuple. We show there exist wj ∈ Lmj , j = 1; 2, with red(w1w2) = 1.
Let G be an A-group giving rise to an E-unitary cover of I . Let G′ be the transition
group of the automaton direct product of all non-isomorphic complete inverse automata
(over A˜) on less than |2G| states (of which there are only 'nitely many). Then since
(m1; m2) is a liftable 2-tuple, there exist u1; u2 ∈ A˜∗ such that u1 ∈ Lm1 ; u2 ∈ Lm2
and [u1u2]G′ = 1. Note that since the Cayley graph of G has less than 2|G| states,
[u1u2]G = 1.
Let A1 be the inverse automaton consisting of precisely those edges (and their
reverses) used in reading u1 on the Cayley graph of G from 1 to [u1]G and let A2
be the inverse automaton consisting of precisely those edges (and their reverses) used
in reading u2 on the Cayley graph of G from [u1]G to 1. For g ∈ G, we use g(j) to
denote the vertex corresponding to g in Aj. Let B be the automaton obtained by taking
the disjoint union of A1 and A2 and identifying [u1]
(1)
G and [u1]
(2)
G . Let B
′ =I(B).
Note that B′ has less than 2|G| states; so by completing B′ to a complete automaton,
without adding extra states, we see, using [u1u2]G′ = 1, that 1
(1) and 1(2) must be
identi'ed in the folding process.
We claim that two vertices of B are identi'ed if and only if they are of the form
g(1) and g(2) and there is a word w ∈ A˜∗ reading from [u1]( j)G to g(j) in Aj, j = 1; 2.
Indeed, if w is such a word, then w−1w has a run in B from g(1) to g(2) and so these
vertices are identi'ed in B′. For the other direction, we choose a sequence of folds of
B to obtain B′ and show that, for each fold, the identi'ed vertices are of this form.
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Fig. 1. Potential 'rst fold.
First note that after zero folds, we have identi'ed [u1]
(1)
G and [u1]
(2)
G and 1 is a word
with the desired property. Fig. 1 illustrates a potential 'rst fold.
Suppose we have made n folds and that the identi'ed vertices are of the above form.
Suppose the (n+1)st fold identi'es a pair of edges which corresponds to the image of
a pair of edges (g(i)1 ; a; g
(i)
2 ) and (g
( j)
3 ; a; g
( j)
4 ), a ∈ A˜, of B. Then either g(i)1 = g( j)3 , or
g(i)1 and g
( j)
3 have already been identi'ed by previous folds. In the 'rst case, since Ai
is inverse, we see that g2 = g4 whence there is no folding to be done. Thus only the
second case arises. In this case, we have, by induction, that g3 = g1, i 
= j, and that
there is a word w with runs in A1 and A2 from the corresponding copy of [u1]G to
the corresponding copy of g1. So g2 = g1[a]G = g4 and wa is as desired.
We now see that there is a word w ∈ A˜∗ reading from [u1]G to 1 in both A1 and
A2. Considering our description of the congruence associated to Q(G), we see that
[u1u−11 w
−1]Q(G) = [u1]Q(G) and [u2u
−1
2 w]Q(G) = [u2]Q(G). Since Q(G) maps onto I , the
same is true in I . So w1 = u1u−11 w
−1 ∈ Lm1 , w2 = u2u−12 w ∈ Lm2 and red(w1w2) = 1.
We now proceed for n¿ 3 by induction on n. First we note that there exists a 'nite
A-group G with the property: for all k ¡n, (m1; : : : ; mk) ∈ I k is a liftable k-tuple if and
only if, for each index j, there exists wj ∈ Lmj with [w1 · · ·wk ]G = 1. Indeed, since I
is 'nite, there are only 'nitely many k-tuples (m1; : : : ; mk) of elements of I which are
not liftable k-tuples, k ¡n. For each such k-tuple, 1 
∈ red(Lm1 ) · · · red(Lmk ), implies
the existence, by de'nition of the pro'nite topology, of a 'nite A-group Gm1 ;:::;mk for
which there do not exist wj ∈ Lmj , j=1; : : : ; k, with [w1 · · ·wk ]Gm1 ;:::;mk 
= 1. The product
of these groups over all such k-tuples (in the category of A-generated groups) provides
the desired group G. We claim that G gives rise to an E-unitary cover of I . Indeed,
if w ∈ Lm and [w]G = 1, then m is a liftable 1-tuple by hypothesis on G. Hence
1 ∈ red(Lm)= red(Lm). Let u ∈ Lm with [u]FG(A) =1. Then since FIM (A)=Q(FG(A)),
we see that [u]FIM (A) is an idempotent and hence so is [u]I = m.
Let (m1; : : : ; mn) ∈ I n be a liftable n-tuple. We show that there exist w1; : : : ; wn ∈ A˜∗,
with wi ∈ Lmi all i, such that red(w1 · · ·wn) = 1. Let G′ be the transition group of the
direct product of the 'nitely many non-isomorphic complete inverse automata (over
A˜) with less than n|G| states. Since (m1; : : : ; mn) is liftable, there exist u1; : : : ; un with
ui ∈ Lmi , all i, such that [u1 · · · un]G′ =1. We must then have [u1 · · · un]G =1 since the
Cayley graph of G has less than n|G| states.
Consider the run of u1 · · · un from 1 to 1 on the Cayley graph of G. Suppose uj
goes in this run from gj−1 to gj (whence g0 = gn = 1). For j= 1; : : : ; n, let Aj be the
inverse automaton which is the subautomaton of the Cayley graph of G corresponding
to those edges (and their reverses) used in the run of uj from gj−1 to gj. We again
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Fig. 2. Schematic picture of (∗).
use the notation g(i) to denote the copy of an element g ∈ G in Ai. Let B be the
automaton obtained from the disjoint union of the Aj, j= 1; : : : ; n, by identifying g
( j)
j
with g( j+1)j , j= 1; : : : ; n− 2. Let B′ =I(B). Note that B′ has fewer than n|G| states;
so, by completing B′, without adding new states, and using that [u1 · · · un]G′ = 1, we
see that 1(1) and 1(n) are identi'ed in B′.
We now show:
(∗) there exist g ∈ G and v1; v2 ∈ A˜∗ such that, for some 0¡r 6 n − 2, there is a
run of v1 from gr to g in both Ar and Ar+1, and a run of v2 from gr+1 to g in
both Ar+1 and Ar+2.
See Fig. 2 for a schematic picture.
First observe that if ur+1 reads a loop in the Cayley graph of G, then we can take
g= gr and v1 = v2 = 1. So we now assume that none of the ui read a loop. Consider a
sequence of folds in constructing B′ from B. Since there are no loops, the 'rst fold
must be between edges in consecutive Ai. Also, since 1(1) and 1(n) are identi'ed, there
must be a 'rst fold F such that elements f(i) and h(j) are identi'ed with |i − j|¿ 1.
Arguing as in the case n=2 above, one can show that the folds previous to F identify
pairs g(k) and g(k+1) where there is a word w reading in both Ak and Ak+1 from gk
to g.
We recommend the reader draw a picture analogous to Fig. 1 and then try to imagine
a sequence of folds, stopping after the 'rst time vertices from non-consecutive Ai are
identi'ed. The reader should then end up with a subpicture like Fig. 2.
Suppose F identi'es the images of edges (h(k)1 ; a; h
(k)
2 ) and (h
(l)
3 ; a; h
(l)
4 ) of B with
a ∈ A˜, h(k)2 equivalent to f(i), and h(l)4 equivalent to h(j). By our observation on previous
identi'cations, h1 = h3 and either l= k, l= k +1, or l= k − 1. Actually, the case k = l
cannot happen since these two edges would have to be the same, as Ak is inverse.
Without loss of generality, we may assume l= k + 1. Then there is a word w which
runs in Ak and Ak+1 from gk to h1. By our observation on previous identi'cations,
we see that
f = h2 = h1a= h3a= h4 = h:
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Now |i− k|; |j− (k+1)|6 1 by assumption on F , and |i− j|¿ 1. So we have several
cases. If i = k, then j = k + 2 and there is a word u ∈ A˜∗ with a run from gk+1 to
h = f in Ak+1 and Ak+2. Thus r = k, g = f, v1 = wa, and v2 = u are as desired. A
similar analysis holds for the case i= k − 1; j = k + 1, although in this case, we take
r = k − 1. The only case remaining is i = k − 1 and j = k + 2. But in this case, since
f(i) is already identi'ed with h(k)2 =f
(k), this fold identi'es f(k) with h(j) and we are
back in one of the previous cases.
Now let g, r, v1, and v2 be as per (∗). The reader is again referred to Fig. 2. Then
gr[v1]G = g and gr+1[v2]G = g imply that
[v1v−12 ]G = g
−1
r gr+1 = [ur+1]G:
One then easily veri'es [urv1v−11 ]Q(G) = [ur]Q(G), [v1v
−1
2 u
−1
r+1ur+1]Q(G) = [ur+1]Q(G), and
[v2v−12 ur+2]Q(G) = [ur+2]Q(G) whence the same equalities hold in I . But
[u1 · · · (urv1)(v−12 ur+2) · · · un]G = [u1 · · · un]G = 1;
so, by choice of G, ([u1]I ; : : : ; [urv1]I ; [v
−1
2 ur+2]I ; : : : ; [un]I ) is a liftable (n − 1)-tuple.
Hence, by induction, there exist w1; : : : ; wr−1; wr+3; : : : ; wn; x; y ∈ A˜∗ with wj ∈ Lmj ,
j = 1; : : : ; r − 1; r + 3; : : : n, [x]I = [urv1]I ; [y]I = [v−12 ur+2]I , and
[w1 · · ·wr−1xywr+3 · · ·wn]FG(A) = 1:
But [ur]I=[urv1v
−1
1 ]I=[xv
−1
1 ]I and [ur+2]I=[v2v
−1
2 ur+2]I=[v2y]I . So if we let wr=xv
−1
1 ,
wr+1 = v1v−12 u
−1
r+1ur+1, and wr+2 = v2y, then wj ∈ Lmj for j = 1; : : : ; n. But
[w1 · · ·wn]FG(A) = [w1 · · ·wr−1xv−11 v1v−12 u−1r+1ur+1v2ywr+3 · · ·wn]FG(A)
= [w1 · · ·wr−1xywr+3 · · ·wm]FG(A) = 1:
We have now proved the second statement of Theorem 5.6 for n ¿ 2 whence
Theorem 5.4 holds. We remark that this proof implicitly provides a bound on the
size of a 'nite group need to separate w 
∈ H1 · · ·Hn from H1 · · ·Hn where the Hi,
i = 1; : : : ; n, are 'nitely generated subgroups of a free group.
8. Pro-H analogs
To each pseudovariety H, we can associate the pseudovariety Sl H of all 'nite
inverse monoids I such that there is a group G ∈ H giving rise to an E-unitary cover of
I . For instance, Sl G is the pseudovariety of all 'nite inverse monoids. The following
result is proved for the so-called reduced inverse automata in [11] and in general by
the author in [17].
Theorem 8.1. Let A be an inverse automaton such that 1(A) is closed in the pro-H
topology. Then I(A) ∈ Sl H.
We say a pseudovariety of groups H is a Hall pseudovariety if the converse of
the above theorem holds. The results of [11] imply that if H is Hall, then the pro-H
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closure of a 'nitely generated subgroup is 'nitely generated. We call a subset of a free
group closed in the pro-H topology: H-closed. Observe that if H is Hall, then the free
group is residually H; indeed {1} is 1(A) where A has one vertex and no edges,
hence {1} is H-closed.
If L ⊆ A˜∗, we say that L is Sl H-recognizable if there is an A-generated in-
verse monoid I ∈ Sl H and a subset P ⊆ I with L = P’−1 where ’ : A˜∗ → I
is the natural surjection. The languages recognized by inverse monoids are exactly
the Sl G-recognizable languages. If I is an A-generated inverse monoid in Sl H
and m1; : : : ; mn ∈ I , then (m1; : : : ; mn) ∈ I n is called an H-liftable n-tuple if 1 ∈
red(Lm1 ) · · · red(Lmn) where the closure is taken in the pro-H topology on FG(A). We
point out the well-known fact that if V is a pseudovariety of inverse monoids, then
I ∈ V if and only if, for each w ∈ A˜∗, I(S(w)) ∈ V; see, for instance, [17]. An
entirely similar argument to that of Theorem 5.6 then shows the following.
Theorem 8.2. For a Hall pseudovariety of groups H; the following are formally
equivalent:
1. The product of n /nitely generated H-closed subgroups of a free group on a /nite
set A is H-closed;
2. For an A-generated inverse monoid I ∈ Sl H; (m1; : : : ; mn) ∈ I n is an H-liftable
n-tuple if and only if there exist w1; : : : ; wn ∈ A˜∗; wj ∈ Lmj ; j = 1; : : : ; n; such that
red(w1 · · ·wn) = 1.
A non-trivial pseudovariety of groups H is said to be extension-closed (respectively,
arborescent), if given an exact sequence of groups
1→ N → G → H → 1
with N;H ∈ H (respectively, and N Abelian), one has that G ∈ H. It is well known
that any free group is residually in the pseudovariety of p-groups, p prime, and hence
in H for any arborescent pseudovariety. One can then show the following [11,17].
Proposition 8.3. Let H be extension closed. Then H is Hall.
Ribes and ZalesskiIJ proved the 'rst statement of Theorem 8.2 [14] for pseudovarieties
closed under extension. We will show that arborescent pseudovarieties are Hall and
verify that the second statement of the above theorem holds for n = 2. While our
techniques use the machinery of pro'nite groups and pro'nite inverse monoids, the
argument is still simpler than the argument of Ribes and ZalesskiIJ for the case n=2. The
proof of Ribes and ZalesskiIJ does not work in the more general context of arborescent
pseudovarieties as they use the property that, for an extension-closed pseudovariety H,
the induced topology on an H-open subgroup of a group is its own pro-H topology.
This property fails whenever H is not extension-closed. In particular, we obtain a
short, new proof that the product of two 'nitely generated subgroups of a free group
are closed in the pro'nite topology.
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9. Pro$nite groups and inverse monoids
A pro/nite group is an inverse limit of 'nite groups. Such groups are compact,
HausdorL (in fact, metric when 'nitely generated as a topological group), and totally
disconnected in the pro'nite topology. If H is a pseudovariety of groups, then a pro'-
nite group is called pro-H if it is an inverse limit of groups in H. Similar de'nitions
exist for monoids and inverse monoids. If H is a pseudovariety of groups, then there is
a free pro-H group on any 'nite set A. That is, there is a pro'nite group F̂H(A) with
a map ’ : A → F̂H(A) such that if  : A → H ∈ H, then there is unique continuous
extension  ˆ : F̂H(A)→ H . If FG(A) is residually H, then FG(A) ⊆ F̂H(A) in a natural
way and the pro-H topology is just the induced topology on FG(A). Similar remarks
hold for pseudovarieties of inverse monoids. We use F̂IMH(A) for the free pro-Sl H
inverse monoid on a 'nite set A. It follows from abstract nonsense that there are nat-
ural homomorphisms 1 : A˜
∗ → F̂IMH(A) and  : F̂IMH(A) → F̂H(A) where the latter
is continuous and surjective.
The term arborescent comes from the fact that the pro'nite Cayley graph of F̂H(A)
is in some sense a tree [2,3]. The inverse monoid F̂IMH(A), which is a pro'nite analog
of Q(F̂H(A)), was studied in the arborescent case by the author in [16]. In particular,
the following is proved there.
Theorem 9.1. Let H be an arborescent pseudovariety and A a /nite set.
1. Let g ∈ F̂H(A). Then there is an element g˜ ∈ F̂IMH(A) with g˜= g and such that
u= g implies that u6 g˜.
2. Let w ∈ FG(A). Then w˜ = w1; where we view w as a reduced word in A˜∗.
Note that if m 6 n in an inverse monoid, then m−1 6 n−1 since (en)−1 = n−1e.
One then easily deduces that g˜−1 = g˜−1. Property 1 says that F̂IMH(A) is a so-called
F-inverse monoid [9].
Theorem 9.2. Let H be arborescent. Then H is Hall.
Proof. Suppose A is an inverse automaton with I(A) ∈ Sl H. Suppose w ∈ 1(A)
is a reduced word. Then there is a sequence of reduced words wn ∈ A˜, with wn ∈
1(A) all n, such that wn → w. Since I(A) is 'nite and F̂IMH(A) is compact, we
may assume, by going to a subsequence, that there exists r ∈ I(A) with [wn]I(A) = r
for all n, and that wn → u ∈ F̂IMH(A). Then [u]I(A) = r and u=w. By Theorem 9.1,
u6 w1 whence r 6 [w]I(A). Hence
[w1w−11 w]I(A) = rr
−1[w]I(A) = r = [w1]I(A):
Since iw1 = i, it follows that iw = i whence w ∈ 1(A) as desired. We conclude that
1(A) is H-closed.
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Theorem 9.3. Let H be an arborescent pseudovariety and I ∈ Sl H be A-generated.
Suppose (m1; m2) ∈ I 2 is an H-liftable 2-tuple. Then there exist w1; w2 ∈ A˜∗ with
[wj]I = mj; j = 1; 2; and red(w1w2) = 1.
Proof. Suppose 1 ∈ red(Lm1 )red(Lm2 ). Then there exist sequences un; vn ∈ A˜
∗
with
un ∈ Lm1 and vn ∈ Lm2 such that unvn → 1. By going to subsequences, we may assume
un → r and vn → s for some r; s ∈ F̂IMH(A). Also (rs)= 1, that is s= (r)−1. Let
g = r. Then r 6 g˜ and s 6 g˜−1. Hence, rr−1g˜ = r and ss−1g˜−1 = s. Let w ∈ A˜∗
such that [w]I = [g˜]I . Then [w
−1]I = [g˜
−1]I . Also,
m1 = [r]I = [rr
−1g˜]I = [u1u
−1
1 w]I
and, similarly, m2 = [v1v−11 w
−1]I . So w1 = u1u
−1
1 w and w2 = v1v
−1
1 w
−1 are as desired.
Corollary 9.4. Let H be an arborescent pseudovariety. Then the product of two
H-closed; /nitely generated subgroups is H-closed.
A monoid M is called J-trivial if for m; n ∈ M ,
MmM =MnM ⇒ m= n:
As an application, let J be the pseudovariety of all 'nite J-trivial monoids and H
be a pseudovariety of groups. Then J H denotes the pseudovariety (of monoids)
generated by monoids M with a homomorphism ’ : M → H ∈ H such that 1’−1 ∈ J.
We denote by J ∗ H the pseudovariety generated by semidirect products of monoids
in J with groups in H. It is easy to show that J ∗H ⊆ J H. In general, the reverse
inclusion is false; see [17]. However in [17], the author shows that equality holds for
H closed under extension. The argument only needs that H is Hall and that the product
of two H-closed, 'nitely generated subgroups of a free group is H-closed. Thus we
are now able to conclude the following.
Theorem 9.5. Let H be an arborescent pseudovariety. Then J ∗H = J H.
One can show that, in the setting of the above theorem, if there is an algorithm to
compute membership in the H-closure of a 'nitely generated subgroup of a free group,
then J ∗H has decidable membership.
Appendix
We now prove that Q(G) has the announced universal property. We 'x a set of
generators A; all inverse monoids and groups in this appendix are assumed to be
A-generated.
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Lemma 9.6. Let G give rise to an E-unitary cover of I. If [u]G = [wa]G and the
run of u from 1 in the Cayley graph of G uses (in the positive direction) the edge
([w]G; a; [wa]G) then [u]I = [ua
−1a]I .
Proof. If u = w1aw2, where the a in this factorization corresponds to the occurrence
of the edge ([w]G; a; [wa]G), then [w1a]G = [wa]G = [w1aw2]G whence [w2]G =1. Thus
[w2]I is an idempotent, so
[ua−1a]I = [w1a]I [w2]I [a
−1a]I = [w1aa
−1a]I [w2]I = [w1a]I [w2]I = [u]I :
Corollary 9.7. Let G give rise to an E-unitary cover of I. If [u]G =[wa]G and; in the
run of u in the Cayley graph of G; the edge ([w]G; a; [wa]G) or its reverse is used;
then [u]I = [ua
−1a]I .
Proof. In light of the above lemma, we need only consider the case where the edge
([wa]G; a
−1; [w]G) is used. But then, in u, replace the occurrence of a
−1 corresponding
to traversing this edge by a−1aa−1 and call the word obtained v. Then [u]I = [v]I and
by the previous lemma [v]I = [va
−1a]I = [ua
−1a]I .
Proposition 9.8. The assignment [w]Q(G) → [w]I is a well-de/ned homomorphism if
and only if G gives rise to an E-unitary cover of I.
Proof. Suppose the map is well de'ned and [w]G =1. Then [w]Q(G) is idempotent and
hence so is [w]I ; thus G gives rise to an E-unary cover of I .
Conversely, suppose that G gives rise to an E-unary cover of I . We show by in-
duction on the length of v that if [u]Q(G) 6 [v]Q(G) in the natural partial order, then
[u]I 6 [v]I . The result then follows.
If v = 1, then [u]Q(G) is an idempotent and so [u]G = 1 whence by hypothesis [u]I
is idempotent giving that [u]I 6 1.
If v = wa with a ∈ A˜, then since [u]Q(G) 6 [wa]Q(G), we have [u]Q(G) = [wa]Q(G)e
with e idempotent. Note then that [u]G = [wa]G and that the edge ([w]G; a; [wa]G) is
used in the run of u in some direction. We claim [ua−1]Q(G) 6 [w]Q(G). Let f =
[a]Q(G)e[a
−1]Q(G); then f is an idempotent. But [ua
−1]Q(G) = [wa]Q(G)e[a
−1]Q(G) =
[w]Q(G)f thereby establishing the claim. By induction it follows that [ua
−1]I 6 [w]I ,
and hence [ua−1a]I 6 [wa]I . By the previous corollary, [u]I = [ua
−1a]I , so [u]I =
[ua−1a]I 6 [wa]I = [v]I .
References
[1] J. Almeida, M. Delgado, Sur certains systYemes d’Aequations avec contraintes dans un groupe libre, Port.
Math. 56 (1999) 409–417.
[2] J. Almeida, P. Weil, Reduced factorizations in free pro'nite groups and the join decompositions of
pseudovarieties, Internat. J. Algebra Comput. 3 (1994) 375–403.
B. Steinberg / Journal of Pure and Applied Algebra 167 (2002) 341–359 359
[3] J. Almeida, P. Weil, Relatively free pro'nite monoids: an introduction and examples, in: J.B. Fountain
(Ed.), Semigroups, Formal Languages and Groups, Vol. 466, Kluwer Publishers, Dordrecht, 1995, pp.
73–117.
[4] C.J. Ash, Inevitable Graphs: A proof of the Type II conjecture and some related decision procedures,
Internat. J. Algebra Comput. 1 (1991) 127–146.
[5] R. Gitik, E. Rips, On separability properties of groups, Internat. J. Algebra Comput. 5 (1995) 703–717.
[6] M. Hall, A topology for free groups and related groups, Ann. Math. 52 (1950) 127–139.
[7] K. Henckell, S. Margolis, J.-E. Pin, J. Rhodes, Ash’s type II theorem, pro'nite topology and Malcev
products. Part I, Internat. J. Algebra Comput. 1 (1991) 411–436.
[8] B. Herwig, D. Lascar, Extending partial automorphisms and the pro'nite topology on free groups, Trans.
Amer. Math. Soc. 352 (2000) 1985–2021.
[9] M. Lawson, Inverse Semigroups: The Theory of Partial Symmetries, World Scienti'c, Singapore, 1998.
[10] S. Margolis, J.C. Meakin, E-unitary inverse monoids and the Cayley graph of a group presentation, J.
Pure Appl. Algebra 58 (1989) 45–76.
[11] S. Margolis, M. Sapir, P. Weil, Closed subgroups in pro-V topologies and the extension problem for
inverse automata, Internat. J. Algebra Comput., to appear.
[12] J.-E. Pin, C. Reutenauer, A conjecture on the Hall topology for the free group, Bull. London Math.
Soc. 23 (1991) 356–362.
[13] L. Ribes, P.A. ZalesskiIJ, On the pro'nite topology on a free group, Bull. London Math. Soc. 25 (1993)
37–43.
[14] L. Ribes, P.A. ZalesskiIJ, The pro-p topology of a free group and algorithmic problems in semigroups,
Internat. J. Algebra Comput. 4 (1994) 359–374.
[15] J. Stallings, Topology of 'nite graphs, Inv. Math. 71 (1983) 551–565.
[16] B. Steinberg, Inevitable graphs and pro'nite topologies: some solutions to algorithmic problems in
monoid and automata theory stemming from group theory, Internat. J. Algebra Comput., 11 (2001)
25–27.
[17] B. Steinberg, Finite state automata: a geometric approach, Trans. Amer. Math. Soc., to appear.
[18] J.B. Stephen, Presentations of inverse monoids, J. Pure Appl. Algebra 63 (1990) 81–112.
