Modeling a hydrologic time series has been one of the most complicated tasks owing to the wide range of data, the uncertainties in the parameters influencing the time series and also due to the non availability of adequate data. Recently, Artificial Neural Networks (ANNs) have become quite popular in time series forecasting in various fields. This paper demonstrates the use of ANNs to forecast Khabur monthly river flows for flow data from January 1958 to December 1975. Using the feed forward network. The network is trained using the lagged or delayed variables from SARIMA model as an input variables for the network. ANN model for mouthy flow gives better result in comparison with Traditional ANN models and SARIMA model.
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Introduction
Operation and planning studies in a river basin require the ability to simulate realistic streamflow variability [8] . Stochastic streamflow models were traditionally developed in both Integrated Autoregressive and Moving Average ARIMA,SARIMA and PAR models [14, 4, 9, 13] .
Kernal-based non-parametric models developed recently for streamflow simulation [11] ,Streamflow disaggregation [6] . Since the early nineties, ANNs have been successfully used in hydrology-related areas such as rainfall-runoff modeling, Streamflow forecasting, Ground-water modeling, Hydrologic time series. [2, 3] . N.Karunanithi et al. [7] uses ANN for streamflow forecasting of the Huron river in Michigan. Amir F. Atiya et al. [1] uses the average daily flow of nile river and apply the ANN model for two time series: the ten day previous and the monthly time series.
Sana Buttamra [10] introduce the ANN approach for water consumption time series data of Kuwait, and show that if the delayed variables are identified based on Box-Jenkins analysis, then better ANN model is obtained than one based on traditional methods.
B.Sivakumar et al. [12] make a comparison between two non-linear black-box approaches, Phase-space reconstruction (PSR) and artificial neural networks(ANN), for forecasting daily river flow from the Nakhan Sawan station at Chao phraya river basin in Thailand for 1-day and 7-day ahead forecasting. The result shows good performance of both 1-day and 7-day ahead forecasting. However, the performance of the PSR approach is found to be consistently better than that of ANN.
In this paper Seasonal ARIMA (SARIMA) approach on the monthly flow of Khabur river time series from 1958-1975 is presented and an ANN model uses the delayed variables from SARIMA best model for input variables.
Artificial Neural Network (ANN)
ANN is one of the artificial intelligence algorithms that pertrains to the class of machine learning. ANN mimics the human brain process of acquiring and retrieving knowledge. It models the biological neuron that consists of nodes (cells) and links (axons). It is defined as "A computing system made up of a number of simple, highly interconnected processing elements, which process information by its dynamic state response to external input" [5] .
A neural network structure consists of processing elements (nodes), links or interconnections between elements, and information processing.Neural network's structure includes defining the number of layers, the number of nodes in each layer, and the interconnection scheme between nodes. Fig(1) shows a neural network for a three layer network with fully connected nodes of different layers. Selection of the number of layers is controlled by the learning algorithm. The training algorithm used in this paper is back-propagation algorithm which requires an interconnection between the nodes of the input and the hidden layers and nodes of the hidden and the output layers. The transfer function used is sigmoid function.
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SARIMA Model
Let y t represents the monthly flow of Khabur river during the period from January 1958 to December 1975. Fig(2) represents the time series plot of y t which shows nonstationarity for the series. The standard SARIMA models involves taking a transformation of the data followed by seasonal and nonseasonal differences to make the data stationary. Among logarithmic, square root and box-cox transformations that we tried, a box-cox power transform 1 t y t x with 27 . 0
gives best results, Table 1 shows the statistic properties of y t and x t in which it can be seen that the transform removes the skewness from the original data. Fig(3) shows time series plot of x t which seems to be approximately constant size of variation around the mean. Fig(4) and Fig(5) shows the frequency polygon of the original and transformed data illustrates that the distribution is some what near to the normal distribution after transformation.
Since one of the main aims of this research is to construct an ANN model for the monthly Khabur river flow, therefore , the SARIMA approach is used to point which lagged variables are necessary to present as an inputs to the ANN model. Using the SARIMA technique on the transformed data, the best model found is of order (2,1,2)(1,1,2) 12 depending on minimum statistics AIC(Akaiki information criterion) and SBC (Schwarz's Baysian information criterion) which have values AIC=2008.1 and SBC=2034.6 (Table 2) . 
ANN Model
The available monthly data divided into three parts for training, testing and cross validation. The first twelve year (144 month) were used for training, Three year (36 month) for testing and last three year (36 month) for cross validation. The cross validation data computes the error in a special test set at the same time as the network in being trained with the training set to avoid the over-fitting of a network.
Two approaches were used for the input matrix preparation; the first approach is accomplished by setting the input layer nodes equal to the number of the lagged Eq. 4 represent the input lagged variables in second approach. The total number of ANN models will be seven carried out on a PC using the commercially available software package MATLAB 6.5 . A variety of different architectures was examined, and the best result was obtained based on RMS error with a fully connected multilayer neural network containing 24 neurons in each of two hidden layers. The network was trained for about 17,000 epochs using a momentum of 0.5.
Results
The evaluation of models is performed using correlation coefficient ( r ) and root mean square error ( RMSE). Table ( 3) resumes the results obtained from models (1) to (7) computed over the testing phase of ANN. It is clear that the best performance is achieved by model (7) which representing the second approach. Fig(6) shows a comparison between ANN model and SARIMA model performances as compared to the actual data for the last six years. It is clear that the fitted model is performing better than SARIMA model especially at the tails of the series, where as seen, that the second tends to divert more, Specifically at the tails of the series. 
CONCLUSIONS
In this paper, ANN method was applied to model the monthly flow of Khabur river. The results reveal that ANN model produced fairly significant prediction when it was used in conjunction with SARIMA approach. Using the lagged variables from SARIMA model as an input layer to ANN model, the correlation coefficient ( r ) and root mean square error ( RMSE) for different models indicate that the proposed modification gives best results with r=0.938 and RMSE=0.22.
