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Abstract
Water is key to life on Earth. The distribution and quantity of precipitation
controls the availability of water, yet little is known about past changes in pre-
cipitation. This is especially true at regional scales. The land region of the
Northern Hemisphere, especially the mid-latitude region, offers an ideal oppor-
tunity to compare and contrast output from climate models with our longest
and most comprehensive precipitation observations. This thesis develops current
understanding, with the aid of climate models, to attribute changes in global
mean precipitation to known key forcings. Perhaps the most obvious feature of
twentieth-century global mean precipitation change is a decrease in response to
mid-twentieth-century aerosol forcing. Changes in historical precipitation for the
land mean of two regions in the Northern Hemisphere are shown to strongly re-
semble changes in the global mean, due to a greater sensitivity to aerosol forcing
than greenhouse gas forcing. This aerosol response is predictable across models,
which offer an ideal resource to test this constraint due to their large range in
aerosol forcing. However, this aerosol response is not evident in these key mid-
latitude precipitation observations. Observed runoff changes, derived from river
discharge measurements, also contrast with observed precipitation changes in this
region. This contrast is a consequence of an obvious breakpoint in the runoff-
precipitation relationship. An ensemble of land surface models that are driven
with observed precipitation data fails to simulate this contrast and breakpoint.
Combined, these two lines of evidence strongly suggest that Northern Hemisphere
mid-latitude precipitation observations are unreliable, at least in the early twen-
tieth century. It is expected that the true trend is disguised by inhomogeneities.
This should be recognised in future research that is reliant on these data.
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Chapter 1
Introduction
Climate science has advanced enormously in recent years, aided by, for example,
greater computational power and increased government funding. Not only has
our scientific understanding of the climate system improved, but it is now pos-
sible to quantify the extent of change of many climate system components and
also the human (anthropogenic) contribution towards these changes. For exam-
ple, the recent (2013) Intergovernmental Panel on Climate Change (IPCC) Fifth
Assessment Report (AR5) stated
“...the science now shows with 95 percent certainty that human activity is the
dominant cause of observed warming since the mid-20th century.”
A common theme that emerges from such synthesis reports is that the most robust
conclusions are made in relation to surface temperature changes. Even at the
regional scale, the scientific community confidently details changes in temperature,
which are largely controlled by the local energy balance (Shepherd, 2014). Despite
these statements, such research is frequently revisited and revised owing to the
ongoing heated debate between climate scientists and climate sceptics. This has
been accentuated by the current temperature hiatus (e.g. Fyfe et al. (2013);
Kosaka and Xie (2013); Cowtan and Way (2014)).
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Precipitation is the key component of the hydrological cycle and changes in pre-
cipitation are expected to have more direct socio-economic impacts than changes
in other climate variables (Gillett et al., 2004). From the most simplistic of view-
points too much precipitation leads to flooding and too little precipitation leads
to drought. But anthropogenic climate change means that some locations could
see an increase in both drought and flooding as both the mean and distribution
of precipitation changes i.e. less precipitation may fall over a year but in fewer,
more intense, events. However, precipitation changes are more complex than tem-
perature changes and precipitation studies are frequently limited by the quality
of available observations.
At the global mean scale thermodynamic ideas place a constraint on precipita-
tion changes (Chapter 2). But, of course, nobody lives in the global mean and
at smaller scales – scales of interest for policy-makers – progress in scientific un-
derstanding of precipitation change has been slower. Regional precipitation is
intrinsically related to atmospheric circulation and, as such, detailed dynamical
understanding is needed to fully describe changes (Shepherd, 2014). Over land,
physical processes are further complicated. Moisture availability introduces an-
other constraint, so complex land-atmosphere interactions also influence precipita-
tion (Koster et al., 2004). Orography has a strong influence on precipitation (Roe,
2005) and forcing from spatially heterogeneous short-lived forcing agents such as
aerosols can shift precipitation both locally (Menon et al., 2002) and remotely
(Chang et al., 2011). As a consequence, land precipitation is highly variable in
space and time, even without human influences on the climate.
But a concentration on the Northern Hemisphere land area, in particular the
mid-latitudes, offers a unique opportunity in our efforts to detail the mechanisms
behind land precipitation change. This is because our most extensive – both
temporally and spatially – in situ precipitation observations exist here. To fully
understand past precipitation changes climate models need to be able to realisti-
cally replicate multiple aspects of observed change. Consistency with observations
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is also a necessary constraint for an objective probabilistic forecast of precipitation
changes (Allen and Ingram, 2002).
In this introduction methods of observing precipitation are considered, as well as
how it is simulated in climate models. Limitations and opportunities of both are
discussed. The current state of understanding of precipitation change is analysed.
This includes changes in mean precipitation and changes in extreme precipitation,
at a range of spatial scales. Finally, the wider hydrological cycle is discussed,
with a focus on the land surface component, namely runoff, and how this can
complement our understanding of precipitation change. The introduction finishes
with an overview of the rest of the thesis.
1.1 Precipitation and atmospheric circulation
Precipitation is any form of water – liquid or solid – falling from the sky. It is a
key part of the hydrological cycle. Much of the water vapour in the atmosphere
has been evaporated from the oceans, but lakes and the land surface also provide
a source of moisture (Trenberth et al., 2007). Precipitation forms following the
condensation of water vapour and subsequent coalescence of cloud droplets to a
point at which they become large enough to fall from the sky. The process of
condensation occurs when an air parcel containing water vapour rises, cools and
reaches saturation. Water vapour can be forced to rise in three main ways: 1)
through baroclinic instability, associated with frontal precipitation, 2) through to-
pography, associated with orographic precipitation and 3) through strong heating
of the surface (or strong cooling aloft), associated with convective precipitation.
The hydrological cycle is closely linked with the transfer of energy, both horizon-
tally and vertically. The physical processes of evaporation and condensation take
and release latent heat from and to the atmosphere respectively.
The distribution of precipitation across the Earth is controlled by atmospheric
circulation, which arises from the rotation of the Earth, the equator receiving more
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heat than the poles and the fact that solar heating largely occurs at the surface.
The subsequent poleward redistribution of heat, combined with the Coriolis effect
forms distinct patterns of precipitation. Perhaps the most robust feature is the
intertropical convergence zone (ITCZ), which is found near the equator. The
ITCZ forms in response to strong heating of the surface and crosses the equator
biannually as the region of strongest heating shifts with the maximum in incoming
solar radiation. The ITCZ is associated with very intense rainfall events and large
annual mean rainfall values. The rising air of the ITCZ then moves polewards
in the upper troposphere, before descending over the subtropics and returning
to the equator via the surface, completing the Hadley cell tropical atmospheric
circulation.
In the mid-latitudes there is an indirect meridional atmospheric circulation known
as the Ferrel cell. It is indirect because it opposes the thermal gradient, with air
rising in high latitudes (around 60–70◦N), moving equatorwards and sinking in
the subtropics (Vallis, 2006). This equatorward transport of heat is smaller than
the poleward transport of heat arising from transient eddies. These eddies are
found in baroclinic zones, where warm subtropical air, transported northwards
at the surface, meets cold polar air. This redistribution of heat is associated
with extratropical cyclones, a key source of precipitation over the mid-latitudes,
particularly in the winter months when the temperature gradient is greatest. Such
frontal precipitation is far less intense than precipitation from surface heating
convective events, in general, although can persist for long periods of time and is
locally enhanced by topography.
Because of the contrasting land masses in the Northern and Southern Hemi-
spheres, the storm tracks differ. The abundance of continents in the Northern
Hemisphere means that the prevailing westerly air-flow is more likely to be dis-
rupted. However, two dominant storm tracks exist in the Northern Hemisphere,
one in the Pacific Ocean and one in the Atlantic Ocean. With a prevailing west-
to-southwesterly wind in the Northern Hemisphere mid-latitude (NHML) region,
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west facing areas of the North American and European continents see some of the
greatest annual mean precipitation totals over land in this region. Strong insta-
bility can be caused by cooling aloft, as well as heating at the surface. In winter,
cold air advection over relatively warm waters can generate shallow convection
and precipitation over land areas close to water-sources. Generally, where there is
a source of moisture and instability convection may occur. Such convective events
account for a greater percentage of summer precipitation in the mid-latitudes
relative to winter.
A third circulation cell, the polar cell, extends from between 60◦ and 70◦ north
and south to the poles. These are the smallest and weakest of the three main
cells and, because cold air is able to hold little moisture, very little precipitation
is seen here.
As well as this notable structure in precipitation patterns meridionally, there is
also a lot of variability zonally. This is mostly due to the shape of the continents,
which can give rise to areas of strong precipitation and with pronounced season-
ality. These are known as monsoon systems. Because of the large heat content
of the oceans relative to the land, the land warms much faster. With a land-
sea temperature contrast often established in the spring season air rises over land,
lowering the pressure and initiating low-level flow of moisture from nearby oceans.
In the winter season, the land quickly cools and, combined with an ocean that is
now warmer, the low-level flow reverses. This leads to winter dry and summer
rainy seasons. Prominent monsoon systems include the South Asia Monsoon, the
East Asian Monsoon, the Indo-Australia Monsoon and the West Africa Monsoon.
Precipitation variability can also arise due to intraseasonal variability in atmo-
spheric circulation. The most obvious such mode of variability is the Madden-
Julian oscillation (MJO) in the tropical atmosphere, which lasts between 30 and
60 days. The active phase consists of a band of enhanced convection and precip-
itation that propagates eastwards into the Pacific Ocean, following initiation in
the Indian Ocean. A full dynamical understanding of MJO is lacking, but it has
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been shown to modulate nearby monsoon rainfall and other modes of variability
(Klingaman and Woolnough, 2014). It has even been shown to be a source of
predictability for sub-seasonal to seasonal forecasting in the North Atlantic basin
(Lin et al., 2010).
At longer timescales, annual or greater, precipitation variability can be driven by
the El Nin˜o Southern Oscillation (ENSO). Eastern equatorial Pacific sea surface
temperature (SST) fluctuates – on a timescale of two to seven years – between
anomalously cold (La Nin˜a) and warm (El Nin˜o) conditions. This can disrupt
the Walker circulation, a zonally oriented component of the tropical Pacific atmo-
spheric circulation, and shift areas favourable for atmospheric convection (Collins
et al., 2010). Locally, South America sees large variability in precipitation but
ENSO also influences precipitation in the mid-latitudes through global telecon-
nections (Toniazzo and Scaife, 2006). Around the North Atlantic basin, the North
Atlantic Oscillation (NAO) is the dominant mode of variability and it has been
shown to cause shifts towards wetter or drier conditions in parts of North America
and Europe on multidecadal timescales (Hurrell, 1995)
1.2 Observing precipitation
1.2.1 In situ surface-based observations
Measurement of precipitation amounts is a long standing practice with the earliest
record, the England and Wales Precipitation (EWP) series (Alexander and Jones,
2000), beginning in 1766. Recording changes in precipitation has long been of
particular value to those working in agriculture and other industries. Land-based
in situ precipitation measurements can be made simply, although not always ac-
curately.
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1.2.1.1 Basic principles
The most common approach to measurement of rainfall – initiated in the UK and
followed widely elsewhere – has been for an observer to take a 0900 (local time)
reading from a 5 inch storage rain gauge. The UK national meteorological agency
(NMA), the Met Office, has tried to minimise the possibility of inhomogeneities
arising in their long precipitation records. Because of the need for an observer
to empty and measure the standard storage rain gauges daily, automatic instru-
ments were introduced across the UK network in the 1980s and 1990s, typically
employing the tipping bucket rain gauge (the bucket tips each time that 0.2 mm
of rainfall is measured). While attempts have been made to keep the old storage
gauges alongside tipping bucket gauges, in order to maintain a consistent record
of measurements, this has not always been possible or practical. Indeed, where
storage gauges have remained at a given site for multiple years, once daily readings
may now only be taken weekly or even monthly.
1.2.1.2 Systematic errors
Measuring true precipitation amounts is difficult. There are a number of system-
atic errors, which, collectively, mean that measured precipitation is an underesti-
mate of true precipitation. This phenomenon is known as undercatch. The most
prominent source of undercatch is due to the wind effect, caused by wind eddies
forming around the orifices of elevated rain gauges. Although it has been known
about for a long time, the process is not fully understood. However, field studies,
wind tunnel measurements and numerical simulations show the wind effect to be
at a maximum in light rain and strong wind (e.g. Nesˇpor and Sevruk (1999)).
Sevruk (1982) showed that, on average, the wind-induced error is 2–10% for rain.
Wind-induced undercatch becomes a particular problem when combining multi-
ple precipitation datasets from different countries, as different countries employ
different rain gauges as their standard. There are more than 50 types of national
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standard gauges according to Sevruk and Klemm (1989). Further, the fact that
the standard rain gauge has often been changed at least once, sometimes multiple
times, within a country further compounds this problem. The Met Office shift to-
wards automatic rain gauges is one such example. In the US (and other countries)
a number of rain gauges are equipped with wind shields, although the number of
shielded gauges at US National Weather Service (NWS) stations has reduced since
the 1940s (Karl et al., 1993). A shielded gauge will record an amount closer to
the true precipitation than an unshielded gauge at a given site. Yang et al. (1998)
highlight that the combination of records from shielded and unshielded gauges, es-
pecially when the relative numbers vary temporally, can result in inhomogeneous
precipitation time series.
At some stations the gauge may also be re-sited, either increasing or decreas-
ing wind exposure and introducing an inhomogeneity. Sometimes more transient
changes in surrounding buildings or vegetation are unavoidable. These can in-
troduce trends in precipitation records not caused by true precipitation changes.
Even an unchanged, unmoved rain gauge with a near-constant surrounding envi-
ronment may see changes unrelated to true precipitation changes. This is because
of changes in wind speed (Vautard et al., 2010) – forced either naturally or anthro-
pogenically – and perhaps even changes in rain type/droplet size. For example,
multiple studies have highlighted the suppression of drizzle due to aerosol pollu-
tion (e.g. Haywood and Boucher (2000); see Section 1.4).
Although not as significant as the wind effect, other systematic errors lead to
undercatch of precipitation. These include wetting losses, which occur when rain
collects on the inside walls of rain gauges but evaporates before being recorded.
Losses can also arise due to evaporation of precipitation that has collected in a
gauge. These are dependent on gauge-type and tend to be greatest for gauges
without a funnel. Prior to the introduction of automated weather stations, both
wetting and evaporation losses varied significantly with the frequency of measure-
ments (Groisman and Rankova, 2001). Today, some manual gauges that were
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previously emptied daily are only emptied weekly or even monthly, thus suffering
from large evaporation losses.
Such systematic errors are even greater for solid precipitation than for liquid
precipitation. The average wind-induced error increases from 2–10% for rain to
10–50% for snow (Sevruk, 1982). The Met Office report the water equivalent
of freshly fallen snow as an alternative to gauge readings, where an observer is
present. Where this is not the case, readings from rain gauges during snow events
should be treated with caution. In high latitude countries, such as Canada and
Russia, where snow is a common (or even the dominant) form of precipitation
during the winter months, rain gauges are often adapted to improve the accuracy
(reduce undercatch) of precipitation measurements in snow events. Generally,
all the above sources of error in rainfall readings apply to snowfall readings but
are enhanced in the latter. A consequence of this, in the absence of detailed
corrections, is that a false wetting trend will appear in a warming world as the
precipitation mix is dominated more by rain and less by snow (Rodda and Dixon,
2012).
1.2.1.3 Inhomogeneity studies
An ideal approach towards quality control would see corrections made for each
individual station record. This would require a huge amount of metadata. Ideally
this would include wind speed, temperature, precipitation type and precipita-
tion intensity. Beyond meteorological variables, a detailed description of gauge
type changes, siting changes, surrounding environment changes (exposure) and
measurement frequency changes are also necessary to estimate true precipitation.
Frequently such metadata are hard to find, undigitised or even non-existent. In-
dividual stations are also subject to random errors, such as poor observer practice
or even equipment malfunction at automated sites. These are near-impossible to
account for but averaging over a large area tends to greatly reduce this random
noise. In view of these difficulties, bias corrections are often made at the country
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scale (e.g. Mekis and Vincent (2011)).
Precipitation observations in the former USSR have been particularly prone to
changes affecting homogeneity. These include a change to a shielded gauge in
the 1890s, a shift to two measurements per day in the 1930s, the introduction of
new gauges in the 1940s, a wetting correction and move to four measurements
per day in the 1960s and a subsequent move back to two measurements per day
in the 1980s (Groisman et al., 1991; Groisman and Rankova, 2001). Groisman
and Rankova (2001) focused on the wetting correction that was introduced in
1966-1967. This wetting correction was an effort to account for precipitation that
reached the gauge collector or funnel but did not make the measuring glass. As
a consequence all subsequent non-zero precipitation measurements were subject
to a 0.2 mm correction for liquid precipitation and a 0.1 mm correction for solid
precipitation. This correction lead to an increase in the number of precipitation
days (a reading of zero was recorded prior to this correction when at least one
drop was extracted from a gauge) and added 5–15% to annual totals across the
former USSR. In the far north of Russia in winter months totals increase by up
to 30%. However, it is difficult to adjust for this wetting correction because the
number of trace events is difficult to determine. Because of this, some studies
using Russian precipitation data consider just the period from 1966 to present
(e.g. Wan et al. (2014)).
While these inhomogeneities are often easily identifiable as a jump discontinuity
and have been corrected for, many are harder to identify. Recent work on Chi-
nese observations found that bias corrections have changed precipitation trends in
some regions (Ding et al., 2007). But while more complex time-space correction
techniques are now being implemented (Stisen et al., 2012), adjustments are typi-
cally only made to the records of individual countries (Mekis and Vincent, 2011).
Systematic and coordinated efforts have been made to identify and quantify bi-
ases in the construction of global surface temperature datasets (Morice et al.,
2012). Such an effort for global land precipitation would require metadata on
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as many individual stations as possible (Adam and Lettenmaier, 2003), together
with appropriate correction techniques.
1.2.1.4 Gridded precipitation datasets
Data from multiple sources/countries have been combined to make century-long
gridded land precipitation datasets, which have become a cornerstone of hydrom-
eteorological research. Datasets vary in their construction but typically share
the following common approaches. The datasets consist of regular grids covering
the global land surface. Individual station data anomalies are calculated by sub-
tracting the 1961-1990 climatology (average) on a monthly basis. The 1961-1990
period is commonly used because it is the period during which most observations
are available. Since the 1990s the number of stations contributing towards grid-
ded datasets has decreased dramatically, with NMAs trimming their observing
networks due to lack of funding and sharing data less readily (New et al., 2001;
Hegerl et al., 2014). Monthly station anomalies are then averaged within each
grid box.
Gridded precipitation datasets are constructed independently but will all use some
common station data. Some are constructed using a limited number of long-
term homogenised records. The Global Historical Climatology Network (GHCN)
dataset (Vose et al., 1992) combines data from 2,064 homogeneity adjusted precip-
itation stations (from the US, Canada and former USSR) with 20,590 unadjusted
precipitation stations worldwide. Only stations that contribute at least 20 years of
data in the 1961-1990 climatology period are included. These data were adapted
in the Zhang et al. (2007) study to include only stations with at least 25 years
of data during 1961-1990 and at least five years of data in every decade during
1950-1999. An updated version of this dataset (kindly provided by Xuebin Zhang)
replaced Canadian data with the data based on the recent homogeneity study of
Mekis and Vincent (2011). Both the GHCN and Zhang datasets are available on
a 5◦ × 5◦ grid, with spatial coverage limited to land grid boxes that contain at
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least one station.
Other gridded precipitation datasets favour a greater number of short-term
records. These include the Climate Research Unit (CRU) high-resolution pre-
cipitation dataset (Harris et al., 2014) (the CRU TS3.21 version is used here).
The CRU dataset incorporates data from a greater number of sources. Although
some NMAs that contribute data may have performed homogenisation on their
records, no further bias corrections are applied. The Global Precipitation Clima-
tology Centre (GPCC) Full Data Reanalysis V6 dataset uses considerably more
stations than even the CRU dataset, combining long- and short-term stations
to provide the best spatial coverage. This dataset places an emphasis on quan-
tity of stations without addressing the quality of included records. Both the
CRU and GPCC datasets are provided on a spatially interpolated 0.5◦ × 0.5◦
grid offering complete global land coverage. However, both the CRU and GPCC
datasets provide metadata to allow for analyses using the spatially incomplete,
observations-only data.
Because different gridded precipitation datasets have different strengths and weak-
nesses, the above datasets will be considered together in analyses. It is expected
that the most robust patterns of change at the continental scale will be evident
across all datasets, allowing for robust conclusions. But these datasets will still
contain inherent inhomogeneities, owing to their changing spatial coverage in time,
in addition to the various systematic errors listed above. These inhomogeneities
and biases may be shared, as different groups use many common records. The re-
liability of precipitation observations, particularly in the early twentieth century,
will be considered when drawing conclusions.
1.2.2 Remote measurements
Traditional in situ measurements of precipitation offer reasonable temporal cov-
erage – North America and Europe, in particular, are well observed back to
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the beginning of the twentieth century – but are restricted to the land surface.
Even when spatial coverage of gridded precipitation datasets reached a maximum
around the 1970s, mountainous regions, where precipitation is highly variable
(Adam et al., 2006), were still poorly represented.
Remotely sensed measurements from meteorological satellites are now made more
readily than ever before, since their advent in the 1970s. They have the major
advantage of offering near-complete global coverage (land and ocean). The tra-
ditional approach used passive retrievals in the visible or infrared frequencies to
determine precipitation intensity based on the reflectivity of clouds or the tem-
perature of cloud tops respectively. However, there are significant uncertainties
in algorithms for converting radiometric measurements into precipitation (Ebert
et al., 2007). Since the 1980s precipitation estimates from microwave sensors have
been favoured, because they have been found to be more accurate (Ebert et al.,
2007).
The most popular satellite-based gridded precipitation datasets, such as the the
Global Precipitation Climatology Project (GPCP) dataset (Adler et al., 2003),
merge uncertain (but high frequency of observation) infrared estimates from
geosynchronous orbiting satellites with more reliable (but low frequency of obser-
vation) microwave estimates from polar orbiting satellites. These satellite-based
products are then adjusted by surface-based gauge observations (Adler et al.,
2003; Huffman et al., 2007). Such merged algorithms are still developed with the
tropics in mind, because the relationship between radiometric measurements and
precipitation is most robust here (mainly because geosynchronous orbiting satel-
lites struggle to “see” the polar regions. Therefore, the accuracy of satellite-based
precipitation datasets decreases polewards of 50◦ (Hegerl et al., 2014). Accuracy
also decreases over land areas, relative to oceans, and notably over snow or ice.
So while satellite-derived precipitation estimates appeal because of their vastly
improved spatial coverage over in situ surface based measurements, they are ar-
guably currently more susceptible to inaccuracies and inhomogeneities than the
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traditional measurement approach. They also suffer from brevity. At the decadal
scale it can be hard for a climate signal to emerge from natural variability, espe-
cially at smaller spatial scales. Here, to understand precipitation changes over the
Northern Hemisphere land area it is necessary to use century scale records. This
allows second half of the twentieth century changes, when anthropogenic climate
forcing became more complicated but was notable for a strengthening and subse-
quent weakening in anthropogenic aerosol forcing (Lamarque et al., 2010; Wild,
2012), to be placed in context with changes from the early twentieth century, when
greenhouse gases (GHGs) were the dominant anthropogenic climate forcing.
1.2.3 Reanalyses
Atmospheric reanalyses also offer complete global coverage. Estimates of numer-
ous meteorological variables are made by assimilating historical observations into
the latest numerical weather prediction (NWP) models. Reanalyses are affected
by the changing amount of assimilated observational data in time. Precipitation
derived from reanalyses such as ERA-Interim (Dee et al., 2011), which often per-
forms the best in evaluation studies (e.g. Lorenz and Kunstmann (2012); Lindsay
et al. (2014)), is particularly limited and is not recommended for climate trend
analyses and long-term water budget studies (Lorenz and Kunstmann, 2012).
Many of the more established reanalysis datasets are also restricted to the second
half of the twentieth century.
The problems with reliability and short records have been recently tackled with the
development of a new dataset, the Twentieth Century Reanalysis (20CR). This
reanalysis assimilates surface synoptic observations only and extends temporal
coverage back to 1871 (Compo et al., 2011). But this means that precipitation
is simply a product of the model and not an assimilated variable (true of all
reanalyses). Kalnay et al. (1996) classified reanalysis output variables depending
on how influenced they are by observations and the NWP model. Precipitation
was assigned to the least reliable of these classes, reflecting that it is only indirectly
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related to the assimilated observations.
1.3 Changes in precipitation
Precipitation change has been studied at a range of spatial and temporal scales.
Generally, the signal-to-noise ratio improves at greater scales. But even at large
scales great care must be taken to disentangle signals arising from natural variabil-
ity and long-term forcing. Natural shifts in precipitation climatology can persist
for decades due to modes of variability such as ENSO and NAO. Changes in
annual mean precipitation may disguise contrasting changes in seasonal precipi-
tation, which are of greater importance socio-economically.
As well as changes in mean precipitation, changes in the probability distribution
of precipitation intensity are important, particularly with regard to changes in
drought and flood frequency. For example, an increase in mean precipitation
for a region may mask an increase in extreme precipitation but a decrease in
light or moderate precipitation, a scenario that could increase occurrences of both
droughts and floods. The type of precipitation is also important, particularly for
flood management and water resource planning. Here, the most robust features
of precipitation change are considered.
1.3.1 Global mean
Atmospheric moisture is tightly coupled to global temperatures. The Clausius-
Clapeyron relation implies that specific humidity increases roughly exponentially
with temperature at about 7% K−1 (assuming constant relative humidity). This is
a robust feature that has been found in column integrated water vapour measure-
ments from the Special Sensor Microwave/Imager (SSM/I) (Wentz and Schabel,
2000) (a satellite-mounted instrument), ERA-Interim reanalysis (Dee et al., 2011)
and surface observations (Willett et al., 2008). From this one could naively as-
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sume that the increase in global mean precipitation with temperature is similar.
But Mitchell et al. (1987) showed that the increase in evaporation and precipita-
tion simulated by an early general circulation model (GCM) was only 2.8% K−1.
Increases in global mean precipitation of 2–3% per K of warming have since been
found in several generations of GCMs (e.g. Allen and Ingram (2002); Held and
Soden (2006); Lambert and Webb (2008); Thorpe and Andrews (2014)). This is
because changes in global mean precipitation are constrained by the tropospheric
energy budget, rather than the availability of moisture, as discussed in Section
2.1.
Due to the absence of long-term (century scale) observations over the oceans it
is hard to verify this energetic constraint with real-world values. Using a record
length of 20 years (1987-2006) Wentz et al. (2007) suggested that SSM/I measured
global mean precipitation increased by 6.7 ± 3.5% K−1 (following a slight down-
ward adjustment by Lambert et al. (2008) after using more suitable statistics).
But the short length of the record means that natural variations in climate can
dominate, giving large precipitation changes per K warming. Another satellite-
based estimate (from the GPCP dataset), for the 1988-2008 period, is much lower
at 2.8 ± 0.9% K−1 (Allan et al., 2014). On smaller time scales aerosols can also
influence the magnitude of the global mean precipitation increase per degree of
warming. This is because scattering aerosols, absorbing aerosols and GHGs have
different direct effects1 on precipitation – an influence independent of the forced
change in surface temperature – on the tropospheric energy budget (Chapter 2).
1The term “direct effect” can mean different things within different climate science fields.
Hereinafter, unless otherwise stated, it refers to the direct effect on precipitation and not the
aerosol direct effect. As is traditional in the literature, the direct and indirect effects of aerosols
discussed in this thesis (see Section 1.4) refer specifically to radiative effects. In contrast, precip-
itation direct effects concern tropospheric energetics, specifically changes in tropospheric latent
heating associated with changes in precipitation directly due to any given climate forcing (see
Section 2.1.2). Other changes, mediated through changes in surface air temperature, are known
as temperature dependent effects (see Section 2.1.1).
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1.3.2 Spatial patterns
The spatial pattern of precipitation change in response to GHG-driven global
warming is expected to be complex, but certain features have been proposed and
revisited in recent years. The most obvious type of response in precipitation minus
evaporation (P - E) proposed is that wet regions get wetter and dry regions get
drier (Held and Soden, 2006; Chou et al., 2009). Increases in water vapour con-
tent mean that there will be additional moisture convergence in the convergence
zones, fuelled by increased moisture divergence in the descent zones (the sub-
tropics), where evaporation rates increase (assuming that the spatial patterns of
circulation remain the same). But increases in moisture content are greater than
increases in precipitation. There must be a balance between the global mean rate
of precipitation and the moisture transport into the free troposphere, which is
a product of boundary layer moisture content and mass exchange between the
boundary layer and the free atmosphere (Vecchi et al., 2006). Therefore, the
tropical circulation must weaken.
Changing spatial patterns of precipitation are best described as a combination of
thermodynamic and dynamic changes. Chadwick et al. (2013) showed that the
net spatial pattern of precipitation change in the tropics is dominated by spatial
changes in convection, which results from, for example, changes in SST gradients.
The importance of such dynamic changes suggests that the wet gets wetter, dry
gets drier response is not hugely useful for describing precipitation change in the
tropics, even over the oceans. A robust feature of both Coupled Model Intercom-
parison Project Phase 3 (CMIP3) and Coupled Model Intercomparison Project
Phase 5 (CMIP5) (these intercomparison projects formed the basis of climate
model analyses in IPCC AR4 and IPCC AR5 respectively) GCMs in response
to future warming is the poleward expansion of the Hadley cell. This leads to
a poleward expansion of the subtropical dry zone. As a consequence, the most
robust precipitation declines are found poleward of the subtropical precipitation
minima (Scheff and Frierson, 2012).
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A similar, but opposite, pattern has been proposed in the mid-latitudes. Under
a fixed atmospheric circulation assumption the mid-latitudes are expected to see
more precipitation in a warmer world (Held and Soden, 2006; Seager et al., 2010).
But the precipitation maxima associated with the mid-latitude storm tracks may
also move polewards, although CMIP5 models simulate this far less robustly than
the older CMIP3 models. The P - E response over land is particularly complicated
because it is often moisture-limited rather than energy-limited. Greve et al. (2014)
found that only about 11% of the global land area has followed the wet get wetter,
dry get drier pattern since 1948.
In addition to changes in the spatial pattern driven by homogeneous GHG forc-
ing are changes driven by heterogeneous aerosol forcing, a key focus of this thesis.
Aerosols can cause regional precipitation changes both locally and remotely (Shin-
dell et al., 2012), as discussed in more detail in Section 1.4.4 and in Chapter 3.
While changes in regional precipitation are complex, the availability of century-
long surface-based precipitation records over parts of the Northern Hemisphere
land mass (see Section 1.2) at least offers an opportunity to detail robust real-
world changes here and, with the aid of GCMs, attribute the reason (aerosols
or otherwise) behind such changes. Likewise, aerosols are assumed to have had
a detectable influence on global mean precipitation (Chapter 2) and on runoff
(Chapter 4).
1.3.3 Extreme precipitation
The most extreme precipitation events occur when nearly all available atmospheric
moisture precipitates from a system. Therefore, increases in precipitation ex-
tremes are likely to be constrained by the increase in water vapour content of 7%
K−1 (Trenberth et al., 2003). This is generally verified by observed daily precipi-
tation extremes, with Westra et al. (2013) reporting increases in annual maximum
daily extreme of 5.9–7.7% per K change in global mean temperature. However,
the rate of change in daily precipitation extremes would appear to be meridionally
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variable, although the physical mechanisms behind these variations are not always
apparent.
O’Gorman (2012) used GCM predictions of extremes constrained by observations
of interannual variability in the current climate – GCMs by themselves have dif-
ficulty in reliably simulating precipitation extremes (see Section 1.5) – to show
that extreme (99.9th percentile) daily precipitation in the tropics increases at a
rate of 10% per K of surface warming. While most of the contribution towards
increases in extreme tropical precipitation is expected to come from increases in
water vapour content, a dynamical mechanism in the form of increased horizon-
tal moisture flux convergence could also play a role in explaining the enhanced
sensitivity to global temperature (O’Gorman and Schneider, 2009). Alternatively,
the sparse nature of precipitation observations in the tropical region may not lend
itself towards accurate quantification of changes in precipitation extremes (Westra
et al., 2013). The mid-latitude sensitivity of extreme daily precipitation to global
temperature has been found to be lower at about 5% K−1 (O’Gorman and Schnei-
der, 2009; Zhang et al., 2013), closer to that implied by the Clausius-Clapeyron
relation. Recent detection and attribution studies have found a human finger-
print on the intensification of extreme precipitation over Northern Hemisphere
land (Min et al., 2011; Zhang et al., 2013).
Sub-daily precipitation extremes are even more difficult to study, largely because
of the limitations of the observed precipitation record – older, non-automated
rain gauges were typically only emptied and recorded at 12- to 24-hour intervals
(see Section 1.2.1.1) – and the fact that sub-daily precipitation extremes cannot
be realistically simulated by GCMs. However, Berg et al. (2013) illustrated the
rich resource that is available in radar measurements, which can provide five-
minute rainfall estimates. A common theme from extreme sub-daily precipitation
studies – typically limited to short observational time periods – is that these short
duration extreme events are intensifying more rapidly than daily precipitation
extreme events. This is known as super-Clausius-Clapeyron scaling and occurs at
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local atmospheric temperatures in excess of about 12–15◦C (Lenderink and van
Meijgaard, 2008). Berg et al. (2013) advanced recent work by using three-hourly
synoptic observations over Germany to separate precipitation into convective and
stratiform types depending on the observed clouds. This addressed suggestions
that super-Clausius-Clapeyron scaling may just be a consequence of changes in
the precipitation type. The authors found that the intensity of extreme sub-daily
stratiform precipitation increased with temperature at Clausius-Clapeyron rates,
but this rate was exceeded for extreme sub-daily convective precipitation.
Although intense sub-daily duration precipitation events have sometimes caused
localised flooding and significant economic losses in the UK (e.g. Warren et al.
(2014)), multi-day precipitation events can cause the greatest socio-economic dis-
ruption by leading to severe and prolonged flooding. Fowler and Kilsby (2003)
(updated in Jones et al. (2013)) showed that there have been increases in spring
and autumn extreme precipitation events at a range of multi-day durations be-
tween 1961 and 2009, with increases at 5- and 10-day durations across the north of
the UK most prominent. Meanwhile, 5- and 10-day duration winter maxima have
increased in intensity, particularly over Scotland, with precipitation increases of
up to 50mm for such events. Hannaford and Marsh (2008) found corresponding
increases in high streamflow frequency and magnitude, most notably during the
winter season and in the north and west of the UK. Such increases in multi-day
duration heavy precipitation events may have contributed towards the exceptional
floods across much of the UK in the winter of 2013/14 (Huntingford et al., 2014),
although drivers of precipitation increases are still uncertain.
1.4 Aerosols
Aerosols are microscopic liquid or solid particles suspended in the atmosphere.
They can originate from natural sources, including volcanic emissions, sea salt and
mineral dust, as well as anthropogenic sources. Anthropogenic air pollution can
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arise from activities such as biomass burning, so has not simply been restricted
to the twentieth century. This type of pollution was, however, confined to a
very small spatial scale and the associated climate effects were negligible. But
in the NHMLs – particularly North America and Europe – in the years following
the Second World War a period of rapid industrialisation saw a large spike in
anthropogenic air pollution (Stern, 2006). Anthropogenic emissions of sulphur
and black carbon increased from the 1950s to 1980s, before a subsequent decrease
in recent decades (Stern, 2006; Smith et al., 2011). This pattern is consistent
with the implementation of clean air policies introduced to prevent serious health
effects.
In the past 20 years Asian aerosol emissions have increased. This has been pro-
posed as one possible reason behind the global surface temperature hiatus since
the late 1990s. But Ku¨hn et al. (2014) showed that the effect of these sulphur and
black carbon emission changes on the regional and global energy balance between
1996 and 2010 was small. This is because cooling caused by sulphate aerosols
has been opposed by warming by black carbon aerosols. Meanwhile, a reduction
in sulphate aerosols across Europe has changed cloudiness and caused a positive
radiative global mean forcing overall (Ku¨hn et al., 2014).
1.4.1 Aerosol-radiation interactions
The aerosol direct effect, referred to as the radiative effect due to aerosol-radiation
interactions (REari) in IPCC AR5, is the change in radiative flux caused by the
combined scattering and absorption of radiation by anthropogenic and natural
aerosols (Boucher et al., 2013). The main anthropogenic scattering aerosols are
sulphate, nitrate and organic carbon, while the main anthropogenic absorbing
aerosol is black carbon (Figure 1.1). It is still difficult to reliably quantify REari,
with known difficulties in both observation and simulation. The climate effects
of aerosols depend on their distribution, as well as their optical properties. The
distribution is further complicated by the short tropospheric lifetime of aerosols
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(typically of the order of a week), the heterogeneity of their sources and the
dependence on the synoptic meteorological conditions. The fraction of scattered
and absorbed radiation by an aerosol depends on the size distribution, refractive
index and mixing state.
Figure 1.1: Time series of global annual mean top of atmosphere (TOA) radiative
forcing due to aerosol-radiation interactions and black carbon (BC) on snow and ice.
OC is organic carbon and SOA is secondary organic aerosol. The vertical error bars
represent 5–95% uncertainty ranges and the values next to the error bars indicate where
the uncertainties extend beyond the scale. From Figure 8.8 of Myhre et al. (2013).
Measurement of these key aerosol properties is achieved through laboratory and
field studies. Results from such studies are aiding the improved representation of
aerosol properties in models. Global aerosol models are initialised using analyses
from atmospheric data assimilations and anthropogenic emissions from standard
inventories (e.g. Dentener et al. (2006)). Aerosol abundance is simulated in time,
with radiative transfer models used to calculate the associated radiative forcing.
High spectral resolution, line-by-line models are considered the benchmark but
are too computationally expensive to be used in standard global aerosol models.
Heavily parameterised radiative transfer schemes are used instead, introducing
another source of uncertainty in model-based calculations of the aerosol direct
effect.
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Observational data are also used to determine the REari. Measurements of aerosol
optical depth (AOD), a measure of the column-integrated aerosol amount, are
made from ground-based networks and sensors attached to satellites. One of
the most widely used instruments in studies is the Moderate Resolution Imaging
Spectrometer (MODIS) (e.g. Bellouin et al. (2008); Myhre (2009)). The difference
between the total AOD and the AOD due to natural aerosols is the AOD due to
anthropogenic aerosols (Bellouin et al., 2008). Other retrievals from the MODIS
sensor, together with an algorithm, allow for the determination of the fraction
of total AOD due to various aerosol types. Estimates vary significantly between
satellite products, owing to difficulties with calibration, whether the REari is
assumed to be zero or not in cloudy conditions and treatment of surface reflectivity.
Satellite retrievals at visible wavelengths using passive sensors (e.g. MODIS) are
not possible over highly reflective surfaces, such as deserts and snow- and ice-
covered regions, and additionally cannot make retrievals at high latitudes during
winter owing to the lack of solar insolation. However, UV wavelength channels
can be used to make AOD retrievals over some bright surfaces (Hsu et al., 2006).
The radiative forcing due to aerosol-radiation interactions (RFari) is still uncer-
tain, but is more robust in AR5 than in previous IPCC assessment reports. Part
of this improvement is due to greater agreement between estimates of RFari from
global aerosol models and observations. Myhre (2009) demonstrated improved
consistency between estimates of RFari from these two sources, when adjustments
are made to the observations given forcing in cloudy regions and pre-industrial
aerosol concentrations. Given these improvements and other recent intercompar-
ison projects the most likely global mean RFari is -0.35 [-0.85 to +0.15] Wm−2
(values in brackets represent the 5–95% uncertainty range) (Boucher et al., 2013).
This is less negative than in IPCC AR4 because the positive forcing from absorb-
ing species is now believed to be greater than before (Bond et al., 2013). The
effective radiative forcing due to aerosol-radiation interactions (ERFari), which
accounts for rapid adjustments (see Section 2.2), is slightly more negative at -0.45
[-0.95 to +0.05] Wm−2 (Boucher et al., 2013).
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1.4.2 Aerosol-cloud interactions
Anthropogenic aerosols also contribute a radiative forcing due to aerosol-cloud
interactions (RFaci). These aerosol-cloud interactions, also known as aerosol in-
direct effects, are summarised schematically in Figure 1.2. Because of the very
short time between aerosol-cloud interactions and subsequent cloud adjustments
it is difficult to estimate a RFaci alone. Instead, the effective radiative forcing
due to aerosol-cloud interactions (ERFaci) is considered. The ERFaci includes
microphysical modifications to the cloud albedo (the first aerosol indirect effect)
(Twomey, 1977), as well as changes in the cloud lifetime (the second aerosol in-
direct effect) (Albrecht, 1989).
Figure 1.2: Schematic of the aerosol indirect effects. CDNC is cloud droplet number
concentration and LWC refers to the liquid water content. From Figure 2.10 of Forster
et al. (2007), which was adapted from Figure 1 of Haywood and Boucher (2000).
These microphysical modifications arise from the fact that aerosols serve as cloud
condensation nuclei (CCN) and ice nuclei (IN), on which cloud droplets can acti-
vate. Droplet activation occurs when an air parcel is lifted and cooled adiabatically
to a level at which saturation occurs, known as the lifting condensation level.
Therefore, activation is dependent on the environmental lapse rate (Malavelle
et al., 2014). But the type, size and number of aerosols also affect activation.
A greater aerosol number concentration means a greater cloud droplet number
concentration. Therefore, for a constant liquid water content, the droplet size will
decrease. The result is an increase in cloud reflectance. Even more complex and
poorly quantified is the effect on cloud lifetime. The well-established idea, first
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proposed by Albrecht (1989), is that the reduction in cloud droplet size means
that clouds can contain more liquid water before precipitation, thus increasing
the cloud lifetime (and even the cloud thickness).
Earlier IPCC assessment reports considered the cloud albedo and cloud lifetime ef-
fects to be complementary, but improved process level understanding has revealed
the full complexity of cloud responses to changing aerosol concentrations. It is
now clear that the radiative forcing due to aerosol-cloud interactions is sensitive
to local environmental conditions and that these two aerosol indirect effects can
oppose one another. But these compensating effects are typically not accounted
for in GCMs. The lack of robust observational evidence to drive and validate
model development is also a hindrance (Rosenfeld et al., 2014). Although obser-
vational evidence from aircraft measurements and satellite-derived measurements
verify the physical basis behind the albedo effect, these two lines of evidence dis-
agree on the magnitude of this effect. Generally, satellites are limited in that they
are unable to “see” the bottom of a cloud, the region most important for aerosol
nucleation.
Many of the CMIP5 GCMs incorporate a representation of the first aerosol indi-
rect effect and several even include the second aerosol indirect effect (see Table
1 of Wilcox et al. (2013)). But the microphysical nature of aerosol-cloud inter-
actions means that they are occurring at sub-grid scales. Consequently, their
representation in GCMs is reliant on numerous parameterisations. Recent devel-
opments include parameterisations of aerosol activation (Ghan et al., 2011), but
these still depend heavily on other unresolved processes, such as updraft velocity.
In fact, even NWP models running at a horizontal resolution of 1 km fail to resolve
individual convective cells (Malavelle et al., 2014). New super-parameterisation
schemes are being used to bridge the gap between cloud-resolving models, which
can resolve individual clouds but are computationally expensive, and GCMs.
In IPCC AR5 the total effective radiative forcing due to aerosols (ERFari+aci) is
given greater attention than the ERFaci alone. The ERFaci can be calculated as
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the residual between ERFari+aci and ERFari if one assumes linearity of ERFari
and ERFaci. They are unlikely to be additive though.
1.4.3 Total aerosol effect
The combined ERFari+aci (global mean change in the net radiation at the top of
atmosphere (TOA) from pre-industrial to present day) is given as -0.9 [-1.9 to -0.1]
Wm−2 based on expert judgement (Boucher et al., 2013). This is a compromise
between the less negative ERFari+aci of -0.85 [-0.93 to -0.45] Wm−2 from satellite
observations and the more negative ERFari+aci of -1.38 [-1.68 to -0.81] Wm−2
from GCM studies. The latest GCMs that include a more complete representation
of aerosol-cloud interactions tend to have a less negative ERFari+aci than older
GCMs. This pattern is reflected in the shift to a smaller magnitude aerosol forcing
in IPCC AR5 relative to IPCC AR4, the best estimate previously being -1.2 Wm−2
(Forster et al., 2007). Despite this downward revision, aerosols remain the most
significant forcing after GHGs (Figure 1.3).
Figure 1.3: Global mean TOA forcing for 2011 relative to pre-industrial (1750). Hatched
bars represent radiative forcing and solid bars represent effective radiative forcing. 5–
95% uncertainty ranges are shown (dotted lines for radiative forcing and solid lines for
effective radiative forcing). From Figure 8.15 of Myhre et al. (2013).
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1.4.4 Aerosols and precipitation change
Aerosol-cloud interactions are likely to have little influence on the net atmospheric
heating rate and thus are not expected to have a direct effect on regional or global
scale precipitation. But the combined ERFari+aci is expected to influence precip-
itation patterns at a range of spatial scales. The heterogeneous nature of aerosol
radiative forcing means that surface cooling (and strong atmospheric warming in
the case of black carbon aerosol) means that both vertical and horizontal tem-
perature gradients can be altered. Cooling of the surface and/or heating of the
atmosphere reduces the environmental lapse rate and increases atmospheric sta-
bility. This has been proposed as a key mechanism behind the drying of the
South Asian summer monsoon (Ramanathan et al., 2005). However, Bollasina
et al. (2011) suggested that changes in atmospheric stability play a secondary
role to the more important changes in circulation, whereby South Asian aerosol
forcing instigates an energy imbalance between the Northern and Southern Hemi-
spheres – seen in observed changes in the meridional SST gradient – and there is
a compensating slowdown of the tropical meridional overturning circulation.
Zhao et al. (2006) showed a strong relationship between recent precipitation de-
creases over eastern central China and increases in atmospheric stability, derived
from meteorological soundings. Increasing anthropogenic aerosols were proposed
as the reason behind these changes in stability. Evidence has also been found for
a local effect on precipitation by US anthropogenic aerosols. Leibensperger et al.
(2012) found a general decrease in evaporation, due to reduced incoming solar
radiation, with a clear decrease in downwind precipitation in response. Although
mid-twentieth-century aerosol increases were characterised by precipitation de-
creases, the south central US was found to be an exception. This was attributed
to forced circulation changes that increased the flow of moisture into the south
central US from the Gulf of Mexico.
Significant surface temperature gradient changes and associated atmospheric cir-
culation changes are a consequence of the heterogeneous nature of aerosol forcing.
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This means that precipitation over a region can be more strongly influenced by re-
mote aerosol forcing than local aerosol forcing (Shindell et al., 2012). The aerosol
emissions from the NHML region around the 1960s induced an anomalous tem-
perature gradient (Friedman et al., 2013). This is believed to have been the cause
behind a southward shift in the tropical rain belt seen in models and observations
(Chang et al., 2011; Hwang et al., 2013) (Chapter 3). Asymmetric forcing induced
by stratospheric aerosols (rather than tropospheric aerosols) in a geoengineering
or volcanic scenario was also found to shift the tropical rain belt, with it mov-
ing away from the hemisphere that sees greater cooling (Haywood et al., 2013).
Aerosol forcing also influences global mean precipitation (Chapter 2) and the land
surface component of the hydrological cycle (Chapter 4).
1.5 Modelling precipitation
GCMs are computer models that simulate the Earth system using numerical meth-
ods. The core equations governing the fields of thermodynamics, fluid dynamics
and radiation (although heavily parameterised) allow for a simulation of observ-
able processes across multiple components of the climate system. The earliest 3D
climate models in the 1970s (e.g. Manabe and Wetherald (1975)) constituted an
atmospheric GCM coupled to a simple “slab” ocean model that omitted ocean
dynamics. Since then computing speeds have increased by roughly a factor of a
million. The benefits of this increased speed have been divided between producing
models of greater complexity (more components and processes), running longer
simulations and improving spatial resolution.
Components in current GCMs include atmosphere, land surface, ocean and sea
ice, interactive aerosols, atmospheric chemistry, dynamic vegetation and interac-
tive carbon cycle. These components have been developed oﬄine before being
coupled into the climate model, whereby they can interact with the other com-
ponents. Despite increasing spatial resolution, there are still some processes that
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occur at sub-grid scale. These processes need to be parameterised. Parameteri-
sations are guided by fundamental physical principles and make use of the large
scale simulated conditions in a given grid box. Precipitation is one such variable
that depends on small scale processes, with even microphysical interactions of
importance. Therefore, simulation of precipitation relies heavily on parameteri-
sations.
1.5.1 Precipitation parameterisation
Both CMIP3 and CMIP5 GCMs have separate moist convective and large scale
precipitation parameterisations to simulate convective and stratiform precipita-
tion types. Parameterisations vary considerably in their complexity. Moist con-
vection is split into two categories: 1) deep convection, which can reach the
tropopause, and 2) shallow convection, which is typically capped at 500 hPa.
The main features of convection that need to be parameterised include trigger-
ing/activation mechanisms, closure assumptions and the cloud model (detailing
the vertical distribution of heating, moistening and momentum changes) (Dai,
2006).
The earliest and simplest convective schemes calculated precipitation as the frac-
tion of moisture convergence that was required to heat the atmosphere and relax
the temperature profile towards the moist adiabatic lapse rate, in the presence
of conditional instability (Kuo, 1965). But convection does not simply consume
water at the rate of supply (instead it consumes energy – see Section 1.3.1) and
modern schemes are far more complex. Many, such as the Gregory and Rown-
tree (1990) scheme used in the Met Office Hadley Centre GCMs, are based on
a bulk mass flux approach. This uses one single “bulk” cloud model, derived
by summing over an ensemble of convective clouds with differing characteristics
(Plant, 2010). Parameterisations deal with a number of detailed processes, such
as entrainment and detrainment (high entrainment rates inhibit deep convection
by mixing the parcel with the environment), changes of phase and evaporation of
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falling precipitation.
The core equations in GCMs, combined with the resolution of GCMs, allow for the
natural formation of fronts (boundaries separating air masses of different temper-
ature) through baroclinic instability, which bring large scale precipitation. How-
ever, precipitation associated with these fronts still requires a parameterisation
scheme. The more basic representations in CMIP3 models simply produced strati-
form precipitation whenever the local relative humidity was supersaturated. More
detailed schemes (e.g. Smith (1990) – which still forms the basis of the stratiform
cloud scheme used in the Met Office Hadley Centre GCMs) also account for cloud
amount and water content, as well as changes in atmospheric stability brought
about by phase changes. More recent schemes have separate representations of
maritime and continental stratiform clouds (Lohmann and Roeckner, 1996). Im-
provements in atmospheric aerosol modelling have led to more realistic repre-
sentations of the number of activated aerosols (dependent on aerosol properties
and vertical velocity) (Donner et al., 2011), adding further detail to precipitation
parameterisation schemes.
1.5.2 Quality of simulation
Models typically perform well in reproducing the broad observed spatial pattern,
as well as the annual cycle of precipitation, while year-to-year internal variability
is generally realistic (Dai, 2006). Some exceptions have persisted through model
developments, such as the double-ITCZ problem. Mehran et al. (2014) showed
that CMIP5 models still tend to replicate mean precipitation over arid regions
and other subcontinental regions poorly, while most models produce too much
precipitation over complex topography. At smaller time scales, generations of
models have struggled to accurately represent the diurnal cycle of precipitation,
with deep convection developing too early in the day (often before midday). An-
other long standing problem is that GCMs tend to underestimate the intensity
and frequency of heavy precipitation, but overestimate the intensity and frequency
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of light precipitation. These problems and others are more extensively detailed by
Stephens et al. (2010). Despite these persistent biases in model simulated precip-
itation, it is expected that large scale continental mean precipitation (scales that
are studied here) is reasonably simulated across the CMIP5 ensemble, as errors
over subcontinental regions tend to cancel.
1.5.3 CMIP5 vs. CMIP3
Models have continued to evolve between CMIP3 and CMIP5. Knutti and Sed-
lacek (2013) estimated that there has been an increase by about a factor of 60
in computational capacity between CMIP3 and CMIP5, with a factor of 2–4 of
this going into improved model resolution and the increase in simulated years
accounting for a factor of 2–3. Therefore, a factor of roughly 3–10 has gone into
improving the representation of complex processes within climate models. This
improvement in the representation of complex processes has seen a move towards
Earth system models (ESMs) (Taylor et al., 2012). ESMs differ from GCMs in
that they include interactive carbon cycles where, through simulation of complex
biological and chemical processes, fluxes of carbon between the various climate
system components are accounted for. Although many of the CMIP5 models fall
under the ESM definition, hereinafter the CMIP5 multi-model ensemble is simply
referred to as the CMIP5 GCMs.
Many recent developments have centred around cloud microphysics, particularly
aerosol-cloud interactions (see Section 1.4.2). Several models now include a rep-
resentation of aerosol indirect effects and have generally improved or incorpo-
rated parameterisations of microphysical processes. The atmospheric component
of GFDL-CM3 now also incorporates interactive atmospheric chemistry, so that
aerosols are prescribed at the emission stage and allowed to evolve according to the
current climate (Donner et al., 2011). The HadGEM2-ES model includes an im-
proved Gregory and Rowntree (1990) mass flux convective scheme after a revision
of the treatment of convective detrainment, with NWP tests showing significant
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improvements in model performance (Derbyshire et al., 2011).
An important consideration in much of this work and other studies that consider
multi-models ensembles is the degree to which models can be considered truly
independent. It is known that there are interdependencies among CMIP5 GCMs.
For example, some institutions develop multiple models that often only differ in
their ocean components. Also, some models from separate institutions use the
same parameterisations, code and, in a few cases, entire components (the Aus-
tralian ACCESS models are based on the HadGEM2 atmosphere) (Knutti et al.,
2013). Regardless, in most studies models are given equal weighting and as a
result the spread is not a good estimate of uncertainty, which is typically underes-
timated. Also, the spread in a finite number of models is clearly not representative
of the spread of all possible models. This complicates analyses, particularly uncer-
tainty quantification. But CMIP5 generally performs much better than CMIP3
in comparisons with observations (e.g. Knutti and Sedlacek (2013), but there are
numerous such studies).
1.6 The wider hydrological cycle
The global water and energy cycles are closely related through radiative fluxes, as
well as latent heat and sensible heat fluxes. Precipitation is just one component
of the wider hydrological cycle. Components are likely to respond in different
ways in a warming world, but will also share some common trends and variabil-
ity. The oceans are the main water reservoir and source of evaporation globally.
Approximately 90% of evaporated ocean water precipitates back into the oceans
(Trenberth et al., 2007). The remaining ∼10% is transported in the form of water
vapour to the land and is returned as continental freshwater runoff after being
precipitated, thus maintaining a freshwater balance in the oceans. The return
to the oceans is mostly concentrated at the mouths of rivers. Land precipitation
is also driven by evaporation and transpiration – collectively known as evapo-
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transpiration – from the land surface itself, which (globally) still accounts for the
majority of land precipitation.
Because changes in the individual components– water vapour, cloud, evapotran-
spiration, soil moisture, permafrost, runoff/streamflow – can strongly impact so-
cieties, great efforts have been made to observe their changes, understand their
changes and predict their future changes. The easiest component to measure his-
torically has been precipitation (see Section 1.2), but skill in accurately observing
other components has advanced greatly in recent years with the advent of remote
sensing and focussed field campaigns. Over the last 10–15 years a large num-
ber of worldwide streamflow measurements have been collated to create historical
monthly streamflow datasets covering much of the land surface (Dai et al., 2009).
Assuming that evapotranspiration is equal to the residual of precipitation and
runoff, historical changes in the three main components of the land water cycle
can be quantified.
The partitioning of precipitation into runoff and evapotranspiration is compli-
cated, largely because it is a function of aridity, the balance between water demand
(potential evapotranspiration) and supply (precipitation), which varies across lat-
itude belts (Budyko, 1974). But streamflow trends and internannual-to-decadal
variations are expected to be driven by precipitation (Milliman et al., 2008; Dai
et al., 2009). Therefore streamflow, a measure of integrated runoff within a river
catchment, can be used to validate precipitation changes (Chapter 4).
1.7 Research aims and objectives
This thesis brings together several lines of evidence – from key observations, cou-
pled model intercomparision projects and land surface models (LSMs) – to develop
an improved understanding of historical changes in large scale precipitation and
the wider hydrological cycle. It seeks to bypass some of the flaws GCMs have in
simulating aspects of the hydrological cycle and instead identify robust features
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that are understood. At regional scales the agreement between observations and
model simulations is tested and the implications for any disagreement considered.
The key aims of this thesis are:
1. To determine the impact of contrasting direct effects of different climate
forcings, particularly GHGs and aerosols, on twentieth-century global mean
precipitation change. This will be achieved by:
(a) revisiting the tropospheric energy budget constraint on global mean
precipitation and considering its implication for transient, historical
changes,
(b) developing an idealised framework to elucidate the effect of aerosol
forcing on historical precipitation changes,
(c) testing and validating this framework using the latest GCMs.
2. To explore the extent to which a similar aerosol signature might be expected
to be seen and is seen in regional land mean precipitation changes in both
models and observations. This aim will be met by:
(a) determining whether regional land mean changes scale with global
mean changes,
(b) comparing and contrasting model simulated and observed precipitation
responses to aerosol forcing in these regions.
3. To determine whether observed regional precipitation changes are consistent
with observed changes in regional runoff by:
(a) using a statistical model to test for unusual behaviour in the observed
runoff-precipitation relationship,
(b) using data from LSMs driven with observed precipitation to simulate
runoff.
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1.8 Thesis structure and key findings
The rest of this thesis details new results, split into three separate chapters. It
finishes with a conclusion of overall findings,
Chapter 2 looks at global mean precipitation changes and begins by reviewing the
tropospheric energy budget constraint that forms the basis of most research at this
scale. Developing previous ideas it is shown that global mean precipitation changes
can be successfully split into temperature-dependent changes and temperature-
independent changes. In keeping with previous research it is shown that these
two components can be separated using an idealised, abrupt CO2 concentration
increase experiment and a simple linear regression technique. The sensitivity of
precipitation change to temperature change is found to be similar to estimates
made using older GCMs. There is little spread across CMIP5 models. This
has been found previously using CMIP3 models and reduced complexity models.
Although temperature independent, or direct effect, precipitation changes can
only be estimated for changing CO2 concentrations using this techniques, these
are found to be significant and oppose temperature-dependent changes.
Next, a well-established approach for diagnosing longwave (LW) and shortwave
(SW) radiative forcing time series that relies on calculating the climate feedback
parameters from the idealised, abrupt CO2 increase experiments is applied. This
chapter then continues by developing existing literature to show that model sim-
ulated transient twentieth-century global mean precipitation changes can be de-
tailed using 1) an understanding of the strength of past climate forcings, and 2) an
understanding of their respective direct effects. This takes a simplistic approach by
considering just the GHG and sulphate aerosol components of twentieth-century
forcing. It is argued that if GHG and sulphate aerosol forcing are modelled as a
linear increase and a step change respectively, then the global mean precipitation-
temperature relationship can be thought of as two straight lines “offset” from one
another. This offset is caused by the step change in sulphate aerosol.
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This pattern is then found to be a real feature in the CMIP5 model simulated
global mean precipitation-temperature relationship. It is hypothesised that the
magnitude of the offset is dependent on a model’s strength of aerosol forcing.
Through defining methods for determining the magnitude of these variables it
can be seen that this is a robust feature of twentieth-century global mean precip-
itation change in CMIP5 models, with the largest offsets seen in models with the
strongest (most negative) aerosol forcing. This is also robust across intercompar-
ison projects, even though the CMIP3 models do not sample such a large range
in aerosol forcing as the CMIP5 models.
The fact that the range of aerosol/SW forcing is so much greater in CMIP5 than
in CMIP3 raises an interesting aside that has not been satisfactorily tackled by the
existing literature. Why do CMIP5 models still simulate twentieth-century global
mean temperature changes so well? A narrow range of end of twentieth-century
temperature changes across models can result from a correlation between net forc-
ing and climate feedback/sensitivity. Interestingly this correlation is found to be
significant in CMIP5 models, just as it was for CMIP3 models, despite predictions
to the contrary due to the larger range in SW forcing. Here, the prevalence of
this correlation is attributed to a remarkable anti-correlation between SW forcing
and LW forcing, which acts to converge net forcing in CMIP5 models.
This chapter finishes by exploring the aerosol offset in more detail and giving more
evidence for why it is such a predictable feature. This requires a return to the very
idealised framework that only considers GHG and sulphate aerosol forcing. Using
this approach the size of the offset is shown to be dependent on the strength of
sulphate aerosol forcing and a coefficient that determines the ratio of atmosphere
LW to TOA LW forcing. The latter is shown to be fairly constant across models
and model intercomparison projects.
Building on these ideas that apply at the global mean scale, Chapter 3 explores
whether regional land mean precipitation changes, for which twentieth-century
observations are available, show obvious features that can be associated with
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aerosol forcing. An offset is shown to be evident in a CMIP5 model when consid-
ering both the NHML land mean precipitation and Northern Hemisphere tropical
(NHT) land mean precipitation relationships with global mean temperature, in
realistic twentieth-century experiments. Such a feature is absent from idealised
simulations that consider just GHG or aerosol forcing alone.
It would appear that CMIP5 models are able to capture wetting and drying trends
in observed NHT land mean precipitation (which have been previously attributed
to remote NHML aerosol forcing), but there exists a clear mismatch in observed
and modelled NHML land mean precipitation. In CMIP5 models changes in
both NHT land mean precipitation and NHML land mean precipitation scale
broadly with changes in the global mean. And it is expected that a reduction in
precipitation should be evident in response to local aerosol forcing. The size of the
precipitation offset in models (in both land regions) is dependent on the strength
of NHML aerosol forcing. Further it is shown that the observed NHT land mean
precipitation response is in keeping with estimates of real-world twentieth-century
NHML aerosol forcing, but the NHML land mean precipitation offset is of opposite
sign to what is expected.
So why do our longest, most comprehensive precipitation observations not show
such a robust aerosol signal? It is suggested that this missing aerosol response
in these observations may be a consequence of inhomogeneities in the observed
record. But this is purely speculative at this stage and the possibility that CMIP5
models incorrectly simulate twentieth-century NHML land mean precipitation
change cannot be ruled out.
Chapter 4 looks to further explore this idea that inhomogeneities may exist in
mid-latitude precipitation observations. This is achieved by using complementary
runoff observations, a key component of the hydrological cycle. It is argued that –
in the absence of net changes in water storage due to human activities – for a land
region consisting of one or more river catchments precipitation is equal to the sum
of runoff and evapotranspiration. Although humans can have multiple (direct and
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indirect) human influences on the hydrological cycle, that affect the partitioning
of precipitation into evapotranspiration and runoff, twentieth-century changes in
runoff are expected to be linear with twentieth-century changes in precipitation.
Using a set of six LSMs that are driven with the same observed gridded pre-
cipitation dataset, the interannual, decadal and multidecadal changes in NHML
mean runoff are shown to closely match those in NHML land mean precipitation,
although whole-century runoff trends are less positive than whole-century precipi-
tation trends, indicating that these LSMs simulate increases in evapotranspiration
over this period. In contrast to the significant positive trend in NHML land mean
precipitation, there is a non-significant (small) positive trend in NHML mean
runoff. Closer inspection of the runoff and precipitation records shows that the
difference in trends can be attributed to a breakpoint in the runoff-precipitation
relationship around the 1930s.
Using a statistical model to test for changes in this relationship, a 1930s breakpoint
is found to be a robust feature. The work of the previous chapter and the evidence
from the LSMs – where no such breakpoint is detected – strongly suggest that this
is a consequence of an inhomogeneity in the NHML land mean precipitation time
series, rather than the NHML runoff time series. Applying the breakpoint method
at continental scales, the North American continent is seen to be the most likely
source of this breakpoint. Further lines of evidence are shown to suggest that
this breakpoint is not due to changing spatial coverage in time (sampling different
climatic regions) or dam and reservoir construction, or associated increases in
irrigation.
Applying an adjustment to the NHML land mean precipitation time series, given
the magnitude of the breakpoint, somewhat accounts for (more than halves) the
discrepancy between the precipitation response expected and that observed. This
lends support to ideas proposed in the previous chapter. But the fact that this
technique does not fully account for this discrepancy suggests that further work
is required to bridge this gap in understanding.
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Chapter 5 presents the main conclusions and discusses some of the limitations
to the work. It also presents ideas for future research and summarises the contri-
butions to the research field.
1.9 The contribution of papers to the research
field
A shorter version of Chapter 2 has been published as a paper in Nature Climate
Change (Osborne and Lambert, 2014). This study was designed and developed
with my supervisor Hugo Lambert, but I performed the analysis and wrote the
manuscript. The key conclusion was that twentieth-century NHML precipitation
observations are missing an expected aerosol response. This finding has impli-
cations for research areas that rely on these key precipitation observations, such
as model validation and oﬄine hydrological modelling that uses precipitation ob-
servations as a crucial input. Although previous work had suggested that early-
twentieth-century precipitation observations may be unreliable, many studies still
use data from this period. This work concludes by suggesting that inhomogeneities
may be prevalent in precipitation observations and future work should consider
the reason behind these. However, the possibility that model simulations of pre-
cipitation are unreliable is also not dismissed.
The work presented in Osborne et al. (2015) ( published in Journal of Hydrom-
eteorology) serves as a follow up to the work of Osborne and Lambert (2014),
attempting to either support or rebuke the conclusions of the earlier paper. This
work grew from discussions with my supervisor about whether other closely linked
hydrological observations were in keeping or not with precipitation observations.
The most obvious observations to use were river discharge records, which can be
related to runoff. This would appear to be the first such study to discuss changes
in mid-latitude runoff and precipitation in tandem and, further, use the former to
consolidate ideas concerning the latter.
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I was the lead author of this large collaborative study, with the methodology de-
vised and results discussed with both Hugo Lambert and Margriet Groenendijk.
A total of eight co-authors performed LSM experiments and lent their output
to this paper, as well as giving feedback that improved the study. The findings
presented showed that the observed NHML land mean runoff-precipitation rela-
tionship contained a breakpoint that was not detected in the LSMs, with observed
NHML mean runoff more in keeping with what was expected given mid-twentieth-
century aerosol forcing. This provided further evidence that the precipitation ob-
servations contain inhomogeneities. This will hopefully encourage future research
into the source of inhomogeneities and the spatial coverage of observing networks
necessary to reliably detail changes in precipitation.
Chapter 2
Global mean precipitation
Determining changes and drivers of changes in global mean precipitation is an
important research topic. Although the value of such research may not be im-
mediately apparent to, say, policy-makers it can form the basis of research into
changes at smaller spatial scales. Here, the tropospheric energy budget constraint,
introduced in Section 1.3.1, is considered in more detail. This constraint, coupled
with the evolution of key climate forcings through the twentieth century, can help
explain the pattern of global mean precipitation changes in GCMs. A key aspect
of twentieth-century climate change is aerosol forcing. By introducing methods
for measuring the strength of aerosol forcing and the magnitude of the resulting
precipitation response, a robust framework is built. The chapter continues with
a consideration of the key features of models, which determine their temperature
and, in turn, precipitation characteristics. Finally, it is asked whether and why the
precipitation response to aerosol forcing should be so robust in view of intermodel
differences.
2.1 The tropospheric energy budget
Changes in the overall intensity of the global mean hydrological cycle are con-
































Model Institute Country Ensemble size
ACCESS1-0 Commonwealth Scientific and Industrial Research Organization (CSIRO) and
Bureau of Meteorology (BOM)
Australia 1
bcc-csm1-1 Beijing Climate Center, China Meteorological Administration China 3
CanESM2 Canadian Centre for Climate Modelling and Analysis Canada 5
CCSM4 National Center for Atmospheric Research USA 6
CNRM-CM5 Centre National de Recherches Me´te´orologique France 10
CSIRO-Mk3-6-0 Commonwealth Scientific and Industrial Research Organization in collabora-
tion with Queensland Climate Change Centre of Excellence
Australia 10
FGOALS-s2 LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences China 1
GFDL-CM3 NOAA Geophysical Fluid Dynamics Laboratory USA 5
GFDL-ESM2G 1
GFDL-ESM2M 1
GISS-E2-H NASA Goddard Institute for Space Studies USA 5
GISS-E2-R 5
HadGEM2-ES Met Office Hadley Centre UK 4
inmcm4 Institute for Numerical Mathematics Russia 1
IPSL-CM5A-LR Institut Pierre-Simon Laplace France 5
IPSL-CM5A-MR 3
IPSL-CM5B-LR 1
MIROC5 Atmosphere and Ocean Research Institute (The University of Tokyo), National




MPI-ESM-LR Max-Planck-Institut fu¨r Meteorologie Germany 3
MPI-ESM-P 2
MRI-CGCM3 Meteorological Research Institute Japan 3
NorESM1-M Norwegian Climate Centre Norway 3
Table 2.1: The 23 CMIP5 models used throughout this thesis (smaller model ensembles are sometimes used depending on availability of experiments,
number of runs and data access), associated modelling groups and countries. Also shown is the ensemble size of the historical (all forcings) experiment.
































BCCR-BCM2.0 Bjerknes Centre for Climate Research Norway
CCSM3 National Center for Atmospheric Research USA
CGCM3.1 Canadian Centre for Climate Modelling and Analysis Canada
CNRM-CM3 Centre National de Recherches Me´te´orologique France
CSIRO-Mk3.0 Commonwealth Scientific and Industrial Research Organization in collabora-
tion with Queensland Climate Change Centre of Excellence
Australia
ECHAM4 Istituto Nazionale di Geofisica e Vulcanologia Italy
ECHAM5 Max-Planck-Institut fu¨r Meteorologie Germany
ECHO-G Meteorological Institute of the University of Bonn, Institute of KMA, and
Model and Data Group
Germany/Korea
GFDL-CM2.0 NOAA Geophysical Fluid Dynamics Laboratory USA
GFDL-CM2.1
GISS-EH NASA Goddard Institute for Space Studies USA
GISS-ER
INM-CM3.0 Institute for Numerical Mathematics Russia
IPSL-CM4 Institut Pierre-Simon Laplace France
MIROC3.2(hires) Center for Climate System Research (The University of Tokyo), National In-




MRI-CGCM2.3.2 Meteorological Research Institute Japan
Table 2.2: The 17 CMIP3 models used throughout this chapter, associated modelling groups and countries. Unlike with CMIP5 models, only one ensemble
member (run 1) from each model is considered. Although multiple members were available for precipitation and temperature variables for some models,
forcing time series provided (see Section 2.2.3) were calculated from just one ensemble member.
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gram, 2002). The troposphere has a small heat capacity. It can be assumed to be
in equilibrium on time scales of a year or more. Therefore, changes in tropospheric
latent heating associated with changes in global mean precipitation (L∆P ), where




W−1m2 mm day−1 in equivalent precipitation
units) is the latent heat of vapourisation, are balanced by changes in tropospheric
cooling (∆R), through changes in the net radiative and sensible heat fluxes, such
that
L∆P = ∆R. (2.1)
Assuming that global mean tropospheric temperature change is consistent with
global mean surface air temperature (∆T ), and thus maintains a moist adiabatic
lapse rate, an increase in the latter will lead to a tropospheric cooling that allows
an increase in global mean precipitation. Therefore, global mean precipitation
change is a function of global mean surface air temperature. Typically, global
mean precipitation responds to changes in global mean surface air temperature at
a rate of 1–3% K−1 (Held and Soden, 2006; Lambert and Webb, 2008) in GCMs,
including CMIP5 models (Thorpe and Andrews, 2014). It has been noted though
(e.g. Allan et al. (2014)) that the transient ∆P response to ∆T is muted. This is
because a climate forcing that produces a change in ∆T can also directly change
tropospheric cooling. Linearising ∆R equation (2.1) becomes
L∆P ≃ kT∆T +∆RA, (2.2)
where kT∆T represents the global mean surface air temperature-dependent tro-
pospheric cooling and ∆RA represents cooling due to forcings and is independent
of ∆T .
Therefore, different radiative forcings that cause a given change in global temper-
ature can produce different changes in precipitation, owing to their different direct
effects (Lambert and Allen, 2009). As a result, twentieth-century precipitation
change is a function of surface temperature change and the direct effect of forcing
agents driving the surface temperature change. The consequences of this on the
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twentieth century precipitation-temperature relationship are explored further in
Section 2.3.
Disentangling the competing components of global mean precipitation change,
kT∆T and ∆RA, is difficult in a transient run, particularly one in which multiple
forcing agents are included. However, using idealised experiments, in particular
the CMIP5 quadrupled CO2 experiments (abrupt4×CO2), it is possible to cal-
culate the magnitude of these components (Figure 2.1). Such experiments also
provide an illustrative tool to explain the separate components.
At the start of these experiments the CO2 concentration is instantaneously
quadrupled and then held constant. This leads to an initial decrease in precipi-
tation as the atmosphere rapidly adjusts to the change in TOA radiative forcing
and ∆RA in equation (2.2) is strongly negative i.e. there is a net decrease in
tropospheric cooling due to increased CO2 concentrations. This is because the
troposphere becomes more opaque to LW radiation, which is then emitted to
space from higher, colder levels. Following this initial decrease there is a quasi-
linear increase in global mean precipitation with the more slowly responding - due
to the large heat capacity of the oceans - global mean surface air temperature,
the kT∆T component. For these reasons kT∆T and ∆RA are often referred to as
the “slow” and “fast” responses respectively (Allen and Ingram, 2002; Andrews
et al., 2010; O’Gorman et al., 2012).
2.1.1 Temperature-dependent precipitation changes
Using ordinary least squares regression of L∆P against ∆T , kT (Wm
−2 K−1) –
the sensitivity of tropospheric cooling to ∆T – is the gradient and ∆RA is the
y-intercept in step experiments (Figure 2.1). The ∆T dependent effects of climate
forcings on precipitation have been shown to produce increases of 1.3–3.2 Wm−2
K−1 (or 1.4–3.4% K−1) using perturbed physics and CMIP3-era models (Lambert
and Webb, 2008). Here, the multi-model mean from 23 CMIP5 models (Table
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Figure 2.1: Relationships between changes in tropospheric latent heating associated with
changes in global mean precipitation (L∆P ) and global mean surface air temperature
(∆T ), after an instantaneous quadrupling of CO2 in the idealised abrupt4×CO2 exper-
iments. Data points are global annual means. Lines represent ordinary least squares
regression fits to 150 years of data. The intercept at ∆T = 0 is equal to ∆RA (the
fast response can be scaled to 2×CO2 conditions by halving) and the gradient is equal
to kT . Anomalies are with respect to the mean global annual mean of each model’s
preindustrial control simulation. A subset of 8 of the 23 CMIP5 models is shown.
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kT ∆RA
(Wm−2 K−1) (Wm−2)
ACCESS1-0 1.85 ± 0.03 -2.68 ± 0.08
bcc-csm1-1 2.22 ± 0.05 -1.85 ± 0.10
CanESM2 2.01 ± 0.05 -2.48 ± 0.12
CCSM4 2.43 ± 0.05 -2.60 ± 0.11
CNRM-CM5 2.27 ± 0.05 -2.34 ± 0.12
CSIRO-Mk3-6-0 2.27 ± 0.04 -1.75 ± 0.09
FGOALS-s2 1.94 ± 0.06 -1.17 ± 0.15
GFDL-CM3 2.25 ± 0.05 -2.30 ± 0.12
GFDL-ESM2G 1.89 ± 0.09 -1.88 ± 0.15
GFDL-ESM2M 2.04 ± 0.09 -2.19 ± 0.15
GISS-E2-H 2.52 ± 0.05 -3.05 ± 0.09
GISS-E2-R 2.32 ± 0.17 -2.56 ± 0.26
HadGEM2-ES 1.89 ± 0.03 -2.68 ± 0.09
inmcm4 2.43 ± 0.09 -1.84 ± 0.13
IPSL-CM5A-LR 2.54 ± 0.04 -2.67 ± 0.11
IPSL-CM5A-MR 2.55 ± 0.04 -2.65 ± 0.11
IPSL-CM5B-LR 2.28 ± 0.06 -2.37 ± 0.12
MIROC5 2.46 ± 0.10 -2.51 ± 0.19
MIROC-ESM 2.12 ± 0.04 -1.96 ± 0.13
MPI-ESM-LR 2.10 ± 0.05 -1.91 ± 0.13
MPI-ESM-P 2.20 ± 0.06 -2.11 ± 0.14
MRI-CGCM3 2.87 ± 0.08 -1.85 ± 0.15
NorESM1-M 2.36 ± 0.05 -2.39 ± 0.09
Multi-model mean 2.25 ± 0.41 -2.25 ± 0.70
Table 2.3: Estimates of kT and ∆RA from 23 CMIP5 models (Table 2.1), using the
abrupt4×CO2 experiments. Estimates of ∆RA have been scaled to 2×CO2 conditions
by halving. For individual models errors are the error in the ordinary least squares
regression fit and for the multi-model mean the error is calculated from the range of
best estimates across the 23 models (all 5–95% uncertainty ranges).
2.1) is 2.25 ± 0.41 Wm−2 K−1 (Table 2.3). The range of kT values appears to
be quite small and a robust feature of GCMs, independent of their complexity
– from models with a simple slab ocean (thermodynamics-only) to fully-coupled
atmosphere-ocean models.
Lambert and Webb (2008) asked why this range should be so small when com-
pared to the range in equilibrium climate sensitivity (ECS) (see Section 2.2.1)? It
is known that various climate feedbacks affect the value of kT (Previdi, 2010). The
dominant contributor to the magnitude of the temperature feedback is the Planck
feedback component (associated with vertically uniform warming), although it
shows little scatter across GCMs. Meanwhile the lapse rate feedback (associated
with vertically non-uniform warming) and the water vapour feedback (mostly due
to reduced LW cooling) tend to oppose each other. SW cloud feedbacks are very
uncertain and mostly responsible for the large scatter in ECS estimates from
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GCMs. Importantly though, SW cloud feedbacks have little effect on the tropo-
spheric energy budget, because they mainly concern the scattering of radiation in
the atmosphere, as opposed to absorption.
Andrews et al. (2010) showed that the ∆T dependent precipitation response is
independent of the climate change mechanism. It is also frequently assumed to
be independent of the type of experiment, such as an idealised instantaneous
forcing experiment, or a more realistic transient twentieth-century experiment.
But Good et al. (2012) suggested that kT is also a function of the amount of
CO2, with smaller values of kT found at a higher CO2 concentration. Overall, the
global mean precipitation response to this component would appear to be well
understood and lends confidence to statements that global mean precipitation
trends are muted with respect to trends of atmospheric moisture (see Section
1.3.1). It also seems very unlikely that LW cloud feedbacks – one of the remaining
sources of scatter in kT estimates – can be proposed as a mechanism to reconcile
these differing trends (Lambert et al., 2014).
2.1.2 Direct effect precipitation changes
Past and future changes in GCM simulated global mean precipitation are domi-
nated by the kT∆T effect (Lambert and Webb, 2008), although there is far more
uncertainty in the magnitude and even the sign of the direct effects of forcing
agents. Idealised experiments have shown that the direct effect of changing CO2
concentrations on L∆P is significant (Figure 2.1 and Table 2.3), but small or
even consistent with zero for solar forcing (Lambert and Faull, 2007; Andrews
et al., 2009). More generally, any forcing that absorbs LW and/or SW radiation
in the troposphere and creates an imbalance in TOA minus surface forcing will
contribute a direct effect (Frieler et al., 2011). As with solar forcing, sulphate
aerosols will have little direct effect, because these concern the scattering of SW
radiation (Andrews et al., 2010; Kvalev˚ag et al., 2013).
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Conversely, black carbon aerosols have a significant direct effect because they
strongly absorb solar radiation in the troposphere. In fact, the direct effect of
black carbon forcing leads to a strong reduction in precipitation, which can ac-
tually oppose the temperature dependent effect to such an extent that total pre-
cipitation decreases (Andrews et al., 2010; Kvalev˚ag et al., 2013). However, the
precipitation response to the direct effect of black carbon aerosol forcing is some-
what complicated and is dependent on the level in the troposphere that the black
carbon aerosol is found (Ming et al., 2010; Kvalev˚ag et al., 2013). Greater pre-
cipitation reductions due to the direct effect are found when the aerosol burden
is placed at a greater altitude in idealised experiments.
2.2 Diagnosing radiative forcing
Radiative forcing is defined in IPCC AR5 as the “change in the net, downward
minus upward, radiative flux (expressed in Wm−2) at the tropopause or TOA,
due to a change in an external driver of climate change.” These external drivers,
also called radiatively active agents, include changes in GHG concentrations and
changes in aerosol concentrations. It is defined net downward (LW + SW) so that
an increase in radiative forcing leads to a warming and a decrease in radiative
forcing leads to a cooling. Radiative forcings are frequently used in climate science
as they offer a means of comparing the influence on surface temperature of various
different agents within a GCM and between GCMs.
Here, adjusted radiative forcing is used, referred to as the effective radiative forc-
ing (ERF) in IPCC AR5 (Myhre et al., 2013). This includes both stratospheric
and tropospheric/land-surface adjustments (Gregory and Webb, 2008; Andrews
et al., 2012). While the traditional radiative forcing concept only allowed for the
adjustment of stratospheric temperatures to radiative equilibrium, ERF allows for
tropospheric temperatures, water vapour and clouds to adjust. These rapid ad-
justments occur on a timescale of days to months and are separable from the more
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unresponsive surface temperature changes. Typically, differences between radia-
tive forcing and ERF are only noticeable for aerosols, because of the number of
associated tropospheric rapid adjustments, including aerosol-cloud microphysical
interactions and changes to the cloud lifetime (see Section 1.4).
2.2.1 Calculating forcing and feedback
Change in net downward radiation is defined at the TOA here, using one of
two common techniques for calculating ERF. One can either fix SST and allow
other components of the climate system to vary until a steady state is reached
(Hansen et al., 2005), or one can use a linearised global energy budget technique
(initially proposed by Gregory et al. (2004)) to determine forcing and feedback
in response to an instantaneous perturbation. Here, the linearised global energy
budget approach (described in Forster and Taylor (2006) and updated in Forster
et al. (2013)) is used to derive forcing time series in CMIP5 models. The net
TOA energy imbalance (N), following an initial radiative perturbation (F ), is
dependent on global mean surface air temperature change (∆T ), such that
N = F − α∆T, (2.3)
where α (Wm−2 K−1) is the climate feedback parameter. N and ∆T global annual
means are taken directly from the abrupt4×CO2 experiments and anomalies are
taken with respect to the mean global annual mean of each model’s preindustrial
control simulation. In Forster et al. (2013) for a given CMIP5 model any drift –
calculated as a linear trend – in the corresponding segment of the preindustrial
control is subtracted from the N and ∆T values in the abrupt4×CO2 experiment.
Ignoring this extra step (the times at which perturbed runs branch from the
control are not well documented in CMIP5 data files), near-identical forcing and
feedback values to those in Forster et al. (2013) are calculated (Table 2.4).
Using this idealised CO2-only simulation, values of N are regressed against ∆T to
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give an estimate of F , as the intercept, and α, as the slope (Figure 2.2). Estimates
for the 23 CMIP5 models (Table 2.1) are shown in Table 2.4. Using global annual
means of N and ∆T from the historical all forcings simulations – the mean across
ensemble members is taken for models where multiple initial condition runs were
made – and diagnosed α values, equation (2.3) is rearranged to give
F = N + α∆T, (2.4)
with F calculated over the period 1905-2004 (Figure 2.3). This approach relies on
the key assumption that α is time invariant (see Section 5.2 for a discussion about
this assumption) and independent of the forcing agent. From these calculations
one can also readily determine the ECS (∆T2×), the change in the global mean
surface air temperature following a doubling of CO2, in each model. It is simply
the temperature change when the energy balance has reached equilibrium, i.e.
N = 0. Here, ∆T2× =
F
2α
, the 2 in the denominator adjusting for the fact that
CO2 has been quadrupled rather than doubled. ECS is another useful metric to
compare climate models (Table 2.4).
2.2.2 Calculating longwave and shortwave components
The same linearised global energy budget approach can be used for calculating
the LW and SW components of the net downward radiative forcing, but instead
using LW TOA energy imbalance (NLW ) and SW TOA energy imbalance (NSW )
in equation (2.3) to calculate the LW climate feedback parameter (αLW ) and the
SW climate feedback parameter (αSW ) respectively (Figure 2.2). These parameter
values can then be applied to equation (2.4) to calculate FLW and FSW , giving
LW and SW time series respectively (Figure 2.3), the sum of which is constrained
to equal F .
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Forcing (F ) Feedback (α) ECS (∆T2×)
(Wm−2) (Wm−2 K−1) (K)
ACCESS1-0 2.94 0.76 3.85
bcc-csm1-1 3.38 1.22 2.77
CanESM2 3.81 1.05 3.63
CCSM4 3.65 1.27 2.88
CNRM-CM5 3.68 1.15 3.20
CSIRO-Mk3-6-0 2.54 0.60 4.22
FGOALS-s2 3.73 0.90 4.15
GFDL-CM3 3.04 0.78 3.90
GFDL-ESM2G 3.35 1.44 2.33
GFDL-ESM2M 3.33 1.36 2.46
GISS-E2-H 3.77 1.60 2.36
GISS-E2-R 3.67 1.72 2.14
HadGEM2-ES 2.99 0.67 4.45
inmcm4 3.05 1.54 1.99
IPSL-CM5A-LR 3.21 0.79 4.06
IPSL-CM5A-MR 3.33 0.81 4.10
IPSL-CM5B-LR 2.64 1.01 2.61
MIROC5 4.38 1.65 2.66
MIROC-ESM 4.31 0.93 4.66
MPI-ESM-LR 4.19 1.16 3.61
MPI-ESM-P 4.39 1.28 3.44
MRI-CGCM3 3.31 1.29 2.57
NorESM1-M 3.13 1.14 2.74
Multi-model mean 3.47 1.13 3.24
5–95% uncertainty ± 0.86 ± 0.53 ± 1.34
Table 2.4: Estimates of F , α and ECS from 23 CMIP5 models (Table 2.1), using
the abrupt4×CO2 experiments. Estimates of F and ECS have been scaled to 2×CO2
conditions by halving (ECS is by definition the change in the global mean surface air
temperature following a doubling of CO2). For the multi-model mean the error (5–95%
uncertainty range) is calculated from the range of best estimates across the 23 models.
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Figure 2.2: Relationships between net TOA energy imbalance (N) and global mean
surface air temperature (∆T ) (left column), LW TOA energy imbalance (NLW ) and
global mean surface air temperature (∆T ) (middle column) and SW TOA energy im-
balance (NSW ) and global mean surface air temperature (∆T ) (right column), after an
instantaneous quadrupling of CO2 in the idealised abrupt4×CO2 experiments. Data
points are global annual means. Lines represent ordinary least squares regression fits
to 150 years of data. The intercept at ∆T = 0 (left column) is equal to the radiative
forcing (F ) (in Table 2.4 this has been scaled to 2×CO2 conditions by halving) and the
gradient is equal to the climate feedback parameter (α). Anomalies are with respect to
the mean global annual mean of each models preindustrial control simulation. A subset
of 8 of the 23 CMIP5 models is shown.
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Figure 2.3: Time series of net (top), LW (middle) and SW (bottom) global annual
mean TOA radiative forcing for the twentieth century (1905-2004). Global annual mean
forcing is calculated using N and ∆T values from the historical all forcings simulations
and α values diagnosed from the abrupt4×CO2 experiments (Table 2.4), as in equation
(2.4). All 23 CMIP5 models are shown. The two CMIP5 models considered further in
Section 2.3.1 (Figure 2.5) have asterisks next to them.
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2.2.3 Radiative forcing in CMIP3
To comment on the evolution of forcing, feedback and climate sensitivity in the
latest climate models, a comparison is made with models forming part of CMIP3.
TOA data for F , FLW and FSW (all time series), as well as α were available (data
were kindly provided by Mat Collins), but, unlike in CMIP5, these were calculated
from just one of the ensemble members (run 1) from each model considered. This
may increase the uncertainty in the calculated forcing time series. Corresponding
precipitation and temperature output was also available. Data were available for
1905-1999, so finishing five years earlier than the CMIP5 simulations. The 17
CMIP3 models are summarised in Table 2.2.
The most obvious difference between the intercomparison projects is that CMIP5
considered a greater number of forcing agents. For example, nearly all CMIP5
models contain volcanic forcing, whereas it is included in only 9 of the 17 CMIP3
models analysed here (Forster and Taylor, 2006). Time-evolving solar forcing is
also used in most CMIP5 models, an improvement on CMIP3, while many have
added interactive ocean and land carbon cycles, although the complexity of these
representations varies considerably between models (Sillmann et al., 2013). Mul-
tiple CMIP5 models now also include the first indirect effect of aerosols, while
several even include the second aerosol indirect effect (Wilcox et al., 2013) (see
Section 1.4). Finally, CMIP5 models generally have higher horizontal and vertical
resolution than CMIP3 models, reflecting increases in computational power (Tay-
lor et al., 2012). For a more detailed discussion comparing CMIP3 and CMIP5
see Section 1.5.3.
2.3 Defining the offset
We expect sulphate-driven cooling to lead to a greater reduction in precipitation
than the increase in precipitation resulting from GHG-driven warming for a given
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radiative forcing. The ∆T dependent precipitation response is independent of the
climate change mechanism (see Section 2.1.1), but the direct effect of changing
GHG concentrations is significant and opposes the temperature dependent pre-
cipitation change, muting the total precipitation response. However, the direct
effect of sulphate aerosols is negligible, therefore the total precipitation response
is greater in magnitude for a unit radiative forcing and subsequent change in
temperature (see Section 2.1.2).
One can take a simplified view of twentieth-century forcing by considering just
the GHG and aerosol components, the two forcing agents that caused the largest,
albeit opposing, radiative forcings over this period (Myhre et al., 2013). Here,
GHG forcing is approximated as increasing linearly over the twentieth century and
aerosol forcing is approximated as a step change, from zero to a given negative
forcing, in 1960. Because the radiative forcing by GHGs and aerosols occur mostly
in the LW and SW spectrums respectively, this approximation can be verified
in Figure 2.3. Although increasing monotonically, the global mean TOA LW
forcing appears to accelerate around 1960. Otherwise, a linear increase would
seem a fair approximation. Ignoring the strong negative spikes causes by explosive,
stratosphere-injecting volcanic eruptions, most models show a shift towards more
negative global mean TOA SW forcing around 1960, although there is clearly a
wide spread in the magnitude of this shift. Again, the approximation suggested
would seem to be reasonable. It does, however, neglect the period of decreased
aerosol/SW forcing towards the end of the twentieth century when numerous clean
air policies came into effect (known as global brightening) (Wild, 2012). But this
does not stand out as an obvious feature. Furthermore, the influence of black
carbon aerosols is ignored for now. But the potential implications of black carbon
forcing on the tropospheric energy budget and global mean precipitation change
are discussed in more detail later.
Given these forcing approximations a schematic of the expected global mean
precipitation-temperature relationship over the twentieth century is shown in Fig-









Figure 2.4: Schematic of the expected global mean precipitation-temperature relation-
ship over the twentieth century, given approximate (idealised) GHG and aerosol forcing
time series. Lines are numbered to represent the three prominent responses. See text
for details.
ure 2.4, represented by the three lines (1), (2) and (3). Starting at the beginning
of the twentieth century at the origin (with changes in precipitation and temper-
ature relative to the preindustrial period), precipitation increases linearly with
temperature as GHG forcing increases (1). Then, following a step increase in
sulphate aerosol concentrations around the mid twentieth century, temperature
decreases. But because the total precipitation is more sensitive to temperature
under aerosol forcing (because of the negligible direct effect), there is a shift away
from (1) and line (2) is traced. Thereafter, aerosol forcing is held constant, but
GHG forcing continues to increase in time at the same rate as before. As a result,
precipitation again increases linearly with temperature and line (3) is parallel to
line (1), but “offset” because of the effect of the step change in aerosol. This forms
the basis of our definition of the precipitation offset – two GHG-driven straight
lines offset by mid-twentieth-century aerosol-driven cooling – used throughout this
thesis, although it is altered somewhat (see Section 2.3.1.2) to reflect the far from
idealised real-world response.
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2.3.1 The offset in CMIP5 models
Only satellite-based precipitation datasets offer a picture of global mean precipi-
tation (see Section 1.2.2) and the earliest records only began in the 1970s, after
the rapid increase in aerosol forcing. Therefore, this idealised offset approach can-
not be verified with real-world observations. But to what extent, if at all, does
the global mean precipitation-temperature relationship in climate models show
this response? Using five-year global mean precipitation and temperature in the
twentieth century historical all forcings simulations, with anomalies taken with
respect to the mean of the preindustrial control simulations, one sees evidence for
this offset (Figure 2.5). Five-year means are used to improve the signal to noise
ratio, as well as to avoid autocorrelation, which becomes a problem when using
annual means.
Across the ensemble of 23 CMIP5 models the offset is most obvious when dividing
the five-year means into a pre-1960 group and a post-1960 group (Figure 2.5
illustrates this point with two CMIP5 models). This is consistent with the marked
increase in forcing evident in both the global annual mean real-world aerosol
forcing time series (Figure 1.1) and global annual mean model simulated SW
forcing time series (Figure 2.3). But interestingly the magnitude of this offset
appears to vary considerably across the models, with two of the more extreme
examples shown by the MPI-ESM-LR and CNRM-CM5 models in Figure 2.5.
CMIP5 models, unlike CMIP3 models, all use the same aerosol emission inventory
(Allen et al., 2013), that of Lamarque et al. (2010). But CMIP5 models still
differ greatly in their radiative transfer schemes, microphysical parametrisations of
aerosol-cloud interactions and whether they include interactive prognostic aerosols
and chemistry (see Sections 1.4 and 1.5). Hence, the atmospheric aerosol loading,
as well as radiative properties, are different and the range of aerosol forcing across
the CMIP5 models is considerable.
The MPI-ESM-LR and CNRM-CM5 models have one of the smallest and one
of the largest increases in mid-twentieth-century SW forcing respectively, across
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Figure 2.5: Five-year global mean precipitation-temperature relationship for the histor-
ical all forcings experiment with the MPI-ESM-LR model (top) and the CNRM-CM5
model (bottom) for 1905-2004. The mean across all ensemble members is taken for each
model (Table 2.1). Anomalies are given relative to the mean of each model’s prein-
dustrial control simulation. Black; five-year means 1905-1959. Red; five-year means
1960-2004.
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the whole CMIP5 ensemble (Figure 2.3). This seems to be reflected in the size
of the offset in Figure 2.5. To investigate the extent to which this offset-forcing
relationship holds across the whole CMIP5 ensemble, methods for diagnosing the
magnitude of the increase in mid-twentieth-century aerosol forcing (referred to as
the strength of aerosol forcing) in models and the magnitude of the precipitation
offset in models are needed.
2.3.1.1 Calculating the strength of aerosol forcing
The strength of global mean TOA aerosol forcing, FAERO, is calculated as
FAERO = FSW 60−04 − FSW 05−59 (2.5)
where FSW 60−04 is the 1960-2004 mean global mean TOA SW forcing and FSW 05−59
is the 1905-1959 mean global mean TOA SW forcing. To calculate the strength
of aerosol forcing 5–95% uncertainty range, the variance of the difference of the
two means, V ar(FSW 60−04 − FSW 05−59), is calculated as
V ar(FSW 60−04 − FSW 05−59) = V ar(FSW 60−04) + V ar(FSW 05−59) (2.6)




(s260−04 is the standard deviation of 1960-2004 five-
year mean global mean TOA SW forcing anomalies and n60−04 the sample size)





05−59 is the standard deviation of 1905-1959 five-
year mean global mean TOA SW forcing anomalies and n05−59 the sample size).
Five-year mean forcing anomalies are used for consistency with other analyses.
Because the aerosol radiative forcing occurs largely at SW frequencies and other
SW agents make a relatively minor contribution to overall SW forcing, the net
aerosol and SW time series should be closely matched. The above ideas can
be tested by exploring twentieth-century historical anthropogenic aerosol forcings
only simulations that were run by a few modelling centres. Figure 2.6 shows
forcing time series from the CSIRO-Mk3-6-0 model. The global mean TOA net
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forcing and global mean TOA SW forcing time series (from the anthropogenic
aerosol forcings only experiment) are closely matched, confirming that forcing
at SW frequencies accounts for the vast majority of total aerosol forcing. Some
changes in LW radiation are expected through rapid adjustments and aerosol-
cloud interactions (Boucher et al., 2013).
Historical (all forcings) SW forcingnthropogenic aerosol forcings only) SW forcingnet forcing
Historical (all forcings) SW forcing
Historical (anthropogenic aerosol forcings only) SW forcing
Historical (anthropogenic aerosol forcings only) net forcing
























Figure 2.6: Time series of global mean TOA net forcing (purple) and global mean TOA
SW forcing (blue) from the historical anthropogenic aerosol forcings only experiment
and of global mean TOA SW forcing (red) from the historical all forcings experiment for
the CSIRO-Mk3-6-0 model for 1905-2004. Forcing is given relative to a pre-industrial
control simulation.
Further, the global mean TOA SW forcing time series are closely matched in both
the historical anthropogenic aerosol forcings only and historical all forcings exper-
iments (Figure 2.6). This indicates that aerosol SW forcing accounts for much of
the total SW forcing in these models. In the absence of further idealised aerosol
simulations it is difficult to separate the contributions from sulphate aerosols and
black carbon aerosols. But black carbon aerosols absorb strongly in the atmo-
sphere and can cause a positive SW forcing at the TOA but a negative SW forc-
ing at the surface (Ramanathan and Carmichael, 2008). This is in contrast to
sulphate aerosols where TOA and surface forcing should be of the same sign and
roughly the same magnitude (Andrews et al., 2010).
To test for significant black carbon forcing in such simulations one can consider
the ratio of TOA SW forcing to surface SW forcing in time. Surface forcing is
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diagnosed using the method outlined in Section 2.2.1, but using model simulated
surface radiative fluxes instead of TOA radiative fluxes. This follows the method
of Andrews et al. (2009). The presence of black carbon would show as a shift in this
ratio away from unity. There is no real evidence for this though (not shown) in the
few models with dedicated anthropogenic aerosol only simulations, suggesting that
the aerosol mix is dominated by sulphate aerosols. So, even though black carbon,
other SW agents and the simple method for calculating the forcing will cause some
uncertainty in the estimates, these values are expected to be representative of the
magnitude of the mid twentieth century increase in sulphate aerosol forcing.
2.3.1.2 Calculating the precipitation offset
Revisiting Figure 2.4, the size of the global mean precipitation offset can be
thought of as the vertical distance between the two parallel GHG-driven lines,
(1) and (3). Therefore, the offset is simply equal to the difference in the inter-
cepts of line (3) and line (1). But problems with this difference in intercepts
approach become apparent when fitting a simple linear regression model to the
actual data to calculate the precipitation offset.
Fitting separate regression lines to the pre-1960 data and the post-1960 data (the
groupings used in Figure 2.5) the pre-1960 data are modelled as
P1i = β1 + γ1T1i + ǫ1i (2.7)
where P1 are five-year mean global mean precipitation anomalies for 1905-1959,
T1 are five-year mean global mean temperature anomalies for 1905-1959, γ1 is the
trend from the linear regression fit to 1905-1959 global mean precipitation-global
mean temperature, β1 is the intercept and the residuals ǫ1i are assumed to be
identically and independently distributed with zero mean. For the post-1960 data
P3i = β3 + γ3T3i + ǫ3i (2.8)
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where data and regression coefficients are as in (2.7), but for 1960-2004.
In the situation that γ1 = γ3 (i.e. parallel lines), the vertical distance between
the two lines is always β3 − β1. However, if γ1 6= γ3 the vertical distance between
the two lines will vary with T . Therefore, the precipitation offset, if calculated as
β3−β1, will be dependent on the period to which anomalies are taken relative to.
If confidence intervals of either regression function are wide, then the precipitation
offset calculation will be highly uncertain. Across models the confidence intervals
of the post-1960 regression function are narrower than the confidence intervals
of the pre-1960 regression function. This is a consequence of the large increases
in global mean temperature after the mid twentieth century increase in aerosol
forcing, a consequence of the real world acceleration in GHG forcing. But increases
in global mean temperature in the early twentieth century are less apparent and
the global mean precipitation response less robust (reduced signal to noise); for
comparison, in the abrupt4×CO2 experiments shown in Figure 2.1 the global
mean precipitation sensitivity to global mean temperature change, defined as kT ,
is robust in all models, due to the very large ∆T increases (this is reflected in the
small uncertainty ranges in Table 2.1). In Chapter 3, where regional land mean
precipitation is considered and the precipitation offset is also calculated, a robust
relationship with global mean temperature is only evident in the post-1960 period
(in both CMIP5 models and observations).
To be consistent across analyses, a linear regression fit is made to 1960-2004 data
and the (global mean or otherwise) precipitation offset (δ) is measured as the
vertical distance between the regression line and the point representing the mean
of the 1905-1959 data. This is equivalent to the intercept of the 1960-2004 linear
regression line, with anomalies for the 1960-2004 period relative to the 1905-1959
mean. So
P3˜i = δ + γT3˜i + ǫ3˜i (2.9)
where (here considering global mean precipitation) P3˜i are five-year mean global
mean precipitation anomalies for the 1960-2004 period with respect to the 1905-
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1959 mean global mean precipitation anomaly and T3˜i are five-year mean global
mean temperature anomalies for the 1960-2004 period with respect to the 1905-
1959 mean global mean temperature anomaly. The intercept term, δ, is the global
mean precipitation offset, a measure of the precipitation response to aerosol forc-
ing, and γ is the slope from the linear regression fit to 1960-2004 five-year means.
The residuals ǫ3˜i are assumed to be identically and independently distributed with
zero mean.
To calculate 5–95% uncertainty ranges for δ, the variance of the conditional mean
of the predictand, s2
P
3˜























where n is the sample size, T3˜ is the 1960-2004 mean global mean temperature







To estimate the variance of the intercept, s2
δˆ
, the case when T ∗ = 0 in equation

















Therefore, the best estimate of the precipitation offset and the 5–95% uncertainty
range is δ ± 1.64sδˆ.
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2.4 The global mean precipitation response to
aerosol forcing
2.4.1 CMIP5
There exists a remarkably strong correlation (r = 0.80, p < 0.01), where r is the
Pearson correlation coefficient and p is the significance level, between the global
mean precipitation offset and the strength of aerosol forcing across 23 CMIP5
models (Figure 2.7). The stronger the global TOA aerosol forcing in a model
the greater the departure from an otherwise linear GHG-driven response and the
greater (more negative) the global mean precipitation offset, as hypothesised in
Section 2.3.
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Figure 2.7: Global mean precipitation offset against global TOA aerosol forcing. Each
data point represents one CMIP5 model, with 23 CMIP5 models in total (Table 2.1).
Error bars represent the 5–95% uncertainty range (see Sections 2.3.1.1 and 2.3.1.2).
There is, however, one glaring outlier, the CNRM-CM5 model, which has a pre-
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cipitation offset of -0.024 mm day−1 but an aerosol forcing of -0.40 Wm−2. This
could be because the precipitation offset is driven by strong black carbon aerosol
forcing, through a significant direct effect on the tropospheric energy budget (see
Section 2.1.2), and not just strong sulphate aerosol forcing. Because black carbon
TOA forcing can be positive while surface forcing is negative, this might explain
the anomaly.























































Figure 2.8: Time series of global annual mean SW atmosphere radiative forcing for
the twentieth century (1905-2004). Atmosphere forcing is calculated as the difference
between TOA and surface forcing (see text). All 23 CMIP5 models are shown.
Support for this idea comes from Figure 2.8. Here, global annual mean SW
atmosphere radiative forcing is calculated as the difference between global annual
mean SW TOA radiative forcing (Figure 2.3 (bottom panel)) and global annual
mean SW surface radiative forcing, which is also calculated using the method
outlined in Section 2.2.2, but using surface radiative fluxes rather than TOA
radiative fluxes. The CNRM-CM5 model has, by far, the strongest atmosphere
SW forcing in the second half of the twentieth century. This hints towards a
significant black carbon aerosol contribution.
Because both increasing black carbon aerosol and increasing sulphate aerosol at-
mospheric concentrations lead to negative surface aerosol forcing and – albeit
through different mechanisms – are both expected to generate a negative precip-
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Figure 2.9: Global mean precipitation offset against global surface aerosol forcing. Each
data point represents one CMIP5 model, with 23 CMIP5 models in total (Table 2.1).
Error bars represent the 5–95% uncertainty range (see Sections 2.3.1.1 and 2.3.1.2).
itation offset in the mid twentieth century, the offset-forcing correlation is even
stronger (r = 0.86, p < 0.01) when considering surface aerosol forcing (Figure 2.9)
However, this is largely a consequence of the CNRM-CM5 model no longer being
an outlier.
2.4.2 CMIP3
Also shown is the global mean precipitation offset against global TOA aerosol forc-
ing for 17 CMIP3 models (Figure 2.10). A similar, albeit less robust (r = 0.72,
p < 0.01), relationship is evident. Unfortunately, surface forcing data were not
available for the CMIP3 models, so a similar comparison to that made above for
CMIP5 is not possible. There are a few possible reasons for this lower correlation.
Because precipitation and temperature data are only available for 1905-1999 for
92 CHAPTER 2. GLOBAL MEAN PRECIPITATION
-1.5 -1.0 -0.5 0.0



























Figure 2.10: Global mean precipitation offset against global TOA aerosol forcing. Each
data point represents one CMIP3 model, with 17 CMIP3 models in total. Filled points
are models including a representation of volcanic forcing and unfilled points are models
without volcanic forcing. Error bars represent the 5–95% uncertainty range (see Sections
2.3.1.1 and 2.3.1.2). Note that the axes ranges are different to those in Figures 2.7 and
2.9.
these CMIP3 simulations the sample size of the post-1960 period is reduced, in-
creasing uncertainty in both variables. Only one of the ensemble members (run
1) from each model is included here, because of the availability of data. Another
contributory factor could be the reduced range of global TOA aerosol forcing in
CMIP3 models, relative to CMIP5 models. The CMIP5 models range from about
-1.6 Wm−2 to -0.2 Wm−2 (Figure 2.7) and the CMIP3 models range from about
-1.0 Wm−2 to -0.1 Wm−2 (Figure 2.10).
The influence of volcanic forcing may also play a role in the offset-forcing rela-
tionship. Optimal fingerprinting studies have detected the influence of volcanic
forcing on observed global land mean precipitation (Gillett et al., 2004; Lam-
bert et al., 2004) and model simulated global mean precipitation (Iles et al.,
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2013). This is expected from an energetic constraint viewpoint. The three ma-
jor stratosphere-injecting volcanic eruptions in the 1905-1999 period all happened
post-1960. These are classed as the eruptions that caused an exceedance in global
monthly mean stratospheric aerosol optical depth at 550 nm of 0.05 (see Sato et al.
(1993) with updates available at http://data.giss.nasa.gov/modelforce/strataer/),
giving Mount Agung (1963), El Chicho´n (1982) and Mount Pinatubo (1991). The
1913 eruption of Katmai was another notable event in the 1905-1999 period and
only just falls outside this classification.
These eruptions in the post-1960 period could lead to a further reduction in global
mean precipitation, because the total precipitation is also more sensitive to tem-
perature under volcanic aerosol forcing than GHG forcing. However, these shifts
are expected to be short-lived as volcanic forcing relaxes back to near-zero a cou-
ple of years after these explosive events. Because five-year means are considered
in offset and forcing calculations, the overall influence of volcanic forcing on the
offset-forcing relationship across models should be minimal. However, the strength
of global TOA aerosol forcing does appear to be greater in CMIP3 models that
include volcanic forcing – the global mean precipitation offset-global TOA aerosol
forcing correlation also increases to r = 0.77 (p < 0.05) when considering just
these 9 models – than in CMIP3 models that do not (Figure 2.10).
Beyond the difference in the range of the strength of global TOA aerosol forc-
ing in CMIP3 and CMIP5, should the offset-aerosol relationship actually be the
same between these intercomparison projects? There are many other differences
between CMIP3 and CMIP5. This is the focus of the next section, where the
evolution of forcing, feedback and climate sensitivity is considered.
2.5 Forcing and feedback
The perceived quality of a climate model is typically based on its ability to re-
produce some aspect of the observed climate. Accurate simulation of observed
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global temperature change over the twentieth century is frequently considered a
prerequisite for an accurate representation of anthropogenic climate change and,
in turn, for making reliable twenty-first-century projections.
2.5.1 Global mean temperature controlling factors
In Section 2.2.1 a linearised global energy budget approach was used to derive
forcing time series. Using values of F and α, diagnosed by regressing N against




. The range in ECS will be smaller if there exists a correlation
between F and α. This was noted by Andrews et al. (2012) when they found that
the ECS range was much larger than the actual ECS range when holding F at
the multi-model mean value (using a subset of 15 of the 23 CMIP5 models used
here), implying a correlation between forcing and feedback. Here, a significant
correlation is found between F and α (r = 0.45, p < 0.05).
The ECS, by definition, is the temperature change when the energy balance has
reached equilibrium (following a doubling of CO2). In this new steady stateN = 0.
But the real, transient climate is never in a steady state. Therefore, rearranging
equation (2.3), ∆T = F−N
α
. Here, F represents any radiative perturbation due to
climate forcing, rather than the initial radiative perturbation following a quadru-
pling of CO2 (as used in the context above). This means that N , which can also
be thought of as the net heat flux into the climate system also has an influence.
Heat is stored in the oceans, so this ocean heat uptake parameter moderates the
rate of time-dependent climate change.
Rewriting ECS as ∆T2× =
F2×
α
, where F2× is (specifically) the forcing due to a
doubling of the CO2 concentration, and using α =
F2×
∆T2×






F2× is reasonably consistent across CMIP5 models (F2× = 3.47±0.86 Wm
−2 from
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column 2 of Table 2.4), as well as CMIP3 models (Forster and Taylor, 2006), while
a small range in ∆T is a consequence of models accurately simulating the observed
temperature trend. ECS (∆T2×), forcing (F ) and ocean heat uptake (N) are all
uncertain. But no correlation between climate sensitivity and ocean heat uptake
across models should be expected because these quantities are diagnostic rather
than tunable (Knutti, 2008). However, uncertainties in ocean heat uptake tend
to be small compared with uncertainties in the applied forcing over the twentieth
century and in the climate response to this forcing (Dufresne and Bony, 2008;
Anderson et al., 2010). Fixing both the numerator of the fraction (∆TF2×) and
N in equation (2.13) one can fit a theoretical, inverse relationship between net
forcing (F ) and ECS (∆T2×) (e.g. Kiehl (2007)).
Knutti (2008) found evidence of this inverse relationship between forcing and
ECS in CMIP3, in agreement with the work of Kiehl (2007) on an older set
of models. Forster et al. (2013) found evidence that this correlation persists in
CMIP5 models, particularly when considering a subset of models that best match
the observed twentieth-century global temperature trends. Similarly, taking ∆T =
F−N
α
and assuming near-constant N , one could expect a quasi-linear relationship
between forcing F and feedback α across models. There is found to be a significant
correlation between α and F in both CMIP3 (r = 0.69, p < 0.01; note that CMIP3
correlations in this section exclude the BCCR-BCM2.0 model, because it has an
anomalously large climate feedback parameter – it was also not included in the
Forster and Taylor (2006) analysis) and CMIP5 (r = 0.57, p < 0.01) (Figure 2.11).
This means that models with smaller feedbacks/higher sensitivities tend to have
smaller forcings. The result is a narrower range in historical temperature trends
than there would be with no correlation.
But what about the impact of ocean heat uptake? Previously it was considered as
near-constant and noted that uncertainties in ocean heat uptake tend to be small
compared to uncertainties in forcing and feedback (Dufresne and Bony, 2008). In
a time-dependent state the ocean heat uptake N can be represented approximately
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Figure 2.11: Scatterplots of end of twentieth-century net global mean TOA forcing, F ,
against the climate feedback parameter, α, in CMIP5 (left) and CMIP3 (right). Forcing
is for the year 2002 (2000-2004 average) and 1997 (1995-1999 average) for CMIP5 and
CMIP3 respectively, due to availability of data.
by N = κ∆T , where κ is the ocean heat uptake efficiency. Therefore, following
Gregory and Forster (2008), equation (2.3) can be written as ∆T = F
ρ
, where
the climate resistance ρ = α + κ. Using a similar set of CMIP5 models to those
used here Forster et al. (2013) showed that F
ρ
was strongly correlated with 2003
(2001-2005 average) temperature change. Their estimates of κ were made from
idealised 1% per year CO2 increase simulations (κ values, and therefore ρ values,
are available for 22 of the 23 CMIP5 models used here). κ is not correlated with
F (r = 0.09, not significant), but there is some evidence of a correlation between
ρ and F (r = 0.49, p < 0.05). For comparison, this is smaller than the α and
F correlation (r = 0.57, p < 0.01), as expected. So, while there seems to be
no tendency for ocean heat uptake efficiency to cause a convergence in CMIP5
historical temperature trends, there is some evidence of a trade off between forcing
and feedback in CMIP5 models (i.e. models with larger end of twentieth-century
forcing tend to have larger climate feedback parameters/smaller sensitivities).
2.5.2 Contrasting CMIP3 and CMIP5 controlling factors
That there is still evidence of such a trade off is interesting. Both Kiehl (2007)
and Knutti (2008) suggested that a small or large net forcing is usually the result
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of strong or weak negative aerosol forcing respectively. Indeed, in CMIP3 the
correlation between 1997 (1995-1999 average) net forcing and 1997 SW forcing
is r = 0.72 (p < 0.01). Aerosol/SW forcing has remained uncertain through
several generations of GCMs (see Section 1.4), hence the idea that choices over
parameterisations could be made based on the feedback/sensitivity of a model
to best replicate the observed temperature. Knutti (2008) suggested that the
incorporation of more detailed aerosol effects between CMIP3 and CMIP5 could
lead to a mismatch between simulated and observed warming over the twentieth
century. This was based on the assumption that a more detailed consideration of
aerosol effects would lead to less control over aerosol forcing. The CMIP5 multi-
model mean 2002 SW forcing is -0.41 ± 1.45 Wm−2, compared to the CMIP3
multi-model mean 1997 SW forcing of -0.56 ± 0.67 Wm−2. Perhaps aerosol-
cloud interactions have become so complex that the aerosol forcing is no longer
predictable or adjustable (Shindell et al., 2013).
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Figure 2.12: Changes in the LW and SW global mean TOA forcing from 23 CMIP5
models (top) and 16 CMIP3 models (bottom). These forcing changes are differences
between two 5-year averages centred on the start and end years given. Because data are
only available until 1999 for the CMIP3 models, the latest possible year, 1997, is used
instead of the year 2000.
With little change in the spread of α between intercomparison projects, why are
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CMIP5 models still producing the observed historical temperature trend so well?
The increased uncertainty in SW forcing must be compensated by an increased
spread in LW forcing (Figure 2.12). The CMIP5 multi-model mean 2002 LW
forcing is 2.31 ± 1.07 Wm−2, compared to the CMIP3 multi-model mean 1997
LW forcing of 2.17 ± 0.53 Wm−2. The 5–95% uncertainty range in CMIP5 is more
than twice that in CMIP3. Additionally, 2002 SW forcing and 2002 LW forcing
are strongly anti-correlated in CMIP5 (r = −0.81, p < 0.01), but 1997 SW forcing
and 1997 LW forcing are not correlated in CMIP3 (r = −0.28, not significant).
It is difficult to know whether this anti-correlation is a natural consequence of
increased model complexity in CMIP5, or a product of model tuning. Miller et al.
(2014) noted that GHG forcing in the GISS-E2-R CMIP5 model is nearly 15%
larger than GHG forcing in the GISS-ER CMIP3 model, despite being prescribed
with very similar CO2, CH4 N2O and CFC concentrations. The radiative trans-
fer scheme has been updated between models, but the forcing associated with a
doubling of CO2 is nearly identical. Miller et al. (2014) suggested that the differ-
ence is due to the other GHGs or their spectral overlap with CO2. Although the
CMIP5 ensemble includes ESMs using an interactive carbon cycle, the historical
twentieth-century simulations were performed using prescribed globally averaged
CO2 concentration, not CO2 emissions. Therefore, this aspect of model develop-
ment cannot be attributed to the additional spread.
In summary, there is strong evidence that feedback/sensitivity and net forcing are
correlated in the CMIP3 ensemble of models, with the strength of aerosol forcing
key to this correlation. In CMIP5 there is a suggestion of a persisting correlation
between feedback/sensitivity and net forcing, but it is less robust. The mean
and range of both feedback/sensitivity and net forcing is similar across CMIP3
and CMIP5, despite double the spread in CMIP5 SW forcing, relative to CMIP3.
Opposing this is a twofold increase in the range of CMIP5 LW forcing, relative to
CMIP3, which is correlated with CMIP5 SW forcing.
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2.6 The physical basis of the aerosol offset
Combining the simple model for global mean precipitation change in Section 2.3
with the forcing-feedback relationships in CMIP3 and CMIP5 outlined in Section
2.5, this section explores the precipitation offset in more detail. Given these
obvious differences in CMIP3 and CMIP5 should the global mean precipitation
response (the offset) to a given aerosol forcing actually be similar in the model
ensembles?
Taking a similar approach to Lambert and Allen (2009) equation (2.2) can be
further decomposed
L∆P ≃ kT∆T +∆RLW +∆RSW , (2.14)
where ∆RLW represents increases in net radiative cooling due to changes in tropo-
spheric LW absorbing species concentration and ∆RSW represents net increases
in cooling due to changes in tropospheric SW absorbing species concentration.
From Section 2.1.2 it is known that the direct effect of changing CO2 concentra-
tions, and more generally changing GHG concentrations, on L∆P is significant.
This opposes the temperature dependent precipitation change, muting the to-
tal precipitation response. Because GHG absorption occurs overwhelmingly at
LW frequencies ∆RLW < 0. Black carbon can strongly absorb SW radiation,
so following similar arguments it can be expected that ∆RSW < 0. But in the
simplified model of the global mean precipitation-temperature relationship over
the twentieth century presented in Section 2.3 only two forcings are considered;
GHG forcing is approximated as increasing linearly over the twentieth century
and sulphate aerosol forcing is approximated as a step change around the mid
twentieth century. Because the direct effect of sulphate aerosol forcing is thought
to be negligible (see below), here it is assumed that ∆RSW ≃ 0.
Writing ∆RLW = βLWFLW where FLW is the LW global mean TOA forcing due
to changes in GHG concentrations and βLW is a unitless constant, equation (2.14)
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becomes
L∆P ≃ kT∆T + βLWFLW . (2.15)
For comparison, Thorpe and Andrews (2014) refer to the direct effect term (∆RA
in equation (2.2); βLWFLW in equation (2.15) above) as a precipitation adjustment
to the atmosphere radiative forcing. The precipitation adjustment (∆Padj) is
written as






where Ri are the ratios of atmosphere to TOA forcing for different forcing agents
and F iTOA are TOA forcing time series for different forcing agents. The product
of R and FTOA for a given forcing agent gives its direct tropospheric radiative
forcing. Values of R for different forcing agents were calculated by Andrews et al.
(2010) using idealised simulations. For CO2 R = 0.8 (R is calculated as 0.5 for
other GHGs) and for sulphate aerosols R = 0.
Because only GHGs and sulphate aerosols are considered in the simple model here,
βLW in equation (2.15) is analogous to R for CO2/other GHGs. Likewise, writing
∆RSW = βSWFSW , R for sulphate aerosols is analogous to βSW , justifying the
above approximation that ∆RSW is equal to zero. Note that Thorpe and Andrews
(2014) adopt the sign convention that these precipitation adjustments mute the
overall precipitation response through a decrease in net radiative cooling, whereas
here, the direct effect represents increases in net radiative cooling. Therefore,
these coefficients, for a given forcing, will be of opposite sign.
Considering the relationship between ∆P and ∆T , as in Figure 2.4, by dividing
through by L – the latent heat of vapourisation, which is roughly equal to 29








where kT/L (mm day
−1 K−1) is the sensitivity of ∆P to ∆T . All terms are in
units of mm day−1.
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2.6.1 Deriving an equation for the offset
Building on the above ideas, this section explores the most important governing
factors controlling the magnitude of the global mean precipitation offset. This
is approached in an approximate, idealised manner, considering the dominant
twentieth-century climate forcings of GHGs and aerosols. All GCMs (CMIP3
and CMIP5) are taken to simulate identical end of twentieth-century global mean
temperature change, which is of course an aim of all modelling centres (see Section
2.5). Experimenting with varying two or more components from GHG forcing,
sulphate aerosol forcing and feedback/sensitivity, while fixing kT and βLW , the
offset is always found to be a function of sulphate aerosol forcing, as long as the
same twentieth century global mean temperature change is simulated. Why?
















Because of the linear increase in GHG forcing, lines (1) and (3) are parallel and
the offset is just the difference in the intercepts (see Section 2.3.1.2), so the global








But because the net forcing after the step change in sulphate aerosol forcing
is equal to the sum of (linearly increasing) GHG forcing (FLW3) and (constant)
sulphate aerosol forcing (FSW2), which at some temperature (∆T1 = ∆T3 = ∆T
∗)
is equal to the forcing from just GHG forcing alone prior to the step change
(FLW1), in this idealised situation one can write FLW3 +FSW2 = FLW1 . Therefore,
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This shows that the precipitation offset is a function of the product of βLW and
FSW2 (L is constant) in this idealised situation. It is expected that both βLW
and FSW2 are negative in the real world and in GCMs, so that the precipitation
offset is negative. But how constant is βLW ? It has been shown that there is a
wide range in the strength of global mean TOA aerosol forcing (see Section 2.4),
analogous to FSW2 here. This alone explains much of the variance in the global
mean precipitation offset. Some of the variance will be explained by forcings and
other complexities not explored in the simple model considered here.
βLW can be estimated by using ∆RA calculated from the abrupt4×CO2 experi-
ments (Table 2.3) and by writing ∆RA ≃ βLWFLW . Even though other climate
forcings, especially other GHGs, will contribute towards the exact value of βLW
in a model, it is expected to be close to the value from CO2 forcing alone. An-
drews et al. (2010) estimated values for CO2 and other GHGs to be -0.8 and -0.5
respectively, justifying this expectation. FLW is taken to be F in Table 2.4. This
is again an approximation since most, rather than all, CO2 forcing occurs in the
LW. The multi-model mean βLW is -0.66 ± 0.26.
But βLW can also be calculated from a transient scenario by building a regression
model for global mean precipitation, as in Lambert and Allen (2009). This uses
equation (2.15) as the linear regression model and five-year mean GCM temper-
atures and precipitation, as well as LW forcing time series (Table 2.5 – results
for a subset of 8 of the 23 CMIP5 models are shown). Equation (2.15) would
appear to be a good model of global mean precipitation for 1905-2004. For all
23 CMIP5 models kT is positive and significant (p < 0.05) and, for all but the
CHAPTER 2. GLOBAL MEAN PRECIPITATION 103
bcc-csm1-1 CanESM2 CNRM-CM5 CSIRO-Mk3-6-0 MIROC5 MPI-ESM-LR MRI-CGCM3 NorESM1-M
Equation (2.15)
kT (Wm
−2 K−1) 1.99 1.57 2.05 1.83 2.24 1.87 3.59 2.24
5–95% 0.11 0.16 0.44 0.29 0.24 0.40 0.58 0.20
βLW -0.40 -0.47 -1.23 -0.68 -0.53 -0.38 -0.64 -0.59
5–95% 0.05 0.06 0.20 0.06 0.05 0.19 0.06 0.06
Equation (2.23)
kT (Wm
−2 K−1) 2.03 1.74 2.68 2.71 2.76 1.81 3.23 2.49
5–95% 0.16 0.35 0.73 0.19 0.39 0.88 1.01 0.33
βLW -0.42 -0.55 -1.57 -1.20 -0.74 -0.35 -0.48 -0.72
5–95% 0.08 0.17 0.38 0.09 0.14 0.43 0.36 0.14
βSW -0.02 -0.08 -0.27 -0.46 -0.21 0.02 0.15 -0.11
5–95% 0.06 0.14 0.26 0.08 0.13 0.26 0.35 0.12
Table 2.5: Regression coefficients for five-year means using just LW forcing data (equa-
tion (2.15)) and both LW and SW forcing data (equation (2.23)) for 1905-2004. Values
of kT , βLW and βSW and their 5–95% uncertainty ranges are given. Values is boldface
are significant (p < 0.05). Results are shown for a subset of 8 of the 23 CMIP5 models
listed in Table 2.1.
IPSL-CM5B-LR model, βLW is negative and significant. The mean of βLW across
all models is -0.50 ± 0.33.
To test if there is any value in including net increases in cooling due to changes
in tropospheric SW absorbing species concentration as an additional explanatory
variable, this model is extended to
L∆P ≃ kT∆T + βLWFLW + βSWFSW . (2.23)
This extra term, βSWFSW , was assumed to equal zero previously. Here kT is posi-
tive and significant in all cases, βLW is negative and significant in 21 of 23 CMIP5
models, and βSW is small and generally negative (Table 2.5). It is significant in
only 7 of 23 cases. Multi-model mean values of βLW and βSW are -0.62 ± 0.48
and -0.10 ± 0.28. Overall, this extra variable is consistent with zero and has little
explanatory power. The simpler model, equation (2.15), would appear to be a
more suitable model of global mean precipitation.
Repeating the process for the CMIP3 models, using equation (2.15), kT is positive
and significant in 15 of 16 models and βLW is negative and significant in 13 of
16 models. The multi-model mean βLW is -0.44 ± 0.26. The fact that multi-
model mean βLW is similar in CMIP3 and CMIP5 explains why the precipitation
offset-aerosol forcing relationship is also similar. Using βLW , as diagnosed from
the transient scenario above for CMIP5 models, the precipitation offset can be
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estimated with equation (2.22), if FSW2 is assumed to be equal to the strength of
aerosol forcing as approximated by the method in Section 2.3.1.1. The predicted
precipitation offset is strongly correlated with the actual precipitation offset (r =
0.90, p < 0.01). This is marginally stronger than the correlation between the
precipitation offset and the strength of aerosol forcing alone (r = 0.80, p < 0.01).
The same is true when considering the CMIP3 models.
2.7 Conclusions
It has been shown that a model can be built for global mean precipitation changes.
These changes are a function of global mean temperature changes and the climate
forcing driving these temperature changes. This is because climate forcings can di-
rectly impact the radiative properties of the troposphere independent of changes in
temperature, thus changing the tropospheric cooling, which is balanced by changes
in tropospheric latent heating associated with changes in global mean precipita-
tion. The temperature dependent term, as in previous studies, is found to be well
constrained with a multi-model mean kT – the sensitivity of tropospheric cooling
to ∆T – of 2.25 ± 0.41 Wm−2 K−1. This is calculated using idealised experiments.
The value of kT is determined by numerous climate feedbacks within a GCM. Im-
portantly though, SW cloud feedbacks, which cause much of the uncertainty in
estimates of ECS, have little effect on the tropospheric energy budget.
The direct effect is far more uncertain and model dependent. Generally, the
uncertainty is smaller for GHGs, for which radiative effects – particularly the ratio
of TOA forcing to atmosphere forcing – are well understood and radiative forcing
time series are considered to be reasonably reliable. The direct effect of sulphate
aerosols is considered to be small, or even negligible, because these concern the
scattering of SW radiation in the troposphere rather than absorption. Conversely,
the direct effect of black carbon aerosols is poorly understood. Some work suggests
it can strongly oppose temperature-dependent increases to the extent that the
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overall precipitation change is negative. Here, black carbon probably accounts
for the poorer performance of the simple precipitation model for some GCMs.
Black carbon forcing is difficult to separate from other forcings in the absence of
targeted idealised experiments.
A linearised global energy budget approach has been used to calculate the net,
LW and SW radiative forcing time series in CMIP5 and CMIP3 models, with the
climate feedback parameter (α) calculated using abrupt4×CO2 experiments. The
merits and potential flaws of this approach are discussed in more detail in Sections
2.2 and 5.2.
Sulphate aerosol SW forcing has a larger effect on global mean precipitation than
GHG LW forcing per degree of global warming. In a simplified representation of
twentieth-century climate change, just these two prominent forcings are consid-
ered, with sulphate forcing modelled as a mid-twentieth-century step change and
GHG forcing as increasing linearly. This means that the global mean precipitation-
temperature relationship can be thought of as two GHG-driven straight lines, off-
set by sulphate aerosol forcing. The magnitude of this offset is hypothesised to
be a function of the increase in mid-twentieth-century aerosol forcing in a GCM
(simply referred to as the strength of aerosol forcing) and the reasons for this are
explored in Section 2.6.
The global mean precipitation offset, or response to aerosol forcing, is found to
be strongly correlated with the strength of aerosol forcing in both CMIP5 and
CMIP3. It is expected that the relationship is most robust when considering just
models where black carbon is not a significant forcing. This is because TOA black
carbon forcing can be positive and surface black carbon forcing negative, while
it is expected to increase the magnitude of the precipitation offset if significant.
Therefore, for a consistent sign convention – where more negative aerosol forcing
corresponds with a more negative precipitation offset – it could be better to di-
agnose global aerosol forcing at the surface instead. Here, it results in a marginal
increase in the offset-forcing correlation. But the advantages of this approach
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when studying regional land precipitation in Chapter 3 are more obvious.
The forcing, particularly aerosol forcing, and feedback/sensitivity remain the most
uncertain components of the global energy budget. Previous studies have sug-
gested that the range in model simulated twentieth-century temperature changes
can be narrowed through correlating the climate feedback parameter and net TOA
forcing. It is found that there is still evidence for such a trade off in CMIP5 models.
However, with ever more complex representations of, for example, aerosol-cloud
interactions (see Section 1.4.2) the radiative forcing in CMIP5 models is even
more uncertain, relative to CMIP3. The 5–95% uncertainty range in 2002 SW
forcing is larger (by a factor of 2) in CMIP5 than CMIP3. But with little change
in the range of diagnosed climate feedback parameters between intercomparison
projects, a strong anti-correlation between 2002 SW forcing and 2002 LW forcing
is found to produce a similar range in end of twentieth-century net forcing in
CMIP5 as in CMIP3.
It appears that CMIP3 and CMIP5 models simulate the observed global mean
temperature trend accurately, but for different reasons. However, the precipita-
tion offset would appear to be similar for a given aerosol forcing in the two model
ensembles despite obvious differences in SW and LW forcing. The simple repre-
sentation of twentieth-century climate is revisited and the precipitation offset is
found to be a function of the increase in mid-twentieth-century aerosol forcing and
a coefficient that determines the ratio of atmosphere LW to TOA LW forcing. The





In the last chapter it was shown how changes in global mean precipitation are
constrained by the tropospheric energy budget and how a marked change in mid-
twentieth-century aerosol forcing can lead to a significant decrease in precipitation
– a decrease greater than would be expected were global mean precipitation sim-
ply a function of global mean temperature. While some of the methods used in
Chapter 2 relied on simple representations of twentieth-century climate change,
there is nevertheless compelling evidence of a global mean precipitation response
to sulphate aerosol forcing. Frustratingly, this cannot be verified by global mean
precipitation observations for reasons outlined in Section 1.2. But suitable obser-
vations do exist over the global land area, particularly the Northern Hemisphere
land area. However, characterising regional precipitation change is beset with dif-
ficulties (see Section 1.3.2). Further, past regional forcing is even more uncertain.
It might still be the case, though, that some robust precipitation change features
are evident.
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3.1 Patterns of regional climate change
The NHML land region has been the source for a large proportion of global emis-
sions originating from human activity (Lamarque et al., 2010), including short-
lived forcing agents such as aerosols. Our longest, most comprehensive tempera-
ture and precipitation observations also exist here (see Section 1.2). These have
allowed for the identification of a temperature response to aerosol forcing in ob-
servations and climate models (Stott, 2003b).
Throughout this chapter, all precipitation and temperature model data are masked
to observed datasets. The four gridded observational precipitation datasets out-
lined in Section 1.2.1.4 – GHCN, Zhang, CRU and GPCC – are all considered,
although the GHCN dataset is used in all main analyses, unless stated otherwise.
The CRU and GPCC datasets are spatially interpolated, but here only grid boxes
where real observations exist are considered. These data (CRU and GPCC) are
gridded to the same 5◦ × 5◦ grid to be consistent with the GHCN and Zhang
datasets, as well as the Met Office Hadley Centre-Climate Research Unit version
4 (HadCRUT4) temperature observations (Morice et al., 2012). The four precipi-
tation datasets are not masked to be spatially and temporally consistent with each
other. Different datasets contain different station records, with some favouring
fewer long-term homogenised records and others selecting a much greater num-
ber of short-term records, thus testing the sensitivity of the analyses to varying
spatial and temporal coverage (Polson et al., 2013, see Section 1.2.1.4). For the
HadCRUT4 gridded global surface temperature anomalies dataset the median of
the 100 ensemble members available is used.
All model data are first regridded to the common 5◦ × 5◦ grid. For simulated
precipitation, each of the four observed datasets is masked in turn. The only ex-
ception to this is when global mean precipitation is considered, such as in Figures
3.1a and 3.6. Here, unmasked global means are shown instead. Simulated tem-
perature is masked to the HadCRUT4 dataset (land and ocean) in all instances.
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Anomalies are with respect to the period 1961-1990 (the years with most available
observations). Again, Figures 3.1 and 3.6 are exceptions with anomalies instead
with respect to the mean of a pre-industrial control simulation.
3.1.1 The precipitation-temperature relationship region-
ally
Figure 3.1a shows the five-year global mean precipitation-temperature relationship
for three twentieth-century experiments driven with different forcings using the
CanESM2 climate model. Both the experiment forced only by GHGs and the
anthropogenic aerosol alone experiment have a linear precipitation-temperature
relationship, but the change in precipitation per unit change in temperature is
greater in the latter. The all forcings experiment reflects the temporal evolution
of twentieth-century GHG and anthropogenic aerosol forcing, with two GHG-
driven straight lines offset by mid-twentieth-century aerosol-driven cooling (see
Section 2.3).
Mid-twentieth-century aerosol emissions induced an interhemispheric forcing
asymmetry that has been accredited with the southward shift of the tropical rain
belt seen in models and observations (Chang et al., 2011; Hwang et al., 2013),
drying the NHT region and wetting the Southern Hemisphere tropics. Therefore,
the five-year NHT land mean precipitation-global mean temperature relation-
ship (Figure 3.1b) is comparable to that in Figure 3.1a in all three experiments,
demonstrating a precipitation response to largely remote NHML aerosol forcing.
However, aerosol forcing is also expected to decrease the local hydrological cycle
in most situations, by cooling the surface and encouraging local atmospheric sub-
sidence (sulphate) or through increasing atmospheric radiative absorption (black
carbon). Indeed, idealised experiments have demonstrated that local aerosol forc-
ing can cause large circulation changes and an associated reduction in NHML
precipitation (Shindell et al., 2012). Modelled NHML land mean precipitation
shares a similar relationship with global mean temperature as both global mean



























-0.8 -0.4 0.0 0.4 0.8 1.2 1.6






Historical all forcings, 1960-200405 1959er sol forcing, 1960-200405 1959GHG forcing, 1960-200405 195
Historical all forcings, 1960-2004
Historical all forcings, 1905-1959
Historical aerosol forcing, 1960-2004
Historical aerosol forcing, 1905-1959
Historical GHG forcing, 1960-2004




























-0.8 -0.4 0.0 0.4 0.8 1.2 1.6




































-0.8 -0.4 0.0 0.4 0.8 1.2 1.6






Figure 3.1: Five-year global mean precipitation-temperature relationships (a), five-year
NHT land mean precipitation-global mean temperature relationships (b) and five-year
NHML land mean precipitation-global mean temperature relationships (c) with the
CanESM2 climate model. Three twentieth-century experiments are included – one
driven by GHG forcings alone, one driven by anthropogenic aerosol forcings alone and
one driven by all forcings. Five members contribute towards the ensemble mean of
each experiment, with anomalies given relative to the mean of a pre-industrial con-
trol simulation. Temperature is masked to HadCRUT4 observations (see Section 3.1).
Precipitation in (b) and (c) is masked to GHCN observations (see Section 3.1).
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precipitation and NHT land mean precipitation (Figure 3.1c), so evidence for an
aerosol response in NHML land precipitation observations is expected.
3.1.2 Identifying potential aerosol signatures
Figure 3.2a shows the surface temperature gradient anomalies from the Had-
CRUT4 dataset (Morice et al., 2012) and output from historically forced runs
of 23 climate models (Table 2.1). Here, mean temperature gradient (with land
and ocean grid boxes considered) is defined as the difference between NHML
surface temperature anomalies and Southern Hemisphere extratropical (SHEXT)
surface temperature anomalies. The NHML region is defined as the latitude band
bounded by 30◦N and 65◦N. However, the findings are largely insensitive to slight
shifts in these bounds. The SHEXT region is the latitude band bounded by 30◦S
and 90◦S. Temperature anomalies in the SHEXT region show continual warming in
the absence of significant local aerosol forcing; thus, the gradient change accentu-
ates the temperature response to aerosols in the NHML region. The observations
and most models show a mid-twentieth-century hiatus or downward trend, but the
models do not simulate the observed abrupt decrease in the late 1960s (Friedman
et al., 2013), which is widely attributed to internal variability (Thompson et al.,
2010). Significant warming again dominates in the late twentieth century.
Most models and GHCN dataset precipitation observations show a NHT land
mean mid-twentieth-century drying, followed by a late-twentieth-century wetting
(Figure 3.2b). This telltale aerosol signature is also evident when considering all
Northern Hemisphere land masses (Wild, 2012; Wu et al., 2013), with the NHT
land region driving the trends (Figure 3.3). There is no overall twentieth-century
trend in model simulated NHML land mean precipitation anomalies (Figure 3.2c),
consistent with simulated NHT land mean precipitation anomalies and simulated
global mean precipitation anomalies (Figure 3.4). However, there is a positive
trend in observed NHML land mean precipitation anomalies, with no evidence
of a mid-twentieth-century drying signal. Three other gridded observational pre-
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cipitation datasets (see Section 1.2.1.4) are used to check for consistency. All
four datasets show a near-identical positive trend (Figure 3.5) and no evidence
for an aerosol-driven drying. No uncertainty estimates are shown in Figure 3.5,
because none are provided with the respective datasets. However, much like the
HadCRUT4 dataset (Morice et al., 2012), confidence intervals are expected to be
wider at the start of the twentieth century when spatial coverage of the rain gauge
network was poor.
3.2 The expected response to aerosol forcing
Changes in mean temperature gradient, NHT land mean precipitation and NHML
land mean precipitation are seemingly more sensitive to spatially heterogeneous
(mostly NHML) aerosol forcing than more homogeneous GHG forcing. But to
what extent does the varying strength of NHML aerosol forcing, in models and
the real world, manifest itself in the magnitude of the departure from an other-
wise linear GHG-driven response? Is the offset approach suitable for the mean
temperature gradient and regional land mean precipitation?
3.2.1 Temperature gradient
The work of Friedman et al. (2013) suggested that the interhemispheric tempera-
ture asymmetry – the temperature contrast between the Northern and Southern
Hemispheres – showed no significant trend over most of the twentieth century, be-
fore an obvious upward trend around 1980. This was attributed to the significant
warming of the Arctic and Northern Hemisphere landmasses as GHG emissions ac-
celerated and sulphate aerosol emissions decreased due to clean air policies. Here,
a subtly different pattern is found if defining the temperature gradient as NHML
temperature minus SHEXT temperature. The NHML warms slightly more than
the SHEXT at the start of the twentieth century, less – or perhaps even cooling
– after the Second World War (even if removing the abrupt decrease in the late




























































































































Figure 3.2: Five-year running mean temperature gradient anomalies (a), five-year run-
ning mean NHT land mean precipitation anomalies (b) and five-year running mean
NHML land mean precipitation anomalies (c). Model data (coloured lines) are from 23
CMIP5 models (Table 1 2.1) and observed data (black lines) are from the HadCRUT4
and GHCN datasets for temperature and precipitation respectively. All model data are
masked to the observations and anomalies are with respect to the period 1961-1990.
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CRU
-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8
mm/day
GHCN
-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8
mm/day
GPCC
-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8
mm/day
Zhang
-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8
mm/day
Figure 3.3: Land precipitation change between 1905-1924 and 1985-2004 (mm day−1)
for the GHCN, Zhang, CRU and GPCC datasets (see Section 1.2.1.4). Only grid boxes
where data exists for at least 50% of months in each twenty-year period are considered.
























































Figure 3.4: Five-year running mean global mean precipitation anomalies. Data are
from 23 CMIP5 models (Table 2.1). All data are for 1905-2004 and anomalies are with
respect to the period 1961-1990.











































Figure 3.5: Five-year running mean NHML land mean precipitation anomalies. Data
are from four gridded observational datasets (see Section 1.2.1.4). All data are for
1905-2004 and anomalies are with respect to the period 1961-1990.
1960s – see Section 3.3.2) and warms noticeably more rapidly after about 1975
(Figure 3.2a). Shindell and Faluvegi (2009) found the same differences in warming
and cooling when using a near-identical definition for the meridional temperature
gradient. The authors found that GHGs, ozone and internal variability alone could
not account for the observed temperature trends. But through imposing radiative
forcing from sulphate aerosols in space and time, which roughly agreed with the
best historical emissions estimates available, these differences were explained.
Through defining the temperature gradient as the NHML-SHEXT difference, the
five-year mean temperature gradient-global mean temperature relationship closely
resembles the historical all forcings patterns in Figure 3.1 (not shown). Typi-
cally, in observations and models, the post-1960 data are strongly correlated as
the GHG-driven and global brightening signal emerges. But a linear fit to these
data is clearly offset from the pre-1960 data due to the marked increase in mid-
twentieth-century aerosol forcing. Therefore, it is expected that the offset measure
in Section 2.3.1.2 is suitable for measuring the magnitude of the gradient tempera-
ture response to aerosol forcing. Further, the size of the offset should be dependent
on the strength of aerosol forcing.
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3.2.2 NHT land precipitation
Similarly, the NHT land mean precipitation response to remote NHML aerosol
forcing should be detectable as an offset. It is likely that the overall NHT land
precipitation decrease to aerosol forcing will be made up of two components.
The first should broadly scale with global mean precipitation changes (Figure
3.6). As with global mean precipitation changes, radiative forcings that cause
a given change in tropical/global temperature can produce different changes in
mean tropical precipitation (Ferraro et al., 2014). This is because the tropical
circulation is weakened most by climate forcings that cause the most tropospheric
heating, which increases tropospheric static stability and suppresses convection.
-0.2 0.0 0.2 0.4 0.6 0.8 1.0































Global mean precipitation, 1960-200405 1959Tr pical mean precipitation, 1960-2 045 1959
Global mean precipitation, 1960-2004
Global mean precipitation, 1905-1959
Tropical mean precipitation, 1960-2004
Tropical mean precipitation, 1905-1959
Figure 3.6: Five-year global mean precipitation-temperature relationship (crosses) and
five-year tropical (land and ocean) mean precipitation-global mean temperature rela-
tionship (filled circles)) in the historical all forcings experiment with CanESM2. Five
members contribute towards the ensemble mean, with anomalies given relative to the
mean of a pre-industrial control simulation. No masking is applied (all grid boxes are
considered).
As discussed in Section 1.4.4, the temperature gradient induced by mid-twentieth-
CHAPTER 3. NORTHERN HEMISPHERE LAND PRECIPITATION 117
century NHML aerosol forcing was probably the cause of a southward shift in
the tropical rain belt seen in models and observations around this time. This
should further decrease precipitation at this time and enhance the precipitation
offset. However, because aerosol emissions were significantly reduced in the 1980s
and 1990s in North America and Europe, tropical precipitation then migrated
northwards, bringing to an end the severe Sahel drought of the 1970s (Hwang
et al., 2013). This would act to increase NHT land mean precipitation. It is
clear that the NHT land precipitation response is somewhat complex. Explosive
volcanic eruptions can also act to shift the tropical rain belts and there is even
evidence for this in river discharge records in tropical Africa (Oman et al., 2006).
The ability to detect a robust precipitation response is further hampered by the
sparse in situ precipitation network over tropical land, to which all model data
are masked (see Section 3.1). Therefore, NHT land mean precipitation changes
are likely to be noisy, but it is predicted that a robust aerosol response should
still be detectable.
3.2.3 NHML land precipitation
It is found that NHML land mean precipitation changes are remarkably similar to
global mean precipitation changes in a given CMIP5 model (Figure 3.1), similar to
the findings of Wu et al. (2013). This suggests that the contrast in GHG and sul-
phate aerosol direct effects can cause a significant aerosol response in local NHML
land precipitation. Therefore, the offset for each of the three variables discussed
above is calculated using the method outlined in Section 2.3.1.2. This section also
serves as a reference point for information regarding uncertainty calculations.
3.2.4 Diagnosing NHML surface aerosol forcing
In Chapter 2 the merits of using surface aerosol forcing rather than TOA aerosol
forcing were discussed. Diagnosing aerosol forcing at the TOA or surface made
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little difference when considering global means, but is expected to be more im-
portant regionally, especially when considering the local precipitation response to
NHML aerosol forcing. Significant black carbon forcing is likely to stabilise the
tropospheric profile and suppress convection, through SW tropospheric heating
(positive forcing at the TOA and negative forcing at the surface). Therefore,
surface aerosol forcing is used here.
Forcing time series are calculated using the linear forcing-feedback model outlined
in Section 2.2. But changes in mean temperature gradient, NHT land mean pre-
cipitation and NHML land mean precipitation are expected to respond most obvi-
ously to mid-twentieth-century NHML aerosol forcing, rather than global aerosol
forcing. Therefore, NHML forcing is calculated by regressing the regional average
surface energy imbalance against the global mean surface air temperature. Sec-
tion 2.3.1.1 studied the suitability of using an indirect approach for calculating
the strength of aerosol forcing (through using SW forcing as a proxy) in a tempo-
ral sense. Here, Figure 3.7 evaluates the suitability spatially, albeit for only one
CMIP5 model (CanESM2). Only anthropogenic aerosol forcings are time-varying
over the historical period in the top two panels. The similarity of the strength
of surface forcing in these two panels suggests that forcing at SW frequencies
accounts for the vast majority of net aerosol forcing (at least in this model).
The bottom panel, which includes a representation of all major climate forcings,
shows many of the same features, especially over the NHML region. These include
the strong surface aerosol forcing signature over parts of southeast Asia and China
and weak, or even positive, surface aerosol forcing over areas of northeast North
America and northwest Europe, perhaps highlighting where clean air policies have
had the greatest impact. But other forcings (and feedbacks) will undoubtedly
impact the geographic distribution of surface SW forcing in the bottom panel.
For example, ozone net radiative forcing is significant, especially tropospheric
ozone forcing (Figure 1.3). But the LW component still dominates global mean
pre-industrial to present day net tropospheric ozone forcing and is roughly four
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times greater than the SW component according to IPCC AR5 estimates (Myhre
et al., 2013).
However, some differences are evident in the panels representing surface SW forc-
ing for the contrasting experiments (top right and bottom), especially in the
Southern Hemisphere. The Southern Hemisphere mean surface SW forcing in
the all forcings experiment is -0.53 Wm−2 compared with -0.76 Wm−2 in the
anthropogenic aerosols only experiment, perhaps due to a positive contribution
from increasing ozone concentrations in the former. This is of course complicated
by SW radiative forcing due to stratospheric ozone depletion over the Southern
Hemisphere polar region, which is believed to make a positive contribution at high
latitudes (Myhre et al., 2013). But because the strength of surface SW forcing is
calculated as the difference between 1960-2004 mean forcing and 1905-1959 mean
forcing, forcing due to changes in stratospheric ozone will probably be minimal
in the bottom panel of Figure 3.7. This is because the marked depletion and
subsequent recovery of Southern Hemisphere polar stratospheric ozone occurred
after 1960.
The impact of water vapour may also be evident in Figure 3.7. The specific
humidity is mostly dependent on air temperature (see Section 1.3.1) rather than
emissions, so can be considered a feedback rather than a forcing. It does however
have a strong greenhouse effect. Therefore, as surface air temperature increases in
the all forcings experiment (bottom panel) water vapour could impact surface SW
fluxes. Decreases in clear-sky downward surface SW flux associated with water
vapour increases and atmospheric SW absorption under a scenario of increasing
CO2 concentrations might be expected (Takahashi, 2009). This might have some
role in explaining the negative surface SW forcing in the Northern Hemisphere
polar region in the all forcings experiment (bottom panel), which is less evident
in the anthropogenic aerosol forcings only experiment (top panels). This might
seem counterintuitive since significant sea ice loss (a positive feedback) post-1960
should lead to a lower surface albedo in this region and a positive downward
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surface SW flux. But this region has seen some of the largest relative increases in
near-surface specific humidity, due to significant near-surface warming associated
with Arctic amplification (Screen and Simmonds, 2010) and additional moisture
because of enhanced evaporation due to sea ice loss (Screen et al., 2013).
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Figure 3.7: The strength of surface net forcing (top left) and surface SW forcing (top
right) in the historical (anthropogenic aerosol forcings only) experiment and surface SW
forcing (bottom) in the historical (all forcings) experiment for the CanESM2 model.
Local (net or SW) forcing time series are diagnosed by regressing the local surface
energy imbalance (due to net or SW radiative forcing) against the global mean surface
air temperature with the strength of (net or SW) forcing then calculated using the
methodology outlined in Section 2.3.1.1.
The spatial pattern of the standard deviation of surface SW forcing (as calculated
in Section 2.3.1.1) in CMIP5 is shown in Figure 3.8. The greatest model spread is
seen in regions of strong surface SW forcing (compare the bottom panel of Figure
3.7 with Figure 3.8). This regional decomposition was suggested by Boer and
Yu (2003), although the results here are insensitive to regressing against regional
surface air temperature or global surface air temperature. The components of
the surface energy budget also include the turbulent heat fluxes, latent heat and
sensible heat, although here only SW surface radiative fluxes are considered.
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Surface SW forcing standard deviation, Wm-2
Figure 3.8: The standard deviation of the strength of surface SW/aerosol forcing in
CMIP5. Local SW forcing time series are diagnosed by regressing the local surface
energy imbalance (due to the SW component) against the global mean surface air tem-
perature with the strength of SW/aerosol forcing then calculated using the methodology
outlined in Section 2.3.1.1. For each grid box the standard deviation of the surface SW
forcing is then taken.
As in Section 2.3.1.1, SW surface forcing from a historical all forcings experiment
is taken to represent surface aerosol forcing. NHML surface SW forcing from a
historical all forcings experiment is largely representative of NHML surface net
radiative forcing from a historical anthropogenic aerosol forcings alone experiment
(not shown), particularly when considering the difference between two long-term
means. Model simulated radiative fluxes are regridded to the common 5◦ × 5◦
grid. The strength of NHML surface aerosol forcing in models is diagnosed by
taking the difference between average NHML mean (land and ocean) surface SW
forcing before and after 1960, as described in Section 2.3.1.1, where details about
uncertainty range calculations can also be found.
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Figure 3.9: Mean temperature gradient offset against NHML surface aerosol forcing
(a), NHT land mean precipitation offset against NHML surface aerosol forcing (b) and
NHML land mean precipitation offset against NHML surface aerosol forcing (c). Error
bars represent the 5–95% uncertainty range (see Sections 2.3.1.1 and 2.3.1.2), with IPCC
equivalent NHML surface aerosol forcing and the associated 5–95% uncertainty range
used for the observed data points (see Section 3.3.1 and Figure 3.11). The values next
to the error bars in b and c indicate where the uncertainties extend beyond the scale.
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3.3 The aerosol response in models and obser-
vations
The temperature gradient (Figure 3.9a), NHT land precipitation (Figure 3.9b)
and NHML land precipitation (Figure 3.9c) offsets are all correlated with NHML
surface aerosol forcing (r = 0.57, r = 0.64 and r = 0.51 respectively, p < 0.05).
The land precipitation offset-aerosol forcing correlation is largely independent
of the observed precipitation dataset chosen, which provide temporally varying
spatial masks for the model simulated output (Figure 3.10). Using NHML TOA
aerosol forcing, instead of NHML surface aerosol forcing, has little little impact on
the temperature gradient and NHT land precipitation correlations, but the NHML
land precipitation correlation does drop to r = 0.39, which is not significant at
the 0.05 level.
3.3.1 An IPCC equivalent NHML surface aerosol forcing
In IPCC AR5 the present day global mean TOA total aerosol effect is estimated.
But an equivalent IPCC value for NHML surface total aerosol effect is required
for this chapter to determine whether the observed temperature and precipitation
offsets are in keeping with aerosol forcing in this region. Because aerosol over
the NHML region contributes a large fraction of the global mean aerosol forcing
(Shindell, 2014), the latter should be strongly dependent on the former in GCMs.
Therefore, in the presence of a robust relationship, the real world, IPCC equiva-
lent, NHML surface aerosol forcing most likely to have generated the IPCC AR5
present day global mean TOA aerosol forcing can be determined.
The latest IPCC present day (2011 relative to 1750) global mean aerosol forcing
estimate is -0.9 [-1.9 to -0.1] Wm−2 (Boucher et al., 2013) (see Section 1.4.3).
Here, the global mean SW TOA forcing time series, shown in Figure 2.3 (bottom
panel), are used to determine an analogous present day (note; 2002 (2000-2004
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Figure 3.10: NHT land mean (left column) and NHML land mean (right column) pre-
cipitation offsets against NHML surface aerosol forcing using masks from the Zhang
(top row), CRU (middle row) and GPCC (bottom row) datasets. Error bars represent
the 5–95% uncertainty range (see Sections 2.3.1.1 and 2.3.1.2), with IPCC equivalent
NHML surface aerosol forcing and the associated 5–95% uncertainty range used for the
observed data points (see Section 3.3.1 and Figure 3.11). The values next to the error
bars are where uncertainties extend beyond the scale.
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Figure 3.11: IPCC style global mean TOA aerosol forcing against NHML surface aerosol
forcing for 21 CMIP5 models (minus the CNRM-CM5 and MRI-CGCM3 models – see
text). Using linear regression the IPCC equivalent NHML surface aerosol forcing (cross
and dashed lines) and 5–95% uncertainty range (dotted lines) are shown, given the IPCC
AR5 present-day global mean aerosol forcing estimate and uncertainty range (-0.9 [-1.9
to -0.1] Wm−2).
average) relative to a pre-industrial control run) global mean TOA aerosol forcing
estimate for individual CMIP5 models, referred to as an “IPCC style” estimate in
the y-axis of Figure 3.11. This method has some flaws, namely using SW forcing
as a proxy for total aerosol forcing, but should be reasonably representative of the
relative strength of present day aerosol forcing in the CMIP5 models.
Global mean TOA aerosol forcing estimate is strongly correlated (r = 0.67,
p < 0.01) with NHML surface aerosol forcing, excluding the MRI-CGCM3 and
CNRM-CM5 models (Figure 3.11). Considering the spatial pattern of SW forcing
in MRI-CGCM3 (not shown), strong aerosol forcing is evident in the tropics, but
weak aerosol forcing in the NHML region, contrary to output from other models
and our scientific understanding of twentieth-century aerosol forcing. This was
also found by Cherian et al. (2014). This model is retained in the main analyses
considering the offset-aerosol forcing relationship, because both the mean tem-
perature gradient response and NHML land mean precipitation response are in
keeping with weak NHML aerosol forcing. This unusual spatial pattern of SW
forcing might be expected to affect the NHT land mean precipitation response,
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but no evidence is found for this, consistent with other work, which suggests that
tropical precipitation is more sensitive to remote aerosol forcing than local aerosol
forcing (Shindell et al., 2012). Further, this would suggest that NHML land mean
precipitation appears insensitive to remote tropical aerosol forcing, at least in the
MRI-CGCM3 model.
Despite very strong NHML surface aerosol forcing, the CNRM-CM5 model has
weak NHML TOA aerosol forcing, so is excluded here (see Section 2.4.1). This
is likely to be because of significant black carbon aerosol forcing. Again, this
model is included in the main analyses, because significant black carbon forcing
would be expected to produce strongly negative NHML surface aerosol forcing
and an even greater negative precipitation offset in the mid twentieth century.
IPCC equivalent NHML surface aerosol forcing is approximated as -2.0 [-3.3 to
-0.9] Wm−2 (Figure 3.11).
It should be remembered that the strength of NHML surface aerosol forcing is
calculated as the difference between mean NHML mean surface SW forcing be-
fore and after 1960. Therefore, models that simulate stronger forcing efficiencies
and stronger radiative effects will have a more negative NHML surface aerosol
forcing. Cherian et al. (2014) found that these models also simulate stronger solar
brightening trends over Europe since the 1990s. Models with greater solar bright-
ening trends were found to have more negative global mean TOA aerosol forcing.
Therefore, models with a stronger global dimming trend and, in turn, a more
negative NHML surface aerosol forcing, also have a stronger global brightening
trend. But the magnitude of the dimming trend – the increase in aerosol forcing
around 1960 – would appear to be more important in determining present day
global mean TOA aerosol forcing.
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3.3.2 Consistency between models and observations
Using the temperature gradient offset-aerosol forcing regression coefficients, the
observed temperature offset of -0.36 ± 0.14 K corresponds to an aerosol forcing of -
3.5 ± 1.2 Wm−2 (Figure 3.9a), compared with the IPCC equivalent NHML surface
aerosol forcing of -2.0 [-3.3 to -0.9] Wm−2. The difference is a consequence of the
likely ocean circulation-driven abrupt decrease in the observed mean temperature
gradient in the late 1960s (Thompson et al., 2010). If this abrupt decrease is not
captured by CMIP5 models (e.g. Friedman et al. (2013)) the agreement should
be better if it is removed from observations.
The difference between the 1963-67 and 1973-77 mean temperature gradient means
(0.36 K) is taken as the magnitude of the late 1960s shift. Increasing all 1968-2004
annual anomalies by this value, a new offset for the mean temperature gradient
with this abrupt shift removed is calculated. A corrected observed temperature
offset more indicative of a response to just anthropogenic aerosol forcing of -0.15
± 0.04 K gives an aerosol forcing of -1.7 ± 0.4 Wm−2. The observed NHT land
precipitation offset agrees well with the IPCC equivalent NHML surface aerosol
forcing. Here, the offset of -0.065 ± 0.062 mm day−1 gives an aerosol forcing of
-1.7 ± Wm−2 (Figure 3.9b).
The simple technique to remove the abrupt temperature shift gives a mean tem-
perature gradient offset that is in better agreement with what might be expected
from real-world NHML surface aerosol forcing. However, it is also possible that
part of the observed NHT land mean precipitation offset is attributable to this
sudden shift in the mean temperature gradient. While this might influence the
robust relationship between the observed NHT land mean precipitation offset and
IPCC equivalent NHML surface aerosol forcing, it is again noted that a strong
link between mid-twentieth-century aerosol forcing (primarily remote forcing from
the NHML region) and a southward tropical precipitation shift (comparable to
decreasing NHT land mean precipitation) has been found in other studies (Chang
et al., 2011; Hwang et al., 2013). While a robust feature, the southward precip-
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Expected Actual
Temperature gradient (K) -0.18 [-0.34 to -0.06] -0.36 ± 0.14
Temperature gradient -0.18 [-0.34 to -0.06] -0.15 ± 0.04
no abrupt shift (K)
NHT land precipitation (mm day−1) -0.076 [-0.122 to -0.040] -0.065 ± 0.062
NHML land precipitation (mm day−1) -0.017 [-0.031 to -0.005] +0.025 ± 0.016
Table 3.1: Expected and actual offsets for mean temperature gradient (with and without
the abrupt late 1960s shift), NHT land mean precipitation and NHML land mean pre-
cipitation. The expected offset is calculated given the offset-aerosol forcing regression
coefficients (from the fit to the CMIP5 models) and the IPCC equivalent NHML surface
aerosol forcing (see Section 3.3.1). The actual offset is that calculated from observed
data.
itation shift – defined using a different measure – has actually been found to be
underestimated in CMIP5 models (Hwang et al., 2013). Further, it has been sug-
gested that aerosol emissions may be the dominant influence on North Atlantic
ocean variability (Booth et al., 2012), which is frequently identified as the key
contributor to the abrupt mean temperature gradient shift, casting some doubt
on whether this is simply an internal variability-driven signal.
The observed NHML land precipitation offset of +0.025 ± 0.016 mm day−1 seems
to contradict both the observed temperature gradient offset and the observed
NHT land precipitation offset, while equivalent to an aerosol forcing of +1.5 ±
1.6 Wm−2, calculated using the NHML land precipitation offset-aerosol forcing
regression coefficients (Figure 3.9c). This is clearly inconsistent with the IPCC
equivalent NHML surface aerosol forcing (also see Table 3.1). This could imply
that the correlation across CMIP5 models is not robust. It is noted, however, that
the observed NHML land precipitation offset is likely to be more positive than all
but two models masked to the GHCN dataset when considering the four observed
datasets (Figures 3.9c and 3.10).
A stronger correlation is found with the removal of the GISS-E2-H and GISS-E2-R
climate models (r = 0.65, p < 0.01). Surface LW and surface aerosol forcing are
clearly anti-correlated in the NHML region (r = −0.72, p < 0.01), but the GISS-
E2-H and GISS-E2-R climate models have anomalously strong NHML surface LW
forcing (Figure 3.12). Because of this large increase in NHML surface LW forcing
in the mid twentieth century, these models do not show the interhemispheric forc-
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ing asymmetry expected from their level of NHML surface aerosol forcing. In turn,
both the mean temperature gradient and the NHT land mean precipitation offsets
will not be as great as implied by NHML surface aerosol forcing alone. Likewise,
the NHML land mean precipitation offsets are underestimated, as SW-induced
surface cooling is counteracted by significant LW-induced surface warming. Shin-
dell (2014) also excluded the GISS-E2-R model from a study looking into the
impact of hemispherically asymmetric forcing. The author found that its North-
ern Hemisphere and Southern Hemisphere forcings were quite similar, but instead
attributed this to the model overestimating negative Southern Hemisphere nitrate
aerosol and ozone forcing.
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Figure 3.12: NHML surface LW forcing against NHML surface aerosol forcing for 23
CMIP5 models. NHML surface LW forcing is calculated using the technique outlined
in Section 2.3.1.1, replacing surface SW fluxes with surface LW fluxes and taking the
difference between mean NHML mean surface LW forcing before and after 1960. Hor-
izontal and vertical error bars show an estimate of the 5–95% uncertainty ranges in
NHML surface aerosol forcing and NHML surface LW forcing respectively.
130 CHAPTER 3. NORTHERN HEMISPHERE LAND PRECIPITATION
3.4 Correcting NHML land precipitation obser-
vations
If the latest climate models do adequately simulate the twentieth century land pre-
cipitation response to aerosol (Zhang et al., 2007; Wu et al., 2013), an intriguing
possibility is that trends in observed NHML land precipitation are unreliable. Sig-
nificant precipitation gauge measurement biases have been previously identified,
particularly in high-latitude regions (Groisman et al., 1991). Efforts to correct ob-
servations from recent decades for biases have resulted in increases in global land
mean precipitation totals of 11.7% (Adam and Lettenmaier, 2003) and increases
in winter higher mid-latitudes precipitation totals of 20–40% (Yang et al., 2005).
For century scale observations time series inhomogeneities due to changes in in-
strumentation and recording practices can bias the true precipitation variability
(Legates, 1995) and even change the sign of precipitation trends in some regions
(Ding et al., 2007).










































Figure 3.13: Five-year running mean NHML land mean precipitation anomalies for the
CRU and GPCC datasets. Corrected data, where monthly total precipitation prior to
1960 is increased by 2.9% and 2.4% for CRU and GPCC respectively are shown (dashed
lines). The NHML land precipitation offsets for the corrected data are consistent with
IPCC equivalent NHML surface aerosol forcing and, in turn, the temperature gradient
offsets and the NHT land precipitation offsets. All data are for 1905-2004 and anomalies
are with respect to the period 1961-1990.
One region where numerous measurement errors have been documented is the
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former Soviet Union (see Section 1.2.1.3). For example, in 1966 a wetting cor-
rection was introduced that increased typical individual station annual totals by
5–15% and in extreme cases by up to 30% for more northerly stations in winter
(Groisman et al., 1991; Groisman and Rankova, 2001). However, even correcting
each individual station in the former Soviet Union before inclusion in a gridded
dataset would require extensive study of metadata, which may not exist (Grois-
man and Rankova, 2001), meaning that conventional NHML bias correction may
not be possible. An alternative is to explore possible biases in the CRU and
GPCC datasets using the physical framework that links aerosol, temperature and
precipitation change. Monthly total precipitation values, and not just monthly
precipitation anomalies, are available for both the CRU and GPCC datasets. An
increase of 2.9% and 2.4% in monthly total precipitation before 1960 for CRU
and GPCC respectively would generate NHML land precipitation offsets consis-
tent with estimated aerosol forcing, the temperature gradient offset and the NHT
land precipitation offset (Figure 3.13). Although this approach is crude, it serves
to illustrate how sensitive trends in precipitation are to inhomogeneities of a mag-
nitude frequently found in studies.
3.5 Conclusions
The effect of aerosols on regional temperature has been shown previously (Stott,
2003a; Shindell and Faluvegi, 2009). Here, a detectable mean temperature gradi-
ent response to aerosol forcing has been found, the size of which is dependent on
the strength of aerosol forcing. Using this relationship, observed temperature is
found to be in keeping with the estimated strength of real-world aerosol forcing.
In agreement with existing literature, the NHT land mean precipitation response
to remote extratropical aerosol forcing is found to be predictable across models,
with observations again fitting into this framework. Theory suggests that aerosols
should also have a significant impact on NHML land mean precipitation. Again,
this is the case in CMIP5 models with stronger aerosol forcing associated with a
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larger negative precipitation response. However, the observed NHML land mean
precipitation response suggests that twentieth-century NHML aerosol forcing was
positive, in disagreement with the modelled response and the scientific consensus
on aerosol radiative effects.
The NHML region should contain the most valuable century-long observations. It
is possible that model simulations of NHML land mean precipitation response to
aerosol forcing are incorrect. Perhaps land surface processes such as soil moisture
availability (Koster et al., 2004) are of large importance and are misrepresented
by present models. However, there is evidence that present, widely used pre-
cipitation datasets may still contain significant biases, particularly in the early
twentieth century, which restricts many precipitation studies to the second half of
the twentieth century. It may be that, despite poorer spatial and temporal cov-
erage, NHT land precipitation observations are more reliable through avoidance
of measurement difficulties associated with high-latitude climate, such as snowfall
undercatch. With scientific conclusions often based on agreement with observed
datasets that are taken as truth (Groisman and Rankova, 2001) it is imperative
that inhomogeneities in existing precipitation records are considered further. The
NHML region is one of the most densely populated regions of the world. An im-
proved understanding of past precipitation would help towards improved regional




In the last chapter it was shown that observed NHML land mean precipitation
changes contain no evidence of a response to sharply increasing aerosol emissions
in the mid twentieth century. GCMs, on the other hand, typically simulate a
decrease in precipitation over this land region, with the magnitude of the decrease
dependent on the strength of NHML surface aerosol forcing within the model. A
possible explanation for this mismatch is that existing precipitation observations
are not reliable, especially so in the early twentieth century. But is there any
evidence for inhomogeneities?
One way of exploring this is to consider other components of the hydrological
cycle. Precipitation and runoff are two intrinsically related components, but they
are often studied in isolation (Xu et al., 2010). Consideration of observed runoff
can complement observed precipitation and add extra weight to hypotheses for re-
cent hydrological changes. Here, runoff observations are used to validate observed
precipitation changes, with the aim of determining whether changes in precipita-
tion are at odds with land surface hydrological change. Because the partitioning
of precipitation into runoff and evapotranspiration is complicated and can be in-
fluenced by climate change, as well as direct human influences, care must be taken
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in using runoff observations to test the reliability of precipitation observations. If
there is evidence of major changes in how runoff changes with precipitation (the
runoff-precipitation relationship) in the twentieth century, then this can be used
as additional evidence – along with the apparent lack of a response to aerosol
forcing – to question the reliability of observed NHML land mean precipitation.
4.1 The partitioning of precipitation at the land
surface
In the absence of impacts of human activity and where natural changes in storage
terms, such as soil infiltration and deep percolation, can be neglected – typically
true on annual or longer timescales (Walter et al., 2004; Jung et al., 2013) – a
simple water budget equation can be employed to a region consisting of one or
more river catchments
P = Q + ET, (4.1)
where P , Q and ET are precipitation, runoff and evapotranspiration respectively.
Changes in runoff in many river catchments reflect changes in precipitation (Mil-
liman et al., 2008). However, human activities can influence this water budget by
changing the partitioning of precipitation into evapotranspiration and runoff and
through changes in water storage, giving
P = Q+ ET +∆S, (4.2)
where ∆S is the net change in water storage due to human activities (Adam and
Lettenmaier, 2008).
Dam and reservoir construction can affect seasonal water storage, but appear to
have little effect at annual timescales (Adam et al., 2007; Adam and Lettenmaier,
2008). Melting ground ice in permafrost, due to human-induced warming (Bind-
off et al., 2013), could lead to decreased water storage and has been invoked in
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explaining the disparity between decreasing precipitation and increasing runoff
in north Eurasian river catchments (Adam and Lettenmaier, 2008). Changes in
water storage due to glacier and snow melt could also be significant. A human
signal is clearly detectable in the global glacier mass loss during 1991 to 2010
and, to a lesser extent, over the longer industrial period (Marzeion et al., 2014).
The greatest impacts of this loss in global glacier mass are expected in the lo-
cal seasonality of water availability. Increased glacial melt acts to augment river
catchment runoff. Extraction of groundwater for irrigation can enter the river sys-
tem and increase runoff relative to non-irrigated conditions (Gerten et al., 2008).
Such water storage changes are poorly understood, but here it is assumed that,
away from the catchment scale, their influence on the water budget is minimal
(i.e. ∆S ≈ 0).
4.1.1 Direct human influences
Humans can have a number of direct, but also poorly quantified, influences on
the hydrological cycle, affecting the partitioning of precipitation into evapotran-
spiration and runoff. A major influence is water withdrawal for irrigation, which
can have a big impact on runoff at the catchment scale (Milliman et al., 2008;
Xu et al., 2010). A fraction of this withdrawal is not returned to runoff, de-
fined as water consumption (Xu et al., 2010; Sterling et al., 2013). Although the
significance of irrigation and other water withdrawals at the catchment scale is
undisputed, there is less agreement over its influence on global mean runoff (e.g.
Gerten et al. (2008); Sterling et al. (2013)). Some research suggests that decreases
in global runoff resulting from irrigation are cancelled out by increases resulting
from changes in land cover/land use (predominantly deforestation) (Gordon et al.,
2005; Sterling et al., 2013).
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4.1.2 Indirect human influences
Further to these direct influences of human activity are a number of indirect influ-
ences. Rising CO2 can cause a transpiration-reducing plant physiological response
and an accompanying increase in runoff (Gerten et al., 2008). Gedney et al. (2006)
suggested this effect as the reason for increases in global runoff, as described by
Labat et al. (2004), before contradictory subsequent work found no significant
change in global runoff over the twentieth century (Milliman et al., 2008; Dai
et al., 2009). Consideration of expanding vegetation is also required to quantify
the overall CO2 effect on global runoff in the twentieth century, the sign of which
is, again, uncertain. Greenhouse gas-driven global warming (Bindoff et al., 2013)
has caused a slight decrease in global runoff over the twentieth century, largely
through higher summer evapotranspiration (Gerten et al., 2008), although this is
dependent on sufficient moisture supply (Jung et al., 2010). Solar dimming as-
sociated with mid-twentieth-century aerosol emissions (Wild, 2012) has also been
proposed as an indirect human influence on runoff, through forcing a decrease
in evapotranspiration (Oliveira et al., 2011; Gedney et al., 2014). This effect is
partly opposed by an increased diffuse fraction of solar radiation, which leads to
increasing vegetation photosynthesis and transpiration (Huntingford et al., 2011).
But the net aerosol impact is to increase runoff, with Gedney et al. (2014) finding
a detectable increase in local river flow in response to increased NHML aerosol
emissions in the 1960s and 1970s. This is of course a relative increase, identified
through an idealised experimental setup – the difference between two land surface
models both forced with twentieth-century observed meteorology, but with only
one having a representation of aerosols – and an absolute decrease might still be
expected should observed NHML land mean precipitation decrease as hypothe-
sised in Chapter 3.
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4.1.3 Approach
Despite the complicating mix of direct and indirect human influences on the hy-
drological cycle, the dominant driver of changes in runoff is changes in precipita-
tion (Gerten et al., 2008; Milliman et al., 2008), which itself has been affected by
human activities (Zhang et al., 2007; Wu et al., 2013, see Chapter 3). Gradual
changes in the large scale runoff-precipitation relationship can be expected due
to the more transient human influences, such as the CO2 physiological effect. For
example, increases in evapotranspiration on the North American continent have
been documented (Milly and Dunne, 2001; Walter et al., 2004). But an approxi-
mately linear runoff-precipitation relationship is still expected, with sudden shifts
in this relationship only at scales at, or close to, the catchment scale, perhaps
due to deforestation or major dam construction. There appears to be no phys-
ical explanation for any such shifts at the continental scales investigated here,
which would require, for example, a temporally-concentrated, continental-wide
dam construction scheme.
Fekete et al. (2002) suggested that river discharge data, used to calculate catch-
ment runoff, are more accurate than other water cycle components, with errors
thought to be within 10–20%. This is an improvement on typical precipitation
errors (Hagemann and Du¨menil, 1998), with underestimates common due to wind-
induced undercatch (see Section 1.2.1.2). Biemans et al. (2009) showed that the
choice of gridded precipitation dataset can have a significant influence on the
runoff simulated by hydrological models. Differences between datasets can be
substantial at the catchment scale, especially in mountainous areas (Adam et al.,
2006) and at high latitudes (Adam and Lettenmaier, 2003; Yang et al., 2005;
Groisman and Rankova, 2001). The best agreement between datasets is found in
areas of good spatial coverage of stations (often in the heavily-populated regions
of North America and Europe), away from mountains and where the precipita-
tion mix is dominated by rainfall. The difference between simulated and observed
runoff can be tackled by tuning hydrological model parameterisations. But the
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reliability of simulated runoff is inherently limited by the quality of observed pre-
cipitation input data (Biemans et al., 2009).
However, at the large scale, such as the NHML land mean, different precipitation
datasets share more common variability and trends (see Section 3.1.2). Therefore,
any major inhomogeneities that still exist must be common across all gridded pre-
cipitation datasets. Producing homogeneous records relies on quality observations
of other meteorological variables (e.g. temperature, wind speed and precipitation
type) and meta-information about individual stations (New et al., 2000; Grois-
man and Rankova, 2001) (see Section 1.2.1.3). These are both difficult to obtain,
particularly in the early twentieth century. As such, traditional approaches to
correcting observations may prove fruitless. The framework presented in Chapter
3 offers a basis for discovering inhomogeneities given the expected response to
best estimates of real-world aerosol forcing. Yet there is still significant uncer-
tainty in estimates of twentieth-century aerosol forcing (see Section 1.4.3) and a
still-developing physical understanding of the aerosol effect on precipitation (see
Section 1.4.4).
Using observed NHML mean runoff to assess observed NHML land mean precip-
itation relies on two key assumptions: 1) that runoff observations are immune to
inhomogeneities of the type and magnitude common in precipitation observations,
and 2) that in the absence of inhomogeneities the runoff-precipitation relationship
is approximately linear. A statistical model is used to search for sudden shifts,
defined as breakpoints, in the NHML land mean runoff-precipitation relationship.
This approach is replicated at the continental scale to further pinpoint where any
inhomogeneities in observed precipitation may exist. NHML land mean runoff is
also analysed in six LSMs that form part of the TRENDY land surface model
intercomparison project (Sitch et al., 2013). These models were all driven by
observed NHML land mean precipitation, so offer the opportunity to search for
breakpoints in the runoff-precipitation relationship that have arisen through a
simulated physical process. Observed NHML land mean precipitation is then cor-
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rected using its runoff counterpart and the implications for our understanding of
the response of NHML land mean precipitation to mid-twentieth-century aerosol
forcing discussed.
4.2 Data and methods
4.2.1 Observed NHML land mean runoff
Observed runoff is calculated using the Dai et al. (2009) continental discharge
dataset. Discharge, or streamflow, is the temporally lagged, spatial integral of
runoff over a river basin (Milly et al., 2005). It is possible to derive estimates
of runoff for a catchment by dividing river discharge at a gauging station by the
upstream catchment area (Fekete et al., 2002). Dai et al. (2009) produced a tem-
porally complete streamflow dataset for 925 of the world’s largest ocean-reaching
rivers for 1948-2004, by infilling data gaps through considering nearby stream-
flow data, where possible. Any remaining data gaps were reconstructed by using
a hydrological model and the correlation between precipitation and streamflow.
Because the aim here is to contrast mid-twentieth-century aerosol-driven hydro-
logical changes with overall twentieth-century changes, the temporally incomplete,
observations-only, dataset that extends back to 1900 is used instead.
As in Chapter 3, the years 1905 to 2004 are considered. But here the water year,
October-September, is used instead, with the first month contributing towards
the period being October 1904. This minimises the lag effect associated with
early-winter snowfall being locked within a catchment until the spring melt of the
following calendar year (Dai et al., 2009). Owing to this lag effect, water year
mean runoff for a given catchment is calculated only where all 12 months’ worth
of data are available. Further, the streamflow records are conditioned so that
rivers must contain a minimum record length of 20 years in the 30-year 1961-
1990 period (anomalies are calculated relative to this period). In Chapter 3, the
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NHML region is defined as the latitude band between 30◦N and 65◦N. Here, it is
stipulated that >80% of the catchment area upstream of the farthest downstream
gauging station must fall within this band for a river to contribute to the NHML
mean. This leaves a total of 148 rivers. Figure 4.1 shows the spatial coverage and
record length of the 148 rivers.
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Figure 4.1: NHML catchment coverage of the 148 rivers that meet the conditions set
out in Section 4.2, with the colour of the catchment representative of the (not always
continuous) record length from the Dai et al. (2009) discharge dataset. River catchments
with discharge records at least 80 years or longer are marked with black borders.
4.2.2 Observed NHML land mean precipitation
In Chapter 3, four gridded observational precipitation datasets were used in to-
tal. Spatially interpolated versions of two of the datasets, which offer complete
global terrestrial coverage, were ignored. Here, such a product is necessary to
allow for direct comparison with the spatial and temporal coverage of observed
NHML mean runoff, with streamflow being a spatial integral of runoff over an
entire catchment. To ensure an accurate comparison between precipitation and
runoff in each catchment, high-resolution catchment masks are produced on a
0.5◦ × 0.5◦ grid to match that of the precipitation dataset used. A version of the
latest Climatic Research Unit high-resolution precipitation dataset (Harris et al.,
2014), CRU TS3.21, is selected, which has been modified for use in driving the
TRENDY models. This modification merged the monthly climatology of CRU
TS3.21 with the National Centers for Environmental Prediction (NCEP) and Na-
tional Center for Atmospheric Research (NCAR) reanalysis 1948-present dataset
(Kalnay et al., 1996), bilinearly interpolated to the CRU TS3.21 resolution, to
generate the diurnal and daily variability required to drive the TRENDY models
CHAPTER 4. RECONCILING PRECIPITATION WITH RUNOFF 141
at 6-hourly time-steps (see Fisher et al. (2013) for further details). The merged
dataset (CRUNCEP) offers a finer temporal resolution for modelling purposes,
but monthly precipitation totals remain the same. Figure 4.2 shows the twentieth
century NHML annual spatial coverage for both runoff and the precipitation (with
and without the time varying runoff mask applied) station network. During some
later decades runoff observations offer roughly a five-fold increase in spatial cov-
erage over precipitation. This is of course still an overestimate for precipitation,
since gauges only provide a point measurement and many grid boxes are poorly
gauged, especially in mountainous regions where precipitation is highly variable
(Adam et al., 2006).
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NHML precipitation (no mask)
NHML runoff
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Figure 4.2: Maximum annual NHML land area coverage of observed runoff and precip-
itation using the Dai et al. (2009) discharge dataset and the CRU TS3.21 precipitation
dataset (using the raw product, which only considers grid boxes where real observa-
tions exist) respectively. Both river catchment masks and the CRU TS3.21 dataset are
computed on a high resolution 0.5◦ × 0.5◦ grid. Also shown (dashed line) is the maxi-
mum coverage of the CRU TS3.21 precipitation dataset (also non-spatially interpolated)
without the time varying runoff mask applied.
4.2.3 TRENDY models
An ensemble of six LSMs are used, summarised in Table 4.1. The models are
forced over the historical period with CRUNCEP precipitation, as well as other
observed climate variables that are derived from merging CRU and NCEP data,
and changing CO2 concentrations (Sitch et al., 2013; Le Que´re´ et al., 2014). These
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Model name Abbreviation Original resolution Reference
Community Land Model 4.5 CLM4.5 1.25◦ × 0.9375◦ Oleson et al. (2013)
Joint UK Land Environment Simulator JULES 1.875◦ × 1.25◦ Clark et al. (2011); Best et al. (2011)
Lund-Potsdam-Jena LPJ 0.5◦ × 0.5◦ Sitch et al. (2003)
LPJ-GUESS LPJG 0.5◦ × 0.5◦ Smith et al. (2001); Ahlstro¨m et al. (2012)
LPX-Bern LPX 1.0◦ × 1.0◦ Stocker et al. (2013)
ORCHIDEE-CN OCN 1.0◦ × 1.0◦ Zaehle and Friend (2010); Zaehle et al. (2010)
Table 4.1: Overview of the ensemble of six TRENDY LSMs.
runs were also driven by historical land use changes, calculated from the HYDE
dataset (Klein Goldewijk and Verburg, 2013). Although Yang et al. (2015) report
some sensitivity of runoff trend in TRENDY models to land use change at the
catchment scale, conclusions here are insensitive to the inclusion/exclusion of the
historical land use dataset. Simulated runoff is available as output at a monthly
frequency. Model output not already at 0.5◦ × 0.5◦ resolution is regridded using
bilinear interpolation. Simulated runoff is then masked to the varying spatial and
temporal coverage of the runoff (streamflow) observations.
4.2.4 CMIP5 models
Observed NHML land mean precipitation is compared with that modelled by 15
CMIP5 models. In contrast to Chapter 3, GCMs with a historical (all forcings)
experiment ensemble size of just one are omitted (Table 2.1), as well as the two
GISS GCMs (for the reasons detailed in Section 3.3.2). Simulated precipitation
in the CMIP5 models is also regridded to 0.5◦ × 0.5◦ resolution and masked to
the availability of runoff observations. The NHML land mean precipitation off-
set is calculated as before (using equation (2.9), described in Section 2.3.1.2).
The NHML surface aerosol forcing estimates for CMIP5 models are unchanged
from Chapter 3, using the technique outlined in Section 2.3.1.1. The estimate of
IPCC equivalent NHML surface aerosol forcing is again used for observed pre-
cipitation (see Section 3.3.1). Figure 4.3a shows the updated version of Figure
3.9c. Overall, there is little difference between the plots, with the stark contrast
between the observed precipitation response and the modelled precipitation re-
sponses still evident. Removing this mask, and instead considering all grid boxes
in the CRUNCEP dataset between 30◦N and 65◦N, an even more robust relation-
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ship between the CMIP5 precipitation response to aerosol forcing and the CMIP5
NHML surface aerosol forcing is seen (Figure 4.3b). This suggests that masking
the precipitation dataset to the runoff observations weakens this robust signal,
but it remains significant.
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Figure 4.3: NHML land mean precipitation offset against NHML surface aerosol forcing.
Error bars represent the 5–95% uncertainty range (see Sections 2.3.1.1 and 2.3.1.2), with
IPCC equivalent NHML surface aerosol forcing and the associated 5–95% uncertainty
range used for the observed data point (see Section 3.3.1). (a) CRUNCEP masked to
the availability of runoff observations, and (b) all CRUNCEP grid boxes between 30◦N
and 65◦N. The value next to the error bar in (a) indicates where the uncertainty extends
beyond the scale. There is a significant positive correlation between precipitation offset
and aerosol forcing across the 15 CMIP5 GCMs in both (a) and (b) (r = 0.54, p < 0.05
and r = 0.87, p < 0.01 respectively).
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4.3 The runoff-precipitation relationship
Ideally, Figure 3.9c would be reproduced using just NHML land mean runoff,
with an expectation that interannual, decadal and multidecadal changes in runoff
should match those in precipitation. However, the representation of runoff in
CMIP5 models is found to be suboptimal, with the runoff-precipitation relation-
ship frequently non-linear. Bias in the simulated precipitation climatology leads
to bias in aridity and, in turn, the runoff coefficient (runoff/precipitation), in line
with the Budyko framework (Budyko, 1974). Within this framework the partition-
ing of precipitation into runoff and evapotranspiration at annual mean catchment
scales varies as a function of aridity (Greve et al., 2015). Aridity, or the dryness
index, is the dimensionless ratio of potential evapotranspiration (PET ) to pre-
cipitation. The evaporative index, the dimensionless ratio of evapotranspiration
to precipitation, is then dependent on the dryness index. The relationship is de-
scribed by the non-linear Budyko curve (or a derivation of the Budyko curve),
which is constrained by two physical limits; the atmospheric demand for water
(ET < PET ; the red dashed 1:1 line in Figure 4.4) and the atmospheric supply
of water (ET < P ; the blue dashed horizontal line in Figure 4.4).
The implications of a bias in the simulated precipitation climatology is demon-
strated in Figure 4.4 for the Yellow river catchment in China. The CMIP5 models
typically simulate too much precipitation over the catchment. In this situation
the aridity is incorrectly simulated as energy limited (PET/P < 1), rather than
moisture limited (PET/P > 1). Consequently the sensitivity of changes in runoff
to changes in precipitation is too high. The fit to observed data is made using
the Fu equation (Fu, 1981; Zhang et al., 2004), a parametric form of the Budyko















where ω is an empirical parameter that is calibrated against local data.
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Figure 4.4: Evaporative index (ET/P ) against dryness index (PET/P ) for the Yellow
river catchment. Annual mean data (1951-1999) are shown for observations (black
triangles) and multiple CMIP5 models (coloured triangles). Note that a subset of 18
of the 23 CMIP5 models listed in Table 2.1 is shown (due to availability of data). The
curve is Fu’s equation (equation (4.3)) with the basin specific ω calculated by minimising
the least squares errors between the estimated and the observed runoff (ω = 2.44). The
red dashed 1:1 line represents the atmospheric demand for water (ET < PET ) and the
blue dashed horizontal line represents the atmospheric supply of water (ET < P ).
Runoff outputs from GCMs have also been described as biased because of the
representation of runoff processes (Hirabayashi et al., 2013). This may be a con-
sequence of low resolution or insufficient subgrid parameterisation (Weiland et al.,
2012). In some GCMs runoff may be simply advected straight to the ocean, mean-
ing that runoff is poorly represented in larger river catchments because time lags
between runoff generation and return to the ocean are not considered (Falloon
et al., 2011; Weiland et al., 2012). Because of the coarse resolution and reduced
complexity of land surface schemes in GCMs relative to oﬄine LSMs, changes in
runoff are often investigated using direct GCM runoff output integrated to river
discharges using a river routing scheme (Milly et al., 2005; Hirabayashi et al.,
2013), or through using observed precipitation or GCM precipitation output to
drive LSMs (Gerten et al., 2008; Schewe et al., 2014), as has been done with the
TRENDY models.
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Figure 4.5: Five-year running mean NHML land mean model simulated runoff and
observed precipitation anomalies. Data are from the six TRENDY LSMs (coloured
lines) and CRUNCEP dataset (thick black line) for runoff and precipitation respectively.
Dataset Reference Trend
(mm/year/century)
Precipitation (from Chapter 3)
CRU Harris et al. (2014) 30.5 ± 9.1
GPCC Becker et al. (2013) 28.8 ± 8.3
GHCN Vose et al. (1992) 32.8 ± 9.6
Zhang Zhang et al. (2007) 45.4 ± 10.8
Precipitation
CRUNCEP Fisher et al. (2013) 44.8 ± 12.6
Runoff
Dai Dai et al. (2009) 3.2 ± 8.5
Table 4.2: Trends in observed NHML land mean precipitation and runoff, with pre-
cipitation trends shown for the four datasets used in Chapter 3 (observations only and
calendar year), as well as the CRUNCEP dataset used in the current study (spatially
interpolated and water year). Errors are the 5–95% confidence intervals, with values in
boldface significantly different from zero (p < 0.05).
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Model/ Trend
Dataset (mm/year/century)
CLM 40.5 ± 7.5
JULES 32.5 ± 4.5
LPJG 37.4 ± 10.2
LPJ 32.1 ± 9.1
LPX 22.4 ± 8.1
OCN 19.0 ± 6.1
TRENDY mean 30.6 ± 7.2
CRUNCEP 44.8 ± 12.6
Table 4.3: Trends in NHML land mean runoff in the TRENDY LSMs and TRENDY
multimodel mean, as well as the NHML land mean precipitation trend in the observed
CRUNCEP dataset used to drive the LSMs. Errors are the 5–95% confidence intervals,
with values in boldface significantly different from zero (p < 0.05).
4.3.1 Contrasting simulated and observed runoff
Although direct runoff output is considered, rather than routed discharge, the six
TRENDY LSMs all simulate NHML land mean runoff that is strongly correlated
with observed NHML land mean precipitation used to drive the experiments (Fig-
ure 4.5). The twentieth century observed CRUNCEP precipitation trend is found
to be positive and significant, consistent with the four precipitation datasets used
in Chapter 3 (Table 4.2), which use only actual observations (no spatial interpo-
lation) at a coarser resolution and are not constrained to the availability of runoff
observations. Trends in NHML land mean precipitation are robust to the choice
of dataset (some of which favour fewer long-term homogenised records over more
short-term records), infilling of data through interpolation and spatial coverage.
Interestingly, the runoff trend is positive and significant in all six models, but in
each case less than the trend in observed CRUNCEP precipitation (Table 4.3).
With the increase in precipitation not being matched by an increase in runoff it
would appear that the LSMs are all able to capture the already mentioned, well
documented, increase in evapotranspiration (Milly and Dunne, 2001; Walter et al.,
2004).
Observed NHML land mean runoff shows a near-zero trend over the twentieth
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century (Table 4.2), in line with what is expected given mid-twentieth-century
aerosol forcing. Annual mean runoff is strongly correlated with annual mean pre-
cipitation (r = 0.62, p < 0.01). However, inspection of the NHML land mean
runoff and precipitation time series appears to show a split in the relationship
around the 1930s or 1940s (Figure 4.6). Simply adjusting the pre-1960 precipi-
tation, as in Chapter 3, to the pre-1960 runoff, using the linear regression fit of
post-1960 five-year mean NHML land mean runoff against five-year NHML land
mean precipitation, the positive trend in precipitation is reduced and becomes
non-significant. Figure 4.7 shows five-year mean NHML land mean runoff anoma-
lies against five-year mean NHML land mean precipitation anomalies, split into a
pre-1940 group and a post-1940 group (here, 1940 has been arbitrarily selected as
a breakpoint in the runoff-precipitation relationship). On first impression there
would appear to be a clear breakpoint, with two lines with similar slopes but
different intercepts.
































Figure 4.6: Five-year running mean NHML land mean runoff and precipitation anoma-
lies. Data are from the Dai et al. (2009) discharge dataset and CRUNCEP dataset for
runoff and precipitation respectively. The adjusted NHML land mean runoff time series
is constructed using pre-1960 runoff values and the post-1960 five-year mean runoff-
precipitation linear regression fit. All data are for the water year, October-September,
1905-2004 and anomalies are with respect to the period 1961-1990.
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Figure 4.7: Five-year mean NHML land mean runoff-precipitation relationship, split
into a pre-1940 group and a post-1940 group.
4.3.2 A breakpoint detection model
Determining whether a breakpoint is a real feature of this relationship requires a
statistical test. Testing for breakpoints, also referred to as inhomogeneities (Pe-
terson et al., 1998), change points (Reeves et al., 2007) and step changes (McCabe
and Wolock, 2002), in hydrometeorological variables is a long established prac-
tice. Many different breakpoint detection methods are available and they vary in
the number of breakpoints they can detect, the assumptions made on data dis-
tribution and whether the timing of the breakpoint is known before testing (see
Reeves et al. (2007) and Ferguson and Villarini (2012) for more in depth discus-
sions). The approach here differs from many of these studies in that a method is
required to detect breakpoints in the relationship between two intrinsically linked
hydrometeorological variables, rather than the time series of just one variable.
Breakpoint detection begins by fitting a model with four parameters, representing
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two lines with unique slopes and intercepts
Qi = β0 + β1Pi + β2zi + β3ziPi + ǫi (4.4)
where Q are the five-year mean NHML land mean runoff anomalies, P are the five-
year mean NHML land mean precipitation anomalies and z is a binary variable
coded 0 for data points in the first time segment and coded 1 for data points
in the second time segment. The β coefficients are parameters to be estimated.
The residuals ǫ are assumed to be identically and independently distributed with
zero mean. By varying the length of the two time segments it is possible to test
for breakpoints at a number of five-year intervals. The minimum length of each
time segment, or group, is set at 25 years (a sample size of five). Therefore,
breakpoints are searched for between 1930 and 1980 inclusive. An analysis of
variance (ANOVA) F-test is used to determine whether equation (4.4), at any
given division, offers a significantly better fit to the data than a simple one slope,
one intercept model
Qi = β0 + β1Pi + ǫi. (4.5)
However, because multiple tests are performed – 11 tests in total at the p =
0.05 level – then there is a probability greater than 0.05 of finding at least one
breakpoint. Because there is a probability greater than 0.05 that evidence against
the null hypothesis (that equation (4.5) is the best fit) appears by chance, the
significance level at which each of the 11 tests is performed requires adjustment
to reduce the probability of a type I error back to 0.05.
To investigate this problem further, pseudo data is simulated, creating 10,000
datasets of runoff and precipitation anomalies. Random data for both precipita-
tion and runoff are generated with a normal distribution with mean 0 and variance
1 (the variance is assumed to be constant between time segments). The probabil-
ity of finding at least one breakpoint is 0.213. Performing each of the 11 tests at
the p = 0.0078 level gives a probability of finding at least one breakpoint of 0.05.
Therefore, if the F-statistic at any of the 11 intervals is significant at the 0.78%
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level, the more complex model (equation (4.4)) is fitted. If β3 in equation (4.4),
known as the interaction parameter, is not significant (p > 0.05) it is assumed
that β3=0 and a more parsimonious, additive, model is fitted
Qi = β0 + β1Pi + β2zi + ǫi (4.6)
used for separate regression lines with the same slopes. However, some change
in slope might be expected due to the more transient, indirect human influences
discussed that could be prevalent at such large scales (e.g. Walter et al. (2004);
Gedney et al. (2014)). To avoid including the effect of slope changes in the break-
point estimate, β2 from equation (4.6) is taken to be the breakpoint magnitude.
The difference in β2 values from equation (4.4) and equation (4.6) is due to slope
changes between the two time segments. This residual is typically small and the
conclusions in this Chapter are not dependent on the choice of either equation
(4.4) or equation (4.6). Although there could be more than one inhomogene-
ity in the observed precipitation and runoff records, the assumption is made that
only one major breakpoint exists in the runoff-precipitation relationship. Further,
this approach requires the assumption that any major inhomogeneity occurs on
a timescale of years (Groisman and Rankova, 2001) rather than decades. Where
possible breakpoints are identified at more than one time division, the breakpoint
is chosen as the model fit that minimises the residual sum of squares (RSS).
4.3.3 Breakpoint detection results
Potential negative breakpoints in the observed NHML land mean runoff-
precipitation relationship are identified at three time divisions – 1930, 1935 and
1940 – with the model fit to the 1930 breakpoint found to minimize the RSS
(Table 4.4). Because this is the earliest interval at which a breakpoint can be
detected using five-year means, the analysis is repeated using three-year means.
Using five-year means is common when analysing changes/trends in precipitation
and in detection and attribution studies (Min et al., 2011; Wu et al., 2013) as it
152 CHAPTER 4. RECONCILING PRECIPITATION WITH RUNOFF
Equation β0 β1 β2 β3
Equation (4.4) 0.063 0.794 -0.066 -0.364
Equation (4.6) 0.040 0.475 -0.044 —
Table 4.4: The estimated β coefficients from a model fit to a 1930 breakpoint for both
equation (4.4) and equation (4.6). Values in boldface are significant at the p = 0.05
level.
reduces the signal to noise and avoids problems with autocorrelation. The auto-
correlation function for both the observed runoff and precipitation decays towards
zero at a time lag of three years (not shown). Repeating the analysis for three-year
means – offering a detection range between 1920 and 1990 – gives near-identical
results with the breakpoint identified in 1932 (accounting for the multiple tests
problem). This suggests the result is robust. Because of the highly variable nature
of precipitation, at smaller scales – continental scale and below – only five-year
means are considered in further analyses to improve the signal to noise.
With a breakpoint detected the approach is extended to determine where geo-
graphically the breakpoint occurs. While downscaling to the catchment scale is
limited by temporal coverage and poor signal to noise, downscaling to the conti-
nental scale should offer more insight (Figure 4.8). The continental scale analysis
points towards North America as the likely source of the breakpoint (Figure 4.8a).
A North American breakpoint is detected in 1935. The agreement between ob-
served Europe land mean runoff and precipitation is excellent and the relationship
is free of a breakpoint (Figure 4.8b). The Asia land mean runoff and precipita-
tion time series, which include all Russian river catchments (Figure 4.8c), suggest
that a breakpoint might exist there in the first 30-40 years. Although one is not
detected, reducing the minimum time segment length to 20 years, instead of 25
years, detects a breakpoint in 1925. The first ∼25 years of the Asia time series are
dominated by the Amur river, a catchment with particularly poor precipitation
station spatial coverage at that time. This will undoubtedly contribute towards
the 1930 breakpoint found in the NHML land mean runoff-precipitation relation-
ship. The role of the Amur river and poor spatial coverage of the early twentieth
century rain gauge network is addressed in Section 4.4.2. Beyond about 1930
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the agreement between precipitation and runoff in Asia is reasonable. However,
a contrast between decreasing precipitation and increasing runoff from the 1950s
to the 1980s is evident, as found in other studies (Adam and Lettenmaier, 2008;
Milliman et al., 2008).
The breakpoint model is also applied to the TRENDY LSM NHML land mean
runoff-precipitation relationships. Breakpoints are detected in two models,
CLM4.5 and JULES, both in 1950. However, the breakpoints are of opposite
sign (positive) to the observed breakpoint (negative) and are about half the size.
Also, using the multimodel mean NHML land mean runoff no breakpoint is de-
tected. The CLM4.5 and JULES simulations here have the lowest resolution
of the six TRENDY models. Previous work has shown that a model performs
much better in simulating the hydrological balance of various European regions
with increased resolution (Elguindi et al., 2011). Investigating the differences
between observed and simulated runoff spatially, the North American continent
again stands out. Differences between observed and multimodel mean twentieth-
century runoff change reflect the discrepancy over North America (Figure 4.9).
This is expected given that a North American breakpoint has been detected in
the 1930s. There are notable differences for individual rivers worldwide, probably
reflecting runoff changes that are not modelled. But these differences largely can-
cel out across each of the European and Asian continents. Over North America,
changes in modelled runoff are evidently greater (more positive) than changes in
observed runoff.
4.3.4 Adjusting observed precipitation
Given the 1930 breakpoint in the observed NHML land mean runoff-precipitation
relationship, what is the effect of adjusting the precipitation time series to bring
it in line with runoff? An adjustment is applied that preserves the more sub-
tle changes in the runoff-precipitation relationship, so that the slopes of the two
lines in equation (4.4) are unchanged. Pre-1930 precipitation is instead adjusted
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Figure 4.8: Five-year running mean land mean runoff and precipitation anomalies and
annual land area coverage of observed runoff. (a) North America, (b) Europe, and (c)
Asia.
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Figure 4.9: Difference in observed and TRENDY multimodel mean twentieth-century
runoff change. Twentieth-century runoff change is the difference between mean runoff
before and after 1960, for years with observed data, and is calculated at the catchment
scale. A minimum of 20 years’ worth of data are required from both the pre-1960 and
post-1960 periods – the latter a necessary requirement to calculate a climatology for a
given river catchment – so that only a subset (92) of the 148 river catchments are shown
here. Stippling represents the remaining 56 rivers that do not meet this condition.
(increased) so that β2 = 0 in equation (4.6). The effect of this is to reduce the pos-
itive trend in twentieth-century precipitation from 44.8 ± 12.6 mm/year/century
to 7.2 ± 13.6 mm/year/century (Figure 4.10). Reproducing Figure 4.3 with ad-
justed observed precipitation, the observed NHML land mean precipitation offset
of 0.002 ± 0.021 mm day−1 is equivalent to an aerosol forcing of -0.1 ± 2.0 Wm−2,
calculated using the NHML land mean precipitation offset-aerosol forcing regres-
sion coefficients (Figure 4.11). Prior to this precipitation adjustment an offset of
0.044 ± 0.021 mm day−1 gave an estimate of aerosol forcing of 4.0 ± 2.0 Wm−2.
































Figure 4.10: Five-year running mean NHML land mean runoff and precipitation anoma-
lies. This is an updated version of Figure 4.6, showing the adjusted precipitation record,
given a 1930 breakpoint in the runoff-precipitation relationship. The original precipita-
tion record is also shown for reference.
This adjusted precipitation gives an offset consistent with negative aerosol forc-
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Figure 4.11: NHML land mean precipitation offset against NHML surface aerosol forc-
ing. This is an updated version of Figure 4.3, but the adjusted precipitation record,
given a 1930 breakpoint in the runoff-precipitation relationship, is used to calculate the
observed NHML land mean precipitation offset.
ing. The difference between the best estimate of real-world NHML surface aerosol
forcing of -2.0 [-3.3 to -0.9] Wm−2 (see Section 3.3.1) and that suggested by the
precipitation offset has reduced from 6.0 Wm−2 to 1.9 Wm−2. Quantitatively sim-
ilar results are found when using the simple technique outlined in Section 4.3.1
(Figure 4.6), where the precipitation time series is adjusted, given the post-1960
runoff-precipitation relationship. This reduces the discrepancy from 6.0 Wm−2
to 1.7 Wm−2. These results still somewhat contradict similar analyses performed
for observed Northern Hemisphere tropical land mean precipitation and observed
temperature gradient (between the NHML region and Southern Hemisphere ex-
tratropical region), which both show an aerosol response in agreement with ex-
pectations (see Section 3.3).
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4.4 Explaining the breakpoint
4.4.1 Eliminating possibilities
Twentieth-century, surface-based meteorological datasets will always contain inho-
mogeneities, owing to their changing spatial coverage in time (see Section 1.2.1.4).
These inhomogeneities and biases may be shared between different gridded pre-
cipitation datasets, as different groups use many common records. From Figures
4.1, 4.2 and 4.8 it can be seen that the annual NHML land area coverage increases
around the time that the breakpoint is found. This is when the three great, Arc-
tic Ocean draining Eurasian rivers (Ob, Yenisey and Lena) and the Mississippi
river begin contributing to NHML mean runoff anomalies. A near-constant spatial
mask between 1905 and 2004 can be considered by selecting only river catchments
with discharge records at least 80 years or longer (catchments with black borders
in Figure 4.1). Because CRU TS3.21 is spatially interpolated the true spatial cov-
erage of the underlying station network will still vary somewhat. This approach
greatly reduces the spatial coverage but the breakpoint remains a robust feature
(Figure 4.12), although 1935 is now the most likely timing. Changing spatial cov-
erage in time could possibly lead to a breakpoint as different climatic regions are
incorporated into the NHML mean. This is because a certain change in precipita-
tion should not be expected to produce the same change in runoff in an arid region
as in a humid region (see Section 4.3). However, the TRENDY LSMs realistically
represent the range in the runoff coefficient across different climates, but do not
contain breakpoints of the sign or magnitude of the observed breakpoint.
In Section 4.1 the impact of dam and reservoir construction on the NHML mean
runoff time series was dismissed. At the catchment level the influence of flow
regulation (the ratio of total reservoir storage capacity to mean annual discharge)
could be important. Vo¨ro¨smarty et al. (1997) showed that 20–30% of global mean
annual discharge was now stored in reservoirs constructed in the late twentieth
century. Water impoundments can increase evaporative losses and therefore de-































Figure 4.12: Five-year running mean NHML land mean runoff and precipitation anoma-
lies using a near-constant spatial mask (river catchments with discharge records at least
80 years or longer (see Figure 4.1)). Data are from the Dai et al. (2009) discharge
dataset and CRUNCEP dataset for runoff and precipitation respectively. All data are
for the water year, October-September, 1905-2004 and anomalies are with respect to
the period 1961-1990.
crease runoff. Evaporative losses from reservoirs have been shown to have an
affect on individual catchments, mostly in arid regions with low streamflow (e.g.
Vo¨ro¨smarty and Moore III (1991)), but appear to be insignificant at continental
scales (Vo¨ro¨smarty et al., 1997; McClelland et al., 2004). Schwalm et al. (2014)
recently found that including a representation of water management structures
in terrestrial biosphere models made little difference to simulated runoff over the
United States. Of course, the filling of a large reservoir following the construc-
tion of a dam causes an abrupt decrease in catchment runoff. This could lead to
an anomalous annual mean runoff value. But following filling, streamflow should
return to pre-dam levels so such impoundments are unlikely to cause breakpoints.
Dam and reservoir construction allows for easier access to water resources and
typically leads to more water withdrawal, often for irrigation. Water withdrawn
from reservoirs for irrigation can cause substantial decreases in runoff due to en-
hanced evapotranspiration. Irrigation is likely to account for a significant fraction
of the stark runoff decreases observed in the Yellow river catchment in China
since the 1960s (Xu et al., 2010). The Yellow river is one of the 148 that met
the conditions set out in Section 4.2.1. To determine what effect highly irrigated
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catchments have on the above findings, irrigation index values (the proportion of
area equipped for irrigation (from Siebert et al. (2005)) to naturalised discharge
(discharge prior to direct human influences)) are taken from the Nilsson et al.
(2005) study. Values are available for 42 out of 52 large rivers considered here
with an upstream catchment area of greater than 50,000 km2. These 42 large
rivers account for 88% of the total area of all 148 river catchments. As found by
Milliman et al. (2008), irrigation and flow regulation indices (the latter are also
taken from the Nilsson et al. (2005) study) are correlated (Figure 4.13). A total
of 8 rivers (Sacramento, Dnepr, Yellow, Don, Ebro, Colorado, Tagus, Liao) are
found to exceed both an irrigation index of 200 and a flow regulation of 20, defined
by Milliman et al. (2008) as thresholds above which deficit rivers (rivers where
changes in runoff are considerably less than changes in precipitation) typically
fall. Removing these rivers and considering only the remaining 34 (Figure 4.14),
a significant breakpoint is still found (a 1935 breakpoint provides a marginally
better fit to the data than a 1930 breakpoint).
4.4.2 Proposing possibilities
A subject worthy of consideration is the quality of the interpolated CRUNCEP
precipitation observations. While complete spatial coverage is desirable, it is im-
portant to consider the true spatial coverage of the underlying station network.
The area represented per station within a catchment, defined as the area per sta-
tion (APS), is much greater across the Asian continent than the North American
and European continents (Table 4.5), particularly so in the 1905-1929 period.
However, as already discussed (see Section 4.3.3), this is also a time period when
spatial coverage of runoff observations across the Asian continent was largely lim-
ited to the Amur river, the fifth largest river of the 148 in terms of catchment
area and ranking fifth in terms of 1905-2004 mean annual streamflow. There are
no available streamflow observations for the three great Arctic Ocean draining
Eurasian rivers (Ob, Yenisey and Lena) between 1905 and 1929, when their APS
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Figure 4.13: Flow regulation indices (the ratio of total reservoir storage capacity to
mean annual discharge) and irrigation indices (the ratio of area equipped for irrigation
to naturalised discharge) for 42 large rivers with with an upstream catchment area of
greater than 50,000 km2. Zero values are plotted as 0.1 to highlight those catchments
with no irrigation potential but some level of flow regulation. The horizontal and vertical
dashed lines mark the irrigation index threshold of 200 and the flow regulation index
threshold of 20 respectively. Milliman et al. (2008) showed that deficit rivers typically































Figure 4.14: Five-year running mean NHML land mean runoff and precipitation anoma-
lies using 34 large river catchments with an area of greater than 50,000 km2 and an
irrigation index of less than 200 or a flow regulation index of less than 20 (see text).
Data are from the Dai et al. (2009) discharge dataset and CRUNCEP dataset for runoff
and precipitation respectively. All data are for the water year, October-September,
1905-2004 and anomalies are with respect to the period 1961-1990.
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North America Europe Asia
Variable mask
1905-1929 14,866 31,677 155,338
1930-2004 18,474 16,384 36,038
Fixed mask
1905-1929 24,107 27,918 245,153
1930-2004 20,790 17,455 42,151
Table 4.5: The APS of the North American, European and Asian continents for the 1905-
1929 and 1930-2004 periods (before and after the NHML land mean runoff-precipitation
breakpoint is detected). Values are shown for the variable mask, where precipitation is
masked to the availability of runoff observations (the spatial mask varies in time), and
the fixed mask, where precipitation is masked to the catchments of all 148 rivers (the
spatial mask is constant in time). Units are given in km2.
values were extremely high. As such, Asia mean APS values are noticeably dif-
ferent in this period depending on whether a fixed temporal mask of all rivers
is used or whether precipitation is masked to the availability of runoff observa-
tions. When masked to the availability of runoff observations the Amur catchment
has the worst mean annual APS of all rivers. The poor APS of the Amur river
means that Asia land mean precipitation is likely to be more vulnerable to inho-
mogeneities in the pre-1930 period.
Although the APS might explain the Asian continent contribution towards the
1930 NHML land mean runoff-precipitation breakpoint, it has less merit in ex-
plaining the more prominent 1935 North American breakpoint. Up until 1935
the St Lawrence and Columbia river catchments account for much of the spatial
coverage of North American runoff observations. The St Lawrence and Columbia
are the fourth and fifth largest river catchments of the 72 in North America re-
spectively, with the former draining into the Atlantic and the latter draining into
the Pacific. Combined aggregated Pacific and Atlantic draining river catchments
contain a runoff-precipitation breakpoint in 1935, although the β1 and β2 coeffi-
cients in equation (4.4) are not significant (p = 0.25 and p = 0.29 respectively).
No breakpoint is found when considering the aggregated Gulf of Mexico draining
rivers (dominated by the Mississippi catchment). While attributing the exact lo-
cation and cause behind a breakpoint in the runoff-precipitation relationship is
beyond the scope of this thesis, this does help narrow the focus of future work
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into precipitation inhomogeneities.
The 1930s saw a notable hydroclimatic event across North America in the form of
the “Dust Bowl”, a period characterised by low precipitation amounts and high
temperatures (e.g. Schubert et al. (2004)). This precipitation deficit period is
seemingly captured by the North America precipitation time series (Figure 4.8a)
and in a hypothetical time series of observed North America land mean precip-
itation (following the methodology of Section 4.3.4) (not shown). The LSMs –
driven by observed precipitation – do not appear to simulate this breakpoint. A
breakpoint is detected in one model (LPX) in 1940, which is of the same sign
as the observed breakpoint but roughly half the magnitude. Interestingly, this is
no longer detected when considering only river catchments with discharge records
at least 80 years or longer (as above), implying some sensitivity to spatial cover-
age. Overall, the LSMs do not support a real change in the runoff-precipitation
relationship over the North American continent around this time.
4.5 Conclusions
In Chapter 3 observed NHML land mean precipitation was found to be missing
an expected response (Wu et al., 2013) to well-documented mid-twentieth-century
aerosol forcing (Lamarque et al., 2010; Wild, 2012). This is despite a robust sig-
nal across CMIP5 GCMs, with the magnitude of the response dependent on the
strength of aerosol forcing (see Section 3.3). It was suggested that inhomogeneities
in the precipitation record could be part of the reason for this disagreement (see
Section 3.4). Here, precipitation observations have been reconciled with comple-
mentary runoff observations, which represent a key land surface component of the
hydrological cycle.
Variations in interannual, decadal and multidecadal runoff are known to be pre-
dominantly forced by variations in precipitation (Dai et al., 2009). Occasionally,
long-term trends in runoff are shown to differ from long-term trends in precipita-
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tion (Milliman et al., 2008). This is particularly prevalent at the catchment scale,
where direct human influences, such as water withdrawals for irrigation (Milliman
et al., 2008; Xu et al., 2010) and land cover/land use change (Piao et al., 2007;
Sterling et al., 2013) can have significant impacts. At larger scales, differences
in runoff and precipitation trends can be attributed to changes in evapotranspi-
ration (Milly and Dunne, 2001; Walter et al., 2004), perhaps because of increas-
ing temperatures due to rising greenhouse gas concentrations (Huntington, 2008;
Krakauer and Fung, 2008) and augmented, at least locally, by aerosol-induced
dimming (Gedney et al., 2014). Consideration of the plant physiological response
to rising CO2 levels is also necessary (Gedney et al., 2006). However, while these
influences may have an effect on the runoff-precipitation relationship in the NHML
land mean, they are not expected to cause breakpoints.
Testing for breakpoints in the NHML land mean runoff-precipitation relationship,
three potential candidates at five-year intervals were found (1930, 1935 and 1940),
with a negative breakpoint in 1930 found to provide the best fit to the data.
Runoff anomalies pre-1940 are noticeably greater than precipitation anomalies.
This lends support to the hypothesis suggested in Chapter 3 that pre-1960 pre-
cipitation anomalies should be greater. It was found that an increase of 2.9% in
monthly total precipitation before 1960 in the CRU TS3.21 dataset would gen-
erate a negative NHML land mean precipitation offset consistent with estimated
aerosol forcing (see Section 3.4). Results from this chapter do not support an
increase in precipitation totals across the entire pre-1960 period or the magnitude
of the increase suggested. However, adjusting the precipitation record before the
1930 breakpoint (using the runoff record) does account for some of the discrepancy
between the (lack of) observed precipitation aerosol response and that suggested
given the most recent estimates of real-world aerosol forcing (Myhre et al., 2013).
Importantly, the range of aerosol forcing suggested by this adjusted response is
within the real world aerosol forcing range.
Using six LSMs as part of the TRENDY intercomparison project (Sitch et al.,
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2013) it is possible to show that this breakpoint is unlikely to be a conse-
quence of known physical processes. Driven by observed precipitation, four of
six models show no breakpoint, whereas two show small, positive breakpoints
in 1950. Although not nearly as apparent as the breakpoint in the observed
runoff-precipitation relationship, and perhaps just a consequence of the choice of
statistical model, this warrants further attention. However, it is concluded that
the modelled runoff-precipitation relationship is free of breakpoints of the sign
and magnitude found in observations. Perhaps the most obvious shortcoming in
this technique of using observed precipitation to drive LSMs is that land surface
feedbacks on the atmosphere are neglected, because of the absence of coupling
(Harding et al., 2014; Schewe et al., 2014), limiting the potential accuracy of re-
sults. Future efforts to incorporate more complex land surface schemes into GCMs
should aid understanding of the importance of such interactions.
A continental scale search for breakpoints found that the North American conti-
nent was the likely source for the observed NHML-wide breakpoint. Changes in
measurement practice and gauge type are just two of many explanations for such
an inhomogeneity in precipitation records (see Section 1.2.1.2). Runoff records
are assumed to be less susceptible to inhomogeneities (Hagemann and Du¨menil,
1998), but some will undoubtedly exist and should also be investigated in much
the same way as precipitation records. In addition, it would be unwise to wholly
discount the influence of dams, with dam construction in the Columbia river catch-
ment, for example, beginning in the 1930s, notably with the Bonneville Dam. Al-
though most work suggests that the influence of dams on annual mean discharge
at large scales is minimal (Vo¨ro¨smarty et al., 1997; McClelland et al., 2004).
The St Lawrence and Columbia river catchments deserve particular attention as
their runoff and precipitation observations contribute significantly to the pre-1935
North American land means.
Further, there are likely to be some shortcomings in the methodology. Firstly,
not all precipitation inhomogeneities can be expected to appear as an obvious
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discontinuity, with some biases likely to emerge slowly over time, perhaps be-
cause of changes in vegetation near to a rain gauge (Legates, 1995). Also, just
one statistical model is used to test for breakpoints. It would be useful to see
how robust these findings are to different techniques, while also considering the
runoff and precipitation records independently. Problems associated with using
spatially interpolated data have also been highlighted. The Amur river catchment
was identified as a region with a sparse precipitation station network in the early
twentieth century. Therefore, a direct comparison between runoff and precipi-
tation here would contrast the complete spatial coverage of runoff (inherent in
streamflow measurements) with just a few point measurements of precipitation.
It is not possible to provide a robust explanation for a 1930s breakpoint. One of
the more widely documented systematic changes in precipitation measurement oc-
curred in the former USSR. In 1966-1967 a wetting correction was introduced (see
Section 1.2.1.3). But no such systematic changes are documented in the 1930s.
Instead, it might be the case that the spatial coverage of early-twentieth-century
observations, combined with the under-representation of, say, mountainous regions
leaves NHML land mean precipitation observations prone to inhomogeneities dur-
ing this period. Without targeted studies, however, this remains speculative.
Some possibilities behind such a breakpoint have been eliminated (Section 4.4.1),
including the influence of dams and reservoirs, as well as irrigation. This is to
be expected since the 1930s preceded major direct human influences on the land
surface component of the hydrological cycle.
Although changes in runoff closely track changes in precipitation the relation-
ship between these two variables is complicated. For example, recent research
has shown that a precipitation shift from snow to rain may lead to a decrease in
runoff (Berghuijs et al., 2014) and this may play a role in explaining the steady
evapotranspiration increases seen over the NHML region and particularly the
North American continent. Additionally, it should be noted that NHML land
mean runoff alone, although showing a near-zero twentieth-century trend, does
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not show an obvious decrease around the 1960s when aerosol emissions increased.
However, recent work using multiple idealised experiments and different driving
observations in JULES has shown that increased aerosol emissions and associ-
ated solar dimming increased Northern Hemisphere river flow around this time
(Gedney et al., 2014). Correcting for this effect would further reduce the dis-
crepancy between the observed and predicted precipitation response to aerosol
forcing. This result neglects the importance of land surface feedbacks on precip-
itation, but further illustrates the complicated nature of attributing changes in
runoff. Regardless, NHML land mean runoff observations suggest NHML land
mean precipitation observations to be in error, as surmised in Chapter 3. But the
discrepancy between observed and modelled precipitation over the NHML land
region cannot be wholly accounted for. So, while inhomogeneities are likely to
exist in precipitation records, it is concluded that model simulated precipitation
response to aerosol forcing should still be questioned.
Chapter 5
Conclusions
This chapter presents the conclusions. The key findings are listed, together with
some of the limitations of the work and directions for future research. Whether the
initial aims and objectives have been met is discussed, as well as the contribution
of the work to the research field.
5.1 Key findings
A key focus for this thesis was changes in Northern Hemisphere land precipitation,
largely because model simulated output here can be compared and contrasted with
century-long observations. But to begin, Chapter 2 considers global mean pre-
cipitation change, because this is the scale at which changes are best understood.
The first aim of this research (see Section 1.7) was “to determine the impact
of contrasting direct effects of different climate forcings, particularly GHGs and
aerosols, on twentieth-century global mean precipitation change”. Even though
global mean precipitation change has been studied in depth, it has largely been
studied in a way that is difficult to relate to twentieth-century climate. Here,
information is used about the different direct effects of key forcing agents on the
troposphere to present an idealised global mean precipitation-temperature rela-
tionship. Using just the two key forcings, GHGs and sulphate aerosols – modelled
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as increasing linearly and increasing as a mid-twentieth-century step change re-
spectively – the relationship should appear as two GHG-driven straight lines offset
by the effect of this step change in sulphate aerosol forcing.
This offset is a clearly identifiable feature of the global mean precipitation-
temperature relationship in CMIP5 models, but would seem to be larger in some
models than others. As theorised, the size of this precipitation offset is shown
to be strongly correlated with the strength of global aerosol forcing. This is true
in CMIP5 models and the older CMIP3 models. In this idealised framework it
is shown that the magnitude of the global mean precipitation offset is a function
of a coefficient, which varies little between models, and the step change in sul-
phate aerosol forcing. Although the real world does not evolve in the same way
as considered in this simple model, the strength of aerosol forcing would appear
to explain a lot of the variance in the global mean precipitation offset.
A natural consequence of downscaling to look at regional scale precipitation
change is that features that can be robustly detected and attributed at the global
scale become less obvious. The climate system is controlled by different processes
at these scales. However, Chapter 3 presents evidence that an aerosol signature
should be expected in NHML land mean precipitation and NHT land mean pre-
cipitation (as well as the NHML-SHEXT temperature gradient). This is seen in
model simulations, with the size of the NHML and NHT land mean precipita-
tion offset again significantly correlated (although less strongly than in the global
mean) with local and remote NHML surface aerosol forcing respectively (such a
correlation exists for the mean temperature gradient too). But while the observed
mean temperature gradient and observed NHT land mean precipitation offsets
agree well with what is predicted given estimates of real-world NHML surface
aerosol forcing and the relationship across CMIP5 models, the observed NHML
land mean precipitation offset is not even of the expected sign. This chapter
satisfactorily answers the research aim “to explore the extent to which a similar
aerosol signature might be expected to be seen and is seen in regional land mean
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precipitation changes in both models and observations”.
It does not, however, offer any insight into the reason behind these contrasting sig-
nals in models and observations. The fact that NHML land precipitation changes
show little evidence of an aerosol response may be a result of inhomogeneities in
the precipitation record. Alternatively, it could be a consequence of shared inade-
quacies in the latest GCMs. Chapter 4 attempts to explore the reason by tackling
a third research objective “to determine whether observed regional precipitation
changes are consistent with observed changes in regional runoff”. Inconsistency
would suggest that serious questions should be raised about the suitability of the
whole record of twentieth-century precipitation observations in the NHML region
for ongoing scientific research.
Strong evidence is found to further question the reliability of these key precipita-
tion observations, particularly in the first half of the twentieth century. A clear
breakpoint in the runoff-precipitation relationship is discovered in the 1930s. This
is obvious just from NHML land mean precipitation and runoff time series, which
share common interannual, decadal and multidecadal variability. But as a con-
sequence of this breakpoint the whole twentieth-century trends are noticeably
different. Although the partitioning of precipitation into runoff and evapotran-
spiration is complicated and can be influenced by humans in many ways, multiple
lines of evidence are presented to suggest that the runoff-precipitation relation-
ship should be linear and free of such breakpoints. Perhaps the most useful line of
evidence comes from an ensemble of six LSMs that were all driven with the same
observed precipitation dataset. These suggest that a real increase in evapotran-
spiration over the twentieth century was likely, but are free of any breakpoints of
the sign and magnitude of those found in the observed relationship.
This strongly suggests that NHML land mean precipitation observations, our
longest and most comprehensive precipitation observations, contain spurious
trends that do not show evidence of a response to aerosol forcing and are not in
keeping with complementary runoff observations. Rather inconclusively, adjusting
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precipitation given runoff does not fully account for the discrepancy between the
observed precipitation offset and that expected given the estimate of actual NHML
surface aerosol forcing. But given the various uncertainties this is perhaps to be
expected. So, rather frustratingly it is concluded that this discrepancy between
observed and modelled precipitation is most likely due to inhomogeneities, but
the accuracy of model simulated precipitation responses to key climate forcings
– both homogeneous and heterogeneous – should still be questioned. Hopefully,
the emergence of satellite-derived precipitation observations will, in time, provide
a more suitable means for testing the response of increasingly complex climate
models.
5.2 Limitations
There are several limitations to the approach used in Chapter 2. One is the
methodology used for diagnosing radiative forcing. The linear forcing-feedback
regression analysis to derive forcing time series (see Section 2.2.1) could be in-
appropriate if Earth’s energy imbalance is non-linear with global mean surface
air temperature in a fixed forcing scenario (i.e. the abrupt4×CO2 experiments)
so that the climate feedback parameter, α, is time-varying. Evidence for non-
linearity was found by Andrews et al. (2015) who showed that the climate system
becomes more sensitive to climate forcings in later years of these idealised exper-
iments due to a dependence on the pattern of SST change. The assumption of
constant climate sensitivity in a transient forcing situation is likely to be even
less valid (Andrews et al., 2015). But this method for diagnosing forcings remains
a very useful tool for explaining the spread in behaviour across climate models
(Forster et al., 2013).
Another limitation is the use of SW forcing to represent aerosol forcing. An
improved method would see the net forcing calculated for anthropogenic aerosol
forcings only simulations for all CMIP5 models. But these experiments were listed
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as low priority within the CMIP5 framework and were therefore only performed
by a small number of modelling centres. Using available simulations, however,
it is shown that historical all forcings SW forcing is a good proxy for historical
anthropogenic aerosol forcings only net forcing (see Section 2.3.1.1).
Of course, in the absence of further simulations it is difficult to separate the
influences of sulphate aerosol forcing and black carbon aerosol forcing. This is
problematic because the simple approach presented in Chapter 2 to show the
idealised precipitation-temperature relationship ignores the effect of black carbon
forcing, even though it has been shown in previous studies to have a significant
direct effect (if black carbon aerosol forcing was assumed to be directly propor-
tional to sulphate aerosol forcing the magnitude of the precipitation offset would
be expected to increase). There is no easy way to overcome this. To counteract
the potential problem that arises from the fact that TOA black carbon forcing
can be positive but surface black carbon forcing negative, SW/aerosol forcing is
diagnosed at the surface as well as the TOA. This ensures a consistent sign con-
vention – a more negative surface aerosol forcing, be it from black carbon aerosol
or sulphate aerosol – leads to a more negative precipitation offset. It materialises
that, even regionally, the relationship between the precipitation offset and the
aerosol forcing is not hugely sensitive to the choice of a TOA or surface definition.
While it is expected that sulphate and black carbon constitute the domi-
nant aerosol forcings, other aerosols could also be important (see Figure 1.1).
Twentieth-century nitrate and organic carbon radiative forcing has also been neg-
ative and, while small, this cumulative forcing is clearly non-negligible. The repre-
sentation (or lack of) these additional aerosol species and their associated forcing
in GCMs could explain some mismatches between simulated and observed pre-
cipitation and temperature, especially regionally. It was noted, for example, that
an overestimate of Southern Hemisphere negative nitrate aerosol forcing in one
CMIP5 model (see Section 3.3.2) caused an unrealistic hemispheric forcing asym-
metry in the mid twentieth century.
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The methodologies for calculating the offset magnitude and the strength of aerosol
forcing were formulated by considering an idealised twentieth-century scenario. It
is accepted that real-world aerosol forcing does not appear as a step change, but
the best estimates do show a significant increase in forcing around the 1960s
(Lamarque et al., 2010). Likewise, the fact the the post-1960 period saw several
explosive volcanic eruptions could influence findings.
In Chapter 3 robust physical explanations are given for why the NHML-SHEXT
temperature gradient and NHT land mean precipitation are expected to share a
similar relationship with global mean temperature as does global mean precipita-
tion. But there is no complete theory regarding why NHML land mean precipita-
tion should show a response to aerosol forcing. Here, it is shown that changes in
NHML land mean precipitation can be used an an indicator for changes in global
mean precipitation in CMIP5 models. Wu et al. (2013) applied this principle to
Northern Hemisphere land mean precipitation changes as a whole, also showing
that observed changes in Northern Hemisphere land mean precipitation closely
matched modelled changes. This match between observations and models though
is a consequence of the good agreement in the tropical region, which dominates
the signal hemispherically.
With a clear disagreement between observed and modelled precipitation in the
NHML region and a lack of theory concerning precipitation changes it is difficult
to determine whether models are poorly simulating important aspects of precip-
itation change here. Although other drivers, such as the land surface, will un-
doubtedly influence precipitation change and variability in the NHML region, the
precipitation response to aerosol forcing around the 1960s is unquestionable. Very
simply, this is expected as cooling of the surface by aerosols (sulphate and black
carbon) should increase tropospheric static stability and suppress convection, as
should tropospheric heating from black carbon aerosols.
A limitation of Chapter 4 is the use of just one method to detect a breakpoint. This
statistical method was limited in that it could only detect a single breakpoint and
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it assumed that the inhomogeneity in either the precipitation or runoff time series
that caused this breakpoint was instantaneous, rather than transient. However,
initial exploratory analysis of the two time series suggested that a split in the
runoff-precipitation relationship was a real feature. But, unlike in Chapters 2
and 3 when the offset was always measured at 1960, because this is when aerosol
emissions spiked, no prior assumption about the timing of a breakpoint was made.
Therefore, it was tested for at multiple locations. Improvements could be made by
looking for change points in the individual time series. This might be particularly
enlightening at smaller spatial scales, especially after concluding that the North
American continent is likely to be the source of the breakpoint.
A frustrating impediment to this work is the lack of suitably long observed evap-
otranspiration records. Evapotranspiration is approximately the residual in the
precipitation and runoff time series. An observed record for this variable would
serve to test the conclusions made in this chapter. This work was also limited
somewhat by simple assumptions made about changes in water storage. While it
is probably valid to assume that natural changes in storage terms are negligible,
this might not hold for changes in water storage due to human activities.
5.3 Ideas for future research
Although Chapter 2 showed that global mean precipitation change in the twen-
tieth century is well understood, even in the absence of observations over the
oceans, the topic concerning forcing and feedbacks and their role in determining
twentieth-century temperature change in models was not satisfactorily concluded.
Between the CMIPs it was suggested that the correlation between forcing and
feedback would cease to exist as aerosol forcing became more difficult to tune in
a GCM. But it would seem that a greater spread in SW forcing in CMIP5 models
is offset by a greater spread in LW forcing to narrow the range of net forcing.
An interesting future project would investigate reasons for this. Is it still a con-
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sequence of deliberate choices made during the modelling process, or a natural
outcome of increased complexity? Answering such a question may require insight
into the choices made by individual modelling centres. Or it could take the form
of several idealised experiments using a single model. By controlling some com-
ponents and varying others it might be possible to isolate the reason behind this
SW forcing/LW forcing anti-correlation.
A key focus of future work should be on improving existing precipitation observa-
tions in the NHML region and elsewhere. Various projects attempt to homogenise
temperature records in a systematic and coordinated way. Attempts are even be-
ing made to improve spatial and temporal coverage of temperature observations
by instigating citizen science projects to digitise old weather reports. No such
efforts have been made to improve the quality and quantity of records that are
routinely used to construct gridded precipitation datasets. Given the conclusions
in Chapter 4 (see Section 4.3.3) a focus on the North American continent is war-
ranted. Further, while the suitability of reanalyses was questioned in Section 1.2.3,
there might be value in some datasets, especially as new or improved products be-
come available. Reanalyses bridge the gap between observations and models and it
would be interesting to see whether any products contain an obvious precipitation
response to aerosol forcing, across a range of regions and scales.
It would be interesting to reconcile the work of Gedney et al. (2014) with the work
in Chapter 4. They showed that aerosols not only affect precipitation but have
a detectable effect on the observed land water budget. Increased aerosol load-
ing around the 1960s was shown to increase observed NHML river flow. Although
Chapter 4 considers the effect of many direct and indirect human influences, argu-
ing that they should not cause large scale breakpoints or introduce non-linearities
in the runoff-precipitation relationship, it does not directly address this particular
influence. This could perhaps explain the remaining discrepancy that cannot be
accounted for, because this effect on runoff may have masked decreases expected
because of aerosol-driven decreases in precipitation. Access to the data of Ged-
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ney et al. (2014) (their study considers many of the same river catchments as
in Chapter 4) could help to remove this effect from observed runoff. Further, a
similar oﬄine hydrological model setup could be used to remove, for example,
CO2 physiological effects and even climate effects (mostly temperature) from the
runoff time series. Removing these separate effects would require the assumption
that they are linearly additive. This is perhaps valid when using oﬄine models,
but is less likely to be valid when considering the fully coupled climate system,
because of numerous feedbacks between the land surface and atmosphere.
5.4 Contribution to the research field
This thesis has contributed towards the research field in several ways. Firstly, it
has furthered understanding of changes in global mean precipitation, especially in
the twentieth century, transient climate. Hopefully this can inform research into
global mean precipitation projections and improve understanding of the implica-
tion of various mitigation (and even geoengineering) scenarios.
However, returning to the adage from Chapter 1 that nobody lives in the global
mean, this thesis has improved understanding of regional land mean precipitation
change. This has been achieved by building a robust framework linking NHML
land precipitation, NHML runoff and NHML aerosol forcing. In Chapter 3, NHML
land mean precipitation in models is shown to respond in a predictable way to mid-
twentieth-century aerosol forcing. But, noticeably, observed NHML land mean
precipitation does not show an aerosol response and is not in keeping with this
framework.
The use of observed runoff has been key in strengthening the findings in this thesis.
This would seem to the first study to use runoff changes to verify precipitation
changes in this way. It is acknowledged that changes in evapotranspiration and
even catchment water storage need to be carefully considered when using such an
approach. But employing complementary hydrological data plays a key role in
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strengthening conclusions.
Overall, it is likely that this inconsistency can be attributed to inhomogeneities in
these widely-used observed precipitation datasets, especially in the early twentieth
century. This has strong implications for research that uses these observations and
it is recommended that caution should be taken prior to drawing conclusions based
on them.
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