It is widely recognized that the three-dimensional (3D) architecture of eukaryotic chromatin plays an important role in processes such as gene regulation and cancer-driving gene fusions. Observing or inferring this 3D structure at even modest resolutions had been problematic, since genomes are highly condensed and traditional assays are coarse. However, recently devised high-throughput molecular techniques have changed this situation. Notably, the development of a suite of chromatin conformation capture (CCC) assays has enabled elicitation of contacts-spatially close chromosomal loci-which have provided insights into chromatin architecture. Most analysis of CCC data has focused on the contact level, with less effort directed toward obtaining 3D reconstructions and evaluating the accuracy and reproducibility thereof. While questions of accuracy must be addressed experimentally, questions of reproducibility can be addressed statistically-the purpose of this paper. We use a constrained optimization technique to reconstruct chromatin configurations for a number of closely related yeast datasets and assess reproducibility using four metrics that measure the distance between 3D configurations. The first of these, Procrustes fitting, measures configuration closeness after applying reflection, rotation, translation, and scaling-based alignment of the structures. The others base comparisons on the within-configuration inter-point distance matrix. Inferential results for these metrics rely on suitable permutation approaches. Results indicate that distance matrix-based approaches are preferable to Procrustes analysis, not because of the metrics per se but rather on account of the ability to customize permutation schemes to handle within-chromosome contiguity. It has recently been emphasized that the use of constrained optimization approaches to 3D architecture reconstruction are prone to being trapped in local minima. Our methods of reproducibility assessment provide a means for comparing 3D reconstruction solutions so that we can discern between local and global optima by contrasting solutions under perturbed inputs.
INTRODUCTION
The three-dimensional (3D) architecture of eukaryotic chromatin is receiving increasing attention on account of the numerous critical roles it plays in nuclear and cellular function. In particular, gene regulation ( Yip and others, 2012) , genome stability, and cancer-driving gene fusions (Misteli, 2007; Mitelman and others, 2007) are believed to be strongly influenced by the 3D organization of the genome. Until recently observing, or inferring, 3D structure at even modest resolutions was problematic due to the high degree of genome condensation and the low-throughput, labor-intensive nature of traditional methods, such as fluorescence in situ hybridization (FISH), for determining spatial configuration. However, the development of next generation sequencing-based techniques, such as the suite of chromatin conformation capture assays, hereafter termed CCC and surveyed in van Steensel and Dekker (2010) and Marti-Renom and Mirny (2011) , has enabled elicitation of chromatin contacts or interactions-spatially close chromosomal loci-based on the frequency of cross-linking between (pairwise) physically proximal sites (which may be genomically distal). Figure 1 provides a schematic of one such protocol (Duan and others, 2010) . Most analyses of CCC data to date have focused on the contact level with appreciably less effort directed toward using the data to derive (let alone assess) 3D reconstructions, as illustrated by Figure 3 . While much insight has been gained from contact-level information, notably in terms of assessing colocalization of genomic or functional elements (e.g. Witten and Noble, 2012) , there is potentially added value to be gleaned from a 3D perspective as we note in Section 5.
Reproducibility of 3D chromatin configuration reconstructions
There have been three classes of approaches advanced to obtain such 3D genome configuration reconstructions and these are briefly described in the next section. The main objective of this paper is to develop statistical methods whereby the reproducibility of 3D reconstructions can be evaluated, this aspect having received scant attention. Because CCC data can have poor signal-to-noise ratios (Dekker, 2006; Kalhor and others, 2011) , reproducibility has been extensively investigated at the contact level (Duan and others, 444 M. R. SEGAL AND OTHERS 2010; Tjong and others, 2010; Dixon and others, 2012) , but with no follow-through to reproducibility on the 3D level.
Variation between 3D reconstructions can arise due to data perturbation, reconstruction algorithm stochasticity, changes to algorithm inputs (tuning parameters, constraint formulations), and combinations thereof. It has recently been contended by Hu and others (2013) that optimization-based reconstructions may become trapped in local minima due to high parameter space dimensionality. Such possibilities could be assessed by comparing solutions obtained under differing starts and/or input/data perturbations. However, this requires methodology for comparing solutions, as we subsequently develop. Further, there is a fundamental distinction between reproducibility and accuracy. Assessing accuracy of 3D reconstructions is challenging as there are no gold standards and chromatin conformations are dynamic and cell/condition/tissue specific.
The paper is organized as follows. Section 2 describes approaches to 3D reconstruction, in particular the constrained optimization method of Duan and others (2010) , whose data and algorithms are central to our subsequent development. Section 3 presents competing approaches and issues surrounding evaluations of reproducibility, while Section 4 showcases application of these techniques to specific yeast datasets. Section 5 provides concluding discussion.
GENOME CONFIGURATION RECONSTRUCTION FROM CCC DATA

CCC data generation
CCC technologies enable discernment of long-range chromatin interactions, at high resolution, on a genome-wide scale. Common to CCC experimental protocols, as illustrated in Figure 1 , is treatment of cells with formaldehyde resulting in cross-linking of physically proximal chromatin, followed by various restriction enzyme (RE) fragmentation, ligation, labeling, purification, and sequencing steps. Two genomic loci that are ligated, captured, sequenced together, and mapped back to the reference genome are called contacts. The number of times the two loci are sequenced together is their contact frequency, which is inversely proportional to their physical proximity.
Preprocessing approaches applied to these raw data include model-based false discovery rate (FDR) filtering (Duan and others, 2010) , corrections for biases induced by GC content, fragment length and mappability (Yaffe and Tanay, 2011) , and normalization methods (Lieberman-Aiden and others, 2009; Kalhor and others, 2011) . As our focus is on the reproducibility (not accuracy) of reconstructions, we only explore FDR filtering.
Reconstruction approach issues
Hu and others (2013) differentiate between two classes of approach to obtaining 3D reconstructions from CCC data: optimization and probabilistic. Under optimization approaches, the observed contact frequencies between genomic loci are translated into spatial distances and 3D points configured so as to best conform to these distances, subject to biological constraints. A variety of translation strategies, constraint formulations, and optimization algorithms have been deployed (Duan and others, 2010; Tjong and others, 2010; Kalhor and others, 2011; Nagano and others, 2013) . Below we elaborate on the first of these, which uses an interior point algorithm for optimization. The remainder use simulated annealing (SA), which, like probabilistic approaches, readily produces a large ensemble of solutions. Probabilistic methods (Rousseau and others, 2011; Hu and others, 2013) are distinct from optimization methods in that they are generative: they prescribe parametric models with attendant distributional assumptions and use sophisticated sampling schemes to obtain solutions. An alternate approach uses contact data indirectly: a theory-based 3D genome configuration is generated according to a hypothesized topology (e.g. equilibrium or fractal globules, Lieberman-Aiden and others, 2009), and summaries thereof are contrasted with corresponding summaries derived from the contact data.
We offer some brief comments on attributes of the differing reconstruction techniques. Hu and others (2013) similarly proffer assessments, noting limitations of existing methods. First, they note that no approach accounts for systematic biases (e.g. GC content, fragment length) in performing reconstruction. However, algorithms exist for effecting corresponding bias correction (Yaffe and Tanay, 2011) , and so this can be treated as a preprocessing rather than modeling task. Secondly, they contend that optimizationbased methods are prone to being trapped in local optima due to the high dimensionality of the optimization problem. This, along with the companion issue of non-or slow convergence to any solution, is a concern. As noted in Section 1, there is a role of reproducibility assessment here: given means for comparing 3D reconstruction solutions, we can attempt to discern between local and global optima by contrasting solutions under perturbed inputs. A further limitation identified is the focus of existing methods on providing a consensus reconstruction without consideration of structural variation therefrom. But, this is not so for SA-based optimization methods that, in yielding a large ensemble of solutions, facilitate exploration of variation, and admit differing modes of summarization beyond positional (coordinate-wise) consensus (Tjong and others, 2010; Kalhor and others, 2011) .
A notable shortcoming of current probabilistic models is that they are restricted to providing reconstructions one chromosome at a time. As such, they fail to utilize much of the data, there being 5-8-fold more inter-than intra-chromosomal contacts, albeit at lower frequencies. Relative chromosomal positioning is also lost. Further, notions that either probabilistic or optimization-derived ensembles can dissect variation that reflects chromatin dynamics or between-cell differences are aspirational: without single-cell and/or time-course data (but instead relying on cell population averages) it is impossible to distinguish such variation from other factors. The emergence of single-cell assays (Nagano and others, 2013) can help address these issues.
Duan and others: interior point algorithms
Using CCC data obtained from the yeast Schizosaccharomyces cerevisiae, hereafter S. cerevisiae, Duan and others (2010) generated a 3D genome reconstruction ( Figure 3 , panel 1) using constrained optimization. The key ideas are as follows. We assume that a contact with frequency f has the same distance between its concomitant loci as an intra-chromosomal contact that has frequency f due to polymer packing (≈ 130 bp of packed chromatin corresponds to ≈ 1 nm). This makes it possible to convert genomic distance to physical distance as illustrated in Figure 2 , which depicts (smoothed) contact frequency: genomic distance relationships for the 16 S. cerevisiae chromosomes. Now, represent each chromosome as a series of equispaced beads, where the (predefined) spacing will determine the resolution of the solved 3D configuration. Using genomic coordinates, we map each contact locus to its closest bead, the mapping potentially being many-to-one. Let p i = (x i , y i , z i ) denote the (unknown) 3D coordinates of the ith bead and let d( p i , p j ) be the Euclidean distance between beads i and j. Let δ i j be the inferred 1D physical distance between loci corresponding to these beads, based on the above contact frequency conversion. To obtain a 3D configuration (i.e. solve for unknown bead coordinates x i , y i , z i ), we minimize an objective function that attempts to place interacting loci at their expected distance apart:
where i< j represents the double sum over all bead pairs. In order to obtain biologically meaningful solutions, it is essential to impose biological constraints. For S. cerevisiae, these include the following: (i) all beads lie within a sphere of radius 1 µm corresponding to the shape and dimension of the S. cerevisiae nucleus; (ii) adjacent beads lie within a given range so as to capture contiguity; (iii) no two beads on the same chromosome can be closer than 30 nm (motivated by the thickness of the chromatin fiber); (iv) to preclude inter-chromosomal crossings between segments connecting adjacent beads, beads on different chromosomes are at least 75 nm apart; (v) rDNA repeats are localized within the nucleolus, which is assigned a predefined position and extent; and (vi) the chromosome XII centromere is positioned opposite the nucleolus. Some of these constraints are highly S. cerevisiae specific; others reflect broad chromatin fiber properties. Solving (2.1), which represents a constrained multi-dimensional scaling problem, is challenging since the nature of the constraints makes for a high-dimensional, non-convex problem: for S. cerevisiae with beads spaced every 10 kbp there are ∼ 4 × 10 3 parameters and 10 6 constraints. Duan and others (2010) use interior point optimization (IPO), using the Ipopt library (ver. 3.10.0), to handle these challenges. We have implemented their approach and obtained a series of 3D S. cerevisiae reconstructions corresponding to differing inputs (filtering extent, RE library, physical distance imputation).
ASSESSING REPRODUCIBILITY
Evaluating agreement between 3D genome reconstructions falls under the rubric of comparing spatial point patterns or shapes. On one hand, the problem is simplified since registration-matching points (beads) across patterns (reconstructions), often a substantial preliminary task-is immediate since the genomic position of all beads is known. On the other hand, the problem is complicated by the existence of subshapes, as defined by individual chromosomes, and their inherent contiguity properties. Two components need to be specified to effect reproducibility assessment. First, we need a statistic that provides a measure of closeness for the respective reconstructions; four are outlined below. Secondly, we need a referent distribution for evaluating statistic significance. For the statistics we employ, referents have previously been obtained by permutation (Legendre and Legendre, 2012) or closed-form approximations thereof (Minas and others, 2013 ). As we demonstrate, accommodating sub-shapes can impact both statistic formulation and permutation strategy. Alternatively, referents have been simulated based on random walk models (Hu and others, 2013 ) that, in turn, are based on FISH data (Sachs and others, 1995) . However, the random walk model is incompatible with several aspects of genome organization including absence of "giant loop" components. More importantly, this approach pertains to individual chromosomes and affords no means for relative positioning of multiple chromosomes.
Our methods for assessing 3D reproducibility operate strictly on 3D configurations; we do not consider approaches that gauge reproducibility on the 1D contact level. However, in Section 5, we describe limitations of 1D methods that further motivate utilization of 3D methods. It is notable that even in instances where solution ensembles are obtained, reproducibility has been assessed using 1D measures rather than the reconstructions themselves (Tjong and others, 2010).
Procrustes analysis
There are many sources describing Procrustes analysis (e.g. Dryden and Mardia, 1988 ) which provides methods for assessing correspondences between shapes, according to differing definitions thereof (Kent and Mardia, 2012) . In comparing genome configurations, we are interested in reflection similarity shape, under which two configurations that only differ by a reflection, rotation, translation, and scaling are deemed equivalent. Let G s , G t be n × 3 matrices with rows the 3D coordinates for the n (common) beads resulting from two differing reconstructions. The closeness of G s and G t can be measured by how far apart corresponding points are, after optimizing for the allowed transformations. Initially, ignoring scaling, this gives rise to the criterion min
where Z is a 3 × 3 orthogonal matrix and μ is a 3-vector of translation coordinates. Closeness is measured by the Frobenius norm: 
Based on the form of the solution (3.2) and (3.3), we can work withG s ,G t and disregard location. Then, after re-introducing scaling, we arrive at our Procrustes distance reproducibility criterion: this makes implicit exchangeability assumptions and violation of these can result in poor performance (Amaral and others, 2007) . Here, where permutation involves scrambling 3D points, exchangeability is problematic in view of within-chromosome contiguity. Nonetheless, in part due to lack of alternatives, we apply permutation testing, both overall and within chromosome, so as to demonstrate this poor performance.
Within-structure distance-based methods
Shared patterns in paired multivariate data, as constituted by G s , G t , can be assessed using statistics computed on distance matrices rather than the original data (Mantel, 1967; Legendre and Lapointe, 2004; Minas and others, 2013) . This makes the problem of obtaining null referent distributions in the face of within-chromosome contiguity more approachable. We detail three such statistics and describe permutation-based inference.
3.2.1 Mantel's test/congruence among distance matrices. The Mantel test (Mantel, 1967) , and its generalization from pairwise to multi-way comparisons, the congruence among distance matrices test (Legendre and Lapointe, 2004) , are widely used in bioinformatics (Minas and others, 2013) and phylogenetics (Campbell and others, 2011) . A version of the latter based on Kendall's coefficient of concordance is as follows. For each pair of genome configurations G s , G t obtain the n × n distance matrix of inter-point distances: 
where q is the number of genome configurations being compared (here q = 2) and C is a correction for any tied ranks:
with K being the number of groups of ties and c k being the number of tied ranks in the kth group. Computation of φ W (G s , G t ) is appreciably slower than for the other statistics considered due to the ranking required with m large.
A simple transformation of φ W gives Friedman's χ 2 statistic for two-way analysis of variance using ranks. However, use of either a referent χ 2 distribution or permutation of the m = n(n − 1)/2 distances for inference is misplaced on account of dimensionality (n vs. m) and dependency concerns (Legendre and Lapointe, 2004) . Rather, permutation operates on the distance matrices D s , D t , with the same permutation applied to rows or columns, separately for each matrix. By restricting contributions to φ W (G s , G t ) to distances corresponding to inter-chromosomal comparisons, and similarly for permuted versions thereof, we eliminate the exchangeability concerns due to intra-chromosomal contiguity raised in Section 3.1. It is this feature that makes distance matrix approaches attractive. It is not possible to gauge reasonableness of the restricted permutation approach in terms of associated induced 3D structures. While it is immediate to map from 3D coordinates to distance matrices, the inverse mapping is NP-hard. That we were able to solve an analogous problem, on a multi-chromosomal level, in Section 2.3 using criterion (2.1) was contingent on the constraints. But, after intra-chromosomal exclusions and distance permutation have been applied, we can no longer frame meaningful biological constraints. Moreover, even if this inverse problem could be solved, there is little basis for assessing the plausibility of the attendant structure as a null referent.
Distance differencing. In the context of generative models of individual chromosome configurations Rousseau and others (2011) are critical of Procrustes methods due to the computational burdens
Reproducibility of 3D chromatin configuration reconstructions 449 incurred by rotation, reflection, and translation alignment, although this has not been an issue in our applications. We term the statistic they use distance differencing: (G s , G t ) can be readily formulated so as to up/down weight inter-bead distances corresponding to domains of the structure. For such versions inference would proceed as previously, weighting carrying over to the permutation scheme. Also ensemble, as opposed to pairwise, comparisons are possible for each statistic wherein multiple structures are compared with some consensus structure/null. Indeed, the formulation given for φ W (G s , G t ) explicitly allows for this via q > 2, while details for φ P (G s ,G t ) are given in Hastie and others (2009) . Minas and others, 2013) can handle a variety of data types and distance measures and offers improved power over Mantel's test in many settings. The precursor RV statistic is developed as a matrix extension of Pearson's correlation:
Generalized RV test. The recently proposed generalized RV test (GRV,
s A where A = (I n − J n /n) with I n the n × n identity matrix and J n the n × n matrix of ones, and similarly for G t G T t , φ R is completely determined by the (Euclidean) distance matrices D s , D t . The GRV simply replaces the underlying Euclidean distances with any distance measure. For our spatial applications, we do not consider non-Euclidean distances.
The relationship of φ R to Mantel's test is detailed in Minas and others (2013) who also detail means for calculating closed-form p-value approximations and the considerable benefits these bestow. They are derived by moment matching the exact null distribution as obtained by using all n! distance matrix row and column permutations to a continuous distribution. In particular, the first three moments of the null are matched to a Pearson type III distribution which has been shown to capture appropriate skewness characteristics. Analytical results enable these moments to be readily computed. However, a critical issue here is that these results pertain to the exact null based on all permutations. So, use of closed-form p-values for φ R requires inclusion of intra-chromosal permutations in contrast to the scheme proposed for φ W and φ D and hence, as for φ P , making questionable exchangeability assumptions.
RESULTS
3D genome reconstructions using interior point algorithms
Using the methods of Duan and others (Section 2.3), we obtained 12 distinct S. cerevisiae genome reconstructions corresponding to differing data inputs (Table 1) . We deliberately focus on assessing reproducibility across structures obtained from differing datasets, as opposed to perturbed constraints, since the latter 450 M. R. SEGAL AND OTHERS constitutes an open-ended range of possibilities, and we have no basis for departing from the original specifications. Further, we also made a point of including some replicate re-runs. Obtaining reconstructions is slow with each requiring a wall-clock time of ∼ 3.0 days on an Intel Xeon 23 running at 3.00 GHz with 32 GB of memory. An additional 4 structures were obtained as linear combinations from among the 12 for illustrative purposes. The inputs examined represent an exhaustive treatment of available S.cerevisiae contact data (http:// noble.gs.washington.edu/proj/yeast-architecture/sup.html). These vary according to (i) RE1 and RE2 (Figure 1 ) choice, there being two possibilities for each and (ii) FDR contact filtering extent with levels 0.01%, 0.1%, or 1.0%, or none. RE1 is used to capture the actual interaction and turn it into circularized DNA, while RE2 makes the plasmid shorter for sequencing. Only select combinations of RE1, RE2, and FDR are provided. In addition, we explored recomputing imputed physical distances (cf. Figure 2 ) so that they reflect data being used for a given reconstruction. The logic is that if it is assumed that FDR filtering at the 0.01% level is required to obtain reliable contact data for reconstruction purposes, then the same filtering ought to pertain to physical distance imputation. The final column of Table 1 gives the number of IPO algorithm iterations until convergence under default criteria. Those datasets for which RE2 is designated as MseI ∪ MspI correspond to combining interaction data for the two designated REs, whereas the dataset for which RE1 is designated as EcoRI ∩ HindIII corresponds to utilizing overlapping interactions. Figure 3 shows snapshots of all reconstructions with panels labeled as per Table 1. Figure 4 shows inter-relationships among the metrics φ D , φ W , φ P , φ R for the ( 16 2 ) = 120 pairwise comparisons of the 16 structures. Agreement between the metrics is strikingly good as indicated by the large absolute correlations. This is not surprising for φ W , φ R in particular, which differ only in the correlation method (Spearman, Pearson, respectively) used, but is notable for φ P with the others. The inverse relationship between φ W , φ R and φ D , φ P simply reflects that closeness for the correlation-based metrics corresponds to large values, whereas closeness for the distance-based metrics (φ D , φ P ) corresponds to small values. Fig. 3 . Differing S.cerevisiae genome reconstructions according to the specifications in Table 1 with panel numbers corresponding to rows therein. Colors correspond to the 16 chromosomes. Centromeres and telomeres are depicted by red dots. Table 2 contains p-values based on 1000 permutations for distance differencing φ D (above the diagonal) and Procrustes distance φ P (below the diagonal; based on permuting coordinates within chromosomes) for the 16 structures examined. Concordances and contrasts with φ W and φ R are described below. 2 that constitute replicate runs. The p-value of 1 obtained for all four metrics means that the two original reconstructions are more similar than any of their 1000 permuted counterparts. Conversely, for the visually dissimilar panels 1 and 7, we obtain a p-value of 0 for φ D and φ W , meaning that the original reconstructions are more dissimilar than any of their 1000 permuted counterparts, whereas a p-value of 1 is obtained for φ P and φ R . Moreover, if we modify φ D and φ W so as to allow inclusion of intra-chromosomal distances in both metric and associated permutation computations, the p-values flip to 1.
Reconstruction reproducibility
This illustrates the key finding: permutation schemes need to exclude intra-chromosomal contributions so as to overcome contiguity constraints. This is impossible for φ P and the closed-form p-value approximations of φ R . The results given for φ P are based on permuting coordinates within chromosomes; if we permute all coordinates, p-values are uniformly 1. This is also the result for φ R when using all distance matrix permutations, as required by the closed-form approximations.
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DISCUSSION
The task of reconstructing 3D genome configurations from CCC contact data is formidable and assessing the accuracy of putative solutions is problematic. This makes gauging the merits of any given reconstruction difficult. In this paper, we have tackled the lesser task of assessing agreement between candidate reconstructions. One of the forefront criticisms of optimization-based reconstruction approaches is their potential to be trapped in local optima due to the high dimensionality of the parameter space (Hu and others, 2013) . Being able to measure agreement between differing solutions, obtained under perturbed data inputs, constraint specifications, starting conditions or even just re-runs for algorithms with stochastic components, provides a means for distinguishing global from local optima.
The reproducibility measures we consider are highly concordant as evidenced by the correlations exhibited in Figure 4 . The distance-based measures utilize inter-bead distances either directly (φ D , φ R ), or after rank transformation (φ W ). An alternate measure used in this setting, the overlap index (Kalhor and others, 2011; Tjong and others, 2010) , instead creates indicators based on dichotomizing distances according to a prescribed threshold, and then determining the extent to which the indicators for the two structures intersect. Aside from this representing a coarse treatment of distances, results will be highly sensitive to the threshold employed. In view of the high metric correlations, the extent to which they produce differing reproducibility p-values can be ascribed to differing permutation schemes. For distance-based approaches, this involves permuting the attendant distance matrices, while, for the Procrustes approach, 3D coordinates are permuted. The former provides a partial finesse: we can overcome concerns about chromosome contiguity simply by evaluating the metrics, and permuted versions thereof, only for between-chromosome interpoint distances. The impact of this finesse was demonstrated by the profound and undesirable p-value shifts that result from including within-chromosome inter-point distances. Efforts at more sophisticated domainlevel control (Paulsen and others, 2013) have been limited to 1D analyses, while model-based approaches to null referent generation (Hu and others, 2013) have been limited to individual chromosomes and so do not permit between-chromosome positioning, critical in assessing genome architecture.
Considerable effort has been invested in assessing reproducibility on the 1D contact level. This has ranged from comparing correlations between contact frequency maps arising from differing RE digests (Duan and others, 2010) , preprocessing steps (Yaffe and Tanay, 2011), and summaries of ensemble components (Kalhor and others, 2011) . In this latter application, an extreme and highly significant correlation resulted (ρ = 0.999) and was used to conclude that the contact maps were highly reproducible. However, a dominant contributor to this measure is the vast number of non-contacting inter-chromosomal loci. This illustrates the importance of assessing structure reproducibility on the 3D level and not just the 1D level.
3D reconstructions also provide added value over 1D analyses in assessing colocalization. Efforts at deriving biological insight from CCC data have naturally focused on colocalization of genomic functional elements and ontological categories, since it is such proximity information that the assays provide. Examples for S. cerevisiae include claimed colocalizations of tRNAs, early origins of DNA replication, chromosomal breakpoints, and numerous transcription factors (Duan and others, 2010; Tjong and others, 2010; Dai and Dai, 2012; Witten and Noble, 2012) . To date all colocalization analyses are based on 1D contacts rather than 3D reconstructions. There are compelling reasons for using the latter. First, structure-based analyses can evaluate whether functional groups are more highly dispersed. This is a problem for contactlevel approaches due to filtering/reliability/missingness of low frequency contacts. Secondly, contact-level approaches are inherently pairwise and thus fail to capture 3D chromatin structure. Identifying functional groups that are significantly colocalized under structural but not contact-based analyses may illuminate facets of chromatin architecture and help address conjectures; for example, the random structure of chromatin after accommodation of landmark tethering in yeast as advanced by Tjong and others (2010) . Of course, these advantages are contingent on obtaining accurate 3D reconstructions. To better investigate questions of accuracy and reproducibility of inferred genome architectures from CCC assays, it is necessary that reconstruction algorithms be fast and stable-improving these aspects is the subject of ongoing work.
