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Abstract
In this paper, we address the following problem due to Frankl and Fu¨redi
(1984). What is the maximum number of hyperedges in an r-uniform hy-
pergraph with n vertices, such that every set of r + 1 vertices contains 0 or
exactly 2 hyperedges? They solved this problem for r = 3. For r = 4, a
partial solution is given by Gunderson and Semeraro (2017) when n = q + 1
for some prime power number q ≡ 3 (mod 4). Assuming the existence of
skew-symmetric conference matrices for every order divisible by 4, we give a
solution for n ≡ 0 (mod 4) and for n ≡ 3 (mod 4).
Keywords: Tournaments, Uniform hypergraphs, Skew-conference matrices.
1. Introduction
One of the most important problems in extremal combinatorics is to de-
termine the largest or the smallest possible number of copies of a given object
in a finite combinatorial structure. In the first part of this work, we address
this problem in the case of tournaments. Throughout this paper, we mean
by an n-tournament, a tournament with n vertices. It is easy to see that, up
to isomorphism, there are four distinct 4-tournaments. The two that contain
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a single 3-cycle are called diamonds. They consist of a vertex dominating
or dominated by a 3-cycle. The class of tournaments without diamonds
was characterized by Moon [13]. These tournaments appear in the litera-
ture under the names local orders [6], locally transitive tournaments [11] or
vortex-free tournaments [10]. Curiously, there is little work on the number
δT of diamonds in an n−tournament. To our knowledge, the only papers
dealing with this problem are those of Bouchaala [3] and Bouchaala et al.
[4]. Recently, Bondy [2] asked for the maximum number of diamonds in an
n-tournament. To attack this problem, we will use a relation between the
number δT of diamonds in a tournament T and the coefficients of its Seidel
adjacency matrix. Recall that the adjacency matrix of a tournament T with
n vertices v1, . . . , vn is the n × n matrix A = (ai,j) in which ai,j is 1 if vi
dominates vj and 0 otherwise. The Seidel adjacency matrix of a tournament
T is S = A− AT where AT is the transpose of A. Our first result is stated
as follows.
Theorem 1. Let T be an n-tournament and S its Seidel adjacency matrix.
Then we have the following:
1. If n is even, then δT ≤ 196n2(n− 1)(n− 2). Moreover, equality holds if
and only if n ≡ 0 (mod 4) and S is a skew-conference matrix.
2. If n is odd, then δT ≤ 196n (n− 1) (n− 3) (n + 1). Moreover, equality
holds if and only if n ≡ 3 (mod 4) and S is obtained by deleting a row
and the corresponding column from a skew-conference matrix.
Bondy’s problem is related to the following particular case of a problem
raised by Frankl and Fu¨redi [7]. What is the maximum number of hyperedges
of an 4-uniform hypergraph in which every 5 vertices contains 0 or exactly 2
hyperedges? We call such hypergraphs, FF4-hypergraph. To construct FF4-
hypergraphs, we can use Baber’s construction [1]. Baber associates with
each tournament T = (V,A), the 4-uniform hypergraph HT on V whose
hyperedges correspond to subsets of V which induce a diamond in T . This
hypergraph is an FF4-hypergraph because every 5-tournament contains 0 or
2 diamonds. Gunderson and Semeraro [9] showed that an FF4-hypergraph
with n vertices has at most 1
96
n2(n − 1)(n− 2) hyperedges. Moreover, they
proved that this bound is reached if n = q+1 for some prime power number
q ≡ 3 (mod 4). To prove this, they considered the FF4-hypergraph HT ∗(q)
where T ∗(q) is the tournament obtained form the Paley tournament T (q) on
q vertices by adding a new vertex which dominates every vertex of T (q). The
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fact that the FF4-hypergraph HT ∗(q) has exactly 196n2(n−1)(n−2) hyperedges
follows from Theorem 11 and 19 of [9]. The Seidel adjacency matrix of T ∗(q)
is a skew-conference matrix. This is obtained via Paley construction [14].
The second part of this paper is devoted to Frankl-Fu¨redi problem. As we
have mentioned above, a partial solution of this problem is obtained in [9].
More precisely, the following result is a particular case of [9, Proposition 14].
Proposition 2. The number e(H) of hyperedges in an FF4-hypergraph H
with n vertices is at most 1
96
n2(n − 1)(n − 2). Moreover, if n ≡ 0 (mod 4),
the equality holds if and only if H is such that every set of 3 vertices occurs
in exactly n
4
hyperedges.
For n ≡ 3 (mod 4), we obtain the following.
Proposition 3. The number e(H) of hyperedges in an FF4-hypergraph H
with n = 4t+ 3 vertices is at most 1
96
n (n− 1) (n− 3) (n + 1).
In the last section, we discuss the existence of FF4-hypergraphs for which
the equality holds in Propositions 1 and 3.
2. Maximum number of diamonds in tournaments
In this section, we will prove our first main result. We start with the
following lemma, which gives a relation between the number of diamonds in
an n-tournament and the sum of principal minors of order 4 of its associated
Seidel adjacency matrix.
Lemma 4. Let T be an n-tournament with n vertices and S its Seidel ad-
jacency matrix. Then the sum of all 4 × 4 principal minors of S is equal to
8 · δT +
(
n
4
)
.
Proof. We can check that the determinant of the Seidel adjacency matrix of
a 4-tournament is 9 if it is a diamond and 1 otherwise. Moreover, the number
of all 4× 4 principal minors of S is (n
4
)
. It follows that the sum of all 4× 4
principal minors of S is equal to 9 · δT + (
(
n
4
)− δT ) = 8 · δT + (n4).
Let M be an n × n complex matrix and PM(x) = det(xI −M) = xn +
σ1x
n−1 + σ2x
n−2 + · · ·+ σn−1x+ σn its characteristic polynomial, then
σk = (−1)k
∑
(all k × k principal minors) (1)
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Consider now the n complex eigenvalues α1, α2, . . . , αn of M , and denote
by sk the k
th symmetric function of the eigenvalues α1, α2, . . . , αn of M , that
is sk =
∑
1≤i1<i2<···<ik≤n
αi1αi2 . . . αik . Then, we have
sk = (−1)kσk
In particular :
1. s1 = trace(M) = α1 + α2 + · · ·+ αn = −σ1;
2. sn = det(M) = α1α2 . . . αn = (−1)nσn.
When M is a real skew-symmetric matrix, its nonzero eigenvalues are all
purely imaginary and come in complex conjugate pairs ±iλ1, . . . ,±iλk, where
λ1, . . . , λk are real positive numbers. Then the characteristic polynomial of
M has the form
PM(x) = x
l(x2 + λ21)(x
2 + λ22) · · · (x2 + λ2k)
where l + 2k = n.
Assume now that M is skew-symmetric and all its off-diagonal entries are
from the set {−1, 1}. Such matrix is sometimes known as a skew-symmetric
Seidel matrix. By using [12, Proposition 1], det(S) = 0 if and only if n is
odd. Then, if n is even, l = 0 and
PM(x) = (x
2 + λ21)(x
2 + λ22) · · · (x2 + λ2n/2)
If n is odd, then by using [12, Proposition 1] again, any (n − 1) × (n − 1)-
principal minor is nonzero and thus, the multiplicity of the eigenvalue 0 is 1.
It follows that
PM(x) = x(x
2 + λ21)(x
2 + λ22) · · · (x2 + λ2(n−1)/2)
To prove Theorem 1, we need the following proposition.
Proposition 5. Let S be a skew-symmetric Seidel matrix and let PS(x) =
xn+σ2x
n−2+σ4x
n−4+ · · ·+σn−2x2+σn its characteristic polynomial. Then
we have the following assertions:
1. σ2 =
n(n−1)
2
;
2. If n is even, then σ4 ≤ 18n(n − 1)2(n − 2), with equality if and only if
PS(x) = (x
2 + (n− 1))n2 ;
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3. If n is odd, then σ4 ≤ 18n2 (n− 1) (n− 3), with equality if and only if
PS(x) = x(x
2 + n)
n−1
2 .
The proof of this proposition is based on the well known Maclaurin’s
inequality.
Lemma 6. Let a1, a2, ..., al be positive real numbers, and for k = 1, 2, ..., l
define the averages Sk as follows:
Sk =
sk(
l
k
)
Then
S1 ≥
√
S2 ≥ 3
√
S3 ≥ · · · ≥ l
√
Sl
with equality if and only if a1 = · · · = al.
Proof of Proposition 5. The first assertion follows from equality (1)
and the fact that all of the principal minors of order 2 are equal to 1.
To prove the second and third assertions, let m be the integer part of n
2
and ±iλ1, . . . ,±iλm the nonzero eigenvalues of S.
As we have seen above
PS(x) =
{
(x2 + λ21)(x
2 + λ22) · · · (x2 + λ2m) if n is even
x(x2 + λ21)(x
2 + λ22) · · · (x2 + λ2m) if n is odd
By developing these products and identifying the coefficients of the obtained
polynomials with those of xn + σ2x
n−2 + σ4x
n−4 + · · ·+ σn−2x2 + σn, we get
σ2 =
∑
1≤i≤m λi
2 and σ4 =
∑
1≤i<j≤m λi
2λj
2.
Now, applying Maclaurin’s inequality to λ21, λ
2
2, . . . , λ
2
m, for k = 2, we
obtain
(
∑
1≤i<j≤m λi
2λj
2)(
m
2
) ≤ ( 1
m
∑
1≤i≤m
λ2i
)2
(2)
It follows that σ4 ≤ m−12m σ22 and hence, by assertion 1, σ4 ≤ (m−1)n
2(n−1)2
8m
We conclude that
σ4 ≤
{
1
8
n(n− 1)2(n− 2) if n is even
1
8
n2 (n− 1) (n− 3) if n is odd (3)
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Moreover, equality holds in 2 and hence in 3, if and only if λ21 = λ
2
2 =
. . . = λ2m =
σ2
2
.
It follows that if n is even, then σ4 =
1
8
n(n − 1)2(n − 2) if and only if
PS(x) = (x
2 + (n− 1))n2 and if n is odd, then σ4 = 18n(n− 1)2(n− 2) if and
only if PS(x) = x(x
2 + n)
n−1
2 .
Theorem 1 is a direct consequence of Proposition 5 and the following
proposition.
Proposition 7. Let S be a skew-symmetric Seidel matrix of order n. The
following assertions hold
1. If n ≡ 0 (mod 4), then PS(x) = (x2 + (n − 1))n2 if and only if S is a
skew-conference matrix.
2. If n ≡ 3 (mod 4), then PS(x) = x(x2+n)n−12 if and only if S is obtained
by deleting a row and column from a skew-conference matrix of order
n+ 1.
The proof of this proposition is contained implicitly in [8]. It is based on
the following results.
Theorem 8. (Cauchy Interlace Theorem) Let A be a Hermitian matrix
of order n with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn−1 ≥ λn. Let B be a principal
submatrix of A of order n − 1 with eigenvlaues µ1 ≥ µ2 ≥ · · · ≥ µn−1.Then
λ1 ≥ µ1 ≥ λ2 ≥ · · · ≥ λn−1 ≥ µn−1 ≥ λn.
Lemma 9. [8] Let S be a skew-symmetric Seidel matrix of order n ≡ 3
(mod 4) with characteristic polynomial PS(x) = x(x
2 + n)
n−1
2 . Then there
exists a vector v with entries from {−1, 1} such that the characteristic poly-
nomial of the matrix
(
S v
−vT 0
)
is (x2 + n)
n+1
2 .
Proof of Proposition 7. Observe that iS is a Hermitian matrix and so
is diagonalizable with real eigenvalues.
Assume that n ≡ 0 (mod 4) and PS(x) = (x2+(n−1))n2 . Then PiS(x) =
(x2− (n− 1))n2 . It follows that the minimal polynomial of iS is x2 − (n− 1)
and hence S2 + (n− 1)In = 0, where In is the n× n identity matrix. Thus,
S is a skew-symmetric conference matrix. The converse is trivial.
To prove the second assertion, assume that n ≡ 3 (mod 4) and PS(x) =
x(x2+n)
n−1
2 . By Lemma 9, there exists a vector v with entries from {−1, 1},
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such that the characteristic polynomial of the matrix Ŝ =
(
S v
−vT 0
)
is
(x2+n)
n+1
2 . By the first assertion, Ŝ is a skew-conference matrix. Conversely,
suppose that S is obtained by deleting a row and the corresponding column
from a skew-conference matrix Ŝ of order n + 1. The eigenvalues of iŜ are
λ1 = λ2 = · · · = λ(n+1)/2 =
√
n, and λ(n+3)/2 = · · · = λn+1 = −
√
n. By
Theorem 8 and since 0 is an eigenvalue of iS, the eigenvalues of iS are
µ1 = µ2 = · · · = µ(n−1)/2 =
√
n, µ(n+1)/2 = 0, µ(n+3)/2 = · · · = µn = −
√
n. It
follows that PS(x) = x(x
2 + n)
n−1
2 .
3. Partial solution to Frankl-Fu¨redi problem
In their work [9], Gunderson and Semeraro obtained the maximum num-
ber possible of hyperedges in an r-uniform hypergraph H of order n, with
the property that every set of r + 1 vertices contains at most 2 hyperedges.
More precisely, for such hypergraph, they proved that e(H) ≤ n
r2
(
n
r−1
)
, with
equality if and only if every set of (r − 1) vertices occurs in exactly n/r
hyperedges. Remark that Proposition 2 corresponds to the case r = 4.
In order to prove our second main result, we need the following combina-
torial lemma. Its proof is similar to that of [15, Lemma 1].
Lemma 10. Suppose that s and p are positive integers. Write s = pk + h,
for some integers k and h, 0 ≤ h < p.
Let Γ =
{
(x1, . . . , xp) : x1 ≤ · · · ≤ xp, xi ∈ N, 1 ≤ i ≤ p,
p∑
i=1
xi = s
}
Then
min
{
p∑
i=1
x2i : (x1, . . . , xp) ∈ Γ
}
= h(k + 1)2 + (p− h)k2
Moreover, for (x1, . . . , xp) ∈ Γ, we have
p∑
i=1
x2i = h(k + 1)
2 + (p− h)k2 if and
only xi ∈ {k, k + 1} for i = 1, . . . , p.
Proof of Proposition 3. Let C1, . . . , C(n3)
be the family of all 3-sets of
vertices and for each i ≤ (n
3
)
, let ai be the number of hyperedges of H
containing Ci. By double counting, we have
(n3)∑
i=1
ai = 4e(H).
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Let us write 4e(H) = (n
3
)
k + h where k and h are integers and 0 ≤ h <(
n
3
)
.
By Proposition 2, we have e(H) ≤ 1
96
n2(n− 1)(n− 2).
Then
k ≤ 4e(H)(n
3
)
≤
4
96
n2(n− 1)(n− 2)(
n
3
)
=
1
4
n = t+
3
4
Hence k ≤ t.
If k ≤ t− 1 then 4e(H) ≤ (n−3
4
− 1)(n
3
)
+
(
n
3
)
.
It follows that
e(H) ≤ 1
96
n (n− 3) (n− 1) (n− 2)
≤ 1
96
n (n− 1) (n− 3) (n+ 1)
Assume now that k = t, then h = 4e(H) − (n
3
)
t. Hence, by applying
Lemma 10, we get
(n3)∑
i=1
a2i ≥ h (t+ 1)2 +
((
n
3
)
− h
)
t2
By substitution, we get
(n3)∑
i=1
a2i ≥ (2n− 2) e(H)−
1
96
n (n− 1) (n− 2) (n− 3) (n+ 1) (4)
We consider the set
F = {(A,B) | |A| = |B| = 4, |A ∩ B| = 3, A ∈ H and B /∈ H}
This set is a disjoint union of the following sets
Fi = {(A,B) | |A| = |B| = 4, A ∩B = Ci, A ∈ H and B /∈ H}
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Using the proof of in [9, Proposition 14], we get
|F| ≥ 3(n− 4)e(H)
and
(n3)∑
i=1
|Fi| = 4(n− 3)e(H)−
(n3)∑
i=1
a2i
It follows that
3(n− 4)e(H) ≤ 4(n− 3)e(H)−
(n3)∑
i=1
a2i
Hence, by inequality 4, we get
3(n− 4)e(H) ≤ 4(n− 3)e(H)−
(n3)∑
i=1
a2i
≤ (2n− 10) e(H) + 1
96
n (n− 1) (n− 2) (n− 3) (n+ 1)
Then
e(H) ≤ 1
96
n (n− 1) (n− 3) (n+ 1)
4. Concluding remarks
For an integer t ≥ 1, a t − (n, k, λ) design is an ordered pair D =(V,B)
where V is a set of size n and B is a collection of k-subsets of V called blocks,
such that every t-subset of V is contained in exactly λ blocks.
Recall the following well-known result about designs.
Theorem 11. Let D = (V,B) be a t− (n, k, λ) design. Then
1. |B| = λ
(
n
t
)(
k
t
) .
2. For s = 1, · · · , t, every s-subset of V is contained in exactly λ
(
n−s
t−s
)(
k−s
t−s
)
blocks.
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Semeraro and Gunderson [9] raised the following question. For which
natural numbers n ≡ 0 (mod 4) does there exist a 3 − (n, 4, n
4
) design with
the property that every set of 5 vertices contains either 0 or 2 hyperedges?
We call such design an FF4-design. Following the definition of a design, the
equality in Proposition 2 holds if and only if H is an FF4-design.
Remark 12. By Theorem 1, an FF4-design of order n ≡ 0 (mod 4) can be
obtained via Baber’s construction from a skew-conference matrix of the same
order.
Let n ≡ 3 (mod 4) and assume that there is an FF4-design H with n+1
vertices. Let x be an arbitrary vertex of H. By using assertion 2 of Theorem
11, for s = 1, it is easy to see that the FF4-hypergraph H−{x} has n vertices
and 1
96
n (n− 3) (n− 1) (n+ 1) hyperedges. Then, the bound in Proposition
3 is reached. The upper bound in other cases seems to be difficult to find.
Remark 13. By applying the second assertion of Theorem 11, and using the
inclusion-exclusion principle, we obtain the following
1. Let n ≡ 2 (mod 4), by removing two vertices from an FF4-design of
order n+2, we obtain an FF4-hypergraph with n vertices and
1
96
n(n−
3)(n+ 2)(n− 2) hyperedges.
2. Let n ≡ 1 (mod 4), by removing two vertices from an FF4-design of
order n + 3, we obtain an FF4-hypergraph with n vertices and
1
96
(n −
1)(n− 2)(n− 3)(n+ 3) hyperedges.
Based on the previous remark, we may state the following conjecture.
Conjecture 14. Let H be an FF4-hypergraph with n vertices
1. if n ≡ 2 (mod 4) then H has at most 1
96
n (n− 3) (n + 2) (n− 2) hyper-
edges.
2. if n ≡ 1 (mod 4) then H has at most 1
96
(n− 1) (n− 2) (n− 3) (n+ 3)
hyperedges.
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