Modelling cause and effect relationships has been a major challenge for statisticians in a wide range of application areas.
Introduction to Bayesian Networks
Bayesian Networks (BN) implement a graphical model structure known as a directed acyclic graph (DAG) that is popular in Statistics, Machine Learning and Artificial Intelligence. BN are both mathematically rigorous and intuitively understandable. They enable an effective representation and computation of the joint probability distribution over a set of random variables (Pearl 8 ). The structure of a DAG is defined by two sets: the set of nodes and the set of directed edges. The nodes represent random variables and are drawn as circles labelled by the variables names. The edges represent direct dependencies among the variables and are represented by arrows between nodes. In particular, an edge from node Xi to node Xj represents a statistical dependence between the corresponding variables. Thus, an arrow indicates that a value taken by variable Xj depends on the value taken by variable Xi. A BN reflects a simple conditional independence statement, namely that each variable is independent of its non-descendants in the graph given the state of its parents. This property is used to reduce, sometimes significantly, the number of parameters that are required to characterize the joint probability distribution (JPD) of the variables. This reduction provides an efficient way to compute the posterior probabilities given the evidence present in the data (Pearl 8 , Jensen 9 , Ben Gal 10 , Koski 11 , Kenett 12, 6 ). In addition to the DAG structure, which is often considered as the "qualitative" part of the model, one needs to specify the "quantitative" parameters of the model. These parameters are described by applying the Markov property, where the conditional probability distribution (CPD) at each node depends only on its parents. For discrete random variables, this conditional probability is often represented by a table, listing the local probability that a child node takes on each of the feasible values -for each combination of values of its parents. The joint distribution of a collection of variables can be determined uniquely by these local conditional probability tables (CPT). In learning the network structure, one can include white lists of forced causality links imposed by expert opinion and black lists of links that are not to be included in the network, again using inputs from content experts. Examples of Bayesian Networks are provided next.
The Case Studies
This section presents applications of Bayesian Networks to: 1) management efficiency (Kenett 1 ), 2) web site usability (Kenett 2 ), 3) operational risks (Kenett 3 ), 4) biotechnology (Peterson 4 ), 5) customer satisfaction surveys (Kenett 5 ), 6) healthcare systems (Kenett 6 ) and 7) testing of web services (Bai 7 ). The range of applications is designed to demonstrate the wide applicability of Bayesian Networks and their central role in statistical inference and modelling. The examples will focus on the diagnostic and predictive properties. Section 3 presents various methodological and theoretical aspects of Bayesian Networks.
Management: The Statistical Efficiency Conjecture
This case study is focused on demonstrating the impact of statistical methods on process and product improvements and therefore on the competitive position of organizations. It describes a systematic approach to the evaluation of benefits from process improvement and quality by design that can be implemented within and across organizations. The different approaches to the management of industrial organizations can be summarized and classified using a four steps Quality Ladder (Kenett 1 ). The four approaches are 1) Fire Fighting, 2) Inspection, 3) Process Control and 4) Quality by Design and Strategic management. To each management approach corresponds a particular set of statistical methods and the quality ladder maps management approach with corresponding statistical methods. Managers involved in reactive fire fighting need to be exposed to basic statistical thinking. Managers attempting to contain quality and inefficiency problems through inspection and 100% control can have their tasks alleviated by implementing sampling techniques. More proactive managers investing in process control and process improvement are well aware of the advantages of control chart and process control procedures. At the top of the quality ladder is the quality by design approach where up front investments are secured in order to run experiments designed to impact product and process specifications. At that level, reliability engineering is performed routinely and reliability estimates are compared to field returns data in order to monitor the actual performance of products and improve the organizations' predictive capability.
Efficient implementation of statistical methods requires a proper match between management approach and statistical tools. This case study demonstrates, with 19 examples, the benefits achieved by organizations from process and quality improvements. The underlying theory behind the approach is that organizations that increase the maturity of their management system, moving from fire fighting to quality by design, are experiencing increased benefits and significant improvements in their competitive position. Kenett 1 derive a measure of practical statistical efficiency (PSE) to assess the impact of problem solving initiatives.
As organizations move up the Quality Ladder, more useful data is collected, more significant projects get solved and solutions developed locally get replicated throughout the organization. We show, with data, that increasing an organization's maturity by going up the Quality Ladder results in higher PSE and increased benefits are experienced. The data consists of 21 projects conducted in companies of various size and type of activity. Figure 1a presents a Bayesian Network of the collected data. From this figure we note that, overall in the sample, 11% experienced very high PSE and 54% very low and low PSE. Figure 1b presents the fitted data, conditioned on a company being located at the highest Quality by Design maturity level. In this group, 50% have very low or low PSE and 17% very high PSE. In the companies at the Inspection maturity level, only 8% experienced very high PSE. These are only initial indications of such possible relationships and more data, under better control, needs to be collected to validate such patterns. We labeled this finding "The Statistical Efficiency Conjecture", i.e. companies higher up on the Quality Ladder experience higher efficiencies in problem solving with statistical and anaytical methods. 
Web Usability: Handling Big Data
The goal of web usability diagnostics is to identify, for each site page, design deficiencies that hamper a positive navigation experience. To understand the user experience we need to compare the user activity to the user expectation. Both are not available from the server log file, but can be estimated by appropriate processing. A system flagging possible usability design deficiencies requires a statistical model of server log data. How can we tell whether visitors encounter difficulty in exploring a particular page, and if so, what are the causes for this experience? We assume that the site visitors are task driven, but we do not know if the visitors' goals are related to a specific website. It may be that the visitors are simply exploring the site, or that they follow a procedure to accomplish a task. Yet, their behaviours reflect their perceptions of the site contents, and estimates of their effort in subsequent site investigation. Server logs provide time stamps for all hits, including those of page html text files, but also of image files and scripts used for the page display.
The time stamps of the additional files enable us to estimate three important time intervals: 1. The time the visitors wait until the beginning of the file download, is used as a measure of page responsiveness 2. The download time, is used as a measure of page performance 3. The time from download completion to the visitor's request for the next page, in which the visitor reads the page content, but also does other things, some of them unrelated to the page content.
The challenge is to decide, based on statistics of these time intervals, whether the visitors feel comfortable during the site navigation; when do they feel that they wait too long for the page download, and how do they feel about what they see on screen. To enable statistical analysis, we need to consider how the download time depends on the exit behavior. More generally we construct a Bayesian Network derived from analysis of web log analyzers (see Figure 2) . The network variables include page size, seeking time, download time and other statistics characterizing the web surfer's experience. We can use the network for predicting posterior probabilities after conditioning on variables affecting others or, in a diagnostic capacity, by conditioning on end result variables.
Figure 2: Bayesian Network of weblog data

ICT Operational Risks: Sensitivity Analysis of a Bayesian Network
In information and communication technology (ICT) operational risk analysis, different data sets are typically merged. Examples of such data sources include CRM call centre data, financial data from companies and log data utilized to monitor the provisioning of IT services (Kenett 3 ). This case study is based on a firm marketing and operating telecommunication equipment in small, medium and large enterprises. The company records data such as "Last Boot and Cause", "Alarms", "System and Restarts", and "Problem description". The data we analyse consists of 4703 problems that occurred to a client. The ordinal target variables is the "Severity" of loss due to the reported problem. In this case study we use of prior knowledge to set some constraints over the causal variables and new arcs are learned by E-M algorithm (Heckerman 13 ). Figure 3 presents the Bayesian Network (BN) for this case study. On the basis of this BN, a sensitivity analysis was performed using statistically designed experiments (Cornalba 14 ). Basically, we set up a variety of conditioning scenarios (i=1,…,120) using a full factorial experimental array. From a given BN one can generate simulated outcomes (we used 1000 runs). Empirical goodness of fit (GoF) of a BN model is computed using a distance measure between the simulated data and the real data. Among the various possible distance measures, we use a classification error defined as:
where I is the indicator function of the subset of severities, s, of the set X and is defined as: The BN structure sensitivity presented in Figure 4 is dependent on the number of smart phones and lines, and their interaction or conditional dependence.
Biotechnology: An Example of Tracking Performance over Time
In this case study derived from Peterson 4 we consider 4 bioreactors operating in parallel for 4 weeks. Several amino acids in the medium composition are tracked periodically. These include: Taurine, Aspartic acid, Hydroxyproline, Threonine, Serine, Asparagine, Glutamic acid, Glutamine Proline, Glycine, Alanine, Valine, Cystine, Methionine, Isoleucine, Leucine, Tyrosine, Phenylalanine, Ornithine, Lysine, Histidine and Arginine. The control parameters include: IGF and levels of two control factors, A and B. The target variables consist of: Volumetric productivity, Ps, Titer, Max Cell and Diamid%. This example demonstrates the application of Bayesian Networks to analyse data collected over time. The goal is to generate insights on the behavior of the bioreactors for improved operation and monitoring. If we better understand how the control factors affect the target response variables we will know how to optimize the process and generate early warning signals during production for midcourse corrections. Figure 5 presents Bayesian Networks conditioned on the first (5a, left) and last stage of operation (5b, right). Each node represents a discretized variable. Some are naturally discrete such as the bioreactor number or the week of operation labeled "Stage". The network has been automatically learned from the data, without any outside intervention using the Greedy Thick Thinning algorithm. One can see that the variable "Stage" is affecting the composition of many of the amino acids. The discretized values are presented as ordinal categories with blue and purple standing, respectively, for the lowest and highest categories. As an example, on the left panel of Figure 5 we can see that, according to the BN model, at Stage I the highest compositions of Isoleucine, Alanine and Arginine correspond to 63%, 12% and 62% respectively. As we move to Stage IV (right panel), these numbers become, respectively, 13%, 25%, 12% with a dramatic drop in high values of Isoleucine and Arginine and an increase of 100% in the high values of Alanine. This example shows how a Bayesian Network can be used to predict an outcome when a process is set at a certain level of parameters or diagnose what can cause a result we want to prevent or duplicate. 
Customer Surveys: Analysis of Ordinal Data
Self declared or interview based surveys are a prime research tool in many application areas such as social science research, risk management and customer satisfaction tracking. In such surveys, target individuals are requested to fill in questionnaires which can have five or over one hundred questions (Kenett 5 ). Take for example an Annual Customer Satisfaction Survey directed at customers of an electronic product distributed world wide. The survey is assessing satisfaction levels of customers from different features of the product and related services. The questionnaire is composed of 81 questions including demographics and overall satisfaction from the company. An important output of the survey is to find out which aspects of the product and services influence overall satisfaction, recommendation level and repurchasing intentions. Network has been applied to data collected from 266 companies (customers) participating in an Annual Customer Satisfaction Survey. As described above, the data refers to responses to a questionnaire composed of 81 questions. The data is analyzed with a basic Bayesian Network implemented in the GeNIe version 2.0 software and presented in Figure 6 . On the basis of the network, we can perform various diagnostic checks. For example we can compute distribution of responses to various questions for customers who indicated that they are very likely to recommend the product to others. Such an analysis allows to profile loyal customers and design early warning indicators that predict customer dissatisfaction. 
Healthcare Systems: A Decision Support System Case Study
Health care organizations understand the importance of risk management as a key element to improve service deliveries and patient outcomes. This however requires that clinical and operational risks are quantified and managed. A risk assessment involves two elements that are a probability or frequency with which an event might take place and an assessment of impact severity or consequences from such events. Physicians usually want to evaluate and to forecast adverse events that may provoke morbidity, mortality or a longer hospital stay for a patient; moreover, they want to quantify patient's risk profile. The latter is the assessment of patient's medical parameters by using probability distributions, given patient's status and prior domain knowledge. Physicians typically summarize risk probability distributions through a percentile and decide acceptability of risks. Detection of unacceptable risks and the resulting risk mitigation analysis completes the risk management process. At an upper level of a health care organization economic losses and costs due to adverse events are evaluated, mainly to choose convenient forms of insurance; furthermore, for better governance it is useful to understand risk levels and how each risk contributes to economic losses.
When data is scarce, the experience of physicians often offers a good source of information. Bayesian methodology can be used for the estimation of operational and clinical risk profiles. The approach that is described in this section includes an example involving health care of End Stage Renal Disease (ESRD). The main goal is to support nephrologist and risk managers who have to manage operational and clinical risk in health care (Kenett 6 ). Many statistical models applied to risk management estimate only risks without consideration for decision making. Decisions models have to be considered in order to realize a fully integrated risk management process. The integration between risk estimations and decision making can be achieved with Bayesian Networks.
Given medical parameters, X 1 , . . . , X n , physicians want to estimate both mortality and hospitalization risk of a patient and the failure risks of a device. In the ESRD case, more than one target variable is analyzed under the hypothesis that X 1 , . . . , X j (j ≤ n) are positive dependent, with targets, and the combinations (X i , X k ), where X 1 , . . . , X≤ j ≤ n, i  k, are either positive dependent or independent. Dependencies and independence between variables are typically determined in medicine through scientific studies and clinical research. In general, unknown dependency can be extracted from data using data mining techniques and statistical models. Different sources of knowledge such as subjective information (e.g. expert opinions of nephrologists, knowledge from literature) and data can be integrated with a Bayesian Network (BN). In our case, a BN offers several advantages: 1) the method allows to easily combine prior probability distributions, 2) the complexity of the ESRD domain and the relationships among medical parameters can be intuitively represented with graphs and, 3) utility or loss functions can be included in the model. The complex domain of ESRD is represented by a BN with 34 variables used to describe dialysis. Each variable beeing classified into one group of causes, such as Dialysis Quality Indexes = {Dialysis adequacy (Kt/V), PTH pg/ml, Serum albumin g/dl} and HD Department Performances = {Serum phosphorus PO 4 mg/dl, Potassium mEq/l, Serum calcium mg/dl}.
From the BN one can derive that the most important adverse event is due to an incorrect dose of erythropoietin administered to the j-th patient. Moreover, it is possible to explore also marginal posterior probability distributions of the target variables. For example, during the first update both of therapeutic protocol and data collection, the mortality risk of the j-th patients increases (the probability distribution shifts to right). To restore the correct risk profile, the nephrologist can add a dose of erytropoietin. To complete the risk management process, physicians have to make decision either on patient's treatment or device's substitution. This decision problem can be represented by an influence diagram (ID). Analyzing the most important causes and the consequence of each action, it is possible to assess each scenario and prioritize actions that should be taken for the j-th patient. With the approach presented in this section the physician can recommend the best treatment (for more on this topic see Kenett 6 and references therein).
System Testing: Risk Based Group Testing
Testing is necessary to ensure the quality of web services that are loosely coupled, dynamic bound and integrated through standard protocols. Exhaustive testing of web services is usually impossible due to the unavailable source code, diversified user requirements and the large number of service combinations delivered by the open platform. The case study outlines a risk-based approach for selecting and prioritizing test cases to test service-based systems. We specially address the problem in the context of semantic web services. Semantic web services introduce semantics to service integration and interoperation, using ontology models and specifications like OWL-S. In this example we analyze the semantic structure from various perspectives such as ontology dependency, ontology usage and service workflow to identify the factors that contribute to the risks of the services. Risks are assessed for ontologies from two aspects: ontology failure probability and importance. These are measured and predicted using Bayesian Network analysis techniques that are based on the semantic models. With this approach, test cases are associated to the semantic features and scheduled based on the risks of their target features. As a statistical testing technique, the proposed approach aims to detect, as early as possible, the problems with highest impact on the users. For more details on this application of Bayesian Networks see Kenett 3 and Bai 7 .
Properties of Bayesian Networks
Parameter Learning
In order to fully specify the Bayesian Network (BN) and thus fully represent the joint probability distribution, it is necessary to specify for each node X the probability distribution for X conditional upon X's parents. The distribution of X conditional upon its parents may have any form. Sometimes only constraints on a distribution are known; one can then use the principle of maximum entropy to determine a single distribution, the one with the greatest entropy given the constraints (Ben Gal 10 ). Often these conditional distributions include parameters which are unknown and must be estimated from data, sometimes using the maximum likelihood approach. Direct maximization of the likelihood (or of the posterior probability) is often complex when there are unobserved variables. A classical approach to this problem is the expectation-maximization (E-M) algorithm which alternates computing expected values of the unobserved variables conditional on observed data, with maximizing the complete likelihood (or posterior) assuming that previously computed expected values are correct. Under mild regularity conditions this process converges on maximum likelihood (or maximum posterior) values for parameters (Heckerman 13 ). A more fully Bayesian approach to parameters is to treat parameters as additional unobserved variables and to compute a full posterior distribution over all nodes conditional upon observed data, then to integrate out the parameters. This approach can be expensive and lead to large dimension models, so in practice classical parameter-setting approaches are more common.
The general problem of computing posterior probabilities in Bayesian networks is NP-hard (Cooper 15 ). However, efficient algorithms are often possible for particular applications by exploiting problem structures. It is well understood that the key to the materialization of such a possibility is to make use of conditional independence and work with factorizations of joint probabilities rather than joint probabilities themselves. Different exact approaches can be characterized in terms of their choices of factorizations.
Structure Learning
Bayesian Network (BN) can be specified by expert knowledge (white lists and black lists) or network structure and the parameters of the local distributions must be learned from data, or both. Learning the graph structure of a BN is based on the distinction between the three possible types of adjacent triplets allowed in a directed acyclic graph (DAG). An alternative method of structural learning uses optimization based search. It requires a scoring function and a search strategy. A common scoring function is posterior probability of the structure given the training data. The time requirement of an exhaustive search returning back a structure that maximizes the score is superexponential in the number of variables. A local search strategy makes incremental changes aimed at improving the score of the structure. A global search algorithm like Markov chain Monte Carlo can avoid getting trapped in local minima. The R bnlearn application invokes several possible algorithms for learning the network structure. For more on BN structure learning see Gruber 16 .
Causality and Bayesian Networks
Research questions motivating many scientific studies are causal in nature. Causal questions arise in medicine (e.g., treatment of diseases), management (e.g., the effects of management style on problem solving efficiencies), risk management (e.g., causes of risk events), customer satisfaction (e.g., drivers of customer satisfaction), and many other fields. Causal inference is used to measure effects from experimental and observational data. The concept of potential outcomes is present in the work on randomized experiments by Fisher and Neyman in the 1920s and was then extended by Rubin in the 1970s to non-randomized studies and different modes of inference. The framework has two key parts. First, causal effects are viewed as comparisons of potential outcomes, each corresponding to a level of the treatment and each observable, had the treatment taken on the corresponding level with at most one outcome actually observed, the one corresponding to the treatment level realized. Second, the assignment mechanism is explicitly defined as a probability model for how units receive the different treatment levels. In this perspective, a causal inference problem is thus viewed as a problem of missing data, where the assignment mechanism is explicitly modeled as a process for revealing the observed data. The assumptions on the assignment mechanism are crucial for identifying and deriving methods to estimate causal effects.
In 17 .
Looking at how statistical models are used in different scientific disciplines for the purpose of theory building and testing, one finds a range of perceptions regarding the relationship between causal explanation and empirical prediction (Shmueli 18 ). Basically, unbiased estimation of parameters providing proper causal explanations does not imply good predictive power with minimal prediction error. In many scientific fields such as economics, psychology, environmental science and education, statistical models are used almost exclusively for causal explanation, and models that possess high explanatory power are often assumed to inherently possess predictive power. In fields such as natural language processing and bioinformatics, the focus is on empirical prediction with only a slight and indirect relation to causal explanation. And yet in other research fields, such as epidemiology, the emphasis on causal explanation versus empirical prediction is more mixed. Statistical modeling for description, where the purpose is to capture the data structure parsimoniously, and which is the most commonly developed within the field of statistics, is not commonly used for theory building and testing in other disciplines.
Software for Bayesian Network Applications
i) GeNIe (Graphical Network Interface) is the graphical interface to SMILE (Structural Modelling, Inference, and Learning Engine), a fully portable Bayesian inference engine developed by the Decision Systems Laboratory and thoroughly field tested since 1998. GeNIe can be freely downloaded from http://genie.sis.pitt.edu with a user guide and related documentation.
ii) Hugin (http://www.hugin.com/index.php) is a commercial software which provides a variety of products for both research and non-academic use. The Hugin GUI (Graphical User Interface) allows building BN, learning diagrams, etc.
iii) IBM SPSS Modeller (http://www.spss.com/) includes several tools which enable the user to deal with a list of features and statistical methods such as BN. IBM SPSS is not free software.
iv) The R bnlearn package is powerful and free. Compared with other available BN software programs, it is able to perform both constrained-based and score-based methods. It implements five constraint based learning algorithms (Grow-Shrink, Incremental Association, Fast Incremental Association, Interleaved Incremental association, Max-min Parents and Children), two scored based learning algorithms (Hill-Climbing, TABU) and two hybrid algorithms (MMHC, Phase Restricted Maximization). v) Inatas (www.inatas.com) provides the Inatas System Modeler software package for both research and commercial use. The software permits the generation of networks from data and/or expert knowledge. It also permits the generation of ensemble models and the introduction of decision theoretic elements for decision support or, through the use of a real time data feed API, system automation. A cloud based service with GUI is in development.
The main disadvantage in most available BN programs is that they do not allow the mixing of continuous and categorical variables. Some experimental libraries handle networks with mixed variables; however their learning procedures are not yet applicable to complex models and large datasets.
Summary and Conclusions
This paper presents various examples of Bayesian Networks designed to illustrate their wide range of application. They are used to evaluate the impact of management maturity level using 21 case studies and assess the usability web sites using web logs which represent big data analytics. BN are very effective in combining various data sources such as in operational risk analysis and in tracking a very large number of variables like in monitoring bioreactors. We also show how BN can be used to analyse customer survey data, an application they are very well adapted to perform given the natural discretization of responses to a survey questionnaire. Other applications we covered include a decision support system to help manage patients undergoing dialysis and a risk based approach to test web services.
In section 3 we discuss various technical aspects of BN, including estimation of distributions and algorithms for learning the BN structure. In learning the network structure, one can include white lists of forced causality links imposed by expert opinion and black lists of links that are not to be included in the network, again using inputs from content experts. This essential feature permits an effective dialogue with content experts who can impact the model used for data analysis. We also briefly discuss statistical inference of causality links. In general, BN provide a very effective descriptive causality analysis, with a natural graphical display that enhances the quality of the information derived from such an analysis. For more on how to generate information quality see Kenett 19 and Kenett and Salini 20 .
Future research will provide good solutions to the generation of BN using continuous data. Moreover, the proper scaling up of BN to big data still requires investigation, including the possible combination of Hadoop and R (Kenett 21 ). In conclusion, we suggest that Bayesian Networks offer unique opportunities for statisticians to work collaboratively with content experts in a wide range of application domains.
