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Abstract
This paper presents an iterative algorithm to compute a Robust Con-
trol Invariant (RCI) set, along with an invariance-inducing control law,
for Linear Parameter-Varying (LPV) systems. As the real-time mea-
surements of the scheduling parameters are typically available, in the
presented formulation, we allow the RCI set description along with the
invariance-inducing controller to be scheduling parameter dependent. The
considered formulation thus leads to parameter-dependent conditions for
the set invariance, which are replaced by sufficient Linear Matrix Inequal-
ity (LMI) conditions via Polya’s relaxation. These LMI conditions are
then combined with a novel volume maximization approach in a Semidef-
inite Programming (SDP) problem, which aims at computing the desir-
ably large RCI set. In addition to ensuring invariance, it is also possible to
guarantee performance within the RCI set by imposing a chosen quadratic
performance level as an additional constraint in the SDP problem. The
reported numerical example shows that the presented iterative algorithm
can generate invariant sets which are larger than the maximal RCI sets
computed without exploiting scheduling parameter information.
Keywords: Robust control invariant sets, linear matrix inequalities, semi-
definite programming, linear parameter-varying systems, Monte-Carlo methods.
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1 Introduction
Computation of Robust Control Invariant (RCI) sets has been an active area
of research within the control community for several decades. An RCI set is
defined as a set of initial states of a dynamical system for which there always
exists a feasible control input that restricts the future states within the set, in
presence of disturbances. These sets have become an essential tool for controller
synthesis and stability analysis of safety-critical applications [3, 4]. Over the
years, several methods have been developed to compute the RCI sets for linear
systems [15, 11, 34], and for nonlinear systems [13, 7]. A detailed survey on
the existing approaches can be found in the monograph [4]. However, one class
of systems that, to the best of authors knowledge, has received relatively less
attention are LPV systems.
The LPV modeling paradigm is a natural extension of LTI framework, in
which the property of linearity between input and output signals is preserved
in the dynamic relation. However, this relation can change over time according
to a measurable (or estimated) time-varying signal, also known as scheduling
parameter. In this way, nonlinear and time-varying dynamics can be embed-
ded in the scheduling parameters, while retaining the simplicity of LTI model
description. Thus, LPV formulations provide a unified framework for the con-
trol of linear and many nonlinear systems (see the survey paper [29] for further
details).
RCI sets play a fundamental role in constraint control of LPV systems. To
list a few of many important applications, RCI sets are used for the stability
analysis of the LPV systems [37]. They are a crucial ingredient in the design
of LPV Model Predictive Control (MPC) strategies [27, 2, 20] to guarantee per-
sistence feasibility of the underlying optimization problem. RCI sets are also
employed in the synthesis of reference governor systems in [10, 14]. When com-
puting RCI sets for LPV systems, a common practice is to treat the scheduling
parameters as bounded uncertainties [20, 9, 28, 39, 17]. Moreover, the invari-
ance inducing control laws are typically assumed to be only state-dependent,
without exploiting the observed scheduling parameter information. In this way,
the obtained RCI sets can be potentially conservative and, in the worst case,
they can be even empty. The conservatism can also be understood from the
fact that a system which is gain-scheduled stabilizable may not be stabilized
robustly [5].
Thus, to utilize the available information on the scheduling parameters, we
propose a new algorithm to compute scheduling-parameter-dependent RCI sets
and invariance inducing control laws for LPV systems. In this paper, such
sets are termed as parameter-dependent RCI (PD-RCI) sets and parameter-
dependent control laws (PDCLs), respectively. The advantages of using a PDCL
and PD-RCI set are motivated as follows:
• Parameter-dependent control laws : PDCL controllers can possibly stabi-
lize LPV systems which may not be robustly stabilizable. Moreover, we
treat PDCL as an additional optimization variable in our algorithm to
2
compute an RCI set with desirably large volume, instead of computing it
independently. Thus, PDCL are optimal for the constructed RCI set. We
remark that a similar construction was proposed in a robust framework
in [6, 9, 16, 17, 25].
• Parameter dependent RCI-sets : the scheduling parameters affect the sys-
tem’s time evolution and thus the set of initial states for which invari-
ance can be achieved. Therefore, only considering fixed (or parameter-
independent) RCI set description for all scheduling parameters could be
restrictive and may lead to conservative (namely, small-volume) sets. This
restrictiveness motivates us to allow the RCI set description to be parameter-
dependent. Moreover, such a set description also provides a mapping be-
tween the initial scheduling parameter and the set of initial states for
which invariance can be achieved, which could be useful for analysis.
In this paper, we present an iterative algorithm to compute a PD-RCI set
of desirably large volume and the invariance inducing PDCL gain for the LPV
systems. The representational complexity of the PD-RCI sets can be predefined.
We derive new LMI conditions for invariance by employing Finsler’s lemma and
Polya’s relaxation. These conditions are constructed to ensure invariance for all
future (unknown) values of the scheduling parameters. In order to obtain an
RCI set with desirably large volume, we present a volume maximization heuris-
tic based on the theory of Monte-Carlo integration and its convex relaxations.
Additionally, using the algorithm, we can also compute PD-RCI sets within
which desired quadratic performance can be guaranteed.
The paper is organized as follows: The notation used throughout the paper is
introduced in Section 2. The problem of characterizing PD-RCI set and PDCL is
formalized in Section 3. Parameter dependent matrix conditions are derived in
Section 4 for invariance and performance guarantees followed by corresponding
LMI conditions in Section 5. Based on these conditions an iterative algorithm
is presented in Section 6 for computing RCI set with desirably large volume.
Three case studies are reported in Section 7 to show the effectiveness of the
presented method. Finally, conclusions and direction of future research are
given in Section 8
2 Notation
We use R and Z to denote set of real numbers and integers, and R+ and Z+
to denote set of positive real numbers and integers, respectively. Rn and Rn×m
denote the space of all n−dimensional vector and n×m matrices, respectively,
whose entries are in R. For some m ∈ Z+, m! = m(m− 1)(m− 2) · · · (2)(1). We
use Dn+ ∈ R
n×n to denote the set of all diagonal matrices with positive diagonal
entries. I and ei represent the identity matrix and its i-th column, and we denote
the vector of ones by 1, with dimension defined by the context.X ≻ 0 ( 0)
denotes a positive (semi) definite matrix X . For compactness, in the text ∗’s
will represent matrix’s entries that are uniquely identifiable from symmetry,
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and for some square matrix X , He(X) = X + XT . Let L(Xk, Y l, Θ¯,Θ) be
a matrix-valued function of matrices, where Xk and Y l represent all matrices
indexed with ‘k’ and ‘l’. For compactness, we use Lk,l(Θ¯,Θ) = L(Xk, Y l, Θ¯,Θ),
L
l,k(Θ¯,Θ) = L(X l, Y k, Θ¯,Θ) and Lk,k(Θ¯,Θ) = L(Xk, Y k, Θ¯,Θ). Given two
sets X and Y , X ⊕Y represents Minkowski sum of the sets.
3 Problem statement
Let us consider a discrete-time polytopic LPV system described by
x(t+1)=A(ξ(t))x(t) + B(ξ(t))u(t) + E(ξ(t))w(t), (1)
z(t)=C(ξ(t))x(t) +D(ξ(t))u(t), (2)
where t ∈ Z+is the time index, x(t) ∈ R
nx and z(t) ∈ Rnz are the current state
and the output vectors, x(t + 1) is the successor state vector, and u(t) ∈ Rnu
and w(t) ∈ Rnw are the control and the (additive) disturbance input vectors,
respectively. The system matrices A(ξ(t)), B(ξ(t)), C(ξ(t)), D(ξ(t)) and E(ξ(t))
(possibly) depend on the time-varying scheduling parameter ξ(t), which takes
value in unit simplex,
Ξ =
ξ ∈ RNξ :
Nξ∑
k=1
ξk = 1, ξk ≥ 0
 . (3)
It is assumed that the current value of ξ(t) is always available. The polytopic
system matrices are given by[
A(ξ(t)) B(ξ(t)) E(ξ(t))
C(ξ(t)) D(ξ(t)) 0
]
=
Nξ∑
k=1
ξk(t)
[
Ak Bk Ek
Ck Dk 0
]
, (4)
where Ak, Bk, Ck, Dk, Ek are real matrices of compatible dimensions. The sys-
tem is subjected to the following polytopic state and input constraints, and
bounded disturbance:
X u =
{
(x, u) : [Hx Hu]
[
x(t)
u(t)
]
≤ 1
}
,
W = {w : −1 ≤ Gw(t) ≤ 1} .
(5)
where Hx ∈ R
nh×nx , Hu ∈ R
nh×nu and G ∈ Rng×nw are given matrices.
In this paper, we want to compute a 0-symmetric PD-RCI set with a prede-
fined complexity np described as
S(ξ(t))=
{
x ∈ Rnx : −1≤P(ξ(t))W−1x(t)≤1
}
, (6)
where P(ξ(t)) ,
∑Nξ
k=1 ξk(t)P
k, P k ∈ Rnp×nx and W ∈ Rnx×nx . In order to
have a non-empty and bounded set description S(ξ(t)), the matrix W should
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be invertible and Rank(P(ξ(t))) = nx, ∀ξ ∈ Ξ. This will be later guaranteed
by proper LMI conditions. Note that, if P k = P for all k = 1, . . . , Nξ, then
P(ξ(t)) = P , which is similar to the RCI set description considered in [16, 25].
Furthermore, invariance in the set S(ξ(t)) is achieved using a parameter
dependent controller, which is not known a priori and expressed as
u(t) = K(ξ(t))x(t), (7)
where K(ξ(t)) ,
∑Nξ
k=1 ξk(t)K
k and Kk ∈ Rnu×nx . The closed loop representa-
tion of the system (1) and (2) with the controller (7) can be written as
x(t+ 1) =
AK(ξ(t))︷ ︸︸ ︷
(A(ξ(t))+B(ξ(t))K(ξ(t)) x(t) + E(ξ(t))w(t), (8)
z(t) =
CK(ξ(t))︷ ︸︸ ︷
(C(ξ(t))+D(ξ(t))K(ξ(t)) x(t). (9)
To the best of authors’ knowledge, there is no related work which computes the
described polytopic PD-RCI set (6). Thus, we first formalize the definition of
the PD-RCI set by adapting the standard definition of the RCI set to the LPV
setting in the sequel.
We say a set S(ξ(t)) is a PD-RCI set if for any given ξ(t) ∈ Ξ and each
x(t) ∈ S(ξ(t))
AK(ξ(t))S(ξ(t))⊕ E(ξ(t))W ⊆ S(ξ(t + 1)), ∀ξ(t+ 1) ∈ Ξ, (10)
S(ξ(t)) ⊆ X (ξ(t)), (11)
where X (ξ(t)) = {x : (Hx +HuK(ξ(t)))x(t) ≤ 1}. Condition (10) should be
satisfied for ∀ξ(t+1) ∈ Ξ since ξ(t+1) is unknown at time t, which also implies
x(t+ 1) ∈
⋂
∀ξ(t+1)∈Ξ S(ξ(t + 1)). Moreover, for each ξ(t) ∈ Ξ, the set S(ξ(t))
should also satisfy (11) to fulfill system constraints. If there exists a set S(ξ(t))
and a controller K(ξ(t)) satisfying conditions (10) and (11) then for some initial
ξ(t) ∈ Ξ, we can select any initial x(t) on the corresponding slice of the set
S(ξ(t)) to utilize the invariance property. Thus, in case we are also allowed
to choose the initial ξ(t), then we can always select the largest slice of the set
S(ξ(t)).
In some applications (e.g., MPC), it may be desirable to have guaranteed
performance within the PD-RCI sets for the closed loop system (8) and (9). For
this purpose, we consider quadratic performance constraints defined as
∞∑
i=0
‖z(t+ i)‖
2
2 ≤ γ, 0 ≤ γ <∞. (12)
Note that the performance constraint (12) can be only satisfied if w(t) = 0 ∀t ≥ 0
(or w(t) eventually becomes zero after certain time). Thus, in our formulation,
we will assume w(t) = 0 only when performance constraints are considered.
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Our aim here is to compute P(ξ(t)), W and K(ξ(t)), which together define
the PD-RCI set (6) and the invariance inducing controller (7). To avoid solving
a highly nonlinear problem and for the convenience of our presentation, we
divide this computation into two subproblems. The first subproblem computes
W and K(ξ(t)) for given parameter-independent matrix P . Then, in the second
subproblem, we optimize w.r.t. the parameter-dependent matrix P(ξ(t)) and
we update the controller K(ξ(t)). In the following, the two subproblems are
formalized.
Problem 1. For a given matrix Pinit ∈ R
np×nx such that P(ξ(t)) = Pinit and
the discrete-time system (1) subject to constraints (5), find a matrix W and the
control law K(ξ(t)) that satisfies conditions (10), (11) and (12) for any arbitrary
variation of ξ(t) ∈ Ξ.
Problem 2. For a given matrix W and the discrete-time system (1) subject to
constraints (5), find the matrix P(ξ(t)) and the control law K(ξ(t)) that satisfies
conditions (10), (11) and (12) for any arbitrary variation of ξ(t) ∈ Ξ.
Observe that by solving Problem 1 we obtain an RCI set which is indepen-
dent of the parameter ξ(t), since P(ξ(t)) = Pinit. In order to obtain a PD-RCI
set S(ξ(t)), we solve Problem 1 and Problem 2 sequentially. In both prob-
lems, conditions (12) is optional and only imposed if performance is desired.
Even though we present our formulation in the form of feasibility problems, our
final goal is to design iterative algorithms to compute a desirably large PD-RCI
set.
In the next section, we derive parameter-dependent matrix inequality condi-
tions for (10), (11) and (12). These conditions will be later used to obtain LMI
conditions which solve Problem 1 and Problem 2.
4 Sufficient parameter dependent conditions for
invariance and performance
For brevity, we will first suppress the time dependent representation of the con-
sidered signals and use superscript ‘+’ to indicate its successor value. Also,
arguments of the matrices AK(ξ), E(ξ), CK(ξ), P(ξ) and the set S(ξ) will be
suppressed and recalled whenever necessary. We are now ready to derive suffi-
cient conditions for invariance and the performance constraints.
4.1 Parameter dependent conditions for invariance and
system constrains
From (6) and (10), a set S is invariant if for a given ξ ∈ Ξ, and for each x ∈ S(ξ)
(1 − (eTi P(ξ
+)W−1x+)2) ≥ 0, ∀(w, ξ+) ∈ (W ,Ξ), i = 1, . . . , np. (13)
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Using S-procedure [32], (5) and (6), an equivalent condition for (13) can be
written as
φi(1−(e
T
i P(ξ
+)W−1x+)2)≥(1−PW−1x)TΛi(1+PW
−1x)+(1−Gw)TΓi(1+Gw),
∀(w, ξ+) ∈ (W ,Ξ), i = 1, . . . , np, (14)
where φi ∈ R+, Λi ∈ D
np
+ and Γi ∈ D
ng
+ . The vector x
+ in (14) should satisfy
(8), hence we can rewrite (14) as
χT1

ri 0 0 0
0 W−TPTΛiPW
−1 0 0
0 0 GTΓiG 0
0 0 0 −pi
χ1  0,
∀
[
0 −AK −E I
]
χ1 = 0, (15)
where χ1 =
[
1 xT wT (x+)T
]T
, ri = φi − 1
TΛi1 − 1
TΓi1 and pi =
W−TPT (ξ+)eiφie
T
i P(ξ
+)W−1. We will use Lemma 4 (see Appendix A),
in order to derive a sufficient condition for (15). In particular, by choosing
Ψi(ξ) =
[
0 0 0 Vi(ξ)
−1
]T
in Lemma 4, where Vi(ξ) =
∑Nξ
k=1 ξk(t)V
k
i , with
V ki ∈ R
nx×nx , and by using congruence transform, we get a sufficient condition
for (15) as follows
ri 0 0 0
0 PTΛiP 0 A
T
K¯
0 0 GTΓiG E
T
0 ∗ ∗ He(Vi)− V
T
i piVi
 ≻ 0, ∀ξ+ ∈ Ξ, i=1, . . . , np, (16)
where AK¯ = AKW and K¯(ξ) = K(ξ)W ,
∑Nξ
k=1 ξk(t)K¯
k. With the intention to
resolve the nonlinearity in the (4, 4)-block of (16), we now introduce a positive-
definite matrix variable Xi that satisfies
X−1i − pi ≻ 0. (17)
Thus, from (16) and (17), we obtain a sufficient parameter dependent matrix
inequality condition for (10) as[
WTX−1i W ∗
φie
T
i P(ξ
+) φi
]
≻ 0, (18a)
ri 0 0 0
0 PTΛiP 0 A
T
K¯
0 0 GTΓiG E
T
0 ∗ ∗ He(Vi)− V
T
i X
−1
i Vi
 ≻ 0, ∀ξ+ ∈ Ξ, i = 1, . . . , np.
(18b)
In the next lemma we present sufficient parameter dependent invariance con-
ditions for the system (8), satisfying the invariance condition (10) and state
constraint condition (11). We would refer readers to Lemma 5, which will be
utilized in the derivation.
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Lemma 1. For some arbitrary matrices Yi ∈ R
nx×nx , Λ¯i ∈ D
np
+ , i = 1, . . . , np,
Π¯j ∈ D
np
+ , j = 1, . . . , nh and P
k
0 ∈ R
np×nx , k = 1, . . . , Nξ, if there exist P
k ∈
R
np×nx , K¯k ∈ Rnu×nx , V ki ∈ R
nx×nx , W ∈ Rnx×nx , , Xi = X
T
i ∈ R
nx×nx ,
φi ∈ R+,Λi ∈ D
np
+ , Γi ∈ D
ng
+ , Πj ∈ D
np
+ satisfying conditions (19a),(19b), (19c)
and (20) reported below, then a PD-RCI set can be obtained as in (6) and the
PDCL as K(ξ) = K¯(ξ)W−1:[
WTYi + Y
T
i W − Y
T
i XiYi ∗
φie
T
i P(ξ
+) φi
]
≻ 0, (19a)
φi − 1
TΛi1− 1
TΓi1 ≻ 0, (19b)
Nξ∑
k=1
ξ2kM
k,k
i (Λ¯i,Λi)+
Nξ−1∑
k=1
Nξ∑
l=k+1
ξkξl(M
k,l
i (Λ¯i,Λi)+M
l,k
i (Λ¯i,Λi)) ≻ 0, (19c)
Nξ∑
k=1
ξ2kR
k,k
j (Π¯j ,Πj) +
Nξ−1∑
k=1
Nξ∑
l=k+1
ξkξl(R
k,l
j (Π¯j ,Πj) +R
l,k
j (Π¯j ,Πj))  0, (20)
where,
P
k,l(Λ¯i,Λi) = He((P
k)T Λ¯iP
l
0)− (P
k
0 )
T Λ¯iΛ
−1
i Λ¯iP
l
0, (21)
M
k,l
i (Λ¯i,Λi) =

P
k,l(Λ¯i,Λi) ∗ ∗ ∗
0 GTΓiG ∗ ∗
AkW+BkK¯ l Ek He(V ki ) ∗
0 0 V ki Xi
 ,
R
k,l
j (Π¯j ,Πj) =
[
2− 1TΠj1 e
T
j (HxW +HuK¯
l)
∗ P k,l(Π¯j ,Πj)
]
.
Proof. For some matrix Yi, we obtain (19a) by applying Lemma 5 in (1, 1)
block of (18a). Next, we consider (18b), it can be rewritten as[
ri 0
0 M¯i
]
≻ 0. (22)
The condition (19b) is directly implied from (1, 1) block of (22), it also implies
M¯i ≻ 0. Furthermore, by using Lemma 5 again in the (1, 1) block of M¯i in
(22) with some matrix Y = Λ¯iP0(ξ), where P0(ξ) =
∑Nξ
k=1 ξkP
k
0 , and Λ¯i ∈ D
np
+ ,
followed by application of Shur complement lemma, we get
He(PT Λ¯iP0)−P
T
0 Λ¯iΛ
−1
i Λ¯iP0 0 A
T
K¯
0
∗ GTΓiG E
T 0
∗ ∗ He(Vi) V
T
i
∗ ∗ ∗ Xi
 ≻ 0. (23)
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It is straightforward to verify that (23) can be rewritten in polynomial form1 as
(19c).
Thus a sufficient condition for invariance condition (18) is given by (19).
Additionally, the PD-RCI set S has to satisfy the state and input constraints
condition (11). By employing S-procedure, it can be equivalently expressed as
follows
2(1− (eTj (Hx +HuK)x))(1 − PW
−1x)TΠj(1+ PW
−1x), (24)
By expressing (24) in a quadratic form, using congruence transformation and
applying Lemma 5 with some matrix Y1 = Π¯jP0(ξ), the following sufficient
condition is obtained[
2− 1TΠj1 e
T
j (HxW +HuK¯(ξ))
∗ He(PT Π¯jP0)− (P0)
T Π¯jΠ
−1
j Π¯jP0
]
 0, (25)
which in turn can be equivalently written as (20).
Note that the matrix P k,l(Π¯j ,Πj) in (20) has a similar form as (21). We
again emphasize that a solution which is feasible to (19) and (20) for any ar-
bitrary choice of matrices Yi, Λ¯i, Π¯j and P
k
0 gives a PD-RCI set S and an in-
variance inducing PDCL K. From Lemma 5 we know that ideally, the choices
of these matrices should be Yi = X
−1
i W , Λ¯i = Λi, Π¯j = Πj and P
k
0 = P
k,
which makes the obtained conditions nonlinear. Thus, later we will present
a systematic way to select these matrices, which helps us to achieve the least
conservative tractable linear conditions.
4.2 Parameter dependent performance constraints
We next derive parameter dependent matrix inequality conditions for perfor-
mance constraint (12). Since we consider performace for w(t) = 0, ∀t ≥ 0,
we can ignore the matrix E in (8). Now, let Q(ξ(t)) =
∑Nξ
k=1 ξk(t)Q
k  0 and
Qk ∈ Rnx×nx , then the performance constraint (12) is satisfied by the closed
loop system (8) and (9) within the set S if [24, 25]:∥∥∥Q−1/2x(t)∥∥∥2
2
≤ γ, ∀x(t) ∈ S(ξ), (26a)
∥∥∥Q−1/2(ξ+)x(t + i+ 1)∥∥∥2
2
−
∥∥∥Q−1/2x(t+ i)∥∥∥2
2
≤ −‖z(t+ i)‖22 . (26b)
It is easy to verify that (26) implies (12) by summing both sides of (26b) from
i = 0 to i = ∞. In the next lemma we present parameter dependent sufficient
conditions for (26a) and (26b).
1Deriving the polynomials in (19c), we recall the introduced notation for matrix valued
functions Lk,l(Θ¯,Θ) = L(Xk , Y l, Θ¯,Θ) and the simplex assumption,
∑Nξ
k=1
ξk = 1.
9
Lemma 2. For a given γ, and some arbitrary matrices Υ¯ ∈ Dnp and P k0 ∈
R
np×nx , k = 1, . . . , Nξ, the performance constraints (12) is fulfilled by the
closed-loop system (8) and (9) within the set S(ξ), if there exist P k ∈ Rnp×nx ,
W ∈ Rnx×nx , Qk ∈ Rnx×nx , Sk ∈ Rnx×nx , F k ∈ Rnz×nz and Υ ∈ D
np
+ satisfy-
ing the following conditions:
Nξ∑
k=1
ξ2kN
k,k +
Nξ−1∑
k=1
Nξ∑
l=k+1
ξkξl(N
k,l +N l,k)0. (27a)
Nξ∑
k=1
ξ2kL
k,k(Υ¯,Υ) +
Nξ−1∑
k=1
Nξ∑
l=k+1
ξkξl(L
k,l(Υ¯,Υ) + Ll,k(Υ¯,Υ))  0. (27b)
where,
N
k,l =

He(W )−Qk ∗ ∗ ∗ ∗
AkW +BkK¯ l He(Sk) ∗ ∗ ∗
0 Sk Qk ∗ ∗
CkW +DkK¯ l 0 0 He(F k) ∗
0 0 0 F k I
 ,
L
k,l(Υ¯,Υ) =
γ − 1TΥ1 ∗ ∗0 P k,l(Υ¯,Υ) ∗
0 W Qk
 .
Proof. Let χ2 =
[
x(t + i)T x(t+ i+ 1)T z(t+ i)T
]
. Since x(t + i + 1) and
z(t+ i) in (26b) have to satisfy (8) and (9), this can be expressed as
χT2
Q−1 ∗ ∗0 −Q−1(ξ+) 0
0 0 −I
χ2  0, ∀ [−AK I 0−CK 0 I
]
χ2 = 0. (28)
Choosing Ψ =
[
0 S−1(ξ) 0
0 0 F−1(ξ)
]T
in Lemma 4, and using congruence
transform followed by Schur complement, a sufficient condition for (28) can be
expressed as 
WTQ−1W ∗ ∗ ∗ ∗
AK¯ He(S) ∗ ∗ ∗
0 S Q(ξ+) ∗ ∗
CK¯ 0 0 He(F) ∗
0 0 0 F I
  0. (29)
The nonlinearity in the (1, 1)-block of (29) can be resolved by application of
Lemma 5. To avoid inverse parameter dependent term (see, Remark 2), we
select Y = I while linearizing (29). As before, the obtained inequality condition
can be thus written in polynomial form (27a).
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Lastly for (26a), an equivalent condition obtained by employing S-procedure
is
γ2 − x(t)Q
−1x(t)(1 − PW−1x(t))TΥ(1+ PW−1x(t)). (30)
Expressing (30) in quadratic form and by applying Lemma 5 with Y = Υ¯P0(ξ),
a parameter dependent matrix inequality condition can be written as (27b).
Notice that the performance constraints (27b) depend on matrices Υ¯ and P k0 ,
their ideal choices are Υ and P k, respectively. Nonetheless, to avoid nonlinearity,
later we will present systematic choices of these matrices.
In this section, we have obtained parameter dependent matrix inequality
conditions for invariance (10), system constraints (11), and performance con-
straints (12) which are given by (19), (20) (Lemma 1), and (27) (Lemma 2),
respectively. These matrix inequality conditions are linear if P k,l is linear. As-
suming P k0 is known, the linearity of the matrix P
k,l in turn depends on the
matrices Λ¯i (and Π¯j , Υ¯) and P
k. Resolving the nonlinearity in P k,l was one of
the main the motivating factor behind the presented formulation of Problem 1
and Problem 2. Furthermore, the matrix inequality conditions are parameter
dependent, hence solving them in the current form can be intractable. Never-
theless, since ξk ∈ Ξ are positive, it is easy to verify that a sufficient condition
for (19c) would be Mk,ki (Λ¯i,Λi)  0, k = 1, . . . , Nξ (necessary conditions) and
M
k,l
i (Λ¯i,Λi)+M
l,k
i (Λ¯i,Λi)  0, k = 1, . . . , Nξ − 1, l = k+1, . . . , Nξ (sufficient
conditions). Similar matrix inequality condition can be also obtained for sys-
tem and performance constraints. From [30, 36], it is known that these sufficient
conditions can be conservative. By applying Polya relaxation, the conservatism
can be reduced at the cost of an increased number of total LMI conditions
depending upon the choice of the order of relaxation.
In the sequel, we derive sufficient LMI conditions for obtained parameter
dependent matrix inequality conditions using Polya’s relaxation.
5 Tractable LMI feasibility conditions for invari-
ance and performance
At this point, we would direct readers to Lemma 6 presented inAppendix A.1,
which will be extensively used in the subsequent derivations of feasibility con-
ditions. We will need following modified multinomial coefficients, which were
originally defined in Appendix A.1, Xiq(d, a) = d!/(β1! · · · (βi − a)! · · ·βr!) if
βi−a ∈ Z+ otherwise 0, and X
ij
q (d, a, b) = d!/(β1! · · · (βi−a)! · · · (βj−b)! · · ·βr!)
if (βi − a), (βj − b) ∈ Z+ otherwise 0.
As explained earlier, in order to resolve nonlinearity due to P k,l, in the next
theorem we fix matrices P k = P k0 = Pinit, k = 1, . . . , Nξ, where Pinit is some
known matrix. Thus we can allow matrices Λ¯i = Λi, Π¯j = Πj , Υ¯ = Υ. We now
present one of the main result of this paper which gives tractable LMI feasibility
conditions for Problem 1.
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Theorem 1. Let P(ξ) = P0(ξ) = Pinit be a given matrix and d ∈ Z+ be the
desired order of Polya’s relaxation, then Problem 1 has a feasible solution if,
i. for invariance and system constraints, there exist K¯k ∈ Rnu×nx , V ki ∈
R
nx×nx , k = 1, · · · , Nξ, W ∈ R
nx×nx , Xi = X
T
i ∈ R
nx×nx , φi ∈ R+,Λi ∈
D
np
+ , Γi ∈ D
ng
+ , i = 1, . . . , np, Πj ∈ D
np
+ , j = 1, . . . , nh satisfying:
[
He(WTYi)− Y
T
i XiYi ∗
φie
T
i Pinit φi
]
≻ 0, (31a)
φi − 1
TΛi1− 1
TΓi1 ≻ 0, (31b)
Mi(d, q) ,
Nξ∑
k=1
X
k
q (d, 2)M
k,k
i (Λi,Λi)
+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(M
k,l
i (Λi,Λi) +M
l,k
i (Λi,Λi)) ≻ 0,
q = 1, . . . ,L(d+ 2, Nξ), (31c)
Rj(d, q) ,
Nξ∑
k=1
X
k
q (d, 2)R
k,k
j (Πj ,Πj)
+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(R
k,l
j (Πj ,Πj) +R
l,k
j (Πj ,Πj)) ≻ 0,
q = 1, . . . ,L(d + 2, Nξ). (32)
ii. for performance constraints (12), there exist W ∈ Rnx×nx , K¯k ∈ Rnu×nx ,
Qk ∈ Rnx×nx , Sk ∈ Rnx×nx , F k ∈ Rnz×nz ,k = 1, · · · , Nξ, and Υ ∈ D
np
+
for a given γ2 satisfying
N (d, q) ,
Nξ∑
k=1
X
k
q(d, 2)N
k,k+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(N
k,l+N l,k) ≻ 0,
(33a)
L(d, q) ,
Nξ∑
k=1
X
k
q(d, 2)L
k,k(Υ,Υ)
+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(L
k,l(Υ,Υ) +Ll,k(Υ,Υ)) ≻ 0,
q = 1, . . . ,L(d+ 2, Nξ). (33b)
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An RCI set can then be obtained as in (6) and the PDCL K(ξ) = K¯(ξ)W−1.
Proof. i. Considering P(ξ) = P0(ξ) = Pinit, (31a) and (31b) are directly
obtained from (19a) and (19b), respectively. Next we consider (19c), which
is a homogeneous matrix valued polynomial of degree 2 and choose Λ¯i =
Λi. For some d ∈ Z+, a polynomial of degree (d + 2) can be obtained by
multiplying both the sides of (19c) by (
∑Nξ
k=1 ξk)
d, which is given by
L(d+2,Nξ)∑
q=1
Mi(d, q)ξ
β1
1 ξ
β2
2 · · · ξ
βNξ
Nξ
 0, β1β2 · · ·βNξ = Jq(d + 2), (34)
Since ξk belongs to a unit simplex (3), from Lemma 6, a sufficient con-
dition for (19c) is (31c). Similarly, (20) can be written as homogeneous
polynomial of degree (d+2), letting Π¯j = Πj and using Polya’s relaxation
theorem we obtain (32).
ii. Can be proved using similar approach as earlier. Notice that in (33b) we
substitute Υ¯ = Υ.
Note that, even if P k’s are assumed to be constant in Theorem 1, the
variable matrix W allows to reshape the RCI set. A similar construction to
find initial RCI set was also proposed in [25, 16]. We now proceed to formulate
feasibility conditions forProblem 2. In the next theorem, the matrices P k’s are
now variable and thus according to Remark 2 we now fix Λ¯i = Λ
0
i , Π¯j = Π
0
j ,
Υ¯ = Υ0.
Theorem 2. Let P0(ξ) and W ∈ R
nx×nx be given matrices and d ∈ Z+ be the
desired order of Polya’s relaxation, then Problem 2 has a feasible solution if,
i. for invariance and system constraints, there exist P k ∈ Rnp×nx , K¯k ∈
R
nu×nx , V ki ∈ R
nx×nx , k = 1, · · · , Nξ, Xi = X
T
i ∈ R
nx×nx , φi ∈ R+,Λi ∈
D
np
+ , Γi ∈ D
ng
+ ,i = 1, . . . , np,Πj ∈ D
np
+ , j = 1, . . . , nh satisfying:
[
He(WTYi)− Y
T
i XiYi ∗
eTi P
k φ−1i
]
≻ 0, (35a)[
φ−1i − 1
T Γ¯i1 ∗
φ−1i 1 Λ
−1
i
]
 0, (35b)
M¯i(d, q) ,
Nξ∑
k=1
X
k
q (d, 2)M¯
k,k
i (Λ
0
i ,Λi)
+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(M¯
k,l
i (Λ
0
i ,Λi) + M¯
l,k
i (Λ
0
i ,Λi)) ≻ 0, (35c)
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Rj(d, q) ,
Nξ∑
k=1
X
k
q (d, 2)R
k,k
j (Π
0
j ,Πj)
+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(R
k,l
j (Π
0
j ,Πj) +R
l,k
j (Π
0
j ,Πj)) ≻ 0,
q = 1, . . . ,L(d + 2, Nξ). (36)
where,
M¯
k,l
i (Λ
0
i ,Λi)=

P
k,l(Λ0i ,Λi) ∗ ∗ ∗
0 GT Γ¯iG ∗ ∗
AkW+BkK¯ l φ−1i E
k He(V ki ) ∗
0 0 V ki Xi
 (37)
ii. for performance constraints, there exist P k ∈ Rnp×nx , K¯k ∈ Rnu×nx ,
Qk ∈ Rnx×nx , Sk ∈ Rnx×nx , F k ∈ Rnz×nz ,k = 1, · · · , Nξ, and Υ ∈ D
np
+
for a given γ2 satisfying
N (d, q) ,
Nξ∑
k=1
X
k
q(d, 2)N
k,k+
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(N
k,l+N l,k) ≻ 0,
(38a)
L(d, q) ,
Nξ∑
k=1
X
k
q(d, 2)L
k,k(Υ0,Υ) +
Nξ−1∑
k=1
Nξ∑
l=k+1
X
kl
q (d, 1, 1)(L
k,l(Υ0,Υ)
+Ll,k(Υ0,Υ)) ≻ 0. (38b)
A PD-RCI set can then be obtained as in (6) and the PDCL is K(ξ) = K¯(ξ)W−1.
Proof. i. We obtain (35a) from (19a) by application of congruence transform
and using the fact that it is affinely dependent on the parameter. By using
Schur complement lemma on (19b), and substituting Γ¯i = φ
−2
i Γi we get
(35b). We now consider (23), replacing Γi = φ
2
i Γ¯i and Λ¯i = Λ
0
i , and using
congruence transform it can be written as
Nξ∑
k=1
ξ2kM¯
k,k
i (Λ
0
i ,Λi)+
Nξ−1∑
k=1
Nξ∑
l=k+1
ξkξl(M¯
k,l
i (Λ
0
i ,Λi)+M¯
l,k
i (Λ
0
i ,Λi)) ≻ 0.
(39)
where M¯k,li is given in (37). Since (39) is homogeneous matrix valued
polynomial of degree 2, by employing Polya’s relaxation theorem we obtain
(35c). Similarly, (36) was obtained from (20), by substituting Π¯j = Π
0
j
and using Polya’s relaxation theorem.
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ii. Can be proved using similar approach as earlier. Notice that in (33b) we
replace Υ¯ = Υ0.
By finding an feasible solution for Theorem 2 we obtain a PD-RCI set.
However, the inequalities (35), (36) and (38) depend on the matrices P k0 , Λ
0
i ,
Π0j and Υ
0, which are the initial guess of matrices P k, Λi, Πj and Υ, respectively.
Finding an initial guess for these matrices is not straight forward; we thus obtain
them by solving Problem 1. It is easy to verify that using solutions from
Problem 1 to initialize Problem 2 always preserves feasibility of solutions,
see Remark 2.
We next present the proposed iterative algorithm to compute PD-RCI set
and invariance inducing PDCL.
6 Iterative PD-RCI set computation
Our primary goal is to compute PD-RCI set (6) of desirabily large volume and
the PDCL controller (7). Thus, we need to formulate a method which computes
a maximum volume set feasible to conditions proposed in Theorem 1 andThe-
orem 2. In the original form, the conditions in these theorems were nonlinear,
and to make them tractable for solving, we linearized them by using Lemma 5.
As mentioned in the Remark 2, the linearization introduces conservatism,
which can be reduced by using an iterative scheme. In the iterative scheme,
we first consider Problem 1 in which we assumed P (ξ) = P 0(ξ) = Pinit. As
shown in [18], the volume of the considered RCI set is directly proportional
to |det(W )|. Thus, we next propose an optimization problem which computes
desirably large RCI set for Problem 1.
6.1 Initial RCI set computation
We develop an iterative scheme in which we solve a determinant maximization
problem under LMI conditions presented in Theorem 1. Similar to [17], we
will try to iteratively maximize the volume to avoid enforcing symmetry on W .
The basic idea is to maximize the determinant of a different matrix Z, which is
required to satisfy
WTW < Z ≻ 0, (40)
Condition (40) ensures that det(Z) ≤ |det(W )|2. Since (40) is not an LMI, it
needs to be replaced with a sufficient condition. This is done within the iterative
scheme in which the solution of W at the previous step is represented as W 0.
A sufficient condition for (40) is formulated in terms of W 0 as (see [17])
WTW 0 + (W 0)TW − (W 0)TW 0 < Z ≻ 0. (41)
Note that this condition is necessarily satisfied with W = W 0. As a result,
maximization of det(Z) under (41) would lead to a solution W that satisfies
|det(W )| ≥ |det(W 0)|. (42)
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Moreover, as explained inRemark 2, at each iteration we update Yi = (X
0
i )
−1W 0
in (31a), where X0i is previous solution of Xi. This allows us to develop the
following iterative algorithm to compute RCI sets of increased volume at each
step for a priori chosen matrix Pinit
max log det(Z)
φi,W, K¯
k, V ki , Xi,Λi,Γi
Πj , Q
k, Sk, F k,Υ, Z
subject to: (31), (32), (33) and (41)
 (43)
Initial Optimization to Compute W 0: Condition (41) is removed and
log det(Z) is changed to log det(W +WT ); (31a) is imposed with Yi → I.
Thus, by solving (43) iteratively, we obtain a desirably large RCI set and the
initial matrices for the Problem 2. Note that it is sufficient to solve (43) for
just one iteration. Nevertheless, providing optimized solutions to Problem 2
could be beneficial, as it may help in achieving larger PD-RCI sets.
Remark 1. In Problem 1, we can always choose matrix P(ξ) = Pinit in (6),
while assuming W = I, such that it defines an initial polytope of desired shape
and complexity. A simple approach to select the initial polytope could be to
distribute the hyperplanes on the unit sphere uniformly. For example, a possible
choice in the two-dimensional case could be selecting the i-th row as
eTi Pinit =
[
cos
(
pi(i−1)
np
)
sin
(
pi(i−1)
np
)]
, i = 1, . . . , np. (44)
We next present an algorithm which computes PD-RCI sets.
6.2 Computation of PD-RCI sets
In order to compute a desirably large set for Problem 2, we formulate a new
optimization problem for volume maximization of PD-RCI set treating matri-
ces P k’s as its optimization variables. For this problem, we fix the matrix
W obtained by solving (43). By construction, for each ξ ∈ Ξ, S(ξ) is an 0-
symmetric polytope in the state-space. Thus, an intuitive way to maximize the
volume of such a set is to compute matrices P k’s such that the volumes of each
slice of S(ξ) corresponding to a ξ ∈ Ξ is maximized. However, maximizing
infinite slices of the PD-RCI set would lead to solving semi-infinite problem,
which may be intactable. Nevertheless, to deal with such intractibility, we
only maximize the slices S(ξm) corresponding to the finite set of grid points
ξm ∈ Ξ, m = 1, . . . , Nm . Since the slices S(ξ
m) are polytopes, we can utilize
the volume maximization approach presented in Appendix B. The main idea
is to approximate the volume of a polytope by using Monte-Carlo integration
techniques and use its convex approximations.
Proposition 1. The maximum volume polytopic invarient sets
S(ξm) =
{
x ∈ Rnx : −1≤P(ξm)W−1x≤1
}
, m = 1, . . . , Nm, can be obtained
16
by solving the following convex Semidefinie Programming (SDP) problem in an
iterative manner,
min
∑Nσ
n=1
∑Nm
m=1 σ
m
n
φi, P
k, K¯k, V ki , Xi,Λi,Γi
Πj , Q
k
1 , S
k, F k,Υ, σmn
subject to: σmn ≥ 0,[
P˜W−1
−P˜W−1
]
x˜n −
[
1
1
]
≤
[
σ˜
σ˜
]
,
(35), (36) and (38).

(45)
where P˜ = [P(ξ1)T , · · · , (P(ξNm)T ]T ∈ RnpNm×nx , σ˜ = [σ1n1, · · · , σ
Nm
n 1]
T ∈
R
npNm and {x˜n}
Nσ
n=1 are the vertices of some known nx dimensional outer bound-
ing box B which contains the state constraint set X .
Proof. We refer the reader to Appendix B for the details of the volume max-
imization algorithm which is based on Monte-Carlo technique. The convex
cost function formulated based on the algorithm presented in Appendix B, is
combined with LMI conditions (35), (36) and (38) for invariance, system and
performance constraints respectively, giving an SDP problem (45).
Assuming that the initial values of P0,W, Yi,Λ
0
i ,Γ
0
j and Υ
0 are available
after solving (43), we summarize the whole approach to compute PD-RCI set
in Algorithm 1.
Algorithm 1 : Computing PD-RCI set.
Input: System (1), Xu, W , P0, W , Yi Λ
0
i , Γ
0
j , Υ
0
Output: P(ξ), K(ξ)
while Iteration ≥ 0 do
[P ,K¯,Xi,Λi, Γj , Υ] ← solve (45)
Update: Yi ← X
−1
i W , P0 ← P , Λ
0
i ← Λi,
Γ0j ← Γ, Υ
0 ← Υ
Iteration← Iteration− 1
end while
We have already shown that Algorithm 1 always has a feasible solution at
the first iteration if initialized using solutions from (43). The update scheme
in the algorithm alleviates the conservatism introduced while linearizing the
equation (35a), (35c), (36) and (38b) using Lemma 5. The systematic update
procedure also guarantees that the solutions from the previous iteration are
feasible in the current iteration (see,Remark 2). Thus, at each iteration we find
a new PD-RCI set of larger volume until the specified number of iterations are
performed, or convergence is achieved. We purposely present the termination
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of the algorithm based on the number of iteration instead of convergence to
emphasize that latter is not necessary.
Next, we address some known implementation issues and some workarounds
which could potentially help to overcome it.
6.3 Practical issues
6.3.1 Computational complexity
We compute PD-RCI set by solving problem (43) to obtain initial solution, and
in each iteration of the Algorithm 1, we solve an updated optimization prob-
lem (45). The computation complexity of both of the optimization problems is
similar. Depending upon the selected order of Polya’s relaxation, the optimiza-
tion problems will consist of np × (Nξ + 1 + L(d + 2, Nξ)) LMI constraints for
invariance (35), nh × L(d+ 2, Nξ) LMI constraints for system constraints (36),
and 2 × L(d + 2, Nξ) LMI constraints for performance (38). Furthermore, for
volume maximization we introduced 2npNξ × Nσ affine inequality constraints.
All the constraints are in terms of (3np+Nξ(8+np)+nh) matrix variables and
(np +Nσ ×Nm) scalar variables. The computational complexity can be largely
impacted by choice of representational complexity np and the relaxation order
d. Theoretically, their values should be as large as possible to have the least
conservative formulation. Thus, by choosing np and d carefully, a tradeoff can
be achieved between computational complexity and conservatism. One strat-
egy could be to keep d small initially and select matrix Pinit and thus np that
represents a full dimensional bounded polytope.If the algorithm is infeasible,
then d can be increased along with np, and incase feasible, they can still be im-
proved to obtain larger PD-RCI set. Another strategy to reduce computational
complexity, again at the cost of conservatism, could be to reduce the number
of system vertices Nξ. We can reduce Nξ by modifying the system description
such that the trajectories of the modified system overbounds the trajectories of
the original. However, it may not always be possible to reduce Nξ.
6.3.2 Computation of the RCI set for quasi-LPV systems
If the scheduling parameters ξ(t) are function of system states and input, then
the system is called as quasi-LPV (qLPV). Thus, in qLPV systems, initial ξ(t)
cannot be selected independently from the x(t) and u(t). To address this issue,
we can keep the RCI set description independent of parameter i.e., by restricting
P k = P, ∀k = 1, . . . , Nξ or construct a set S˘ =
⋂
∀ξ(t)∈Ξ S(ξ(t)). Notice that
the set S˘ also satisfies conditions (10) and (11) if S(ξ(t)) satisfies them, and
since it is independent of ξ, we call it RCI set. The set S˘ may be larger compared
to the one obtained by restricting P k due to larger number of variables involved
in the overall optimization problem when computing former. Even though we
define S˘ as the intersection of infinite slices of S(ξ(t)), we will next prove that
it can be accurately obtained by performing intersections of only a few selected
18
slices. More specifically, we will prove that
S˘ =
⋂
∀ξ∈Ξ
S(ξ) =
⋂
∀ξk∈Ξ
S(ξk), (46)
where ξk, k = 1, . . . , Nξ are the vertices of the set Ξ. Since ξ
k ∈ Ξ, to prove
(46), it is enough to prove
⋂
∀ξk∈Ξ S(ξ
k) ⊆
⋂
∀ξ∈Ξ S(ξ).
Lemma 3. Given any polytope of form (6), following relation always holds⋂
∀ξk∈Ξ
S(ξk) ⊆
⋂
∀ξ∈Ξ
S(ξ) (47)
Proof. Consider any point x ∈
⋂
∀ξk∈ΞS(ξ
k), to complete the proof it is suffi-
cient to show that x ∈
⋂
∀ξ∈ΞS(ξ).
Towards this, since x ∈
⋂
∀ξk∈ΞS(ξ
k) implies following inequalities holds
elementwise
|P kW−1x|︸ ︷︷ ︸
yk
≤ 1, ∀k = 1, . . . , Nξ. (48)
Thus, for any ξ = [ξ1, ξ2, · · · , ξNξ ]
T ∈ Ξ, we have
∑Nξ
k=1 ξkyk ≤ 1 which further
implies
|
Nξ∑
k=1
ξkP
kW−1x| ≤ 1. (49)
Hence the relation (47) holds.
Thus for qLPV systems we can construct RCI set S˘ to guarantee constraint
satisfaction.
In the next section, we will demonstrate the potential of the proposed algo-
rithm trhough numerical examples.
7 Numerical examples
The algorithm was implemented in Matlab on a 3.1 GHz Intel Core i7-555U
macOS computer with 8 GB RAM with YALMIP [26] and the solver SeDuMi
[38]. The computation of the volume and projections of the polytope was done
using MPT [22].
7.1 1-D system
We first consider a simple constrained 1-dimension system from [5] defined as
x(k + 1) = θx(k) + u(k), (50)
where θ is a time-varying observable parameter and we assume |θ| ≤ 2 and
|u| ≤ 1. Now, if θ is treated as uncertainty, then the origin is the only initial
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state where the constraint control objectives can be achieved, which can also be
verified by applying one of the existing methods [28, 33, 9, 25, 16]. However,
by transforming (50) in the form (1) and using the proposed approach, we
obtain the control law u(t) = (ξ1K
1+ ξ2K
2)x(t) and the RCI set x(t) ∈ [−1, 1],
where, ξ1 = (2 − θ)/4, ξ2 = (θ + 2)/4, K
1 = 1 and K2 = −1. This example
demonstrates the benefit of having a PDCL controller over a robust controller,
which is already well known in the literature.
7.2 Double integrator
For a better visualisation of the PD-RCI set, we now consider a parameter-
varying double integrator system
x+=
[
1+θ 1+θ
0 1+θ
]
︸ ︷︷ ︸
A
x+
[
0
1+θ
]
︸ ︷︷ ︸
B
u+
[
1
0
]
︸︷︷︸
E
w, (51)
where |θ| ≤ 0.25 represent the time varying parameter. The state and control
input constraints and the disturbance bounds are expressed as
|x| ≤
[
5
5
]
, |u| ≤ 1, |w| ≤ 0.25. (52)
In order to compute RCI set, we first rewrite (51) in the form (4) with Nξ = 2
and
A1 =
[
0.75 0.75
0 0.75
]
, A2 =
[
1.25 1.25
0 1.25
]
(53)
B1 =
[
0
0.75
]
, B2 =
[
0
1.25
]
, E1 = E2 = E (54)
where ξ1 = (0.25 − θ)/0.5 and ξ2 = (θ + 0.25)/0.5. For computing PD-RCI
set using proposed approach, we select Pinit as described in Remark 1. By
solving (43) for 10 iterations, we find initial values of matrices in Algorithm 1.
Finally, the PD-RCI set S(ξ) (shown in Fig. 1) is obtained after performing 60
iterations of Algorithm 1, which on average took 9.31 seconds per iterations
for computations. The values of the obtained matrices are
[ P 1 P 2 ] =

−0.4111 −0.1354 −0.3257 −0.0854
0.0303 −0.5151 0.0404 −0.3823
0.4867 −0.2474 0.4867 −0.2474
0.4884 −0.0504 0.4883 −0.0506
 ,
WK1
K2
 =

2.4373 −0.6691
−0.7327 0.8379
−0.2246 −0.7898
−0.1506 −0.5601
 . (55)
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Figure 1: (a) Plot of the PD-RCI set S(ξ) in (6) w.r.t ξ1 and (b) projection
S(ξ) on (x1, x2) axis.
In Fig. 1 (a), we plot the PD-RCI set for ξ1 ∈ [0, 1], and in Fig. 1 (b) we show
the projection of the set on the state-space axis (x1, x2). The RCI set S˘ in
(46) can be seen in the Fig. 1 (b) as bounded colourless region. According to
(10), the region outside the set S˘ highlighted in cyan consists of points which
can be brought within the RCI set S˘ in one step if the initial value of the
parameter is selectable. Thus possibly enlarging the overall set of safe initial
states for constraint control. To compare the volume gain between Problem 1
and Problem 2 we plot the volume of the set S˘ at each iteration in Fig. 2. In
the figure, it can be seen that there is an additional 23% gain in the volume of
the RCI set, after the first 10 iterations for which Problem 1 is solved.
We plot the set S˘ and the maximal RCI set Ω∞ obtained using geometric
approach [22] in Fig. 3. The geometric approach treats parameter as unknown
but bounded signals and the control inputs are free from any state-feedback
structure. Not surprisingly, the set S˘ (volume equal to 21.7907) computed
using the approach proposed in this paper is larger than the set the maximal
RCI set Ω∞ (volume equal 19.3703). Moreover, the overall representational
complexity of the set S˘ is 8, which is exactly half the complexity of the set Ω∞.
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Figure 2: Volume of the set S˘ plotted against the iteration.
These results show the benefits of using PD-RCI sets and PDCL in the LPV
setting. Lastly, to incorporate performance guarantees within the PD-RCI sets,
we consider performance constraint defined as
∞∑
t=0
x(t)T
[
1 0
0 1
]
︸ ︷︷ ︸
Qx
x(t) + 0.1︸︷︷︸
Qu
u(t)2
 ≤ 10︸︷︷︸
γ
. (56)
By selecting z(t) =
[
Q
1/2
x
0
]
x(t) +
[
0
Q
1/2
u
]
u(t) in (2), and imposing performance
constraints in (43) and (45), we compute set S˘γ (shown in Fig. 3) by using the
procedure explained before.
7.3 Nonlinear system
One important application of the proposed approach is to compute RCI sets
for nonlinear systems. For this purpose we consider the controlled Van der Pol
oscillator system in [19]:
x˙1 = x2, (57a)
x˙2 = −x1 + µ(1 − x
2
1)x2 + u, (57b)
where µ = 2. The system should satisfy the input constraints |u| ≤ 1 and state
constraints |x1| ≤ 1, |x2| ≤ 1. For computation and simulation purpose we use
Euler discretized version of the system, in which sampling time has been chosen
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Figure 3: Admissible set X (red), maximal RCI set Ω∞ using geometric ap-
proach (green; dotted), maximum volume RCI set S˘ using Algorithm 1 (yel-
low; solid) and RCI set guaranteeing (56) (blue; dashed).
to be 0.1 units. For the computation of the RCI set, we first rewrite the system
in the quasi-LPV form (4) by selecting
A1 =
[
1 0.1
−0.1 1
]
, A2 =
[
1 0.1
−0.1 1.2
]
, B1 = B2 =
[
0
0.1
]
, (58)
and ξ1 = (2−µ(1−x
2
1))/2 and ξ2 = µ(1−x
2
1)/2. Using the proposed approach we
compute the matrix variables defining the RCI set and the invariance inducing
controller for the nonlinear system which are given as
[P1|P2] =

−0.5066 −0.1205 −0.5066 −0.1358
−0.4349 −0.0135 −0.4367 −0.0134
0.4238 −0.2686 0.4237 −0.3173
0.5280 0.0385 0.5280 0.0385

 WK1
K2
 =

0.4409 0.0136
−0.0127 0.1090
0.8341 −2.3111
0.8727 −3.0114
 (59)
Since the scheduling parameters ξ1, ξ2 are state dependent, we only consider
RCI set S˘ (46), which is shown in Fig. 4. Furthermore, due to state dependence
of the parameters, we can rewrite the PDCL controller as a nonlinear state-
feedback controller u = K(ξ)x = x2(0.7003x
2
1−3.011)−x1(0.03855x
2
1−0.8727).
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Figure 4: Admissible set X (red), maximum volume RCI set S˘ using Algo-
rithm 1 (yellow; solid), RCI set using [16] (green; dashed) and RPI set for an
LQR controller (blue; dotted) for the Van der Pol oscillator system.
The closed-loop trajectories from all the vertices of the set S˘ is also shown in
Fig. 4.
For comparison, we compute the RCI set of representational complexity
(same as S˘) 8 by using the method presented in [16]. The method assumes
the invariance inducing controller to be linear state-feedback, we show the com-
puted set in Fig. 4. Furthermore, we tried to compute the maximal RCI set
using the geometric approach [22]. Interestingly, the geometric approach failed
to converge even after 24 hrs, so instead, we show robust positive invariant
(RPI) set corresponding to an nominal system and LQR controller with tuning
matrices Q = I and R = 1. The representational complexity of the RPI set is
50. Clearly, the proposed algorithm is more advantageous, since it is able to
generate visibly larger RCI sets with less representational complexity.
8 Conclusions
The paper presented a novel iterative algorithm to compute a PD-RCI set and
PD-invariance inducing control law for LPV systems. At each iteration of the
algorithm, an SDP is solved to obtain a larger PD-RCI set successively un-
til convergence. In the SDP, we introduced the invariance conditions, system
constraints and performance constraints as LMIs, which were constructed us-
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ing Polya’s relaxation and Finslers’s lemma. Besides, we also presented a new
approach for volume maximization of polytopes based on Monte-Carlo princi-
ples. It was shown that a larger invariant set could be obtained by exploiting
the knowledge of parameters in the invariant set description and the controller
design.
A natural extension of the presented work could be to include bounded
parameter variations rate as additional constraints, which could further reduce
conservatism. Another possible extension could be to devise a similar algorithm
for polynomially parameter-dependent systems.
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Appendix
A Known matrix inequalities conditions
We recall some existing results which will be used in the paper. The first
result states equivalent way of expressing the positive definiteness of a parameter
dependent quadratic form constrained by a linear constraint.
Lemma 4 (Finsler’s Lemma[23]). Let ξ ∈ Ξ ⊆ RNξ , Φ : Ξ → Rn×n and
∆ : Ξ→ Rm×n. Then the following statements are equivalent:
i. For each ξ ∈ Ξ, yTΦ(ξ)y ≻ 0, ∀∆(ξ)y = 0, y 6= 0.
ii. For each ξ ∈ Ξ, ∃Ψ ∈ Rn×m such that Φ(ξ)+Ψ(ξ)∆(ξ)+∆(ξ)TΨ(ξ)T ≻ 0.
Often a condition rank(∆(ξ)) < n for each ξ ∈ Ξ is also included, however
in [23] it was shown that this condition is not necessary.
Lemma 5 ([17]). Let L ∈ Rm×n be any arbitrary matrix and M ∈ Rm×m be
a positive definite matrix then following relation always holds for any arbitrary
matrix Y ∈ Rm×n
LTM−1L  LTY + YTL − YTMY (60)
Proof.
LTM−1L = (L −MY)TM−1(L −MY) + LTY + YTL
− YTMY  LTY + YTL − YTMY.
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We will need Lemma 5 to linearize the term similar to the l.h.s of (60),
where both L and M can be variables in matrix inequality condition. Lin-
earization is achieved by replacing l.h.s of (60) with its lower bound on r.h.s.
The resulting condition will be linear only if Y is selected to be some known
matrix. An ideal choice would be Y =M−1L since this makes the residual term
(L −MY)TM−1(L −MY) = 0. Nevertheless, the lower bound in (60) would
then be unchanged.
Remark 2. Though Y can be any arbitrary matrix of compatible dimension, to
reduce conservatism due to linearization (as explained in [17]), an appropriate
choice would be to select Y = M−10 L0, where M0, L0 are the values of M,
L from previous iteration. Thus the nonlinearity can resolved using successive
linearization technique in which the residual term shrinks with each iteration,
see [17] for details. Notice that (60) holds with equality if L = L0 andM =M0,
this will be a key property towards proving recursive feasibility of our iterative
schemes proposed in this paper.
A.1 Po´lya’s relaxation theorem
This result will be useful to obtain tractable sufficient (and possibly necessary)
LMI conditions for a given parameter dependent matrix inequality. Let r ∈ Z+,
we define J (d) as the lexically ordered set of r-tuples obtained as all possible
combinations of β = β1β2 · · ·βr, βi ∈ Z+, i = 1, . . . , r such that β1 + β2 +
· · · + βr = d. Jq(d) is the q-th element of J (d), q = 1, . . . ,L(d, r), where
L(d, r) = (r + d − 1)!/(d!(r − 1)!). For a given Jq(d), the associated standard
multinomial coefficient is Xq(d) = d!/(β1!β2! · · ·βr!), where β1β2 · · ·βr = Jq(d).
For clarity of notations, we use an example in which d = 3 and r = 3. This
gives L(d, r) = 10 and J (d) = {003, 012, 021, 030, 102, 111, 120, 201, 210, 300}.
For q = 2, we have Jq(d) = 012 and Xq(d) = d!/(β1!β2!β3!) = 3!/(0!1!2!) = 3.
Lemma 6 (Po´lya’s Relaxation [30, 36]). Let Jq(g) = β1 · · ·βr, and
R(ξ) =
L(g,r)∑
q=1
Xq(g)Rqξ
β1
1 ξ
β2
2 · · · ξ
βr
r , (61)
be a homogeneous matrix valued polynomial function of degree g which is positive
on the simplex,
Ξ =
{
ξ ∈ Rr :
r∑
k=1
ξk = 1, ξk ≥ 0
}
. (62)
then all coefficients of the extended homogeneous matrix valued polynomial
Rd(ξ) = R(ξ).
(
r∑
k=1
ξk
)d
(63)
are positive for a sufficiently large Polya degree d ∈ R+.
Note that in the original form, the Polya relaxation theorem was proposed
for a scalar valued homogeneous polynomial which can be found in [21].
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B Volume maximization using Monte-Carlo in-
tegration
Based on the theory of Monte-Carlo integration [35], we present an approach
which can be used to find a desirably large polytope of a predefined maximum
complexity, enclosed within some known set.
Let C be a set defined as,
C = {x ∈ Rnx |Px ≤ 1},
where P ∈ Rnp×nx . We consider the following volume maximization problem,
sup
C
∫
C
dx s.t. C ⊆ X , (64)
where X is a given bounded set, not necessarily a polytope. We assume that
the set containment constraints C ⊆ X are already available, and are formu-
lated as some finite-number of convex constraints (e.g., LMIs). In this section,
we focus on the cost function of (64), which characterizes the volume of the
polytopic set C. Typically, determining the exact volume
∫
C
dx of a polytope
C is computationally challenging [8, 12]. In our case, the problem is even more
difficult as C itself is not known. To this end, a procedure based on Monte-Carlo
methods [35] is formulated, in order to approximate the cost in (64).
Let B be a known outer bounding box which contains the given set X . We
generate N independent random samples X˜ = {x˜j}
N
j=1, which are uniformly
distributed in the given outer-bounding box B.
According to Monte-Carlo integration technique, the volume of the set C is
approximated as, ∫
C
dx ≈
1
N
vol(B)
∑
x˜j∈X˜
I{C}(x˜j), (65)
where vol(B) denotes the volume of the box B, and I{C}(x˜j) is the indicator
function of the set C defined as,
I{C}(x˜j) =
{
1, if x˜j ∈ C,
0, if x˜j /∈ C.
(66)
Remark 3. From the theory of Monte Carlo integration [35], the following limit
holds with probability (w.p) 1:
lim
N→∞
1
N
vol(B)
∑
x˜j∈X˜
I{C}(x˜j) =
∫
C
dx, w.p.1.
By using (65), the maximum-volume problem (64) is approximated as fol-
lows,
max
C
∑
x˜j∈X˜
I{C}(x˜j) s.t. C ⊆ X . (67)
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Note that the cost function in problem (67) which is the sum of indicator
functions I{C}(x˜j), is non-convex and discontinuous. We next introduce an ap-
proximation of the cost function in order to solve (67) in a tractable manner.
We approximate the discontinuous cost in (67) with a continuous-concave func-
tion such that the sample points which are contained in C get the maximum
cost, while the value of the cost for all x˜j /∈ C, decreases uniformly.
For the sake of convenience, without loss of generality we modify the defini-
tion of indicator functions in the cost (67) as follows
I{C}(x˜j) =
{
0, if P x˜j − 1 ≤ 0,
−1, otherwise.
(68)
Note that, this modification does not change the optimal solution of problem
(67).
B.0.1 Approximation of the indicator functions
Let us first consider for each individual hyperplane Ci , {x : eTi (Px − 1) ≤ 0}
of the set C, the following cost T{Ci}(x˜j),
T{Ci}(x˜j) =
{
0 if eTi (P x˜j − 1) ≤ 0,
−eTi (P x˜j − 1) if e
T
i (P x˜j − 1) > 0,
(69)
which is a piecewise linear concave approximation of the indicator functions
I{Ci}(x˜j) defined for the i-th hyperplance of C. The plot of the indicator func-
tion I{Ci}(x˜j) and its approximation T{Ci}(x˜j) is shown in Fig.5. The idea of
approximating non-convex indicator function I{Ci}(x˜j) with T{Ci}(x˜j) is simi-
lar to the relaxation of l0-quasi-norm with l1-norm as introduced in [1, 31] for
computing outer-approximating polytopes of non-convex semialgebraic sets.
We now extend the idea of approximating the indicator functions defined
for a single hyperplane Ci, to approximate the indicator function defined over
the entire polytopic set C. In particular, we introduce the following concave
function T{C}(x˜j) to approximate I{C}(x˜j) defined in (68),
T{C}(x˜j) =
0 if P x˜j−1 ≤ 0,−( max
i=1,...,np
eTi (P x˜j − 1)
)
otherwise.
(70)
Note that, for the points x˜j /∈ C, the cost T{C}(x˜j) is always negative and
decays uniformly in all the directions away from C.
Based on the approximation T{C}(x˜j) in (70) of the indicator functions
I{C}(x˜j), the problem (67) is relaxed as follows,
max
C
∑
x˜j∈X˜
T{C}(x˜j) s.t. C ⊆ X (71)
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T{Ci}(x˜j)
I{Ci}(x˜j)
−1
0 e
T
i (P x˜j − 1)
Figure 5: Indicator function I{Ci}(x˜j) (blue) and its concave approximation
T{Ci}(x˜j) (red) for the i-th hyperplane. When e
T
i (P x˜j − 1) < 0, I{Ci}(x˜j) and
T{Ci}(x˜j) are overlapped and both are 0.
Thus, by solving the constraint optimization problem (71), we try to find the
matrix P (defining the polytope C), which maximizes the number of points x˜j
inside the set C, in turn, maximizing its volume, while respecting the constraint
C ⊆ X .
Remark 4. With the choice of cost function T{C}(x˜j) in (70), we aim at se-
lecting the matrix P of the polytope C, such that maximum number of points
lie in the set, i.e., x˜j ∈ C. This is due to the fact that, the value of the cost
T{C}(x˜j) decreases linearly for the sample points x˜j which lie outside the set C.
We observe that, with this choice of the cost function, it is sufficient to select the
sample points {x˜j}
Nσ
j=1 which lie on the boundary of the known outer-bounding
box B. This significantly reduces the computation cost to solve the optimization
problem (71). Thus, in this paper, we have considered only the sample points
which are on the boundary of B, instead of uniformly distributed samples.
Finally, the cost function in (71) can be seen as a sum of concave functions,
which can be equivalently expressed as following convex minimization problem,
min
∑N
j=1 σj
P, σj
s.t. σj ≥ 0, ∀j = 1, . . . , N
P x˜j − 1 ≤ σj1, ∀j = 1, . . . , N
C ⊆ X ,
(72)
where σj ∈ R. Thus, the final volume maximization consist of a linear cost and
constraints, alongwith a set containment constraint.
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