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СПИСОК СОКРАЩЕНИЙ И ОБОЗНАЧЕНИЙ
п.в. - почти всюду,
п.о. - положительно однородная(функция),
ПРВ - представимые в виде разности выпуклых,
Sn−11 (0) = {q ∈ Rn |‖ q ‖= 1},
Bn1 (0) = {q ∈ Rn |‖ q ‖≤ 1},
N+− множество целых положительных чисел,
N− натуральное множество чисел,
A¯− замыкание множества A,
coA− выпуклая оболочка множества A,
bdA− граница множества A,
intA− внутренность множества A,
ρH(A,B)− расстояние между множествами A,B в метрике Хаусдорфа,
ℜn− n-мерное евклидово пространство,
∇f(x) = f ′(x)− производная функции f(·) в точке x,
domf− область определения функции f(·),
Γf = {(y, x) ∈ Rn|y = f(x), x ∈ domf}− график функции f(·),
Π− координатная плоскость,
(a, b)− скалярное произведение векторов a и b,
K = con{a1, a2, . . . , ak}− конус K, равный конической оболочке векторов
a1, a2, . . . , ak,
Pr(Q)− проекция множества Q на координатную плоскость Π.
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1 О ПРЕДСТАВИМОСТИ ПОЛОЖИТЕЛЬНО ОДНО-
РОДНОЙ ФУНКЦИИ ПЕРВОЙ СТЕПЕНИ ДВУХ
ПЕРЕМЕННЫХ В ВИДЕ РАЗНОСТИ ВЫПУКЛЫХ
ФУНКЦИЙ
В этом параграфе приведены необходимые и достаточные условия представи-
мости произвольной положительно однородной функции первой степени двух
переменных в виде разности выпуклых функций. Дана также геометрическая
интерпретация этих условий. Приведен алгоритм такого представления, ре-
зультатом которого есть последовательность равномерно сходящихся на про-
извольном компакте, внутренности которого принадлежит начало координат,
выпуклых положительно однородных первой степени многогранных функций.
Объясняется связь поставленной задачи с оптимизацией.
1.1 Введение
Задача об условиях представимости функции в виде разности выпуклых ин-
тересна как для геометров, так и для специалистов других специальностей
[1]-[23]. Представление функции в виде разности выпуклых нашло применение
в оптимизации. Методы оптимизации функций, представленных в виде разно-
сти выпуклых, активно развиваются в [16].
Академик А.Д. Александров развил геометрию выпуклых поверхностей [1].
Следующим шагом были поверхности, являющиеся графиками функций, пред-
ставимых разностью выпуклых, так называемые ПРВ функции. В западной
литературе их называют DC функциями.
Дадим определение выпуклой функции.
Определение 1. Функция ϕ(·) называется выпуклой в области определе-
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ния D, если для любых точек x1, x2 ∈ D и для любых α1, α2 ≥ 0 таких, что
α1 + α2 = 1 , выполняется неравенство
ϕ(α1x1 + α2x2) ≤ α1ϕ(x1) + α2ϕ(x2).
Из определения ясно, что область определенияD выпуклой функции− выпук-
лое множество, так как вместе с точками x1, x2 ∈ D множествуD принадлежит
также точка α1x1 + α2x2, где α1 + α2 = 1, α1, α2 ≥ 0.
По определению функция f(·) называется представимой в виде разности
выпуклых (ПРВ функция), если верно представление
f(·) = f1(·)− f2(·),
где f1(·), f2(·)− выпуклые функции.
К проблеме о представимости функции в виде разности выпуклых автор
пришел, решая задачу, когда функция является квазидифференцируемой [9].
Первый результат на эту тему автор получил будучи аспирантом Ленинград-
ского государственного университета. Этот результат вошел в кандидатскую
диссертацию автора [8].
Оптимизация функций многих переменных начала свое развитие с выпук-
лых функций. Сюда относится линейное программирование [11]. Также, как и
в геометрии, следующим шагом была теория оптимизации функций, предста-
вимых разностью выпуклых функций, так называемых квазидифференцируе-
мых функций [10].
Ясно, что ПРВ функция обязательно дифференцируема по направлениям,
так как дифференцируемы по направлениям выпуклые функции [14].
Введем функцию h(·) : Rn → R :
h(g) = f ′(x0, g) =
∂f(x0)
∂g
= lim α→+0(f(x0 + αg)− f(x0))/α,
которая есть производная по направлению g ∈ Rn функции f(·) в точке x0.
Доказывается [14], что h(·) есть положительно однородная (п.о.) функция пер-
вого порядка, т.е.
h(λg) = λh(g)
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для любого λ > 0.
По определению [9] функция f(·) называется квазидифференцируемой
(КВД) в точке x0 , если
h(g) = h1(g)− h2(g),
где h1(·), h2(·)− выпуклые функции.
Согласно двойственности Минковского [10] любой выпуклой конечной п.о.
функции соответствует выпуклое компактное множество в Rn, называемое суб-
дифференциалом этой функции в нуле. Обозначим субдифференциалы функ-
ций h1(·), h2(·) в нуле через ∂h1(0), ∂h2(0) соответственно. Тогда верны равен-
ства [10]
h1(g) = max
v∈∂h1(0)
(v, g), h2(g) = max
v∈∂h2(0)
(v, g) ∀g ∈ Rn.
Здесь в правой части равенств стоят скалярные произведения векторов v и
g: (v, g). Таким образом, вопрос о квазидифференцируемости функции f(·) в
точке x0 сводится к вопросу о представимости функции h(·) в виде разности
выпуклых п.о. функций.
Это была как раз та первая задача, за которую наряду с другими задачами
в других разделах математики взялся совсем еще молодой автор статьи. Были
получены необходимые и достаточные условия представимости произвольной
липшицевой п.о. первой степени функции от двух переменных в виде разно-
сти выпуклых. Результат на данную тему вошел в диссертацию, защищенную
автором [8].
Напомним о результатах на тему о представлении функции в виде разности
выпуклых, известных автору, когда он был аспирантом и решал поставленную
задачу.
Необходимые и достаточные условия представимости функции одной пере-
менной в виде разности выпуклых, т.е. условия. когда функция является ПРВ
функцией, хорошо известны. Эти условия могут быть записаны в следующем
виде.
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Пусть x → f(x) : [a, b] → R - произвольная липшицевая функция. Извест-
но, что множество Nf , где функция f(·) дифференцируемая, есть множество
полной меры на [a,b]. Для того, чтобы функция f(·) была представима в виде
разности выпуклых функций, необходимо и достаточно, чтобы выполнялось
условие
∨(f ′; a, b) <∞,
где производные вычисляются там, где они существуют. Символ ∨ означает
вариацию функции f ′ на отрезке [a,b].
В статье [2] А.Д.Александров задает вопрос о представимости функции в
виде разности выпуклых, если она является таковой для любой прямой в об-
ласти определения. Ответ на этот вопрос отрицательный (см. [21], [22] ).
Согласно терминологии А.Д.Александрова под многогранной кусочно-
линейной функцией с конечным числом граней, определенной в R2, будем по-
нимать такую функцию, график которой состоит из конечного числа частей
плоскостей, которые называются гранями.
Введем понятие двугранного угла. Будем понимать под двугранным углом
функцию, график которой состоит из полуплоскостей с общей граничной пря-
мой, называемого ребром двугранного угла.
В [2] академик А.Д. Александров доказал, что многогранная функция и
функция, первая производная которой липшицевая, являются ПРВ функция-
ми в области их определения.
Мы будем использовать в дальнейшем метод доказательства теоремы, что
любая многогранная функция f(·) : R2 → R является ПРВ функцией. Повто-
рим доказательство этой теоремы, взятое из [2].
Рассмотрим все выпуклые двугранные углы, части графиков которых при-
надлежат графику функции f(·). Просуммируем все такие выпуклые двугран-
ные углы. В итоге получим выпуклую многогранную функцию f1(·) : R2 → R.
Доказывается [2], что разность
f1(·)− f(·) = f2(·)
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есть также выпуклая многогранная функция.
Действительно, для доказательства достаточно показать, что все двугран-
ные углы, части графиков которых принадлежат графику функции f1(·)−f(·),
являются выпуклыми. Для этого покажем, что любая точка, лежащая на про-
екции ребра произвольного двугранного угла функции f1(·)−f(·), имеет малую
окрестность, где функция f1(·)− f(·) выпуклая.
Если берем точку, в малой окрестности которой функция f(·) линейна, то
локальная выпуклость разности f1(·) − f(·) очевидна. Пусть берем точку, ле-
жащую на проекции на плоскость ребра выпуклого двугранного угла, часть
графика которого принадлежит графику функции f(·). Поскольку согласно
алгоритму этот же двугранный угол входит в сумму выпуклых двугранных
углов, образующих функцию f1(·), то опять разность f1(·)−f(·) будет локаль-
но выпуклой в окрестности рассматриваемой точки. Если же точка лежит на
проекции ребра вогнутого двугранного угла, часть графика которого принад-
лежит графику функции f(·), то −f(·) − локально выпукла в окрестности
этой точки, а поэтому разность f1(·) − f(·) снова локально выпукла в той
же окрестности. Из локальной выпуклости всех двугранных углов функции
f1(·) − f(·) следует ее выпуклость в R2. Итак, доказано, что многогранная
функция от двух переменных является ПРВ функцией.
Докажем, что дифференцируемая функция с липшицевой производной так-
же является ПРВ функций.
Для доказательства воспользуемся замечательным свойством выпуклых
функций. Это свойство замечательно тем, что оно является характерным толь-
ко для выпуклых функций. Оказывается [14], производная по произвольному
направлению g ∈ Rn выпуклой функции ϕ(·) в точке x0 + αg, α > 0,
ϕ′(x0 + αg, g) =
∂ϕ(x0 + αg)
∂g
= lim α→+0(ϕ(x0 + αg + τg)− ϕ(x0 + αg))/τ,
есть монотонно возрастающая функция по α.
Пусть задана дифференцируемая функция f(·) : Rn → R с липшицевой
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производной, т.е. для любых x, y ∈ R2 верно неравенство
‖f ′(x)− f ′(y)‖ ≤ L‖x− y‖,
где L− константа Липшица, а справа и слева от знака неравенства стоят нор-
мы разности векторов. Покажем, что ее можно представить в виде разности
выпуклых.
Возьмем в качестве одной из выпуклых функций функцию L‖x‖2. Вычис-
лим и сравним производные по направлению g функции
f1(x) = L‖x‖2 − f(x)
в точках x0 и x0 + αg, α > 0, где ‖x‖2 = (x, x)− норма вектора x.
В точке x0 производная по направлению g равна
f ′1(x0, g) = 2L(x0, g)− f ′(x0, g)
В точке x0 + αg производная по направлению g равна
f ′1(x0 + αg, g) = 2L(x0 + αg, g)− f ′(x0 + αg, g).
Здесь, как и ранее, в круглых скобках через запятую стоят скалярные произ-
ведения векторов.
Найдем разность этих выражений и определим ее знак
f ′1(x0 + αg, g)− f ′1(x0, g) = 2L(x0 + αg, g)− 2L(x0, g)−
−f ′(x0 + αg, g) + f ′(x0, g) ≥ 2Lα‖g‖2 − Lα‖g‖2 ≥ 0,
что по свойству, указанному выше, следует, что f1(·)− выпуклая функция.
Таким образом, доказано, что функция f(·) представима в виде разности вы-
пуклых функций L‖x‖2 и f1(x):
f(x) = L‖x‖2 − f1(x).
Заметим, что данное свойство доказано для функции, определенной в Rn.
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Итак, для представления дифференцируемой функции f(·) в виде разности
выпуклых надо знать константу Липшица ее производной. Если функция f(·)
дважды дифференцируема, то в качестве константы L можно взять верхнюю
грань нормы матрицы вторых смешанных производных, т.е.
sup
x∈D
‖f ′′(x)‖ = sup
x∈D
‖∇2f(x)‖ = L,
если матрица f ′′(·) = ∇2f(·) существует и ее норма ограничена сверху во всей
области определения D функции f(·).
Если функция недифференцируема и не является многогранной, то вопрос
о представлении ее в виде разности выпуклых, остается открытым. В дан-
ной статье будут записаны необходимые и достаточные условия представимо-
сти функции в виде разности выпуклых. Начнем с положительно однородной
функции первой степени.
1.2 Положительно однородная функция первой степени. Двухмер-
ный случай
Пусть ϕ(·), q ∈ R2,− п.о. функция, удовлетворяющая условию Липшица с
константой L. Обозначим через
Φ(t) = ϕ(cos t, sin t) = ϕ(r(t)), r(t) = (cos t, sin t),
где t ∈ [0, 2pi]− естественная параметризация единичной окружности с цен-
тром начале координат [15].
Функция Φ(·) Также будет удовлетворять условию Липшица с той же кон-
стантой L. Это следует из очевидных неравенств
|Φ(t1)− Φ(t2)| = |ϕ(r(t1))− ϕ(r(t2))| ≤
≤ L‖r(t1)− r(t2)‖ = 2L sin |t1 − t2|
2
≤ L|t1 − t2|.
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Следовательно, функция Φ(·) почти всюду (п.в.) дифференцируема по t на
отрезке [0, 2pi] [12].
Обозначим, как это принято в литературе [12], через ∨(Φ′; 0, 2pi) вариацию
производной Φ′(·) на отрезке [0, 2pi], предполагая, что рассматриваются точки,
где производная существует.
Теорема 1.2.1 Для того, чтобы липшицевая п.о. первой степени функция
ϕ(·) была представима в виде разности выпуклых функций (была ПРВ функ-
цией), необходимо и достаточно, чтобы
(∃c(ϕ) > 0) : ∨(Φ′; 0, 2pi) < c(ϕ),
где Φ(t) = ϕ(r(t)), r(t) = (cos t, sin t), t ∈ [0, 2pi].
Доказательство. Необходимость. Пусть функция ϕ(·) представима в виде
разности выпуклых п.о. функций ϕ1(·), ϕ1(·) :
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ R2.
Определим функции
Φ1(t) = ϕ1(r(t)), Φ2(t) = ϕ1(r(t)), r(t) = (cos t, sin t), ∀t ∈ [0, 2pi].
Очевидно, что
Φ(t) = Φ1(t)− Φ2(t) ∀t ∈ [0, 2pi].
По свойству вариации [12]
∨(Φ′; 0, 2pi) ≤ ∨(Φ′1; 0, 2pi) + ∨(−Φ′2; 0, 2pi) = ∨(Φ′1; 0, 2pi) + ∨(Φ′2; 0, 2pi).
Следовательно, для доказательства необходимости достаточно доказать нера-
венство
∨(Φ′1; 0, 2pi) < c(ϕ1).
Возьмем точки {ti}, i ∈ 1 : s, достаточно равномерно расположенные на
окружности S11(0) = {(x, y) ∈ R2|x2 + y2 = 1}, где функция Φ1(·) дифферен-
цируема. Это всегда можно сделать, так как Φ1(·) липшицева на окружности
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S11(0), поскольку выпуклая функция ϕ1(·) липшицева [9], константу Липшица
которой обозначим через L1.
Вариация по определению [12] есть верхний предел сумм
sup
{ti}
s∑
1
|Φ′1(ti)− Φ′1(ti+1)|. (1.1)
Посчитаем производные
Φ′1(ti) = (ϕ
′
1(r(ti)), p(ti)),
где p(ti) = r
′(ti), ‖p(ti)‖ = 1, и вычислим модуль разности
|Φ′1(ti+1)− Φ′1(ti)| = |(ϕ′1(r(ti+1)), p(ti+1))− (ϕ′1(r(ti)), p(ti))| =
= |(ϕ′1(r(ti+1)), p(ti+1))− (ϕ′1(r(ti)), p(ti+1))+
+(ϕ′1(r(ti)), p(ti+1))− (ϕ′1(r(ti)), p(ti))| ≤
≤ |(ϕ′1(r(ti+1)), p(ti+1))− (ϕ′1(r(ti)), p(ti+1))|+
+|(ϕ′1(r(ti)), p(ti+1))− (ϕ′1(r(ti)), p(ti))| ≤
≤ ‖ϕ′1(r(ti+1))− ϕ′1(r(ti))‖ ‖p(ti+1)‖+ ‖p(ti+1)− p(ti)‖ ‖ϕ′1(r(ti))‖ ≤
≤ ‖ϕ′1(r(ti+1))− ϕ′1(r(ti))‖+ L1 ‖p(ti+1)− p(ti)‖, (1.2)
так как ‖p(ti+1)‖ = 1, ‖ϕ′1(r(ti))‖ ≤ L1.
Сумма ∑
i
‖p(ti+1)− p(ti)‖
не превосходит длины окружности S11(0), равное 2pi.
Докажем ограниченность сверху суммы
∑
i
‖ϕ′1(r(ti+1))− ϕ′1(r(ti))‖.
Так как функция ϕ1(·)− п.о. выпуклая функция, то согласно принципу двой-
ственности Минковского [13] имеет место равенство
ϕ1(r(t)) = max
v∈∂ϕ1(0)
(v, r(t)) = (v(t), r(t)), v(t) ∈ ∂ϕ1(0),
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где ∂ϕ1(0) - субдифференциал функции ϕ1(·) в нуле.
Субдифференциал − это множество всех обобщенных градиентов выпуклой
функции ϕ1(·) в нуле, который является выпуклым компактным множеством.
В точках r(t) ∈ S11(0), где функция ϕ1(·) дифференцируема, граничный вектор
v(t) ∈ ∂ϕ1(0) в написанном выше равенстве единственный и равен v(t) =
ϕ′1(r(t)) = ∇ϕ1(r(t)). По свойству субдифференциала [9] нормальный вектор
к границе множества ∂ϕ1(0) в точке v(t) равен r(t).
Тогда ∑
i
‖ϕ′1(r(ti+1))− ϕ′1(r(ti))‖ =
∑
i
‖v(ti+1)− v(ti)‖.
Соединив пары векторов v(ti), v(ti+1), i ∈ 1 : s, отрезком, мы получим замкну-
тую ломаную, являющуюся границей замкнутого выпуклого многоугольника,
вписанного в ∂ϕ1(0).
Поэтому супремум суммы
sup
ti
∑
i
‖ϕ′1(r(ti+1))− ϕ′1(r(ti))‖
не превосходит длины кривой L∂ϕ1(0), ограничивающей замкнутое выпуклое
множество ∂ϕ1(0). Длину кривой L∂ϕ1(0) обозначим через P (L∂ϕ1(0)).
Окончательно, супремум суммы (1.1 ) согласно неравенствам (1.2) не пре-
восходит
P (L∂ϕ1(0)) + 2piL1.
Поэтому в случае, когда ϕ(·) = ϕ1(·)− ϕ2(·), можно записать
∨(Φ′; 0, 2pi) ≤ ∨(Φ′1; 0, 2pi) + ∨(Φ′2; 0, 2pi) ≤
≤ P (L∂ϕ1(0)) + P (L∂ϕ2(0)) + 2piL1 + 2piL2,
где ∂ϕ1(0), ∂ϕ2(0), L1, L2− субдифференциалы в нуле и константы Липшица
функций ϕ1(·) и ϕ2(·) соответственно. Здесь P (L∂ϕ1(0)), P (L∂ϕ2(0))− длины кри-
вых, ограничивающих субдифференциалы ∂ϕ1(0), ∂ϕ2(0). Необходимость до-
казана.
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Достаточность. Пусть условия теоремы 3.1.1 выполняются. Разобьем еди-
ничный круг B21(0) = {(x, y) ∈ R2|x2 + y2 ≤ 1} точками {r(ti)} ∈ S11(0), i ∈ 1 :
m, на m равных секторов. Построим по этому разбиению п.о. многогранную
функцию ϕm(·) следующим образом.
Значения функции ϕm(·) на векторах 0, r(ti), r(ti+1) равны
ϕm(0) = 0, ϕm(r(ti)) = ϕ(r(ti)), ϕm(r(ti+1)) = ϕ(r(ti+1)).
Во всех остальных точках i−ого сектора, определяемого векторами
0, r(ti), r(ti+1), функцию ϕm(·) определим линейным образом, т.е. для векто-
ра
r = λ1r(ti) + λ2r(ti+1), λ1, λ2 > 0,
верно равенство
ϕm(r) = λ1ϕm(r(ti)) + λ2ϕm(r(ti+1)).
Так сделаем для всех m секторов, на которые мы разбили круг B21(0). Линей-
ную функцию, график которой совпадает в i− ом секторе с графиком функции
ϕm(·), обозначим через pii(·).
Введем некоторые определения и понятия, используемые в дальнейшем. Бу-
дем понимать под градиентом плоскости градиент функции, график которой
есть эта плоскость. Двугранный угол по определению есть непрерывная функ-
ция, график которой состоит из двух полуплоскостей с общей прямой, назы-
ваемой ребром , а полуплоскости называются гранями двугранного угла.
Первое, что мы докажем − это равномерную липшицевость функций ϕm(·)
по m. Для этого требуется доказать, что градиенты линейных функций pii(·)
ограничены сверху константой, не зависящей от i,m.
Рассмотрим различные расположения на плоскости градиента ∇pii = pi′i.
Если градиент ∇pii находится на границе i− ого сектора и расположен вдоль
вектора r(ti), то
(∇pii, li) = ‖∇pii‖ = ∂ϕ(0)
∂li
≤ L,
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где li = r(ti)/‖r(ti)‖, ∂ϕ(0)/∂li− производная по направлению li функции ϕ(·)
в точке 0. Аналогичные рассуждения проводим, если градиент ∇pii находится
на границе i− ого сектора и расположен вдоль вектора r(ti+1).
Если вектор ∇pii находится внутри i− ого сектора, то поскольку производ-
ные по направлению li функций pii(·) и ϕ(·) совпадают, то
∂pii(0)
∂li
= (∇pii, li) = ∂ϕ(0)
∂li
≤ L.
Перепишем скалярное произведение в виде произведения норм векторов на
косинус угла αi между ними
‖∇pii‖ ‖li‖ cosαi = ‖∇pii‖ cosαi ≤ L.
Откуда
‖∇pii‖ ≤ L
cosαi
≤ L
cos 2pi
m
,
так как при больших m угол αi ≤ 2pi/m. Очевидно, что правая часть неравен-
ства равномерно ограничена для всех больших m.
Если градиент ∇pii не принадлежит i− ому сектору, то проведем пря-
мую l с направляющим единичным вектором li, образующую с вектором
qi = ∇pii/‖∇pii‖ угол αi, не больший 2pi/m. Пусть прямая l пересекает лу-
чи, на которых лежат векторы r(ti) и r(ti+1), в точках A и B. Параметризуем
прямую l естественным образом. Параметры точек A и B на прямой l обозна-
чим через a и b. Тогда
pii(b)− pii(a) =
∫ b
a
∂pii(τ)
∂li
dτ =
∫ b
a
∂ϕ(τ)
∂li
dτ = ϕ(b)− ϕ(a).
Отсюда заключаем, что существует точка si ∈ [a, b], для которой
∂pii(si)
∂li
= ‖∇pii‖ ‖li‖ cosαi = ‖∇pii‖ cosαi ≤ ∂ϕ(si)
∂li
≤ L.
Проводим рассуждения, аналогичные приведенным выше. Получим ту же
оценку для нормы ‖∇pii‖. Тем самым мы доказали равномерную липшице-
вость по m функций ϕm(·).
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Будем представлять функцию ϕm(·) в виде разности выпуклых. Для этого
воспользуемся алгоритмом академика А.Д. Александрова для представления
многогранной функции в виде разности выпуклых, описанным в [2].
Введем определение вариации двугранного угла. Под вариацией двугранно-
го угла будем понимать максимальную вариацию производной этой функции
вдоль некоторой прямой. Нетрудно видеть, что максимальная вариация произ-
водной будет для прямой, перпендикулярной проекции на плоскость R2 ребра
двугранного угла, которую обозначим через l. Поясним сказанное.
Пусть направляющий единичный вектор прямой l есть вектор q ∈ R2. В
этом случае вариация двугранного угла равна ‖a1 − a2‖, где a1, a2 ∈ R2−
градиенты плоскостей (полуплоскостей) pi1, pi2, образующих двугранный угол.
Действительно, поскольку производные по направлению q плоскостей pi1, pi2
совпадают, то
(∇pi1, q) = (∇pi2, q).
Отсюда следует, что вектор a1 − a2 перпендикулярен прямой l. Поэтому для
всех прямых, не перпендикулярных прямой l, вариация производной двугран-
ного угла будем меньше ‖a1− a2‖. Итак, вариация двугранного угла, записан-
ная через производные по направлению, равна
|(∇pi1, p)− (∇pi2, p)| = |(∇pi1 −∇pi2, p)|,
где p ∈ R2− единичный вектор, перпендикулярный вектору q.
Сделаем оценку вариации двугранного угла через вариацию производной
функции Φ(·). Рассмотрим секторы i, i+ 1, по которым построены плоскости
pii, pii+1, являющиеся гранями i− ого двугранного угла. Путь сектор i опреде-
ляют векторы r(ti), r(tt+1), а сектор i + 1− векторы r(tt+1), r(ti+2). Для опре-
деленности предположим, что
(∇pii+1, p(ti+1)) ≥ (∇pii, p(ti+1)),
где p(ti+1) = r
′(ti+1). Очевидны равенства
pii(ti+1)− pii(ti) = Φ(ti+1)− Φ(ti) =
∫ ti+1
ti
Φ′(τ)dτ =
∫ ti+1
ti
dpii(r(τ))
dτ
dτ.
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Отсюда следует, что существует точка τ1 ∈ [ti, ti+1], для которой
dpii(r(τ1))
dt
≥ Φ′(τ1).
Аналогично для отрезка [ti+1, ti+2]:
pii+1(ti+2)−pii+1(ti+1) = Φ(ti+2)−Φ(ti+1) =
∫ ti+2
ti+1
Φ′(τ)dτ =
∫ ti+2
ti+1
dpii+1(r(τ))
dτ
dτ.
Отсюда заключаем, что существует точка τ2 ∈ [ti+1, ti+2], для которой
dpii+1(r(τ2))
dt
≤ Φ′(τ2).
Получим оценку сверху для вариации i− ого двугранного угла с учетом сде-
ланного предположения.
‖∇pii+1 −∇pii‖ = (∇pii+1, p(ti+1))− (∇pii, p(ti+1)) = dpii+1(r(τ2))
dt
− dpii(r(τ1))
dt
+
+(∇pii+1, p(ti+1))− dpii+1(r(τ2))
dt
− (∇pii, p(ti+1)) + dpii(r(τ1))
dt
.
Производные функций pii(·), pii+1(·) по t можно переписать в ином виде
dpii+1(r(τ2))
dt
= (∇pii+1, p(τ2)); dpii(r(τ1))
dt
= (∇pii, p(τ1)),
где p(τ1) = r
′(τ1), p(τ2) = r′(τ2). Отсюда получаем требуемую оценку
‖∇pii+1 −∇pii‖ ≤ Φ′(τ2)− Φ′(τ1) + ‖∇pii+1‖ |τ2 − ti+1|+ ‖∇pii‖ | τ1 − ti| ≤
≤
∫ ti+2
ti
Φ′(τ)dτ +
L
cos 2pi
m
|ti+2 − ti|.
Теперь опишем алгоритм представления функции в виде разности выпуклых.
Рассмотрим все выпуклые двугранные углы, части графиков которых принад-
лежат графику функции ϕm(·). Просуммируем все такие выпуклые двугран-
ные углы. В итоге получим п.о. выпуклую многогранную функцию, которую
обозначим ϕ1m(·). Разность
ϕ2m(·) = ϕ1m(·)− ϕm(·),
— 20 —
как было ранее доказано, является снова п.о. выпуклой многогранной функ-
цией. Также мы доказали, что функции ϕ1m(·), ϕ2m(·) являются равномерно
липшицевыми поm с нулевым значением в начальной точке. Поэтому из после-
довательности функций ϕ1m(·), ϕ2m(·) можно выбрать равномерно сходящиеся
на единичном круге B21(0). Обозначим их равномерные пределы по m через
lim
m
ϕ1m(x, y) = ϕ1(x, y), lim
m
ϕ2m(x, y) = ϕ2(x, y) ∀(x, y) ∈ B21(0).
Переходя в равенстве
ϕm(x, y) = ϕ1m(x, y)− ϕ2m(x, y) ∀(x, y) ∈ B21(0)
к пределу по m→∞, получим требуемое представление
ϕ(x, y) = ϕ1(x, y)− ϕ2(x, y) ∀(x, y) ∈ B21(0),
где ϕ1(·), ϕ2(·)− п.о. выпуклые функции, как равномерный поточечный предел
последовательности выпуклых функций. Достаточность доказана, а вместе с
ней и теорема.
Замечание 1.2.1 Доказанная теорема дает конструктивный путь пред-
ставления п.о. функции двух переменных в виде разности выпуклых.
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2 УСЛОВИЯ ПРЕДСТАВИМОСТИ ПОЛОЖИТЕЛЬ-
НО ОДНОРОДНОЙ ФУНКЦИИ M− ОЙ СТЕПЕНИ
ДВУХ ПЕРЕМЕННЫХ В ВИДЕ РАЗНОСТИ ВЫ-
ПУКЛЫХ ФУНКЦИЙ
В данном разделе приведены необходимые и достаточные условия представи-
мости произвольной положительно однородной функцииm− ого порядка двух
переменных в виде разности выпуклых функций. Дана также геометрическая
интерпретация этих условий. Приведен алгоритм такого представления, ре-
зультатом которого есть последовательность равномерно сходящихся на про-
извольном компакте, внутренности которого принадлежит начало координат,
выпуклых положительно однородных m− ой степени функций.
2.1 Введение
История вопроса о представлении функции в виде разности выпуклых берет
свое начало в работах [2], [3]. На тему о представлении функции в виде разно-
сти выпуклых было написано много работ [1] - [8] авторами разных специаль-
ностей. Функции, представимые в виде разности выпуклых (ПРВ функции)
нашли применение в оптимизации [16]. ПРВ функции в западной литературе
называют DC (difference of convex) функциями.
Важный результат после работ академика А.Д. Александрова был полу-
чен автором в его кандидатской диссертации [8], где приведены необходимые
и достаточные условия представимости положительно однородной первой сте-
пени функции двух переменных в виде разности выпуклых. Этот результат
напрямую связан с оптимизацией, так как эти условия являются необходимы-
ми и достаточными условиями квазидифференцируемости функции в точке
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[9]. Метод доказательства был обобщен позднее автором для функций от про-
извольного количества переменных.
Вышла статья [20], где речь идет об условиях представимости функции в
виде разности выпуклых в бесконечномерных пространствах.
В [20] доказана теорема, дающая необходимые и достаточные условия пред-
ставимости функции f(·) в линейном бесконечномерном пространстве X. Ос-
новной результат этой статьи следующий.
Пусть X− линейное пространство, Ω− выпуклое множество в X и f(·) :
Ω→ R− произвольная функция. f является разностью двух выпуклых функ-
ций, если и только если найдутся (конечное или бесконечное) множество ин-
дексов I и множество выпуклых функций hi : Ω→ R, i ∈ I, таких, что сумма∑
i∈I hi(x) существует и конечна в Ω и для любой пары точек a, b ∈ Ω суще-
ствует множество J ⊂ I такое, что f +∑i∈J hi является выпуклой функцией
на сегменте [a; b].
Непонятен основной результат указанной статьи. Почему нельзя в формули-
ровке теоремы говорить об одной выпуклой функции f1(·), для которой f + f1
выпуклая на Ω, вместо семейства функций {hi(·)}? Зачем выбирать из семей-
ства функций {hi(·)} подмножество {hj(·)}, если сумма
∑
i∈I hi(x) конечная и
выпуклая на всем Ω?
Все это говорит о том, что вопрос о нахождении необходимых и достаточных
условий представимости функции в виде разности выпуклых - это довольно
сложная задача. В данном разделе задача решается для п.о. функции степени
m от двух переменных, где m− натуральное число.
Напомним полученный ранее результат.
Теорема 2.1.1 Для того, чтобы липшицевая п.о. степени 1 функция ϕ(·)
была представима в виде разности выпуклых функций (была ПРВ функцией),
необходимо и достаточно, чтобы
(∃c(ϕ) > 0) : ∨(Φ′; 0, 2pi) < c(ϕ),
где Φ(t) = ϕ(r(t)), r(t) = (cos t, sin t), t ∈ [0, 2pi].
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Здесь, как и прежде, используется общепринятое обозначение вариации ∨ про-
изводной Φ′(·) на отрезке [0, 2pi].
2.2 Положительно однородная функция m− ого порядка от двух
переменных
Пусть задана липшицевая п.о. функция степени m : q → ϕ(q) : R2 → R,
т.е. ϕ(λq) = λmϕ(q), λ ∈ R, λ > 0, m− натуральное число. Обозначим через
S11(0) = {z ∈ R2|‖z‖ = 1}− единичная окружность с центром в начале ко-
ординат. Пусть r(t) = (cos t, sin t), t ∈ [0, 2pi]− естественная параметризация
единичной окружности. Введем функцию
Φ(t) = ϕ(r(t)) = ϕ(cos t, sin t), ∀t ∈ [0, 2pi].
Далее попытаемся свести наш случай к однородному случаю первой степени.
А именно:
1. для любой выпуклой локально липшицевой функции z → f(z) : R2 →
R, f(0, 0) = 0, мы построим п.о. степени 1 выпуклую функцию z → ψ(z) :
R
2 → R, принимающую на S11(0) те же значения, что и функция f(·);
2. обратно, для любой выпуклой п.о. степени 1 функции ψ(·), принимающей
на S11(0) положительные значения, построим выпуклую п.о. степени m
функцию ϕ(·), принимающую на S11(0) те же значения, что и функция
ψ(·).
Итак, пусть задана произвольная локально липшицевая выпуклая функ-
ция z → f(z) : R2 → R, f(0, 0) = 0, у которой начало координат − точка
минимума.
Лемма 2.2.1 Пусть (x, y)→ f(x, y) : R2 → R− непрерывная выпуклая функ-
ция и r(t) = (cos t, sin t), t ∈ [0, 2pi]. Тогда существует константа c(f) > 0,
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что
∨ (Φ′; 0, 2pi) ≤ c(f), (2.1)
где Φ(t) = f(r(t)), t ∈ [0, 2pi].
Доказательство. На начальном этапе будем считать, что f(·, ·) дважды
непрерывно дифференцируемая функция, которая принимает неотрицатель-
ные значения и начало координат − ее точка минимума. Таким образом точка
минимума 0 = (0, 0) принадлежит внутренности шара B21(0) = {z ∈ R2|‖z‖ ≤
1}.
Построим для функции f(·, ·) п.о. степени 1 функцию ψ(·), которая на r(·)
принимает значения, равные f(r(·)). Покажем, что ψ(·) - выпуклая.
Рассмотрим функцию
fε(x, y) = f(x, y) + ε(|| x ||2 + || y ||2), ε > 0.
Разобьем отрезок [0, 2pi] точками {ti}, i ∈ 1 : J, на равные отрез-
ки. Построим плоскости pii в R
3, проходящие соответственно через точки
(0, 0, 0), (r(ti), fε(r(ti))), (r(ti+1), fε(r(ti+1)), i ∈ 1 : J . Части плоскостей pii, i ∈
1 : J , определенных в секторах, образуемых векторами (0, 0), r(ti), r(ti+1),
определяют график п.о. степени 1 многогранной функцию (ψε)J(r(·)). Бу-
дем понимать под двугранным углом функцию, график которой состоит из
полуплоскостей с общей граничной прямой, включающих плоскости pii, по-
строенные в соседних секторах. Покажем, что все двугранные углы функции
(ψε)J(r(·)), образуемые плоскостями pii, i ∈ J, построенными по соседним сек-
торам, − выпуклые.
Под градиентом плоскости pii будем понимать градиент линейной функции,
график которой совпадает с плоскостью pii. Обозначим градиенты плоскостей
pii и pii+1 через ∇pii и ∇pii+1 соответственно. Воспользуемся теоремой о средней
точке, согласно которой существует такая точка tm ∈ [ti, ti+1], что
∂fε(r(tm))/∂ei = (∇pii, ei),
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где
ei = (r(ti+1)− r(ti))/ || r(ti+1)− r(ti) || .
Аналогично для плоскости pii+1 и некоторой точки tc ∈ [ti+1, ti+2] имеем
∂fε(r(tc))/∂ei+1 = (∇pii+1, ei+1),
где
ei+1 = (r(ti+2)− r(ti+1))/ || r(ti+2)− r(ti+1) || .
Функция fε(·) сильно выпуклая, так как ее матрица вторых частных производ-
ных положительно определенная. Любая выпуклая функция имеет неубываю-
щую производную по направлению вдоль произвольного луча. Но для сильно
выпуклой функции производная по касательному направлению к кривой вида
r(x0, τ, g) = x0 + τg + oε(τ), g ∈ Rn,τ > 0 в малой окрестности точки x0 есть
возрастающая функция вдоль этой кривой. Поэтому для достаточно большом
J и равномерном разбиении кривой r(·) точками ti имеем
∂fε(r(tm))/∂ei < ∂fε(r(tc))/∂ei+1,
или
(∇pii, ei) < (∇pii+1, ei+1).
Учтем также, что разность ∇pii+1−∇pii перпендикулярна вектору r(ti+1). От-
сюда и из неравенства выше следует, что двугранный угол pii, pii+1 - выпуклый.
При J →∞
(ψε)J(·)⇒ (ψε)(·).
Так как точечный предел для выпуклых функций равносилен равномерному
пределу, то ψε(·) - выпуклая функция. Также ψε(·) ⇒ ψ(·) при ε → +0, т.е.
ψ(·)− выпуклая, что и требовалось доказать.
Очевидно, что градиенты линейных функций, графики которых есть pii, i ∈
J, ограничены константой, зависящей только от самой функции f(·, ·). Верно
равенство
ψ(r(t)) = f(r(t)) ∀t ∈ [0, 2pi]].
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Ясно, что ψ(·, ·) строится однозначно по функции f(·, ·) и выбранной кривой
r(·). Из сказанного выше следует, что функция ψ(·, ·) есть липшицевая с кон-
стантой L(f).
Пусть
Ψ(t) = ψ(r(t)) ∀t ∈ [0, 2pi]].
Поскольку
∨(Φ′; 0, 2pi) = ∨(Ψ′; 0, 2pi),
то из доказанной Теоремы 2.1.1 следует, что
∨(Φ′; 0, 2pi) ≤ c(f).
Если функция f(·, ·) не является дважды непрерывно дифференцируемая,
то ее можно приблизить выпуклой дважды непрерывно дифференцируемой
функцией f˜(·, ·) и построить соответствующую ей функцию ψ˜(·, ·) так, чтобы
значения функций ψ(·, ·), ψ˜(·, ·) и их производных там, где они существуют,
как угодно мало отличались друг от друга. Но тогда аналогичное будет вер-
но для функций Ψ(·), Ψ˜(·), построенных по ψ(·, ·), ψ˜(·, ·) соответственно, и их
производных. Значит написанное выше неравенство для вариации производ-
ных функции Ψ(·) верно для общего случая. Лемма 2.2.1 доказана. 
Лемма 2.2.2 Пусть задана произвольная ПРВ функция от двух переменных
(x, y) → f(x, y) : R2 → R. Тогда существует константа c(f), для которой
верно неравенство
∨ (Φ′; 0, 2pi) ≤ c(f), (2.2)
где Φ(t) = f(r(t)), t ∈ [0, 2pi].
Доказательство. По условию
f(x, y) = f1(x, y)− f2(x, y) ∀(x, y) ∈ R2,
где f1(·, ·), f2(·, ·)− выпуклые функции. По лемме 2.2.1
∨(Φ′1; 0, 2pi) ≤ c1(f), ∨(Φ′2; 0, 2pi) ≤ c2(f),
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где
Φ1(t) = f1(r(t)), Φ2(t) = f2(r(t)), ∀t ∈ [0, 2pi].
На основании неравенства для вариации суммы функций [12] имеем
∨(Φ′; 0, 2pi) ≤ ∨(Φ′1; 0, 2pi) + ∨(Φ′2; 0, 2pi) ≤ c1 + c2.
Лемма доказана. 
Рассмотрим теперь произвольную выпуклую п.о. степени 1 функцию z →
ψ(z) : R2 → R, принимающую на S11(0) положительные значения, и по ней
определим п.о. степени m функцию z → ϕ(z) : R2 → R следующим образом
ϕ(z) = ψ(z) ∀z ∈ S11(0), ϕ(λz) = λmϕ(z) ∀λ > 0.
Покажем, что ϕ(·)− выпуклая. Нетрудно показать, что если q− точка диффе-
ренцируемости функции ϕ(·) (или ψ(·) ), то λq, λ > 0, также точка дифферен-
цируемости функции ϕ(·) (или ψ(·) ). Причем верны равенства
∇ϕ(λq) = ϕ′(λq) = λm−1∇ϕ(q) = λm−1ϕ′(q),
∇ψ(λq) = ψ′(λq) = ∇ψ(q) = ψ′(q) ∀λ > 0.
Без ограничения общности будем считать, что функция ψ(·)− гладкая функ-
ция. В противном случае мы перешли бы к последовательности выпуклых,
гладких п.о. первой степени функций {ψn(·)}, равномерно сходящихся к ψ(·) на
B21(0), по которым мы построим последовательность {ϕn(·)} выпуклых, глад-
ких п.о. функций m− ого порядка, также равномерно сходящихся к ϕ(·) на
B21(0).
Для доказательства выпуклости функции ϕ(·) воспользуемся замечатель-
ным свойством выпуклой функции, пользуясь которым академик А.Д. Алек-
сандров доказал почти всюду дважды дифференцируемость выпуклой функ-
ции [4].
Теорема 2.2.1 [14] Для того чтобы функция z → θ(z) : Rn → R была вы-
пуклой, необходимо и достаточно, чтобы она была дифференцируема по на-
правлениям и для любой точки z ∈ Rn и любого направления p ∈ Rn функция
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α→ h(α) : R+ → R :
h(α) =
∂θ(z + αp)
∂p
была неубывающей по α > 0.
Возьмем произвольную точку z ∈ S11(0) и направление p ∈ R2. Из п.о.
функции ϕ(·) следует, что достаточно рассмотреть случай, когда вектор p пер-
пендикулярен вектору z. Обозначим через ξ точку на луче z + αp, α > 0, а
через ηξ− точку пересечения прямой, проходящей через начало координат и
точку ξ с окружностью S11(0). Обозначим также через ϕ
′(ηξ, τξ), производную
функции ϕ(·) в точке ηξ по направлению τξ, где τξ− касательная к единичной
окружности S11(0) в точке ηξ, сонаправленная с вектором p (см. рис. 1). Без
ограничения общности будем считать, что ϕ′(z, p) ≥ 0. В противном случае
мы возьмем направление −p. Заметим, что
ϕ′(ξ, τξ) = ‖ξ‖m−1ϕ′(ηξ, τξ) = ‖ξ‖m−1ψ′(ηξ, τξ),
ϕ′(ξ, ηξ) = ‖ξ‖m−1ϕ′(ηξ, ηξ) = m‖ξ‖m−1ϕ(ηξ) = m‖ξ‖m−1ψ(ηξ).
Тогда
∇ϕ(ξ) = ϕ′(ξ) = ϕ′(ξ, τξ)τξ + ϕ′(ξ, ηξ)ηξ =
= ‖ξ‖m−1(ϕ′(ηξ, τξ)τξ +mϕ(ηξ)ηξ)
и
(ϕ′(ξ), p) = ‖ξ‖m−1((ϕ′(ηξ, τξ)τξ, p) +m(ϕ(ηξ)ηξ, p)) =
= ‖ξ‖m−1((ψ′(ηξ, τξ)τξ, p) +m(ψ(ηξ)ηξ, p)) =
= ‖ξ‖m−1((ψ′(ξ), p) + (m− 1)(ψ(ηξ)ηξ, p)) (2.3)
Возьмем две произвольные точки ξ1 и ξ2 на луче z + αp, α > 0 : ξ1 =
z + α1p, ξ2 = z + α2p, α2 > α1. Из формулы (2.3) имеем
(ϕ′(ξ1), p) = ‖ξ1‖m−1((ψ′(ξ1), p) + (m− 1)(ψ(ηξ1)ηξ1, p)),
(ϕ′(ξ2), p) = ‖ξ2‖m−1((ψ′(ξ2), p) + (m− 1)(ψ(ηξ2)ηξ2, p)).
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Пусть ‖ξ2‖ > ‖ξ1‖. Сравним два числа (ϕ′(ξ1), p) и (ϕ′(ξ2), p). Поскольку ψ(·)−
выпуклая, то
(ψ′(ξ2), p) ≥ ψ′(ξ1), p) (2.4)
Кроме того, так как функции ϕ(·), ψ(·)− липшицевые и их значения равны на
единичной окружности, то ϕ′(z, p) = ψ′(z, p) ≥ 0, откуда следует, что ψ(ξ2) ≥
ψ(ξ1). Также для ηξ1, ηξ2, близких к z, ψ(ηξ2) ≥ ψ(ηξ1) > 0, а поэтому
(ψ(ηξ2)ηξ2, p) ≥ (ψ(ηξ1)ηξ1, p). (2.5)
Из (2.4) и (2.5) получим
(ϕ′(ξ1), p) ≤ (ϕ′(ξ2), p).
Следовательно, функция ϕ(·)− выпуклая в окрестности точки z. Из локальной
выпуклости функции ϕ(·) следует ее глобальная выпуклость.
Итак, пункты 1) и 2) выполнимы. Выясним теперь условия, при которых
п.о. степени m функция ϕ(·) представима в виде разности выпуклых функций
ϕ1(·), ϕ2(·).
Пусть
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ R2,
где ϕ1(·), ϕ2(·)− выпуклые функции.
Построим, как это мы делали ранее, п.о. степени 1 выпуклые функции
ψ1(·), ψ2(·), соответствующие выпуклым функциям ϕ1(·), ϕ2(·). Тогда функция
ψ(·), определяемая равенством
ψ(q) = ψ1(q)− ψ2(q) ∀q ∈ R2,
есть ПРВ функция. Поскольку
∨(Ψ′; 0, 2pi) = ∨(Φ′; 0, 2pi),
где
Φ(t) = ϕ(r(t)), Ψ(t) = ψ(r(t)) ∀t ∈ [0, 2pi],
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то выполняется неравенство
∨(Φ′; 0, 2pi) < c(ϕ).
Без ограничения общности считаем, что ψ1(·), ψ2(·) принимают на S11(0) поло-
жительные значения. построим теперь по выпуклым функциям ψ1(·), ψ2(·) п.о.
степени m функции ϕ˜1(·), ϕ˜2(·). По доказанному ранее ϕ˜1(·), ϕ˜2(·)− выпуклые
функции. Очевидно, что
ϕ(q) = ϕ˜2(q)− ϕ˜1(q) ∀q ∈ R2.
Пусть теперь выполняется неравенство
∨(Φ′; 0, 2pi) < c(ϕ).
Покажем, что ϕ(·)− ПРВ функция. Определим п.о. степени 1 функцию q →
ψ(q) : R2 → R, принимающую на S11(0) те же значения, что и функция ϕ(·) на
S11(0). Так как
∨(Φ′; 0, 2pi) = ∨(Ψ′; 0, 2pi) < c(ψ),
то ψ(·)− ПРВ функция [6], [8], т.е.
ψ(q) = ψ2(q)− ψ1(q) ∀q ∈ R2,
где ψi(·), i = 1, 2,− выпуклые п..о. степени 1 функции. Очевидно, что функции
ψi(·), i = 1, 2, можно выбрать такими, чтобы они принимали положительные
значения на S11(0). По функциям ψi(·), i = 1, 2, построим п.о. степени m функ-
ции ϕi(·), i = 1, 2. По доказанному ранее ϕi(·), i = 1, 2,− выпуклые. Кроме
того, очевидно, выполняется равенство
ϕ(q) = ϕ2(q)− ϕ1(q) ∀q ∈ R2,
т.е. ϕ(·)− ПРВ функция.
Таким образом доказана следующая теорема.
— 31 —
Теорема 2.2.2 П.о. степени m липшицевая функция q → ϕ(q) : R2 → R
является ПРВ функцией тогда и только тогда, когда
∨(Φ′; 0, 2pi) < c(ϕ),
где Φ(t) = ϕ(r(t)), r(t) = (cos t, sin t), ∀t ∈ [0, 2pi].
Следствие 2.2.1 Если п.о. степени m функция ϕ(·) есть ПРВ функция, то
она представима в виде разности выпуклых п.о. степени m функций.
2.3 Класс кривых, ограничивающие выпуклые компактные множе-
ства на плоскости
Обозначим через D− произвольное выпуклое открытое ограниченное множе-
ство на плоскости R2, так что замыкание его − компакт с intD 6= ∅ и 0 ∈ intD.
Пусть ℜ(D)− множество кривых r(·), ограничивающих в D выпуклые ком-
пактные множества. Параметризуем r(·) естественным образом, т.е. t− рас-
стояние вдоль кривой r(·) от фиксированной точки на кривой до точки r(t).
Параметризованную кривую обозначим через r(t), t ∈ [0, Tr]. Здесь T = T (r)−
длина кривой r(·).
Пусть наD задана произвольная выпуклая функция (x, y)→ f(x, y) : R2 →
R с константой Липшица L(D). Обозначим через
F (t) = f(r(t)) ∀t ∈ [0, T ].
Функция F (·) липшицевая с константой Липшица L(D). Действительно, для
любых t1, t2 ∈ [0, T ]
|F (t1)− F (t2)| = |f(r(t2))− f(r(t1))| ≤ L(D)‖r(t2)− r(t1)‖ ≤ L(D)|t2 − t1|.
Следовательно [12], F (·)− почти всюду (п.в.) дифференцируемая на [0, T ].
Справедлива следующая лемма.
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Лемма 2.3.1 Для любой выпуклой функции f(·) : R2 → R и любой кривой
r(·) ∈ ℜ(D) существует константа c1(f,D) > 0 такая, что верно неравен-
ство
∨(F ′; 0, T ) < c1(f,D) ∀r(·) ∈ ℜ(D),
где F (t) = f(r(t)) ∀t ∈ [0, 2pi].
Здесь, как и ранее, производные берутся там, где они существуют. Предвари-
тельно докажем такую лемму.
Лемма 2.3.2 Для любой кривой r(·) ∈ ℜ(D) и любой выпуклой п.о. степени
1 функции (x, y) → ψ(x, y) : R2 → R существует константа c2(ψ,D) > 0
такая, что верно неравенство
∨(Ψ′; 0, T ) < c2(ψ,D) ∀r(·) ∈ ℜ(D),
где Ψ(t) = ψ(r(t)) ∀t ∈ [0, T ].
Доказательство леммы 2.3.2 Без ограничения общности будем считать, что
ψ(·)− гладкая на R2\0. Пусть
ψ(r(t)) = max
v∈∂ψ(0)
(v, r(t)) = (v(t), r(t)), v(t) ∈ ∂ψ(0),
где ∂ψ(0)− субдифференциал функции ψ(·) в нуле [9]. Обозначим через d(D)−
диаметр множества D. Верны соотношения
|ψ(r(t1))− ψ(r(t2))| = |(v(t1), r(t1))− (v(t2), r(t2))| =
= |(v(t1)− v(t2), r(t1)) + (v(t2), r(t1))− (v(t2), r(t2))| ≤
≤ ‖v(t1)− v(t2)‖‖r(t1)‖+ ‖r(t1))− r(t2)‖ ‖v(t2)‖ ≤
≤ ‖v(t1)− v(t2)‖ d(D) + L(D) |t1 − t2|.
Отсюда следует, что
∨ (Ψ′; 0, T ) ≤ P (∂ψ(0)) d(D) + L(D) T, (2.6)
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где P (∂ψ(0))− длина кривой, ограничивающей выпуклое компактное множе-
ство ∂ψ(0). Поскольку справа от знака неравенства (2.6) стоит конечная вели-
чина, зависящая только от множества D, то лемма 2.3.2 доказана. .
Доказательство леммы 2.3.1. Строим по функции f(·) также, как это
делалось ранее, п.о. степени 1 функцию (x, y) → ψ(x, y) : R2 → R, прини-
мающую на r(·) те же значения, что и функция f(·). Повторяя рассуждения,
проведенные ранее, показываем, что ψ(·)− выпуклая функция. Пусть
Ψ(t) = ψ(r(t)) ∀t ∈ [0, T ].
Поскольку
∨(Ψ′; 0, T ) = ∨(F ′; 0, T ),
то из леммы 2.3.2 следует, что
∨(F ′; 0, T ) < c2(f,D).
Лемма 2.3.1 доказана. 
Теорема 2.3.1 Для того чтобы п.о. степени m липшицевая функция
(x, y) → ϕ(x, y) : R2 → R была ПРВ функцией, необходимо и достаточно,
чтобы для любой кривой r(·) ∈ ℜ(D) нашлась константа c3(ϕ,D) > 0, для
которой
∨ (Φ′; 0, T ) < c3(ϕ,D) ∀r(·) ∈ ℜ(D), (2.7)
где Φ(t) = ϕ(r(t)) ∀t ∈ [0, T ].
Доказательство. Поскольку в класс ℜ(D) входит окружность S1ρ(0) радиуса
ρ > 0 с центром в начале координат и все производные на этой окружности
там, где они существуют, связаны с производными на единичной окружности
S11(0) одним и тем же коэффициентом пропорциональности ρ
m−1, то по теореме
2.2.2 выполнение неравенства (2.7) достаточно для представимости функции
ϕ(·) в виде разности выпуклых функций.
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Докажем необходимость. Пусть
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ R2,
где ϕi(·), i = 1, 2,− выпуклые. По лемме 2.3.1 для любой кривой r(·) ∈ ℜ(D)
∨(Φ′i; 0, T ) < ci(ϕi, D), i = 1, 2,
где
Φi(t) = ϕi(r(t)) ∀t ∈ [0, T ], i = 1, 2.
Тогда
∨(Φ′; 0, T ) ≤ ∨(Φ′1; 0, T ) + ∨(Φ′2; 0, T ) < c1(ϕ1, D) + c2(ϕ2, D) = c3(ϕ,D).
Теорема доказана. 
2.4 Геометрическая интерпретация теоремы для п.о. функции m−
ой степени двух переменных
Перефразируем теорему 2.3.1, придав ей более геометрический характер. Вве-
дем понятие поворота кривой r(·) на графике Γϕ = {(x, y, z) ∈ R3 | z =
ϕ(x, y)}.
Рассмотрим на Γϕ кривую R(t) = (r(t), ϕ(r(t))), t ∈ [0, T (r)], где r(·) ∈
ℜ(D). Так как функция ϕ(·, ·) есть липшицевая, то п.в. на [0, T (r)] существует
производная R′(·), которую обозначим через τ(·) = R′(·), а множество точек,
где она существует, − через Nϕ.
Определение 1. Поворотом кривой R(·) на многообразии Γf назовем ве-
личину
sup{ti}⊂Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ = Oϕ.
Таким образом, поворот Oϕ кривой R(·) есть верхняя грань суммы углов
между касательными τ(t) для t ∈ [0, T (r)]. Нетрудно видеть, что для плоской
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гладкой кривой, параметризованной естественным образом, величинаOϕ равна
интегралу ∫ T (r)
0
| k(s) | ds,
где k(s) - кривизна рассматриваемой кривой r(·) в точке s ∈ [0, T (r)], т.е.
совпадает с обычным определением поворота кривой в точке [15] .
Теорема 2.4.1 Для того, чтобы произвольная липшицевая п.о. степени m
функция z → ϕ(z) : R2 → R была ПРВ функцией, необходимо и достаточно,
чтобы для всех r(·) ∈ ℜ(D) существовала константа c4(ϕ) > 0 такая, что
поворот кривой R(·) на Γϕ ограничен сверху константой c4(ϕ) > 0, т.е.
Oϕ ≤ c4(ϕ,D) ∀r(·) ∈ ℜ(D). (2.8)
Доказательство. Необходимость. Пусть ϕ(·, ·) есть ПРВ функция. По-
кажем, что тогда справедливо неравенство (2.8). Воспользуемся неравенством,
вытекающим из неравенства треугольника,
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1‖‖ ≤
≤ ‖r′(ti)/
√
1 + ϕ′2t (r(ti))− r′(ti−1)/
√
1 + ϕ′2t (r(ti−1))‖+
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) | .
Так как 1 ≤
√
1 + ϕ′2t (r(ti)) ≤
√
1 + L2 для всех ti ∈ [0, T (r)] , то очевидно,
существует такое c5 > 1, для которого верно неравенство
‖r′(ti)/
√
1 + ϕ′2t (r(ti))−r′(ti−1)/
√
1 + ϕ′2t (r(ti−1))‖ ≤ c5‖r′(ti)−r′(ti−1)‖. (2.9)
Из свойств функции θ(x) = x/
√
1 + x2 следует неравенство
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) |≤
— 36 —
≤| ϕ′t(r(ti))− ϕ′t(r(ti−1)) | . (2.10)
Из (2.9) и (2.10) имеем
sup
{ti}∈Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖−τ(ti−1)/‖τ(ti−1)‖‖ ≤ c5(∨(r′; 0, T (r))+∨(Φ′; 0, T (r))).
(2.11)
Так как по условию ϕ(·, ·)− ПРВ функция, то согласно теореме 2.3.1
∨(Φ′; 0, T (r)) ≤ c3(ϕ,D),
откуда с учетом (2.11) и ограниченности вариации ∨(r′; 0, T (r)) следует нера-
венство (2.8). Необходимость доказана.
Достаточность. Пусть справедливо неравенство (2.8). Покажем, что ϕ(·, ·)
- ПРВ функция. Воспользуемся неравенством
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥| ϕ′t(r(ti))/
√
1 + ϕ′t(r(ti))−
− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) (2.12)
Из свойств функции θ(x) = x/
√
1 + x2 и из ‖ϕ′(z)‖ ≤ L для всех z ∈ D, где
производная существует, следует существование константы c6 > 0, для которой
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) ≥
≥ c6 | ϕ′t(r(ti))− ϕ′t(r(ti−1)) |,
откуда с учетом (2.12) имеем
c4(ϕ,D) ≥ sup
{ti}⊂Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥ c6 ∨ (Φ′; 0, T (r)).
Из теоремы 2.3.1 следует, что ϕ(·) - ПРВ функция. Достаточность доказана.

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3 УСЛОВИЯ ПРЕДСТАВИМОСТИ ПОЛОЖИТЕЛЬ-
НО ОДНОРОДНОЙ ФУНКЦИИ ТРЕХ ПЕРЕМЕН-
НЫХ В ВИДЕ РАЗНОСТИ ВЫПУКЛЫХ ФУНК-
ЦИЙ
В данном параграфе приведены необходимые и достаточные условия предста-
вимости произвольной положительно однородной функции первого порядка
трех переменных в виде разности выпуклых функций. Дана также геометри-
ческая интерпретация этих условий. Приведен алгоритм такого представления,
результатом которого есть последовательность равномерно сходящихся на про-
извольном компакте, внутренности которого принадлежит начало координат,
выпуклых положительно однородных первого порядка функций.
3.1 Введение
Обозначим через Rn− n-мерное евклидово пространство со скалярным произ-
ведением (a, b) векторов a и b. Пусть задана липшицевая, дифференцируемая
по направлениям функция f : Rn → R. Обозначим через f ′(x, q) производную
по направлению q ∈ Rn функции f(·) в точке x ∈ Rn.
В теории оптимизации важную роль играют квазидифференцируемые
(КВД) функции [9].
Определение 3.1.1 Функция x→ f(x) называется КВД в точке x ∈ Rn, ес-
ли существует пара выпуклых компактных множеств ∂f(x) и ∂f(x), назы-
ваемых соответственно субдифференциалом и суппердифференциалом, та-
ких, что верно равенство
ϕ(q) = f ′(x, q) = max
v∈∂f(x)
(v, q) + min
w∈∂f(x)
(w, q) ∀q ∈ Rn. (3.1)
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Легко видно, что (3.1) есть разложение функции q → ϕ(q) в виде разности
выпуклых п.о. функций:
max
v∈∂f(x)
(v, q) и max
w∈−∂f(x)
(w, q).
Если для дифференцируемых функций f(·) необходимое условие экстре-
мума в точке x∗ записывается в виде ∇f(x∗) = f ′(x∗) = 0, то для КВД
функции условие минимума есть ∂f(x∗) ⊃ −∂f(x∗), а условие максимума:
∂f(x∗) ⊂ −∂f(x∗).
Для двумерного случая q ∈ R2 необходимое и достаточное условие предста-
вимости п.о. липшицевой функции q → ϕ(q) в виде разности выпуклых п.о.
функций получены в [8]. Сформулируем эти условия.
Обозначим через r(t) = (cos t, sin t), t ∈ [0, 2pi], окружность S11(0) = {q ∈
R
2| ‖q‖ = 1} единичного радиуса с центром в начале координат, параметри-
зованную естественным образом. Пусть Φ(t) = ϕ(r(t)), t ∈ [0, 2pi]. Нетрудно
показать, что функция Φ(·)− липшицевая, а поэтому почти всюду (п.в.) диф-
ференцируемая на [0, 2pi]. По определению положим
∨(Φ′; 0, 2pi) = sup lim
n→∞,
{ti} ∈ [0, 2pi]
n∑
i=0
|Φ′(ti)− Φ′(ti+1|,
где берутся такие точки {ti}, где производные Φ′(ti) существуют.
Теорема 3.1.1 [8] Для того, чтобы липшицевая п.о. первой степени функ-
ция ϕ(·) была представима в виде разности выпуклых функций (была ПРВ
функцией), необходимо и достаточно, чтобы
(∃c(ϕ) > 0) : ∨(Φ′; 0, 2pi) < c(ϕ),
где Φ(t) = ϕ(r(t)), r(t) = (cos t, sin t), t ∈ [0, 2pi].
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3.2 Положительно однородные функции первой степени от трех
переменных
Далее будем рассматривать случай n = 3. Вначале дадим необходимое и доста-
точное условие представимости функции q → ϕ(q) в виде разности выпуклых
функций.
Обозначим через ℜˆ класс кривых на поверхности единичного шара с цен-
тром в нуле B31(0) = {q ∈ R3| ‖q‖ ≤ 1}, получающихся в результате сечения
единичной сферы S21(0) = {q ∈ R3| ‖q‖ = 1} произвольными плоскостями Πˆ.
Очевидно, что класс кривых ℜˆ состоит из окружностей на поверхности шара
B31(0).
Возьмем любую кривую rˆ ∈ ℜˆ и параметризуем ее естественным образом.
Отрезок значений параметра t обозначим через [0, T (rˆ)] и положим
Φˆ(t) = ϕ(rˆ(t)) ∀t ∈ [0, T (rˆ)]
Лемма 3.2.1 Если п.о. первой степени липшицевая функция q → ϕ(q) :
R
3 → R представима в виде разности выпуклых функций, то для всех rˆ ∈ ℜˆ
существует такая константа cˆ, что
∨(Φˆ′; 0, T (rˆ)) ≤ cˆ ∀rˆ ∈ ℜˆ.
Доказательство. По условию леммы верно равенство
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ R3,
где ϕi(·), i = 1, 2,− выпуклые п.о. функции с константой Липшица Li, i = 1, 2,
соответственно. Возьмем произвольную кривую rˆ(·) ∈ ℜˆ.
Пусть
Φˆi(t) = ϕi(rˆ(t)), i = 1, 2, ∀t ∈ [0, T (rˆ)].
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Функции Φˆi(·)− липшицевые, поэтому они п.в. дифференцируемы на отрезке
[0, T (rˆ)]. Так как [12]
∨(Φˆ′; 0, T (rˆ)) ≤ ∨(Φˆ′1; 0, T (rˆ)) + ∨(Φˆ′2; 0, T (rˆ)),
то достаточно доказать, что для некоторой константы cˆ1
∨ (Φˆ′1; 0, T (rˆ)) ≤ cˆ1 (3.2)
для всех rˆ(·) ∈ ℜˆ.
Допустим, что кривая rˆ(·) принадлежит плоскости Πˆ. Проведем перпенди-
кулярно Πˆ вектор e, начальная точка которого есть нуль, а конечная точка
принадлежит Πˆ. Обозначим через Π плоскость, параллельную плоскости Πˆ и
проходящую через начало координат. Введем в R3 декартову систему коорди-
нат, две оси которой принадлежат плоскости Π , а другая ось параллельна и
сонаправлена с вектором e. Введем также функцию ψ1(·) : R2 → R, определен-
ную на плоскости Π. Далее, трехмерный вектор r˜ ∈ Π, записанный в системе
координат плоскости Π, обозначим через r, т.е. r ∈ R2.
По определению положим для r ∈ Π
ψ1(r) = ϕ1(e+ r˜)− ϕ1(e) = ϕ1(rˆ)− ϕ1(e),
где rˆ = r˜+ e. Покажем, что ψ1(·)− выпуклая липшицевая функция с констан-
той Липшица L1.
Действительно, для любых α1, α2 ≥ 0, α1+α2 = 1, и любых r1, r2 ∈ Π имеем
ψ1(α1r1 + α2r2) = ϕ1(α1e+ α1r˜1 + α2e+ α2r˜2)− ϕ1(e) ≤
≤ α1ϕ1(e+ r˜1) + α2ϕ1(e+ r˜2)− ϕ1(e) =
= α1ϕ1(rˆ1) + α2ϕ1(rˆ2)− ϕ1(e) = α1ψ1(r1) + α2ψ1(r2),
где rˆi = e+ r˜i, i = 1, 2. Кроме того,
|ψ1(r1)− ψ1(r2)| = |ϕ1(e+ r˜1)− ϕ1(e+ r˜2)| ≤ L1‖r˜1 − r˜2‖ = L1‖r1 − r2‖.
— 41 —
Определим теперь п.о. первой степени функцию двух переменных ψ˜1(·) : R2 →
R. Обозначим через r(t), t ∈ [0, T (rˆ), ] окружность в плоскости Π, r(t) ∈ R2, яв-
ляющуюся проекцией окружности rˆ(t), t ∈ [0, T (rˆ)], на плоскостьΠ. По опреде-
лению значения функции ψ˜1(·) на окружности r(·) равны значениям функции
ψ1(·) на той же окружности. Вне окружности r(·) функция ψ˜1(·) распространя-
ется по свойству положительной однородности. Покажем, что ψ˜1(·)− выпуклая
функция.
Разобьем круг с окружностью r(·) на секторы. Построим по данному раз-
биению п.о. первой степени многогранную функцию ψ˜1m(·) следующим обра-
зом. В каждом секторе ψ˜1m(·) линейна, а ее значения на граничных векторах
секторов, принадлежащих окружности r(·), равны значениям функции ψ˜1(·).
Докажем, что ψ˜1m(·)− выпуклая.
Пусть r(ti), ti ∈ [0, T (rˆ)], i ∈ 1 : m,− точки на окружности r(·), получаю-
щиеся в результате деления круга на секторы. В дальнейшем мы будем точки
отождествляем с векторами, у которых начальная точка − начало координат,
а конечная − сама точка. Рассмотрим конусы Ki = con{e, rˆ(ti), rˆ(ti+1)}, i ∈
1 : m, в каждом из которых определим линейную функцию, значения которой
равны значениям функции ϕ1(·) на векторах e, rˆ(ti), rˆ(ti+1). Функцию, равную
максимуму линейных функций, построенных по конусам Ki и Ki+1, имеющих
общую часть плоскости σi, назовем двугранным углом. Градиенты этих линей-
ных функций обозначим через ai и ai+1. Поскольку σi = Ki∩Ki+1, то проекции
векторов ai и ai+1 на σi равны. Следовательно, вектор ai− ai+1 перпендикуля-
рен σi. Все рассмотренные двугранные углы выпуклые, так как они построены
по выпуклой п.о. первой степени функции ϕ1(·).
Заметим также, что двумерный вектор aiΠ, равный проекции вектора ai
на плоскость Π, есть градиент линейной функции, построенной по сектору,
образованному векторами r(ti), r(ti+1). так как плоскость Π перпендикулярна
вектору e, то aiΠ− a(i+1)Π = ai− ai+1. По свойству выпуклых функций [14] все
двугранные углы функции ψ˜1m(·)− выпуклые. При m → ∞ функции ψ˜1m(·)
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равномерно на B21(0) стремятся к ψ˜1(·). Поэтому ψ˜1(·)− выпуклая. С другой
стороны,
|ψ˜1(r(t))| = |ψ1(r(t))| = |ϕ1(e+ r˜(t))− ϕ1(e)| ≤ L1‖r˜(t)‖ = L1‖r(t)‖.
Поэтому функция ψ˜(·)− липшицевая с константой Липшица L1. Так же, как
в [8], показываем, что для функции Φ˜1(t) = ψ˜1(r(t)) верно неравенство
∨ (Φ˜′1; 0, T (rˆ)) ≤ c. (3.3)
Но
∨ (Φˆ′1; 0, T (rˆ)) = ∨(Φ˜′1; 0, T (rˆ)). (3.4)
Из (3.3) и (3.4) следует (3.2). Лемма доказана. 
Определим на S21(0) класс ℜ непрерывных кривых r(·). Кривые парамет-
ризуем естественным образом. Считаем, что t ∈ [0, T (r)], где T (r)− длина
кривой r(·). Предполагаем, что для всех кривых r(·) ∈ ℜ существует си-
стема координат такая, что для любой координаты ri(·), i ∈ 1 : 3, вектор
функции r(·) отрезок [0, T (r)] можно разбить на не более чем на три отрезка
[0, Ti1], [Ti1, Ti2], [Ti2, Ti3], на каждом из которых верны неравенства
r′i(t) ≥ 0 (r′i(t) ≤ 0) ∀t ∈ [0, Ti1],
r′i(t) ≤ 0 (r′i(t) ≥ 0) ∀t ∈ [Ti1, Ti2],
r′i(t) ≥ 0 (r′i(t) ≤ 0) ∀t ∈ [Ti2, Ti3].
Возможно, что Ti1 = 0. Нетрудно видеть, что T (r)− угол конической по-
верхности, образованной лучами с началом в точке 0, проходящими через
r(t), t ∈ [0, T (r)]. Из определения следует, что кривые r(·) ∈ ℜ п.в. диффе-
ренцируемы по t на отрезке [0, T (r)].
Возьмем произвольную кривую r(·) ∈ ℜ. Определим функцию
Φ(t) = ϕ(r(t)) ∀t ∈ [0, T (r)].
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Покажем, что Φ(·)− липшицевая на отрезке [0, T (r)]. Для любых t1, t2 ∈
[0, T (r)]
|Φ(t1)− Φ(t2)| = |ϕ(r(t1))− ϕ(r(t2)| ≤ L‖r(t1)− r(t2)‖.
Из очевидного неравенства ‖r(t1)− r(t2)‖ ≤ |t1 − t2| имеем
|Φ(t1)− Φ(t2)| ≤ L|t1 − t2|.
Откуда следует, что Φ(·)− п.в. дифференцируема на [0, T (r)]. Также, как и
ранее, определяем вариацию ∨(Φ′; 0, T (r)) функции Φ′(·) на отрезке [0, T (r)].
Теорема 3.2.1 Для того чтобы п.о. первой степени липшицевая функция
ϕ(·) : R3 → R с константой Липшица L была ПРВ функцией, необходимо и
достаточно, чтобы для всех r(·) ∈ ℜ нашлась константа C(ϕ) > 0 такая,
что
∨(Φ′; 0, T (r)) ≤ C(ϕ) + 2L ∨ (r′; 0, T (r)) ∀r(·) ∈ ℜ,
где
∨(r′; 0, T (r)) = sup
ti,ti∈[0,T (r)]
∑
i
‖r′(ti)− r′(ti+1)‖.
Доказательство. Необходимость. Пусть функция ϕ(·) представима в виде
разности п.о. выпуклых функций ϕi(·) : R3 → R, i = 1, 2 с константами Лип-
шица Li, i = 1, 2, соответственно. Зафиксируем произвольную кривую r(·) ∈ ℜ
и соответствующую ей систему координат в R3, в которой выполняются сде-
ланные выше предположения насчет монотонности координат ri(·) вектор-
функции r(·). Обозначим через Π плоскость, проходящую через начало коор-
динат перпендикулярно оси OZ. Параметризуем r(·) естественным образом и
через [0, T ] обозначим отрезок значений параметра t, где T = T (r). Для функ-
ций ϕ(·), ϕi(·), i = 1, 2, определим соответственно функции Φ(·),Φi(·), i = 1, 2,
как это делали ранее.
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Поскольку [12]
∨(Φ′; 0, T ) ≤ ∨(Φ′1; 0, T ) + ∨(Φ′2; 0, T ),
то достаточно доказать неравенство
∨ (Φ′1; 0, T ) ≤ C1 + L1 ∨ (r′; 0, T ), (3.5)
где C1 = C1(ϕ1).
Разобьем шар B31(0) на конусы. Для этого проведем вертикальные плоско-
сти Πi, проходящие через 0 = (0, 0, 0) и осьOZ и образующие между собой рав-
ные углы. Части шара B31(0), расположенные между плоскостями Πi, равно-
мерно разобьем на конусы, внутренности которых не пересекаются, каждый из
которых образован тройкой линейно независимых векторов, принадлежащих
вертикальным плоскостям. В каждом таком конусе K = con(q1, q2, q3) опреде-
лим линейную функцию, значения которой равны значениям функции ϕ(·) на
векторах 0, q1, q2, q3. Функцию, равную в каждом конусе построенной линейной
функции, по числу конусов m обозначим через ϕ1,m : R
3 → R. Нетрудно ви-
деть, что выпуклая оболочка градиентов всех построенных линейных функций
есть субдифференциал в нуле [9], [10], [14].
Обозначим, как и ранее, Φ1m(t) = ϕ1m(r(t)), t ∈ [0, T ]. Так как при m→∞
функции ϕ1,m(·) равномерно на B31(0) сходятся к функции ϕ1(·), то
lim
m→∞ ρH(∂ϕ1(0), ∂ϕ1m(0)) = 0
и
lim
m→∞∨(Φ
′
1m; 0, T ) = ∨(Φ′1; 0, T ),
где ρH− метрика Хаусдорфа [14]. То для доказательства (3.5) достаточно до-
казать, что всех m
∨(Φ′1m; 0, T ) ≤ C1 + L1m ∨ (r′; 0, T ),
где L1m− константа Липшица функции ϕ1m(·). Покажем, что
∨(Φ′1m; 0, T ) ≤ p(l1m) + L1m ∨ (r′; 0, T ),
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где p(l1m)− длина ломаной l1m, вершинами которой являются вершины мно-
гогранника ∂ϕ1m(·) с нормалями r(t), когда t пробегает от 0 до T .
Пусть
ϕ1m(r(t)) = max
v∈∂ϕ1m(0)
(v, r(t)) = (vm(t), r(t)),
где ∂ϕ1m(0) - субдифференциал функции ϕ1m(·) в нуле, v1m(t)− вершины вы-
пуклого многогранника ∂ϕ1m(0) с нормалью r(t).
Очевидно, что Φ1m(·) п.в. дифференцируемая на [0, t] и ее точки дифферен-
цируемости функции Φ1m(t) = ϕ1m(r(t))− это точки t ∈ [0, T ], для которых
r(t) принадлежит внутренности нормального конуса к множеству ∂ϕ1m(0) в
точках v1m(t) ∈ ∂ϕ1m(0). Для этих t
Φ′1m(t) = (v
′
1m(t), r(t)) + (v1m(t), r
′(t)).
Но для t, когда r(t) принадлежит внутренности нормального конуса, по-
строенного в вершине v1m(t), вектор v1m(t) постоянен, а следовательно,
(v′1m(t), r(t)) = 0.
Поскольку кривая r(·) параметризована естественным образом, то ‖r′(t)‖ =
1 для любых t ∈ [0, T ]. Нетрудно проверить следующую цепочку неравенств
| Φ′1m(r(t1))− Φ′1m(r(t2)) |=| (v1m(t1), r′(t1))− (v1m(t2), r′(t2)) |=
| (v1m(t1)− v1m(t2), r′(t1)) + (v1m(t2), r′(t1))− (v1m(t2), r′(t2)) |≤
≤ ‖v1m(t1)− v1m(t2)‖ ‖r′(t1)‖+ ‖r′(t1)− r′(t2)‖ ‖v1m(t2)‖ ≤
≤ ‖v1m(t1)− v1m(t2)‖+ L1m‖r′(t1)− r′(t2)‖. (3.6)
Из (3.6) следует, что
∨(Φ′1m; 0, T ) ≤ длина кривой v1m(t) для t ∈ [0, T ] + L1m · ∨(r′; 0, T ) =
= p(l1m) + L1m · ∨(r′; 0, T ),
что и требовалось показать.
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Так как L1m → L1 при m → ∞, то для доказательства (3.5) достаточно
показать, что p(l1m) ограничена сверху одной и той же константой для всех m
и кривых r(·) ∈ ℜ.
Далее без ограничения общности будем рассматривать такие ломаные l1m,
отрезки которых ak являются гранями размерности 1 многогранника ∂ϕ1m(0).
Разобьем ломаную l1m на участки si, где отрезки ak образуют углы αk, для
которых 0 ≤ αk ≤ pi/4, с горизонтальными прямыми, принадлежащими тем
же граням, что и отрезки ak. Оценим сумму∑
ak∈
⋃
i si
|ak|,
где |ak|− длина отрезка ak. Длина горизонтальной проекции отрезка ak равна
|ak| cos αk. Заметим, что сужение (расширение) по горизонтали граней много-
гранника ∂ϕ1m(0) по мере приближения к граням с нормалями из плоскости
Π, происходит за счет расширения (сужения) по горизонтали соседних граней.
Покажем, что сумма
∑
ak∈
⋃
i si
|ak| cos αk, (3.7)
ограничена сверху константой, независящей от m и r(·) ∈ ℜ.
Рассмотрим функцию ϕ˜1m(·) : R2 → R, равную по определению
ϕ˜1m(q) = ϕ1m(q) ∀q ∈ Π.
Нетрудно видеть, что ϕ˜1m(·) есть п.о. выпуклая функция от двух перемен-
ных, определенная на плоскости Π, имеющая ту же константу Липшица, что
и функция ϕ1m(·), т.е. L1m. Поэтому длина ломаной, ограничивающей субдиф-
ференциал ∂ϕ˜1m(0) функции ϕ˜1m(·) в нуле, ограничена сверху константой C1,
независящей ни от выбранной кривой r(·) ∈ ℜ, ни от расположения плоскости
Π.
Заметим, что градиенты функции ϕ˜1m(·) есть проекции на плоскость Π гра-
диентов функции ϕ1m(·). Поэтому сумма (3.7) ограничена сверху константой
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C1, независящей ни от выбранной кривой r(·) ∈ ℜ, ни от плоскости Π, т.е.∑
ak∈
⋃
i si
|ak| cos αk ≤ C1.
Так как cos αk ≥ 1/
√
2, то
∑
ak∈
⋃
i si
|ak| ≤ C1
√
2. (3.8)
Отрезки ломаной l1m, которые не принадлежат
⋃
i si, обозначим через bk.
Сумму длин этих отрезков можно оценить следующим образом.
Разобьем шар B31(0) на j равных вертикальных полос. Для каждой верти-
кальной полосы определим свою систему координат, ось OZ которой принадле-
жит плоскости Π и перпендикулярна одной из из вертикальных плоскостей Πi,
образующей вертикальную полосу. Число j выбираем так, чтобы вертикаль-
ные плоскости из рассматриваемой полосы и плоскость, перпендикулярная оси
OZ, образовывали между собой достаточно малые углы. Тогда сумма длин от-
резков bk ломаной l1m из одной и той же вертикальной полосы не больше, чем
( по аналогии с (3.8))
C1 (
√
2 + δ(j)),
где δ(j)→ 0 при j →∞.
Поскольку кривая r(·) ∈ ℜ, то согласно требованиям монотонности коорди-
нат ri(·), проекция r(·) на плоскость Π при изменении t от 0 до T вращается
вокруг оси OZ по (против) часовой стрелке, а в каждой вертикальной полосе
r(·) бывает ровно один раз без повторений с монотонным возрастанием (убыва-
нием) проекции на ось OZ, то, просуммировав по всем вертикальным полосам,
получим ∑
bk
|bk| ≤ C1(
√
2 + δ(j))j. (3.9)
Из (3.8) и (3.9) получим, что длина ломаной l1m ограничена сверху величи-
ной, независящей от m и кривой r(·) ∈ ℜ, что и требовалось доказать. Необ-
ходимость доказана.
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Достаточность. Пусть задана п.о. липшицевая функция ϕ(·) : R3 → R с
константой Липшица L. Разобьем шар B31(0) на непересекающиеся по внут-
ренности конусы. Для этого проведем плоскости, проходящие через начало
координат и две диаметрально противоположные точки N и S, образующие
между собой равные углы. Проведем также плоскости, перпендикулярные от-
резку NS и расположенные на одинаковом расстоянии друг от друга. Точки
пересечения окружностей, получающихся в результате пересечения проведен-
ных плоскостей со сферой S21(0), обозначим через {qi}, i ∈ 1 : I. Введем век-
торы, начало которых в 0, а концы − в точках {qi}, i ∈ 1 : I. Эти векторы
будем обозначать, как и точки, через {qi}. Конусы Ki = con(qi, qi+1, qi+2), яв-
ляющиеся конической оболочкой ближайших линейно независимых векторов
{qi, qi+1, qi+2}, задают упомянутое разбиение шара B31(0).
Построим по данному разбиению п.о. многогранную функцию ϕm(·) : R3 →
R, где m− число конусов. Для этого в каждом конусе Ki зададим линейную
функцию ηi(·) : R3 → R, принимающую в точках 0, qi, qi+1, qi+2 следующие
значения:
ηi(0) = 0, ηi(qi) = ϕm(qi) = ϕ(qi), ηi(qi+1) = ϕm(qi+1) = ϕ(qi+1),
ηi(qi+2) = ϕm(qi+2) = ϕ(qi+2). (3.10)
Функция, совпадающая в каждом конусеKi с соответствующей функцией ηi(·),
и есть п.о. многогранная функция ϕm(·).
Покажем, что ϕm(·)− липшицевая функция с константой Липшица Lm,
ограниченной сверху константой, независящей от m. Оценим сверху норму
градиента pi функции ηi(·). Пусть Πi1, Πi2, Πi3− плоскости - грани конуса Ki.
Пусть вектор pi образует среди векторов qi, qi+1, qi+2 наименьший угол βi
с вектором qi. Без ограничения общности будем считать, что 0 ≤ βi ≤ pi/4.
В противном случае всегда можно прибавить к функции ϕ(·) такую п.о. вы-
пуклую функцию с положительными значениями на сфере S21(0), чтобы это
неравенство выполнялось. Мы не уменьшаем общности рассуждений по трем
причинам. Во-первых, для представления функции в виде разности выпуклых
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прибавление или вычитание выпуклой функции роли не играет. Во-вторых,
для п.о. выпуклой функции от трех переменных неравенство, фигурирующее
в условии теоремы, для произвольной кривой r(·) ∈ ℜ было доказано выше. В
третьих, у нас есть неравенство для суммы вариаций функций, которым мы
пользовались при доказательстве необходимости.
Из (3.10) и по свойству п.о. функций [10] имеем
(pi, qi) = ηi(qi) = ϕm(qi) = ϕ(qi) ≤ L‖qi‖. (3.11)
Здесь (pi, qi) = ‖pi‖ ‖qi‖ cos βi− скалярное произведение векторов pi, qi, а
‖pi‖, ‖qi‖− их длины.
Из (3.11) имеем
(pi, qi) = ‖pi‖ ‖qi‖ cos βi ≤ L‖qi‖.
Откуда
‖pi‖ ≤ L
cos βi
≤ L
√
2,
так как 1 ≥ cos βi ≥ 1/
√
2, что и требовалось доказать. Таким образом, ϕm(·)−
п.о. липшицевая многогранная функция с константой Липшица, независящей
от m.
Заметим, что линейные функции, определенные в соседних конусах, с об-
щим вектором qi, имеют одну и ту же производную по направлению qi. Соеди-
няя ломаной вершины градиентов (начальная точка в нуле) линейных функ-
ций, построенных по соседним конусам с общим вектором qi, мы получим ли-
бо замкнутый восьмиугольник, либо замкнутый четырехугольник в плоско-
сти Πqi, перпендикулярной вектору qi. Восьмиугольник A1A2 . . . A8 не будет
выпуклым выпуклым и его стороны могут иметь самопересечения только то-
гда, когда среди двугранных углов, субдифференциалами Кларка [18] кото-
рых являются стороны многоугольника A1A2 . . . A8, есть как выпуклые. так
и вогнутые двугранные углы. Под выпуклым (вогнутым) двугранным углом
будем понимать выпуклую (вогнутую) функцию, равную максимуму (мини-
муму) линейных функций, графики которых образуют данный двугранный
— 50 —
угол. Сказанное насчет сторон многоугольника A1A2 . . . A8 следует из того,
что вектор ai ∈ R2, равный проекции вектора OAi (O− начало координат)
на плоскость Πqi и записанный в системе координат плоскости Πqi, есть гра-
диент линейной функции двух переменных, определенной на плоскости Πqi и
равной ϕm(q) − ϕm(qi), q ∈ Πqi, в соответствующем секторе. Если соединить
концы градиентов всех линейных функций, построенных по соседним конусам
отрезками, то получим многогранник Gm, ребра и грани которого могут пе-
ресекаться. Если функция ϕ(·) выпуклая, то многогранник Gm− выпуклый.
В общем случае, когда Gm не выпуклый, преобразуем Gm в выпуклый много-
гранник G′m.
Рассмотрим одну из граней многогранника G′m. Это многоугольник
A1A2 . . . A8. Нашей задачей будет преобразовать многоугольник A1A2 . . . A8 в
выпуклый многоугольник A′1A
′
2 . . . A
′
8 таким образом, чтобы стороны, равные
субдифференциалам выпуклых двугранных углов, не уменьшались по длине
и оставались параллельными самим себе. Это надо для того, чтобы разность
между выпуклой п.о. функцией ϕ′m(·) : R3 → R, равной
ϕ′m(q) = max
v∈G′m
(v, q), ∀q ∈ R3
и функций ϕm(·) была выпуклой. Отсюда получаем, что функция ϕm(·) есть
ПРВ функция.
Многоугольник A′1A
′
2 . . . A
′
8 после преобразования A1A2 . . . A8 станет одной
из граней выпуклого многогранника G′m. Рассмотрим далее все случаи вы-
пуклости и вогнутости двугранных углов, построенных по восьми конусам с
общим вектором qi. Пронумеруем все эти восемь конусов по часовой стрелке
(см. рис. 2). Двугранные углы, построенные по конусам 1-2 либо 5-6, мы на-
зовем горизонтальными, а двугранные углы 3-4 либо 7-8 − вертикальными
двугранными углами.
Пусть двугранный угол 1-2 вогнутый, а остальные двугранные углы − вы-
пуклые. Восьмиугольник для этого случая изображен на рисунке 3. Отрезки
A1A2 и A5A6 параллельны друг другу, так как они перпендикулярны одной
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и той же вертикальной плоскости. Преобразуем A1A2 . . . A8 в выпуклый мно-
гоугольник A′1A
′
2 . . . A
′
8, сдвигая ломаную A2A3A4A5 параллельно самой себе
так, чтобы точки A1 и A2 совпали (см. рис. 3). При этом
|A′5A6| = |A5A6|+ |A1A2|.
Пусть теперь оба двугранных угла 1-2 и 5-6 вогнутые. Для этого случая мно-
гоугольник A1A2 . . . A8 изображен на рис 4. Предположим, что длина отрез-
ка A5A6 больше длины отрезка A1A2. Сдвигая параллельно самой себе ло-
маную A2A3A4A5 так, чтобы точки A5 и A6 совпали и увеличив при этом
длину стороны A1A2 на длину |A5A6| − |A1A2|, получим выпуклый много-
угольник A′1A
′
2 . . . A
′
8 (см. рис. 4). Описанное преобразование многоугольника
A1A2 . . . A8 в A
′
1A
′
2 . . . A
′
8 назовем растяжением по горизонтали. При таком
преобразовании многоугольников, построенных по конусам из одной и той же
вертикальной полосы, все их горизонтальные двугранные углы будут выпук-
лыми, если эти многоугольники мы растянем по горизонтали на наибольший
по длине отрезок, являющийся субдифференциалом Кларка вогнутого гори-
зонтального двугранного угла из этой вертикальной полосы.
Рассмотрим случай, когда вогнутыми будут вертикальные двугранные уг-
лы. Пусть вогнутым будет только двугранный угол 3-4. В этом случае много-
угольник A1A2 . . . A8 показан на рис. 5. Для того чтобы A1A2 . . . A8 стал вы-
пуклым, надо ломаную A4A5A6A7 перенести параллельно самой себе вниз так,
чтобы точки A3 и A4 совпали. При этом длины сторон A6A7 и A7A8 увеличим
с таким расчетом, чтобы получился выпуклый замкнутый многоугольник.
Пусть вогнутыми будут двугранные углы 3-4 и 7-8. Многоугольник для это-
го случая показан на рис. 6. Ломаную A4A5A6A7 перенесем параллельно самой
себе на вектор, длина которого равна наибольшей длине отрезка, являющегося
субдифференциалом Кларка вогнутого вертикального двугранного угла. Опи-
санное преобразование назовем растяжением по вертикали. Для того чтобы у
всех многоугольников, построенных по конусам из одной и той же горизонталь-
ной полосы, после растяжения по вертикали не было вогнутых вертикальных
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двугранных углов, надо все указанные многоугольники растянуть по верти-
кали на максимальный по длине отрезок, являющийся субдифференциалом
Кларка вогнутого вертикального двугранного угла, построенного по конусам
из рассматриваемой горизонтальной полосы.
Все другие случаи выпуклых и вогнутых двугранных углов 1-2, 2-3, . . . 7-8
рассматриваются аналогично. Растяжение по горизонтали и вертикали много-
угольника A1A2 . . . A8 оценивается сверху по его длинам сторон. Так как число
различных случаев выпуклости и вогнутости двугранных углов 1-2, 2-3, . . . 7-8
конечно, то растяжение по горизонтали многоугольников из одной и той же
вертикальной полосы и растяжение по вертикали многоугольников из одной и
той же горизонтальной полосы таким образом, чтобы все многоугольники ста-
ли выпуклыми, оценивается сверху по максимальным длинам горизонтальных
или вертикальных сторон многоугольников в каждой из полос.
Получившийся в итоге многогранник G′m будет выпуклым. Покажем, что
независимо от m диаметр G′m ограничен. Предположим противное, а именно:
существует такое направление g ∈ R3, вдоль которого растяжениеGm приm→
∞ неограничено. Докажем тогда, что на сфере S21(0) существует точка x такая,
что при неограниченном разбиении произвольного конуса, содержащем внутри
точку x, на подконусы, как это было сделано ранее, растяжение в направлении
g многоугольников, построенных по этим конусам и являющихся сторонами
многогранника Gm, бесконечно.
Разобьем шар B31(0) на конечное число конусов Ki ∈ 1 : I . Выберем из них
тот, где при неограниченном уменьшении разбиения растяжение Gm вдоль на-
правления g бесконечно. Разобьем выбранный конус на Ki1 на конечное число
подконусов и проделаем ту же процедуру, что и ранее. Выбранный новый ко-
нус обозначим через Ki2. Так как Ki2 ∩ S21(0) ⊂ Ki1 ∩ S21(0), то, продолжая
процесс, приходим к искомой точке x ∈ S21(0).
Возьмем теперь произвольный конус, содержащий во внутренности вектор
x, и разобьем ее на меньшие конусы Ki с общим вектором x ∈ S21(0). Вы-
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берем из них тот, где при неограниченном уменьшении разбиения растяжение
вдоль направления g бесконечно. Выбранный конус опять разбиваем на подко-
нусы и так далее. Последняя процедура позволяет выбрать семейство вложен-
ных конусов с общим вектором x, которое обозначим через ℵ, где растяжение
многогранника Gm при m → ∞ вдоль направления g бесконечно. Поскольку
функции ϕm(·) для любогоm являются п.о. функциями, то согласно описанной
выше процедуре поиска векторов x и g сумма проекций на направление g длин
отрезков, являющихся субдифференциалами Кларка вогнутых двугранных уг-
лов функции ϕm(·), наибольшая, когда вектор g перпендикулярен вектору x.
Без ограничения общности будем считать, что одна из граней всех конусов се-
мейства ℵ принадлежит плоскости, которую обозначим через σ и x, g ∈ σ и
g ⊥ x.
Выберем в R3 систему координат. две оси которой OX и OY принадлежат
плоскости σ, а ось OZ перпендикулярна плоскости σ. Будем разбивать кону-
сы Ki на подконусы. Для этого строим вертикальные плоскости, проходящие
через OZ, а также плоскости, перпендикулярные оси OZ. По построенному раз-
биению строим, как это делали ранее, многогранник G˜m. Ясно, что существует
такое разбиение Ki, что растяжение многогранника G˜m вдоль направления g
может быть как угодно большое. В каждой вертикальной полосе, пересека-
ющей конусы Ki, отметим вогнутый двугранный угол, проекция субдиффе-
ренциала Кларка которого на направление g максимальна. Далее берем конус
Ki1 ⊂ Ki, принадлежащий семейству ℵ. Аналогично предыдущему разбиваем
конус Ki1 на меньшие по включению конусы. Опять в каждой вертикальной
полосе отмечаем вогнутый двугранный угол с максимальной проекцией суб-
дифференциала Кларка на направление g и так далее. Все отмеченные отрезки
мы можем разбить на конечное или счетное число групп таких, что отрезки из
каждой группы можем соединить кривой r(·) ∈ ℜ. Кроме того, путем замены
некоторых сторон многоугольников A1A2 . . . A8 другими сторонами так, чтобы
общая сумма длин не уменьшалась, можно добиться, чтобы ∨(r′; 0, T ) < ∞.
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Это можно сделать, так как грани многогранника Gm пересекаются и каждая
сторона многоугольника A1A2 . . . A8 есть сторона другого многоугольника, по-
строенного по соседним конусам. Так, например, длина стороны A5A6 много-
угольника A1A2 . . . A8, изображенного на рис. 4, не превосходит длину стороны
A4A5. Как только мы нашли вектор x ∈ S21(0), в произвольной окрестности ко-
торого функция ϕ(·) не является ПРВ функцией, а также направление g ⊥ x,
вдоль которого сумма отрезков, являющихся субдифференциалами Кларка во-
гнутых двугранных углов функции ϕm(·) из этой окрестности бесконечна, то
мы можем выбирать кривые r(·) ∈ ℜ, для которых ∨(r′; 0, T ) < ∞ и в то же
время ∨(Φ′; 0, T ) =∞.
Возможны два случая.
1. Сумма длин отрезков из какой-то группы бесконечна. Фиксируем кри-
вую r(·) ∈ ℜ, обходящую отрезки из этой группы. Так как длину каждого
отрезка можно оценить сверху вариацией функции Φ′(t) = ϕ′t(r(t)) (см. [8])
по соответствующему отрезку значений параметра t, то ∨(Φ′; 0, T ) = ∞, хотя
∨(r′; 0, T ) =∞.Поэтому константы C, о которой говорится в условии теоремы,
не существует.
2. Сумма длин отрезков в каждой группе конечна, но сумма длин всех от-
резков бесконечна. В этом случае все равно можно найти кривую r(·) ∈ ℜ с
конечной ∨(r′; 0, T ), которая обошла бы такое конечное число отрезков в каж-
дой группе, что сумма длин обойденных отрезков бесконечна. Для этой кривой
также будет справедливо неравенство ∨(Φ′; 0, T ) =∞, и константы C, фигури-
рующей в условии теоремы не будет существовать. Пришли к противоречию
с условием теоремы. Следовательно, предположение о том, что диаметр G′m
неограниченно увеличивается при m→∞, неверно.
Без ограничения общности будем считать, что
lim
m→∞ ρH(G
′
m, G1) = 0,
где ρH− метрика Хаусдорфа [9]. Определим п.о. выпуклую функцию ϕ1m(·) :
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R
3 → R
ϕ1m(q) = max
v∈G1m
(v, q).
Тогда ϕ1m(·) равномерно на B31(0) сходится к п.о. выпуклой функции ϕ1(·) :
R
3 → R, которая по определению есть
ϕ1(q) = max
v∈G1
(v, q).
Покажем, что разность
ϕ2m(q) = ϕ1m(q)− ϕm(q) ∀q ∈ R3
есть также выпуклая п.о. первой степени функция. Действительно, поскольку
многогранник G′m был получен из Gm растяжением по вертикали и горизон-
тали с параллельным переносом граней и при этом длины отрезков, являю-
щихся субдифференциалами выпуклых двугранных углов, не уменьшаются,
то все двугранные углы функции ϕ2m(·)− выпуклые, а следовательно, и сама
функция ϕ2m(·)− выпуклая и липшицевая с константой, независящей от m.
Отсюда следует, что из последовательности функций {ϕ2m(·)} можно выбрать
равномерный предел на множестве B31(0).
Пусть
ϕ2(q) = lim
m→∞ ϕ2m(q) ∀q ∈ B
3
1(0).
Очевидно, что ϕ2(·)− выпуклая п.о. функция и для ϕ(·), ϕ1(·), ϕ2(·) верно
равенство
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ B31(0),
что и требовалось доказать. Достаточность и теорема доказаны. 
3.3 Поиск меньшего по включению класса кривых r(·) для п.о.
функции первой степени
При доказательстве достаточности теоремы (3.2.1) было показано, что поиск
кривой r(·) ограничивается поиском направления g и вектора x ∈ S21(0), g ⊥ x.
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Функция ϕm(·), построенная по произвольному разбиению шара B31(0) на ко-
нусы, является ПРВ функцией, но растяжение многогранника Gm, соответ-
ствующего этому разбиению, вдоль направления g неограниченно возрастает
при m→ ∞, так что выбрать выпуклые многогранники к которому сходятся
в метрике Хаусдорфа G′m при m → ∞, получающиеся после растяжения Gm,
в случае, когда ϕ(·) не ПРВ функции, невозможно.
В качестве вектора g можно взять тот, вдоль которого растяжение много-
гранника Gm согласно описанному выше алгоритму для преобразования его в
выпуклый многогранник G′m происходит наибольшим образом при m→∞.
Поскольку сказанное выше справедливо для произвольно малого конуса,
содержащего во внутренности вектор x, то кривую r(·) ∈ ℜ можно выбирать
с началом в точке x, являющейся концом вектора x, и имеющей в точке x
некоторую касательную. По этой причине мы могли выбирать кривую r(·) ∈ ℜ
с конечной вариацией производной ∨(r′; 0, T ) <∞.
Сделаем пояснение сказанному. Отрезки {bk}, являющиеся субдифференци-
алом Кларка вогнутых двугранных углов на длины которых мы согласно опи-
санному алгоритму растягиваем многогранник Gm, могут располагаться при
m→∞ как вдоль направления g, так и в направлении g1, перпендикулярном
g. В противном случае направление g не было бы тем, каким мы его выбира-
ли. Если отрезки {bk} располагаются вдоль направления g и приближаются к
вектору g при m → ∞, то кривую r(·) можно выбрать с начальной точкой x
и касательной в этой точке, коллинеарной вектору g. Возможен случай, когда
отрезки {bk} располагаются вдоль направления g, но приближаются к вектору
g1 при m → ∞, то кривую r(·) можно выбрать с начальной точкой x и каса-
тельной в этой точке, коллинеарной вектору g1. Во втором случае кривизны
кривых rm(·) в точке x будут неограниченно увеличиваться.
Поскольку вариация функции Φ′(t) = ϕ′t(r(t) на отрезке [0, T ] оценивает-
ся снизу через длины отрезков {bk} (см. [8]), что и было сделано ранее при
рассмотрении п.о. функции первой степени, то отсюда следует, что достаточно
— 57 —
рассмотреть описанные кривые, имеющие касательную в точке x и пересека-
ющие под острыми углами бесконечно много отрезков {bk}.
Заметим, что из сказанного выше следует, что выбор кривой r(·) можно так-
же осуществить из более малого множества кривых, чем ℜ. А именно, рассмот-
рим на сфере S21(0) множество кривых ℘, ограничивающих на S
2
1(0) выпуклые
множества.
Определение 3.3.1 Выпуклым замкнутым множеством на сфере S21(0) на-
зовем такое компактное множество Q ⊂ S21(0), для которого любая крат-
чайшая геодезическая γ(x1, x2), соединяющая точки x1, x2 ∈ Q, принадлежит
множеству Q.
В дальнейшем мы будем рассматривать выпуклые компактные множества Q.
Заметим, что проекция выпуклого множества Q ⊂ S21(0) на произвольную
координатную плоскость, образованную двумя осями координат, есть также
выпуклое множество. В противном случае мы могли бы на одной из координат-
ных плоскостей найти отрезок, не принадлежащий проекции Pr(Q) множества
Q на эту координатную плоскость и соединяющий точки y1, y2 ∈ Pr(Q). Это-
му отрезку соответствовала бы кратчайшая геодезическая γ(x1, x2) ⊂ S21(0)
также не принадлежащая Q.
Покажем, что для всех r(·) ∈ ℘ верно неравенство
∨ (r′; 0, T ) < C2, (3.12)
где C2− некоторая константа. По определению
∨(r′; 0, T (r)) = sup
ti,ti∈[0,T (r)]
∑
i
‖r′(ti)− r′(ti+1)‖.
Но
‖r′(ti)− r′(ti+1)‖ ≤ |r′1(ti)− r′1(ti+1)|+ |r′2(ti)− r′2(ti+1)|+ |r′3(ti)− r′3(ti+1)|,
где ri(·), i ∈ 1 : 3,− координаты вектор-функции r(·). Так как кривая r(·) пара-
метризована естественным образом, то ‖r′(·)‖ = 1, а следовательно, |r′i(·)| ≤ 1
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для всех i ∈ 1 : 3. Поэтому пары координат вектор-функции r′(·) ограничи-
вают на соответствующей координатной плоскости выпуклое множество, диа-
метр которого равномерно ограничен для всех кривых r(·) ∈ ℘. Отсюда сле-
дует ограниченность вариации проекции r′(·) на произвольную координатную
плоскость. А поэтому верно неравенство (3.12) для всех r(·) ∈ ℘.
Итак, множества кривых ℘ достаточно, чтобы для случая не представимо-
сти функции ϕ(·) в виде разности выпуклых неравенство, фигурирующее в
формулировке теоремы 3.2.1, не выполнялось, поскольку вариация ∨(Φ′; 0, T )
не ограничена равномерно для всех кривых r(·) ∈ ℘. И в то же время, так
как для ПРВ функции ϕ(·) верно неравенство теоремы 3.2.1, то, учитывая
неравенство (3.12), приходим к неравенству
∨(Φ′; 0, T ) < C3 ∀r(·) ∈ ℘.
Из проведенных рассуждений следует теорема.
Теорема 3.3.1 Для того чтобы п.о. первой степени липшицевая функция
ϕ(·) : R3 → R с константой Липшица L была ПРВ функцией, необходимо
и достаточно, чтобы для всех кривых r(·) ∈ ℘, параметризованных есте-
ственным образом с параметром t ∈ [0, T ], T = T (r), нашлась константа
C3 = C3(ϕ) > 0 такая, что
∨ (Φ′; 0, T ) ≤ C3 ∀r(·) ∈ ℘. (3.13)
3.4 Геометрическая интерпретация теоремы для п.о. функции пер-
вой степени трех переменных
Перефразируем теорему 3.3.1, придав им более геометрический характер. Вве-
дем понятие поворота кривой r(·) на графике Γϕ = {(x, z) ∈ R4 | z = ϕ(x), x ∈
R
3}.
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Рассмотрим на Γϕ кривую R(t) = (r(t), ϕ(r(t))), t ∈ [0, T (r)], где r(·) ∈
℘). Так как функция ϕ(·) есть липшицевая, то п.в. на [0, T (r)] существует
производная R′(·), которую обозначим через τ(·) = R′(·), а множество точек,
где она существует, − через Nϕ.
Определение 1. Поворотом кривой R(·) на многообразии Γf назовем ве-
личину
sup{ti}⊂Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ = Oϕ.
Таким образом, поворот Oϕ кривой R(·) есть верхняя грань суммы углов
между касательными τ(t) для t ∈ [0, T (r)]. Нетрудно видеть, что для плоской
гладкой кривой, параметризованной естественным образом, величинаOϕ равна
интегралу ∫ T (r)
0
| k(s) | ds,
где k(s) - кривизна рассматриваемой кривой r(·) в точке s ∈ [0, T (r)], т.е.
совпадает с обычным определением поворота кривой в точке [15] .
Теорема 3.4.1 Для того, чтобы произвольная липшицевая п.о. степени 1
функция x→ ϕ(x) : R3 → R была ПРВ функцией, необходимо и достаточно,
чтобы для всех r(·) ∈ ℘ существовала константа c4(ϕ) > 0 такая, что
поворот кривой R(·) на Γϕ ограничен сверху константой c4(ϕ) > 0, т.е.
Oϕ ≤ c4(ϕ) ∀r(·) ∈ ℘. (3.14)
Доказательство. Необходимость. Пусть ϕ(·) есть ПРВ функция. Покажем,
что тогда справедливо неравенство (3.14). Воспользуемся неравенством, выте-
кающим из неравенства треугольника,
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1‖‖ ≤
≤ ‖r′(ti)/
√
1 + ϕ′2t (r(ti))− r′(ti−1)/
√
1 + ϕ′2t (r(ti−1))‖+
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| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) | .
Так как 1 ≤
√
1 + ϕ′2t (r(ti)) ≤
√
1 + L2 для всех ti ∈ [0, T (r)] , то очевидно,
существует такое c5 > 1, для которого верно неравенство
‖r′(ti)/
√
1 + ϕ′2t (r(ti))− r′(ti−1)/
√
1 + ϕ′2t (r(ti−1))‖ ≤ c5‖r′(ti)− r′(ti−1)‖.
(3.15)
Из свойств функции θ(x) = x/
√
1 + x2 следует неравенство
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) |≤
≤| ϕ′t(r(ti))− ϕ′t(r(ti−1)) | . (3.16)
Из (3.15) и (3.16) имеем
sup
{ti}∈Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖−τ(ti−1)/‖τ(ti−1)‖‖ ≤ c5(∨(r′; 0, T (r))+∨(Φ′; 0, T (r))).
(3.17)
Так как по условию ϕ(·)− ПРВ функция, то согласно теореме 3.3.1
∨(Φ′; 0, T (r)) ≤ c3(ϕ),
откуда с учетом (3.17) и ограниченности вариации ∨(r′; 0, T (r)) следует нера-
венство (3.14). Необходимость доказана.
Достаточность. Пусть справедливо неравенство (3.14). Покажем, что ϕ(·)
- ПРВ функция. Воспользуемся неравенством
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥| ϕ′t(r(ti))/
√
1 + ϕ′t(r(ti))−
− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) (3.18)
Из свойств функции θ(x) = x/
√
1 + x2 и из ‖ϕ′(z)‖ ≤ L для всех z ∈ S21(0),
где производная существует, следует существование константы c6 > 0, для
которой
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) ≥
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≥ c6 | ϕ′t(r(ti))− ϕ′t(r(ti−1)) |,
откуда с учетом (3.18) имеем
c4 ≥ sup
{ti}⊂Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥ c6 ∨ (Φ′; 0, T (r)).
Из теоремы 3.3.1 следует, что ϕ(·) - ПРВ функция. Достаточность и теорема
доказаны. 
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4 ПРЕДСТАВИМОСТЬ ПОЛОЖИТЕЛЬНО ОДНО-
РОДНОЙ ФУНКЦИИ M− ОЙ СТЕПЕНИ ОТ N ПЕ-
РЕМЕННЫХ В ВИДЕ РАЗНОСТИ ВЫПУКЛЫХ
ФУНКЦИЙ
В данном параграфе приведены необходимые и достаточные условия предста-
вимости произвольной положительно однородной функцииm− ого порядка от
произвольного количества переменных в виде разности выпуклых функций.
Дана также геометрическая интерпретация этих условий. Приведен алгоритм
такого представления, результатом которого есть последовательность равно-
мерно сходящихся на единичном шаре выпуклых положительно однородных
m− ой степени функций.
4.1 Введение
Обозначим через Rn− n-мерное евклидово пространство со скалярным произ-
ведением (a, b) векторов a и b. Пусть задана липшицевая, дифференцируемая
по направлениям функция f : Rn → R. Обозначим через f ′(x, q) производную
по направлению q ∈ Rn функции f(·) в точке x ∈ Rn.
В предыдущих параграфах были получены необходимые и достаточные
условия представимости положительно однородной функции (п.о.) первой сте-
пени от двух и трех переменных в виде разности выпуклых. Функции, пред-
ставимые в виде разности выпуклых, ради сокращения называют ПРВ (DC)
функциями.
Такие функции наряду с выпуклыми функциями играют важную роль в
оптимизации и теории управления. Функции, у которых производные по на-
правлениям g ∈ Rn в точке x ∈ Rn, рассматриваемые как функции от этого
направления g, представляются в виде разности двух выпуклых п.о. первой
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степени функций от g, называются квазидифференцируемыми (КВД функци-
ями) [9] в точке x. КВД функции являются расширением множества выпуклых
функций. Развиты методы оптимизации таких функций.
Доказанные теоремы для п.о. m− ой степени функций от двух переменных
и п.о. функций первой степени от трех переменных тесно связаны с геометрией.
Показано, что условия представимости в виде разности выпуклых эквивалент-
ны условию равномерной ограниченности поворота кривых из определенного
класса на графиках исследуемых функций.
Ниже мы рассматриваем произвольные п.о. m− ой степени функции от
произвольного количества переменных, m− натуральное. Приводятся необхо-
димые и достаточные условия представимости таких функций в виде разности
выпуклых. Дается также геометрическая интерпретация таких условий.
4.2 Класс кривых на единичной сфере Sn−11 (0)
Вначале рассмотрим п.о. липшицевую функцию первой степени от n перемен-
ных. Пусть ψ(·) : Rn → R такая функция с константой Липшица L. Докажем
теоремы, аналогичные доказанным для трехмерного случая.
По определению под выпуклым замкнутым множеством на единичной
сфере Sn−11 (0) = {x ∈ Rn−1| ‖x‖ = 1} с центром в начале координат будем по-
нимать такое компактное множество M ⊂ Sn−11 (0), для которого любая крат-
чайшая геодезическая γ(x1, x2), соединяющая точки x1, x2 ∈M , принадлежит
M .
Обозначим через ℘ множество кривых r(·) , ограничивающих на сфере
Sn−11 (0) выпуклые компактные множества. Все кривые r(·) ∈ ℘ параметризу-
ем естественным образом. Параметризованную кривую обозначим через r(t),
t ∈ [0, T ], где T = T (r)− длина кривой r(·).
В дальнейшем нам понадобится понятие координатной плоскости. Под коор-
динатной плоскостью будем понимать плоскость, образованную двумя про-
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извольными осями координат.
Заметим, что проекция произвольной кривой r(·) ∈ ℘ на любую коорди-
натную плоскость Π есть кривая, ограничивающая выпуклое множество, яв-
ляющееся проекцией выпуклого множества M ⊂ Sn−11 (0) на плоскость Π. В
противном случае мы могли бы на координатной плоскости Π найти отрезок,
не принадлежащий проекции Pr(M) множестваM на плоскость Π и соединя-
ющий точки y1, y2 ∈ Pr(M). Этому отрезку соответствовала бы кратчайшая
геодезическая γ(x1, x2) ⊂ S21(0) также не принадлежащая M .
Возьмем произвольную r(·) ∈ ℘. Введем функцию
Ψ(t) = ψ(r(t)) ∀t ∈ [0, T ].
Обозначим через L константу Липшица функции ϕ(·). Так как для любых
t1, t2 ∈ [0, T ]
|Ψ(t1)−Ψ(t2)| = |ψ(r(t1))− ψ(r(t2))| ≤ L‖r(t1)− r(t2)‖ ≤ L|t1 − t2|,
тоΨ(·)− липшицевая с константой L и, следовательно, п.в. дифференцируемая
на [0, T ].
Докажем следующую теорему.
Теорема 4.2.1 Для того чтобы п.о. первой степени липшицевая функция
ψ(·) : Rn → R с константой Липшица L была ПРВ функцией, необходимо
и достаточно, чтобы для всех кривых r(·) ∈ ℘, параметризованных есте-
ственным образом с параметром t ∈ [0, T ], T = T (r), нашлась константа
C = C(ψ) > 0 такая, что
∨ (Ψ′; 0, T ) ≤ C ∀r(·) ∈ ℘. (4.1)
Доказательство. Необходимость. Пусть функция ψ(·) представима в ви-
де разности п.о. выпуклых функций ψi(·) : Rn → R, i = 1, 2, с константа-
ми Липшица Li, i = 1, 2, соответственно. Зафиксируем произвольную кривую
— 65 —
r(·) ∈ ℘. Обозначим черезΠ одну из координатных плоскостей. Параметризуем
r(·) естественным образом и через [0, T ] обозначим отрезок значений парамет-
ра t, где T = T (r). Для функций ψ(·), ψi(·), i = 1, 2, определим соответственно
функции Ψ(·),Ψi(·), i = 1, 2, как это делали ранее.
Поскольку [12]
∨(Ψ′; 0, T ) ≤ ∨(Ψ′1; 0, T ) + ∨(Ψ′2; 0, T ),
то достаточно доказать неравенство
∨ (Ψ′1; 0, T ) ≤ C1. (4.2)
Первоначально будем считать, что ψ1(·), r(·)− дифференцируемые по своим
переменным функции. К общему случаю перейдем позднее.
Пусть
ψ1(r(t)) = max
v∈∂ψ1(0)
(v, r(t)) = (v(t), r(t)),
где ∂ψ1(0) - субдифференциал функции ψ1(·) в нуле, v(t)− крайняя точка
множества ∂ψ1(0) с нормалью r(t). Поскольку функция ψ1(·)− дифференци-
руемая, то v(t) единственный крайний вектор с нормалью r(t).
Как показано выше Φ1(·)− липшицевая, а поэтому п.в. дифференцируемая
на [0, T ]. Для точек дифференцируемости t
Ψ′1(t) = (v
′(t), r(t)) + (v(t), r′(t)).
Но поскольку r(t) есть нормальный вектор к множеству ∂ψ1(0), то
(v′(t), r(t)) = 0. В нашем случае производная v′(t) будет существовать, так
как граница выпуклого множества ∂ψ1(0) для рассматриваемого случая имеет
касательную гиперплоскость в каждой крайней точке.
Поскольку кривая r(·) параметризована естественным образом, то ‖r′(t)‖ =
1 для любых t ∈ [0, T ]. Нетрудно проверить следующую цепочку неравенств
| Ψ′1(r(t1))−Ψ′1(r(t2)) |=| (v(t1), r′(t1))− (v(t2), r′(t2)) |=
| (v(t1)− v(t2), r′(t1)) + (v(t2), r′(t1))− (v(t2), r′(t2)) |≤
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≤ ‖v(t1)− v(t2)‖ ‖r′(t1)‖+ ‖r′(t1)− r′(t2)‖ ‖v(t2)‖ ≤
≤ ‖v(t1)− v(t2)‖+ L1‖r′(t1)− r′(t2)‖. (4.3)
Из (4.3) следует, что
∨(Ψ′1; 0, T ) ≤ длина кривой v(t) для t ∈ [0, T ] + L1 · ∨(r′; 0, T ) =
= p(l1) + L1 · ∨(r′; 0, T ), (4.4)
где l1− длина кривой v(t), t ∈ [0, T ], вариация ∨(r′; 0, T ) по определению есть
∨(r′; 0, T ) = sup
ti,ti∈[0,T ]
∑
i
‖r′(ti)− r′(ti+1)‖.
Покажем, что для всех r(·) ∈ ℘ верно неравенство
∨ (r′; 0, T ) < C2, (4.5)
где C2− некоторая константа. Очевидно
‖r′(ti)− r′(ti+1)‖ ≤
∑
j
|r′j(ti)− r′j(ti+1)|,
где rj(·), i ∈ 1 : n,− координаты вектор-функции r(·). Так как кривая
r(·) параметризована естественным образом, то ‖r′(·)‖ = 1, а следовательно,
|r′j(·)| ≤ 1 для всех j ∈ 1 : n. Поэтому пары координат вектор-функции r′(·)
ограничивают на соответствующей координатной плоскости выпуклое множе-
ство, диаметр которого равномерно ограничен для всех кривых r(·) ∈ ℘, по-
скольку ограничены диаметры выпуклых множеств, являющихся проекциями
сферы Sn−11 (0) на координатные плоскости. Отсюда следует ограниченность
вариации проекции r′(·) на произвольную координатную плоскость. А поэто-
му верно неравенство (4.5) для всех r(·) ∈ ℘.
Докажем теперь, что длины кривых l1 равномерно ограничены для всех
r(·) ∈ ℘. Длина кривой l1 для любой r(·) не превосходит суммы длин проек-
ций этой кривой на координатные плоскости. Проекция l1 на координатную
плоскость Π есть кривая, ограничивающая выпуклое множество с нормалями
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в граничных точках, коллинеарными проекции вектора r(·) на плоскость Π.
А поэтому длина проекции l1 на произвольную координатную плоскость Π не
превосходит периметра проекции множества ∂ψ1(0) на плоскость Π. Периметр
проекции ∂ψ1(0) на любую плоскость Π, очевидно, ограничен. Отсюда следует
ограниченность длины кривых l1 равномерно для всех r(·) ∈ ℘.
Из сказанного и неравенств (4.4) и (4.5) следует необходимость для случая
гладких функций ψ(·), r(·). Перейдем к общему случаю.
Мы всегда можем приблизить выпуклую функцию ψ1(·) и кривую r(·) ∈ ℘
гладкой выпуклой функцией ψ1k(·) и гладкой кривой rk(·) ∈ ℘ так, чтобы
длина кривой l1k, построенная для ψ1k(·), и вариация ∨(r′k; 0, T ) как угодно
мало отличались от длины кривой l1 и вариации ∨(r′; 0, T ).
Отсюда следует справедливость неравенства (4.1) для произвольной выпук-
лой функции ψ1(·) и любой кривой r(·) ∈ ℘. Необходимость доказана.
Достаточность. Докажем, что если выполняется неравенство (4.1), то
функция ψ(·) представима в виде разности выпуклых. Разбиваем шарBn1 (0) на
конусы Ki(q1, q2, . . . , qn), i ∈ 1 : k, являющиеся конической оболочкой линей-
но независимых векторов q1, q2, . . . qn. В каждом конусе Ki строим линейную
функцию, значения которой на векторах q1, q2, . . . , qn совпадают со значения-
ми функции ψ(·). Функцию, равную линейной в каждом конусе Ki, обозначим
по числу конусов через ψk(·).
Функцию, равную максимуму линейных функций, построенных по конусам
Ki и Ki+1, имеющих общую часть гиперплоскости σi, назовем двугранным уг-
лом. Градиенты этих линейных функций обозначим через ai и ai+1. Поскольку
σi = Ki∩Ki+1, то проекции векторов ai и ai+1 на σi равны. Следовательно, век-
тор ai−ai+1 перпендикулярен σi. Для всех i ∈ 1 : k соединим векторы ai и ai+1
отрезком. Получим многогранник Gk, стороны которого могут пересекаться.
Если ψ(·)− выпуклый, то многогранник Gk− выпуклый.
В случае невыпуклости функции ψ(·) стороны ai и ai+1 многогранника Gk
для большого k будут пересекаться. Мы также, как в [6], растягиваем много-
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гранник Gk по всем направлениям, чтобы получить выпуклый многогранник
G′k.
Предположим, что ψ(·)− не ПРВ функция. При доказательстве достаточно-
сти теоремы 4.2.2 из [6] было показано, что поиск кривой r(·) ограничивается
поиском направления g и вектора x ∈ Sn−11 (0), g ⊥ x. Функция ψk(·), по-
строенная по произвольному разбиению шара Bn1 (0) на конусы, является ПРВ
функцией, но растяжение многогранника Gk, соответствующего этому разби-
ению, вдоль направления g неограниченно возрастает при k → ∞, так что
выбрать выпуклый многогранник к которому сходятся в метрике Хаусдорфа
G′k при k → ∞, получающиеся после растяжения Gk, в случае, когда ψ(·) не
ПРВ функции, невозможно.
В качестве вектора g можно взять тот, вдоль которого растяжение много-
гранника Gk согласно описанному выше алгоритму для преобразования его в
выпуклый многогранник G′k происходит наибольшим образом при k →∞.
Поскольку сказанное выше справедливо для произвольно малого конуса,
содержащего во внутренности вектор x, то кривую r(·) ∈ ℜ можно выбирать
с началом в точке x, являющейся концом вектора x, и имеющей в точке x
некоторую касательную. По этой причине мы могли выбирать кривую r(·) ∈ ℜ
с конечной вариацией производной ∨(r′; 0, T ) <∞.
Сделаем пояснение сказанному. Отрезки {bk}, являющиеся субдифференци-
алом Кларка вогнутых двугранных углов, на длины которых мы согласно опи-
санному алгоритму растягиваем многогранник Gk, могут располагаться при
k → ∞ как вдоль направления g, так и в направлении g1, перпендикулярном
g. В противном случае направление g не было бы тем, каким мы его выбира-
ли. Если отрезки {bk} располагаются вдоль направления g и приближаются к
вектору g при k → ∞, то кривую r(·) можно выбрать с начальной точкой x
и касательной в этой точке, коллинеарной вектору g. Возможен случай, когда
отрезки {bk} располагаются вдоль направления g, но приближаются к вектору
g1 при k → ∞, то кривую r(·) можно выбрать с начальной точкой x и каса-
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тельной в этой точке, коллинеарной вектору g1. Во втором случае кривизны
кривых rk(·) в точке x будут неограниченно увеличиваться.
Поскольку вариация функции Ψ′(t) = ψ′t(r(t) на отрезке [0, T ] оценивает-
ся снизу через длины отрезков {bk} (см. [8]), что и было сделано ранее при
рассмотрении п.о. функции первой степени, то отсюда следует, что достаточно
рассмотреть описанные кривые, имеющие касательную в точке x и пересека-
ющие под острыми углами бесконечно много отрезков {bk}.
Из сказанного выше следует, что выбор кривой r(·) можно также осуще-
ствить из множества кривых, меньшего, чем ℜ, имеющих касательную в каж-
дой точке. Этим свойством обладают кривые, ограничивающие на Sn−11 (0) вы-
пуклые множества. Это как раз введенное ранее множество кривых ℘.
Таким образом достаточность неравенства (4.1) для представимости функ-
ции ψ(·) в виде разности выпуклых доказана, а вместе с тем и теорема 4.2.1
доказана. 
Рассмотрим теперь п.о. m− ой степени (m− натуральное) липшицевую
функцию ϕ(·) : Rn → R. Нас будут интересовать условия ее представимости в
виде разности выпуклых.
Теорема 4.2.2 Для того чтобы п.о. степени m липшицевая функция ϕ(·)
была ПРВ функцией, необходимо и достаточно, чтобы для всех r(·) ∈ ℘
нашлась константа c = c(ϕ) > 0 такая, что
∨ (Φ′; 0, T ) < c ∀r(·) ∈ ℘. (4.6)
Доказательство. Необходимость. Пусть ϕ(·) есть ПРВ функция, т.е.
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ Rn,
где ϕi(·), i = 1, 2,− выпуклые п.о. степени m функции. Построим п.о. степени
1 функцию ψ(·) : Rn → R, принимающую те же значения, что и функция ϕ(·),
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т.е.
ψ(q) = ‖q‖ ϕ( q‖q‖) ∀q ∈ R
n. (4.7)
Так же, как и для двумерного случая [7] для выпуклых функций ϕi(·), i =
1, 2, строим п.о. первой степени функции ψi(·), i = 1, 2, которые мы назовем
соответствующими для функций ϕi(·), i = 1, 2. По построению функции
ψi(·), i = 1, 2, принимают те же значения на единичной сфере с центром в
нуле Sn−11 (0), что и функции ϕi(·), i = 1, 2. В [7] для двумерного пространства
было доказано, что ψi(·), i = 1, 2,− выпуклые функции.
Для доказательства выпуклости функций ψi(·), i = 1, 2, в n− мерном про-
странстве воспользуемся отличительным свойством выпуклых функций.
Теорема 4.2.3 [14] Для того чтобы функция z → θ(z) : Rn → R была вы-
пуклой, необходимо и достаточно, чтобы она была дифференцируема по на-
правлениям и для любой точки z ∈ Rn и любого направления p ∈ Rn функция
α→ h(α) : R+ → R :
h(α) =
∂θ(z + αp)
∂p
была неубывающей по α > 0.
Из п. о. следует, что для доказательства достаточно рассмотреть q ∈ Sn−11 (0)
и вектор p, перпендикулярный q. Зафиксируем q и p. Проведем плоскость Π,
содержащую векторы q и p и проходящую через начало координат. Теперь
мы приходим к двумерному случаю, где в качестве плоскости XOY служит
плоскость Π, а в качестве окружности S11(0)− пересечение Sn−11 (0) ∩ Π. Для
двумерного случая уже было доказано [7], что функции α→ hi(α) : R+ → R :
hi(α) =
∂ψi(q + αp)
∂p
, i = 1, 2,
являются неубывающими по α > 0. Поэтому функции ψi(·), i = 1, 2,− выпук-
лые. Тогда
ψ(q) = ψ1(q)− ψ2(q) ∀q ∈ Rn,
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т.е. ψ(·)− ПРВ функция.
По доказанной теореме 4.2.1 существует константа c > 0 такая, что
∨ (Ψ′; 0, T ) < c, (4.8)
где Ψ(t) = ψ(r(t)) для t ∈ [0, T ]. Поскольку
∨(Ψ′; 0, T ) = ∨(Φ′; 0, T ),
то из (4.6) имеем
∨(Φ′; 0, T ) < c.
Необходимость доказана.
Достаточность. Пусть неравенство (4.6) справедливо. Покажем, что ϕ(·)−
ПРВ функция. По функции ϕ(·) на основании равенства (4.7) построим п.о.
степени 1 функцию ψ(·). Так как для любой кривой r(·) ∈ ℘ выполняется
неравенство
∨(Ψ′; 0, T ) < C,
то по теореме 4.2.1 функция ψ(·)− ПРВ функция, т.е.
ψ(q) = ψ1(q)− ψ2(q) ∀q ∈ Rn, (4.9)
где ψi(·), i = 1, 2− выпуклые п.о. степени 1 функции. Очевидно, что ψi(·), i =
1, 2, можно выбрать так, чтобы они принимали положительные значения
на Sn−11 (0). Построим по функциям ψi(·), i = 1, 2, п.о. степени m функ-
ции ϕi(·), i = 1, 2, принимающие на Sn−11 (0) те же значения, что и функции
ψi(·), i = 1, 2, т.е.
ϕi(q) = ‖q‖mψi( q‖q‖) ∀q ∈ R
n, i = 1, 2.
Покажем, что ϕi(·), i = 1, 2,− выпуклые.
Воспользуемся теоремой 4.2.3. Для любого направления p ∈ Rn и вектора
q ∈ Rn покажем. что функция h(α) : R→ R
h(α) =
∂ϕ1(q + αp)
∂p
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неубывающая по α.
Из п.о. функции ϕ1(·) следует, что достаточно рассмотреть случай, когда
q ∈ Sn−11 (0) и вектор p перпендикулярен вектору q. Зафиксируем произволь-
ные такие векторы q и p. Через начало координат и векторы q и p проведем
плоскость Π. Теперь мы приходим к двумерному случаю, где плоскостью XOY
служит плоскость Π. Но для двумерного случая мы уже доказали, что h(·)−
неубывающая функция по α. Итак, ϕi(·), i = 1, 2,− выпуклые.
Из (4.9) следует равенство
ϕ(q) = ϕ1(q)− ϕ2(q) ∀q ∈ Rn.
Следовательно, ϕ(·)− ПРВ функция. Достаточность и теорема доказаны. 
4.3 Геометрическая интерпретация теоремы для п.о. функции m−
ой степени от n переменных
Перефразируем теорему 4.2.2, придав им более геометрический характер. Вве-
дем понятие поворота кривой r(·) на графике Γϕ = {(x, z) ∈ Rn+1 | z =
ϕ(x), x ∈ Rn}.
Рассмотрим на Γϕ кривую R(t) = (r(t), ϕ(r(t))), t ∈ [0, T (r)], где r(·) ∈
℘). Так как функция ϕ(·) есть липшицевая, то п.в. на [0, T (r)] существует
производная R′(·), которую обозначим через τ(·) = R′(·), а множество точек,
где она существует, − через Nϕ.
Определение 1. Поворотом кривой R(·) на многообразии Γf назовем ве-
личину
sup{ti}⊂Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ = Oϕ.
Таким образом, поворот Oϕ кривой R(·) есть верхняя грань суммы углов
между касательными τ(t) для t ∈ [0, T (r)]. Нетрудно видеть, что для плоской
гладкой кривой, параметризованной естественным образом, величинаOϕ равна
— 73 —
интегралу ∫ T (r)
0
| k(s) | ds,
где k(s) - кривизна рассматриваемой кривой r(·) в точке s ∈ [0, T (r)], т.е.
совпадает с обычным определением поворота кривой в точке [15] .
Теорема 4.3.1 Для того, чтобы произвольная липшицевая п.о. степени m
функция x→ ϕ(x) : Rn → R была ПРВ функцией, необходимо и достаточно,
чтобы для всех r(·) ∈ ℘ существовала константа c4(ϕ) > 0 такая, что
поворот кривой R(·) на Γϕ ограничен сверху константой c4(ϕ) > 0, т.е.
Oϕ ≤ c4(ϕ) ∀r(·) ∈ ℘. (4.10)
Доказательство. Необходимость. Пусть ϕ(·) есть ПРВ функция. Покажем,
что тогда справедливо неравенство (4.10). Воспользуемся неравенством, выте-
кающим из неравенства треугольника,
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1‖‖ ≤
≤ ‖r′(ti)/
√
1 + ϕ′2t (r(ti))− r′(ti−1)/
√
1 + ϕ′2t (r(ti−1))‖+
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) | .
Так как 1 ≤
√
1 + ϕ′2t (r(ti)) ≤
√
1 + L2 для всех ti ∈ [0, T (r)] , то очевидно,
существует такое c5 > 1, для которого верно неравенство
‖r′(ti)/
√
1 + ϕ′2t (r(ti))− r′(ti−1)/
√
1 + ϕ′2t (r(ti−1))‖ ≤ c5‖r′(ti)− r′(ti−1)‖.
(4.11)
Из свойств функции θ(x) = x/
√
1 + x2 следует неравенство
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) |≤
| ϕ′t(r(ti))− ϕ′t(r(ti−1)) | . (4.12)
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Из (4.11) и (4.12) имеем
sup
{ti}∈Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖−τ(ti−1)/‖τ(ti−1)‖‖ ≤ c5(∨(r′; 0, T (r))+∨(Φ′; 0, T (r))).
(4.13)
Так как по условию ϕ(·)− ПРВ функция, то согласно теореме 4.2.2
∨(Φ′; 0, T (r)) ≤ c3(ϕ),
откуда с учетом (4.13) и ограниченности вариации ∨(r′; 0, T (r)) следует нера-
венство (4.10). Необходимость доказана.
Достаточность. Пусть справедливо неравенство (4.10). Покажем, что ϕ(·)
- ПРВ функция. Воспользуемся неравенством
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥| ϕ′t(r(ti))/
√
1 + ϕ′t(r(ti))−
− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) (4.14)
Из свойств функции θ(x) = x/
√
1 + x2 и из ‖ϕ′(z)‖ ≤ L для всех z ∈ Sn−11 (0),
где производная существует, следует существование константы c6 > 0, для
которой
| ϕ′t(r(ti))/
√
1 + ϕ′2t (r(ti))− ϕ′t(r(ti−1))/
√
1 + ϕ′2t (r(ti−1)) ≥
≥ c6 | ϕ′t(r(ti))− ϕ′t(r(ti−1)) |,
откуда с учетом (4.14) имеем
c4 ≥ sup
{ti}⊂Nϕ
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥ c6 ∨ (Φ′; 0, T (r)).
Из теоремы 4.2.2 следует, что ϕ(·) - ПРВ функция. Достаточность доказана.

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5 К ВОПРОСУ О ПРЕДСТАВИМОСТИ ФУНКЦИИ
ДВУХ ПЕРЕМЕННЫХ В ВИДЕ РАЗНОСТИ ВЫ-
ПУКЛЫХ ФУНКЦИЙ
В данном параграфе приведены необходимые и достаточные условия предста-
вимости произвольной функции двух переменных в виде разности выпуклых
функций. Дана также геометрическая интерпретация этих условий. Приве-
ден алгоритм такого представления, результатом которого есть последователь-
ность равномерно сходящихся выпуклых функций.
5.1 Введение
Эта проблема была впервые сформулирована академиком А.Д.Александровым
в статье [2] и исследована многими российскими и зарубежными математика-
ми [3] - [23]. Решение этой проблемы интересно как для геометров, так и для
математиков, занимающихся оптимизацией, например, для построения квази-
дифференциального исчисления [9].
Необходимые и достаточные условия представимости функции одной пере-
менной в виде разности выпуклых, т.е. условия. когда функция является ПРВ
функцией, хорошо известны. Эти условия могут быть записаны в следующем
виде.
Пусть x → f(x) : [a, b] → R - произвольная липшицевая функция. Извест-
но, что множество Nf , где функция f(·) дифференцируемая, есть множество
полной меры на [a,b]. Для того, чтобы функция f(·) была представима в виде
разности выпуклых функций, необходимо и достаточно, чтобы выполнялось
условие
∨(f ′; a, b) <∞,
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где производные вычисляются там, где они существуют. Символ ∨ означает
вариацию функции f ′ на отрезке [a,b].
В той же статье [2] А.Д.Александров задает вопрос о представимости функ-
ции в виде разности выпуклых, если она является таковой для любой прямой
в области определения. Ответ на этот вопрос отрицательный (см. [21], [22] ).
Согласно терминологии А.Д.Александрова под многогранной кусочно-
линейной функцией с конечным числом граней будем понимать такую функ-
цию, график которой состоит из конечного числа частей плоскостей, которые
называются гранями.
В статье [6] даны необходимые и достаточные условия представимости про-
извольной липшицевой положительно однородной (п.о.) функции трех пере-
менных в виде разности выпуклых функций. Результат может быть распро-
странен на положительно однородные функции m-ой степени. Теперь отка-
жемся от условия положительной однородности и будем рассматривать про-
извольную липшицевую функцию f(·) с константой Липшица L от двух пере-
менных (x, y)→ f(x, y) : D→ R, где D есть выпуклое открытое ограниченное
множество в R2, так что его замыкание D¯ - компакт. Приведем алгоритм та-
кого представления и найдем необходимые и достаточные условия сходимости
построенной последовательности функций.
Пусть ℘(D) - класс кривых на плоскости XOY в множестве D, ограничи-
вающих выпуклые компактные множества. Параметризуем кривые r ∈ ℘(D)
естественным образом, т.е. параметр τ точки M на кривой r(·) равен длине
кривой между M и начальной точкой. Обозначим такую кривую как r(t), t ∈
[0, Tr].
С помощью кривых r ∈ ℘(D) необходимые и достаточные условия предста-
вимости функции f(·) в виде разности выпуклых функций могут быть запи-
саны в следующем виде.
Теорема 5.1.1 Для того, чтобы липшицевая функция z → f(z) : D → R
была представима в виде разности выпуклых функций (была ПРВ функцией),
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необходимо и достаточно, чтобы
(∃c(D, f) > 0)(∀r ∈ ℘(D)) ∨ (Φ′; 0, Tr) < c(D, f),
где Φ(t) = f(r(t)) ∀t ∈ [0, Tr].
Доказательство основано на специальном алгоритме представления функ-
ции f(·) в виде разности выпуклых функций. В результате получаем конечные
или бесконечные последовательности выпуклых функций, равномерно сходя-
щиеся на D к выпуклым функциям, разность которых есть исходная функция
f(·), если условия теоремы 5.1.1 выполняются.
Ниже приведен алгоритм представления функции f(·) в виде разности вы-
пуклых функций и доказана его сходимость, если условия теоремы 5.1.1 вы-
полняются.
Для представления функции f(·) в виде разности выпуклых функций бу-
дем использовать две операции, в результате которых получаем конечное или
счетное число выпуклых многогранных кусочно-линейных функций, опреде-
ленных на D.
Первая операция - это приближение функции f(·) многогранной кусочно-
линейной функцией fk(·) с конечным числом граней.
Вторая операция - это представление функции fk(·) в виде разности выпук-
лых многогранных кусочно-линейных функций f1,k(·) : D → R и f2,k(·) : D →
R согласно алгоритму, описанному ниже.
Далее доказывается, что, если выполняются условия теоремы 5.1.1, то из
последовательностей f1,k(·) − c1,k и f2,k(·) − c1,k, где c1,k = f1,k(a), a− произ-
вольная внутренняя точка области D, можно выбрать сходящиеся подпосле-
довательности.
Когда условия теоремы выполняются, то, как будет показано, вариация
производной вдоль любого отрезка множества D выпуклых функций f1,k(·)
и f2,k(·) ограничена сверху константой, зависящей от D и f .
Метод представления конечной многогранной функции в виде разности вы-
пуклых подобен методу, использованному А.Д.Александровым в [2] при ис-
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следовании возможности представления специального вида функций в виде
разности выпуклых.
5.2 Доказательство теоремы
Начнем доказательство теоремы с описания алгоритма.
ОПИСАНИЕ АЛГОРИТМА
1. Производим достаточно равномерную триангуляцию области D и стро-
им по каждому треугольнику линейную функцию, значения которой равны
значениям функции f(·) в вершинах треугольника. Функцию с получившимся
графиком обозначим через fk(·) : D → R, где k равно числу треугольников,
на которые мы разбиваем область D.
2. Представляем функцию fk(·) в виде разности выпуклых согласно алго-
ритму, как это описано ниже.
Предварительно введем понятие двугранного угла. Будем понимать под
двугранным углом функцию, определенную на D, график которой состоит из
полуплоскостей с общей граничной прямой, называемого ребром двугранного
угла.
Рассмотрим все выпуклые двугранные углы, части графиков которых при-
надлежат графику функции fk(·). Определяем эти двугранные углы на всей
области D. Просуммируем все такие выпуклые двугранные углы. В итоге по-
лучим выпуклую многогранную функцию f1,k(·) : D → R. Доказывается [2],
что разность
f1,k(·)− fk(·) = f2,k(·) (5.1)
есть также выпуклая многогранная функция.
Действительно, для доказательства достаточно показать, что все двугран-
ные углы, части графиков которых принадлежат графику функции f1,k(·) −
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fk(·),− выпуклые. Для этого покажем, что любая точка, лежащая на проек-
ции ребра произвольного двугранного угла функции f1,k(·)−fk(·), имеет малую
окрестность, где функция f1,k(·)− fk(·) выпукла.
Если берем точку, в малой окрестности которой функция fk(·) линейна, то
локальная выпуклость разности f1,k(·) − fk(·) очевидна. Пусть берем точку,
лежащую на проекции на плоскость ребра выпуклого двугранного угла, часть
графика которого принадлежит графику функции fk(·). Поскольку согласно
алгоритму этот же двугранный угол входит в сумму выпуклых двугранных
углов, образующих функцию f1,k(·), то опять разность f1,k(·)− fk(·) будет ло-
кально выпуклой в окрестности рассматриваемой точки. Если же точка лежит
на проекции ребра вогнутого двугранного угла, часть графика которого при-
надлежит графику функции fk(·), то −fk(·)− локально выпукла в окрестности
этой точки, а поэтому разность f1,k(·) − fk(·) снова локально выпукла в той
же окрестности. Из локальной выпуклости всех двугранных углов функции
f1,k(·)− fk(·) следует ее выпуклость на всем множестве D.
Покажем, что при выполнении теоремы 5.1.1 из последовательности функ-
ций f1,k(·) − c1,k можно выделить подпоследовательность, равномерно сходя-
щуюся на D к выпуклой функции f1(·) при k → +∞. Тогда из (5.1) будет
следует, что подпоследовательность функций f2,k(·) − c1,k также равномерно
сходится к выпуклой функции f2(·). Для функций f1(·) и f2(·) верно равенство
f1(·)− f2(·) = f(·). (5.2)
Начнем доказательство с одномерного случая, когда D = [a, b] ⊂ R.
Приблизим функцию f(·) кусочно-линейной функцией fk(·) с любой степе-
нью точности. На первом шаге выделяем все выпуклые двугранные углы, ча-
сти графиков которых принадлежат графику функции fk(·). Распространяем
их на весь отрезок [a, b] и просуммируем. В итоге получим выпуклую кусочно-
линейную функцию f1,k(·) : [a, b] → R. Согласно сказанному выше разность
f1,k(·)− fk(·) есть снова выпуклая кусочно-линейная функция на [a, b].
Покажем, что вариация производных функций f1,k(·) и f2,k(·) на отрезке
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[a, b] ограничена сверху той же константой c, что вариация производной функ-
ции f(·), т..е.
∨(f ′1,k; a, b) ≤ c.
Последнее следует из цепочки неравенств
∨(f ′1,k; a, b) ≤ ∨(f ′k; a, b) ≤ ∨(f ′; a, b) ≤ c.
Но тогда из f1,k(·) можно вычесть константу c1,k = f1,k(a), a ∈ intD, чтобы
функции f1,k(·)− c1,k были ограниченными на отрезке [a, b] в совокупности по
k, т.е. равностепенно ограниченными. Из оценки для вариации производной, не
зависящей от k, следует равностепенная непрерывность функций f1,k(·)− c1,k.
Из теоремы Арцела получим, что из последовательности выпуклых функций
f1,k(·) − c1,k можно выделить подпоследовательность функций f1,ks(·) − c1,ks,
которая сходится равномерно при ks → ∞ к некоторой выпуклой на [a, b]
функции f1(·). Соответственно, последовательность функций f2,ks(·)−c1,ks так-
же равномерно на [a, b] сходится при ks → ∞ к некоторой выпуклой на [a, b]
функции f2(·). В итоге будем иметь
f(·) = f1(·)− f2(·).
Перейдем к двумерному случаю и покажем, что тот же алгоритм приводит
к паре выпуклых функций на D, разность которых есть исходная функция
f(·).
Возьмем произвольную кривую r(·) ∈ ℘(D).Пусть
Φ(t) = f(r(t)) ∀t ∈ [0, Tr].
Покажем, что Φ(·) - липшицевая с константой L. Действительно, для любых
t1, t2 ∈ [0, Tr] имеем
| Φ(t1)− Φ(t2) |=| f(r(t1))− f(r(t2)) |≤ L‖r(t1)− r(t2)‖ ≤ L | t1 − t2 | .
Поэтому [12] Φ(·) почти всюду (п.в.) дифференцируемая на [0, Tr]. Множество
точек дифференцируемости функции Φ(·) на [0, Tr] обозначим через Nr.
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Докажем, что если существует константа c(D) > 0 такая, что для произ-
вольной кривой r(·) ∈ ℘(D)
∨ (Φ′; 0, Tr) < c(D), (5.3)
то из последовательностей функций f1,k(·)− c1,k, f2,k(·)− c1,k, можно выбрать
подпоследовательности, равномерно на D сходящиеся к выпуклым функциям
f1(·), f2(·) соответственно, для которых верно равенство (5.2).
Доказательство будем основывать на леммах, приведенных ниже.
Лемма 5.2.1 Для любой выпуклой п.о. степени 1 функции q → ψ(q) : R2 →
R и любой кривой r(·) ∈ ℘(D) верно неравенство
∨(Θ′; 0, Tr) < c1(D,ψ),
где Θ(t) = ψ(r(t)) для всех t ∈ [0, Tr], c1(D,ψ) - некоторая константа.
Доказательство. Без ограничения общности будем считать, что ψ(·) есть
гладкая функция на R2\{0}. Пусть
ψ(r(t)) = max v∈∂ψ(0)(v, r(t)) = (v(t), r(t)), v(t) ∈ ∂ψ(0),
где ∂ψ(0) - субдифференциал функции ψ(·) в нуле. Будем также считать, что
r(·) - дифференцируемая кривая по t ∈ [0, Tr] .
Очевидно, что
ψ′(r(t)) = (v′(t), r(t)) + (v(t), r′(t)).
Так как r(t) есть нормаль к границе множества ∂ψ(0) в точке v(t), то векторы
v′(t) и r(t) перпендикулярны друг к другу, а следовательно, (v′(t), r(t)) = 0.
Поскольку кривая r(·) параметризована естественным образом, то ‖r′(t)‖ = 1
для любых t ∈ [0, Tr].
Нетрудно проверить следующую цепочку неравенств
| ψ′(r(t1))− ψ′(r(t2)) |=| (v(t1), r′(t1))− (v(t2), r′(t2)) |=| (v(t1)− v(t2), r′(t1))+
(v(t2), r
′(t1))−(v(t2), r′(t2)) |≤ ‖v(t1)−v(t2)‖ ‖r′(t1)‖+‖r′(t1)−r′(t2)‖ ‖v(t2‖ ≤
— 82 —
‖v(t1)− v(t2)‖+ L(D) | t1 − t2 | .
Отсюда следует, что
∨(Θ′; 0, Tr) < 2P (∂ψ(0)) + L(D)Tr,
где P (ψ(0))- длина кривой, ограничивающей выпуклое компактное множество
∂ψ(0) ⊂ R2 и L(D) - константа Липшица функции ψ(·).
Пусть теперь ψ(·) - произвольная выпуклая ПО функция. С любой степе-
нью точности ее можно приблизить на единичном круге выпуклой ПО диф-
ференцируемой на R2\{0} функцией ψˆ(·) так, чтобы в метрике Хаусдорфа
субдифференциалы в нуле этих функций отличались друг от друга как угод-
но мало. Но тогда и длины кривых, ограничивающих их субдифференциалы,
будут отличаться друг от друга как угодно мало. Также кривую r(·) можно
приблизить дифференцируемой кривой таким образом, чтобы их производ-
ные по t в точках дифференцируемости кривой r(·) отличались друг от друга
по норме на произвольно малую величину. Таким образом, любые конечные
суммы, используемые при вычислении вариаций функций Θ′(·) и Θˆ′(·) для
негладкого и гладкого случая, могут быть сделаны за счет приближения как
угодно близкими друг к другу. Но поскольку вариацию функции Θˆ′(·) можно
ограничить сверху величиной, зависящей только от множества D и некоторых
констант, то лемма 1 доказана. 
На основе этой леммы докажем утверждение (см., например, [19], [22] ).
Лемма 5.2.2 Пусть (x, y) → f1(x, y) : R2 → R− непрерывная выпуклая
функция и r(·) ∈ ℘(D), t ∈ [0, Tr]. Тогда существует константа c2(D, f1) > 0,
что
∨ (Φ′1; 0, Tr) ≤ c2(D, f1), (5.4)
где Φ1(t) = f1(r(t)), t ∈ [0, Tr].
Доказательство. На начальном этапе будем считать, что f1(·, ·) дважды
непрерывно дифференцируемая функция на D, которая принимает неотри-
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цательные значения и начало координат − ее точка минимума, а также, что
0 = (0, 0) принадлежит внутренности выпуклой области на R2 с границей r(·).
Построим для функции f1(·, ·) п.о. степени 1 функцию ψ(·), которая на r(·)
принимает значения, равные f1(r(·)). Покажем, что ψ(·) - выпуклая.
Рассмотрим функцию
fε(x, y) = f1(x, y) + ε(|| x ||2 + || y ||2), ε > 0.
Разобьем отрезок [0, Tr] точками {ti}, i ∈ 1 : J, на равные отрез-
ки. Построим плоскости pii в R
3, проходящие соответственно через точки
(0, 0, 0), (r(ti), fε(r(ti))), (r(ti+1), fε(r(ti+1)), i ∈ 1 : J . Части плоскостей pii, i ∈
1 : J , определенных в секторах, образуемых векторами (0, 0), r(ti), r(ti+1),
определяют график п.о. степени 1 многогранной функцию (ψε)J(r(·)). Бу-
дем понимать под двугранным углом функцию, график которой состоит из
полуплоскостей с общей граничной прямой, включающих плоскости pii, по-
строенные в соседних секторах. Покажем, что все двугранные углы функции
(ψε)J(r(·)), образуемые смежными плоскостями pii, i ∈ J,− выпуклые.
Поскольку всегда любую кривую r(·) ∈ ℘(D) можно приблизить с любой
степенью точности гладкой кривой из ℘(D), то без ограничения общности бу-
дем считать, что r(·) - гладкая дифференцируемая кривая с производной r′(·).
Под градиентом плоскости pii будем понимать градиент линейной функции,
график которой совпадает с плоскостью pii. Обозначим градиенты плоскостей
pii и pii+1 через ∇pii и ∇pii+1 соответственно. Воспользуемся теоремой о средней
точке, согласно которой существует такая точка tm ∈ [ti, ti+1], что
∂fε(r(tm))/∂ei = (∇pii, ei),
где
ei = (r(ti+1)− r(ti))/ || r(ti+1)− r(ti) || .
Аналогично для плоскости pii+1 и некоторой точки tc ∈ [ti+1, ti+2] имеем
∂fε(r(tc))/∂ei+1 = (∇pii+1, ei+1),
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где
ei+1 = (r(ti+2)− r(ti+1))/ || r(ti+2)− r(ti+1) || .
Функция fε(·) сильно выпуклая, так как ее матрица вторых частных производ-
ных положительно определенная. Любая выпуклая функция имеет неубываю-
щую производную по направлению вдоль произвольного луча. Но для сильно
выпуклой функции производная по касательному направлению к кривой вида
r(x0, τ, g) = x0 + τg + oε(τ), g ∈ R2,τ > 0 в малой окрестности точки x0 есть
возрастающая функция вдоль этой кривой. Поэтому для достаточно большом
J и равномерном разбиении кривой r(·) точками ti имеем
∂fε(r(tm))/∂ei < ∂fε(r(tc))/∂ei+1,
или
(∇pii, ei) < (∇pii+1, ei+1).
Учтем также, что разность ∇pii+1−∇pii перпендикулярна вектору r(ti+1). От-
сюда и из неравенства выше следует, что двугранный угол pii, pii+1 - выпуклый.
При J →∞
(ψε)J(·)⇒ (ψε)(·).
Так как точечный предел для выпуклых функций равносилен равномерному
пределу, то ψε(·) - выпуклая функция. Также ψε(·) ⇒ ψ(·) при ε → +0, т.е.
ψ(·)− выпуклая, что и требовалось доказать.
Очевидно, что градиенты линейных функций, графики которых есть pii, i ∈
J, ограничены константой, зависящей только от множестваD и самой функции
f1(·, ·). Верно равенство
ψ(r(t)) = f1(r(t)) ∀t ∈ [0, Tr].
Ясно, что ψ(·, ·) строится однозначно по функции f1(·, ·) и выбранной кри-
вой r(·). Из сказанного выше следует, что функция ψ(·, ·) есть липшицевая с
константой L(D, f).
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Пусть
Ψ1(t) = ψ(r(t)) ∀t ∈ [0, Tr].
Поскольку
∨(Φ′1; 0, Tr) = ∨(Ψ′1; 0, Tr),
то из леммы 1 следует, что
∨(Φ′1; 0, Tr) ≤ c2(D).
Если функция f1(·, ·) не есть дважды непрерывно дифференцируемая, то ее
можно приблизить выпуклой дважды непрерывно дифференцируемой функ-
цией f˜1(·, ·) и построить соответствующую ей функцию ψ˜(·, ·) так, чтобы зна-
чения функций ψ(·, ·), ψ˜(·, ·) и их производных там, где они существуют, как
угодно мало отличались друг от друга. Но тогда аналогичное будет верно для
функций Ψ1(·), Ψ˜1(·), построенных по ψ(·, ·), ψ˜(·, ·) соответственно, и их про-
изводных. Значит написанное выше неравенство для вариации производных
функции Ψ1(·) верно для общего случая. Лемма 5.2.2 доказана. 
Из леммы 5.2.2 следует, что если f(·, ·) представима в виде разности выпук-
лых функций, т.е.
f(z) = f1(z)− f2(z) ∀z ∈ D,
где fi(·, ·), i = 1, 2, - выпуклые, то условие (5.3) c необходимостью выполняется.
Действительно, для произвольной r(·) ∈ ℘(D) введем обозначения
Ψ1(t) = f1(r(t)),Ψ2(t) = f2(r(t)) ∀t ∈ [0, Tr].
Поскольку [12]
∨(Φ′; 0, Tr) ≤ ∨(Φ′1; 0, Tr) + ∨(Φ′2; 0, Tr)
то, принимая во внимание неравенство (5.4), неравенство (5.3) с необходимо-
стью выполняется.
Докажем достаточность условия (5.3) для представления функции f(·) в
виде разности выпуклых функций.
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Прежде всего покажем, что для любого r(·) ∈ ℘(D) верно неравенство
∨(Φ′k; 0, Tr) ≤ c,
где Φk(t) = fk(r(t)). Действительно, для любой триангуляции области D гра-
диенты в точках r(ts) ∈ r(·), ts ∈ [0, Tr], линейных функций, графики которых
есть грани функции fk(·), будут с любой степенью точности εk, где εk → +0,
близки к обобщенным градиентам функции f(·). Поэтому произвольная ко-
нечная сумма
N∑
i=1
| Φ′k(ti)− Φ′k(ti+1) |
для больших k будет как угодно мало отличаться от суммы
N∑
i=1
| Φ′(ti)− Φ′(ti+1) | .
А поскольку вариация функции Φ′k(·) может только возрастать при вложен-
ности триангуляций области D при увеличении k, то отсюда и из сказанного
выше следует, что
∨ (Φ′k; 0, Tr) ≤ ∨(Φ′; 0, Tr) + δ(k) ≤ c, (5.5)
где δ(k)→ +0 при k →∞.
Вариация производных по направлению вдоль произвольного отрезка сум-
мы выпуклых функций равна сумме вариаций производных этих выпуклых
функций по тому же отрезку. Если будет доказано, что сумма вариаций произ-
водных всех выпуклых двугранных углов функции fk(·) вдоль любого отрезка
области D ограничена сверху константой, независящей от k, то отсюда будет
следовать, что ограничена сверху той же константой вариация производной
функции f1,k(·) вдоль произвольного отрезка области D. Отсюда следует рав-
ностепенная ограниченность и непрерывность функций f1,k(·)− c1,k. Но тогда
по теореме Арцела из последовательности f1,k(·)− c1,k можно выбрать подпо-
следовательность, равномерно сходящуюся на D к выпуклой функции f1(·).
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Соответствующая подпоследовательность последовательности f2,k(·)− c1,k бу-
дет стремиться к выпуклой функции f2(·), что означает, что f(·) есть ПРВ
функция.
Пусть условия теоремы выполняются, но f(·) не есть ПРВ функция. Про-
делаем следующую процедуру. Путем разбиения множества D на выпуклые
подобласти можно выделить ту подобласть, где функции f1,k(·) имеют пре-
дельное бесконечное значение вариации производной вдоль некоторых отрез-
ков этой подобласти при k → ∞. Действительно, в противном случае из по-
следовательности функции f1,k(·) − c1,k можно было бы выбрать сходящуюся
подпоследовательность, и f(·) была бы ПРВ функцией.
Далее разбиваем выделенную подобласть на меньшие области и опять вы-
деляем ту, где вариация производной функций f1,k(·) вдоль некоторых отрез-
ков неограничена при k → ∞. В итоге определяем точку M , в произвольной
окрестности которой вариация производной функций f1,k(·) вдоль некоторых
отрезков неограничена при k →∞. Без ограничения общности можно считать,
что M− внутренняя точка множества D¯, так как все получаемые в процессе
применения алгоритма функции − равномерно липшицевы и могут быть рас-
пространены во вне множества D¯,
Берем произвольную окрестность точкиM и разбиваем ее на конечное чис-
ло секторов. Выбираем произвольный из них, где вариация производной функ-
ций f1,k(·) вдоль некоторых отрезков неограничена при k → ∞. Далее вы-
бранный сектор разбиваем на конечное число секторов и опять выбираем тот
из низ, где вариация производной функций f1,k(·) вдоль некоторых отрезков
неограничена при k →∞ и т.д. Множество выбранных секторов стягивается к
некоторому направлению, определяемому единичным вектором l с вершиной
в точке M . Очевидно, что в произвольном секторе K с вершиной с точке M ,
содержащем вектор αl в intK, α > 0, вариация производной функций f1,k(·)
вдоль некоторых отрезков неограничена при k →∞.
Возможны два случая:
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a) вариация производных функций f1,k(·) по направлению l неограничена
при k →∞;
б) вариация производных функций f1,k(·) по направлению η, перпендику-
лярном направлению l, неограничена при k →∞ .
Сказанное можно перефразировать следующим образом, а именно: сумма
вариаций производных выпуклых двугранных углов функции fk(·) вдоль ука-
занного направления неограничена при k →∞.
Рассмотрим случай а). Возьмем произвольный сектор K, содержащий век-
тор αl в intK, α > 0. Будем рассматривать выпуклые двугранные углы функ-
ций f1,k(·) из конуса K для всех k.
За счет равномерной липшицевости по k всех двугранных углов функций
fk(·) вариации производных по направлению этих двугранных углов равно-
мерно непрерывны относительно направления и k.
Для каждого выпуклого i− ого двугранного функции fk(·) выделим отрезок
vk,i, вариация производной вдоль которого для i− ого двугранного угла мак-
симальна и равна ak,i. Ясно, что отрезок vk,i должен быть перпендикулярен
проекции на плоскость XOY линии раздела двух граней i− ого двугранного
угла.
Пусть угол наклона отрезков vk,i с направлением l не превосходит pi/2 − δ
для некоторого δ > 0.
Путем разбиения сектора K на меньшие секторы, стягивающиеся к вектору
αl и точкуM , и рассмотрения в каждом из них своей группы отрезков vk,i для
всех значений k и i, можно выделить одну или несколько групп указанных от-
резков, каждую из которых можно пересечь кривой r(·) ∈ ℘(D), образующей
в точке пересечения с отрезками vk,i угол, не превосходящий pi/2 − δ, δ > 0.
Поскольку секторK произвольный, содержащий вектор αl, то можно рассмат-
ривать такие кривые, для которых r′(t) → −l, когда r(t) → M. Сама кривая
r(·) будет включать в себя отрезки, близкие к отрезкам vk,i.
Если для рассматриваемого случая подгруппа отрезков {vk,i} существует
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только одна, то вдоль найденной кривой r(·) ∈ ℘(D) вариация производной
суммы выпуклых двугранных углов стремится к бесконечности при k → +∞.
Кривая r(·), как упоминалось, строится таким образом, чтобы она включала
отрезки, близкие к отрезкам {vk,i}. Так как при выполнении неравенства (5.3)
выполняется неравенство (5.5), а мы нашли кривую r(·), вдоль которой сум-
ма вариаций производных двугранных углов бесконечна, то из (5.5) следует,
что неограничена вдоль r(·) вариация производной функции Φ(·). Приходим
к противоречию.
Кроме того, возможен случай, когда у нас есть несколько групп отрезков
{vk,i}, для каждой из которых найдется кривая ri(·) ∈ ℘(D), что
∨(Φ′k; 0, Tri) = ci, r′i(t)→t→Tri −l,
где Tri− параметр кривой ri(·) при естественной параметризации в точке M ,
а также ∑
i
ci =∞.
Тогда кривую r(·) ∈ ℘(D), вдоль которой сумма вариаций производных дву-
гранных углов стремится к бесконечности при k → +∞, будем строить следу-
ющим образом.
Кривая r(·) должна содержать достаточное количество отрезков из каждой
группы отрезков {vk,i}, (либо близких к ним), чтобы
∨(Φ′k; tri, tri+1) = ci − µi,
где tri > 0− значения параметра t для i-ой группы отрезков при естествен-
ной параметризации кривой ri(·), µi < ci− малые положительные числа, для
которых ∑
i
µi <∞.
Нетрудно видеть, что всегда такую кривую r(·) построить можно. Она будет
состоять из набора кривых ri(·). Для этого надо осуществить плавный переход
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от одной кривой ri(·) к кривой ri+1(·), не выходя из множества ℘(D).Поскольку
r′i(t)→ −l при t→ Tri для вех i, то подобная процедура осуществима всегда.
Но тогда
∨(Φ′k; 0, Tr) ≥
∑
i
∨(Φ′k; tri, tri+1) =
=
∑
i
(ci − µi) =
∑
i
ci −
∑
i
µi =∞.
Но тогда, как следует из (5.5), нарушается неравенство (5.3), которое по
предположению достаточности условия теоремы является верным. Опять при-
ходим к противоречию.
Если вариация производной суммы выпуклых двугранных углов функции
fk(·) конечна вдоль направления, определяемого вектором l, при любом k, то
для случая неограниченности при k → ∞ вариации производной функции
f1,k(·) в произвольно малом секторе с вершиной M , содержащем вектор αl,
α > 0, следует, что вариация производной суммы выпуклых двугранных углов
функции fk(·) бесконечна при k →∞ вдоль направления η,
Случай б). Все отрезки {vk,i} можно разбить на такие группы {m} отрезков,
которые можно пересечь кривой rk,m(·) ∈ ℘(D), для которой
r′k,m(τ)→τ→Trk,m −l,
где Trk,m− есть параметр кривой rk,m(·) при естественной параметризации в
точке M, и кривизна кривой rk,m(·) стремится к бесконечности при τ → Trk,m.
Кривая rk,m(·) пересекает свою группу отрезков под острыми углами αk,m в
точках τk,m, причем αk,m → pi/2 при τk,m → Trk,m. Ясно, что сказанное всегда
выполнимо путем разбиения множества всех отрезков vk,i на подмножества с
требуемыми свойствами.
Кроме того, углы αk,m, кривые rk,m(·) и группы отрезков {vk,i}m можно
выбрать такими, чтобы предел по m, k вариаций производных функций Φ′k(·)
вдоль кривых rk,m(·) был равен бесконечности. В противном случае функции
fk(·) имели бы ограниченную вариацию вдоль направления η при k → +∞
(см. замечание).
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Построение кривых rk,m(·) с неограниченно увеличивающейся кривизной в
точке M , для которой
lim
k→∞,m→∞
∨(Φ′k; 0, Trk,m) =∞,
осуществляется аналогичным способом, как и в случае a). Для этого надо по-
строить кривую rk,m(·) ∈ ℘(D) с описанными выше свойствами, состоящую из
достаточного количества ki,m отрезков {vk,i}m (либо близких к ним), чтобы
∨(Φ′k; [trk,m, trk,i,m+1]) = ck,m,
и
lim
k→∞,m→∞
ck,m =∞,
[trk,m, trk,m+1]- значение параметра t дляm-ой группы отрезков при естественной
параметризации кривой rk,m(·). Такие кривые rk,m(·) всегда можно построить.
При k,m → ∞ кривые rk,m будут пересекать под острыми углами все боль-
шее число указанных отрезков из произвольно малого сектора, содержащем
вектор αl, с вершиной в точке M . Кривизны кривых rk,m вблизи точки M
неограниченно увеличиваются при k,m→∞.
Но тогда
lim
k→∞,m→∞
∨(Φ′k; 0, Trk,m) ≥ lim
k→∞,m→∞
ck,m =∞.
Отсюда и из (5.5) приходим к противоречию с (5.3).
Итак, доказано, что при выполнении условия теоремы, сумма вариаций про-
изводных выпуклых двугранных углов функции fk(·) вдоль любого отрезка об-
ласти D при k →∞ ограничена сверху константой, независящей от k. Отсюда,
как отмечалось выше, следует, что f(·)− ПРВ функция.
Итак, теорема 5.1.1 доказана. 
Замечание 1. Рассуждения с выбором углов αk,m и кривых rk,m(·) анало-
гичны следующим.
Пусть имеем расходящийся ряд
∑
i
ai =∞, ai > 0 ∀i.
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Всегда можно выбрать монотонно убывающую по i последовательность
{βi},
βi →i→∞ 0, чтобы
lim
m→∞
m∑
i=1
βi ai =∞.
Здесь ai является аналогом вариации производной двугранного угла вдоль от-
резка vi, а βi - аналог косинуса угла, образуемого кривой ri с этим отрезком
в точке пересечения.
5.3 Геометрическая интерпретация теоремы 1
Перефразируем теорему 5.1.1, придав ей более геометрический характер. Для
этого введем понятие поворота кривой r(·) на графике Γf = {(x, y, z) ∈ R3 |
z = f(x, y)}.
Рассмотрим на Γf кривую R(t) = (r(t), f(r(t))), где r(·) ∈ ℘(D). Так как
функция f(·, ·) есть липшицевая, то п.в. на [0, Tr] существует производная
R′(·), которую обозначим через τ(·) = R′(·), а множество точек, где она су-
ществует, − через Nr.
Определение 5.3.1 Поворотом кривой R(·) на многообразии Γf назовем ве-
личину
sup
{ti}⊂Nr
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ = Or.
Таким образом, поворот Or кривой R(·) есть верхняя грань суммы углов
между касательными τ(t) для t ∈ [0, Tr]. Нетрудно видеть, что для плоской
гладкой кривой, параметризованной естественным образом, величина Or равна
интегралу ∫ Tr
0
| k(s) | ds,
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где k(s) - кривизна рассматриваемой кривой r(·) в точке s ∈ [0, Tr], т.е. совпа-
дает с обычным определением поворота кривой в точке [15].
Теорема 5.3.1 Для того, чтобы произвольная липшицевая функция
z → f(z) : D → R была ПРВ функцией на выпуклом компактном множестве
D ∈ R2, необходимо и достаточно, чтобы для всех r(·) ∈ ℘(D) существовала
константа c2(D, f) > 0 такая, что поворот кривой R(·) на Γf ограничен
сверху константой c2(D, f) > 0, т.е.
Or ≤ c2(D, f) ∀r ∈ ℘(D). (5.6)
Доказательство проводится аналогично доказательству Теоремы 4.3.1 для
ранее рассмотренного случая п.о. функции m− степени от n переменных.
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6 НЕОБХОДИМЫЕ И ДОСТАТОЧНЫЕ УСЛОВИЯ
ПРЕДСТАВИМОСТИ ФУНКЦИИ МНОГИХ ПЕ-
РЕМЕННЫХ В ВИДЕ РАЗНОСТИ ВЫПУКЛЫХ
ФУНКЦИЙ
Материал в данном разделе является продолжением работ автора [6], [7], где
приведены необходимые и достаточные условия представимости произвольной
функции двух переменных в виде разности выпуклых функций. Результат рас-
пространяется на функции от произвольного количества аргументов. Геомет-
рическая интерпретация этих условий, как и в работе [7], также приведена.
Описан алгоритм такого представления, применение которого есть последова-
тельность равномерно сходящихся выпуклых функций.
6.1 Введение
Автор пришел к проблеме об условиях представимости функции в виде разно-
сти выпуклых в процессе изучения теории квазидифференцируемых функций,
развитой специалистами по оптимизации [9]-[10].
Эта проблема была впервые сформулирована академиком
А.Д.Александровым в статье [2] и исследована многими российскими и
зарубежными математиками [3] - [20]. Решение этой проблемы важно для
геометров и математиков, занимающихся оптимизацией, например, для
построения квазидифференциального исчисления [9]-[10].
В работе [7] дана предыстория вопроса.
Согласно терминологии А.Д.Александрова под многогранной кусочно-
линейной функцией с конечным числом граней будем понимать такую функ-
цию, график которой состоит из конечного числа частей плоскостей (гипер-
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плоскостей), которые называются гранями.
В статье [6] даны необходимые и достаточные условия представимости про-
извольной липшицевой положительно однородной (п.о.) функции трех пере-
менных в виде разности выпуклых функций.
В статье [7] рассматривается произвольная липшицевая функцию f(·) с кон-
стантой Липшица L от двух переменных (x, y) → f(x, y) : D → R, где D
есть выпуклое открытое ограниченное множество в R2 с непустой внутренно-
стью, так что его замыкание D¯ - компакт. Там же приводится алгоритм такого
представления в виде последовательности выпуклых многогранных функций,
а также находятся необходимые и достаточные условия сходимости построен-
ной последовательности функций.
Дадим формулировку результатов, полученных в [7].
Пусть ℘(D) - класс кривых на плоскости XOY на множестве D ⊂ R2,
ограничивающих выпуклые компактные множества. Параметризуем кривые
r ∈ ℘(D) естественным, или натуральным образом, т.е. параметр τ точки M
на кривой r(·) равен длине кривой между M и начальной точкой. Обозначим
такую кривую как r(t), t ∈ [0, Tr].
С помощью кривых r ∈ ℘(D) необходимые и достаточные условия предста-
вимости функции f : D −→ R в виде разности выпуклых функций записыва-
ются в следующем виде.
Теорема 6.1.1 Для того, чтобы липшицевая функция z → f(z) : D → R
была представима в виде разности выпуклых функций (была ПРВ функцией),
необходимо и достаточно, чтобы
(∃c(D, f) > 0)(∀r ∈ ℘(D)) ∨ (Φ′; 0, Tr) < c(D, f),
где Φ(t) = f(r(t)) ∀t ∈ [0, Tr] и символ ∨(Φ′; 0, Tr) означает вариацию
функции Φ′ на отрезке [0, Tr], причем производные Φ′ берутся там, где они
существуют.
Применяется специальный алгоритм представления функции f(·) в виде
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разности выпуклых функций. В результате применения этого алгоритма по-
лучается конечная или бесконечная последовательность выпуклых функций,
равномерно сходящаяся на D к выпуклым функциям, разность которых есть
исходная функция f(·), если условия теоремы 1 выполняются.
Для представления функции f(·) в виде разности выпуклых функций ис-
пользуются две операции, в результате которых получается конечное или счет-
ное число выпуклых многогранных кусочно-линейных функций, определенных
на D.
Первая операция - это приближение функции f(·) многогранной кусочно-
линейной функцией fN(·) с конечным числом граней. График функции fN(·)
состоит из конечного числа частей плоскостей, которые строятся по разбиению
области DN ⊂ D на подобласти в виде треугольников с непустыми внутренно-
стями. Диаметры подобластей равномерно стремятся к нулю, ρH(D,DN)→N 0
при N →∞, где ρH− метрика Хаусдорфа [9].
Вторая операция - это представление функции fN(·) в виде разности выпук-
лых многогранных кусочно-линейных функций f1,N(·) : D→ R и f2,N(·) : D→
R согласно алгоритму, описанному ниже. За счет равномерной липшицевости
по N функции f1,N(·), f2,N(·) всегда можно распространить на всю область D.
Доказывается, что если выполняются условия теоремы 1, то из последова-
тельностей f1,N(·) − c1,N и f2,N(·) − c1,N , где c1,N = f1,N(a), a− произвольная
внутренняя точка области D, можно выбрать сходящиеся подпоследователь-
ности.
Метод представления многогранной функции в виде разности выпуклых по-
добен методу, предложенному А.Д.Александровым в [2] при исследовании воз-
можности представления многогранной функции с конечным числом граней в
виде разности выпуклых. В нашем случае в процессе применения алгоритма
число граней неограниченно увеличивается.
Также в [7] дана геометрическая интерпретация полученного результата че-
рез поворот кривой R(t) = (r(t), f(r(t))), где r(·) ∈ ℘(D). Оказывается, что
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липшицевая функция f(·) от двух переменных представима в виде разности
выпуклых тогда и только тогда, когда поворот кривых R(t) = (r(t), f(r(t)))
равномерно ограничен для всех r(·) ∈ ℘(D).
Вопрос об условиях представления функции в виде разности выпуклых ин-
тересен для специалистов многих специальностей. Авторы статей на эту тему
стараются получить необходимые и достаточные условия представимости, ко-
торые можно легко проверить, что сделать в общем случае довольно непросто.
6.2 Многомерный случай
Рассмотрим многомерный случай x ∈ Rn, n > 2. ПустьD− выпуклое открытое
множество в Rn, замыкание которого есть компакт. Нас будут интересовать
необходимые и достаточные условия представимости функции f(·) : D → R в
виде разности выпуклых.
Под координатной плоскостью будем понимать плоскость, образованную
двумя координатными осями.
Введем множество замкнутых кривых ℘˜(D), принадлежащих D ⊂ Rn. Кри-
вую r(·) параметризуем естественным образом, т. е. t− натуральный параметр,
равный длине кривой r от начальной точки с параметром t = 0 до рассматри-
ваемой точки c параметром t. Отрезок значений параметра t обозначим через
[0, Tr]. Поскольку выполняется неравенство
‖r(t1)− r(t2)‖ ≤| t1 − t2 |,
то кривая r(·) почти всюду дифференцируема на [0, Tr]. Множество точек диф-
ференцируемости кривой r(·) обозначим через Nr.
Введем понятие координатной плоскости. Под координатной плоскостью
будем понимать плоскость, образованную двумя координатными осями.
Множество ℘˜(D) будет состоять из кривых r(t), t ∈ [0, Tr], которые имеют
взаимнооднозначные проекции на одну из координатных плоскостей Πr (для
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каждой кривой своя координатная плоскость) в виде кривых из множества
℘(Pr(D)), где Pr(D)− проекция области D на ту координатную плоскость
Πr, на которую проектируется кривая r(·), а также углы γr, которые образуют
радиус-векторы r(t), r′(t), t ∈ [0, Tr], c Πr, не превосходят pi/4.
Если, например, D = B3R(0) = {x ∈ R3 |‖ x ‖≤ R}− шар радиуса R с цен-
тром в начале координат трехмерного пространства, то некоторые из кривых,
получающихся в результате пересечения произвольных плоскостей с концен-
трическими сферами S2ε (0) = {x ∈ R3 |‖ x ‖= ε} радиуса ε ≤ R, будут
принадлежать множеству ℘˜(D).
С помощью кривых r ∈ ℘˜(D) необходимые и достаточные условия предста-
вимости функции f : D −→ R в виде разности выпуклых функций записыва-
ются в следующем виде.
Теорема 6.2.1 Для того, чтобы липшицевая функция z → f(z) : D → R
была представима в виде разности выпуклых функций (была ПРВ функцией),
необходимо и достаточно, чтобы
(∃c(D, f) > 0)(∀r ∈ ℘˜(D)) ∨ (Φ′; 0, Tr) < c(D, f)(1 + ∨(r′; 0, Tr)),
где Φ(t) = f(r(t)) ∀t ∈ [0, Tr].
Замечание 6.2.1 Из теоремы 6.2.1 следует теорема 6.1.1, поскольку в дву-
мерном случае по свойству кривых r(·) ∈ ℘(D) вариация ∨(r′; 0, Tr) огра-
ничена равномерно для всех кривых из рассматриваемого класса и векторы
r(·), r′(·) лежат на координатной плоскости R2, которой принадлежит мно-
жество D. Вариация производной r′(·) определяется также, как длина кри-
вой (см. [15]), и ее точное определение дается ниже.
ОПИСАНИЕ АЛГОРИТМА
1. Производим разбиение областиDN , DN ⊂ D, ρH(D,DN)→N 0, на выпук-
лые многогранники Gk, k = 1, 2, . . . , N, с непустыми внутренностями и n + 1
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вершинами, диаметры которых равномерно стремятся к нулю при N → ∞.
Строим по каждому многограннику Gk гиперплоскость pik(·), являющуюся
графиком линейной функции, определенной на D, значения которой равны
значениям функции f(·) в вершинах многогранника Gk. Функцию, график ко-
торой внутри каждого многогранника Gk совпадает с гиперплоскостью pik(·),
k ∈ 1, N, обозначим через fN(·) : D → R. Назовем fN(·) многогранной функ-
цией.
2. Представляем функцию fN(·) в виде разности выпуклых согласно алго-
ритму, как это описано ниже.
Предварительно введем понятие двугранного угла. Будем понимать под дву-
гранным углом функцию, определенную на D, равную максимуму или мини-
муму линейных функций, графиками которых являются гиперплоскости pik(·)
и pil(·), построенные по соседним многогранникам Gk, имеющим общие грани
размерности n− 1.
Рассмотрим все выпуклые двугранные углы, части графиков которых при-
надлежат графику функции fN(·). Определяем эти двугранные углы на всей
области D. Просуммируем все такие выпуклые двугранные углы. В итоге по-
лучим выпуклую многогранную функцию f1,N(·) : D → R. Доказывается [2],
что разность
f1,N(·)− fN(·) = f2,N(·) (6.1)
есть также выпуклая многогранная функция.
Действительно, для доказательства достаточно показать, что все двугран-
ные углы, части графиков которых принадлежат графику функции f1,N(·) −
fN(·), есть выпуклые. Для этого покажем, что любая точка, лежащая на про-
екции на D пересечения pikl(·) = pik(·) ∩ pil(·) произвольных гиперплоскостей
pik(·) и pil(·), образующих график двугранного угла функции f1,N(·) − fN(·),
имеет малую окрестность, где функция f1,N(·)− fN(·) выпуклая.
Если берем точку, в малой окрестности которой функция fN(·) линейная,
то локальная выпуклость разности f1,N(·)− fN(·) очевидна. Пусть берем точ-
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ку, лежащую на проекции на D множества pikl(·) выпуклого двугранного угла,
часть графика которого принадлежит графику функции fN(·). Поскольку со-
гласно алгоритму двугранный угол, график которого образован гиперплоско-
стями pik(·) и pil(·), входит в сумму выпуклых двугранных углов, образующих
функцию f1,N(·), то опять разность f1,N(·)− fN(·) будет локально выпуклой в
окрестности рассматриваемой точки. Если же точка лежит на проекции на D
множества pikl(·) вогнутого двугранного угла, часть графика которого принад-
лежит графику функции fN(·), то −fN(·) − локально выпуклая в окрестности
этой точки, а поэтому разность f1,N(·)− fN(·) снова локально выпуклая в той
же окрестности. Из локальной выпуклости всех двугранных углов функции
f1,N(·)− fN(·) следует ее выпуклость на всем множестве D.
Покажем, что при выполнении теоремы 6.1.1 из последовательности функ-
ций f1,N(·)− c1,N можно выделить подпоследовательность, равномерно сходя-
щуюся на D к выпуклой функции f1(·) при N → +∞. Тогда из (6.1) будет
следует, что подпоследовательность функций f2,N(·)− c1,N также равномерно
сходится к выпуклой функции f2(·). Для функций f1(·) и f2(·) верно равенство
f1(·)− f2(·) = f(·). (6.2)
В статье [7] показано, что данный алгоритм приводит к равномерно схо-
дящейся последовательности выпуклых функций для одномерного случая. В
двумерном случае, как доказано там же, при выполнении условий теоремы
6.1.1 этот алгоритм также проводит к равномерно сходящейся на D последо-
вательности выпуклых функций.
Перейдем к случаю n > 2 и покажем, что тот же алгоритм при выполнении
приведенной ниже теоремы также приводит к паре выпуклых функций на D,
разность которых есть исходная функция f(·).
Возьмем произвольную кривую r(·) ∈ ℘˜(D).Пусть
Φ(t) = f(r(t)) ∀t ∈ [0, Tr].
Покажем, что Φ(·) - липшицевая с константой L. Действительно, для любых
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t1, t2 ∈ [0, Tr] имеем
| Φ(t1)− Φ(t2) |=| f(r(t1))− f(r(t2)) |≤ L‖r(t1)− r(t2)‖ ≤ L | t1 − t2 | .
Поэтому [12] Φ(·) почти всюду (п.в.) дифференцируемая на [0, Tr]. Множество
точек дифференцируемости функции Φ(·) на [0, Tr] обозначим также, как вы-
ше, через Nr.
Докажем, что если существует константа c(D) > 0 такая, что для произ-
вольной кривой r(·) ∈ ℘˜(D)
∨ (Φ′; 0, Tr) < c(D)(1 + ∨(r′; 0, Tr)), (6.3)
то из последовательностей функций f1,N(·)−c1,N , f2,N(·)−c1,N , можно выбрать
подпоследовательности, равномерно на D сходящиеся к выпуклым функциям
f1(·), f2(·) соответственно, для которых верно равенство (6.2).
Доказательство будет основываться на леммах, приведенных ниже.
Определение 1. Под вариацией кривой r′(·) ∈ ℘˜(D) на отрезке [0, Tr]
будем понимать величину
∨(r′; 0, Tr) = sup
{ti}⊂NR
∑
i
‖r′(ti)− r′(ti−1)‖.
Лемма 6.2.1 Для любой выпуклой п.о. степени 1 функции q → ψ(q) : Rn →
R и любой кривой r(·) ∈ ℘˜(D) верно неравенство
∨(Θ′; 0, Tr) < c1(D,ψ)(1 + ∨(r′; 0, Tr)) ∀r(·) ∈ ℘˜(D),
где Θ(t) = ψ(r(t)) для всех t ∈ [0, Tr], c1(D,ψ) - некоторая константа.
Доказательство. Рассмотрим сперва случай, когда ψ(·) есть гладкая
функция на Rn\{0}. Пусть
ψ(r(t)) = max v∈∂ψ(0)(v, r(t)) = (v(t), r(t)), v(t) ∈ ∂ψ(0),
где ∂ψ(0) - субдифференциал функции ψ(·) в нуле. Будем также считать, что
r(·)− дифференцируемая кривая по t ∈ [0, Tr] .
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Очевидно, что
ψ′(r(t)) = (v′(t), r(t)) + (v(t), r′(t)).
Так как r(t) есть нормаль к границе множества ∂ψ(0) в точке v(t), то векторы
v′(t) и r(t) перпендикулярны друг к другу, а следовательно, (v′(t), r(t)) = 0.
Поскольку кривая r(·) параметризована естественным образом, то ‖r′(t)‖ = 1
для любых t ∈ [0, Tr].
Нетрудно проверить следующую цепочку неравенств
| ψ′(r(t1))−ψ′(r(t2)) |=| (v(t1), r′(t1))− (v(t2), r′(t2)) |=| (v(t1)− v(t2), r′(t1))+
(v(t2), r
′(t1))−(v(t2), r′(t2)) |≤ ‖v(t1)−v(t2)‖ ‖r′(t1)‖+‖r′(t1)−r′(t2)‖ ‖v(t2)‖ ≤
‖v(t1)− v(t2)‖+ L(D)‖r′(t1)− r′(t2)‖. (6.4)
Отсюда следует, что
∨(Θ′; 0, Tr) ≤ длина кривой v(t) для t ∈ [0, Tr] + L(D) · ∨(r′; 0, Tr),
где v(t) - граничные векторы множества ∂ψ(0) с нормалями r(t) и L(D) -
константа Липшица функции ψ(·). Если будет показано, что длина кривой
v(t), t ∈ [0, Tr], ограничена сверху одной и той же константой для всех кривых
r(·) ∈ ℘˜(D), то лемма 1 для рассматриваемого случая будет доказана.
Докажем равномерную ограниченность длины кривой v(t), t ∈ [0, Tr], неза-
висимо от n. Для n = 2 утверждение верно, что доказано в [6].
Рассмотрим проекцию Pr(r(·)) кривой r(·) ∈ ℘˜(D) на одну из координатных
плоскостей Πr, с которой векторы r(t), t ∈ [0, Tr], образуют угол, не больший
pi/4, а также Pr(r(·)) принадлежат ℘(Pr(D)), где Pr(D)− проекция множе-
ства D на Πr.
Так как нас интересуют крайние векторы v(·) и нормали r(·) к множеству
∂ψ(0), то без ограничения общности будем считать, что 0 ∈ int coPr(r(·)).
Спроектируем кривую v(·) на координатную плоскость Πr. Обозначим по-
лучившуюся кривую через Pr(v(t)), t ∈ [0, Tr]. Кривая Pr(v(·)) ограничивает
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выпуклое компактное множество Vr ⊂ R2 на координатной плоскости Πr. Дей-
ствительно, согласно свойству проекции кривой r(t), t ∈ [0, Tr], на координат-
ную плоскость Πr нормалями к кривой Pr(v(t)), t ∈ [0, Tr], являются векторы
Pr(r(t)), t ∈ [0, Tr], а кривая Pr(r(·)) принадлежит множеству ℘(Pr(D)). От-
сюда следует сказанное выше.
Докажем, что для всех r(·) ∈ ℘˜(D) множества Vr равномерно ограничены
в совокупности. Построим по кривой Pr(v(·)) п.о. функцию η(·) : R2 → R.
Положим по определению
η(q) = max
y∈Vr
(y, q) ∀q ∈ S21(0).
Множество Vr является субдифференциалом в нуле функции η(·), т.е. Vr =
∂η(0). Функция η(·) является липшицевой с константой L(D), так как все ее
обобщенные градиенты ограничены по норме той же константой, какой огра-
ничены по норме обобщенные градиенты функции ψ(·), т.е. L(D).
Из сказанного выше следует, что длины кривых Pr(v(·)) ограничены в со-
вокупности для всех r(·) ∈ ℘˜(D). Векторы Pr(v(t)), t ∈ [0, Tr], являются про-
екциями векторов v(t), t ∈ [0, Tr], на Πr, но поскольку векторы r(t), r′(t), t ∈
[0, Tr], образуют с Πr угол, не больший pi/4, то длина вектора v(t1)− v(t2) при
малом |t1− t2| оценивается сверху величиной S1(D,ψ) ·‖Pr(v(t1))−Pr(v(t2))‖,
где S1(D,ψ)− константа, определяемая рассматриваемым классом кривых
℘˜(D), а именно: максимальным углом, образуемым векторами r′(t), t ∈ [0, Tr],
с плоскостью Πr, множеством D и самой функцией ψ. Отсюда можно утвер-
ждать, что длины кривых v(·) равномерно ограничены сверху для всех r(·) ∈
℘˜(D).
Из ограниченности длин кривых v(·) равномерно по всем r(·) ∈ ℘˜(D) и из
неравенства (6.2) следует утверждение леммы 1 при сделанном предположе-
нии.
Пусть теперь ψ(·)− произвольная выпуклая п.о. функция. С любой степе-
нью точности ее можно приблизить на единичном шаре Bn1 (0) выпуклой п.о.
дифференцируемой функцией ψˆ(·) так, чтобы в метрике Хаусдорфа субдиф-
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ференциалы в нуле этих функций отличались друг от друга как угодно мало.
Но тогда длины кривых v(·) для любых r(·) ∈ ℘˜(D), построенных для функций
ψˆ(·) и ψ(·), также будут отличаться друг от друга как угодно мало. Кривую
r(·) можно приблизить дифференцируемой кривой таким образом, чтобы их
производные по t в точках дифференцируемости кривой r(·) отличались друг
от друга по норме на произвольно малую величину. Таким образом, любые
конечные суммы, используемые при вычислении вариаций функций Θ′(·) и
Θˆ′(·) для негладкого и гладкого случая, могут быть сделаны за счет прибли-
жения как угодно близкими друг к другу. Но поскольку вариацию функции
Θˆ′(·) можно ограничить сверху величиной, зависящей только от множества D,
кривой r′(·) и самой функции ψ(·), а также некоторых констант, то лемма 1
доказана. 
На основе этой леммы докажем утверждение (см., например, [19], [22] ).
Лемма 6.2.2 Пусть f1(·) : Rn → R− непрерывная выпуклая функция и r(·) ∈
℘˜(D). Тогда существует константа c2(D, f1) > 0, что
∨ (Φ′1; 0, Tr) ≤ c2(D, f1), (1 + ∨(r′; 0, Tr)) ∀r(·) ∈ ℘˜(D), (6.5)
где Φ1(t) = f1(r(t)), t ∈ [0, Tr].
Доказательство. На начальном этапе будем считать, что f1(·) дважды
непрерывно дифференцируемая функция на D, которая принимает неотрица-
тельные значения и начало координат − ее точка минимума, где f1(0) = 0.
Обозначим константу Липшица функции f1(·) на D через L1(D).
Считаем, что 0 принадлежит внутренности выпуклой области на Πr с гра-
ницей Pr(r(·))− проекцией кривой r(·) на одну из координатных плоскостей
Πr, с которой векторы r(t), r
′(t), t ∈ [0, Tr], образуют углы не более pi/4 и
Pr(r(·)) ∈ ℘(Pr(D)).
Построим для функции f1(·) выпуклую п.о. степени 1 функцию η(·) : R2 →
R, которая на Pr(r(t)) принимает значения, равные f1(r(·)), а в начале коорди-
нат − нуль. В данном случае под Pr(r(t)) будем понимать двумерные векторы
координатной плоскости Πr.
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Положим по определению
η(Pr(r(t))) = f1(r(t)) ∀t ∈ [0, Tr]
и для любого λ > 0
η(λPr(r(t))) = λη(Pr(r(t))) ∀t ∈ [0, Tr].
Ясно, что η(·) строится однозначно по функции f1(·) и выбранной кривой r(·).
Функция η(·) будет п.о, так как для любого λ > 0 и z = µPr(r(t)) ∈ Πr, µ >
0,
η(λz) = η(λµPr(r(t))) = λµ(η(Pr(r(t)))) = λη(µPr(r(t))) = λη(z).
Функция η(·) липшицева с константой √2L1(D), так как
|η(Pr(r(t)))| = |f1(r(t))| ≤ L1(D)‖r(t)‖ ≤
√
2L1(D)‖Pr(r(t))‖ ∀t ∈ [0, Tr].
Функция η(·) будет выпуклой. Покажем это.
Рассмотрим функцию
fε(x) = f1(x) + ε(|| x ||2), ε > 0, x ∈ Rn.
Разобьем отрезок [0, Tr] точками {ti}, i ∈ 1 : J, на равные отрез-
ки. Построим плоскости pii в R
3, проходящие соответственно через точ-
ки 0, (Pr(r(ti)), fε(r(ti))), (Pr(r(ti+1)), fε(r(ti+1)), i ∈ 1 : J . Части плоско-
стей pii, i ∈ 1 : J , определенных в секторах, образованных векторами
0, Pr(r(ti)), Pr(r(ti+1)), определяют график п.о. степени 1 многогранной функ-
цию (ηε)J(Pr(r(·))).
Будем понимать под двугранным углом функцию, график которой состоит
из полуплоскостей с общей граничной прямой, совпадающих в соседних сек-
торах с плоскостями pii, pii+1 построенными по этим секторам, как это описано
выше. Покажем, что все двугранные углы функции (ηε)J(Pr(r(·))) − выпук-
лые.
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Поскольку всегда любую кривую r(·) ∈ ℘˜(D) можно приблизить с любой
степенью точности гладкой кривой из ℘˜(D), то без ограничения общности бу-
дем считать, что r(·) - гладкая дифференцируемая кривая с производной r′(·).
Под градиентом плоскости (гиперплоскости) pii будем понимать градиент
линейной функции, график которой совпадает с плоскостью (гиперплоско-
стью) pii. Обозначим градиенты плоскостей pii и pii+1 через ∇pii и ∇pii+1 со-
ответственно. Воспользуемся теоремой о средней точке, согласно которой су-
ществует такая точка tm ∈ [ti, ti+1], что
∂fε(r(tm))/∂ei = (∇pii, ei),
где
ei = (Pr(r(ti+1))− Pr(r(ti)))/ || Pr(r(ti+1))− Pr(r(ti)) || .
Аналогично для плоскости pii+1 и некоторой точки tc ∈ [ti+1, ti+2] имеем
∂fε(r(tc))/∂ei+1 = (∇pii+1, ei+1),
где
ei+1 = (Pr(r(ti+2))− Pr(r(ti+1)))/ || Pr(r(ti+2))− Pr(r(ti+1)) || .
Здесь под векторами ei, ei+1 надо понимать либо двумерные, либо n- мерные
векторы. Так, если векторы ei, ei+1 относятся к производной по направлению
функции fε(·), то это n- мерные векторы, если они относятся к производной
по направлению функции pi(·), то это двумерные векторы.
Функция fε(·) сильно выпуклая, так как ее матрица вторых частных произ-
водных положительно определенная. Любая выпуклая функция имеет неубы-
вающую производную по направлению вдоль произвольного луча. Но для силь-
но выпуклой функции производная по касательному направлению к проекции
на Πr кривой r(x0, τ, g) = x0 + τg + oε(τ), g ∈ Rn, τ > 0, есть возрастаю-
щая функция вдоль этой кривой в малой окрестности точки x0. Поэтому для
достаточно большом J и равномерном разбиении кривой r(·) точками ti на
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подмножества, длины которых стремятся к нулю при J →∞, имеем
∂fε(r(tm))/∂ei < ∂fε(r(tc))/∂ei+1,
или
(∇pii, ei) < (∇pii+1, ei+1),
поскольку значения функции ηε(·) на кривой r(·) совпадают со значениями
функции fε(·) согласно построению.
Учтем также, что разность ∇pii+1 − ∇pii перпендикулярна вектору
Pr(r(ti+1)). Отсюда и из неравенства выше следует, что двугранный угол
pii, pii+1 - выпуклый. При J →∞
(ηε)J(·)⇒ (ηε)(·).
Так как точечный предел для выпуклых функций равносилен равномерному
пределу, то ηε(·) - выпуклая функция. Также ηε(·) ⇒ η(·) при ε → +0, т.е.
η(·)− выпуклая функция, что и требовалось доказать.
Очевидно, что градиенты линейных функций, графики которых есть pii, i ∈
J, ограничены константой, зависящей только от множества D и самой функ-
ции f1(·), поскольку функции pii, i ∈ J, строятся по функции η(·), которая
липшицевая с константой
√
2L1(D), где L1(D) константа Липшица функции
f1(·).
Пусть
Θ(t) = η(Pr(r(t))) = f1(r(t)) = Φ1(t) ∀t ∈ [0, Tr].
Поскольку
∨(Θ′; 0, Tr) = ∨(Φ′1; 0, Tr)
и
∨(Pr(r′); 0, Tr) ≤ ∨(r′; 0, Tr),
то из леммы 1 следует, что для некоторой константы c2(D, f1) > 0 верно нера-
венство
∨(Θ′; 0, Tr) ≤ c2(D, f1)(1 + ∨(r′; 0, Tr)).
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Следовательно, для вариации производной функции Φ1(·) также верно нера-
венство
∨(Φ′1; 0, Tr) ≤ c2(D, f1)(1 + ∨(r′; 0, Tr)).
Если функция f1(·) не есть дважды непрерывно дифференцируемая, то ее
можно приблизить выпуклой дважды непрерывно дифференцируемой функ-
цией f˜1(·) и построить соответствующую ей функцию η˜(·) так, чтобы значения
функций η(·), η˜(·) и их производных там, где они существуют, как угодно ма-
ло отличались друг от друга. Но тогда написанные выше неравенства будут
верны для функций Θ(·), Θ˜1(·), построенных по η(·), η˜(·) соответственно, и их
производных. Значит неравенство для вариации производных функции Φ1(·)
верно для общего случая. Лемма 6.2.2 доказана. 
Из леммы 6.2.2 следует, что если f(·, ·) представима в виде разности выпук-
лых функций, т.е.
f(z) = f1(z)− f2(z) ∀z ∈ D,
где fi(·, ·), i = 1, 2, - выпуклые, то условие (6.3) c необходимостью выполняется.
Действительно, для произвольной r(·) ∈ ℘(D) введем обозначения
Φ1(t) = f1(r(t)),Φ2(t) = f2(r(t)) ∀t ∈ [0, Tr].
Поскольку [12]
∨(Φ′; 0, Tr) ≤ ∨(Φ′1; 0, Tr) + ∨(Φ′2; 0, Tr)
то, принимая во внимание неравенство (6.5), неравенство (6.3) с необходимо-
стью выполняется.
Докажем достаточность условия (6.3) для представления функции f(·) в
виде разности выпуклых функций.
Прежде всего покажем, что для любого r(·) ∈ ℘˜(D) верно неравенство
∨(Φ′N ; 0, Tr) ≤ c(1 + ∨(r′; 0, Tr)),
где ΦN(t) = fN(r(t)).
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Действительно, для достаточно равномерного разбиения области DN ⊂ D,
ρH(DN , D)→ 0, на многогранники Gk, k ∈ 1, N, с непустыми внутренностями
функции ΦN , Φ и их производные Φ
′
N , Φ
′ , вычисленные в точках, где они
существуют, близки друг к другу с любой степенью точности εN , где εN → +0
при N →∞.
Поэтому произвольная конечная сумма
N∑
i=1
| Φ′N(ti)− Φ′N(ti+1) |
для больших N будет как угодно мало отличаться от суммы
N∑
i=1
| Φ′(ti)− Φ′(ti+1) | .
А поскольку вариация функции Φ′N(·) может только возрастать при вложен-
ности разбиений области DN при увеличении N , то отсюда и из сказанного
выше следует, что
∨ (Φ′N ; 0, Tr) ≤ ∨(Φ′; 0, Tr) + δ(N) ≤ c(1 + ∨(r′; 0, Tr)), (6.6)
где δ(N)→ +0 при N →∞, c- константа.
Вариация производных по направлению вдоль произвольного отрезка сум-
мы выпуклых функций равна сумме вариаций производных этих выпуклых
функций по тому же отрезку. Если будет доказано, что сумма вариаций про-
изводных всех выпуклых двугранных углов функции fN(·) вдоль любого от-
резка области D ограничена сверху константой, независящей от N , то отсюда
будет следовать, что ограничена сверху той же константой вариация произ-
водной функции f1,N(·) вдоль произвольного отрезка области D. Отсюда сле-
дует равномерная ограниченность и равностепенная непрерывность функций
f1,N(·)−c1,N , где c1,N некоторые константы. Но тогда по теореме Арцела - Аско-
ли из последовательности f1,N(·)−c1,N можно выбрать подпоследовательность,
равномерно сходящуюся на D к выпуклой функции f1(·). Соответствующая
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последовательность f2,N(·)− c1,N будет стремиться к выпуклой функции f2(·).
Переходя для любого x ∈ intDN в равенстве
fN(x) = (f1,N(x)− c1,N)− (f2,N(x)− c1,N)
к пределу по N → ∞, получим представление функции f в виде разности
выпуклых, т.е. f(·) есть ПРВ функция.
Пусть условия теоремы выполняются, но f(·) не есть ПРВ функция. Про-
делаем следующую процедуру. Путем разбиения множества D на выпуклые
непересекающиеся подобласти можно выделить ту подобласть, где функции
f1,N(·) имеют предельное бесконечное значение вариации производной вдоль
некоторых отрезков этой подобласти приN →∞. Действительно, в противном
случае из последовательности функции f1,N(·)− c1,N можно было бы выбрать
сходящуюся подпоследовательность в каждой подобласти, а значит, f(·) была
бы ПРВ функцией на всем множестве D.
Далее разбиваем выделенную подобласть на меньшие области и опять выде-
ляем ту, где вариация производной функций f1,N(·) вдоль некоторых отрезков
неограничена при N → ∞. В итоге определяем точку M , в произвольной
окрестности которой вариация производной функций f1,N(·) вдоль некоторых
отрезков неограничена при N → ∞. Без ограничения общности можно счи-
тать, что M− внутренняя точка множества D¯, так как все получаемые в про-
цессе применения алгоритма функции − равномерно липшицевы и могут быть
распространены во вне множества D¯,
Берем произвольную окрестность S точки M и разбиваем ее на конечное
число подмножеств непересекающимися конусами K с вершиной в точке M .
Выбираем одно из таких подмножеств K∩S, где вариация производной функ-
ций f1,N(·) вдоль некоторых отрезков неограничена при N → ∞. Далее вы-
бранное множество K ∩ S разбиваем на конечное число подмножеств непере-
секающимися конусами с вершиной в точке M и выбираем из них такое, где
вариация производной функций f1,N(·) вдоль некоторых отрезков выбранного
подмножества неограничена при N →∞ и т.д.
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Множество выбранных конусов стягивается к некоторому направлению,
определяемому единичным вектором l с вершиной в точке M . Очевидно, что
в произвольном конусе K с вершиной с точке M , содержащем вектор αl в
intK, α > 0, вариация производной функций f1,N(·) вдоль некоторых отрез-
ков окрестности S неограничена при N →∞.
Векторов, подобных вектору l, может быть не один. Для найденного вектора
l возможны два случая:
a) вариация производных функций f1,N(·) по направлению l неограничена
при N →∞;
б) вариация производных функций f1,N(·) по направлению ζ, перпендику-
лярному направлению l, неограничена при N → ∞. Вектор ζ находится ана-
логично вектору l, о чем будет сказано ниже.
Но если вариация производной функции f1,N(·) неограничена вдоль некото-
рых отрезков множестваK∩S приN →∞ , то и сумма вариаций производных
вдоль этих отрезков выпуклых двугранных углов, построенных по многогран-
никам разбиений K ∩ S при построении функций fN(·), также неограничена
при N →∞.
Рассмотрим случай а). Возьмем произвольный конусK, содержащий вектор
αl в intK, α > 0. Будем рассматривать выпуклые двугранные углы функций
f1,N(·), построенные по многогранникам из K ∩ S.
Для каждого выпуклого k− ого двугранного функции fN(·) выделим от-
резок vk,N , вариация производной вдоль которого для k- ого двугранного уг-
ла максимальна и равна ak,N . Ясно, что отрезок vk,N должен быть, как и в
двумерном случае, перпендикулярен проекции на Rn грани k-ого двугранного
угла, совпадающей с пересечением гиперплоскостей pii и pij, образующих этот
двугранный угол. Очевидно, что грань произвольного двугранного угла имеет
размерность n−1 и ak,N = ||∇pii−∇pij||, где ∇pii,∇pij− градиенты гиперплос-
костей pii и pij соответственно.
Пусть угол наклона отрезков vk,N с направлением l не превосходит pi/2− δ
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для некоторого δ > 0.
Путем уменьшения окрестности S и разбиенияK∩S на меньшие подконусы,
стягивающихся к вектору αl и точкуM , и рассмотрения в каждом из них своей
группы отрезков {vk,N} для всех значений k иN → +∞, можно выделить одну
или несколько групп указанных отрезков, каждую из которых можно пересечь
кривой r(·) ∈ ℘˜(D), образующей в точке пересечения с отрезками vk,N угол,
не превосходящий pi/2 − δ1, δ1 > 0. Поскольку конус K, содержащий вектор
αl, и окрестность S точки M− произвольные, то можно рассматривать такие
кривые, для которых r′(t) → −l, когда r(t) → M. Сама кривая r(·) будет
включать в себя отрезки, близкие к отрезкам vk,N .
Если для рассматриваемого случая подгруппа отрезков {vk,N} существует
только одна, то вдоль найденной кривой r(·) ∈ ℘˜(D) сумма вариаций производ-
ных выпуклых двугранных углов равна бесконечности. Так как при выполне-
нии неравенства (6.3) выполняется неравенство (6.6), а мы нашли кривую r(·),
вдоль которой сумма вариаций производных двугранных углов бесконечна, то
из (6.6) следует, что вдоль r(·) неограничена вариация производной функции
Φ(·). Приходим к противоречию насчет справедливости неравенства в условии
теоремы. Противоречие получилось, так как мы предположили, что f не ПРВ
функция.
Кроме того, возможен случай, когда у нас есть несколько групп отрезков
{vk,N}i, для каждой из которых найдется кривая ri(·) ∈ ℘˜(D), что
∨(Φ′N ; 0, tri) = ci, r′i(t)→t→tri −l,
где tri− параметр кривой ri(·) при натуральной параметризации в точке M , а
также ∑
i
ci =∞.
Тогда кривую r(·) ∈ ℘˜(D), вдоль которой сумма вариаций производных дву-
гранных углов стремится к бесконечности при N → +∞, будем строить сле-
дующим образом.
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Кривая r(·) должна содержать достаточное количество ki отрезков из каж-
дой группы отрезков {vk,N}i, (либо близких к ним), чтобы
∨(Φ′N ; t1,ri, t2,ri) = ci − µi,
где t1,ri, t2,ri > 0− значения параметра t для i-ой группы отрезков при есте-
ственной параметризации кривой ri(·), µi < ci− малые положительные числа,
для которых ∑
i
µi <∞.
Нетрудно видеть, что всегда такую кривую r(·) построить можно. Она бу-
дет состоять из частей кривых ri(·). Для этого надо осуществить плавный
переход от одной кривой ri(·) к кривой ri+1(·), не выходя из множества ℘˜(D).
Поскольку r′i(t) → −l при t → Tri для вех i, то подобная процедура осуще-
ствима всегда. Причем данная процедура приводит к кривой r(·) с конечной
вариацией производной r′(·) на отрезке [0, Tr] вблизи точки M .
Но тогда
∨(Φ′N ; 0, Tr) ≥
∑
i
∨(Φ′N ; t1,ri, t2,ri) =
=
∑
i
(ci − µi) =
∑
i
ci −
∑
i
µi =∞.
Нетрудно видеть, что согласно алгоритму всегда можно построить кривую r(·)
с конечной вариацией ∨(r′; 0, Tr). Но как следует из (6.6), неравенство (6.3),
которое должно быть верно по предположению достаточности условия теоре-
мы, нарушается, то опять приходим к противоречию, так как предположили,
что f не ПРВ функция.
Случай б). Если сумма выпуклых двугранных углов функции fN(·) в про-
извольном конусе с вершиной M , содержащем во внутренности вектор αl,
α > 0, бесконечна, а ее вариация производной вдоль направления l конечна
при N → ∞, то отсюда следует, что вариация производной суммы выпуклых
двугранных углов функции fN(·) бесконечна при N → ∞ вдоль некоторого
направления ζ, перпендикулярного направлению l.
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Найти направление ζ можно следующим образом. Возьмем произвольную
окрестность S точки M . Разобьем S на подмножества, совпадающие с пересе-
чениями S и конусов V , образованных вектором l и векторами из ортогональ-
ного к l подпространства L⊥. Пересечения V ∩ L⊥ также разбивают S ∩ L⊥
на подмножества. Далее для построенных конусов V повторяем рассуждения
аналогично тому, как это делали при нахождении вектора l до тех пор, пока
не придем к направлению ζ ∈ L⊥.
В произвольном множестве K ∩ S с вершиной M, содержащем во внутрен-
ности векторы αl, α > 0, сумма вариаций производных выпуклых двугранных
углов функции fN(·) вдоль направления ζ бесконечна при N →∞.
Все отрезки vk,N можно разбить на такие группы {m} отрезков, которые
можно пересечь гладкой кривой rm,N(·) ∈ ℘˜(D), для которой
r′m,N(τ)→τ→Trm,N −l,
где Trm,N− есть параметр кривой rm,N(·) при натуральной параметризации в
точкеM, и кривизна кривой rm,N(·) стремится к бесконечности при τ → Trm,N .
Кривая rm,N(·) пересекает свою группу отрезков vk,N под острыми углами αkm
в точках τkm, причем αkm → pi/2 при τkm → Trm,N . Ясно, что сказанное всегда
выполнимо путем разбиения множества всех отрезков vk,N на подмножества с
требуемыми свойствами.
Кроме того, углы αkm, кривые rm,N(·) и группы отрезков {vk,N}m можно
выбрать такими, чтобы предел по m,N вариаций производных функций Φ′N(·)
вдоль кривых rm,N(·) был равен бесконечности. Как это сделать, будет описано
ниже. В противном случае функции fN(·) имели бы ограниченную вариацию
вдоль направления ζ при N → +∞ (см. замечание).
Построение кривых r(·) с неограниченно увеличивающейся кривизной в точ-
ке M , для которой
∨(Φ′N ; 0, Tr) =∞,
осуществляется аналогичным способом, как и в случае a). Для этого надо по-
строить кривую rm,N(·) ∈ ℘˜(D) с описанными выше свойствами, состоящую из
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достаточного количества km,N групп отрезков {vk,N}m (либо близких к ним),
чтобы
∨(Φ′N ; t1,rm,N , t2,rm,N ) = cm,N ,
и ∑
m,N
cm,N =∞,
km,N →∞ приm,N →∞, [t1,rm,N , t2,rm,N ]- значение параметра t дляm-ой груп-
пы отрезков при естественной параметризации кривой rm,N(·). Такие кривые
rm,N(·) всегда можно построить путем плавного перехода от одной группы от-
резков к другой, так как сумма вариаций производных выпуклых двугранных
углов, построенных по многогранникам разбиений области S ∩K для любого
конуса K, содержащего l в intK, вдоль направления ζ бесконечна при N →∞.
При увеличении m,N кривые rm,N будут пересекать под острыми углами все
большее число отрезков {vk,N}m из множества S ∩K, содержащего вектор αl.
Кривизны кривых rm,N вблизи точки M неограниченно увеличиваются при
m,N → ∞. Причем данная процедура приводит к кривой r(·) с конечной ва-
риацией производной r′(·) на малом отрезке [0, T1], T1 < Tr, вблизи точки M .
Но тогда
∨(Φ′N ; 0, Tr) ≥
∑
m,N
cm,N =∞.
Отсюда приходим к противоречию с (6.3), так как из (6.3) следует (6.6). Про-
тиворечие с нарушением неравенства в условии теоремы получилось в связи с
тем, что мы предположили. что f не ПРВ функция.
Итак, доказано, что при выполнении условия теоремы, сумма вариаций про-
изводных выпуклых двугранных углов функции fN(·) вдоль любого отрезка
области D при N → ∞ ограничена сверху константой, независящей от N .
Отсюда, как отмечалось выше, следует, что f(·)− ПРВ функция.
Итак, теорема 6.2.1 доказана. 
Замечание 2. Рассуждения с выбором углов αkm и кривых rm(·) аналогич-
ны следующим.
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Пусть имеем расходящийся ряд
∑
i
ai =∞, ai > 0 ∀i.
Всегда можно выбрать монотонно убывающую по i последовательность
{βi},
βi →i→∞ 0, чтобы
lim
m→∞
m∑
i=1
βi ai =∞.
Здесь ai является аналогом вариации производной двугранного угла вдоль от-
резка vi, а βi - аналог косинуса угла, образуемого кривой ri с этим отрезком
в точке пересечения.
6.3 Геометрическая интерпретация теоремы 6.2.1
Перефразируем теорему 6.2.1, придав ей более геометрический характер. Для
этого введем понятие поворота кривой r(·) на графике Γf = {(x, y) ∈ Rn+1 |
y = f(x), x ∈ Rn}.
Рассмотрим на Γf кривую R(t) = (r(t), f(r(t))), где r(·) ∈ ℘˜(D). Так как
функция f(·) есть липшицевая, то п.в. на [0, Tr] существует производная R′(·),
которую обозначим через τ(·) = R′(·). Множество t ∈ [0, Tr], где существует
R′(·), обозначим через NR.
Определение 2. Поворотом кривой R(·) на многообразии Γf назовем ве-
личину
sup{ti}⊂NR
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ = OR.
Таким образом, поворот OR кривой R(·) есть верхняя грань суммы углов
между касательными τ(t) для t ∈ [0, Tr]. Нетрудно видеть, что для плоской
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гладкой кривой, параметризованной естественным образом, величина OR рав-
на интегралу ∫ Tr
0
| k(s) | ds,
где k(s) - кривизна рассматриваемой кривой r(·) в точке s ∈ [0, Tr], т.е. совпа-
дает с обычным определением поворота кривой в точке [15] .
Теорема 6.3.1 Для того, чтобы произвольная липшицевая функция
z → f(z) : D → R была ПРВ функцией на выпуклом компактном множестве
D ∈ Rn, необходимо и достаточно, чтобы для всех r(·) ∈ ℘˜(D) существовали
константы c21(D, f), c22(D, f) > 0, зависящие от выбранного множества
кривых ℘˜(D), такие, что для поворота кривой R(·) на Γf верно неравенство
Or ≤ c21(D, f) + c22(D, f) ∨ (r′; 0, Tr) ∀r ∈ ℘˜(D). (6.7)
Доказательство. Необходимость. Пусть f(·) есть ПРВ функция. Пока-
жем, что тогда справедливо неравенство (6.7). Воспользуемся неравенством,
вытекающим из неравенства треугольника,
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1‖‖ ≤
≤ ‖r′(ti)/
√
1 + f ′2t (r(ti))− r′(ti−1)/
√
1 + f ′2t (r(ti−1))‖+
| f ′t(r(ti))/
√
1 + f ′2t (r(ti))− f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) | .
Так как 1 ≤
√
1 + f ′2t (r(ti)) ≤
√
1 + L2 для всех ti ∈ [0, Tr] , то очевидно,
существует такое c3 > 1, для которого верно неравенство
‖r′(ti)/
√
1 + f ′2t (r(ti))−r′(ti−1)/
√
1 + f ′2t (r(ti−1))‖ ≤ c3‖r′(ti)−r′(ti−1)‖. (6.8)
Из свойств функции θ(x) = x/
√
1 + x2 следует неравенство
| f ′t(r(ti))/
√
1 + f ′2t (r(ti))− f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) |
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≤| f ′t(r(ti))− f ′t(r(ti−1)) | . (6.9)
Из (6.8) и (6.9) имеем
sup
{ti}∈NR
∑
i
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≤ c3(∨(r′; 0, Tr) + ∨(Φ′; 0, Tr)).
(6.10)
Так как по условию f(·)− ПРВ функция, то согласно теореме 6.2.1
∨(Φ′; 0, Tr) ≤ c(D, f)(1 + ∨(r′; 0, Tr)),
откуда с учетом (6.10) следует неравенство (6.7). Необходимость доказана.
Достаточность. Пусть справедливо неравенство (6.7). Покажем, что f(·, ·)
- ПРВ функция. Воспользуемся неравенством
‖τ(ti)/‖τ(ti)‖ − τ(ti−1)/‖τ(ti−1)‖‖ ≥| f ′t(r(ti))/
√
1 + f ′t(r(ti))−
− f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) (6.11)
Из свойств функции θ(x) = x/
√
1 + x2 и из ‖f ′(z)‖ ≤ L для всех z ∈ D,
где производная существует, следует существование константы c4(L) > 0, для
которой
| f ′t(r(ti))/
√
1 + f ′2t (r(ti))− f ′t(r(ti−1))/
√
1 + f ′2t (r(ti−1)) ≥
≥ c4 | f ′t(r(ti))− f ′t(r(ti−1)) |,
откуда с учетом (6.11) имеем
c21(D, f)+c22(D, f)∨(r′; 0, Tr) ≥ sup
{ti}⊂NR
∑
i
‖τ(ti)/‖τ(ti)‖−τ(ti−1)/‖τ(ti−1)‖‖ ≥
≥ c4 ∨ (Φ′; 0, Tr). (6.12)
Из (6.12) следует неравенство
c21(D, f)
c4
+
c22(D, f)
c4
∨ (r′; 0, Tr) ≥ ∨(Φ′; 0, Tr).
Из теоремы 6.2.1 следует, что f(·) - ПРВ функция. Достаточность доказана.

— 119 —
6.4 Поиск более узкого класса кривых r(·), характеризующих ПРВ
функции от n переменных
В этом разделе мы укажем более узкий класс кривых кривых r(·), с помощью
которого можно сформулировать необходимые и достаточные условия предста-
вимости на множестве D произвольной липшицевой функции f(·) : Rn → R
от n переменных в виде разности выпуклых.
Введем класс непрерывных замкнутых кривых ℘ˆ(D), параметризованных
естественным образом, проекция которых на любую координатную плоскость
Π есть кривая из множества ℘(Pr(D)), где Pr(D)− проекция множества D ⊂
R
n на ту же координатную плоскость Π, т.е. проекция кривой r(·) ∈ ℘ˆ(D) на
на любую координатную плоскость Π ограничивает на Π выпуклое компактное
множество.
Докажем такую теорему.
Теорема 6.4.1 Для того, чтобы липшицевая функция z → f(z) : D → R
была представима в виде разности выпуклых функций (была ПРВ функцией),
необходимо и достаточно, чтобы
(∃c(D, f) > 0)(∀r ∈ ℘ˆ(D)) ∨ (Φ′; 0, Tr) < c(D, f), (6.13)
где Φ(t) = f(r(t)) ∀t ∈ [0, Tr].
Доказательство. Необходимость. Пусть функция f(·) представима в ви-
де разности п.о. выпуклых функций fi(·) : Rn → R, i = 1, 2, с константа-
ми Липшица Li, i = 1, 2, соответственно. Зафиксируем произвольную кривую
r(·) ∈ ℘ˆ. Возьмем произвольную кривую r(·) ∈ ℘ˆ(D) и параметризуем ее есте-
ственным образом. Через [0, T ] обозначим отрезок значений параметра t, где
T = T (r)− длина кривой r(·). Для функций f(·), fi(·), i = 1, 2, определим со-
ответственно функции Φ(·),Φi(·), i = 1, 2, как это делали ранее. Все функции
Φ(·),Φi(·), i = 1, 2, липшицевые, а поэтому почти всюду дифференцируемы на
[0, T ].
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Заметим, что без ограничения общности можно считать, что
℘ˆ(D) ⊂ ℘˜(D),
так как путем замены системы координат, что не влияет на представимость
функции f(·) в виде разности выпуклых, и разбиения r(·) на конечное число
участков можно добиться выполнения в определении класса ℘˜(D) требования
насчет угла γr: 0 ≤ γr ≤ pi/4. Поэтому с необходимостью выполняется нера-
венство
(∃c(D, f) > 0)(∀r(·) ∈ ℘ˆ(D)) ∨ (Φ′; 0, Tr) < c(D, f)(1 + ∨(r′; 0, Tr)), (6.14)
Если мы докажем, что для всех r(·) ∈ ℘ˆ(D) для некоторой константы C вы-
полняется неравенство
∨(r′; 0, Tr) ≤ C,
то отсюда и из (6.14) будет следовать необходимость утверждения теоремы
6.4.1.
Очевидно
‖r′(ti)− r′(ti+1)‖ ≤
∑
j
|r′j(ti)− r′j(ti+1)|,
где rj(·), i ∈ 1 : n,− координаты вектор-функции r(·). Так как кривая
r(·) параметризована естественным образом, то ‖r′(·)‖ = 1, а следовательно,
|r′j(·)| ≤ 1 для всех j ∈ 1 : n. Поэтому пары координат вектор-функции r′(·)
ограничивают на соответствующей координатной плоскости Π выпуклое мно-
жество, диаметр которого равномерно ограничен для всех плоскостей Π и всех
кривых r(·) ∈ ℘ˆ(D), поскольку ограничены диаметры выпуклых множеств,
являющихся проекциями множества D на координатные плоскости. Отсюда
следует ограниченность вариации проекции r′(·) на произвольную координат-
ную плоскость. А поэтому верно неравенство (6.13) для всех r(·) ∈ ℘ˆ(D) в
случае представимости функции f(·) в виде разности выпуклых. Необходи-
мость доказана.
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Достаточность. Для доказательства достаточности надо убедиться, что
выполнимость неравенства (6.13) для класса кривых ℘ˆ(D) достаточно, чтобы
функция f(·) была ПРВ функцией.
Мы опять воспользуемся доказательством достаточности теоремы 6.2.1.
В ходе доказательства достаточности мы сделали предположение, что f(·)
не ПРВ функция и далее находили кривую или последовательность кривых
{rm(·)}, на которых вариации ∨(Φ′m; 0, T ) неограничены при m → ∞, где
Φm(t) = f(rm(t)). Поскольку представимость функции f(·) на D сводится к
ее локальной представимости, то выбор кривых {rm(·)} можно осуществить
таким образом, чтобы на малых их участках, где эти кривые принадлежат
окрестностям точки M , в произвольно малых окрестностях которой f(·) не
ПРВ функция, кривые {rm(·)} принадлежали бы классу ℘ˆ(D). Таким образом,
в случае не представимости функции f(·) в виде разности выпуклых мы все-
гда можем выбрать кривую или последовательность кривых {rm(·)} ∈ ℘ˆ(D),
вдоль которых вариация ∨(Φ′m; 0, T ) не является равномерно ограниченной
при m→∞. Мы пришли к противоречию, так как предположили, что f(·) не
ПРВ функция. Достаточность и теорема доказаны. 
Теперь можно воспользоваться результатами теорем 6.3.1 и 6.4.1. Повто-
рив рассуждения теоремы 6.3.1, а также тем фактом, что вариация ∨(r′; 0, T )
равномерно ограничена для всех кривых r(·) ∈ ℘ˆ(D), нетрудно доказать сле-
дующую теорему.
Теорема 6.4.2 Для того, чтобы произвольная липшицевая функция
z → f(z) : D → R была ПРВ функцией на выпуклом компактном множестве
D ∈ Rn, необходимо и достаточно, чтобы для всех r(·) ∈ ℘ˆ(D) существовала
константа c(D, f) > 0, зависящее от выбранного множества кривых ℘˜(D),
такое, что для поворота кривой R(·) на Γf верно неравенство
Or ≤ c(D, f) ∀r ∈ ℘ˆ(D). (6.15)
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7 УСЛОВИЯ СХОДИМОСТИ ПОСЛЕДОВАТЕЛЬНО-
СТИ КВАЗИДИФФЕРЕНЦИРУЕМЫХ ФУНКЦИЙ
К КВАЗИДИФФЕРЕНЦИРУЕМОЙ ФУНКЦИИ
В этом параграфе мы рассмотрим одно из многочисленных применений до-
казанных теорем. Будут приведены достаточные условия, при которых после-
довательность квазидифференцируемых функций {fk(·)}, k = 1, 2, . . . от двух
переменных сходится равномерно на компакте D с intD 6= ∅ к квазидифферен-
цируемой функции f(·). Представляет интерес распространить эти результаты
на функции от произвольного количества аргументов.
7.1 Последовательность одномерных функций
Пусть задана последовательность квазидифференцируемых функций
{fk(·)}, k = 1, 2, . . . , определенных на компактном множестве D ⊂ R2.
Обозначим через Lk константу Липшица функций fk(·) на множестве D, а
через f ′k(x, g)− ее производную в точке x по направлению g ∈ R2. Предпо-
ложим, что в любой точке x ∈ intD функции fk(·) квазидифференцируемые
(КВД функции), т.е. верны равенства
f ′k(x, g) = max
v∈∂fk(x)
(v, g) + min
w∈∂fk(x)
(w, g) ∀g ∈ R2,
где ∂fk(x), ∂fk(x)− субдифференциал и суппердифференциал функции fk(·) в
точке x соответственно, которые по определению являются выпуклыми ком-
пактами на плоскости R2.
Пусть последовательность {fk(·)}, k = 1, 2, . . . сходится равномерно на мно-
жестве D к функции f(·). Зафиксируем точку x ∈ intD. Спрашивается, при
каких условиях, наложенных на функции {fk(·)}, функция f(·) будет КВД в
точке x?
— 123 —
Через r(t) обозначим радиус-вектор единичной окружности S11(0) = {z ∈
R
2|‖z‖ = 1}, где t ∈ [0, 2pi]− угол поворота вектора r(·). Положим по опреде-
лению
Φk(t) = f
′
k(x, r(t)), Φ(t) = f
′(x, r(t)) ∀t ∈ [0, 2pi].
Легко показать, что функции Φk(·)− липшицевые на отрезке [0, 2pi] с констан-
той Липшица Lk. Поэтому для каждой из них существует множество Nk точек
дифференцируемости, которое всюду плотное, полной меры на отрезке [0, 2pi].
Положим по определению
∨ (Φ′k; 0, 2pi) = sup
{ti}∈Nk
k∑
i=1
|Φ′k(ti+1)− Φ′k(ti)| (7.1)
Рассмотрим теперь произвольную последовательность одномерных функций
Ψk : R → R, определенных на отрезке [a, b] и равномерно сходящихся на этом
отрезке к функции Ψ(·). Обозначим через ℵk− множество точек дифференци-
руемости функции Ψk(·) на отрезке [a, b]. Предположим, что множества ℵk для
любого k− всюду плотные, полной меры на [a, b]. Аналогично (7.1) определим
∨(Ψ′k; a, b).
Теорема 7.1.1 Если существует такая константа C > 0, что для любого
k верно неравенство
∨ (Ψ′k; a, b) ≤ c, (7.2)
то множество точек дифференцируемости ℵ функции Ψ(·) полной меры,
всюду плотное на отрезке [a, b] и верно неравенство
∨(Ψ′; a, b) ≤ 2c.
Доказательство. Зафиксируем произвольное k. Известно [12], что из условия
(7.2) следует, что функция Ψk(·) представима на отрезке [a, b] в виде разности
выпуклых функций Ψ1k(·) и Ψ2k(·) , т.е.
Ψ(t) = Ψ1k(t)−Ψ2k(t) ∀t ∈ [a, b]. (7.3)
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Представление (7.3) неединственно. Однако, существует такое представление,
для которого верны неравенства
∨ (Ψ′1k; a, b) ≤ c, ∨(Ψ′2k; a, b) ≤ c. (7.4)
Например, можно положить
Ψ′1k(t) = ∨(Ψ′k; a, t), Ψ1k(t) =
∫ t
a
Ψ′1k(η)dη, Ψ2k(t) = Ψ1k(t)−Ψk(t).
Без ограничения общности будем считать, что функции Ψ1k(·) и Ψ2k(·) на
[a, b] сходятся к выпуклым функциям Ψ1(·) и Ψ2(·) соответственно. Из (7.4)
и свойств выпуклых функций [14] следует, что
∨(Ψ′1; a, b) ≤ c, ∨(Ψ′2; a, b) ≤ c.
В равенстве
Ψk(t) = Ψ1k(t)−Ψ2k(t).
перейдем к пределу по k →∞. Получим
Ψ(t) = Ψ1(t)−Ψ2(t) ∀t ∈ [a, b].
Отсюда следует, что функция Ψ(·) почти всюду (п.в.) дифференцируема на
[a, b], а также верно неравенство [12]
∨(Ψ′; a, b) ≤ ∨(Ψ′1; a, b) + ∨(Ψ′2; a, b) ≤ 2c,
что и требовалось доказать. Теорема доказана. 
7.2 Последовательность квазидифференцируемых функций
Применим теперь Теорему 7.1.1 для вывода условий квазидифференцируемо-
сти функции f(·) в точке x. Воспользуемся следующей теоремой, доказанной
нами ранее в предыдущих параграфах.
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Теорема 7.2.1 [6], [8] Для того, чтобы липшицевая функция f(·) : R2 → R
была КВД функцией в точке x, необходимо и достаточно, чтобы
(∃c(f) > 0) : ∨(Φ′; 0, 2pi) < c(f),
где Φ(t) = f ′(x, r(t)), r(t) = (cos t, sin t) ∈ R2, t ∈ [0, 2pi].
Воспользовавшись этой теоремой, можно получить следующий результат.
Теорема 7.2.2 Если последовательность функций {fk(·)} равномерно на
D ⊂ R2, x ∈ intD, сходится к функции f(·) и имеют место условия
а) функции Φk(·), где Φk(t) = f ′k(x, r(t)), равномерно при k →∞ на отрезке
[0, 2pi] стремятся к функции Φ(t),
б) существует такая константа c > 0, что
∨(Φ′k; 0, 2pi) < c ∀k,
то предельная функция f(·) является КВД в точке x.
Доказательство. Возьмем в качестве функции Ψn(·) , фигурирующей в
Теореме 7.1.1, функцию Φk(·). Полагаем a = 0, b = 2pi. Нетрудно видеть, что
условия Теоремы 7.1.1 для последовательности Φk(·) выполнены. Поэтому
∨Φ′; 0, 2pi) ≤ c.
Откуда из теоремы 7.2.1 следует утверждение теоремы. Теорема доказана. 
Условие а) Теоремы 7.2.2 не всегда выполняется. приведем соответствую-
щий пример.
Пример 7.2.1 Рассмотрим последовательность функций {fk(·)}, fk : R2 →
R. Положим по определению
fk(x) =


0, если ‖x‖ ≤ 1
k
,
‖x‖ − 1
k
, если ‖x‖ > 1
k
.
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где x ∈ R2. Очевидно, что функции {fk(·)} равномерно на единичном круге
B11(0) стремятся к функции f(x) = ‖x‖ при k → ∞. Однако Φk(t) = 0, для
всех k и Φ(t) = 1 для t ∈ [0, 2pi]. Видно, что не существует последователь-
ности {Φk(·)}, для которой выполняется условие а) теоремы 7.2.2.
Попытаемся изменить условие а) теоремы 7.2.2.
Рассмотрим теперь последовательность функций
ϕkm(g) =
fk(x+ αmg)− fk(x)
αm
∀g ∈ R2.
Ясно, что функции ϕkm(·)− липшицевые по своему аргументу. Положим по
определению
Φˆkm(t) = ϕkm(r(t)) ∀t ∈ [0, 2pi].
Очевидно, что из последовательности функций Φˆkm(·) всегда можно выбрать
подпоследовательность Φˆkmi(·) такую, что функции Φˆkmi(·) равномерно сходят-
ся к Φ(t) на отрезке [0, 2pi] к функции Φ(·). Поэтому верна следующая теорема.
Теорема 7.2.3 Если для всех индексов km найдется константа c > 0 такая,
что
∨(Φˆ′km; 0, 2pi) ≤ c,
то функция f(·) является КВД в точке x.
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8 Заключение
Мы рассмотрели различные классы кривых для липшицевых функций. Это
был длинный путь к истине. В итоге мы пришли к классами кривых, ограни-
чивающих выпуклые компактные множества на сфере Sn−11 (0) для п.о. функ-
ций (теоремы 3.1.1, 3.3.1, 2.3.1, 4.2.1) либо выпуклые компактные множества
на плоскости R2 для произвольной липшицевой функции от двух перемен-
ных (теорема 5.1.1). Для функций от многих переменных для формулировки
условия представимости ее в виде разности выпуклых достаточно рассмотреть
кривые в Rn, проекции которых на координатные плоскости, образованные
двумя осями координат, ограничивают выпуклые компактные множества на
этой плоскости. Сформулирована теорема 6.4.1, дающая необходимые и доста-
точные условия представимости таких функций в виде разности выпуклых.
В каждом параграфе дана геометрическая трактовка полученных результа-
тов через поворот кривых из рассматриваемых классов на графиках функций
(теоремы 5.3.1, 3.4.1, 2.4.1, 4.3.1, 6.4.2).
В параграфе 7 рассматривается одно из применений полученных резуль-
татов. Приводятся достаточные условия сходимости липшицевых квазидиф-
ференцируемых (КВД) функций от двух переменных к КВД функции. Эти
результаты могут быть распространены на функции от произвольного коли-
чества аргументов.
Полученные результаты интересны не только для геометров, занимающихся
построением внутренней геометрии поверхностей (см. [1], [3]), но для специали-
стов в области оптимизации (см. [9], [10], [16]), поскольку такие функции нашли
широкое применение в разных областях математики из-за хороших свойств вы-
пуклых функций.
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