With the increasing of the number of edge-devices and the demand of real-time experience, the end-edge-cloud hierarchical storage system (EECHSS) is emerged recently for reliable caching and fast offloading of massive amounts of data. EECHSS can accommodate various services, save computing power and improve storage capacity, due to transformation from central-cloud to edge-cloud, considerable reducing service delay and communication overhead. One of the main challenges brought by edge-cloud architecture is consistency problem. It is difficult to guarantee that the data from the two distributed clusters is consistent by existing consistency protocols. In addition, as the variety of applications increases, the existing fixed consistency level of classical protocols can no longer satisfy the system dynamic requirements. In this paper, we focus on designing grouping-based consistency protocols with adaptively selecting consistency level in EECHSS. At first, we analyze the internal structure and the workflow of EECHSS, and devise two modified adaptive grouping-based consistency protocols (GM-Paxos and GEPaxos) with efficient grouping algorithms. Then, for the characteristics that data is offloaded frequently, we design two synchronization strategies to ensure the consistency of the data cached in the edge-cloud and the central-cloud, respectively. Experiments show that, our proposed grouping-based consistency protocols of EECHSS can improve the availability as much as possible while ensuring data consistent.
I. INTRODUCTION
As the explosive growth of big data, cloud storage system has been deployed widely in the past few years due to its satisfactory advantages, such as convenient data management, fast access and reliable read [1] . However, with the development of the Internet of Things (IoT) technology [2] , [3] and the fifth generation(5G) mobile communication [4] , Internet connection devices increase rapidly. According to the Cisco Mobile Visual Networking Index (VNI) report, global IP data traffic will reach 3.3 ZB by 2021, and the amount of mobile The associate editor coordinating the review of this manuscript and approving it for publication was Zhongming Zheng.
data generated by terminal devices will occupy 63% of global data traffic, which is 6.7 times higher than that of 2016. By 2022, the number of devices connected to the Internet will reach 28.5 billion units, which will produce massive amounts of data every day. The high-speed growth brings a serious challenges to the capacity, the performance and the power consumption of cloud storage system. In addition, with the extensive use of deep learning [5] and augmented reality (AR) technologies [6] , i.e., automatic driving [7] and smart home [8] , terminal devices needs the ability of realtime data processing. However, traditional end-cloud architecture adopts centralized management, in which all data flows to the central-cloud (CC), which causes great overhead VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of network bandwidth and makes congestion in CC [9] . Moreover, CC may require data transmitted far across geographical distances with great delay, which is difficult to meet the realtime requirements. To solve the above problem, edge-cloud (EC) [10] - [14] , a new type of cloud storage architecture is deployed near the terminal data sources. The EC storage consists of the devices with computing and caching abilities, e.g., base stations, switches and routers [15] [16] . Divided independently due to geographic areas, ECs have the responsibilities for processing data generated in neighboring terminal devices, which greatly shortens the physical distances of data generation, data calculation and data storage, and provides ultra-reliability and lowlatency access services [17] . The end-edge-cloud hierarchical storage system (EECHSS) [18] , which aims to sink some computing and storage tasks from CC to ECs. It is appropriate for the user's needs by reducing service delay and communication overhead at the expense of redundantly storing data. Therefore, EECHSS has attracted much attention by academia and industry [19] , [20] .
Distributed storage technology is the foundation of cloud storage system [21] , mainly related to storage, organization and management of massive data. Replicates among multiple servers can ensure strong fault-tolerance and high availability. However, in replication, if only a part of servers complete the copy, the client accesses the same data of different servers, which will cause data inconsistency and system unreliable. Therefore, data consistency is the most basic precondition to meet in cloud storage system, and a variety of data consistency protocols are widely studied [22] - [25] .
Since end-cloud storage is recognized and used, the current data consistency protocols is mostly designed of ensuring CC's data consistency. However, there are many types of applications in the current system, but the consistency level of the protocol is fixed. Different applications have different requirements for data consistency, so a single level of consistency can no longer meet system requirements. Besides, compared with the end-cloud system, EECHSS adds the ECs with storage and computing capabilities. ECs store part of data of CC. The existing protocol can only guarantee the consistency of the data inside the EC and the CC, but cannot guarantee the consistency of the data shared by the EC and the CC, which will cause hierarchical system to be untrusted. It can be seen that the existing consistency protocols cannot solve this data consistency problem. At present, many researches are studied the data consistency between ECs and CCs [26] , but there is no outstanding promotion on the data consistency research of the EECHSS.
Therefore, based on the characteristics and the requirements of EECHSS, we attempt to design a data consistency protocol according to the workflow of EECHSS. Our main idea is as follows: after the terminal transmits the request to the EC, an adaptive grouping-based consistency protocol (GM-Paxos) is designed for EC with high availability. Considering the large number of terminals and the high probability that clients send requests simultaneously, we choose the Multi-Paxos protocol with the leader [27] as the benchmark protocol to avoid high latency caused by request conflicts. In addition, in the process of passing the ECs' requests to CC, we devise a data synchronization strategy, avoiding the congestion as many requests are sent to CC simultaneously. Then, after ECs pass data to CC, another adaptive groupingbased consistency protocol (GEPaxos) is designed to meet the high consistency requirement of CC. Because the number of ECs and the possibility of request conflicts are both small, the EPaxos protocol without leader [28] is selected as the benchmark. Lastly, we design a consistency strategy to ensure the consistency of the shared data between CC and ECs in EECHSS.
The main contributions of this paper are summarized as follows:
• Since EC needs low latency and high QoS, three metrics, i.e., average transmission delay, consistency degree and relevance degree are defined. The priority of each server is divided according to the three metrics, and the best primary group consisting of servers with high priority is selected by a grouping algorithm. GM-Paxos protocol is designed to send client requests only to the primary group. After the primary group is consistent, the request is considered as the executed one, to reduce the request response delay and to improve the throughput.
• When EC sends information to CC after the request execution, in order to avoid the waste of uploading the same data, we devise a data synchronization strategy. For data that is frequently changed in the short term, the upload time interval is adaptively selected according to the frequency of access to CC, so that the EECHSS consistency can be ensured with minimized wasting resource.
• Because CC provides data for the EECHSS and each EC stores different contents, we defined two metrics, average delay and related consistency. The GEPaxos protocol is devised to remove some of the servers with lower performance, and form a primary group for each EC. The servers out of primary group require strong consistency, and servers in the primary group require lazy release consistency [29] , which can ensure that CC still has better availability with high consistency.
• In order to ensure the consistency of data shared among CC and ECs, we record the storage state of each EC in the CC. When CC's data is updated, it will send the message to the ECs' data. The strategy ensures that the data in EECHSS can be updated with high efficiency and low consumption, and the data shared by CC and ECs is consistent. The rest of the paper is organized as follows. Section II presents the system architecture of EECHSS and gives some theoretical analysis. The grouping-based protocols are proposed and devised in Section III. Section IV provides two synchronization strategies. Finally, we conclude this work and present future plans in Section V. For the explanation of the parameters in this paper, please refer to TABLE 1. 
II. SYSTEM MODEL
The EECHSS architecture is shown in Figure 1 . The system is composed of servers, data centers and devices. The device that the user can directly interact is called terminal. After receiving the user request, the terminal sends the request to the remote large server, which constitutes a CC. Installations with computing and storage abilities between the terminal and CC, i.e., base stations, switches and routers, are divided into multiple ECs according to geographic areas. The terminal is to send user requests to EC, and EC buffers a part of the data, but each EC's part is different. EC is to process the requests and to pass the requests to CC using more power.
CC receives and processes the requests uploaded by each EC. EC helps CC to process a part of the transaction and EC also can directly interact with the terminal devices.
A. PROTOCOL CHARACTERISTICS
As an auxiliary device for CC, EC alleviates the problems of insufficient bandwidth, limited processing capacity, and poor experience of users. Therefore, reducing the request response time and improving the users' experience are the key requirements. When designing a protocol, we focus on achieving fast consistency, ensuring minimizing latency to improve the system availability. Considering the large number of terminal devices, the probability that multiple clients send requests to EC at the same time is so high. To avoid high latency caused by high-concurrency request conflicts, we choose Multi-Paxos protocol with the leader as the benchmark, and the GM-Paxos protocol is proposed firstly.
Moreover, CC is responsible for providing data to each EC. Once an error occurs, the related EC and its corresponding terminals will receive incorrect data, and the system will become unreliable. We choose to sacrifice a part of availability to achieve high consistency when designing the consistency protocol, but it is still a eventual consistency protocol, and the degree of consistency is lower than the strong consistency. When the number of ECs is small and EC sends a request to CC, the possibility of requesting collision is very small. To improve efficiency, the EPaxos protocol without leader is selected as the benchmark, and the GEPaxos protocol is further proposed.
B. PROTOCOL PROCESS
Based on the workflow of consistency protocol in EECHSS as shown in Figure 1 , and the characteristics and the requirements, Figure 2 shows the detailed implementation of the two situations in which data transmission occurs. When the terminal device makes a request, the request is first sent to EC by default, and EC determines whether it has the ability to process the request depending on the request of the data cached. If EC can process, as the Situation 1 in the E A : EC performs the feedback to terminal based on the GM-Paxos protocol, and judges the frequency of updated data, and adaptively selects the time of data synchronized to CC. After CC completes the synchronization based on GEPaxos, the updated data is sent to the relevant EC that caches the data according to the record of the content of each EC's cache. Between the stage where the EC executes the request and the stage where the request is sent to the CC, there is a synchronization process, and the time required for this process is the gap in Figure 2 . Therefore, the arrow is discontinuous. If EC cannot be processed, as the Situation 2 in the E B : EC acts as a relay to forward the request to CC. After CC performs the request based on the GEPaxos protocol, CC can give a feedback, and EC can give a feedback to the terminal. CC also sends the updated data to the relevant EC that caches the data. The feedback link is represented by dashed line in Figure 1 . 
C. DIFFICULTIES IN PROTOCOL DESIGN
In the above scenarios, the problems mainly exist in the consistency protocol procedure, which can be summarized as follows:
• Since existing protocols are more general-purpose protocols, and can not dynamically adjust the level of consistency according to actual environmental requirements [30] , we need to design the protocols based on the characteristics of ECs, and requirements of CC with high availability.
• In the procedure of EC passing the request to CC, considering all requests sent directly, the congestion is easy to occur, making CC processing limited. Even if the request is transferred to CC, CC needs to be queued for the execution, which will cause large delay. After CC data is updated, the traditional method is to send the update information to all ECs by broadcasting, which does not consider whether each EC needs to know this information.
III. PROTOCOL DESIGN A. GM-Paxos PROTOCOL
As shown in Figure 3 , Edge-cloud system has N servers distributed inside each EC, and each server provides services to several clients. When a client sends a request to a server (the server is recorded as server-client), the Multi-Paxos protocol requires the server-client to send the requested content to all other servers. And the request is considered completed when more than half of the servers reply. The consistency level of the protocol is fixed, and the upper bound of bandwidth will be reached quickly, that results in degraded performance of the system. Therefore, we propose GM-Paxos to solve this problem. We consider the case where the request content is first sent to a partial server. Once the partial servers complete the synchronization, the request execution is considered as completed. When the bandwidth resources are sufficient, the server-client sends the requested content to other servers. We collect these servers that first receive the request into the primary group, while the other servers are classified as secondary group. In this way, the system can complete the request with a smaller amount of transmitted data in a shorter time, which will increase the processing power of the system. The number of primary group determines the level of consistency of the request.
Since the servers are allocated in various environments, the processing abilities to requests and the qualities of communication are different. Therefore, we can choose the primary group by the difference of servers. In data replication, latency is directly affecting the users' experience. The servers have different communication qualities, so the average transmission delay will vary. We can choose the average transmission delay as an indicator. Processing ability of one server is also important, because the more unprocessed requests, the longer the queue time and the lower the consistency of the server. Therefore, we definite the consistency degree as the second metric. Moreover, servers have different sensitivity to the request contents. Some servers have high requirements on the real-time performance of the data, and the amount of access is large. Therefore, we use the relevance degree as the third metric. The three metrics for selecting the primary grouping are defined as follows.
Definition 1 Average Transmission Delay: Assume that the transmission delays from a single server S i to other servers are denoted by t i1 , t i2 , · · · , t i(N −1) and the average transmission delay of a single server denoted by t i is defined as the ratio of the total transmission delay of the server to all other servers to the total number of servers N .
When the delay is small, the system has short response time and high availability.
Definition 2 Consistency Degree: The consistency degree of a single server S i denoted by c i , is the ratio of the number of processed requests Q complete−i to the total number of client requests Q sum−i . The high consistency degree of the server indicates that the server has fewer requests without synchronization, and new requests can be executed faster.
Definition 3 Relevance Degree: The relevance degree of a single server denoted by r i , is the ratio of the number of visits to the server V DB−i to the total number of visits V sum−i in a period of time.
If the server with a large number of visits is synchronized first, the probability of the client accessing the latest data will be increased, and the system reliability will be guaranteed.
The internal structure of the system is shown in Figure 4 . Different servers have different characteristics. In terms of the consistency degree c i , the yellow parts represent the processed transaction and the blue parts represent the unprocessed transaction. The greater the proportion of the yellow parts, results in the higher the consistency degree. The relevance degree r i represents the number of clients connected to the server. If the number of clients is large, the relevance degree will be high. The average transmission delay t i denotes the distance between two servers, and if one server is far away from most servers, delay will be large. Based on these three metrics, we can select several servers with high consistency degree, high relevance degree, and low average transmission delay as the primary group, which will improve the consistency level and availability. It should be noted that, the primary group must be able to represent the majority to ensure the uniqueness of the decision. The system flowchart of GM-Paxos is shown in Figure 5 , and seven server named A to G are allocated in the system. STEP 1: Client sends a request to the nearest server G. STEP 2: G sends a request to collector D to get the table data, where the collector is randomly selected. Each server regularly sends the number of requests completed, and the number of visits and the average transmission delay per unit time to the collector. VOLUME 8, 2020 STEP 5-7: G sends the request to the servers in the primary group. And after receiving the feedback information from B and C, it reports back to the client that the request has been completed.
STEP 8: G sends the request to other servers during the bandwidth free period and the system will achieve eventual consistency.
Each server has the above three metrics, and we combine these three metrics with a formula to get a efficiency metric defined as follow.
Definition 4 Efficiency Metric e i : Efficiency metric e of a single server is the ratio of the relevance degree of the server and the average transmission delay to the waiting delay.
where β is the system parameter. The efficiency metric e i is used to judge the priorities of the servers to form the primary group.
We define that the sum of efficiency metrics of the servers in the primary group must be greater than half of the sum of all servers, to ensure that there are no two primary groups at the same time. And we also claim that the number of primary group does not exceed half of the number of all servers, which can reduce the response time of the request.
Under the above requirements, we can get multiple eligible sets, so we need to construct an optimization objective function. By weighing the efficiency metric and the number of primary groups, we attempt to find the best primary group that meets the high efficiency metric and the number of servers within primary group is small.
where e is the vector composed of server efficiency metrics, which can be expressed as e = [e 1 , e 2 , · · · , e N ]. j is the vector reflecting whether the server belongs to the primary group, which can be expressed as j = [j 1 , j 2 , · · · , j N ] where j i ∈ [0, 1], i = 0, 1, · · · , N . ''1'' indicates that the server is in the primary group, and ''0'' indicates that the server is outside the primary group. P C is the percentage of the servers whose requests have been synchronized, expressed as:
where α is the system parameter. E C is a threshold that represents half of the total server efficiency metric. The selected primary group must meet this threshold to represent the majority. E C specific manifestation is:
The optimal group selection algorithm is as following, and e · j − P C is defined as the efficiency function F. G p is the primary group and G s is the secondary group. When a client sends a request to the system, the efficiency index e i of each server in the system is first obtained, and then the vector e and the threshold E C are obtained (steps 1-4). By traversing all possible forms of j, we find a j vector that satisfies the highest efficiency function F on behalf of the majority (steps 5-12). Then we can know which servers are composed of primary group. After selecting the primary group, GM-Paxos can begin data synchronization. Compared to the Multi-Paxos, we only synchronize the servers within the primary group to reduce the response delay. Moveover, after the request is completed, the amount of data that needs to Algorithm 1 Optimal Primary Group Selection Algorithm Input:
The average transmission delay t i (i = 1, 2, . . . , N ) The consistency degree c i (i = 1, 2, . . . , N ) The relevance degree r i (i = 1, 2, . . . , N ) Output:
The optimal vector Opt.j 1: for each i ∈ G p ∪ G s do 2: Compute e i 3: end for 4: Compute e 5: Compute E C 6: for each j j do 7 :
if F j ≥ MaxF then 10: MaxF = F j 11:
Opt.j = j j 12:
end if 13: end if 14: end for be transferred will decrease and the throughput of the system will increase.
B. GEPaxos PROTOCOL
CC is a distributed storage system consisting of a set of high-capacity, high-computing servers. It requires a data consistency protocol to address data consistency issues across servers within the system. Since the EECHSS uses the data of CC as the standard, if the consistency level of CC is low, EC may access the expired data, and the data accessed by the terminal is expired data, which causes the system to be unreliable. Because the data cached in EC differs and is located differently, the optimal server for selecting interactions is different for each EC. In order to ensure that each EC upload request can be quickly responded, we select an agent in CC for each EC. If three edge-clouds are assumed, there are three agents here. Requests from EC are passed directly to their respective agents, which are scheduled to execute. In addition, we select a specific primary group for each EC based on the agent, the average transmission delay of each server in CC, and the degree of consistency. While ensuring high system consistency, the protocol ensures that EC request is executed as quickly as possible. CC system framework is shown in Figure 6 .
The specific execution process is divided into two parts. When any EC transmits data to CC for the first time, CC first obtains the agent of EC through election, and then obtains the primary group by combining the metric and the group algorithm. In the case of agent mode, EC will pass the request directly to the agent, and the agent interacts with the primary group to schedule the execution request. When the agent fails, the agent is re-selected before continuing to transfer data.
The method of electing an agent is to find a server that completes the latest request for EC and has the lowest average latency, because such a server is very computationally capable and able to communicate quickly with others. The specific election process is shown in Figure 7 . Servers have three states: looking, following and leading. The voting information consists of election round, request numbers, and average delays. Among them, the election number is automatically added after each vote, and the request number is also monotonically increasing. The voting rule is to compare the rounds first. If the externally received information round is greater than the internal round, the voting needs to be changed to the received external voting, otherwise the voting will not be changed. If the rounds are the same, the request numbers of the external information and the internal information are compared. If the external information is large, the server need to change the voting, otherwise the voting will not be changed. If the round and the request number are the same, the delay is compared. If the delay of the external information is small, the voting will be changed, otherwise it will not change. In this way, we can choose an agent for each EC.
After finding the corresponding agent for each EC, we will group each EC based on the agent. Because EC request is passed directly to the agent, it is sent by the agent to each server for execution. Therefore, the agent has different transmission delays from other server locations, and the transmission delay is an important factor affecting the response time of the request. The average transmission delay is used as an metric to judge the performance of the server. In addition, since there are multiple agents, the order of requests received by each server may be different, so the server does not have the same degree of completion of cache data related requests in each EC. The higher the completion of the request, the shorter the queuing time and the faster execution of the request, so the relevant completion will be used as another metric to judge server performance. The two metrics are extended by Definitions 1 and 2 respectively.
For GEPaxos, the transmission delay of a single server S i is only related to the corresponding agent. So according to Definition 1, the average transmission delay t i is
where t ia is the transmission delay of the server to the agent. When the delay is small, the system has short response time and high availability.
For GEPaxos, The degree of relevant consistency is the percentage of requests that the server has completed in the request that the agent has completed. So according to Definition 2, the average transmission delay rc i is
where Q (a−complete)−i is the number of requests completed by the server in the agent's completed request, and Q (a−sum)−i is the number of requests completed by the agent. The high relevant consistency degree of the server indicates that the server has fewer requests without synchronization and new requests can be executed faster. Every agent will record the transmission delay with each server and update it regularly. At the same time, in CC, a contact server is randomly selected to store the cache information of each EC, and the consistency of each server is obtained. Since CC pursues high consistency, we hope to form a primary group by finding servers with high transmission delay and low correlation consistency. When an agent in CC receives the request, it preferentially sends the request to a server other than the primary group, and reduces the performance of the entire system by reducing some of the poorly performing servers in the system. In addition, because CC requires high consistency, the number of servers within primary group must be less than half.
In order to judge the performance of the server, we combine the above two metrics with a formula to obtain a new metric called the agent-elimination metric, which is defined as follows:
Definition 5 Agent-Elimination Metric d i : Definition Efficiency metric d i of a single server S i is the ratio of the degree of relevant consistency and the transmission delay.
where α is the system parameter. The agent-elimination metric d i is used to judge the priorities of the servers to form the primary group. We define that the sum of the elimination metrics for the servers in the primary grouping must be greater than half of the total phasing metrics for all servers to ensure that there are no two primary groups at the same time. We also require that the number of primary groups not exceed half of all servers, which can reduce the response time of requests and increase the level of consistency of the system after synchronization is completed. Since the elimination metrics of each server are different, we can guarantee that even if the number of primary groups is less than half of the number of all servers, the sum of the elimination metrics can still exceed half of the sum of all servers, and the uniqueness of the primary group can be guaranteed.
According to the above requirements, we can get multiple eligible collections, so we need to build an optimization objective function. By weighing the elimination metrics and the level of consistency of the system, we try to find the primary grouping that meets the high elimination metric, and the number of primary groups is as small as possible.
where d is the vector composed of server agent-elimination metrics, which can be expressed as d = [d 1 , d 2 , · · · , d N ]. D C is a threshold that represents half of the total server agent-elimination metric. The selected primary group must meet this threshold to represent the majority. E C specific manifestation is:
The optimal group selection algorithm is as following, and d · j − P C is defined as the elimination function B.
When a client sends a request to the system, the agentelimination metric D i of each server in the system is first obtained, and then the vector d and the threshold D C are Algorithm 2 Optimal Elimination Primary Group Selection Algorithm Input:
The transmission delay t i a(i = 1, 2, . . . , N ) The relevant consistency degree rc i a(i = 1, 2, . . . , N ) Output:
The optimal vector Opt.j for each i ∈ G p ∪ G s do 2: Compute d i end for 4: end if end if 14: end for obtained (steps 1-4). By traversing all possible forms of j, we find a j vector that satisfies the highest elimination function B on behalf of the majority (steps 5-12). Then we can know which servers are composed of primary group. Because we want to eliminate the servers in the primary group and prioritize the servers outside the primary group, the set of servers that are preferentially synchronized is I − j, where I 1×N = [1, 1, · · · , 1].
Select agents separately in CC for each EC. The server's elimination priority is determined according to two metrics: the average transmission delay and the relevant consistency level. By selecting the best-eliminated primary group to circumvent the request response time of the entire system due to a few poorly performing servers. When EC transmits a request to CC, the server outside the primary group is preferentially synchronized. When the server outside the primary group feeds back the confirmation message, it considers that the execution of the request is completed, and ensures the high availability of the data in CC while improving the availability of the system as much as possible.
IV. DATA SYNCHRONIZATION STRATEGY
The biggest difference between the EECHSS and traditional end-cloud system is the addition of ECs, which complicates the form of data transmission. We need to pay attention to the data interaction efficiency between each EC and CC and the consistency of the shared data among ECs and CC.
A. DATA SYNCHRONIZATION STRATEGY FROM ECS TO CC
In the stage where EC sends the processed data or the unexecuted request to CC, EC directly transmits the data completed each time to CC. If multiple requests processed continuously are changes to the same data, it will result in a lot of bandwidth and a waste of CC computing. In addition, there may be cases where requests from each EC are queued for execution due to too many requests, resulting in high latency of the entire system. So we will judge each data that will be uploaded. If there is no other operation of the data in a short time, the data is uploaded to CC. If the data is continuously changed in a short time, only the latest data is transmitted to CC.
The specific algorithm flow of the data synchronization strategy from EC to CC is shown in Figure 8 . When EC receives the request from the terminal device, it first determines whether the request can be processed. If the data is not cached by itself, the request is sent directly to CC. If the data is cached by itself, the request is updated to update the data, and it is determined whether the data has been modified in the t s . If the data has not been modified, the data is directly synchronized to CC. If the data has been modified, it is determined whether the time from the last upload to CC exceeds T s . When the T s is exceeded, the data is uploaded to CC. Otherwise, it is cached in EC, waiting for a new update 
where o is the data expiration rate of CC, and d d indicates the number of times the data was requested in CC. T s represents the average arrival rate of the request for the data in CC in the T s time. Combined with CC feature, we take the value of d to zero, and try to ensure that CC is accessed with the latest correct data. At the same time, in order to ensure that consecutive requests for the same data in the t s time can be processed together, it is necessary to satisfy: t s ≤ 1/2T s .
B. CONSISTENCY STRATEGY FOR DATA CACHED BY ECS AND CC
After CC data is updated, in order to ensure the data consistency, the update information of the data needs to be notified to each EC that caches the data. The traditional way is mainly divided into two types. One is to broadcast the update information to all ECs after each data update. Regardless of whether EC needs to be notified, the data consistency can be better ensured. But the way of broadcasting causes a large waste of resources, and the other is that EC periodically synchronizes to CC. The timing of the regular update of this method is difficult to select and the data consistency of the system cannot be guaranteed. Therefore, our approach is to concentrate the cloud storage cache information of each EC. When the cloud data is updated, the update information is only sent to EC in which the data is cached. Since the cached data of each EC is carried when submitting the request to CC, it does not cost extra resources, so it is more resource-saving than the existing solution.
The specific process is shown in Figure 9 . A contact is randomly selected in CC to store cache information of each EC, and the cached information is stored in the form of a table. If the cache is full, the old cache with the smallest timestamp is removed. When CC receives a request, it first records the content contained in the request into the table, and then determines whether the request has a data update. If the data is not updated, no further operations will be continued. And if the data is updated, all ECs that have this data cached by the table are found in the table, and the updated data is sent to these ECs.
V. SIMULATION RESULTS
We divides the simulations into three parts: the GM-Paxos protocol in ECs, the GEPaxos protocol in CC, and the data consistency protocol in EECHSS. And the parameters used are shown in Table 2 .
We set 1 CC and 3 ECs in system. CC contains 9 service nodes, and each EC contains 7 service nodes. Since the client is sent near the request, the transmission delay of the client to EC node is fixed to 1 ms. EC is close to the client and is relatively far away from CC, so the transmission time from EC to CC without congestion is delayed to 15ms. The transmission delay between EC and the nodes in CC obeys a Gaussian distribution with a mean of 25 and variances of 10 to simulate the actual communication environment. The geographic area of each EC is relatively small, so the transmission delay interval between nodes is set to 2-30 ms. The value of the transmission delay value of each node in CC is set to 2-50 ms. The client is arbitrarily distributed on each node, and the client does not send the next request until the current request is completed.
A. GM-Paxos PROTOCOL PERFORMANCE IN ECS
This section evaluates the average latency and throughput of GM-Paxos through the experiments and compares them with the Multi-Paxos protocol in the same environment.
It can be seen in Figure 10 that the average delay of GM-Paxos is significantly lower than the Multi-Paxos protocol. Since the primary group is selected by three metrics: the consistency degree, the relevance degree and the average transmission delay, the number of servers in the primary group is less than half of all servers. When the number of requests is small, the bandwidth resources are sufficient. At this point, all requests are considered to be sent at the same time. However, consistency degree and average transmission delay are related to the total delay and the servers in the primary group usually have lower latency. When the server with the highest delay in the primary group completes the synchronization, time is still shorter than Multi-Paxos. When the number of clients is close to 1000, Multi-Paxos has a shortage of bandwidth resources because the request content is sent to all servers at the same time. It can be seen from the Figure 4 that the delay of Multi-Paxos is greatly increased, and a large number of requests cannot be completed quickly. Our strategy choose only sending requests to the primary group, so we use a smaller bandwidth for each request than Multi-Paxos. And when the number of clients is nearly 1200, we still keep the low latency. Meanwhile, we synchronize the servers with high relevance degree at first to ensure that servers with high data real-time requirements can access the latest data. In short, the average latency of GM-Paxos is lower than that of Multi-Paxos.
In Figure 11 , we compares the throughput of our scheme and Multi-Paxos. In the figure, both curves are steadily rising in the previous period, but the throughput of our strategy is higher than Multi-Paxos. This is because we only send the request content to the primary group at first instead of all servers. When the request execution is completed, the amount of data we transmit is much smaller than Multi-Paxos. Therefore, under the same bandwidth condition, GM-Paxos can completed more requests per unit time, and has a higher throughput. Due to bandwidth limited, the curve of Multi-Paxos tends to be gentle quickly, but GM-Paxos still maintains high throughout. Therefore, the throughput of GM-Paxos is significantly higher than that of Multi-Paxos. Figure 12 shows the average delay of 3PC, GEPaxos and EPaxos. The EPaxos protocol is open to the public only when more than half of the nodes complete the consensus system, so the average latency is the lowest. The GEPaxos protocol combines the EPaxos protocol with group technology, and the decision conditions are changed from more than half of the nodes to the nodes outside the main group. When the system is open to the outside, the GEPaxos protocol needs to synchronize more nodes than the EPaxos protocol, so the average latency is also higher than the EPaxos protocol. However, because the GEPaxos protocol picks out individual nodes with poor performance through the group technology, it avoids the delay caused by waiting for these nodes to execute requests. In fact, in the case of a node with poor performance, the response time of the strong agreement protocol is almost half of the time waiting for the node with poor performance to receive and execute the request. Therefore, compared with 3PC, the average delay of GEPaxos is significantly reduced. Figure 13 shows the effect of autocorrelation rate on GEPaxos and EPaxos. The autocorrelation rate [31] is the probability of a specific causal relationship between two commands, that is, the probability that two commands are conflicts. A high autocorrelation rate means that more commands need to maintain a sequential relationship and cannot be executed concurrently. Because the EPaxos protocol allows unrelated requests to be executed in parallel, if the concurrent requests are related and then degenerate into Basic Paxos, the overall latency is greatly increased. Therefore, as the autocorrelation rate increases, the delay of the EPaxos protocol becomes larger and larger. Since the GEPaxos protocol establishes agents, only the agents have the right to execute the request. Requests can be executed in parallel between the agents, but the requests executed by each agent execution are ordered and the agent corresponding to each client is relatively stable. Therefore, the probability of a conflict between requests is low. Compared with the EPaxos protocol, the GEPaxos protocol is less affected by the correlation rate, and as the autocorrelation rate increases, the delay between the GEPaxos protocol and the EPaxos protocol becomes smaller and smaller.
B. GEPaxos PROTOCOL PERFORMANCE IN CC
Users may be able to tolerate inconsistent data acquisition when acquiring data, but only if the degree of inconsistency is within acceptable limits. This paper uses the expiration of system data as an metric to determine the level of consistency. The expiration degree refers to the probability that the customer accesses the expired error data when accessing a certain data to the system. By comparing the degree of data expiration, the level of consistency for the user can be obtained. In general, the higher the level of consistency, the more reliable the system. Figure 14 shows the data expiration of the strong consistent protocol 3PC, GEPaxos protocol and EPaxos protocol. Because strong consistency requires all nodes to complete the request system is open to the outside, there is no possibility of accessing expired erroneous data, so the data has an expiration of 0. The EPaxos protocol is the classic Paxos class final consistency protocol. When more than half of the nodes are consistent, the system is open to the public. At this point, only 51 % of the nodes in the system are consistent, and the user has a certain probability of accessing the expired data. The GEPaxos protocol uses group technology to change the decision condition from more than half to exclude nodes in the primary group. In the case of a node with poor performance, more than half of the nodes outside the primary group complete the request and consider the request to be completed, and the conditions are more strict. Nodes that have been synchronized when the request completes will be greater than 51 % but less than 100 %. Therefore, the GEPaxos protocol will likely be accessed by users to expired data. However, since the selection of the group is related to the amount of access by the node, the node with a large amount of user access will not appear in the primary group. Therefore, the probability of accessing expired data by the GEPaxos protocol is low, and the level of user consistency is high.
As shown in Figure 12 and Figure 14 , the GEPaxos protocol has a similar level of user consistency compared to 3PC, but the average latency is much lower; Compared with the EPaxos, the user consistency level of GEPaxos is greatly improved, although the average delay is higher than the EPaxos. However, it can be seen from Figure 13 that as the autocorrelation rate increases, the gap between the average delays of the two protocols becomes smaller.
C. DATA CONSISTENCY PROTOCOL PERFORMANCE IN EECHSS
Although the Multi-Paxos, GM-Paxos, 3PC, EPaxos and GEPaxos have been compared, the effect of combining the two protocols in EECHSS is unknown. In addition, the effect of the synchronization strategy also needs proved. Therefore, we will analyze and compare the two protocol combinations: Edge-Cloud Multi-Paxos + Central-Cloud 3PC and Edge-Cloud GM-Paxos + Central-Cloud GEPaxos. Compare the level of consistency and latency of the systems in the two collocation schemes by simulating the analysis under the same conditions. To ensure the reliability of the system, the synchronization strategy has been added in the scheme. We compare the performance by simulating the the degree of consistency and average latency.
The data consistency level of the EECHSS is determined by the consistency of the internal data of EC and CC and the consistency of the data shared by EC and CC, not just the consistency of EC or CC. This section still uses the expiration of client access data to reflect the consistency of the system. The lower the expiration, the higher the level of consistency. The level of consistency here refers to the level of user consistency.
Since the change in the number of clients does not have a large impact on the expiration of the system data, Figure 15 directly shows the comparison of the data expiration degree of the two combination schemes when the client is 1000. As can be seen from the Figure 15 , the combination scheme of EC Multi-Paxos + CC 3PC can achieve the final consistency of external services due to the strong consistency of the 3PC protocol and the completion of more than half of the Multi-Paxos. With the cooperation of the synchronization strategy, the average data expiration of the system is 15%. In EC GM-Paxos + CC GEPaxos designed, since the GEPaxos is not strongly consistent and the number of nodes in the main group of the GM-Paxos is less than half, the overall consistency level is relatively lower than the former, but small differences. Figure 16 shows the delay comparison of the two combinations. As the consistency and availability of the CAP theorem are mutually balanced, the combined solution delay of EC GM-Paxos protocol + CC GEPaxos protocol is significantly lower than that of EC Multi-Paxos protocol + CC 3PC protocol. As the number of customers increases, the gap is getting bigger. Because 3PC is strong consistency, the condition for request execution is that all nodes are synchronized, and the request response time of 3PC is longer. In addition, the GM-Paxos protocol and the GEPaxos protocol proposed all prioritize the nodes with better communication quality according to the group technology, and the response time of the request is greatly shortened. When the number of clients reaches 1000, the Multi-Paxos protocol faces bandwidth limitation due to the need to send requests to all other nodes, but the GM-Paxos protocol only preferentially sends requests to nodes in the primary group, so it gets more available bandwidth. Therefore, as the number of clients increases, the delay between the two combined solutions becomes larger and larger, and the advantages of the combined solution of EC GM-Paxos protocol + CC GEPaxos protocol become more and more obvious.
For the synchronization strategy, since the consistency of the data shared between EC and CC must be guaranteed, we will focus on verifying the performance improvement of the data synchronization strategy from EC to CC. Based on EC GM-Paxos protocol, CC GEPaxos protocol, and the synchronization strategy of EC and CC shared data, we compare the delay of the system when adding the EC synchronization to CC data synchronization strategy and not adding the synchronization strategy.
Before analyzing the simulation, the concept of repeated operation probability is introduced. The probability of repeated operation refers to the probability of continuously performing multiple operations on a certain data, that is, the probability that multiple concurrent or continuous requests received by the service node are updated for the same data. Figure 17 shows the system delay comparison of the cases of EC and CC with and without data synchronization strategy. When the probability of repeated operation is 0, the delay of the system after joining the synchronization strategy is slightly higher than that of the original system without the synchronization strategy, because the judgment process of the entire synchronization strategy takes a little time, but the case that the entire system does not have repeated operations is rare. As the probability of repeated operations increases, the system delay that does not join the synchronization policy rises rapidly, which is significantly higher than the system that joins the synchronization strategy. This is because the data synchronization strategy of EC to CC will repeat the same data in a short time. The request for the operation is first integrated in EC, and the latest request result is uploaded to CC. The above strategy avoids the queue blocking problem caused by excessive request uploading to CC, and reduces the collision probability of concurrent requests sent by each EC to CC.
VI. CONCLUSION
In this paper, we propose two grouping-based consistency protocols, named GM-Paxos and GEPaxos, in the end-edgecloud hierarchical storage system. We combine the grouping algorithm with the existing consistency protocols, and elaborate the protocol design procedures. And we employ GM-Paxos to edge-cloud and EPaxos to central-cloud based on the system characteristics. In addition, we design the synchronization strategies to ensure the consistency of the data cached among edge-cloud and central-cloud. Experiment results prove that the proposed protocol can maximize the availability of the system while ensuring data consistent compared to traditional consistency protocols. XUE QIN received the B.S. degree in telecommunication engineering from the North University of China, in 2008, and the master's degree from the Conestoga College, Canada, in 2017. She is currently pursuing the graduate degree with the Department of Computing Sciences, Texas A&M University at Corpus Christi, Corpus Christi, TX, USA. Her research interests include machine learning and networking. VOLUME 8, 2020 
