LIMITATIONS OF INITIAL ORBIT DETERMINATION METHODS FOR
LOW EARTH ORBIT CUBESATS WITH SHORT ARC ORBITAL PASSES

A Thesis
presented to
the Faculty of California Polytechnic State University
San Luis Obispo

In Partial Fulfillment
of the Requirements for the Degree
Master of Science in Aerospace Engineering

by
James Paul Johnson
August 2020

c 2020
James Paul Johnson
ALL RIGHTS RESERVED

ii

COMMITTEE MEMBERSHIP

TITLE:

Limitations of Initial Orbit Determination
Methods for Low Earth Orbit CubeSats
with Short Arc Orbital Passes

AUTHOR:

James Paul Johnson

DATE SUBMITTED:

August 2020

COMMITTEE CHAIR:

Kira Abercromby, Ph.D.
Professor
Aerospace Engineering Department

COMMITTEE MEMBER:

Eric Mehiel, Ph.D.
Associate Dean
Aerospace Engineering Department

COMMITTEE MEMBER:

Paul Chaboter, Ph.D.
Professor
Mathematics Department

COMMITTEE MEMBER:

Liam Smith
Senior Research Scientist
Lockheed Martin Space Systems

iii

Abstract
Limitations of Initial Orbit Determination Methods for Low Earth Orbit
CubeSats with Short Arc Orbital Passes
James Paul Johnson

This thesis will focus on the performance of angles only initial orbit determination (IOD) methods on observational data of low Earth orbit (LEO) CubeSats.
Using data obtained by Lockheed Martin’s Space Object Tracking (SpOT) facility, four methods: Gauss, Double-R, Gooding and Assumed Circular, will use
different amounts of orbital arc to determine which methods perform the best in
the short arc regime of less than 10 degrees of orbital arc. Once the best method
for estimating the orbit is determined, there will be analysis on whether these
IOD methods are accurate enough to predict a secondary observation session.
Finally non-linear regression will be performed to determine if the error metrics
follow a predictable trend based on how much orbital arc is seen by the observer.
It was determined that above a certain amount of orbital arc, angles only IOD
methods can reliably predict a secondary observation session to facilitate more
observations. Below 4 degrees of orbital arc, which is around 60 seconds of observing time for LEO objects, none of the methods were able to reliably predict
a secondary observation session. The Assumed Circular method was the best
method for observing LEO CubeSats because it forces the IOD solution to be
circular, which limits the error in the shape of the orbit as the amount of orbital
arc decreases. Finally, many metrics follow an exponential trend when compared
to the orbital arc. Thus, the amount of orbital arc seen is a strong predictor for
the accuracy of the angles only IOD solutions.
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Chapter 1
Introduction

1.1

Statement of Problem

Initial Orbit Determination (IOD) is a necessary component for understanding
the condition of the many objects that orbit Earth. After a satellite is launched
into orbit, an estimate of the orbit is required to validate its trajectory. Once an
orbital state is developed, many spacecraft operations are built off of this estimate, such as calculating orbital maneuvers, operating the payload, and predicting communication passes. In cases where multiple spacecraft are being deployed,
or if debris is being left in orbit, estimates of each orbiting object is required.
These pieces of debris that remain in orbit range in size from second stage rocket
bodies to small bolts ejected from stage separations. All of these objects need to
be tracked in order to prevent future collisions.
IOD is the first step in the object tracking process, and the resulting orbit
estimation is used in the process of Precise Orbit Determination (POD). This
involves using the IOD estimate to predict the next available pass to collect more
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observations to further decrease the uncertainty in the orbit error. While there
are many objects that orbit the Earth, the most populated orbital regime is the
Low Earth Orbit (LEO) regime at 71.9% of all currently tracked objects[44]. The
observation passes required to observe these objects, while numerous, are often
short and limited in the amount of orbital arc that can be observed. If the observations are inaccurate or sparse, the different IOD methods do not produce
a solution, or if they do, the solution is not close to the actual orbit. Furthermore, satellites are being launched at an increased rate. Commercial companies like SpaceX, OneWeb and Amazon have announced development on ”Mega
Constellations”[33] that consist of thousands of LEO satellites, with SpaceX’s
Starlink project already approved for 12,000 satellites by the FCC[18]. This increased demand for object tracking from ground stations will require additional
tracking infrastructure or shorter observation periods. With a limited number of
facilities dedicated to tracking Earth bound objects, the amount of observation
time for each object is often sacrificed in order to observe more objects at shorter
intervals.
Satellites are also decreasing in size as hardware becomes more compact. This
can be seen in the increased popularity of CubeSats for demonstration missions
and academic research. These small satellites are harder to track due to their
small form factor, and are often low-priority objects to track with the increased
demand[14]. When a new CubeSat is launched, it can take the Joint Space
Operations Center (JSpOC) upwards of a week to identify the new object and
produce a rough TLE, with even more time required to get the error on the
TLE to a level that is consistent with other TLEs from the database[21]. It
is during this time that CubeSat operators must identify their spacecraft from
others during the launch and begin early operations.
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Some operators might wish to independently observe the object and develop
orbit estimates at the same time as JSpOC. For these groups, the use of a commercial off the shelf telescope making observations at a single location would
not be uncommon. Having observations from only one location can make IOD
more difficult with LEO objects due to the limited amount of orbital arc that is
measured. Because of this, it is important to understand how the different IOD
methods behave for small satellites in the LEO regime with short observational
arcs to help groups who wish to develop their own orbit estimates with limited
observational capabilities.

1.2
1.2.1

Background
History of IOD Methods

The IOD problem is not a new one when determining the orbit of space
objects. IOD has been studied since the late 1800’s, with new method making
use of different techniques and measurement types to solve the problem. Early
methods made use of observation angles which were available from telescopes;
however, newer methods have taken advantage of radar technology to provide
range and range rates, or other combinations of angle and range measurements.
French Mathematician and Astronomer Pierre-Simon Laplace was the first
to develop an IOD method in 1780. Laplace used three sets of angular measurements from a known location on Earth and fitted the position vector to the middle
observation, while being reasonably close to the other two observations[13]. The
Laplace method worked well for observing heliocentric objects, such as comets
and asteroids, but when applied to Earth orbiting objects, the method produces
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incorrect solutions. The Laplace method utilizes the Lagrange Interpolation
Formula[13] to derive an approximate expression for range unit vectors at any
time. For Earth orbiting objects, which have range unit vectors that change at
a much faster rate than objects in heliocentric orbits, this approximation does
not hold up[42]. The method is also mathematically complex, making it difficult in an age before computers. Once the method was utilized using computers,
Branham[4] found that the method requires more measurements and some level of
differential correction to have the same level of accuracy as other angles only IOD
methods. It is however effective for heliocentric orbits and historically important
as the first IOD method.
In 1801, Carl Friedrich Gauss developed a mathematically simpler and more
robust method for IOD than the previously developed Laplace method. The need
arose when the minor planet Ceres was first discovered in January 1801. After
only a month of observations, the minor planet was lost after passing behind the
sun, and not enough measurements were taken to properly predict its position
to relocate the object. The method that he developed was able to predict the
location of Ceres to an accuracy of a half-degree[5]. Unlike the Laplace method,
the Gauss method is accurate for all three positions. Gauss was only focused on
calculating the position of the object, and thus his method does not calculate the
velocity. The problem for solving the velocity vector was tackled in multiple ways.
A solution to the Lambert Problem, which solves for the velocity vector given two
position vectors and a time of flight, was developed by Joseph Lagrange[28]. Using
two of the position vectors produced by the Gauss method could be used to find
the velocity. Josiah Gibbs would later develop his own method in 1889 to be used
in conjunction with the Gauss method. The Gibbs method calculated the middle
velocity vector using all three position vectors. The method works well when the
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position vectors are well spaced, but is not accurate when the angular separation is
small. The Gibbs method is based on vector analysis and experiences numerical
errors when there is very little variation between the position vectors[42]. To
solve this problem, Sam Herrick was able to modify the Gibbs method by using
a Taylor series expansion in his derivation that eliminated the issues Gibbs was
experiencing with closely spaced observations. The resulting method, known as
Herrick-Gibbs, while not as robust as the Gibbs method, is very effective when
position vectors are very close[23]. The Gibbs and Herrick-Gibbs are always used
in conjunction with the Gauss method, with the specific use of Gibbs or HerrickGibbs depending on how much orbital arc is observed. Since the Gauss method
does not produce a velocity vector on its own, it requires the use of a secondary
method to develop the velocity vector to produce a complete orbital state.
Each of the previously discussed methods was developed before the availability
of advanced computing systems and are based on geometry and vector analysis.
In 1965, Pedro Escobal was the first to utilize computers for more mathematically
complex algorithms and numerical techniques to developed an algorithm entitled
the Double-R method. This method utilizes differential correction on the magnitude of the position vectors to find the magnitude that minimizes the error in
the measurements[12]. The Double-R method does require the user to input an
initial guess for two of the position vector magnitudes to constrain the problem.
Unlike previous methods like Laplace and Gauss, the Double-R method excels
when measurements are far apart.
R.H. Gooding was the next to develop his own method for solving the angles
only IOD problem in 1993. The method that he developed was able to solve the
IOD problem for multiple revolutions, giving multiple solutions for the number
of orbital revolutions. The method is free of singularities that develop from the
5

configuration of observers and line of site vectors, such as when the observer lies
along the great circle created from the orbital plane or when the observer lies on
the equatorial plane. Because of this, the Gooding method has been successfully
used on test problems that have failed previous methods due to singularities[15].
Similar to the Double-R method, the Gooding method requires a guess at the
range magnitudes for the first and third observations, as well as a guess at the
number of revolutions the object has made.

1.2.2

Current Research in IOD

The methods described to this point are not an exhaustive list of all the different IOD methods, but are the more popular methods in literature and are very
well defined in their capabilities. There are other methods that make use of different measurement forms than traditional angles only techniques. With the rise
in popularity of radar, new measurement forms have emerged that provide highly
accurate ways to determine orbits. Radar allows for the collection of range and
range rate. This has led to the development of new methods that use these mixed
measurements, with methods using range, range rate, angles, or a combination
of all three depending on which information is available. Vallado[42] provides excellent descriptions and derivations of different techniques under the umbrella of
”Mixed Observations”. Other work in the angles only IOD methods have worked
to improve or modify existing methods to allow for more observations. Many
methods have been developed that can utilize more than three observations.
Such methods include Henderson and Mortari’s modification to the Gooding
method[17], Herget’s Gauss modification that adds additional observations[19],
and Kristensen’s N-observation method using differential correction[27]. While
these methods do have increased accuracy compared to the traditional three ob6

servation methods, it is not straight forward how one would compare the different
methods that utilize different number of observations in a systematic way. Thus,
in this thesis, the methods of study will be focused on angles only IOD methods
that use only three observations.
Much work has been done to evaluate the effectiveness and quantify the performance of the different methods under different orbit determination scenarios.
Celletti and Pinzari[7] compared the Gauss and Laplace methods in the heliocentric orbit regime. They found that Gauss out performed the Laplace method in
determining the orbit of heliocentric objects, however their research did not cover
objects in Earth orbit. Karimi[22] analyzed the Gauss and Double-R methods for
Earth objects, as well has his own N-observation method in a variety of orbit scenarios, but with limited analysis. He found that both methods work very well in
the LEO regime, and that when the measurement accuracy degraded, the Gauss
method performed worse than Double-R for the same measurements. While this
analysis was effective, a more detailed analysis of a larger variety of IOD methods was needed. Schaeperkoetter[38] documented a comprehensive analysis of the
different angles only methods and was able to test and evaluate the performance
of the algorithms. Schaeperkoetter worked with simulated observational data to
test the algorithms against different orbit types, varying measurement accuracy,
multiple ground-based observing sites, and the space-based observation case with
a moving observer. He found that the Double-R method and the Gooding method
were the most accurate and robust across all test cases. The Double-R was more
effective in the polar orbit case, but in nearly every other test case evaluated, the
Gooding method outperformed the other methods.
There is limited research into how these methods fare in the short arc regime.
Bennett[2] analyzed very short-arc orbit determination for low-Earth objects us7

ing sparse optical and laser tracking data, which showed that without the laser
tracking data, the results are unreliable. This also utilized a ”Mixed Observation” technique that is largely different from the traditional angles only methods.
Snow[39] looked at short arc orbit determination from a single space based sensor.
The paper was conceptual, and focused on feasibility instead of error analysis.
Finally, DeMars[11] looked at using a higher density observation pass to estimate angle rates to determine the orbit and also did not utilize traditional angles
only methods. With the research being done in tandem with this current thesis,
Stoker[41] analyzed the performance of the Gauss method and other variations
of the method on rocket bodies in LEO at a set 50 second interval. He found
that IOD solutions can be accurate enough to predict secondary observations.
The limited work in the short-arc regime is focused on catalog maintenance,
which is the process of continually observing objects to update their estimates
with current data. When the orbit of the object is known, a much smaller amount
of observations are needed to update the state to maintain the accuracy of orbit
estimates under a certain threshold. Choi and Hung Jo[8] found that observation
times as little as 10 seconds per orbital pass can keep the in-track error below 10
km for a 7 day propagation period. Because of the limited research in the short
arc regime, the focus of this thesis will be to see how angles only IOD methods
perform, and if their estimates are accurate enough to locate the object on a
subsequent pass to allow for further observation.
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1.2.3

Two Line Element Sets

In many error analysis studies, the orbits being analyzed are defined using
orbital elements, and then measurements are synthetically created from the orbit
using a normal Gaussian distribution to replicate real world measurements. This
technique was utilized in Schaeperkoetter[38] orbit analysis, which allowed for
analysis of many different orbits, regardless of if there is actually an object occupying said orbit. In these cases, it is very easy to compare the IOD solutions to
the true solutions. When working with real observation data instead of simulated
data, the notion of a true orbital solution is more complicated. While the object
does have a true orbit, the true orbit is not known; there are only estimates of
the true orbit. The level of accuracy of these estimates gives a greater degree
of confidence in the closeness of the estimate to the true solution: the lower the
error, the higher the confidence that the estimation is close to the true orbit.
Estimates using systems such as GPS, have very small positional errors; on the
order of 10 meters[34]. Thus, their estimates can be taken at a higher degree
of confidence. However, not all objects have GPS receivers on-board that are
actively transmitting positional data, which is the case for orbital debris that are
not being actively controlled. For objects that do provide data, it goes to the
object’s operator, which is not publicly available for research.

Figure 1.1: Two-Line Element Set Format[43]
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The next best publicly available resource for object orbital positions is Two
Line Element Sets (TLEs). TLEs are a data format for encoding orbital elements
for an object at a specific epoch. TLEs are nothing more than orbit estimates
themselves that have been calculated from numerous observations. The TLE
format has become the de facto standard for distribution of an Earth orbiting
object’s orbital elements. The Joint Space Operations Center (JSpOC) is in
charge of tracking Earth orbiting objects, and utilizes the U.S. Space Surveillance
Network (SSN) to maintain the catalog[1]. TLEs are updated frequently to reflect
the best estimate of the object, and are publicly available, both current and
historical, on websites such as Space-Track.org[1] and Celestrak.com[24].
An important distinction to make is that TLEs are “mean” orbital elements,
obtained by removing periodic variations according to the Simplified Perturbations Model. In order to obtain good predictions, these periodic variations must
be reconstructed in exactly the same way they were removed by the Simplified
Perturbations Model[20]. The Simplified Perturbations Model, which has five
mathematical models (SGP, SGP4, SDP4, SGP8 and SDP8), are based on the
analytical theory of Lane and Cranford[29]. These algorithms and FORTRAN
code are outlined in Spacetrack Report No. 3[20]. Thus, it is required that all
TLEs use the Simplified Perturbations Model in order to provide accurate results.
The accuracy of TLEs is not published by JSpOC or the North American Aerospace Defense Command (NORAD), however, independent verification
shows that TLEs have approximately 1 km of positional error at epoch, and 1-2
km of error growth per day after epoch[43]. While this error is higher than the
error of GPS estimates, the public availability of TLEs has made them the best
option for comparing against the IOD solutions. Thus, it is important to understand that any error comparisons between IOD solutions and TLEs are only
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significant to 1 km at best, with significance increasing as the time from epoch
increases.

1.2.4

Coordinate Frames for Observations

In order to get orbit estimates, observations of the object must be taken.
There are two main coordinate systems in which these observation angles are
recorded: the Celestial Sphere and the Topocentric Horizon System. These coordinate systems can be converted to each other if the position and time of the
observation is known. In both cases, an object’s position in Cartesian space can
be fully defined with an angle pair, either Azimuth and Elevation, or Right Ascension and Declination, and a range value. The problem with angles only IOD
methods is that the range values are not known, and must be solved for.
The first coordinate system is the Celestial Sphere. This coordinate system is
an abstract sphere that has an arbitrarily large radius and concentric to Earth.
All objects in the sky can be conceived as being projected upon the inner surface

Figure 1.2: Celestial Sphere Coordinate System[45]
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of the celestial sphere, which may be centered on Earth or the observer[32]. The
two angles that define the position are Right Ascension and Declination. Right
Ascension and Declination are defined in a similar way to geographic longitude
and latitude, respectively. Right Ascension is in the angle of eastward direction
of the ascending equinox between the ecliptic and equatorial plane, and ranges
from 0 to 360 degrees. Declination corresponds to the vertical angle between the
observed position and the ecliptic plane, and ranges from -90 to 90 degrees. Figure
1.2 shows a graphical representation of the coordinate system. The Celestial
Sphere is most popular with astronomers, because it provides a universal position
of celestial objects, regardless of observing location. It is also helpful when the
distance to the observed object is either unknown or unimportant.
The second coordinate system is the Topocentric Horizon System. This coordinate system is defined at the observer’s location on the surface of the Earth.
The two angles that define the position are Azimuth and Elevation[6].

Figure 1.3: Topocentric Horizon Coordinate System[46]
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Azimuth is the angle of the object around the horizon, measured 0 degrees at
true north and increasing eastward, and ranges from 0 to 360 degrees. Elevation
is the angle between the object and the observer’s local horizon, and ranges from
0 to 90 degrees. Figure 1.3 shows a graphical representation of the coordinate
system. Since the coordinate system is defined at the observer’s location on Earth,
two observations at different locations will have different Azimuth and Elevation
angles. These angles are very useful for determining the rise and set times of an
object in the sky, and are more intuitive when observing an orbital pass. The
Topocentric Horizon System is popular when dealing with equipment that has to
track objects, such as telescopes, communication dishes or radar systems due to
the physical constraints on the observing angles. It is using these two coordinate
systems in which almost all angles only observations are made.

1.2.5

Orbital Pass Geometry for Observations

It is important to understand the geometry of orbital passes and the requirements for an object to be observed from an optical ground station. In order for
an object to be observed by an optical system, the object being observed must be
illuminated by the sun and meet brightness requirements for the telescope, the
observation site must be dark enough to see faint objects, and the object must
be above the horizon of the observation site[14]. These factors play heavily into
the limited ability to collect observational data for LEO objects.
For an object to be illuminated by the sun, the only requirement is that the
object is not in the Earth’s shadow. To determine if the object is illuminated,
the solar angle between the Sun vector and the object’s position vector must be
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found, defined below as:
∆ = sin

−1



|~r × ~rECEF |
|~r ||~rECEF |


(1.1)

Next, the perpendicular distance from the center line of the Sun to the object is
found using the solar angle:
d = |~rECEF |cos(∆ − 90◦ ))

(1.2)

If d > R⊕ , then the object is illuminated by sunlight, with the possibility of being
observed. The next condition to evaluate is whether the observing site is being
illuminated by sunlight. To check if the observation site is in sunlight:
~
0 > ~r · R

(1.3)

Practically, this requires the sun to be further below the horizon for it to be

Figure 1.4: Different Degrees of Twilight[3]

dark enough to observe. Gasdia[14] notes that a good rule of thumb is starting
at nautical twilight, when the sun’s center is 6 degrees below the horizon. After
reaching this angle, it is dark enough to observe objects until the maximum angle
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below the horizon for the orbit is reached, which can be calculated using Equation
(1.4):
∆ = cos

−1



R⊕
R⊕ + h


(1.4)

For LEO objects, defined as having altitudes of 100 to 2000 km[14] , the maximum
angle below the horizon is 10 to 40 degrees. Since Earth’s angular velocity is
roughly 15 degrees/hour, this corresponds to one to three hours of observing
time for LEO objects.
The final requirement is that the object is above the horizon of the observing
site. To determine whether the object is above the horizon, the z-component of
the slant range vector in the Topocentric Horizon frame must be positive. This
can be seen in Equation (1.5) and (1.6):
~ ECEF
ρ~ECEF = ~rECEF − R

(1.5)

ρ~SEZ = Rot2 (90◦ − φ)Rot3 (λ)~
ρECEF

(1.6)

These three conditions drastically limit the amount of opportunities for observations for optical systems. Other systems, like radar, don’t care whether the
object is illuminated by the sun or if the observation site is in darkness. For LEO
objects with periods ranging from 85 to 130 minutes, this limits observations to
1 to 2 passes per morning and evening observation session. This assumes that
the object is overhead during those times, so in reality, the number of observing
passes is much less.
The other aspect to consider besides the frequency of orbital passes is the quality of orbital passes. For any orbital pass, the pass that maximizes the amount
of time the object is visible will pass directly overhead of the observer[14]. This
corresponds to the observer being directly on the ground track of the object.
Figure 1.5 shows the amount of orbital arc and the amount of time an observer
15

Figure 1.5: Effect of Altitude on Orbital Pass Parameters

would see during a maximum duration pass for different orbit altitudes. For
passes that are not directly overhead, the amount of orbital arc that is seen and
the amount of time will be less. Other considerations are that at low elevation
angles, optical systems are seeing through more of the atmosphere, causing measurement error to be higher. At lower elevation angles, the range between the
object and the optical system is the highest, which causes the brightness of the
object to be lower due to the fact that the intensity of the object-reflected light
varies by 1/d2 [14]. Another consideration is that objects on the horizon, such
as mountains or man-made structures, can interfere with the minimum elevation
angle. Finally, there is some time required for optical systems to acquire the
object and take early measurements. All of these factors can manifest themselves
into an elevation mask for an observation site; by limiting the minimum elevation
angle to start an orbital pass, the amount of orbital arc and observing time will
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decrease. Figure 1.6 shows the effect of adding different minimum elevation angle
has on the amount of orbital arc seen on a maximum duration pass. These real
world limitations of non-ideal orbital passes, combined with the limited number
of observable passes due to visibility requirements drastically limit the amount
of data that can be collected for LEO objects.

Figure 1.6: Effect of Minimum Elevation Angle on Pass Length

The observations used in this thesis were taken at Lockheed Martin’s Space
Object Tracking (SpOT) Facility[47] in the Santa Cruz mountains in Northern
California. The facility consists of three raven class 1-meter telescopes, with
the goal of tracking and characterizing current space assets and debris. Raven
class telescopes are a broad class of telescopes defined as having a small size and
commercial off-the-shelf components. The goal of Raven class telescopes is to use
the concept of operations of the mission, along with the desired data products to
define the components that will be used in the system[25]. Lockheed Martin has
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utilized small telescopes to perform sensor research and observe space debris since
the facility became operational in 2012. The SpOT facility is both an operational
Space Situational Awareness (SSA) facility and a test bed for advanced sensor
research and development. The telescopes at the SpOT facility are capable of
slewing fast enough to rate track LEO satellites, while also having enough optical
power and sensitivity to detect dim objects in GEO.
The system also has a high degree of autonomy, with scheduling and site
operations managed by the Distributed Observatory Manager for Enhanced SSA
(DOMES). DOMES primarily operates autonomously, but has a web-based interface that supports remote operations and tasking. The DOMES data processing
pipeline is also automated, producing astrometric and photometric data products with very little latency, less than 3 minutes, from the time the object was
observed. This ability to rapidly process and produce observational data has
allowed Lockheed Martin to collect a large amount of observations at very little
operational expense.
Total Observation Time
145 hours 11.6 minutes
Total Objects Observed
3,606
Total Calibrated Detections
3,143,653
Average Processing Time
2 min 42.5 sec
Table 1.1: Summary of SpOT Operational Performance[47]

Table 1.1 shows a summary of the performance metrics for their 2018 observation campaign that highlight the capabilities of the system[47]. Using this
facility, Lockheed Martin has collected high frequency observational data, and
has allowed Cal Poly use of selected objects of interest for research on a variety
of projects. It is using this observational data that has allowed for this thesis to
be possible.
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1.3

Summary of Work

The goal of this thesis is to understand how these angles only IOD methods
behave when there is very little orbital arc observed. IOD methods have been
characterized in ”standard” use cases with well defined data, but these short
orbital arc cases have not been studied in detail. Thus, understanding which
method will produce the best orbit estimate in the short arc regime will be the
focus of this thesis. The outline for the thesis is as follows. In Chapter 2, the four
different angles only IOD methods that will be used throughout this thesis will
be further explained and derived. In Chapter 3, the capabilities of the Lockheed
Martin Space Object Tracking Facility and the data properties will be explained.
Next, the metrics for the analysis will be defined. Specifically, various forms of
positional, element and orbital period error will be defined in which the different
IOD methods will be compared against. Additionally, the IOD methods will be
propagated forward to the next observable pass for propagation error, as well
as develop observational angles to determine whether the method was accurate
enough to allow for additional observations. Finally, regression analysis will be
performed to predict orbit error based on the amount of orbital arc that was
observed. The regression will be used on a new data set to see how well it
performs in predicting the error metrics. In Chapter 4, the results of the analysis
will be presented and discussed. Finally, in Chapter 5, the conclusions of the
thesis will be presented, as well as recommendations for future work on the topic.
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Chapter 2
IOD Methods
Each of the different angles only IOD methods that will be discussed have
different strengths and weaknesses. Each method has its place in the IOD realm
based on the properties of the data provided; where one might not be successful,
another will work in its place. In the short orbital arc regime, three methods will
be studied: the Gauss method, the Double-R method and the Gooding method.
Along with these three methods, another variation will also be considered: the
Assumed Circular method, which is based off the Gauss method and forces the
estimated orbit to be circular.
Outside of the Assumed Circular method which will be explicitly defined in
the sections below, the Gauss, Double-R and Gooding methods are very well documented in literature and have been derived extensively. Schaeperkoetter[38] and
Vallado[42] both have the full derivations of the Gauss, Double-R and Gooding
methods. Thus, these methods will not be derived in this thesis, however the
algorithms that define the methods will be explained at a top level, along with
the method’s advantages and disadvantages.
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Figure 2.1: Geometry of the Initial Orbit Determination Problem[36]

While each IOD method tackles the problem in a different way, the inputs
to the methods are the same. The problem is defined by solving for the object’s
position vector (~ri ), which is a combination of the observer’s location (Ri ) and
the slant range vector (~
ρi ), seen in Equation (2.1). The magnitude of the slant
range vector (ρ) is not known; however, the range unit vector, also known as the
line of sight vector (û), is known.
~i
~ri = ρi ûi + R

(2.1)

The line of sight vector (û) is defined from Right Ascension and Declination
observation angles:




cos(δi )cos(αi )



ûi = 
cos(δi )sin(αi )


sin(δi )
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(2.2)

Three measurements are required, with each measurement having the position
vector of the observer’s location, the line of sight unit vector, and the corresponding time. Thus, each method is a function of these 9 parameters, with the result
being the position and velocity at the second measurement time.
~r2 , ~v2 = M ethod( t1 , t2 , t3 , û1 , û2 , û3 , R1 , R2 , R3 )

2.1

(2.3)

Gauss

Gauss developed his method in 1801 with the goal to find the position vector
of the middle observation. The method is derived from assuming that all three
position vectors lie in the same plane, and that the middle position vector is a
linear combination of the other two[42]. Utilizing the linear combination coefficients and some clever substitutions, he developed an 8th order polynomial for
the radius in which there is one real positive root. Using this root as an initial
estimate, the method continues to iteratively solve for the range values until the
variation is below some tolerance. Once the range values are known, the position vector can be calculated. Long[31] found that the Gauss method works best
when the angular separation between observations is less than 60 degrees, and
performs remarkably well when the angular separation is less than 10 degrees.
To calculate the velocity vector, either the Gibbs or the Herrick-Gibbs methods
can be used. The Gibbs method utilizes geometry and vector analysis to solve
for the velocity vector at the second observation time. This method requires
the observations to be in time sequential order and all three position vectors to
be co-planar. In practice, due to perturbations and imperfect measurements,
this condition is not perfectly satisfied, but the method converges even when the
co-planar requirement is off by 2 or 3 degrees[31]. The method is most stable
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at angular separations greater than 5 degrees. The Herrick-Gibbs method is an
extension of the Gibbs method that uses a Taylor series approximation centered
around the second position vector. As with most Taylor series, the approximation
becomes less accurate as the time interval gets larger. Thus, the Herrick-Gibbs
method works best when the position vectors are very close. The question that
follows is what method should be used for a specific angular separation? After
running identical test cases with multiple orbits, Vallado[42] determined that below 1 degree, the Herrick-Gibbs method is superior; above 5 degrees, the Gibbs
method is superior, with the crossover point at an angular separation of roughly
3 degrees.

2.2

Double-R

The Double-R method, developed by Pedro Escobal, was the first method to
utilize modern computing and numerical techniques. This method utilizes differential correction on the magnitude of the position vectors to find the magnitude
that minimizes the error in the measurements[12]. A Newton-Ralphson process
uses the initial estimates of the position vector magnitudes and numerical partial
derivatives to converge to the true position vectors. The Double-R method does
require the user to input an initial guess for the first and second position vector
magnitudes to start the iteration process. Vallado[42] suggests using the 1.5 Earth
Radius (ER) for LEO objects, 2 ER for Middle Earth Objects (MEO) objects,
and 6 ER for Geostationary (GEO) objects for a more robust code; however, if
the object’s orbit is known, then a better guess for the position vector magnitudes
can be given. For this thesis, 1.5 ER was used for the guess at the magnitudes of
the position vectors. Although the TLEs are available for the objects being ob-
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served, it was decided to not use better estimates in order to better represent the
lack of defined orbit information in early IOD estimates. The Double-R method
was designed for measurements that almost span a complete orbit, such as two
observers from different locations. Escobal’s method can handle measurements
with larger spacing, but is not as effective at smaller intervals. Thus, it should
not be the method of choice for the short arc regime, but determining whether
the lower limit for Double-R’s effectiveness is within the short arc regime will be
analyzed.

2.3

Gooding

The Gooding method revolves around using a Lambert solver to propagate
the state forward to compare with the measurements to minimize the error. The
method starts with user inputs for the initial range values for the first and third
observations, the number of revolutions completed, and a guess on whether the
orbit is prograde or retrograde. With the first and third position vectors estimated, the velocity is calculated using the Lambert solver, then propagated to the
second observation to develop the error. Finally, a nonlinear numerical optimizer
determines the range values that minimize the error at the second observation[15].
The Gooding method is the newest of the angles only IOD methods discussed
here, so there is not much literature on the limitations of what, if any, orbits the
method is not accurate for. In addition, there is not much literature on a robust
way to estimate the range values like that of the Double-R method. Vallado[42]
noted that the method is sensitive to the accuracy of the range guesses provided,
and will not provide a good solution if the range guesses are not sufficiently close.
Because of this, Vallado suggests using another IOD method to develop better val-
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ues for the range guesses needed for the Gooding method. The Double-R method
uses two constants of ER magnitudes for the position magnitude guesses; however, the position magnitudes do not drastically change for near-circular orbits
in LEO, so the use of constants is fairly consistent from run to run. The range
values for the Gooding method are dependent on the geometry of an orbital pass,
and change in magnitude drastically throughout the pass. Thus, using a constant
guess for the range values for the Gooding method gave incorrect solutions, and
only matched up for one specific instance where the range guess matched the
actual range value. For this thesis, the Gauss method will be used to give initial
estimates for the range guesses for the Gooding method. This was chosen because
the Gauss method was able to give solutions at very small amounts of arc, where
other methods struggled to give consistent results or provide a solution at all.

2.4

Assumed Circular

Another proposed modification to the Gauss method is the Assumed Circular
Orbit (ACO) method. This modification forces the velocity vector to be circular
throughout the method to prevent unreasonable eccentricities due to the small
amount of orbital arc seen. A similar circular modification is described by Olmedo
[35] using the Double-R method. Since most LEO objects are in fairly circular
orbits, or in cases where the orbit is known to be circular, the Assumed Circular
modification can be a useful method.
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Since IOD methods are very effective in defining the plane of the orbit, multiplying the velocity unit vector by the circular velocity magnitude will limit
the eccentricity growth. The circular velocity magnitude is calculated using the
second position vector and the circular orbit equations:
r
µ
vc =
r2

(2.4)

Next, the orbital angular momentum unit vector is found by taking the cross
product of the position and velocity vectors:
ĥ =

~r2 × ~v2
|~r2 × ~v2 |

(2.5)

Crossing the angular momentum unit vector with the position unit vector results
a velocity unit vector that is perpendicular to the position vector that is also in
the correct orbital plane:
v̂2 = ĥ × r̂2

(2.6)

The circular velocity magnitude is then multiplied by the velocity unit vector to
get the assumed circular velocity vector:
~v2c = vc v̂2

(2.7)

This method might only seem useful for when the orbit is circular; however,
as will be shown in the Results section, the object does not have to have zero
eccentricity for the ACO method to produce a reliable solution that facilitates
secondary observations. It is important to note that after multiple passes of observations are taken, other angles only IOD methods should be used in conjunction
with a differential correction technique instead. The goal of the ACO method is
to limit the period error by forcing circularity to facilitate future observations.
Once that goal has been completed, ACO should not be used to develop precise
orbit estimates.
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Chapter 3
Analysis

3.1

Software Use and Development

Orekit was used to assist in the analysis of each of the angles only IOD methods. Orekit is a space dynamics library that has gained widespread recognition
since it was released under an open source license in 2008[9]. The source code
for Orekit is written in Java; however, a wrapper has been developed that allows
for native coding in Python. Orekit has been used by a variety of organizations
in the space sector. Airbus Defence and Space uses Orekit in Quartz, its next
generation flight dynamics software, and various studies by the U.S. Naval Research Laboratory and the Swedish Space Corporation, who have created and
maintained the Orekit Python wrapper[9]. The library provides astrodynamic
constants, coordinate frame definitions and transformations, propagators with
models for various perturbations, and support for TLEs. Orekit uses the Simplified Perturbations model provided by the Spacetrack Report No. 3[20] to convert
TLEs to usable states in Cartesian coordinates, which can be then compared directly with IOD solutions. To download TLEs for analysis, Spacetrack’s API[1]
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was used to download the TLEs for the correct object at the correct time. Once
the TLE was accessed, Orekit was used to convert the TLE to a standard state
to allow for proper comparisons. While Orekit was not used in the code for the
angles only IOD methods, most of the analysis done uses its propagators and
coordinate transformations. After the IOD solutions were developed, MATLAB
was used for plotting and data visualization. MATLAB’s Curve Fitting Toolbox
was used to perform linear and non-linear regression for the error metrics that
will be discussed later in this chapter.

3.2

Data Collection and Processing

Since the goal of this thesis is to help CubeSat observers understand the
requirements needed to develop accurate IOD solutions to facilitate future observations, the objects that were observed for this thesis were CubeSats in LEO. All
of the observations came from a single observation site using Lockheed Martin’s
Raven Class telescopes, which is comparable to what observations would look like
for smaller organizations developing CubeSats. The data from Lockheed Martin’s
SpOT facility was taken during their 2018 automated observation campaign[47].
The focus of this campaign was to observe Resident Space Objects (RSOs) to
characterize their optical processing system and to test image calibrations using
a Multi-Hypothesis Tracker (MHT) to determine whether LEO data was an object, a star or background noise. While the facility is a testbed for sensor research
and development, it also serves as an SSA facility to track and observe objects for
catalog maintenance. It is here where their automated DOMES system is used
to maximize operational efficiency using their priority-based scheduler.
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The objects that were being tracked for this research and for catalog maintenance consisted of large rocket bodies due to of their large size and brightness.
Thus, a majority of the data set is rocket bodies. Objects requested by Cal Poly
in 2019 were added to the scheduler to be observed when the facility was not
being used by customers. The following CubeSats were tracked and added to
the data set, totalling 7 objects and 15 orbital passes, seen in Table 3.1. While
NORAD
Name
43548
RAINCUBE
43546
CUBERRT
43020
ASTERIA
41851
OPTICUBE 4
41789
ALSAT 1N
41788
CANX-7
40380
EXOCUBE

Size No. Passes Longest Shortest
6U
1
124.5 s 124.5 s
6U
1
58.2 s
58.2 s
6U
3
147.7 s
16.5 s
2U
1
32.9 s
32.9 s
3U
2
139.5 s
75 s
3U
4
51.1 s
14.7 s
3U
3
259.8 s
13.8 s

Table 3.1: CubeSats Observed by Lockheed Martin

there are a limited number of orbital passes, each pass has sub-second spacing
between measurements, so different amounts of orbital arc can be extracted from
the same orbital pass.
For each orbital pass, there are many parameters that are being measured
that are used during photometry and astrometry. There are 29 different variables and parameters available from the data set, but only a small subset are
needed for IOD. Table 3.2 shows a sample subset of the data from an orbital
pass. The information used in the IOD process includes the NORAD ID number
that identifies the specific object being tracked, right ascension and declination
measured in the celestial coordinate system (α/δ), azimuth and elevation measured in the topocentric coordinate system (γ/β), and time measured in UTC.
Along with these data sets for each orbital pass, information about the SpOT
facility is necessary to help perform analysis. The geodetic latitude, longitude
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NORAD
α
δ
γ
β
40380
129.28647 55.46541 38.02890 24.79911
40380
127.36063 55.17689 38.90674 25.62099
40380
125.39292 54.84253 39.83309 26.46689
···
···
···
···
···
40380
48.88314 -23.81402 161.21292 26.75504
40380
48.23116 -24.92133 162.20962 25.86078
40380
47.60028 -25.98353 163.14747 24.99278

Time
12:37:11.736
12:37:16.461
12:37:21.186
···
12:41:22.161
12:41:26.886
12:41:31.611

Table 3.2: Sample Data Subset from Lockheed Martin

and altitude of the facility are needed to properly calculate the position of the
observation site when the measurements are made. It is also necessary to know
the capabilities of the optics used to make the observations. The SpOT facility
houses three telescopes, with each telescope having two optical paths: a 1 meter
primary mirror with a 0.25 degree field of view, and a 106 millimeter spotter
scope, used during acquisition, with a 0.7 degree field of view[47]. A summary of
the SpOT telescope capabilities is seen in Table 3.3.
Frequency
Coarse FOV
Precise FOV
Camera Resolution
Plate Scale
Pointing Error

40 Hz
0.7◦
0.25◦
2200 x 1400 pixels
0.642 arcsec/pixel
117 µrad

Table 3.3: SpOT Telescope Capabilities

Each orbital pass was often hundreds to thousands of data points depending
on the orbital pass, and since the angles only IOD methods being studied only use
three data points, specific data points must be picked systematically. To make
sure that each IOD solution is comparable to another, the second observation
should be the same for every grouping of three observation. This allows for the
IOD solutions to be compared directly, greatly simplifying the analysis process.
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Figure 3.1: Selecting Three Observations from Orbital Pass Data Set

The second observation was chosen to be the measurement made halfway
through the pass. A percentage of the orbital pass determined the first and third
measurement, ranging from 100% being the entire pass and as low as 5-10% for a
very short period of the orbital pass. By varying the first and third observation
while keeping the second observation fixed, the amount of orbital arc seen by
the IOD method can be controlled and the IOD results can be directly compared
without the need for propagation. The graphical representation of choosing three
data points can be seen in Figure 3.1.

3.3

Orbit Description and Error Metrics

Once an orbit is developed using any of the IOD methods, it is important to
be able to compare the estimated orbit with the true orbit. By understanding
how the different IOD methods behave will allow for the methods to be used
when they perform the best. There are many error metrics that will be discussed
that can be evaluated in different coordinate systems. To fully define an object in
an orbit requires 6 parameters, and these parameters can take on different forms
depending on the coordinate system that is being used.
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The first way is with the Cartesian coordinate system. Objects in Cartesian
coordinates are defined by their position and velocity, each of which has the components. The most common Cartesian frame is Earth Centered Inertial (ECI),
but other useful frames include Earth Centered Earth Fixed (ECEF), Local Vertical Local Horizontal (LVLH) and the Topocentric Coordinate System (SEZ).
The benefit of the Cartesian system is that the orbital state is defined by the
variables needed to propagate the system according to Newton’s law of universal gravitation. Because of this, it is easier to calculate orbital maneuvers and
perform other functions when operating a spacecraft. The downside of the Cartesian system is it isn’t very intuitive to observe the orbital state and understand
where in the orbit the object is or how the orbit is changing from maneuvers
and perturbations. When looking at just the Cartesian coordinates from an IOD
problem, it is hard to determine if a valid solution was calculated. The resulting
error calculations in the Cartesian system are limited to scalar position and velocity error. The results are often hard to visualize in terms of the effect on the
estimation and are very dependent on the orbit being analyzed. For example,
50 km of in-track error is a lot worse for a LEO object than a GEO object due
to the size of the orbit. Furthermore, the positional error might be very good,
but the velocity error results in a drastically different orbital shape. This results
in a good approximation at the current time, but with no ability to predict the
future.
The other way to describe an orbit is with orbital element sets. There are
a few orbital element sets that use different parameters to describe the orbit.
The most common is the Keplerian element set, but other element sets include
Equinoctial and Modified Equinoctial, NORAD, and Non-Singular Keplerian[40].
Each of these element sets utilize 6 different parameters to describe the orbit.
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The Keplerian element set uses the following elements: semi-major axis (a),
eccentricity (e), inclination (i), right ascension of ascending node (Ω), argument
of perigee (ω) and either true anomaly (ν) or mean anomaly (M ). Semi-major
axis and eccentricity define the shape of the orbit with respect to the traditional
conic sections: circular (e = 0) , elliptical (0 < e < 1), parabolic (e = 1) or
hyperbolic (e > 1). Right ascension of ascending node, inclination and argument
of perigee define the orientation of the orbital plane in space. Finally, a time
dependent angle, usually true anomaly or mean anomaly, describes the location
of the object in the orbit.

Figure 3.2: Graphical Representation of Classical Orbital Elements[30]

The benefit of the element system is that changing a parameter has a very
predictable behaviour on the new orbit and each of the 6 parameters are bounded
based on the orbit being analyzed. While this is an improvement over the Cartesian system, there are still 6 parameters to track, which can be overwhelming to
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the user and limit analysis.
It is using these two coordinate frames in which many error metrics will be
based on. The following subsections will define different error metrics that will
be used in the analysis of the angles only IOD methods.

3.3.1

Orbital Arc

For each angles only IOD method, the error metrics will be compared against
the amount of orbital arc seen from the measurements. This allows for comparison

Figure 3.3: Length of One Degree of Orbital Arc for Different Altitude
Orbits

of different orbit altitudes and shows how the error in these methods is dependent
on how much arc is seen. Figure 3.2 shows the amount of time it takes to travel
one degree of orbital arc for different altitude circular orbits. For example, a five
minute LEO observational period will provide more orbital arc than a five minute
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GEO observation period. Thus, making comparisons using orbital arc allows for
a standardization between different altitude orbits.
Orbital arc is calculated by finding the central angle between the ~r1 and ~r3
position vectors using the dot product:
θ = cos

−1



~r1 · ~r3
|~r1 ||~r3 |


(3.1)

Since these position vectors are calculated from the IOD methods, the error in
the methods will effect the calculation of orbital arc. Another calculation that is
independent of the results of the IOD methods and gives more reliable results is
to use the true period from the corresponding TLE and the measurement time
to calculate the orbital arc:
θ=

(t3 − t1 )
360◦
To

(3.2)

While this does assume that the objects are in circular orbits, all the orbits
being analyzed have small enough eccentricities to not drastically effect the orbital
arc. Figure 3.3 shows the variation in orbital arc throughout an orbit for a 250
second interval in each of the 7 different orbits being analyzed. The positions of
maximum error are at perigee and apogee, and except for EXOCUBE, the orbital
arc error is less than 0.1 degrees. Furthermore, since all IOD methods will be
using the same inputs, any orbital arc error will be the same for all methods
being processed, so it can be accounted for in the analysis.
Throughout the rest of this thesis, there will be discussion on how the error
metrics behave as the amount of orbital arc changes. When the orbital arc
is small, the error in the IOD solutions is larger, so understanding where the
required threshold of orbital arc is important. The term ”short arc regime” will
be used to reference orbital arc that is less than 5 degrees, where the error is
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Figure 3.4: Variation in Orbital Arc throughout an Elliptical Orbit

less predictable and changes largely. Conversely, the term ”large arc regime”
will be used to reference orbital arc that is greater than 5 degrees, where the
error variation is much smaller and the IOD methods perform consistently as the
orbital arc is changed.

3.3.2

Position and Velocity Error

Position and velocity error will be calculated in the Local Vertical Local Horizontal (LVLH) coordinate frame defined as:

x̂ =

~ro
~ro × ~vo
, ẑ =
, ŷ = ẑ × x̂
|ro |
|~ro × ~vo |

(3.3)

With the transformation matrix defined as:
. .
Ceci2lvlh = [x̂ .. ŷ .. ẑ]
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(3.4)

The LVLH frame is centered on the object and rotates with the object as
it goes through its orbit. The radial component (x̂) is in the direction of the
position vector, the out-of-track component (ẑ) is in the direction of the angular
momentum vector of the orbit and the in-track component (ŷ) completes the
frame. The magnitude of the positional error will be the same since the transformation from ECI to LVLH is a pure rotational transformation. The benefit of
the LVLH Frame is that component errors have an easier explanation compared
to the ECI frame. In-track error represents leading or lagging behind the true
position, Out-of-track error represents the out of plane error and radial error represents an being too high or low in the orbit. This makes the LVLH frame one
of the better Cartesian frames for error analysis.
Position error in the LVLH frame is defined as:
Epos = [Ceci2lvlh ][~r − ~ro ]

(3.5)

And velocity error in the LVLH frame is defined as:
Evel = [Ceci2lvlh ][~v − ~vo ] − ω
~ ⊕ × [~r − ~ro ]

3.3.3

(3.6)

Shape and Orientation Error

The following method for quantifying orbital error was first proposed by
Mortari[10], and utilized extensively in Schaeperkoetter[38]. The error method
reduces the number of parameters from 6 to 2, with the option to combine into
a complex number to have a single parameter.
The first parameter is the shape error. This value determines how well the
estimated orbit’s shape matches the true orbit, regardless of the orbital plane.
The calculation uses the semi-major axis and eccentricity to calculate the semi37

minor axis, seen in Equation (3.7):

√


a 1 − e 2 e ≤ 1
b=
√


a e 2 − 1 e > 1

(3.7)

Both a and b are distance values that are dimensionally consistent. Thus, the
distance between the true orbit parameters, ao and bo , can be taken to determine
the orbital shape error:
Eshape =

p
(a − ao )2 + (b − bo )2

(3.8)

The second parameter is orientation error. This value is the principle rotation
angle between the estimated orbit frame and the true orbit frame. The rotation
is defined by inclination, right ascension of ascending node, argument of perigee
and true anomaly to describe the transformation from the inertial reference frame
to the rotating orbital reference frame. This transition matrix is defined as:
C = Rot3 (ω + ν)Rot1 (i)Rot3 (Ω)

(3.9)

Once the transition matrix is developed for both the estimated orbit and the true
orbit, C and Co respectively, the orientation error can be calculated by finding
the principle rotation angle between the two transition matrices, seen in Equation
(3.10):
Eangle = cos

−1



1
(trace[CCoT ] − 1)
2


(3.10)

This simplification of six parameters down to two parameters greatly reduces the
amount of information required to analyze, while still giving helpful information
compared to the Cartesian system.
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3.3.4

Period Error

The period of an orbit is the amount of time it takes to make one complete
revolution, and is directly related to the semi-major axis of the orbit. Period
error manifests itself as an object leading or lagging behind the true position. A
positive period error correlates to a larger semi-major axis, and the object will
be behind its expected position. Similarly, a negative period error correlates to a
smaller semi-major axis, and the object will be in front of its expected position.
The period is defined as:
s
T = 2π

a3
µ

(3.11)

With the period error defined as:
Eperiod = T − To

(3.12)

The magnitude of the period error will also be used, denoted as |Eperiod |,
specifically when the sign of the error is not known and when comparing with
the other error metrics in the regression portion of the analysis.

3.3.5

Orbit Propagation Error

Angles only IOD methods are not accurate enough for long term predictions,
so in order for more accurate orbit estimations to be generated, another orbital
pass must be observed to increase the accuracy. However, if the angles only IOD
methods are not able to produce an accurate enough solution to predict future
observations, then the estimation is not useful.
Because of this, it is important to propagate forward the orbit estimations
from IOD methods to the next observable pass to determine if they are accu39

rate enough to facilitate more observations. Observational angles will be generated from the propagated state to determine if the orbital estimate was accurate
enough to be within the field of view of the optical system.
To calculate observation angles from the state first requires determining the
slant range vector:
~
ρ~ = ~r − R

(3.13)

Once the slant range vector is found, it be converted to a pair of observation
angles. Coming from slant range, Declination is defined as:
δ = sin

−1



ρ~z
|~
ρ|


(3.14)

and Right Ascension is defined as:





ρ
~x
cos−1
ρ~y > 0
|~
ρ|cos(δ)
α=




ρ
~x
360 − cos−1
ρ~y ≤ 0
|~
ρ|cos(δ)
For these observation angles, if α − αo ≤

F OV
2

and δ − δo ≤

(3.15)

F OV
2

, then the

orbit estimate is accurate enough to facilitate more observations and is considered
a successful case. However, if the orbit estimate has period error, this will result
in the object leading or lagging behind its expected position. If the IOD method
was able to define the orbital plane well, but is simply off on the shape, i.e. semimajor axis and eccentricity, then observing it slightly before or slightly after
the expected time is still possible. To account for this fact, if at any point on
the interval to − Eperiod ≤ to ≤ to + Eperiod that the condition α − αo ≤
F OV
2

and δ − δo ≤

F OV
2

is satisfied, this will also result in a successful case. This

translates to pointing the optical system at the expected observation point, and
waiting until the object passes into view. This can be seen in Figure 3.5.
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Figure 3.5: Field of View Limitations for Observing an object

The magnitude of the observation angle error at the closest point to the true
observation angles is defined as:

Φ=

p
(αi − αo )2 + (δi − δo )2

(3.16)

This observational angle error (Φ), will be used in the regression portion of
the analysis to see if any of the other error metrics show a strong correlation to
the observation angle error.
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3.4

Regression for Error Prediction

The final goal for analysis is to determine whether the positional error of the
different angles only IOD methods follows a predictable trend when compared the
the amount of orbital arc that was observed. To do this, positional error will be
fitted to a non-linear regression model to allow for predictive error estimations.
In order to include all of the orbital passes, which do not have the same semimajor axis, the positional error must be normalized in a way that allows for
comparison between different orbits. For non-linear regression, the positional
error will be normalized by the true orbit’s semi-major axis. This results in a
dimensionless quantity, that when multiplied by the desired semi-major axis will
give the predicted positional error. In a similar fashion, the normalized velocity
error will be normalized by the magnitude of the true velocity vector. This
normalization can be seen in Equation 3.17 and 3.18:

Epnorm =

~r − ~ro
Epos
=
ao
ao

(3.17)

Evnorm =

Evel
~v − ~vo
=
|~vo |
|~vo |

(3.18)

Position and Velocity error showed to be fairly consistent at higher amounts
of orbital arc, and appeared to increase rapidly as the amount of orbital arc
decreased. Multiple non-linear models were tested on the data that followed the
trend of the data, and the following models showed the most promise. Each
of these models will be evaluated on the error metrics that showed strong error
growth at small amounts of orbital arc, with the goal to determine the best fit of
the error metrics for the different angles only IOD methods.
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The first was an exponential model that takes the form:
y = aebx + c

(3.19)

The second was a power model taking the form:
y = axb + c

(3.20)

Finally, an inverse model taking the form:
y=

a
+c
x+b

(3.21)

After a non-linear regression has been developed for the error metrics, various
error metrics will be compared to see if there is any statistically significant correlation. If there is a strong relationship between orbital arc and the position error
or shape error, then any statistically significant correlations between different
error metrics can help in the predictions for secondary passes.
To evaluate the effectiveness of the regression, three goodness of fit parameters
will be used. The first is the coefficient of determination, more commonly referred
to as R2 . The coefficient of determination ranges from 0 to 1, where 1 is perfect
correlation and 0 is no correlation. When comparing different regression models, a
higher R2 represents a model that better explains the data. The second parameter
is Root mean squared error (RMSE). RMSE is the square root of the average
of squared errors, and represents the average error of the model in predicting
the independent variable. Thus, having a small RMSE is desirable in a model.
RMSE is not unitless, and has the same units as the independent variable, so
any comparisons between different variables must take the units of RMSE into
account. The last parameter is the Sum of Squared Error (SSE), which is a
measure of the discrepancy between the data and the model. Like RMSE, a
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small SSE value indicates that the model has a tight fit on the data, and has
the units of the independent variable. When taking all three of these goodness
of fit parameters together, the best model will maximize the R2 coefficient while
minimizing the RMSE and SSE compared to other models.

3.5

Error Prediction for New Orbital Passes

After the regression was performed on the original data set, there was interest
in seeing how well the regressions predicted the various error metrics for orbital
passes that were not part of the data set. If the regressions were able to accurately
predict error for other LEO orbital passes, then this would show that the analysis
could be applied for other objects in LEO and is not specific to the orbital passes
from this thesis. Since there was a limited amount of data from the original data
set, all of which was necessary to perform the original analysis, new orbital pass
data would be needed. Stoker[41] was also using data from the Lockheed Martin
SpOT Facility, and focused on rocket body debris for his research. He was kind
enough to share four orbital passes from the rocket body data set to see how well
the predictive regression performed. Thus, using the new data to evaluate the
effectiveness of the regression will be the goal of this section.
The same analysis that was performed on the original data set will be performed on the new data set. The predicted error metrics will be calculated using
the regression curves developed, and the effectiveness of the predictions will be
evaluated. A successful prediction will have the actual error metric within one
standard deviation of the predicted error metric.
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Chapter 4
Results and Discussion
For each orbital pass, angles only IOD was performed with each of the methods discussed with varying amounts of orbital arc. With there being 15 orbital
passes, seen in Table 4.1, this would result in too many figures and tables for the
results section. Thus, two passes will be discussed in this thesis that represent
the trends in the data, with the remaining analysis provided in Appendix A. To
identify a specific orbital pass, a unique combination is used that consists of the
NORAD ID number of the object and the Detection Request ID, which is specific to Lockheed Martin’s SpOT Facility. Table 4.1 shows the different NORAD
ID and Detection Request ID’s of each orbital pass and assigned to a test case
number to be referred to throughout the analysis section and Appendix A. The
two cases that will be discussed in the results section, Case 10 and Case 13 as
seen in bold in Table 4.1, are the longest orbital passes from the data set, so the
trends in these graphs cover a large variety of orbital arc.

45

NORAD ID
Case 1
43548
Case 2
43546
Case 3
41851
Case 4
41789
Case 5
41789
Case 6
41788
Case 7
41788
Case 8
41788
Case 9
41788
Case 10
40320
Case 11
40320
Case 12
40320
Case 13
40380
Case 14
40380
Case 15
40380

Detection ID
105947
111438
24809
96960
99144
93512
92482
93827
95082
104093
115159
103547
95393
95939
111389

Pass Length
124.5 s
59.2 s
32.9 s
139.2 s
75.0 s
51.1 s
25.2 s
24.7 s
28.7 s
147.8 s
126.7 s
16.4 s
259.9 s
143.7 s
13.7 s

Table 4.1: Orbital Pass Test Cases

Throughout the results section, data will be presented in graphs that show
the variation in the amount of orbital arc that was processed by the IOD method.
Figure 4.1 shows a sample graph of an error metric that changes with the amount
of orbital arc seen. Each data point is one IOD solution for a specific set of three
data points. Each data point will have error metrics associated with it as it is
compared to the TLE at the same time. In cases where the state vector or orbital
elements are being discussed, a Table using the maximum amount of orbital arc
will be presented, referred to as ”Full Pass” in the Tables being presented. This
is due to the shear amount of information from the iterations of changing the
amount of orbital arc.
Each IOD method is color coordinated throughout the results section so that
the differences in the methods can be observed. For some graphs, the metric
being presented will perfectly overlap some data points for a given method. This
is often the case with the Gauss and the ACO method, since the ACO method
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uses the same position vector but has a different velocity vector. In cases where
the data points overlap, it will be explicitly noted in the discussion.

Figure 4.1: Sample Error Metric Variation compared to Orbital Arc

4.1

Position and Velocity Error

The position and velocity errors were calculated by comparing the orbit estimates from the different angles only IOD methods with the TLEs at the same
epoch. Table 4.2 and 4.3 shows the Cartesian state estimates for Case 10 and 13
for the maximum amount of orbital arc.
The position vectors for the Gauss method and the Assumed Circular method
are the same because the Assumed Circular method uses the position vector from
the Gauss method and develops a velocity vector that forces the orbit to be
circular. It was also interesting that the Gooding method calculated the same
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position vector as the Gauss method. The Gooding method used range guesses
from the Gauss method as an initial estimate, and seemed to converge to the
same estimate for the shorter arcs. When the Gooding method used the range
guesses from the Double-R method, it converged to the Double-R estimation. As
mentioned above in the Analysis section, it is difficult to interpret the accuracy
of the angles only IOD methods just from comparing the Cartesian states of the
different estimates.
rx [km] ry [km] rz [km] vx [km/s] vy [km/s] vz [km/s]
Gauss
3038
4495
3973
-3.284
5.888
-4.046
Circular
3038
4495
3973
-3.215
5.764
-3.962
Double-R
3029
4493
3970
-3.233
5.751
-3.982
Gooding
3038
4495
3973
-3.284
5.888
-4.046
TLE
3095
4459
3963
-3.218
5.769
-3.962
Table 4.2: Full Pass State Estimations for Test Case 10

rx [km] ry [km] rz [km] vx [km/s] vy [km/s] vz [km/s]
Gauss
4557
3294
4111
4.231
1.272
-5.838
Circular
4557
3294
4111
4.371
1.314
-6.032
Double-R
4563
3319
4121
4.291
1.276
-5.913
Gooding
4563
3316
4120
4.350
1.294
-5.994
True
4613
3255
4107
4.355
1.282
-5.984
Table 4.3: Full Pass State Estimations for Test Case 13

When looking at the magnitudes of position and velocity error instead, it is
much easier to compare the methods. Figures 4.2 and 4.3 show the magnitude
of the positional error from the different methods based on the amount of orbital
arc seen. Since the Gauss, Circular and Gooding methods gave the same position vectors, their position error is the same. The Double-R method performed
remarkably well on these orbital passes, with the positional error being very consistent as less and less orbital arc was seen. In some passes, such as Case 10, the
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Double-R method worked for as small as 1.5 degrees of arc, whereas for other
cases like Case 13, the Double-R method did not converge after 7 degrees. Like
the Double-R method, the Gooding method started failing at the same amounts
of orbital arc as the Double-R method. This is to be somewhat expected since
these methods are designed to work best at larger amounts of orbital arc. The
Double-R method is most effective when the measurements are close to one full
orbit, and the Gooding method’s strength is using measurements that are multiple orbits apart.

Figure 4.2: Position Error for Test Case 10
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Figure 4.3: Position Error for Test Case 13

The Gauss method and the Circular method were the most consistent in
producing accurate IOD solutions in the short arc region. While the estimation
error did increase as the amount of orbital arc decreased, it was the only method
to give a solution in many cases. Specifically for Test Cases 13, the Gauss and
Circular method were the only two to produce a result, where the Double-R and
Gooding method saw errors at around 6 degrees. When looking at the magnitude
of the velocity error, it is proportionally larger than the positional error, which
causes problems for future orbit prediction. Many IOD method can calculate the
position vector of an orbit with fairly good accuracy, however the velocity vector
is the more difficult part as it can vary drastically from method to method. In
the short arc regime, velocity errors climbed to as high as 2 - 3 km/s. For LEO
objects that have average velocities of 8 km/s, a velocity error of 2 km/s can
cause the resulting orbit to become hyperbolic, or have a perigee so low that the
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orbit goes through Earth. Thus, nailing the velocity error is the most important
factor for angles only IOD accuracy because of its effect on the shape of the
orbit and the period. Figures 4.4 and 4.5 show the magnitude of the velocity
error from the different methods based on the amount of orbital arc seen. For
orbital arcs greater than 5 degrees, the Double-R method is very consistent on
the velocity vector, showing the same velocity error as the amount of orbital arc
decreased. Similarly to the position vector, at small orbital arcs, the Gooding
method seemed to converge to the Gauss estimate when the range guesses came
from the Gauss method. When the observed orbit is fairly circular, which is the
case for most LEO objects and all of the objects measured in this thesis, the
Circular method is very good at constraining the velocity vector error for small
orbital arcs. This can best be seen in comparing the velocity errors of the Gauss
and Circular methods. Both methods have the same position vector, and thus
the same position magnitude error. However, in the short arc regime, the Gauss
velocity error grows much more rapidly compared to the Circular method.
While other methods have velocity errors that grow rapidly at small arcs, or
fail to give a solution in the first place, the Circular method excels at estimating
the velocity for all of the cases tested. In Case 10, where the eccentricity is
0.0014, the Circular method has the lowest velocity error, and for Case 13, where
the eccentricity is higher at 0.013, it still performs better than the Double-R and
Gauss methods. Since many objects in orbit in LEO are in circular or nearcircular orbits, the Circular method not only prevents the velocity vector from
increasing rapidly, but also accurately matches the orbits it is predicting.
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Figure 4.4: Velocity Error for Test Case 10

Figure 4.5: Velocity Error for Test Case 13
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4.2

Shape and Orientation Error

Shape and Orientation error are developed from the Keplerian element coordinate form of the orbit estimations. Table 4.4 and 4.5 show the Keplerian
elements for Case 10 and 13 for the maximum amount of orbital arc.
a [km]
Gauss
7030
Circular
6725
Double-R 6724
Gooding
7030
TLE
6726

e
0.0440
0.0000
0.0047
0.044
0.0014

i [◦ ]
51.86
51.86
51.88
51.86
51.53

Ω [◦ ]
ω [◦ ]
ν [◦ ]
l [◦ ]
271.03 120.66 10.64 131.31
271.03 40.86 90.44 131.31
271.08 53.72 77.58 131.31
271.03 120.66 10.64 131.31
270.69 75.63 55.50 131.13

Table 4.4: Full Pass Keplerian Elements for Test Case 10

a [km]
e
i [◦ ]
Ω [◦ ]
Gauss
6552
0.064 99.18 209.07
Circular
6965
0.000 99.18 209.07
Double-R 6746 0.0372 99.35 209.11
Gooding
6922 0.0139 99.34 209.11
TLE
6903 0.0130 99.06 208.54

ω [◦ ]
314.56
233.87
307.48
274.85
296.28

ν [◦ ]
188.71
269.40
195.81
228.43
207.14

l [◦ ]
143.28
143.28
143.29
143.29
143.43

Table 4.5: Full Pass Keplerian Elements for Test Case 13

When looking at the state in terms of Keplerian elements, it is much easier to
qualify the accuracy of the methods. The semi-major axis and eccentricity are the
parameters to observe when looking at the shape of the orbit. For the methods
that had trouble estimating the velocity end up having larger eccentricities, which
increases the shape error. For Case 10, the Gauss and Gooding methods have
relatively high eccentricities, which causes the semi-major axis to be off as well.
The same can be seen for the Gauss and Double-R methods in Case 13.
For the orbital plane definition, which is based on inclination, right ascension
of ascending node, argument of perigee and true anomaly, all of the angles only
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IOD methods are able to define the orbital plane to around the same level of
accuracy. There was no one method that had the greatest accuracy in defining the
orbital plane. For example, for Case 10, the Double-R method had the greatest
accuracy, but for Case 13, the Circular method had the greatest accuracy. The
amount of error in the orbital plane showed to be vary consistent as the amount
of orbital arc changed. It is important to note that for near circular orbits, the
argument of perigee is very poorly defined, which causes the true anomaly to vary
widely as well. While no circular orbit in real life has a zero eccentricity, orbits
with eccentricity below 0.01 show a lot of variation in the argument of perigee
for different IOD solutions. A better parameter to look at is the argument of
longitude (l), which is the sum of argument of perigee and true anomaly. This
parameter is the angle between the object and the ascending node, and is well
defined for near circular orbits. Table 4.4 and 4.5 show that while the argument
of perigee and true anomaly vary widely, the argument of longitude is very well
defined. This is also the case for the other test cases studied in this thesis.
Figures 4.6 and 4.7 show how the shape error for the different angles only IOD
methods varies with orbital arc. The shape error follows the same trends that
the velocity error shows in Figures 4.3 and 4.4. The Orientation error, seen in
Figures 4.8 and 4.9, show that the angles only IOD methods are fairly consistent
in their estimation of the plane orientation for the orbit, regardless of the amount
of orbital arc that was seen. Similar to the results for the position error where
the Circular method uses the position vector of the Gauss method, the Circular
method is defined by having the same orbital plane as the Gauss method, so the
orientation error for the Circular method also matches the Gauss method.
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Figure 4.6: Shape Error for Test Case 10

Figure 4.7: Shape Error for Test Case 13
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Figure 4.8: Orientation Error for Test Case 10

Figure 4.9: Orientation Error for Test Case 13
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When taking both shape and orientation error into account in the short arc
regime, the Circular method provided the greatest results. The average shape
error was 328 km at 5 degrees of orbital arc, with the next closest being the
Gooding method at 1134 km at 5 degrees. The Gauss method failed to give a
reasonable estimate below 5 degrees, and the Double-R method failed to converge
to a solution below 5 degrees for 13 of the 15 Test Cases. The orientation error
showed to be very consistent as the amount of orbital arc decreased. When the
methods converged, the average orientation error was between 0.7 to 0.9 degrees,
with each method having some Test Cases in which they performed the best. No
method provided a solution that had the best orientation error consistently from
pass to pass.
The main takeaway from looking at the four metrics already discussed: position, velocity, shape and orientation, is that these error metrics get very large
when there is very little orbital arc. For CubeSat operators and amateur astronomers who which to effectively observe and track space objects, priority must
be placed on capturing as large of an orbital pass as possible; the more orbital
arc that is seen by the angles only IOD methods, the lower the error metrics are
that are associated with the IOD solution.

4.3

Period Error

Like the shape error of an orbit, the orbital period is directly dependent on
the semi-major axis of the estimated orbit. Thus, incorrectly estimating the semimajor axis will result in a period error, which causes the object to lead or lag
behind the expected position. This has the largest effect in predicting the next
orbital pass of the object to observe it for a second time.
57

The orbital period error, seen in Figure 4.10 and 4.11, tends to diverge from
the true period as the orbital arc seen decreases. The Circular method is consistent in giving a good period estimate that is close to the true orbit, whereas
methods such as Double-R and Gooding seem to be pass dependent; some passes
they give an excellent prediction, while others the period error is fairly significant.
This again could be due to the design of the two methods favoring data that spans
large amount of orbital arc. None of the orbital passes that were studied in this
thesis had any geometric setups that traditionally causes errors in IOD methods,
such as the co-planar case or a zero latitude observation site. The Gauss method
is consistently off in its prediction of the period, which stems from the method’s
difficulty in estimating the velocity vector. This can be seen in Tables 4.6 and
4.7 which show the period error for the full pass IOD solutions.

Period [s]
Error [s]

Gauss Circular Double-R Gooding
5866.0 5488.9
5488.3
5866.0
375.5
-1.6
-2.2
375.5

TLE
5490.5
-

Table 4.6: Full Pass Period Error for Test Case 10

Period [s]
Error [s]

Gauss Circular Double-R Gooding
5278.3 5785.8
5514.9
5731.9
-429.5
77.9
-193.0
24.0

TLE
5707.9
-

Table 4.7: Full Pass Period Error for Test Case 13

When trying to predict the observation angles for the next orbital pass, which
will be discussed more in the following section, low period error is necessary to
observe the object for a second time. Since LEO objects are constrained to 2-3
orbital passes per observing session due to the orbital pass geometry of seeing
and observing an object, missing the secondary pass will result in an ineffective
IOD solution for long term prediction. After the first observation session, it is
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Figure 4.10: Orbital Period Error for Test Case 10

Figure 4.11: Orbital Period Error for Test Case 13
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often impossible to predict the object’s location from the original IOD solution
if it has not been improved with a secondary pass. This is mainly due to two
factors.
First, period error is additive for each orbital pass. A period error of 100
seconds, which is not uncommon considering the period error seen in Figures
4.10 and 4.11, over the span of 10 orbital revolutions would leave the object 1000
seconds behind its true position. Since there is no way to determine if the period
error is positive or negative without knowing the true orbit, the object could lead
or lag by as much as 1000 seconds. This would drastically decrease the efficiency
of any observing site if telescopes had to observe for that large of an interval
before and after an orbital pass in order to observe an object again.
Secondly, nodal precession due to Earth oblateness is affected by the semimajor axis, as seen in Equation 4.1.
3
dΩ
= − J2
dt
2



R⊕
a(1 − e2 )

2 r

µ
cos(i)
a3

(4.1)

The amount of nodal drift depends on three different orbital elements, the semimajor axis, eccentricity and inclination. If these values have error when compared
to the true orbit, this will result in different amounts of nodal drift. Since the
angles only IOD methods do a very good job of defining the orbital plane, usually
to within 1 degree of the true orbital plane, the inclination ends up not being a
major factor in the nodal drift. However, with large amounts of shape error on
the order of 1000 km, which is not uncommon from the IOD results seen, this
can result in the right ascension of ascending node being off by as much as 0.2
degrees in a 24 hour span. While this does seem small compared to the average
orientation error of 1 degree, this results in the object being in a different orbital
plane, which does effect the geometry of observation passes. Period error can
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be accounted for in executing secondary observations, which will be discussed in
more detail in the next section; however, error in the orbital plane is much more
difficult to systematically account for when taking observations.
The takeaway when looking at the period error is to prioritize getting consecutive orbital passes to facilitate POD. Since period error is additive, the more
orbital revolutions the object makes, the harder it is to make a secondary observation after a significant amount of time. Period error is something that can be
corrected for when conducting secondary observations, which will be discussed
in more detail in the following section, so while having an inaccurate IOD solution is not desirable for long term prediction, it can still facilitate secondary
observations. Due to the geometry of orbital passes for LEO objects, there is a
constraint to two to three orbital passes per observing session. Thus, prioritizing
getting two consecutive passes should be the goal for observers who are limited
to one observational site.

4.4

Orbit Propagation Error

When it came to propagating the angles only IOD solutions forward to the
next observational pass, there quickly became an issue with some of the less accurate methods. Often the inaccurate IOD solutions would have a perigee smaller
than the radius of the earth. This can be seen in Figure 4.12 and 4.13 comparing
the true perigee with the estimated perigee. Some methods are above the Earth
Radius threshold when there is a large amount of orbital arc and only dip below
the Earth Radius at the smaller orbital arcs, however the more inaccurate methods, such as the Gauss method, produce perigees smaller than Earth’s Radius at
maximum orbital arc. Having perigees smaller than Earth’s Radius has the con61

sequence of breaking most medium to high fidelity orbital propagators because
of their dependence on altitude for atmospheric and solar radiation models. If
we choose not to include drag and solar radiation pressure as perturbations, and
instead only include Earth oblateness and n-body perturbations, which do not
depend on orbital altitude, it is possible to propagate ”through Earth” to estimate the next orbital pass. The result is a less accurate propagator; however, for
propagating forward only one orbit, the propagator error is not larger than the
TLE error of 1 km that already exists for the true orbit. Since these IOD estimates are only used in the short term to predict secondary passes, it is possible to
have an IOD solution that goes ”through Earth” but predicts usable observation
angles if the period error is properly taken into account. Thus, when propagating the orbit estimate forward in time to predict the secondary observations, only
Earth oblateness and n-body perturbations will be used along with the standard
2-body dynamics.
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Figure 4.12: Perigees for Test Case 10

Figure 4.13: Perigees for Test Case 13
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When the angles only IOD solutions were propagated forward for one orbit,
the period error led to the position being off from the true solution. Thus, the
observation angles were checked within the interval of (To −2Eperiod , To +2Eperiod ),
and the time that minimized the error between the observed right ascension and
declination and the true right ascension and declination after one period. It was

Figure 4.14: Difference between Period Error and Time Error

found that the time that minimized the observation angle error was within the
interval on all of the orbital passes that converged to a solution. The difference
between the time that minimized observation angle error and the period error
can be seen in Figure 4.14. This difference is less than 10 seconds even for the
worst estimations with limited orbital arc, and shows that if the period error is
taken into account when observing the object on a secondary pass, successful
observations can be made, even with IOD solutions with sizable error.
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Figure 4.15: Right Ascension and Declination Error for Test Case 10

Figure 4.16: Right Ascension and Declination Error for Test Case 13
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The accuracy of the observation angles on a secondary pass are shown in
Figure 4.15 and 4.16. If both the right ascension and declination error are smaller
than half of the field of view of the optical system, an observation can be made.
For Lockheed Martin’s SpOT Facility, the optical systems have a 1 meter primary
mirror that has a 0.25 degree field of view, and a 106 millimeter spotter scope
that has a 0.7 degree field of view that is used during acquisition[47]. Thus, right
ascension and declination error must both be below 0.35 degrees for an initial
observation to be made for the SpOT Facility. Table 4.8 shows the number
of successful predictions that each method produced over the 15 orbital passes
analyzed. There were 7 orbital passes that had a maximum orbital arc that was
greater than 5 degrees, so they were analyzed in both cases, which is why all 15
cases where checked in the θ < 5◦ regime, whereas only 7 cases where checked
in the θ > 5◦ regime. Some methods, such as Gooding, Gauss and Double-R,
Successes Successes
θ < 5◦
θ > 5◦
Gauss
1/15
3/7
Circular
3/15
7/7
Double-R
1/15
4/7
Gooding
1/15
2/7
Table 4.8: Number of Successful Secondary Observation Predictions

are within the tolerance for some orbits and not within tolerance for other orbits.
Only the Circular method was able predict secondary passes reliably. This should
not be surprising because of the way the Circular method is designed. Since the
velocity vector is constrained by the definition of a circular orbit, the error in the
Circular method is dependent on the positional error only, not both the position
and velocity error. Since the error in the position is proportionally smaller than
the velocity error, the Circular method does perform better on average compared
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to the other methods. However, on passes that were less than 60 seconds, which
corresponds to around 4 degrees of orbital arc, none of the methods were able to
produce reliable IOD solutions that could predict a secondary pass. Once again,
this shows the importance of collecting as large of an orbital pass as possible in
order to have the greatest chance for a secondary observation.
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4.5

Regression for Error Prediction

Once the error metrics where calculated, the next step was to develop regression curves that showed strong correlation. The goal of this regression analysis
was to evaluate how well the error metrics could be predicted by the amount of
orbital arc seen, and see how these regression curves could help an observer as
they collect observations for angles only IOD.
MATLAB’s Curve Fitting Toolbox was used to help perform the non-linear
regression. In the graphs that follow, three models were evaluated based on the
shape of the data: Inverse (Red), Exponential (Green), and Power (Yellow).



a

+ c Inverse
y = x+b




(4.2)
y = aebx + c Exponential






y = axb + c P ower
For each error metric, the three models were evaluated based on three goodness
of fit parameters described in the Analysis section: Coefficient of Determination
(R2 ), Root Mean Square of Error (RMSE), and Sum of Squared Error (SSE).
Each error metric will have a graph that shows the regression curves overlaid
on the data, as well as a table that shows the goodness of fit parameters for
the regression. The regression results can be seen in Figures 4.17 through 4.20.
The coefficients to the regression curves for the four error metrics can be seen in
Appendix B.
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Figure 4.17: Non-linear Regression of Normalized Position Error

Figure 4.18: Non-linear Regression of Normalized Velocity Error
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Figure 4.19: Non-linear Regression of Shape Error

Figure 4.20: Non-linear Regression of Period Error
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All four error metrics, normalized position, normalized velocity, shape and
period, showed a strong exponential relationship with the amount of orbital arc
seen. Tables 4.9 through 4.12 show the goodness of fit parameters for the four
error metrics:
2

R
RM SE
SSE

Exponential Inverse Power
0.8925
0.816 0.7232
0.0222
0.0274 0.0361
0.3015
0.4718 0.8048

Table 4.9: Goodness of Fit Parameters for Normalized Position Error

2

R
RM SE
SSE

Exponential Inverse Power
0.8939
0.8564 0.7401
0.1338
0.1556 0.2094
11.03
14.91
27.01

Table 4.10: Goodness of Fit Parameters for Normalized Velocity Error

2

R
RM SE
SSE

Exponential Inverse Power
0.8837
0.8739 0.7820
990.4
1032.2 1330.1
6.08E8
6.59E8 1.09E9

Table 4.11: Goodness of Fit Parameters for Shape Error

2

R
RM SE
SSE

Exponential Inverse Power
0.8072
0.7999 0.6728
687.9
700.8
896.2
2.91E8
3.02E8 4.94E8

Table 4.12: Goodness of Fit Parameters for Period Error

To qualify the strength of the correlation, Hair[16] suggests that R2 values
of 0.75, 0.50, or 0.25 for endogenous latent variables can, as a rough rule of
thumb, be respectively described as substantial, moderate or weak correlations.
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While all three models could be qualified as showing a substantial correlation,
the exponential regression performed better than the inverse or power regression,
with a higher R2 and a lower Root Mean Square Error (RMSE) compared to the
other two models. The orientation error did not follow the same trends as the
other error metrics. The exponential model did not perform well, with the highest
R2 being 0.3892. Figure 4.21 shows the orientation error for orbital arcs greater
than 2 degrees. Outside of the rapid growth of orientation error at very small
orbital arcs of less than 2 degrees, the orientation error stayed fairly consistent.

Figure 4.21: Linear Regression of Orientation Error

When data that was below 2 degrees of orbital arc was excluded from the
regression, a linear regression was found. With an R2 of 0.0491, this shows that
the orientation error is very independent from the amount of orbital arc seen, and
is dependent on other factors, such as the measurement error or inherent issues
with the angles only IOD methods themselves.
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Outside of the orientation error, all three models explain the data with a
strong correlation, especially the exponential model. This confirms the idea that
at above a certain amount of orbital arc, there is very marginal benefit to collecting a larger pass, and below a certain amount of orbital arc, the amount of
orbital arc collected is crucial since error grows rapidly as less and less arc is
collected. This limit, which appears to happen at around 2 to 4 degrees of orbital arc depending on the pass, shows where angles only IOD methods begin to
struggle to give meaningful solutions. For LEO objects, 2 to 4 degrees of orbital
arc corresponds to 60 to 120 seconds depending on the orbital height. Thus, for
IOD methods to be successful in predicting a secondary pass, orbital arc needs
to be above this threshold. Table 4.13 gives a summary of the regression results
of the different error metrics when compared to the amount of orbital arc seen.
Metric 1
Arc
Arc
Arc
Arc
Arc

Metric 2
Epos
Evel
Eshape
Eangle
|Eperiod |

Type
Exponential
Exponential
Exponential
Linear
Exponential

R2
0.8925
0.9105
0.8837
0.0491
0.8072

Table 4.13: Regression of Different Error Metrics against Orbital Arc

Besides the primary objective of determining the non-linear regression of metrics to the amount of orbital arc seen, other comparisons were made comparing
the behaviour of the error metrics with themselves to see if there was any predicting power in the regressions developed.
The first comparison that produced interesting results was with the shape
error and period error. The goal was to develop a link between the shape error
and period error to help determine the time window for observations made on a
secondary pass. This correlation can be seen in Figure 4.22.
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When compared to the period error, the shape error shows different but predictable behavior based on whether the period error is positive or negative. For
positive period error, which corresponds to a period and semi-major axis smaller
than the true orbit, the period error follows a negative quadratic that increases
at a higher rate as the shape error increases. Conversely, negative period error,

Figure 4.22: Correlation between Period Error and Shape Error

which corresponds to a period and semi-major axis larger than the true orbit,
the period error follows a negative quadratic that decreases as the shape error increases. The correlation is very strong, with the positive period quadratic having
an R2 value of 0.9877 and the negative period quadratic having an R2 value of
0.9961. At the very extreme ends, where the period error is very large, the data
does begin to diverge, with the variation and possible outliers increasing. These
data points are at the extremes, where there is very little orbital arc, causing
very inaccurate IOD solutions, so it is understandable that the variation would
74

be larger as the period and shape error become larger. However, when the error
is smaller, such as shape error less than 4000 km and period error magnitude
less than 4000 s, the correlation appears to be very well behaved. To understand
why there is such a strong correlation, it is important to note that both of these
error metrics are derived from some of the same parameters. The period error
is derived from the semi-major axis, while the shape error is derived from the
semi-major axis and eccentricity. Thus, error in the semi-major axis will affect
both of the parameters in a predictable way.
Equation 4.3 shows the two quadratics that define the relationship between
shape error and period error:

Eperiod =




−3.184e − 5E

shape

2

+ 0.7775Eshape + 71.8 Eperiod > 0

(4.3)



−3.109e − 5Eshape 2 − 0.9705Eshape + 54.1 Eperiod < 0
When it comes to predicting the period error from the shape error, any one
value of shape error will give two period errors, which are helpful in determining
the time intervals for prediction. For example, if we have an IOD method that
has a shape error of 200 km, using Equation 4.2 gives period error of -140 and
115 seconds. Since we do not know directly whether the IOD method will over
estimate or under estimate the period, the interval of (To − 140 s, To + 115 s),
with an addition of a tolerance to account for the error in the model, can be used
to aid in observing during a secondary pass. Table 4.14 gives a summary of the
regression results when comparing the period error with other error metrics.
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Metric 1
Eperiod
Eperiod
Eperiod
Eperiod

Metric 2
Epos
Evel
Eangle
Eshape

Type
Exponential
Exponential
Exponential
Quadratic

R2
0.9183
0.9150
0.4478
0.9927

Table 4.14: Regression of Different Error Metrics against Period Error

Another correlation that was interesting was evaluate is how position, velocity, shape and orientation error were related. It was found earlier that position,
velocity and shape error all had strong exponential relationships, so for the variables to have a linear relationship with each other would be expected. Table 4.15
shows the linear correlations between the four error metrics. For these three error metrics, the lowest R2 is 0.7657, suggesting that position, velocity and shape
error all show strong correlations.
Metric 1
Epos
Epos
Epos
Evel
Evel
Eshape

Metric 2
Evel
Eshape
Eangle
Eshape
Eangle
Eangle

Type
Linear
Linear
Linear
Linear
Linear
Linear

R2
0.9878
0.8116
0.0791
0.7657
0.2826
0.2999

Table 4.15: Linear Correlation Between Different Error Metrics

The three regressions with the orientation error, which defines how well the
IOD method determines the orbital plane, all show the weakest correlation with
the other parameters, with the highest R2 of 0.2999. This is to be expected since
the orientation error shows no correlation to the amount of orbital arc, seen in
Figure 4.20, compared to the other metrics which show a strong correlation with
orbital arc. This shows that the orbital plane is well defined even in the short arc
regime, and the main factor that limits IOD method accuracy is the shape error.
76

Metric 1
Φ
Φ
Φ
Φ
Φ
Φ

Metric 2
Arc
Epos
Evel
Eshape
Eangle
|Eperiod |

Type
Linear
Linear
Linear
Linear
Linear
Linear

R2
0.0002
0.0755
0.0873
0.4877
0.1263
0.1909

Table 4.16: Regression of Different Error Metrics against Observation
Angles

The next correlation that was made was with the magnitude of the observation
angle error at the closest point along the secondary pass. The results of the
correlation between observation angle error and other error metrics is shown in
Table 4.16.

Figure 4.23: Correlation between Shape Error and Observation Angle
Error
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The metric that showed the most promise was shape error with an R2 of
0.4877, however in graphing the data seen in Figure 4.23, there seems to be three
distinct trends in the observation angle error and does not appear to be able
to predict the trends in the data. Since the observation angles are modified by
propagating forward to an interval with width of the period error instead of to
a single point, there should be less variation in the magnitude of the error. It is
also interesting that the only metric that showed a moderate correlation was the
shape error, which appears to be a theme in the analysis that the shape error is
a good predictor of the success of a secondary observation session.
All of the regression performed throughout the results section is summarized
in Table 4.17. Many of the error metrics show a strong correlation with the
amount of orbital arc seen for the IOD methods, and the period error, which is
crucial to a successful secondary observation, appears to be well defined by these
error metrics.
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Metric 1
Arc
Arc
Arc
Arc
Arc
Epos
Epos
Epos
Evel
Evel
Eshape
Eperiod
Eperiod
Eperiod
Eperiod
Φ
Φ
Φ
Φ
Φ
Φ

Metric 2
Epos
Evel
Eshape
Eangle
|Eperiod |
Evel
Eshape
Eangle
Eshape
Eangle
Eangle
Epos
Evel
Eangle
Eshape
Arc
Epos
Evel
Eshape
Eangle
|Eperiod |

Type
Exponential
Exponential
Exponential
Linear
Exponential
Linear
Linear
Linear
Linear
Linear
Linear
Exponential
Exponential
Exponential
Quadratic
Linear
Linear
Linear
Linear
Linear
Linear

R2
0.8925
0.9105
0.8837
0.0491
0.8072
0.9878
0.8116
0.0791
0.7657
0.2826
0.2999
0.9183
0.9150
0.4478
0.9927
0.0002
0.0755
0.0873
0.4877
0.1263
0.1909

Table 4.17: Summary of Regression of Different Error Metrics
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4.6

Error Prediction for New Orbital Passes

After the regression was performed on the 15 orbital passes available, there
was interest in seeing how well the regressions predicted the various error metrics
for orbital passes that were not part of the data set. If the regressions were
able to accurately predict error for other LEO orbital passes, then this would
show that the analysis could be applied for other objects in LEO and is not
specific to the orbital passes from this thesis. Stoker[41] was also using data from
the Lockheed Martin SpOT Facility, and focused on rocket body debris for his
research. Four orbital passes from the rocket body data set were used to see how
well the predictive regression performed.
The four orbital passes were between 56 and 59 seconds, which is about 4
degrees of orbital arc in LEO. Predictions were made at 3 degrees of orbital arc,
which was the largest amount of orbital arc that all four passes shared. The
predicted error metrics based on the regression in the previous section as well as
the true error metrics of the four passes can be seen in Table 4.18.

Metric
Prediction
Epos
0.2296 ± 0.022
Evel
0.0972 ± 0.013
Eshape
2090 ± 990 km
Eangle 1.6028◦ ± 1.211◦
|Eperiod |
1722 ± 687 s

NORAD
5118
0.0551
0.0472
1095 km
0.7787◦
1011 s

NORAD NORAD NORAD
22830
877
29507
0.0493
0.0294
0.0261
0.0877
0.0485
0.0187
2204 km 1170 km 580 km
0.6347◦
0.5562◦
0.5516◦
2169 s
1093 s
583 s

Table 4.18: Error Prediction for New Orbital Passes at 3 Degrees of
Orbital Arc
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For each of the four orbital passes, the error metrics either matched the prediction to within one standard deviation, or were much lower than the predicted
value. Shape and period error showed the strongest match with the new orbital
passes, with the prediction matching up very well with the data. Three out of the
four passes were within one standard deviation of the regression, with the fourth
pass well below the predicted error. The other three error metrics, normalized
position, normalized velocity and orientation error, all over predicted the error
for the new data. The orientation error did not show a strong correlation with the
amount of orbital arc seen, so this over prediction was not surprising considering
the low R2 value of 0.0491. It is positive that none of the error metrics under
predicted the true error of the new data, showing that the error regressions give
and upper bound for the expected error for a given amount of orbital arc. Figures 4.24 through 4.28 show the full set of error metrics across a range of orbital
arc. For all of the error metrics, the trends do follow the same pattern as the
regression even if the magnitude of the error is off. All of the error metrics for
the new data set show an increase in error as the amount of orbital arc decreases.
When looking at a different object types for the data, such as CubeSats
and Rocket Bodies, the main factor that would cause the accuracy of the IOD
solutions would be measurement accuracy. Since Rocket Bodies are larger and
brighter, there would be more pixels to extract information from; specifically in
the centroiding process for converting pixels to angle measurements. While these
objects are different, if observed from the same optical system, it should not
fundamentally change the way these IOD methods behave.
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Figure 4.24: Normalized Position Error of New Orbital Passes

Figure 4.25: Normalized Velocity Error of New Orbital Passes
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Figure 4.26: Shape Error of New Orbital Passes

Figure 4.27: Orientation Error of New Orbital Passes
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Figure 4.28: Period Error of New Orbital Passes

When looking specifically at the period error, the regression matches up very
well, which is necessary to facilitate secondary observations. Since the shape
error not only shows a strong correlation with the period error, with an R2 value
of 0.9927, but also matched up very well with the new data set, the shape error
was used to predict the expanded observation time interval for a secondary pass.
Using Equation 4.3, which was developed in the previous section, a time interval
of (-2110 s, 1558 s) was found to find the object on a secondary pass.
NORAD
Prediction
5118
(-2110, 1558) s -1002 s

NORAD NORAD NORAD
22830
877
29507
-2003 s
-1109 s
-526 s

Table 4.19: Propagation Time Error for New Orbital Passes at 3 Degrees of Orbital Arc
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Table 4.19 shows the true propagation time error from the true period, and
each of the four orbital passes was within the predicted time interval for a secondary observation. Figure 4.28 shows Equation 4.3 plotted with the shape and
period error for the new data set. The correlation appears to be just as strong,
if not stronger, as from the original data set when the regression equation was
developed. While the sample size is small, with just four new orbital passes, it is
encouraging to see such a strong correlation with the regression results.

Figure 4.29: Correlation between Period Error and Shape Error with
New Orbital Passes

The ultimate goal of any IOD method is to facilitate secondary observations to
create an accurate orbit estimate through the use of POD. These results show that
not only can angles only IOD methods give reliable results that predict secondary
observations, but the error metrics are strongly correlated to the amount of orbital
arc seen. These results also show that this correlation does not just apply to the
original data set, but can be used to predict other orbital passes.
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For CubeSat operators and amateur astronomers that wish to perform their
own observations for object tracking and cataloging, there are four main takeaways that can be used to help facilitate observations of LEO objects:

1. The Assumed Circular Method is the best method to use for observing LEO
objects. While the method is very effective if the object being observed is
near circular, the ACO method does a very good job of constraining the
period error if there is limited amount of orbital arc.
2. Collect as large of an orbital arc as possible for the primary observation
pass. The best IOD solutions came from using the maximum amount of
orbital arc, with the error only increasing as less and less orbital arc is used.
3. Prioritize collecting consecutive orbital passes to facilitate POD. Any error
in the period compounds as the object completes more and more orbits, so
getting consecutive passes is necessary to improve IOD solutions.
4. Account for the period error when collecting observations on the secondary
pass. The IOD solutions do remarkably well defining the plane, so using
the observation window around the predicted look angles can still produce
observations from fairly inaccurate IOD results.
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Chapter 5
Conclusion
To reiterate the objectives of this thesis, the primary goal was to understand
which of the angles only IOD methods performed the best when there was a
limited amount of orbital arc, and whether the IOD solutions were accurate
enough to facilitate secondary observations to perform POD. The other goals
were to determine if the various error metrics followed a predictable pattern,
such that predictions on the accuracy of the IOD solution could be made.
The four angles only IOD methods that were analyzed in this thesis performed
remarkably well considering the limited amount of data to process. The Gooding
and Double-R methods were highly orbit dependent in their accuracy; some orbits
would very accurate IOD solutions while others would not converge to a solution
at all. While the Gauss method and the Circular method both produced solutions
with orbital arc below 5 degrees, the Assumed Circular method provided the most
consistent results in the ability to estimate the orbit with limited data. All of the
methods were able to determine the orbital plane consistently within 1 degree of
the true orbital plane, regardless of the amount of orbital arc seen. This means
that the ability to predict a secondary orbital pass is determined more on the
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shape of the orbit, and the most effective IOD methods are the ones which define
the orbital shape the best.
As the amount of orbital arc decreased, the error in the position and velocity
increased at an exponential rate. The velocity error adversely effects the semimajor axis and eccentricity of the resulting orbit solution, which causes large
discrepancies between the estimated period and the true period. If this period
error is not accounted for, the success of a secondary observation session is very
low; however, when taking the period error into account to develop a time interval for initial acquisition, the Circular method is very consistent in predicting
the secondary observation session. This was only the case when the orbital arc
observed was greater than 5 degrees, otherwise all of the methods could not consistently predict a secondary pass. If the FOV requirements of the system are
relaxed, such as using multiple telescopes to create an optical fence to increase
the FOV or slewing the telescope to at different rates to increase the observation
probability, then the amount of successful observations would increase. The strict
FOV requirements were put in place to allow for more flexibility for observers who
have other techniques to increase the observation chances on a secondary pass, as
well as to analyze the ”worst case” error metrics. Thus, for angles only IOD to
produce effective solutions conducive to predicting secondary passes, collecting
as much of the orbital pass as possible needs to be a priority.
When looking at the predictive power of the amount of orbital arc seen for the
other error metrics, many strong correlations were found. The amount of orbital
arc observed was a strong predictor in the magnitude of the position, velocity,
shape and period error. These predictors are most important for determining the
period error, which was the main error that needed to be taken into account to
produce a successful secondary observation. Having a predictive measure for the
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period error is needed to develop the timer interval for initial acquisition at the
beginning of a secondary pass. When the regressions were compared to a new
data set that was not included in the original regressions, the predictions either
matched within one standard deviation, or over predicted the error metric. The
amount of propagation error was within the predicted time interval for all four
orbital passes, showing that the developed process for adjusting for the period
error in performing secondary observations will result in successful observations.
The regression that was developed was then used on a new data set of four
orbital passes. It was found that the regression either matched the new data
to within one standard deviation or over predicted the error metrics. All of the
error metrics were bounded by the regression curves developed, showing that
the regressions would give an upper estimate to the error that the data would
either match or be below the threshold. Using the regression curves, the period
correction was calculated for a secondary observation session, and the true period
correction time fell within the interval that was calculated, showing that the
regression developed is a useful tool to help facilitate secondary observations.
When looking specifically at the Lockheed Martin SpOT facility, there are a
number of recommendations if the facility were to operate as and IOD facility.
Since the SpOT facility has 3 telescopes of equal performance, an optical fence
could be implemented to increase the chances of a successful secondary pass.
By aligning multiple telescopes perpendicular to the object’s projected direction
of movement across the sky, the FOV of the whole system can be increased.
Increasing the FOV would loosen the current 0.35 degree limit, allowing for larger
error in the IOD solutions. Using an optical fence would increase the chance of
a successful acquisition on a secondary pass.
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Another observation from looking at the raw data was that the lowest elevation angle that was observed was roughly 24 degrees. This appears to be an
elevation mask of the facility, and while the terrain and obstacles around the
facility cannot be changed, if the minimum elevation angle was able to be decreased, this would result in longer orbital passes, which would greatly increase
the success of the angles only IOD methods.
Finally, since the DOMES scheduler works by prioritizing the brightest object
in the sky, this results in shortened observation passes when the scheduler switches
between objects. In looking through the data set, there were 35 passes that had
observation sessions less than 1 second. If the scheduler would prioritize finishing
an orbital pass before beginning another observation session for a different object,
this would result in longer orbital passes. While IOD is not necessarily the priority
of the Lockheed Martin’s SpOT Facility, having the option to prioritize complete
orbital passes in the scheduler would allow for better angles only IOD results
from the facility.
Some applications of this research could really focus on scheduling and characterization of objects from IOD solutions. For automated systems that are tasked
for observing a large number of objects in the most efficient way possible, there
should be different scheduling requirements based on the goal of the system. As
mentioned in the background section, facilities that are focused on catalog maintenance require much less observation time due to the fact that they are improving
current OD solutions with more measurements, not developing OD solutions from
scratch. When IOD is the focus of the facility, capturing large amounts of orbital
arc becomes the priority over the number of objects that were observed. For facilities that are trying to balance the quality vs. quantity of orbital passes observed,
the research proposed in this thesis shows a strong threshold for what the limit
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is for the amount of orbital arc seen, and the increased error that results from
lack of orbital arc. Thus, this can be utilized to determine when is good enough
for observations and be factored into schedulers to determined when enough data
has been collected to switch to a new target.
Another application and research opportunity could be for characterizing the
type of object based on the IOD solutions. When looking at the performance
of the CubeSats and Rocket Bodies, they both follow similar trends; however,
the error metrics seemed to operate in different regimes based on the type of
object. It would be interesting to see with a much larger data set if there is a
considerable difference between how large satellites, rocket bodies, CubeSats and
debris IOD results appear, and whether that is a method for characterizing an
unknown object being observed for the first time.

5.1

Future Work

While the results of this research are promising for the performance of different
angles only IOD methods, there are multiple areas in which further research or
data could improve upon the results. Potential ideas for future projects and
recommendations are discussed below.

5.1.1

Larger Data Set

While each orbital pass has a very high density of measurements, there were
only 15 orbital passes spanning 7 different objects to perform analysis on. While
the results of this thesis are promising in showing the trends of the data, there
is not enough orbital passes to develop a statistically significant result. If the
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partnership between Cal Poly and Lockheed Martin continues and allows for
more observations of different objects, a more comprehensive result can be determined. With the code already developed for performing the IOD and analyzing
the performance, a larger data set of CubeSats could easily be incorporated to
the current data set to develop a statistically significant result.
Another data set that would be interesting to observe would include objects
from larger constellations that are becoming more popular with private companies. Planet currently operates over 130 planet scope CubeSats that are all
geometrically the same and point nadir[37]. The SpaceX Starlink constellation,
while larger satellites, also are geometrically similar and number over 540 as of
June 2020[1].

5.1.2

Consecutive Passes

None of the 15 orbital passes had consecutive passes for the same object.
When it came time to predict the secondary pass, the TLE was propagated
forward to the next observation session and was used as a comparison for the
IOD solutions. If there was observational data of back to back orbital passes, the
second pass could be used to determine whether an IOD solution was accurate
since the measurements were already taken. This also allows for comparison
of the orbital elements between two passes, and see how the angles only IOD
methods perform from pass to pass for the same object.
Consecutive orbital passes will also allow for Precise Orbit Determination
(POD), which could utilize a Kalman filter or a batch least squares technique to
greatly reduce the amount of error in the state estimation. These techniques also
allow for the development of a co-variance matrix of the state, which is used di-
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rectly to determine the error ellipse of the state. These metrics are only available
from POD, and could allow for greater analysis. There are more variables that
go into the POD methods, so understanding how the number of measurements,
spacing between measurements, and the number of passes effect the accuracy of
a POD solution is another area of study. This could be used to help observation sites determine the requirements for their data collecting system. Kalman
filters could also be used on the orbit passes due to their high frequency of measurements, so understanding if a Kalman filter could be developed utilizing single
pass data that was more accurate than angles only IOD methods, or if the limited
amount of orbital arc is the limiting factor of a single pass OD solution.
Finally, where in the orbital pass the measurements are taken can be a area
of study. In this thesis, the IOD solution was always found in the middle of
the pass, so the conclusions on the amount of orbital arc needed are based on
that methodology. If measurements are taken closer to the horizon, it would be
interesting to see if the IOD solutions are less accurate, and if there is a larger
amount of orbital arc needed compared to the solutions in the middle of the pass.

5.1.3

Optics Effects

The last recommendation is to look at how different optical instruments effect the accuracy of observation measurements. Optics and the data extraction
pipeline are necessary for converting pixels from an image to usable observation
angles. Since all of the data from this thesis came from the same observation
site using the same optical equipment, there is no way to control for the effects
that the optics and data processing have on the error in the measurements. The
regression equations that were developed in the Results section provide a strong
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correlation between various error metrics, so determining how the optics effect the
regression coefficients to develop a more robust predictor that works for other optical systems outside of Lockheed Martin’s SpOT facility would be another topic
for future research.
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Appendix A
Figures from Other Test Cases

Case 1

Figure A.1: Position Error for Test Case 1
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Figure A.2: Velocity Error for Test Case 1

Figure A.3: Shape Error for Test Case 1
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Figure A.4: Orientation Error for Test Case 1

Figure A.5: Period Error for Test Case 1

97

Figure A.6: Observation Angle Error for Test Case 1

Case 2
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Figure A.7: Position Error for Test Case 2

Figure A.8: Velocity Error for Test Case 2
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Figure A.9: Shape Error for Test Case 2

Figure A.10: Orientation Error for Test Case 2
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Figure A.11: Period Error for Test Case 2

Figure A.12: Observation Angle Error for Test Case 2
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Case 3
Pass Length: 32.9s
None of the angles only IOD methods produced a result.

Case 4

Figure A.13: Position Error for Test Case 4
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Figure A.14: Velocity Error for Test Case 4

Figure A.15: Shape Error for Test Case 4
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Figure A.16: Orientation Error for Test Case 4

Figure A.17: Period Error for Test Case 4
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Figure A.18: Observation Angle Error for Test Case 4

Case 5
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Figure A.19: Position Error for Test Case 5

Figure A.20: Velocity Error for Test Case 5
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Figure A.21: Shape Error for Test Case 5

Figure A.22: Orientation Error for Test Case 5
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Figure A.23: Period Error for Test Case 5

Figure A.24: Observation Angle Error for Test Case 5
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Case 6

Figure A.25: Position Error for Test Case 6
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Figure A.26: Velocity Error for Test Case 6

Figure A.27: Shape Error for Test Case 6
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Figure A.28: Orientation Error for Test Case 6

Figure A.29: Period Error for Test Case 6
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Figure A.30: Observation Angle Error for Test Case 6

Case 7
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Figure A.31: Position Error for Test Case 7

Figure A.32: Velocity Error for Test Case 7
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Figure A.33: Shape Error for Test Case 7

Figure A.34: Orientation Error for Test Case 7
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Figure A.35: Period Error for Test Case 7

Figure A.36: Observation Angle Error for Test Case 7
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Case 8
Pass Length: 24.7s
None of the angles only IOD methods produced a result.

Case 9
Pass Length: 28.7s
None of the angles only IOD methods produced a result.

Case 11

Figure A.37: Position Error for Test Case 11
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Figure A.38: Velocity Error for Test Case 11

Figure A.39: Shape Error for Test Case 11
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Figure A.40: Orientation Error for Test Case 11

Figure A.41: Period Error for Test Case 11
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Figure A.42: Observation Angle Error for Test Case 11

Case 12
Pass Length: 16.4s
None of the angles only IOD methods produced a result.

Case 14
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Figure A.43: Position Error for Test Case 14

Figure A.44: Velocity Error for Test Case 14
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Figure A.45: Shape Error for Test Case 14

Figure A.46: Orientation Error for Test Case 14
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Figure A.47: Period Error for Test Case 14

Figure A.48: Observation Angle Error for Test Case 14
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Case 15
Pass Length: 13.7s
None of the angles only IOD methods produced a result.
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Appendix B
Non-Linear Regression
Coefficients

a
b
c

Exponential
aebx + c
0.187
-0.021
0.054

Inverse Power
a
+ c axb + c
x+b
-1.035 0.0058
-0.151 -0.0037
-1.035 0.0062

Table B.1: Regression Coefficients for Normalized Position Error

Exponential
aebx + c
a
1.143
b
-0.9186
c
0.024

Inverse Power
a
+ c axb + c
x+b
0.3196 0.5624
-0.4827 0.4377
-0.062
0.004

Table B.2: Regression Coefficients for Normalized Velocity Error
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a
b
c

Exponential
aebx + c
8053
-0.531
453

Inverse Power
a
+ c axb + c
x+b
6798
3016
0.7625 -0.4018
-128
-372

Table B.3: Regression Coefficients for Shape Error

a
b
c

Exponential
aebx + c
4240
-0.3669
312

Inverse Power
a
+ c axb + c
x+b
5612
1897
1.228 -0.3414
58
-293

Table B.4: Regression Coefficients for Period Error

125

Appendix C
CubeSat Properties
Information about the physical properties of the 7 different CubeSats in this
study were provided by Gunter’s Space Page[26].

Exocube

Figure C.1: Exocube[26]

NORAD ID
40380

Size Mass
3U 4 kg

Attitude Bus Area
Nadir
300 cm2

Deployable Area
N/A

Table C.1: Exocube Properties[26]
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CanX 7

Figure C.2: CanX 7[26]

NORAD ID
41788

Size Mass
3U 4 kg

Attitude Bus Area
Variable 300 cm2

Deployable Area
4000 cm2

Table C.2: CanX 7 Properties[26]

AlSat 1N

Figure C.3: AlSat 1N[26]

NORAD ID
41789

Size Mass
3U 4 kg

Attitude Bus Area
Nadir
300 cm2

Deployable Area
N/A

Table C.3: AlSat 1N Properties[26]
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OptiCube 4

Figure C.4: OptiCube 4[26]

NORAD ID
41851

Size Mass
2U 3 kg

Attitude
Bus Area
Variable 100 - 200 cm2

Deployable Area
N/A

Table C.4: OptiCube 4 Properties[26]

Asteria

Figure C.5: Asteria[26]

NORAD ID
43020

Size Mass
6U 12 kg

Attitude
Bus Area
Variable 200 - 600 cm2

Table C.5: Asteria Properties[26]
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Deployable Area
1200 cm2

CubeRRT

Figure C.6: CubeRRT[26]

NORAD ID
43546

Size Mass
6U 12 kg

Attitude Bus Area
Nadir
600 cm2

Deployable Area
3600 cm2

Table C.6: CubeRRT Properties[26]

RainCube

Figure C.7: RainCube[26]

NORAD ID
43548

Size Mass
6U 12 kg

Attitude Bus Area
Nadir
600 cm2

Deployable Area
3162 cm2

Table C.7: RainCube Properties[26]
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