Given a random variable X which takes n equiprobable values, we consider several algorithmic questions related to the classical problem of simulating the outcomes of X by using a limited number of biased coins.
Introduction
The problem of simulating the outcomes of a discrete uniform random variable by using ips of a biased coin is one of the oldest problems in the area of randomized algorithms and goes back as far as to von Neumann 17] who rst gave a simple algorithm for generating a sequence of statistically independent and equiprobable bits from a sequence of ips of a coin of unknown bias. Since then the problem has been considered by several researchers, who have studied the generation of uniform random variables under a variety of di erent assumptions 1, 2, 3, 4, 5, 8, 9, 10, 13, 14, 15, 16] . Recently, in the context of random generation of combinatorial structures, Feldman et al. 6 ] pointed out the importance of studying the generation of uniform random variables in short bounded time, as opposed to the more traditional approach of studying their generation in short expected time.
Among several results, they proved that the outcomes of an n{sided fair die, that is, the outcomes of a random variable which takes n equiprobable values, can be simulated in bounded time by using ips of just one type of coin of appropriate rational bias 1 if and only if n is a power of 2 ( 6] , Theorem 2), and that a general n{sided fair die can be always simulated by using two coins of the appropriate bias and at most d2 log ne + 1 coin ips 2 ( 6] , Theorem 1). Our rst result is an improvement of the aforesaid theorem, namely we give an algorithm to generate an n{sided fair die using two biased coins and a total of at most blog nc + dlog(n ? 2 blognc )e + 1 ? maxfi : 2 i divides ng ips. Notice that all the algorithms require coins whose bias depends on n.
We also consider the problem of minimizing the number of di erent coins necessary to generate an n{sided fair die with a minimum average number of coin ips. Recently Itoh 12] considered the following related question: How many coins do we need to generate a fair n{sided die in minimum worst{case time? Here, by minimum worst{case time we obviously mean by using no more than dlog ne coin ips. Itoh proved that B(n) di erent coins su ce, where B(n) represents the number of 1's in the binary representation of n. However, since the algorithm to generate the n{sided fair die from the coin ips is a randomized algorithm, it seems to us more interesting to study the case in which one requires the generation of the die to be done in minimum expected time. The following example will clarify the di erence. Suppose we want to generate a 10{sided fair die, Itoh's algorithm uses 2 coins and is depicted in Figure 1 (a). The strategy represented by the tree of Figure 1 (a) is the following: At the root we ip the coin (1=5; 4=5) and we ip the coin (1=2; 1=2) at each internal node. Each leaf has the label corresponding to the side of the die to be simulated. It is trivial to check that the given tree simulates a 10{sided fair die using dlog 10e = 4 coin ips both in the worst and in the average case.
Consider the tree given in Figure 1 (b). Again we assume that unlabelled internal nodes correspond to ips of the fair coin (1=2; 1=2). It is easy to see that the algorithm depicted in Figure 1 (b) uses 3 coins, that it requires 4 ips in the worst case, but requires 4 ? 6 10 = 3:4 ips on the average, and this is optimal. This di erence in performance becomes critical if one needs to generate long sequences of outcomes of the die, as is often the case. 1 The situation changes radically if one assumes the (unrealistic) availability of coins with irrational biases (see 6], Theorem 3). From this point on, a \coin" means a \rationally biased coin". 2 All logarithms in this paper are to the base 2. We remark that Itoh's method gives an algorithm that requires a minimum average number of ips only if n is a power of 2. We also remark that any algorithm to generate an n-sided fair die requiring a minimum average number of coin ips also requires a minimum worst{case number of coin ips (see the discussion after Corollary 2). On the other hand, if one requires only a bounded average number of coins ips (i.e., nite but not necessarily minimum possible) then one coin always su ces to generate the die, but the generating algorithm may require an unbounded number of coin ips in the worst case (see 16]). The above considerations lead us to consider the following question: How many coins do we need to generate an n{sided fair die in minimum average time (i.e., with a minimum average number of coin ips)? It is the purpose of this paper to also provide an answer to the above question.
Summary of our results. In Section 3 we provide an algorithm to generate an n{sided fair die using only the fair coin and a biased coin in blog nc + dlog(n?2 blognc )e + 1 ?maxfi : 2 i divides ng coin ips in the worst case. The algorithm improves on that given in 6], which requires d2 log ne+1
coin ips in the worst case; moreover, our algorithm uses the minimum possible number of coin ips for n = 2 k + 2 h , for any k > h 0. In Section 4 we consider the question of generating an n{sided fair die in minimum average time.
We provide an upper bound on the number of required coins and in the subsequent Section 4.1 we give evidence that our bound is nearly tight. In Section 5 we deal with the problem of generating arbitrary probability distributions, and we conclude the paper with a few open problems for future research.
Preliminaries
Following 12, 16] we shall represent an algorithm for generating an n{sided fair die by a binary tree in which any internal node is associated with some coin of a given bias.
De nition 1 A coin of bias p is a device which outputs heads with probability p and tails with probability 1 ? p; we denote it by (p; 1 ? p). Clearly, a coin of bias p can be considered to be the same as a coin of bias 1 ? p.
Di erent internal nodes of the tree can have associated coins of di erent biases. The outputs of distinct ips of the coins are assumed to be statistically independent. We also assume that the left branch of an internal node with associated coin c corresponds to the outcome heads of c and that the right branch corresponds to the outcome tails of c. In such a tree each path from the root to a leaf has a sequence of heads and tails associated with it. For each leaf x let us denote by p(x) the probability of the sequence of heads and tails associated with the (unique) path from the root of the tree to the leaf x. We say that a tree (algorithm) T generates an n{sided fair die if the leaves of T can be labelled using n distinct labels`1; : : :;`n in such a way that for each i, with i = 1; : : :; n, the sum of the probabilities of all the leaves with label`i is equal to 1=n.
Given a tree T and a leaf x of T, let`T (x) denote the level of x in T, that is, the length of the path from the root of T to the leaf x. Given an algorithm to generate an n{sided fair die and its associated tree T, the worst{case time of the algorithm is given by the quantity 3 Simulating a die with two coins
In this section we consider the problem of generating an n{sided fair die using only two coins. We rst notice that if n = 2 h for some integer h, then a trivial algorithm to generate the 2 h {sided fair die simply consists in tossing a fair coin h times. Therefore, to avoid trivialities, we assume that n = 2 t m, for some odd integer m > 1. We also observe that in such a case it is su cient to provide an algorithm to generate an m{sided fair die: In fact one can easily obtain a generating algorithm for the case of n = 2 t m by rst ipping the (1=2; 1=2) coin t times and, on any outcome, applying the algorithm to generate an m = n=2 t {sided fair die.
In the following we associate to each outcome corresponding to a sequence of k ips of the fair coin (1=2; 1=2) the integer b whose binary representation is the sequence b 1 : : :b k , where b i = 0 if the outcome of the i{th ip is heads and b i = 1 otherwise, for i = 1; : : :; k. For any integer n let us de ne the function pw(n) as pw(n) = maxfi : 2 i divides ng, and let r(n) = (n ? 2 blognc )=2 pw(n) .
We rst give an algorithm A odd (m) that assumes m be an odd integer. As observed before, the algorithm A(n) for the general case n = 2 t m will easily follow.
Algorithm A odd (m) it generates a fair die with sides 0; : : :; m ? 1] Flip the coin (2 dlogr(m)e =m; 1 ? 2 dlogr(m)e =m) Since m is odd then r(n) = n ? 2 blognc ] If the outcome is tails then ip blog mc times the fair coin (1=2; 1=2) and let b 2 f0; : : :; 2 blogmc ? 1g be the integer associated with the outcome of these ips.
Output b. Theorem 1 For any positive integer n, let r(n) = (n ? 2 blognc )=2
. Algorithm A(n) generates an n{sided fair die using two di erent biased coins with i) 1 + blog nc + dlog(n ? 2 blognc )e ? pw(n) ips in the worst case, ii) 1 + blog nc + 2 pw(n) n dlog r(n)e2 dlogr(n)e ? r(n)(blog nc ? pw(n)) ips in the average case.
Proof: Let n = 2 t m, for t 0 and m odd. Consider rst the case t = 0, that is, n = m. We prove that algorithm A odd (m) generates an m{sided fair die, that is, each outcome i with 0 i m ? 1 is generated with probability 1=m. Notice that pw(m) = 0 and r(m) = m ? 2 blogmc . Let us consider rst (m ? r(m)) i m ? 1. This outcome corresponds to heads in the ip of the (2 dlogr(m)e =m; 1?2 dlogr(m)e =m) coin followed by a sequence of dlog r(m)e ips of the (1=2; 1=2) coin.
Therefore, the outcome i is generated with probability 
We evaluate now the average time of the algorithm. Consider the tree T associated with the algorithm A odd (m). We have to evaluate
, where the sum is taken over all leaves x of T. In T there are 2 blogmc leaves at level blog mc + 1 each having probability (1 ? 2 dlogr(m)e =m)2 ?blogmc ; r(m) leaves at level dlog r(m)e + 1 each having probability 1=m; (2 dlogr(m)e ? r(m))2 blogmc leaves at level blog mc + dlog r(m)e + 1 each having probability 1=(m 2 blogmc ). Therefore, we have Let us now consider the generating algorithm A(n), for the general case of n = 2 t m. A(n)
is obtained by ipping t times the (1=2; 1=2) coin and, on any outcome, applying the algorithm A odd (m). Noticing that r(m) = r(n), by (1) we have that the worst{case time is t + dlog r(m)e + blog mc + 1 = dlog r(n)e + blog nc + 1 = blog nc + 1 + dlog(n ? 2 blognc )e ? pw(n):
In order to evaluate the average time of the algorithm A(n), consider the tree T 0 associated with the algorithm A(n) and the tree T associated with the algorithm A odd (m n dlog r(n)e2 dlogr(n)e ? r(n)(blog nc ? pw(n)) :
2 Corollary 1 For any n = 2 k + 2 h , k > h 0, the algorithm A(n) requires optimal number of coin ips equal to dlog ne.
It is worth pointing out that it is possible to prove that any tree T generating the uniform distribution on n outcomes must have E T] 1 + (1 ? 1=n)blog nc while the generating tree constructed in Theorem 1, which uses only two coins, satis es E T] 1 + (4=3)blog nc.
4 Simulating a die in optimal average time In this section we study the problem of generating an n{sided fair die in the minimum possible average time. Therefore, we are interested in trees generating a fair n{sided die which satisfy the following condition:
1) T has optimal average time, that is, T minimizes the quantity
We shall see in a moment that condition 1) implies that T has optimal worst{case time as well. Let
T n be the class of the trees that generate the n{sided fair die and that satisfy above condition 1).
For any tree T 2 T n let C(T) be the number of di erent coins it uses and let C(n) = min Lemma 1 Any tree in T n has exactly n leaves.
Proof. The proof is by contradiction. Let T 2 T n and let us suppose that T has more than n leaves. This implies that there are at least two leaves of T, say x and y, labelled with the same integer i. Let z be the sibling of y, p be the probability associated with x, q be the probability associated with y, and, w.l.o.g, assume`(y) `(x). Perform the following operation on T: Delete the leaf y, increase the probability of x from p to p + q, and root in the father of z the subtree originally rooted in z. Calling T 0 the resulting tree, T 0 has one leaf less than T. Moreover, it is obvious that T 0 generates the same die as T. These operations are explained pictorially in Figure 2 . 
Therefore, E T] > E T 0 ] contradicting the optimality of the average number of coin ips of T. 2
From the above result we can conclude that all trees in T n have exactly n leaves (this is not necessarily true if we are only interested in minimizing the worst{case time, see Example 1(a)). On the other hand, since any tree in T 2 T n has n leaves and minimum E T] = 1 n P`T (i), we can use classical Information Theory results (see for instance 7], exercise 3.15 ) to obtain the following result Corollary 2 T n coincides with the class of all trees with 2 dlogne ? n leaves at level dlog ne ? 1 and 2n ? 2 dlogne leaves at level dlog ne. This characterization of T n will be used in the rest of the paper. We also notice that the requirement we have made on the trees in T n , namely that they represent algorithms with minimum average time, directly implies that their worst{case time is upper bounded by dlog ne; therefore, the trees in T n represent generating algorithms with optimal worst{case time as well. Corollary 2 also implies that any tree T in T n has E T] = dlog ne ? (2 dlogne ? n)=n.
The following theorem is the main result of this section.
Theorem 2 For any positive integer n C(n) blog nc + 1 ? pw(n);
where pw(n) = maxfi : 2 i divides ng.
Proof. We will prove the theorem by giving an algorithm B(n) that constructs a tree in T n which requires no more than blog nc + 1 ? pw(n) di erent coins to simulate a fair n{sided die. We assume that each side of the die to be simulated is labelled by a (di erent) integer i, 1 i n. Actually, we will describe a general algorithm B(k; j), for each k and j, that simulates the outcomes of a fair die with k sides labelled with the integers j + 1; : : :; j + k. Clearly, B(n) = B(n; 0). Algorithm B(k; j):
If k = 1 then output j + 1;
If k > 1 is even, use at the root the (1=2; 1=2) coin; if the outcome of the coin is heads then apply the algorithm B(k=2; j), if the outcome of the coin is tails then apply the algorithm B(k=2; j + k=2).
If k > 1 is odd, use at the root the ((k?1)=(2k); (k+1)=(2k)) coin; if the outcome of the coin is heads apply B((k?1)=2; j), if the outcome of the coin is tails apply B((k+1)=2; j+(k ?1)=2). Let 2 h?1 < n 2 h for some integer h. We now prove by induction on h that algorithm B(n) = B(n; 0) generates the uniform distribution, that it produces a tree requiring minimum average number of coin tosses, and that it requires at most blog nc + 1 ? pw(n) coins of di erent biases.
We recall that according to Corollary 2, trees requiring minimum average number of coin tosses are trees with n leaves, 2 dlogne ? n of them at level dlog ne ? 1 and 2n ? 2 dlogne at level n. Induction Basis. Let h = 1; 2. The algorithm produces the trees shown in Figure 3 . We have C(2) = C(4) = 1 and C(3) = 2 = 2 ? pw(3). Step. Consider rst the case n even. The algorithm will ip at the root the (1=2; 1=2) coin and use on the two outcomes the algorithms B(n=2; 0) and B(n=2; n=2).
Since 2 h?1 < n 2 h , we have that 2 h?2 < n=2 2 h?1 and we can apply the induction hypothesis to get the correctness of the algorithms B(n=2; 0) and B(n=2; n=2) generating the uniform distribution on n=2 elements. Therefore, we also get that B(n) generates the uniform distribution on n elements. Moreover, by induction hypothesis, the two trees representing B(n=2; 0) and B(n=2; n=2) each have 2 h?1 ?n=2 leaves at level h?2 and n?2 h?1 leaves at level h?1. Therefore, it is immediate to see that the tree representing B(n) is a tree in T n . Using again the inductive hypothesis, we get that the number of di erent coins needed by B(n=2; 0) is at most blog(n=2)c+1?pw(n=2). Observing that B(n=2; n=2) uses the same coins as B(n=2; 0) and noticing that the (1=2; 1=2) coin is also used by the algorithm B(n=2; 0) (actually the (1=2; 1=2) coin is always used by any algorithm) we get that the number of di erent coins used by B(n) is at most blog(n=2)c + 1 ? pw(n=2) = blog nc ? (pw(n) ? 1) = blog nc + 1 ? pw(n):
Let us now consider the case n odd. In such a case B(n) uses the ((n ? 1)=(2n); (n + 1)=(2n)) coin and proceeds using either B((n ? 1)=2; 0) or B((n + 1)=2; (n ? 1)=2). Since 2 h?2 (n ? 1)=2 < (n + 1)=2 2 h?1 we can use the inductive hypothesis and conclude, as in the case n even, that B(n) generates the uniform distribution on n elements by using the minimum average number of coin ips, that is, that the tree representing B(n) satis es the properties of Corollary 2. In order to upper bound the number of di erent coins used by the algorithm B(n) we need to proceed further in the recursion. A similar reasoning allows us to conclude the proof of the theorem when (n ? 1)=2 is even. In this section we show that our algorithm to generate a n-side fair die makes use of the minimum number possible of coins for several values of n. We rst notice that bound (2) is trivially tight for n = 2 h ; less trivial results are proved in the following Theorems 3 and 4. coins, for i = 1; : : :; h;
3) C(2 h ? 2) = h ? 1; 4) C(2 h + 2) = h.
Proof. To prove 1), we recall that our generating trees must satisfy conditions which are more stringent than those in 12]; therefore our generating trees must use a number of coins not smaller than that used by the trees of 12]. Therefore, from Theorem 4.3 of 12] and our Theorem 2 we get 1).
To prove 2) let us note that for each n = 2 i + 1 with i > 0 any algorithm that generates a tree in T n must use at the root the (2 i?1 =(2 i + 1); (2 i?1 + 1)=(2 i + 1)) coin and continue in case of tails with the algorithm for n 0 = 2 i?1 + 1. In fact, if we used a di erent coin at the root, we would necessarily get a tree in which the n leaves would be on at least three di erent levels, contradicting the characterization of T n given in Corollary 2. We prove 3). Theorem 2 shows that C(2 h ?2) h?1. We show now the reverse inequality. The proof is by induction on h. It can be seen that the hypothesis is true for h = 2, that is, C(2) = 1. Consider now h > 2. Any algorithm that generates a tree in T n must use at the root either the (1=2; 1=2) coin or the (2 h?1 =(2 h ? 2); (2 h?1 ? 2)=(2 h ? 2)) coin; otherwise, as observed in the proof of case 2), we would get a tree in which the n leaves are on at least 3 di erent levels.
If the coin used at the root is (1=2; 1=2) then we can use case 1) of this theorem for n = 2 h ? 1 and conclude that the number of coins used by the algorithm is at least C(2 h?1 ? 1) = h.
If the coin used at the root is (2 h?1 =(2 h ? 2); (2 h?1 ? 2)=(2 h ? 2)), we can use the inductive hypothesis to get C(2 h?1 ? 2) h ? 2. In order to prove that C(2 h ? 2) h ? 1 we show now that the (2 h?1 =(2 h ? 2); (2 h?1 ? 2)=(2 h ? 2)) coin is not used by any optimal algorithm for 2 h?1 ? 2. Indeed, to produce a tree with leaves on at most 2 levels, any optimal algorithm for 2 h?1 ? 2 can only proceed for some iterations by using coins of the type for i = 0; : : :; k and for some k < h, and eventually at iteration k + 1 the (1=2; 1=2) coin and then the coins of case 1) of this Lemma applied to n = 2 h?k?2 ? 1, that is, coins of type Proof. Assertion i) follows from ( 6] , Theorem 2).
Consider now ii). Let 2 h?1 < n < 2 h , for some h 2; the proof is by induction on h. It is easy to see that ii) is true for h = 2. Suppose now ii) true for any h 0 < h. Consider n such that 2 h?1 < n < 2 h , and an algorithm for n which has optimal average time, that is, corresponding to a tree in T 2 T n .
Let (n 1 =n; n 2 =n) be the coin used at the root of T and w.l.o.g. suppose n 1 n 2 . From Corollary 2 we have that 2 h?2 n 1 n 2 2 h?1 :
From this, the inductive hypothesis, and i) we get that in order to use only two coins it must hold n 1 2 f2 h?2 ; 3 2 h?3 g and n 2 2 f3 2 h?3 ; 2 h?1 g. We analyze now the four possible cases on the values of n 1 and n 2 .
If n 1 = 2 h?2 and n 2 = 2 h?1 or n 1 = n 2 = 3 2 h?3 , it follows that n = n 1 + n 2 = 3 2 h?2 and ii) holds.
If n 1 = 2 h?2 and n 2 = 3 2 h?3 , then the coin used at the root is (n 1 =n; n 2 =n) = (2=5; 3=5), hence the algorithm would use at least three coins: the coins (2=5; 3=5), (1=2; 1=2), and, by inductive hypothesis on n 2 , the (1=3; 2=3) coin. Hence ii) holds.
If n 1 = 3 2 h?3 and n 2 = 2 h?1 , then the coin used at the root is (n 1 =n; n 2 =n) = (3=7; 4=7), hence the algorithm would use at least three coins: the coins (3=7; 4=7), (1=2; 1=2), and, by inductive hypothesis on n 1 , the (1=3; 2=3) coin. Hence ii) holds.
A similar but longer reasoning can be used to prove iii). In the previous sections we have considered the problem of estimating the minimum number of di erent coins necessary to generate an n{sided fair die with the minimum average number of coin ips. We consider now the analogous problem when one wants to generate an arbitrary probability distribution P = (p 1 ; : : :; p n ) on the set of integers f1; : : :; ng and each p i is a rational number.
We say that a tree T generates the probability distribution P = (p 1 ; : : :; p n ) if each internal node of T can be associated with a coin of given bias and the leaves of T can be associated with the integers f1; : : :; ng in such a way that X x : x is a leaf with label i p(x) = p i ;
for each i = 1; : : :; n. Since we are interested in generating trees requiring minimum average number of coin ips, Lemma 1 applies and we can restrict our attention to trees with exactly n leaves. For any tree T generating P = (p 1 ; : : :; p n ) let C(T; P) be the number of coins of di erent biases it uses.
Moreover, let T n;P = fT : T generates P and
In this section we study the quantity C(n; P) = min T2T n;P C(T; P) that will denote the minimum possible number of di erent coins required by any algorithm generating P = (p 1 ; : : :; p n ) with minimum average number of coin ips. It is clear that for any P with n components it holds that 1 C(n; P) n ? 1. In fact any tree in T n;P has n leaves and n?1 internal nodes, since each internal node corresponds to at most one di erent coin, we have the claim. We want to show that in this general setting one cannot say much more. We have indeed the following result.
Theorem 5 For any n and k, with 1 k n ? 1, there exists a probability distribution P k n = (p k 1 ; : : :; p k n ) such that C(n; P k n ) = k. Proof. For each n and k 1 we consider the probability distribution P k n = (p k Notice that we de ne the distribution P k n even when k > n ? 1. Consider the following algorithm to generate P k n :
Algorithm A(P k n ) If n = 1 then output 1; If n k + 1 use at the root the (1=2; 1=2) coin; if the outcome of the coin is heads then output n else apply the algorithm A(P k n?1 );
If 1 < n k use at the root the coin (2 n?1 =(2 n ? 1); (2 n?1 ? 1)=(2 n ? 1));
if the outcome of the coin is heads then output n else apply the algorithm A(P k n?1 ).
It is easy to see that the algorithm correctly generates P k n by using the coins and, in case k n ? 1, using also the (1=2; 1=2) coin. Moreover, the tree representing the above algorithm corresponds to a tree T k n which is a Hu mann tree 11] for the probability distribution 
Therefore, for each k n ?1 the algorithm uses k di erent coins to generate P k n with the minimum average number of coin ips. In order to complete the proof of the theorem, we show that no other tree can generate P k n with optimal average number of coin ips.
By noticing that for any k one has E T k n ] = 1 for n = 1; 2 and E T k n ] = p k n +(1?p k n )(1+E T k n?1 ]) = Improving on 6] we have proved that an n{sided fair die can be simulated with two coins and at most blog nc + dlog(n ? 2 blognc )e + 1 ? maxfi : 2 i divides ng coin ips. This result is optimal for n = 2 k + 2 h , for any k > h 0, and is almost optimal when either n is close to 2 blognc or when dlog(n ? 2 blognc )e maxfi : 2 i divides ng. It would be very interesting to determine the exact number of coin ips required to simulate an n{sided fair die with only two biased coins. In particular, to provide lower bounds better than the information theoretic one, if such a lower bound exists, seems rather di cult. In this paper we have also considered the following question: How many coins do we need to generate an n{sided fair die with a minimum average number of coin ips? We have provided an upper bound on the number of di erent coins in Theorem 2. In view of Theorems 3 and 4 one might be tempted to conjecture that the upper bound given in Theorem 2 is tight. Unfortunately, this is not the case. We have run a computer program to compute C(n), for n 81. We found that the upper bound (2) is tight in all but three cases, namely n = 45; 49; 81. More precisely, we have found C(45) = C(49) = C(81) = 5, while bound (2) gives only C(45) 6; C(49) 6; C(81) 7 . Moreover, from this one easily gets C(n 2 k ) 5, for n 2 f45; 49; 81g and for any k 0, while formula (2) gives only C(45 2 k ) 6, C(49 2 k ) 6, C(81 2 k ) 7. However, we have been not able to nd any sequence of numbers fn k g for which lim k!1 ((blog n k c+1?pw(n k ))?C(n k )) = 1, and we are now rather skeptical of whether such such a sequence exists. It would be interesting to provide such a sequence or, in the contrary case, to prove that there exists a constant K such that blog nc + 1 ? pw(n) ? C(n) K for all n.
