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ABSTRACT
TIME-OF-ARRIVAL ESTIMATION IN
OFDM-BASED COGNITIVE RADIO SYSTEMS
Yasir Karıs¸an
M.S. in Electrical and Electronics Engineering
Supervisor: Assist. Prof. Dr. Sinan Gezici
July 2010
Cognitive radio (CR) systems can efficiently utilize the radio spectrum due to
their ability to sense environmental conditions and adapt their communications
parameters (such as power, carrier frequency, and modulation) so as to enable
dynamic reuse of the available spectrum. In this thesis, theoretical limits on
time-of-arrival (TOA) estimation are derived for CR systems in the presence of
interference. Specifically, closed form expressions are obtained for Cramer-Rao
bounds (CRBs) on TOA estimation in orthogonal frequency division multiplex-
ing (OFDM) based CR systems in various scenarios. Based on the CRB ex-
pressions, an optimal power allocation strategy that provides the best possible
TOA estimation accuracy is proposed. This strategy considers the constraints
imposed by regulatory emission mask and the sensed interference spectrum. The
maximum likelihood (ML) TOA estimator is derived for an OFDM-based sig-
nalling scheme, and its performance is investigated against the theoretical limits
offered by the CRB expressions. In addition, numerical results for the CRBs
and ML TOA estimator are obtained and the effects of the optimal power al-
location strategy on the accuracy of ML TOA estimator are examined in the
absence/presence of interference. The use of optimal power allocation strategy
iii
instead of the conventional power assignment scheme is demonstrated to provide
significant gains in terms of the TOA estimation accuracy. Analysis of the per-
formance sensitivity of the optimal power allocation strategy to the uncertainty
in spectrum estimation is performed, and the performance of optimal power al-
location is observed to be consistently superior to that of the uniform power
allocation even for substantially high values of spectral estimation errors.
Keywords: Time-of-Arrival (TOA) Estimation, Ranging, Cognitive Radio (CR),
Interference, Orthogonal Frequency Divison Multiplexing (OFDM), Cramer-Rao
Bound (CRB).
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O¨ZET
DI˙KGEN FREKANS BO¨LMELI˙ C¸OG˘ULLAMAYA DAYALI
AKILLI RADYO SI˙STEMLERI˙NDE VARIS¸ ZAMANI
KESTI˙RI˙MI˙
Yasir Karıs¸an
Elektrik ve Elektronik Mu¨hendislig˘i Bo¨lu¨mu¨ Yu¨ksek Lisans
Tez Yo¨neticisi: Yrd. Doc¸. Dr. Sinan Gezici
Temmuz 2010
Akıllı radyo sistemleri, c¸evresel kos¸ulları algılayabilme ve mevcut spektrumun di-
namik olarak yeniden kullanımının sag˘lanması ic¸in gu¨c¸, tas¸ıyıcı frekans, kipleme
gibi haberles¸me parametrelerini adapte edebilme yetenekleri sayesinde radyo
spektrumundan verimli bir s¸ekilde faydalanabilmektedir. Bu tezde, ic¸erisinde
giris¸im barındıran akıllı radyo sistemlerinin varıs¸ zamanı (TOA) kestirimi
u¨zerindeki teorik limitler tu¨retilmektedir. O¨zellikle dikgen frekans bo¨lmeli
c¸og˘ullamayı (OFDM) temel alan akıllı radyo sistemlerinde c¸es¸itli senaryolar
altında varıs¸ zamanı kestirimi u¨zerindeki Cramer-Rao sınırları (CRBs) ic¸in ka-
palı formda ifadeler elde edilmektedir. Cramer-Rao sınırlarını belirten ifadelere
dayanılarak, mu¨mku¨n olan en iyi varıs¸ zamanı kestirimi dog˘rulug˘u sag˘layan en
iyi gu¨c¸ atama stratejisi o¨nerilmektedir. Bu strateji du¨zenleyici yayım maskesi ve
algılanan giris¸im spektrumu tarafından dayatılan kısıtlamaları go¨z o¨nu¨nde bu-
lundurmaktadır. Dikgen frekans bo¨lmeli c¸og˘ullamaya dayalı sinyalizasyon planı
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ic¸in maksimum olabilirlik (ML) kestiricisi tu¨retilmekte, ve bu kestiricinin per-
formansı Cramer-Rao sınırlarını belirten ifadeler tarafından o¨nerilen teorik lim-
itlere kars¸ı incelenmektedir. Ek olarak, Cramer-Rao sınırları ve maksimum ola-
bilirlik varıs¸ zamanı kestiricisi ic¸in sayısal sonuc¸lar elde edilmekte ve en iyi gu¨c¸
atama stratejisinin maksimum olabilirlik varıs¸ zamanı kestiricisinin dog˘rulug˘u
u¨zerindeki etkileri giris¸im yoklug˘unda ve varlıg˘ında incelenmektedir. Geleneksel
es¸it dag˘ılımlı gu¨c¸ atama planı yerine, en iyi gu¨c¸ atama stratejisi kullanımının
varıs¸ zamanı kestiriminin dog˘rulug˘u ac¸ısından o¨nemli kazanc¸lar sag˘ladıg˘ı ispat-
lanmaktadır. En iyi gu¨c¸ atama stratejisinin performansının spektrum kestirimin-
deki belirsizlig˘e kars¸ı olan duyarlılıg˘ının analizi gerc¸ekles¸tirilmekte ve en iyi gu¨c¸
atama stratejisinin performansının geleneksel es¸it dag˘ılımlı gu¨c¸ atama planının
performansından oldukc¸a yu¨ksek spektrum kestirimi hataları ic¸in bile tutarlı bir
s¸ekilde daha u¨stu¨n oldug˘u go¨zlenmektedir.
Anahtar Kelimeler: Varıs¸ Zamanı Kestirimi, Uzaklık O¨lc¸u¨mu¨, Akıllı Radyo,
Giris¸im, Dikgen Frekans Bo¨lmeli C¸og˘ullama, Cramer-Rao Sınırı.
vi
ACKNOWLEDGMENTS
I would like to thank my supervisor Assist. Prof. Dr. Sinan Gezici for his
invaluable guidance and support throughout my graduate education and thesis
research. I do feel myself very lucky that I had an opportunity to work with such
an exceedingly understanding and helpful supervisor. I would also like to thank
Professors Orhan Arıkan and I˙brahim Ko¨rpeg˘lu for being members of my thesis
defense committee.
I would also like to thank my family and friends for their endless support and
encouragement throughout my graduate study.
Finally, I would like to thank TU¨BI˙TAK BI˙DEB for its financial support.
vii
Contents
1 Introduction 1
1.1 Motivation and Related Work . . . . . . . . . . . . . . . . . . . . 1
1.2 Contributions of the Thesis . . . . . . . . . . . . . . . . . . . . . 4
1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 CRBs on Time-of-Arrival Estimation in OFDM-Based CR
Systems 6
2.1 Signal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 CRBs on TOA Estimation in the Presence of Interference . . . . . 8
2.2.1 Joint Bounding . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1.1 Disjoint Spectra . . . . . . . . . . . . . . . . . . 11
2.2.1.2 Slowly Varying Disturbance Power Spectral Density 12
2.2.2 Conditional Bounding . . . . . . . . . . . . . . . . . . . . 13
2.2.2.1 Disjoint Spectra and Slowly Varying Disturbance
Power Spectral Density . . . . . . . . . . . . . . 13
viii
2.3 Optimal Weights . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Performance Evaluation and Numerical Examples 16
3.1 ML TOA Estimation Algorithm . . . . . . . . . . . . . . . . . . . 17
3.1.1 Disjoint Spectra . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Slowly Varying Disturbance Power Spectral Density . . . . 20
3.2 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 Gaussian Pulse . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.2 Sinc Pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Conclusions and Future Work 41
APPENDIX 43
A Proofs and Derivations 43
A.1 Log-likelihood function in (2.7) . . . . . . . . . . . . . . . . . . . 43
A.2 Log-likelihood function in (2.10) . . . . . . . . . . . . . . . . . . . 44
A.3 Elements of FIM in (2.13) . . . . . . . . . . . . . . . . . . . . . . 46
A.4 CRB in (2.25) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
A.5 λk in (2.30) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
A.6 Proof of Proposition 1 . . . . . . . . . . . . . . . . . . . . . . . . 52
A.6.1 Case (a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
ix
A.6.2 Case (b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Bibliography 56
x
List of Figures
3.1
√
CRB versus SNR for optimal and conventional algorithm in the
absence of interference. . . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 (a) Channel amplitudes versus subcarrier index. (b) Optimal
weights versus subcarrier index. . . . . . . . . . . . . . . . . . . . 23
3.3
√
CRB versus SNR for the optimal and conventional (uniform) al-
gorithm in the presence of interference with a flat spectral density
in the interval 33 ≤ k ≤ 96. . . . . . . . . . . . . . . . . . . . . . 24
3.4
√
CRB versus SNR for the optimal and conventional (uniform) al-
gorithm in the presence of interference with a flat spectral density
in the interval 49 ≤ k ≤ 80. . . . . . . . . . . . . . . . . . . . . . 25
3.5 (a) Spectrum of the interference. (b) Subcarrier coefficient λk
versus subcarrier index k. (c) Subcarrier weights versus subcarrier
index for the optimal algorithm that uses only the interference-
free subcarriers (interference avoidance). (d) Subcarrier weights
versus subcarrier index for the optimal algorithm that uses all the
subcarriers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6
√
CRB versus Ep/N0 for optimal and conventional (uniform) al-
gorithm in the absence of interference. . . . . . . . . . . . . . . . 27
xi
3.7 (a) Channel amplitudes versus subcarrier index. (b) Optimal
weights versus subcarrier index. . . . . . . . . . . . . . . . . . . . 28
3.8 RMSE versus Ep/N0 for the practical TOA estimation algorithms
based on optimal and uniform weight assignments. Also, the
CRBs are illustrated for both cases. No interference is assumed in
this scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.9 RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral den-
sity in the interval 23 ≤ k ≤ 106. In this scenario, the subcarriers
with interference are not used (interference avoidance). . . . . . . 30
3.10 RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral den-
sity in the interval 23 ≤ k ≤ 106. In this scenario, the subcarriers
with interference are also used. . . . . . . . . . . . . . . . . . . . 32
3.11 (a) Spectrum of the interference. (b) Subcarrier coefficient λk
versus subcarrier index k. (c) Subcarrier weights versus subcarrier
index for the optimal algorithm that uses only the interference-
free subcarriers (interference avoidance). (d) Subcarrier weights
versus subcarrier index for the optimal algorithm that uses all the
subcarriers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.12 RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral den-
sity of 4N0 in the interval 49 ≤ k ≤ 80. In this scenario, the
subcarriers with interference are not used (interference avoidance). 34
xii
3.13 RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral den-
sity of 4N0 in the interval 49 ≤ k ≤ 80. In this scenario, the
subcarriers with interference are also used. . . . . . . . . . . . . . 35
3.14 (a) Spectrum of the interference. (b) Subcarrier coefficient λk
versus subcarrier index k. (c) Subcarrier weights versus subcarrier
index for the optimal algorithm that uses only the interference-
free subcarriers (interference avoidance). (d) Subcarrier weights
versus subcarrier index for the optimal algorithm that uses all the
subcarriers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.15 RMSE versus SIR (defined as Ep/NI) for the optimal and conven-
tional (uniform) algorithms in the presence of interference in the
interval 49 ≤ k ≤ 80, where Ep/N0 = 20 dB. In this scenario, the
subcarriers with interference are not used (interference avoidance). 38
3.16 RMSE versus SIR (defined as Ep/NI) for the optimal and conven-
tional (uniform) algorithms in the presence of interference in the
interval 49 ≤ k ≤ 80, where Ep/N0 = 20 dB. In this scenario, the
subcarriers with interference are also used. . . . . . . . . . . . . . 39
xiii
List of Tables
3.1 RMSE (in meters) versus spectrum estimation error variance, σ2e . 40
xiv
Dedicated to my mother
Chapter 1
Introduction
1.1 Motivation and Related Work
Cognitive radio (CR) is an emerging paradigm that provides efficient and
flexible usage of the radio spectrum in the presence of coexisting heterogeneous
technologies such as communication and positioning systems [1]-[7]. The main
idea behind CR is that a terminal can sense the environment and adapt its fea-
tures (such as power, carrier frequency, and modulation) so as to enable dynamic
reuse of the available spectrum [2]. Recent spectrum measurement campaigns
in the United States [8] and Europe [9] indicate that the spectrum resources are
under-utilized. Hence, opportunistic use of frequency bands is highly desirable
[10].
An important feature of CR systems is location and environment awareness
[11]-[18]. A CR device needs to be aware of its location and environment in order
to perform adaptation of its system parameters and to facilitate opportunistic
spectrum utilization. In addition, the location awareness feature of CRs can
be used in system optimization, such as location-assisted spectrum management,
handover, routing, dynamic channel allocation and power control [7], [18]. In [11],
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[15], and [16], the conceptual models for location and environmental awareness
engines and cycles are proposed for CR systems. Also, reference [17] investi-
gates an engine for CR systems via topology information characterization. The
cognitive radar concept introduced in [13] can be considered as a mechanism for
environmental sensing.
Due to importance of location awareness, a CR device needs to obtain
accurate information about its position [11], [12]. A common technique for
location determination is based on time-of-arrival (TOA) or range estimation
[19]-[22]. CR devices can estimate their locations based on TOA measurements
of signals traveling between them.
Since a CR system operates in an environment where the spectrum is
utilized in a dynamic manner, the range/TOA estimation problem becomes more
challenging than that in conventional systems. In [23], the theoretical limits on
range estimation are studied for dispersed spectrum CR systems. A receiver
with multiple branches is considered, where each branch processes a narrow-
band signal at a different center frequency. The Cramer-Rao bounds (CRBs)
on range estimation are obtained. In [10] the same problem is considered and
practical two-step range estimation algorithms are proposed. It is observed that
the frequency diversity in the system can be utilized for range estimation.
Unlike references [10] and [23], where a number of narrowband signals at
different center frequencies are considered, the waveform transmitted by a CR
system can also be modeled as a single orthogonal frequency division multiplexing
(OFDM) signal [24]-[26]. Correspondingly, the coefficients of the subcarriers can
be adjusted in various ways so as to provide spectrum agility, capacity improve-
ment, or range accuracy enhancement [27].
The present thesis assumes OFDM signalling and investigates the theoretical
limits on CR range estimation. As CR devices need to operate in the presence
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of interference, the effects of interference are also considered. Thus, our study
[28] derives CRB expressions for range estimation in the presence of interference.
Although [29] deals with a related issue and focuses on the problem of sampling
clock frequency mismatch between a transmitter and a receiver in an OFDM
system, the CRB expressions obtained in that study are concerned with the esti-
mation of clock frequency offset between the transmitter and the receiver, and it
is assumed that no interference exists in the system. In addition, in our study, an
optimal power allocation strategy is proposed for minimizing the CRB on time
delay estimation under practical constraints (such as the regulatory limits on
the transmission power spectral density), and a maximum likelihood (ML) TOA
estimation algorithm is investigated in order to assess the effects of the optimal
power allocation algorithm in practical systems. Numerical results and simula-
tion examples are provided to compare conventional and optimal power allocation
strategies. Channel delay estimation is also addressed in [30] in the context of
multiple-input multiple-output OFDM systems. The resulting algorithms, how-
ever, are more complex than those discussed in the present thesis because the
main concern in [30] is to separate signals arriving from different transmitting
antennas.
In principle, the problem studied in this thesis can be regarded as a pure esti-
mation problem. However, the CR framework seems to be more appropriate due
to the following reasons. First, it is assumed that knowledge of the interference
spectrum has to be acquired by the system, which implies the presence of a spec-
trum sensing unit that is typical of CR systems [4], [11]. Also, feedback from
receiver to transmitter is needed in practice to allow the transmitter to learn the
channel characteristics and adapt its parameters accordingly, which is again a
common feature of CR systems [7]. In short, sensing, awareness, learning, and
adaptation features of CR systems are assumed in this thesis [4], [11].
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1.2 Contributions of the Thesis
The main contributions of this thesis can be summarized as follows:
• A closed-form expression of the CRB is obtained for range estimation in
OFDM-based CR systems in the presence of interference.
• An optimal power allocation (or, spectrum shaping) strategy that offers
the best possible TOA estimation accuracy is proposed based on CRB
expressions.
• The ML TOA estimator is derived for OFDM-based signalling scheme and
its performance is investigated against the theoretical limits
• The use of optimal optimal power allocation strategy instead of the con-
ventional uniform power assignment scheme is demonstrated to bring in
significant gains in terms of TOA estimation accuracy in some practical
scenarios.
• Analysis of the performance sensitivity of the optimal power allocation
strategy to the uncertainty in spectrum estimation is performed, and
the performance of optimal power allocation is shown to be consistently
superior to that of the uniform allocation even for substantially high values
of spectral estimation errors.
1.3 Thesis Organization
The remainder of the thesis is organized as follows. In Chapter 2, an
OFDM-based signal model is introduced for CR systems. Various CRBs for
TOA estimation are derived in the presence of interference due, for example, to
the existence of one or more communication systems sharing the same spectrum.
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The CRB expressions are then exploited to formulate the optimal power allo-
cation scheme (i.e., the transmitted signal spectrum shape) that maximizes the
range estimation accuracy under constraints coming both from the regulatory
transmitted signal spectrum mask and the sensed interference spectrum.
In Chapter 3, the ML TOA estimator is derived for OFDM-based signalling
scheme introduced in Chapter 2, and its performance is analyzed against the the-
oretical limits offered by the CRB expressions presented in Chapter 2. Numerical
results for the CRBs are obtained and the effects of the optimal weight selection
on the accuracy of ML TOA estimator are investigated in the absence/presence of
interference. Also, analysis results for the performance sensitivity of the optimal
power allocation scheme to the spectrum estimation errors are presented.
In Chapter 4, the thesis is brought to a conclusion with a brief overview of
the research findings presented so far, and the possible future research topics are
discussed.
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Chapter 2
CRBs on Time-of-Arrival
Estimation in OFDM-Based CR
Systems
This chapter is organized as follows. In Section 2.1, an OFDM-based signal model
is introduced for CR systems. In Section 2.2, various CRBs for TOA estimation
are derived for the OFDM-based signalling scheme in the presence of interference.
Finally, in Section 2.3 , the CRB expressions are exploited to formulate the
optimal power allocation strategy that maximizes the TOA estimation accuracy
under the constraints imposed by the regulatory transmitted signal spectrum
mask and the sensed interference spectrum.
2.1 Signal Model
Thanks to their flexibility in utilizing the radio spectrum, multicarrier signals
are commonly employed in CR systems [24]. In this thesis, a signalling scheme
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of this type is adopted and the transmitted baseband signal is modeled as
s(t) =
K∑
k=1
√
wk p(t) e
 2pifkt , (2.1)
over the symbol interval [−Ts/2, Ts/2]. In this equation, fk = (k − K/2)∆ is
the kth subcarrier frequency shift with respect to the center frequency, ∆ is
the subcarrier spacing, and p(t) is a pulse with duration Ts and energy Ep. A
guard interval between symbols is assumed to be inserted to avoid inter-symbol
interference at the receiver. The weights wk ≥ 0 enable spectrum shaping and
Pt =
Ep
Ts
K∑
k=1
wk (2.2)
represents the power of the baseband signal. The corresponding passband RF
power is Ep
2Ts
∑K
k=1 wk. In practice, the weights wk are limited by peak power
constraints, as it is detailed in Section 2.3 when investigating the optimal signal
spectrum minimizing the CRBs on range estimation.
Assuming that ∆ is small compared to the channel coherence bandwidth, the
baseband received signal corresponding to (2.1) is
r(t) ∼= sr(t− τ) + z(t) , (2.3)
with
sr(t) =
K∑
k=1
αk
√
wk p(t) e
 2pifkt , (2.4)
where τ is the propagation delay, αk = ake
 φk denotes the complex channel
coefficient at frequency fk and z(t) is the total disturbance due to thermal noise
and interference. In particular, z(t) is the sum of two terms, say zN(t) and zI(t),
where zN(t) is complex additive white Gaussian noise (AWGN) with spectral
density N0 for each component, and zI(t) is a stationary interference term with
power spectral density SI(f) for each component. Thus, the power spectral
density of each component of z(t) is Sz(f) = N0 + SI(f). The interference is
modeled as a zero-mean complex Gaussian process. Considering a CR framework,
it is assumed that SI(f) is known at the receiver [1]-[3].
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It should be noted that the received signal model in (2.3)-(2.4) applies to
a multipath channel, and the propagation delay τ represents the delay of the
shortest path. For example, with line-of-sight propagation, τ coincides with
the delay of the direct path, and under such conditions, τ is related to the range
(distance) between the transmitter and the receiver. Based on a number of range
estimates, between a device and a number of reference devices, the position of a
device can be estimated [20].
2.2 CRBs on TOA Estimation in the Presence
of Interference
In this section we consider the best achievable accuracy in estimating the TOA
parameter τ from the observation of r(t). The observation interval is assumed to
be sufficiently long so as to comprise the whole received signal notwithstanding
the a priori uncertainty on the actual value of τ . It is further assumed that
information on the interference spectral density SI(f) is available from the spec-
trum awareness engine of CR [11], [12]. The Fourier transform F {sr(t− τ)} of
sr(t− τ) in (2.4) is
Sr(f,θ) =
∞∫
−∞
sr(t− τ) e− 2pift dt =
K∑
k=1
αk
√
wk P (f − fk) e− 2pifτ , (2.5)
where P (f) is the Fourier transform of p(t), and θ , [τ a1 · · · aK φ1 · · ·φK ] is
a vector collecting all the channel parameters. In computing the CRB for the
estimation of τ , two different approaches can be adopted. In one case, called
joint bounding, the estimation process concerns all the components of θ and a
bound is derived for each of them. In the other case, the focus is on τ alone and
the other components of θ are regarded as known parameters. This is referred
to as conditional bounding [32].
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2.2.1 Joint Bounding
As the disturbance z(t) is colored, we assume without loss of generality that the
received signal is first passed though a whitening filter with a frequency response
[33]
|H(f)|2 = 1
Sz(f)
· (2.6)
Accordingly, the log-likelihood function can be written as 1
ln Λ(θ˜) = <

∞∫
−∞
x(t)u∗(t, θ˜)dt
− 12
∞∫
−∞
∣∣∣u(t, θ˜)∣∣∣2 dt (2.7)
where θ˜ is a possible value of θ, x(t) = r(t) ⊗ h(t) is the convolution of the
received waveform r(t) with the impulse response of the whitening filter h(t),
u(t, θ˜) = s˜r(t− τ˜)⊗ h(t), and
s˜r(t) =
K∑
k=1
α˜k
√
wk p(t) e
 2pifkt. (2.8)
Derivation of (2.7) be found in Appendix A.1.
Equivalently, the whitening operation can be performed by correlating r(t)
with a pulse g(t, θ˜) with the following Fourier transform [33]
G(f, θ˜) ∝ S˜r(f, θ˜)/Sz(f) (2.9)
where S˜r(f, θ˜) = F {s˜r(t− τ˜)} and the log-likelihood function is obtained as
[33]
ln Λ(θ˜) = <

∞∫
−∞
r(t) g∗(t, θ˜)dt
− 12
∞∫
−∞
s˜r(t− τ˜) g∗(t, θ˜)dt. (2.10)
Derivation of (2.9) and (2.10) can be found in Appendix A.2.
The CRB for TOA estimation is computed as
Var (τˆ) ≥ [J−1]
1,1
= CRB , (2.11)
1<{x} and ={x} denote the real and the imaginary parts of x, respectively.
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where J is the Fisher information matrix (FIM) with elements [33]
[J ]m,n = <

∞∫
−∞
∂S˜∗r (f,θ)
∂θ˜m
S−1z (f)
∂S˜r(f,θ)
∂θ˜n
df
 . (2.12)
In (2.12), θ˜n is the nth element of θ˜, and with a slight abuse of notation,
∂S˜r(f,θ)/∂θ˜n denotes the partial derivative of S˜r(f,θ) with respect to θ˜n com-
puted for θ = θ˜.
After some manipulations from (2.5) and (2.12) it is found that 2
J =

Jττ Jτa Jτφ
JTτa Jaa Jaφ
JTτφ J
T
aφ Jφφ
 (2.13)
where the elements of J are as expressed in Appendix A.3.
Inspection of (2.13) reveals that the FIM can be put into the form of
J =
Jττ B
BT C
 , (2.14)
with
B ,
[
Jτa Jτφ
]
, (2.15)
and
C ,
Jaa Jaφ
JTaφ Jφφ
 . (2.16)
Thus, substituting (2.14) into (2.11), and assuming invertibility of C yields
CRB =
(
Jττ −BC−1BT
)−1
(2.17)
Equation (2.17) takes simpler forms in the following special cases. So far in
the discussion, a˜k, φ˜k, and τ˜ have been used to represent possible values of the
channel parameters ak, φk, and τ . From now on, they will be replaced by ak, φk,
and τ for the sake of notational simplicity.
2AT is the transpose of A.
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2.2.1.1 Disjoint Spectra
If |P (f)| is approximately zero outside −∆/2 ≤ f ≤ ∆/2, from (A.17) we have
ym,n(i) = 0 for m 6= n and (A.18)–(A.23) become
Jττ = 4pi
2
K∑
k=1
|αk|2 wk ηk(2) , (2.18)
Jτa = 0 , (2.19)
[Jτφ]m = −2pi wm |αm|2 ηm(1) , (2.20)
Jaa = diag {w1 η1(0), w2 η2(0), . . . , wK ηK(0)} , (2.21)
Jaφ = 0 , (2.22)
Jφφ = diag
{
w1 |α1|2 η1(0), w2 |α2|2 η2(0), . . . , wK |αK |2 ηK(0)
}
, (2.23)
with
ηk(i) ,
∞∫
−∞
f iS−1z (f) |P (f − fk)|2 df , i = 0, 1, 2 . (2.24)
Thus, substituting (2.18)–(2.23) into (2.17) yields
CRB =
(
Jττ − JτφJ−1φφJTτφ
)−1
=
(
K∑
k=1
wk λk
)−1
, (2.25)
with
λk , 4pi2 |αk|2
(
ηk(2)− η
2
k(1)
ηk(0)
)
. (2.26)
We see that the contribution of each subcarrier to the CRB is determined
by the corresponding weight wk, the squared channel gain |αk|2, the spectrum of
pulse p(t), and the power spectral density SI(f) of the interference around fk.
Derivation of (2.25) can be found in Appendix A.4.
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2.2.1.2 Slowly Varying Sz(f)
The coefficient λk in (2.26) can be further simplified assuming Sz(f) ∼= Sz(fk) =
N0 + SI(fk) for |f − fk| ≤ ∆/2 ∀k. Correspondingly (2.24) becomes
ηk(i) ∼= 1
Sz(fk)
∞∫
−∞
f i |P (f − fk)|2 df
=
1
Sz(fk)
∞∫
−∞
(f + fk)
i |P (f)|2 df.
(2.27)
Then, defining
βi ,
1
Ep
∞∫
−∞
f i |P (f)|2 df i = 0, 1, 2 (2.28)
and bearing in mind that
∞∫
−∞
|P (f)|2 df = Ep, (2.29)
we obtain
λk =
4pi2Ep |αk|2 (β2 − β21)
N0 + SI(fk)
, (2.30)
which results from the substitution of (2.27)–(2.29) into (2.26). Derivation of
(2.30) can be found in Appendix A.5.
The physical meanings of β2 and β1 are as follows: From (2.28) we recognize
that the former gives the mean-squared bandwidth of p(t) while the latter rep-
resents the skewness of the spectrum |P (f)|2. Note that if p(t) is real valued
|P (f)| is an even function and β1 is zero.
Equation (2.30) indicates that the contribution of the kth subcarrier is pro-
portional to |αk|2 /(N0 + SI(fk)). Thus, λk gets larger and the CRB reduces
as the channel gain increases and/or the interference spectral density around fk
decreases.
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2.2.2 Conditional Bounding
Assuming that the components of θ are all known except for τ , the CRB for
TOA estimation can be derived from (2.11)–(2.12) by considering the estimation
of a single parameter. As a result we get
CRB =
∞∫
−∞
1
Sz(f)
∣∣∣∣∣∂S˜r(f,θ)∂θ˜n
∣∣∣∣∣
2
df = [Jττ ]
−1 , (2.31)
where Jττ is still as in (A.18). Comparison with (2.25) reveals that the conditional
bound is equal to or less than the joint bound. This is intuitively clear because
precise information on parameters [a1 · · · aK φ1 · · ·φK ] is assumed to be available
in (2.31).
2.2.2.1 Disjoint Spectra and Slowly Varying Sz(f)
In this case, Jττ and ηk(2) are given by (2.18) and (A.36), respectively. Thus,
the CRB takes the same form as in the joint bounding case (cf. (2.25)):
CRB = [Jττ ]
−1 =
(
K∑
k=1
wk λ¯k
)−1
, (2.32)
with
λ¯k ,
4pi2Ep |αk|2 (β2 + 2fkβ1 + f 2k )
N0 + SI(fk)
. (2.33)
Note that the difference
λ¯k − λk = 4pi
2Ep |αk|2 (β2 + 2fkβ1 + f 2k )
N0 + SI(fk)
− 4pi
2Ep |αk|2 (β2 − β21)
N0 + SI(fk)
=
4pi2Ep |αk|2 (β1 + fk)2
N0 + SI(fk)
(2.34)
is non-negative so that λ¯k ≥ λk. This agrees with our intuition that conditional
bounding gives a lower CRB than joint bounding.
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2.3 Optimal Weights
Now we concentrate on the weight assignment that minimizes the CRB. The op-
timal weights must satisfy constraints on the emitted signal spectrum imposed by
regulatory masks (for example, the FCC mask for ultra-wide bandwidth signals
[36]). Let B(f) denote the equivalent baseband version of the power spectral
density mask. Then, defining w , (w1, w2, · · · , wk)T and λ , (λ1, λ2, · · · , λK)
(cf. (2.25) and (2.32)), the optimal weights are found as the solution of the
following optimization problem:
maximize
w
λTw (2.35)
subject to
1Tw ≤ 1 (2.36)
w  0 (2.37)
w  b (2.38)
where x  y means that each element of x is smaller than or equal to the
corresponding element of y, 1 is the vector of all ones, b , [b1 b2 · · · bK ]T ,
and bk , B(fk)∆/Pt is the normalized emission power constraint on the kth
subcarrier.
This is a classical linear programming problem and its solution is obtained in
closed-form as indicated in the following proposition.
Proposition 1: Without loss of generality, assume that the λk’s are in a
decreasing order 3, i.e., λ1 > λ2 > · · · > λK. Then, the optimal weights are
recursively computed as
w
(opt)
i = min
{
bi , 1−
i−1∑
j=1
w
(opt)
j
}
, (2.39)
3The solution can easily be extended to the case in which two or more λk’s are equal.
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for i = 2, 3, . . . , K, with w
(opt)
1 = min {1, b1}.
Proof: See Appendix A.6.
An alternative way of writing (2.39) is
w
(opt)
1 = min {1, b1} ,
w
(opt)
2 = min
{
1− w(opt)1 , b2
}
,
w
(opt)
3 = min
{
1− w(opt)1 − w(opt)2 , b3
}
,
...
(2.40)
and so on. This result has the following intuitive interpretation. We start with
selecting the best subcarrier (the one associated with the largest component of
λ) and we assign to it the maximum allowed power, which is min{1, b1}. Next,
we select the best of the remaining subcarriers (the one associated with the
second largest component of λ) and again assign to it the maximum allowed
power (which is the minimum between b2 and the residual power 1−w(opt)1 ). We
proceed in this way until all the available power is used or no other subcarriers
are available (which happens if
∑K
i=1 bi ≤ 1).
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Chapter 3
Performance Evaluation and
Numerical Examples
This chapter is organized as follows. In Section 3.1, the ML TOA estimator is
derived for the OFDM-based signal model elaborated in Chapter 2. In Section
3.2, numerical evaluations of the CRBs are presented. The performance of the
ML TOA estimator is analyzed against the theoretical limits offered by the CRB
expressions presented in Chapter 2, and the effects of the optimal weight selection
on the accuracy of ML TOA estimator are investigated in the absence/presence
of interference. Finally, analysis results for the performance sensitivity of the
optimal power allocation scheme to the uncertainty in spectrum estimation are
presented in Section 3.2.
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3.1 ML TOA Estimation Algorithm
In order to derive the ML TOA estimator [39], we start from the log-likelihood
function in (2.7). Defining
gk(t) ,
√
wk p(t) e
 2pifkt ⊗ h(t) (3.1)
xk (τ˜) ,
∞∫
−∞
x(t)g∗k(t− τ˜)dt (3.2)
ρk,l ,
∞∫
−∞
g∗k(t− τ˜)gl(t− τ˜)dt (3.3)
and taking (2.8) into account yields
ln Λ(θ˜) = <

∞∫
−∞
x(t)u∗(t, θ˜)dt
− 12
∞∫
−∞
∣∣∣u(t, θ˜)∣∣∣2 dt
= <

∞∫
−∞
x(t) [s˜r(t− τ˜)⊗ h(t)]∗ dt
− 12
∞∫
−∞
|s˜r(t− τ˜)⊗ h(t)|2 dt
= <

∞∫
−∞
x(t)
[
K∑
k=1
α˜k
√
wk p(t− τ˜)e 2pifk(t−τ˜) ⊗ h(t)
]∗
dt
−
1
2
∞∫
−∞
∣∣∣∣∣
K∑
k=1
α˜k
√
wk p(t− τ˜)e 2pifk(t−τ˜) ⊗ h(t)
∣∣∣∣∣
2
dt
= <

∞∫
−∞
x(t)
[
K∑
k=1
α˜kgk(t− τ˜)
]∗
dt
− 12
∞∫
−∞
∣∣∣∣∣
K∑
k=1
α˜kgk(t− τ˜)
∣∣∣∣∣
2
dt
= <

K∑
k=1
α˜∗k
∞∫
−∞
x(t)g∗k(t− τ˜)dt
−
1
2
K∑
k=1
K∑
l=1
α˜∗kα˜l
∞∫
−∞
g∗k(t− τ˜)gl(t− τ˜)dt
= <
{
K∑
k=1
α˜∗kxk(τ˜)
}
− 1
2
K∑
k=1
K∑
l=1
α˜∗kα˜lρk,l.
(3.4)
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Using a matrix notation, (3.4) can be written as
ln Λ(θ˜) = <
{
α˜Hx(τ˜)
}
− 1
2
α˜HRα˜
=
1
2
(
α˜Hx(τ˜) + xH(τ˜)α˜− α˜HRα˜
) (3.5)
where α˜ , [α˜1, α˜2, . . . , α˜K ]T , x(τ˜) , [x1(τ˜), x2(τ˜), . . . , xK(τ˜)]T , and R is the
K ×K Hermitian symmetric correlation matrix
R ,

ρ1,1 ρ1,2 · · · ρ1,K
ρ2,1 ρ2,2 · · · ρ2,K
...
...
. . .
...
ρK,1 ρK,2 · · · ρK,K

. (3.6)
Our goal is to maximize (3.5) with respect to τ˜ and α˜. To this purpose, τ˜ is
initially taken as fixed and α˜ is allowed to vary. The α̂ that maximizes (3.5) is
computed by taking the derivative of (3.5) with respect to α˜, and equating the
result to zero.
∂ ln Λ(θ˜)
∂α˜
=
1
2
(
x∗(τ˜)−RT α˜∗) = 0 (3.7)
Then, α̂ is found to be
α̂ = R†x(τ˜), (3.8)
where R† stands for the pseudo-inverse of R. Next, substituting (3.8) into (3.5)
and maximizing with respect to τ˜ produces
τˆ = arg max
τ˜
{
<
{
α̂Hx(τ˜)
}
− 1
2
α̂HRα̂
}
= arg max
τ˜
{
1
2
(
α̂Hx(τ˜) + xH(τ˜)α̂− α̂HRα̂
)}
= arg max
τ˜
{
x(τ˜)HR†x(τ˜) + x(τ˜)HR†x(τ˜)− x(τ˜)HR†RR†x(τ˜)}
= arg max
τ˜
{
x(τ˜)HR†x(τ˜)
}
(3.9)
where the passage from the third to the fourth line follows from the
pseudo-inverse property that R†RR† = R†.
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The last expression in (3.9) gives the desired ML estimate of τ . The ML
estimate of α is obtained from (3.8) by replacing τ˜ with τˆ as follows
α̂ = R†x
(
arg max
τ˜
{
x(τ˜)HR†x(τ˜)
})
. (3.10)
Equation (3.9) can be further simplified in the following special cases.
3.1.1 Disjoint Spectra
If |P (f)| is approximately zero outside −∆/2 ≤ f ≤ ∆/2, from (3.3) we have
ρk,l =
∞∫
−∞
g∗k(t− τ˜)gl(t− τ˜)dt
=
∞∫
−∞
g∗k(t)gl(t)dt
=
∞∫
−∞
G∗k(f)Gl(f)df
=
√
wk
√
wl
∞∫
−∞
P ∗(f − fk)P (f − fl) |H(f)|2 df
= δk l
wk
∞∫
−∞
|P (f − fk)|2 |H(f)|2 df
 ,
(3.11)
where the passage from the second to the third line follows from Parseval’s
theorem, gk(t) is as defined in (3.1), and δk l is the Kronecker delta function
defined as
δk l =
 1 , if k = l0 , if k 6= l . (3.12)
Then, the correlation matrix R in (3.6) becomes
R =

ρ1,1 0 · · · 0
0 ρ2,2 · · · 0
...
...
. . .
...
0 0 · · · ρK,K

(3.13)
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with
ρk,k = wk
∞∫
−∞
|P (f − fk)|2 |H(f)|2 df. (3.14)
Substituting R in (3.13) into τˆ in (3.9), we get
τˆ = arg max
τ˜
{
x(τ˜)HR†x(τ˜)
}
= arg max
τ˜

K∑
k=1
ρk,k 6=0
ρ−1k,k |xk (τ˜)|2
 .
(3.15)
It should be noted that ML TOA estimator in (3.15) requires a simple one-
dimensional search which results in a low-complexity solution. The exact com-
putational complexity of such a search operation is linear with respect to the
duration of the search interval.
3.1.2 Slowly Varying Sz(f)
Assuming that Sz(f) ∼= Sz(fk) = N0 + SI(fk) for |f − fk| ≤ ∆/2 ∀k, ρk,k in
(3.14) becomes
ρk,k = wk
fk+∆/2∫
fk−∆/2
|P (f − fk)|2 |H(f)|2 df
= wk
fk+∆/2∫
fk−∆/2
|P (f − fk)|2
Sz(f)
df
∼= wk
Sz(fk)
fk+∆/2∫
fk−∆/2
|P (f − fk)|2 df
=
wk
Sz(fk)
∆/2∫
−∆/2
|P (f)|2 df
=
wk Ep
Sz(fk)
,
(3.16)
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which can be substituted into τˆ in (3.15) to obtain
τˆ = arg max
τ˜

K∑
k=1
ρk,k 6=0
ρ−1k,k |xk (τ˜)|2

= arg max
τ˜
 1Ep
K∑
k=1
wk 6=0
Sz(fk)
wk
|xk (τ˜)|2

= arg max
τ˜

K∑
k=1
wk 6=0
Sz(fk)
wk
|xk (τ˜)|2
 .
(3.17)
3.2 Numerical Examples
In this section, numerical examples, that illustrate the impact of the opti-
mal weight selection on the CRBs and ML TOA estimation in the absence
and presence of interference, are provided. Simulation results of two scenarios
involving two different pulse shapes are presented to support the theoretical
analysis.
3.2.1 Gaussian Pulse
A scenario with subcarrier spacing ∆ = 10 MHz and K = 128 is considered.
The channel coefficients αk are modeled as independent complex-valued Gaus-
sian random variables with unit average power, and the results are obtained by
averaging over 500 independent channel realizations. The pulse p(t) in (2.1) is
modeled as a Gaussian doublet, expressed by
p(t) = A
(
1− 4pi t
2
ζ2
)
e
− 2pi t2
ζ2 , (3.18)
with A =
√
8Ep
3ζ
, where Ep is the pulse energy and parameter ζ serves to adjust
the pulse width. In experiments, ζ is chosen to be 0.4µs, which corresponds
to a pulse width of about 1 µs. Parameters β1 and β2 in (2.28) are β1 = 0
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and β2 =
5
2piζ2
, respectively. The following results are expressed in terms of the
square-root of the CRB for TOA, multiplied by the speed of light.
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Figure 3.1:
√
CRB versus SNR for optimal and conventional algorithm in the
absence of interference.
Figure 3.1 illustrates
√
CRB (in meters) versus the signal-to-noise ratio (SNR)
in the absence of interference for the optimal algorithm (with weights computed
from (2.39)) and for a conventional algorithm that assigns equal weights to
the subcarriers (uniform) in the cases of joint and conditional bounding de-
scribed in Section 2.2.1 and Section 2.2.2, respectively. The SNR is defined as
SNR = Ep/N0. It is assumed that wk can not exceed 2/K, i.e., bk = 2/K for
k = 1, . . . , K. It is seen that a gain of about 3 dB in terms of SNR is obtained
with the optimal weights in both cases. In addition, the bounds obtained from
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conditional bounding are observed to be very low (optimistic), since that tech-
nique assumes knowledge of the channel coefficients. Therefore, the following
results consider only the joint bounding.
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Figure 3.2: (a) Channel amplitudes versus subcarrier index. (b) Optimal weights
versus subcarrier index.
Figure 3.2 shows a realization of the channel coefficients and the correspond-
ing optimal weights in the absence of interference. As expected, the subcarriers
with larger channel amplitudes are favored.
Next, we consider the effects of interference. All the system parameters are as
before, but SI(f) now takes a constant value 2N0 for subcarrier indices k between
33 and 96 and it is zero elsewhere. In Figure 3.3, the square-root of the CRB is
plotted against SNR for two different scenarios. In the first one, an interference
avoidance strategy is adopted where the transmitted signal has no power at the
subcarriers with interference, i.e., for 33 ≤ k ≤ 96, while in the second, all
the subcarriers can be potentially employed. In both cases, the conventional
23
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Figure 3.3:
√
CRB versus SNR for the optimal and conventional (uniform) algo-
rithm in the presence of interference with a flat spectral density in the interval
33 ≤ k ≤ 96.
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(uniform) and the optimal algorithm are examined. It can be realized that using
all the subcarriers reduces the CRB with respect to the interference avoidance
strategy. However, the improvement becomes insignificant as the number of
subcarriers affected by the interference gets small and/or the interference power
increases. This is seen in Figure 3.4, which shows the square-root of the CRB
when the interference spectrum extends from subcarrier 49 to subcarrier 80 with
a spectral density of 4N0.
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Figure 3.4:
√
CRB versus SNR for the optimal and conventional (uniform) algo-
rithm in the presence of interference with a flat spectral density in the interval
49 ≤ k ≤ 80.
Figure 3.5 illustrates the subcarrier coefficients λk in (2.30) and the cor-
responding optimal weight distribution in two scenarios: One uses only the
interference-free subcarriers (interference avoidance), whereas the other employs
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all the subcarriers. As noted from (2.39), the subcarriers with large λk are favored
in the optimal spectrum.
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Figure 3.5: (a) Spectrum of the interference. (b) Subcarrier coefficient λk ver-
sus subcarrier index k. (c) Subcarrier weights versus subcarrier index for the
optimal algorithm that uses only the interference-free subcarriers (interference
avoidance). (d) Subcarrier weights versus subcarrier index for the optimal algo-
rithm that uses all the subcarriers.
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3.2.2 Sinc Pulse
A scenario with subcarrier spacing ∆ = 1 MHz and K = 128 subcarriers is
considered. The channel coefficients αk are modeled as independent complex-
valued Gaussian random variables with unit average power. The results are
obtained by averaging over 500 independent channel realizations. Pulse p(t) in
(2.1) is modeled as a sinc pulse; namely,
p(t) =
√
Ep∆ sinc(∆t) =
√
Ep∆
sin(pit∆)
(pit∆)
. (3.19)
Parameters β1 and β2 in (2.28) are set to 0 and ∆
2/12, respectively. The results
are expressed in terms of the square-root of the CRB on the ranging error,
which is computed as the product of the square-root of the CRB on TOA error
multiplied by the speed of light.
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Figure 3.6:
√
CRB versus Ep/N0 for optimal and conventional (uniform) algo-
rithm in the absence of interference.
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In Figure 3.6 the square-root of the CRB (in meters) is plotted against Ep/N0
in the absence of interference for the optimal algorithm (whose weights are com-
puted from (2.39)) and for the conventional algorithm that assigns equal weights
to the subcarriers (uniform). It is assumed that wk can not exceed 2/K, which
implies that the power constraint defined in Section 2.3 is specified by bk = 2/K
for k = 1, . . . , K. Both joint and conditional bounds are drawn (see Sections
2.2.1 and 2.2.2). The figure shows that a gain of about 3 dB in terms of Ep/N0
is obtained with the optimal weights. However, the conditional bounding gives
very low (optimistic) results compared with the joint bounding for it assumes
knowledge of the channel gains. Henceforth, we concentrate on joint bounding.
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Figure 3.7: (a) Channel amplitudes versus subcarrier index. (b) Optimal weights
versus subcarrier index.
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Figure 3.7 shows a realization of the channel coefficients and the correspond-
ing optimal weights in the absence of interference. As expected from (2.39), the
subcarriers with larger channel amplitudes are favored.
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Figure 3.8: RMSE versus Ep/N0 for the practical TOA estimation algorithms
based on optimal and uniform weight assignments. Also, the CRBs are illustrated
for both cases. No interference is assumed in this scenario.
Next, the performance of the ML TOA estimator in (3.15) is investigated for
optimal and uniform weight assignments. The aim is to see whether the optimal
weight assignment, which is based on the CRB minimization, is also effective in
practical TOA estimators. In Figure 3.8, the root-mean-squared error (RMSE)
of the ML TOA estimator is shown with optimal and uniform weights and is
compared with the corresponding CRBs. It is observed that the optimal weights
also improve the performance of the ML TOA estimator.
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Figure 3.9: RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density in the
interval 23 ≤ k ≤ 106. In this scenario, the subcarriers with interference are not
used (interference avoidance).
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Now we concentrate on the effects of interference. The system parameters are
all as before. The interference spectral density SI(f) takes a constant value of
NI = 2N0 for the subcarrier indices from 23 to 106 while it is zero elsewhere. In
Figure 3.9 the performance of the ML TOA estimator and the CRB are illustrated
with optimal and conventional (uniform) weights in the case of an interference
avoidance strategy. This means that the transmitted power is set to zero at the
subcarriers with interference (i.e., wk = 0 for 23 ≤ k ≤ 106) while uniform and
optimal power allocation is used for the remaining subcarriers. Unlike Figure
3.8, it is observed that the optimal and uniform allocation strategies provide
the same TOA estimation accuracy in this case. In addition, it is seen that the
estimation errors increase significantly in the presence of interference when the
subcarriers with interference are not utilized.
In Figure 3.10 the same scenario is considered except that all the subcarriers
can now be employed. In this case, it is observed that the optimal algorithm
improves both the CRB and the TOA estimation accuracy of the ML algorithm
compared to the conventional (uniform) algorithm. In addition, the mean error
values are smaller than those in the interference avoidance case, as expected
(cf. Figure 3.9).1 We conclude that subcarriers with interference should be
employed to better utilize the frequency diversity and enhance TOA estimation
performance.
In order to explain the mechanisms behind the results in Figures 3.9 and
3.10, Figure 3.11 illustrates a realization of the channel coefficients and the cor-
responding optimal weights according to both the interference avoidance strategy
(Figure 3.11-(c)) and the strategy that uses all the subcarriers (Figure 3.11-(d))
at Ep/N0 = 30 dB. Since the interference-free subcarriers are few in the consid-
ered scenario, all the subcarriers are used in the interference avoidance case (see
1For the sake of fairness it should be noted that the transmitted signal powers (see (2.2))
are not the same in Figs. 4 and 5 due to the power constraint, 2/K. Specifically, in the former∑K
k=1 wk equals
2
128 × 44 = 0.6875 while in the latter it is unity.
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Figure 3.10: RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density in the
interval 23 ≤ k ≤ 106. In this scenario, the subcarriers with interference are also
used.
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Figure 3.11: (a) Spectrum of the interference. (b) Subcarrier coefficient λk ver-
sus subcarrier index k. (c) Subcarrier weights versus subcarrier index for the
optimal algorithm that uses only the interference-free subcarriers (interference
avoidance). (d) Subcarrier weights versus subcarrier index for the optimal algo-
rithm that uses all the subcarriers.
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Figure 3.14 for a different situation) . Therefore, the optimal algorithm assigns
the maximum allowed power to all the interference-free subcarriers and, in so
doing, its performance becomes identical to that uniform algorithm as seen in
Figure 3.9. Figure 3.11-(d) indicates that, if all the subcarriers can be used, some
interfered subcarriers can be chosen instead of interference-free ones, depending
on the channel amplitudes. Correspondingly, the optimal power allocation algo-
rithm provides improved TOA estimation performance compared to the uniform
algorithm, as can be seen in Figure 3.10.
0 5 10 15 20 25 30
100
101
102
103
Ep/No (dB)
R
M
SE
 (m
.)
 
 
CRB − Optimum
CRB − Uniform
Estimator − Optimum
Estimator − Uniform
Figure 3.12: RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density of 4N0 in
the interval 49 ≤ k ≤ 80. In this scenario, the subcarriers with interference are
not used (interference avoidance).
The improvement achievable by using all the subcarriers (instead of the
interference-free ones only) depends on the interference power and the num-
ber of subcarriers with interference. Specifically, the improvement reduces as the
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Figure 3.13: RMSE versus Ep/N0 for the optimal and conventional (uniform)
algorithms in the presence of interference with a flat spectral density of 4N0 in
the interval 49 ≤ k ≤ 80. In this scenario, the subcarriers with interference are
also used.
35
number of subcarriers with interference decreases, and/or the interference power
increases. Figures 3.12 and 3.13 show the CRB and the performance of the ML
TOA estimator for interference-avoidance and no-avoidance cases, respectively,
when the interference spectrum extends from subcarrier 49 to subcarrier 80 with
a spectral density of NI = 4N0. We recognize that the gain achieved by exploit-
ing all the subcarriers is less significant compared with the scenarios discussed in
Figures 3.9 and 3.10. Still, a significant advantage is obtained with the optimal
weights in place of the conventional ones.
In addition, Figure 3.14 illustrates the subcarrier coefficients λk in (2.30) and
the corresponding optimal weights at Ep/N0 = 30 dB in two cases: one using only
the interference-free subcarriers (interference avoidance), the other employing all
the subcarriers. In agreement with (2.39) we see that the subcarriers with larger
λk’s and/or smaller interference are favored in the optimal spectrum.
Figures 3.15 and 3.16 illustrate how the power of interference dynamically
affects the CRB and the performance of the ML TOA estimator through the
signal-to-interference ratio (SIR). An increase in the interference spectral den-
sity results in an increase in the RMSE of the ML TOA estimator while the
corresponding CRB is not influenced significantly since only one-fourth of the
subcarriers experience interference. It is also observed that, as the interference
power decreases, the gain from the utilization of the optimal power allocation
scheme increases in both scenarios.
Finally, the performance sensitivity of the CRB and the ML TOA estimators
to spectral estimation errors is investigated. It is assumed that interference
spectral density SI(f) takes a constant value of NI = 4N0 for the subcarrier
indices from 23 to 106 while it is zero elsewhere. Assuming that the spectral
estimation error can be modeled as a zero-mean Gaussian random variable with
variance σ2e , Table 3.1 presents RMSE values of the ML TOA estimators and
the CRBs for the optimal and uniform power allocation strategies for various
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Figure 3.14: (a) Spectrum of the interference. (b) Subcarrier coefficient λk ver-
sus subcarrier index k. (c) Subcarrier weights versus subcarrier index for the
optimal algorithm that uses only the interference-free subcarriers (interference
avoidance). (d) Subcarrier weights versus subcarrier index for the optimal algo-
rithm that uses all the subcarriers.
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Figure 3.15: RMSE versus SIR (defined as Ep/NI) for the optimal and con-
ventional (uniform) algorithms in the presence of interference in the interval
49 ≤ k ≤ 80, where Ep/N0 = 20 dB. In this scenario, the subcarriers with
interference are not used (interference avoidance).
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Figure 3.16: RMSE versus SIR (defined as Ep/NI) for the optimal and con-
ventional (uniform) algorithms in the presence of interference in the interval
49 ≤ k ≤ 80, where Ep/N0 = 20 dB. In this scenario, the subcarriers with
interference are also used.
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spectral estimation error variances at Ep/N0 = 30 dB for the scenario in which
all the subcarriers are used. It is observed that an increase in the uncertainty
of spectral estimation (that is, σ2e) leads to an increase in the CRB and the
RMSE of the ML TOA estimator for the optimal power allocation strategy.
On the other hand, when the uniform power allocation strategy is used, the
performance is not affected from the spectral estimation errors. The reason for
this is that the optimal power allocation strategy uses the knowledge of the
interference level whereas the uniform one always assigns equal powers to all the
subcarriers irrespective of the interference level. Although the optimal power
allocation strategy is influenced adversely by the spectral estimation errors, it is
also noted that its performance is consistently superior to that of the uniform
power allocation strategy even for substantially high values of spectral estimation
errors. This demonstrates the robustness of the optimal power allocation scheme
against uncertainties in the spectral estimation mechanism of a CR system.
σ2e = 0 σ
2
e = 0.5 σ
2
e = 1 σ
2
e = 1.5
Estimator - Optimal 8.402 8.565 8.622 8.720
Estimator - Uniform 10.58 10.58 10.58 10.58
√
CRB - Optimal 5.611 5.681 5.718 5.750
√
CRB - Uniform 7.617 7.617 7.617 7.617
Table 3.1: RMSE (in meters) versus spectrum estimation error variance, σ2e .
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Chapter 4
Conclusions and Future Work
In this thesis, theoretical limits on TOA estimation have been studied in the
context of CR systems. Specifically, closed form CRB expressions have been
obtained for TOA estimation in the presence of interference in OFDM-based
CR systems under a wide variety of practical scenarios. Based on CRB expres-
sions, an optimal power allocation (or, spectrum shaping) strategy, that offers
the best possible TOA estimation accuracy, has been proposed. The proposed
power allocation scheme also takes the constraints imposed by the regulatory
emission mask and the sensed interference spectrum into consideration. Then,
ML TOA estimator has been derived for OFDM-based signalling scheme and
its performance is investigated against the theoretical limits offered by the CRB
expressions. Numerical results for the CRBs and ML TOA estimator have been
obtained and the effects of the optimal power allocation on the accuracy of ML
TOA estimator have been investigated in the absence/presence of interference.
The use of optimal power allocation strategy instead of the conventional uniform
power assignment scheme has been demonstrated to bring in significant gains
in terms of TOA estimation accuracy. It has also been observed that the in-
tuitive interference avoidance strategy, which assigns signal power only to the
interference-free subcarriers, is not optimal when compared with optimal power
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allocation that utilizes all subcarriers in power assignment. In other words, the
frequency diversity can be utilized more efficiently if all the subcarriers, including
the ones with interference, are employed for TOA estimation. Finally, analysis
of the performance sensitivity of the optimal power allocation strategy to the
uncertainty in spectrum estimation has been carried out, and the performance of
optimal power allocation has been shown to be consistently superior to that of
the uniform allocation even for substantially high values of spectral estimation
errors.
Future work will be focused on obtaining closed form CRB expressions for
multiple input multiple output (MIMO) systems employing the OFDM-based
signalling scheme examined in this thesis. In case the MIMO-OFDM system
results in complicated CRB expressions that are not possible to be expressed in
closed forms, numerical analysis can be resorted to evaluate the effectiveness of
the proposed optimal power allocation strategy. The ML TOA estimator derived
for the single input single output (SISO) system in the presence of interference
should also be modified in a way to take the spatial diversity offered by MIMO
systems into consideration.
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APPENDIX A
Proofs and Derivations
A.1 Log-likelihood function in (2.7)
The likelihood function at the output of the whitening filter h(t) can be written
as [38]
Λ¯(θ˜) = exp
−
∞∫
−∞
∣∣∣x(t)− u(t, θ˜)∣∣∣2 dt
 , (A.1)
where the interference plus noise power spectral density Sz(f) is taken to be
unity since the total disturbance z(t) is already whitened. Expanding the term
inside the curly braces, we get
Λ¯(θ˜) = exp
−
∞∫
−∞
|x(t)|2 dt+ 2<

∞∫
−∞
x(t)u∗(t, θ˜)
−
∞∫
−∞
∣∣∣u(t, θ˜)∣∣∣2 dt
 .
(A.2)
Note that the first term inside the exponent of (A.2) does not involve the
channel parameter vector θ˜ = [τ a1 · · · aK φ1 · · ·φK ] to be estimated, and hence it
can be neglected in finding the estimate θˆ that maximizes the likelihood function.
Dividing rest of the exponent by 2 yields the following equivalent likelihood
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function
Λ(θ˜) = exp
<

∞∫
−∞
x(t)u∗(t, θ˜)dt
− 12
∞∫
−∞
∣∣∣u(t, θ˜)∣∣∣2 dt
 , (A.3)
since taking the square root of an always positive objective function has no effect
on the maximizing parameter value. From (A.3), the corresponding log-likelihood
function can be written as
ln Λ(θ˜) = <

∞∫
−∞
x(t)u∗(t, θ˜)dt
− 12
∞∫
−∞
∣∣∣u(t, θ˜)∣∣∣2 dt. (A.4)
A.2 Log-likelihood function in (2.10)
Substitution of
x(t) = r(t)⊗ h(t) =
∞∫
−∞
r(z)h(t− z)dz (A.5)
and
u(t, θ˜) = s˜r(t− τ˜)⊗ h(t) =
∞∫
−∞
s˜r(z − τ˜)h(t− z)dz (A.6)
into the log-likelihood function in (2.7) gives
ln Λ(θ˜) = <

∞∫
−∞
∞∫
−∞
r(z)h(t− z)dz
∞∫
−∞
s˜∗r(v − τ˜)h∗(t− v)dv dt
−12
∞∫
−∞
∞∫
−∞
s˜r(z − τ˜)h(t− z)dz
∞∫
−∞
s˜∗r(v − τ˜)h∗(t− v)dv dt
 . (A.7)
Defining a new function
Q(z, v) ,
∞∫
−∞
h(t− z)h∗(t− v)dt =
∞∫
−∞
h(t)h∗(t− v + z)dt (A.8)
leads to the following expression for log-likelihood function
ln Λ(θ˜) = <

∞∫
−∞
r(z)
∞∫
−∞
Q(z, v)s˜∗r(v − τ˜)dv dz
−12
∞∫
−∞
s˜r(z − τ˜)
∞∫
−∞
Q(z, v)s˜∗r(v − τ˜)dv dz
 . (A.9)
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(A.9) can be further simplified by defining
g(t, θ˜) ,
∞∫
−∞
Q∗(t, v)s˜r(v − τ˜)dv (A.10)
which results in the same expression for log-likelihood function as in (2.10)
ln Λ(θ˜) = <

∞∫
−∞
r(t) g∗(t, θ˜)dt
− 12
∞∫
−∞
s˜r(t− τ˜) g∗(t, θ˜)dt. (A.11)
The Fourier transform G(f, θ˜) of g(t, θ˜) can be computed as
G(f, θ˜) =
∞∫
−∞
g(t, θ˜)e− 2piftdt
=
∞∫
−∞
s˜r(v − τ˜)
∞∫
−∞
Q∗(t, v)e− 2piftdt dv
=
∞∫
−∞
s˜r(v − τ˜)
∞∫
−∞
h∗(u)
∞∫
−∞
h(u− v + t)e− 2piftdt du dv
=
∞∫
−∞
s˜r(v − τ˜)e− 2pifv
∞∫
−∞
h∗(u)e 2pifu
∞∫
−∞
h(u− v + t)e− 2pif(t+u−v)dt du dv
=
∞∫
−∞
h(t)e− 2piftdt
∞∫
−∞
h∗(u)e 2pifudu
∞∫
−∞
s˜r(v − τ˜)e− 2pifvdv
= |H(f)|2 S˜r(f, θ˜)
=
S˜r(f, θ˜)
Sz(f)
(A.12)
where S˜r(f, θ˜) is the Fourier transform F {s˜r(t− τ˜)} of s˜r(t − τ˜) in (2.8), and
the final expression in (A.12) proves (2.9).
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A.3 Elements of FIM in (2.13)
Partial derivatives of
S˜r(f, θ˜) =
∞∫
−∞
s˜r(t− τ˜) e− 2pift dt =
K∑
k=1
a˜k e
φ˜k
√
wk P (f − fk) e− 2pifτ˜ , (A.13)
with respect to τ˜ , a˜n, and φ˜n for n = 1, 2, . . . , K can be written as
∂S˜r(f, θ˜)
∂τ˜
= − 2pif
K∑
k=1
a˜k e
φ˜k
√
wk P (f − fk) e− 2pifτ˜ , (A.14)
∂S˜r(f, θ˜)
∂a˜n
= eφ˜n
√
wn P (f − fn) e− 2pifτ˜ , (A.15)
∂S˜r(f, θ˜)
∂φ˜n
=  a˜ne
φ˜n
√
wn P (f − fn) e− 2pifτ˜ . (A.16)
Defining an auxiliary function
ym,n(i) ,
∞∫
−∞
f iP (f − fn)P ∗(f − fm)
Sz(f)
df (A.17)
for i = 0, 1, 2 and m,n = 1, 2, . . . , K, simplifies the expressions for the elements
of FIM J in (2.13).
Jττ is a scalar being equal to
Jττ = <

∞∫
−∞
∂S˜∗r (f, θ˜)
∂τ˜
S−1z (f)
∂S˜r(f, θ˜)
∂τ˜
df

= 4pi2<

K∑
m=1
K∑
n=1
α˜∗mα˜n
√
wmwn
∞∫
−∞
f 2P (f − fn)P ∗(f − fm)
Sz(f)
df

= 4pi2<
{
K∑
m=1
K∑
n=1
α˜∗mα˜n
√
wmwn ym,n(2)
}
.
(A.18)
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Jτa = [Jτa1 · · · JτaK ] is a K × 1 row vector with entries
[Jτa]m = <

∞∫
−∞
∂S˜∗r (f, θ˜)
∂τ˜
S−1z (f)
∂S˜r(f, θ˜)
∂a˜m
df

= −2pi√wm=
eφ˜m
K∑
k=1
α˜∗k
√
wk
∞∫
−∞
fP (f − fm)P ∗(f − fk)
Sz(f)
df

= −2pi√wm=
{
eφ˜m
K∑
k=1
α˜∗k
√
wk yk,m(1)
}
.
(A.19)
Jτφ = [Jτφ1 · · · JτφK ] is a K × 1 row vector with entries
[Jτφ]m = <

∞∫
−∞
∂S˜∗r (f, θ˜)
∂τ˜
S−1z (f)
∂S˜r(f, θ˜)
∂φ˜m
df

= −2pi√wm<
α˜m
K∑
k=1
α˜∗k
√
wk
∞∫
−∞
fP (f − fm)P ∗(f − fk)
Sz(f)
df

= −2pi√wm<
{
α˜m
K∑
k=1
α˜∗k
√
wk yk,m(1)
}
.
(A.20)
Jaa is a K ×K matrix
Jaa =

Ja1a1 Ja1a2 · · · Ja1aK
Ja2a1 Ja2a2 · · · Ja2aK
...
...
. . .
...
JaKa1 JaKa2 · · · JaKaK

with entries
[Jaa]m,n = <

∞∫
−∞
∂S˜∗r (f, θ˜)
∂a˜m
S−1z (f)
∂S˜r(f, θ˜)
∂a˜n
df

=
√
wmwn<
e(φ˜n−φ˜m)
∞∫
−∞
P (f − fn)P ∗(f − fm)
Sz(f)
df

=
√
wmwn<
{
e(φ˜n−φ˜m)ym,n(0)
}
.
(A.21)
47
Jaφ is a K ×K matrix
Jaφ =

Ja1φ1 Ja1φ2 · · · Ja1φK
Ja2φ1 Ja2φ2 · · · Ja2φK
...
...
. . .
...
JaKφ1 JaKφ2 · · · JaKφK

with entries
[Jaφ]m,n = <

∞∫
−∞
∂S˜∗r (f, θ˜)
∂a˜m
S−1z (f)
∂S˜r(f, θ˜)
∂φ˜n
df

= −√wmwn=
e−φ˜mα˜n
∞∫
−∞
P (f − fn)P ∗(f − fm)
Sz(f)
df

= −√wmwn=
{
e−φ˜mα˜n ym,n(0)
}
.
(A.22)
Jφφ is a K ×K matrix
Jφφ =

Jφ1φ1 Jφ1φ2 · · · Jφ1φK
Jφ2φ1 Jφ2φ2 · · · Jφ2φK
...
...
. . .
...
JφKφ1 JφKφ2 · · · JφKφK

with entries
[Jφφ]m,n = <

∞∫
−∞
∂S˜∗r (f, θ˜)
∂φ˜m
S−1z (f)
∂S˜r(f, θ˜)
∂φ˜n
df

=
√
wmwn<
α˜∗mα˜n
∞∫
−∞
P (f − fn)P ∗(f − fm)
Sz(f)
df

=
√
wmwn<{α˜∗mα˜n ym,n(0)} .
(A.23)
A.4 CRB in (2.25)
Under disjoint spectra assumption, ym,n(i) in (A.17) becomes equal to
ym,n(i) =
∞∫
−∞
f iP (f − fn)P ∗(f − fm)
Sz(f)
df =
 ηm(i) , if m = n0 , if m 6= n (A.24)
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where ηm(i) is as defined in (2.24)
ηm(i) =
∞∫
−∞
f i |P (f − fm)|2
Sz(f)
df , i = 0, 1, 2 . (A.25)
Hence, the elements of FIM in (A.18)–(A.23) can be expressed as
Jττ = 4pi
2<
{
K∑
m=1
K∑
n=1
α∗mαn
√
wmwn ym,n(2)
}
= 4pi2
K∑
m=1
|αm|2 wm ηm(2) ,
(A.26)
[Jτa]m = −2pi
√
wm=
{
eφm
K∑
k=1
α∗k
√
wk yk,m(1)
}
= −2pi√wm=
{
eφm am e
−φm√wm ηm(1)
}
= 0 ,
(A.27)
[Jτφ]m = −2pi
√
wm<
{
αm
K∑
k=1
α∗k
√
wk yk,m(1)
}
= −2pi√wm<{αmα∗m
√
wm ηm(1)}
= −2pi wm |αm|2 ηm(1) ,
(A.28)
[Jaa]m,n =
√
wmwn<
{
e(φn−φm)ym,n(0)
}
=
 wm ηm(0) , if m = n0 , if m 6= n ,
(A.29)
[Jaφ]m,n = −
√
wmwn=
{
e−φmαn ym,n(0)
}
=
 −wm=
{
e−φmameφmηm(0)
}
, if m = n
0 , if m 6= n
= 0 ,
(A.30)
[Jφφ]m,n =
√
wmwn<{α∗mαn ym,n(0)}
=
 wm |αm|
2 ηm(0) , if m = n
0 , if m 6= n
.
(A.31)
Substitution of (A.27)–(A.31) into the matrices B in (2.15) and C in (2.16) yields
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B =
[
Jτa Jτφ
]
=
[
0 Jτφ
]
=
[
0 · · · 0 −2pi w1 |α1|2 η1(1) · · · −2pi wK |αK |2 ηK(1)
]
,
(A.32)
C =
 Jaa Jaφ
JTaφ Jφφ

=
 Jaa 0
0 Jφφ

=

w1 η1(0) · · · 0 0 · · · 0
...
. . .
...
...
. . .
...
0 · · · wK ηK(0) 0 · · · 0
0 · · · 0 w1 |α1|2 η1(0) · · · 0
...
. . .
...
...
. . .
...
0 · · · 0 0 · · · wK |αK |2 ηK(0)

.
(A.33)
Then CRB in (2.17) can be computed as
CRB =
(
Jττ −BC−1BT
)−1
=
Jττ − [ Jτa Jτφ ]
 Jaa Jaφ
JTaφ Jφφ
−1  JTτa
JTτφ


−1
=
Jττ − [ 0 Jτφ ]
 Jaa 0
0T Jφφ
−1  0T
JTτφ


−1
=
(
Jττ − JτφJ−1φφJTτφ
)−1
=
(
4pi2
K∑
k=1
wk |αk|2
(
ηk(2)− η
2
k(1)
ηk(0)
))−1
=
(
K∑
k=1
wk λk,
)−1
(A.34)
where λk is as defined in (2.26).
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A.5 λk in (2.30)
Under the assumptions of disjoint spectra, and slowly varying total disturbance
power spectral density Sz(f), ηk(i) in (2.24) becomes
ηk(i) ∼= 1
Sz(fk)
∞∫
−∞
f i |P (f − fk)|2 df
=
1
Sz(fk)
fk+∆/2∫
fk−∆/2
f i |P (f − fk)|2 df
=
1
Sz(fk)
∆/2∫
−∆/2
(f + fk)
i |P (f)|2 df, i = 0, 1, 2.
(A.35)
Then ηk(i) for i = 0, 1, 2 can be expressed as
ηk(2) =
Ep
Sz(fk)
 1
Ep
∆/2∫
−∆/2
f 2 |P (f)|2 df + 2fk
Ep
∆/2∫
−∆/2
f |P (f)|2 df + f
2
k
Ep
∆/2∫
−∆/2
|P (f)|2 df

=
Ep
Sz(fk)
(
β2 + 2fkβ1 + f
2
k
)
,
(A.36)
ηk(1) =
Ep
Sz(fk)
 1
Ep
∆/2∫
−∆/2
f |P (f)|2 df + fk
Ep
∆/2∫
−∆/2
|P (f)|2 df

=
Ep
Sz(fk)
(β1 + fk) ,
(A.37)
ηk(0) =
Ep
Sz(fk)
 1
Ep
∆/2∫
−∆/2
|P (f)|2 df

=
Ep
Sz(fk)
,
(A.38)
where βi is as defined in (2.28).
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Substitution of (A.36)-(A.38) into λk in (2.26) gives (2.30) which is
λk = 4pi
2 |αk|2
(
ηk(2)− η
2
k(1)
ηk(0)
)
=
4pi2Ep |αk|2 (β2 − β21)
N0 + SI(fk)
.
(A.39)
A.6 Proof of Proposition 1
We show that (2.40) is the solution of the maximization problem (2.35) sub-
ject to the constraints (2.36)–(2.38). The proof is recursive [39], i.e., we
first show that w
(opt)
1 = min {1, b1}, then w(opt)2 = min
{
1− w(opt)1 , b2
}
, next
w
(opt)
3 = min
{
1− w(opt)1 − w(opt)2 , b3
}
, and so on.
We begin with proving that w
(opt)
1 = min {1, b1}. As a first step in this
direction we observe that w
(opt)
1 must be smaller than or equal to min {1, b1}. This
is so because (2.36)–(2.37) require w
(opt)
1 ≤ 1, while (2.38) requires w(opt)1 ≤ b1.
Thus, it must be
w
(opt)
1 = min {1, b1} − δ , δ ≥ 0 . (A.40)
We maintain that assuming δ > 0 leads to a contradiction. In fact, we show
that, if the optimal solution w(opt) =
(
w
(opt)
1 , w
(opt)
2 , . . . , w
(opt)
K
)T
has the first
component smaller than min {1, b1}, then a vector w can be found that satisfies
(2.36)–(2.38) and has a scalar product λTw greater than λTw(opt).
To proceed, we distinguish two cases, say (a) and (b), according to whether
δ is smaller or greater than
n∑
k=2
w
(opt)
k .
A.6.1 Case (a)
Assume
0 < δ ≤
n∑
k=2
w
(opt)
k (A.41)
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and introduce the parameter
α , δn∑
k=2
w
(opt)
k
. (A.42)
Note that 0 < α ≤ 1. Now consider a vector w such that
w1 = min {1, b1} (A.43)
and
wk = (1− α)w(opt)k , k = 2, 3, . . . , K . (A.44)
Such a vector satisfies (2.37) because its components are all non-negative. It
also satisfies (2.38) because w1 ≤ b1 (see (A.43)) and wk < w(opt)k ≤ bk (k =
2, 3, . . . , K) as consequence of (A.44). Finally, it satisfies (2.36) because from
(A.43)–(A.44) it is found that 1Tw = 1Tw(opt) ≤ 1.
Next consider the scalar product λTw. We have
λTw = λ1 min {1, b1}+
K∑
k=2
λkwk
= λ1 min {1, b1}+
K∑
k=2
λk(1− α)w(opt)k
= λ1 min {1, b1}+
K∑
k=2
λkw
(opt)
k − α
K∑
k=2
λkw
(opt)
k
> λ1 min {1, b1}+
K∑
k=2
λkw
(opt)
k − αλ1
K∑
k=2
w
(opt)
k
= λ1 min {1, b1}+
K∑
k=2
λkw
(opt)
k − λ1δ
= λTw(opt)
(A.45)
where the passage from the third to the fourth line follows from the fact that
λ1 is the largest λk, while the passage from the fourth to the fifth line is a
consequence of (A.42). Equation (A.45) indicates a contradiction since λTw(opt)
is the maximum possible value of λTw.
53
A.6.2 Case (b)
Suppose
δ >
n∑
k=2
w
(opt)
k (A.46)
and consider a vector w such that w1 is as in (A.43) while
wk , 0 , k = 2, 3, . . . , K . (A.47)
As in the previous case, it is easily checked that w satisfies conditions (2.36)–
(2.38). On the other hand, we have
λTw = λ1 min {1, b1} , (A.48)
while
λTw(opt) = λ1 (min {1, b1} − δ) +
K∑
k=2
λkw
(opt)
k
= λ1 min {1, b1} − λ1δ +
K∑
k=2
λkw
(opt)
k
< λ1 min {1, b1} − λ1δ + λ1
K∑
k=2
w
(opt)
k
= λ1 min {1, b1} − λ1
(
δ −
K∑
k=2
w
(opt)
k
)
< λ1 min {1, b1}
= λTw
(A.49)
where the passage from the second to the third line follows from the fact that
λ1 is the largest λk, while the passage from the fourth to the fifth and the sixth
lines is a consequence of (A.46) and (A.48). Again we see that λTw > λTw(opt),
which is a contradiction. Putting the cases (a) and (b) together, we conclude
that it must be w
(opt)
1 = min {1, b1}.
Next we look for the remaining components of w(opt). Defining the
(K − 1)-dimensional vectors λ′ , [λ2 · · ·λK ]T , b′ , [b2 · · · bK ]T ,and w′ ,
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[w2 · · ·wK ]T , our task is to solve the following optimization problem:
maximize
w
λ′Tw′ (A.50)
subject to
1Tw′ ≤ 1− w(opt)1 (A.51)
w′  0 (A.52)
w′  b′ (A.53)
Reasoning as before, the first component of the optimal solution is found to be
min
{
1− w(opt)1 , b2
}
. Thus, we have w
(opt)
2 = min
{
1− w(opt)1 , b2
}
. Proceeding
in this way, with the other components of w(opt), produces the full solution in
(2.39). 
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