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ON LINEAR COMBINATIONS OF UNITS WITH BOUNDED
COEFFICIENTS AND DOUBLE-BASE DIGIT EXPANSIONS
DANIEL KRENN, JO¨RG THUSWALDNER, AND VOLKER ZIEGLER
Abstract. Let o be the maximal order of a number field. Belcher showed in
the 1970s that every algebraic integer in o is the sum of pairwise distinct units,
if the unit equation u+v = 2 has a non-trivial solution u, v ∈ o∗. We generalize
this result and give applications to signed double-base digit expansions.
1. Introduction
In the 1960s Jacobson [7] asked, whether the number fields Q(
√
2) and Q(
√
5)
are the only quadratic number fields such that each algebraic integer is the sum
of distinct units. S´liwa [11] solved this problem for quadratic number fields and
showed that even no pure cubic number field has this property. These results were
extended to cubic and quartic fields by Belcher [2, 3]. In particular, Belcher solved
the case of imaginary cubic number fields completely by applying the following
criterion, which now bears his name, cf. [3].
Belcher’s Criterion. Let F be a number field and o the maximal order of F .
Assume that the unit equation
u+ v = 2, u, v ∈ o∗
has a solution (u, v) 6= (1, 1). Then each algebraic integer in o is the sum of distinct
units.
The problem of characterizing all number fields in which every algebraic integer is
a sum of distinct units is still unsolved. Let us note that this problem is contained in
Narkiewicz’ list of open problems in his famous book [9, see page 539, Problem 18].
Recently the interest in the representation of algebraic integers as sums of units
arose due to the contribution of Jarden and Narkiewicz [8]. They showed that in
a given number field there does not exist an integer k, such that every algebraic
integer can be written as the sum of at most k (not necessarily distinct) units.
For an overview on this topic we recommend the survey paper due to Barroero,
Frei, and Tichy [1]. Recently Thuswaldner and Ziegler [13] considered the following
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related problem. Let an order o of a number field and a positive integer k be
given. Does each element α ∈ o admit a representation as a linear combination
α = c1ε1 + · · · + cℓεℓ of units ε1, . . . , εℓ ∈ o∗ with coefficients ci ∈ {1, . . . , k} ?
This problem was attacked by using dynamical methods from the theory of digit
expansions. In the present paper we address this problem again. In particular, we
wish to generalize Belcher’s criterion in a way to make it applicable to this problem.
In order to get the most general form, we refine the definition of the unit sum
height given in [13].
Definition 1.1. Let F be some field of characteristic 0, Γ be a finitely generated
subgroup of F ∗, and R ⊂ F be some subring of F . Assume that α ∈ R can be
written as a linear combination
α = a1ν1 + · · ·+ aℓνℓ, (1.1)
where ν1, . . . , νℓ ∈ Γ ∩ R are pairwise distinct and a1 ≥ · · · ≥ aℓ > 0 are integers.
If (in case there exists more than one representation of the form (1.1)) a1 in (1.1)
is chosen as small as possible, we call ωR,Γ(α) = a1 the R-Γ-unit sum height of α.
In addition we define ωR,Γ(0) := 0 and ωR,Γ(α) :=∞ if α admits no representation
as a finite linear-combination of elements contained in Γ ∩R. Moreover, we define
ωΓ(R) = max {ωR,Γ(α) : α ∈ R}
if the maximum exists. If the maximum does not exist we write
ωΓ(R) =
{
ω if ωR,Γ(α) <∞ for each α ∈ R,
∞ if there exists α ∈ R such that ωR,Γ(α) =∞.
Let us note that for a number field F with the group of units Γ of an order o of
F we have ωΓ(o) = ω(o), where ω(o) is the unit sum height defined in [13].
With those notations our main result is the following.
Theorem 1.2. Let F ⊂ C be a field and Γ a finitely generated subgroup of F ∗ with
−1 ∈ Γ. Let R be a subring of F that is generated as a Z-module by a finite set
E ⊂ Γ ∩R. Assume that for given integers n ≥ I ≥ 2 the equation
u1 + · · ·+ uI = n, u1, . . . , uI ∈ Γ ∩R (1.2)
has a solution (u1, . . . , uI) 6= (1, . . . , 1). Then we have ωΓ(R) ≤ n− 1.
The following section, Section 2, is devoted to the proof of Theorem 1.2. In the
third section we apply our main theorem, Theorem 1.2, to some special orders of
Shanks’ simplest cubic fields. A special case of that theorem yields applications to
double-base expansions. There we choose F = Q, R = Z and Γ = 〈−1, p, q〉, where
p and q are coprime integers. We discuss that in Section 4.
2. Proof of Theorem 1.2
We start this section by giving a short plan of the proof.
Plan of Proof. Let α ∈ R be arbitrary. Our goal is to find a representation of α
of the form (1.1) in which the coefficients a1, . . . , aℓ are all bounded by n− 1. We
first show that α can be represented as a linear combination of the form (1.1) with
ν1, . . . , νℓ chosen in a particular way. The idea of the proof is rather simple and is
based on induction over the total weight of this representation (this is the sum of all
of its coefficients, see Definition 2.2). Start with a representation of α as above and
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choose a coefficient which is greater than or equal to n (if such a coefficient does not
exist, we are finished). Now apply (1.2). This leads to a new representation of α of
the form (1.1) whose total weight does not increase (and actually remains the same
after excluding some trivial cases). This process is now repeated until we either
have a representation in which all coefficients are bounded by n− 1, or the support
of the representation contains big gaps. In the first case we are finished. In the
second case we can split the representation in two parts which are separated by a
large gap. The total weight of each part is less than the total weight of the original
representation of α. We thus use the induction hypothesis on both of them, so we
get a new representation of each part with coefficients bounded by n − 1. Now,
since the gap between the supports of these two parts is large, they do not overlap
after we apply (1.2) to them in the appropriate way and we can put them together
to find a representation as desired also in this case. 
Now we start with the proof of Theorem 1.2. First we introduce some notations.
For integers a and b we write
Ja, bK := {a, a+ 1, . . . , b}
for the integers in the interval from a to b. For tuples x = (x1, . . . , xM ) and
ε = (ε1, . . . , εM ) we set
ε
x := εx11 . . . ε
xM
M .
Observe first that each element of R has at least one representation of the form
(1.1). The coefficients of that representation are integers, but not necessarily smaller
than n.
A. There exists a K-th root of unity ζ, elements η1, . . . , ηL ∈ E, and multiplicatively
independent elements ε1, . . . , εM ∈ Γ∩R, abbreviated as ε = (ε1, . . . , εM ), such that
ui = ζ
ki
ε
r(i) , i ∈ J1, IK ,
for some k1, . . . , kI ∈ J0,K − 1K and some r(1), . . . , r(I) ∈ ZM , each α ∈ R can be
written as
α =
∑
k∈J0,K−1K
∑
ℓ∈J1,LK
∑
x∈ZM
ak,ℓ,xζ
kηℓε
x
with non-negative integers ak,ℓ,x, and such that no relation of the form
ζkηiε
x = ηjε
y, i 6= j
with integer exponents and k ∈ Z holds.
Proof of A. Let u1, . . . , uI be as in (1.2). Choose a K-th root of unity ζ ∈ Γ ∩ R
(note that the torsion group of Γ is finite and cyclic) and multiplicatively indepen-
dent ε1, . . . , εM ∈ Γ ∩R with M ≤ I, such that
ui = ζ
kiε
r
(i)
1
1 . . . ε
r
(i)
M
M = ζ
ki
ε
r
(i)
(i ∈ J1, IK)
holds for some r(1), . . . , r(I) ∈ ZM . We set
r := max
{
r(i)m : i ∈ J1, IK ,m ∈ J1,MK
}
(2.1)
and want to mention that we reference to that r later in this section.
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Let us consider a finite subset {η1, . . . , ηL} ⊂ E such that all α ∈ R can be
written as a linear combination
α =
∑
k∈J0,K−1K
∑
ℓ∈J1,LK
∑
x∈ZM
ak,ℓ,xζ
kηℓε
x
with ak,ℓ,x ∈ Z (which is possible since E finitely generates R as Z-module). We
can (and do) choose that finite subset such that no relation of the form
ζkηiε
x = ηjε
y, i 6= j
with integer exponents and k ∈ Z holds.
Note that ζkηℓε
x ∈ Γ ∩R. Furthermore, we can choose the coefficients ak,ℓ,x to
be non-negative, since, by assumption, we have −1 ∈ Γ, which allows us to choose
the “signs” in our representation. 
From now on we suppose that ζ, η1, . . . , ηL, and ε are fixed and given as in A.
We use the following convention on representations.
Convention 2.1. Let α ∈ R and suppose we have a representation of α where the
coefficients are denoted by ak,ℓ,x (small Latin letter with some index), i.e., α is
written as
α =
∑
k∈J0,K−1K
∑
ℓ∈J1,LK
∑
x∈ZM
ak,ℓ,xζ
kηℓε
x
We denote by A ⊂ ZM (capital Latin letter corresponding to the letter used for the
coefficients) the minimal M -dimensional interval including all x with ak,ℓ,x 6= 0.
We write
A =
q
A1, A1
y× · · · × qAM , AM
y
.
We omit the range of the indices k and ℓ since they are always the same. Thus α
will be written as
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x.
An important quantity is the weight of a representation. It is defined as follows.
Definition 2.2. Let α ∈ R and suppose we have a representation as in A, i.e.,
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x.
with non-negative integers ak,ℓ,x. We call the minimum of all∑
k,ℓ
∑
x∈A
ak,ℓ,x
among all possible representations (as above) of α the total weight of α and write
wα for it.
As mentioned in the plan of the proof of Theorem 1.2, we apply Equation (1.2)
to an existing representation to get another one. In the following paragraph, we
define that replacement step, which will then always be denoted by
N
.
N
(Replacement Step). Suppose we have a representation
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x,
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where at least one coefficient ak,ℓ,x ≥ n. We get a new representation by applying
u1 + · · ·+ uI = n.
More precisely, if ui = ζ
ki
ε
r(i) , then the coefficient ak+ki,ℓ,x+r(i) is increased by 1
for each i ∈ J1, IK and ak,ℓ,x is replaced by ak,ℓ,x − n.
The following statements B and C deal with two special cases.
B. If α ∈ R with wα < I, then Theorem 1.2 holds.
We use that statement as the basis of our induction on the total weight w.
Proof of B. Since I ≤ n we have wα < n. So the sum of all (non-negative) co-
efficients is smaller than n. Therefore all coefficients themselves are in J0, n− 1K,
which proves the theorem in that special case. 
From now on suppose we have an α ∈ R with a representation
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x,
which has minimal weight. That means, we have w := wα.
C. If I < n, then Theorem 1.2 holds.
Proof of C. Assume that there is a coefficient ak,ℓ,x ≥ n in the representation of
α. We apply
N
to obtain a new representation. But because I < n, the new one
has smaller total weight, which is a contradiction to the fact that w was chosen
minimal. 
Because of B and C we suppose from now that w ≥ I and I = n. As indicated
above, we prove Theorem 1.2 by induction on the total weight w of α. More
precisely we want to prove the following claim by induction.
Claim 2.3. Assume that α ∈ R has a representation
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x
with non-negative integers ak,ℓ,x and with minimal total weight w. Then α has also
a representation of the form
α =
∑
k,ℓ
∑
x∈G
gk,ℓ,xζ
kηℓε
x.
with integers gk,ℓ,x ∈ J0, n− 1K and where
G =
q
A1 − f(w), A1 + f(w)
y× · · · × qAM − f(w), AM + f(w)
y
with f(1) = 0 and
f(w) = T (w)r + f(w − 1) (w ∈ N),
where
T (w) = (w + 2(w − 1)f(w − 1))MwKwLw.
In order to prove Theorem 1.2 it is sufficient to prove Claim 2.3. As already
mentioned, we use induction on the total weight w of α. Note that the induction
basis has been shown above in B.
Let us start by looking what happens if one applies
N
.
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D. Repeatedly applying
N
yields pairwise “essentially different” representations of
α.
More precisely, by repeatedly applying
N
, it is not possible to get two represen-
tations
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x+L
with some L ∈ ZM \ {0}.
Proof of D. Remember that we assumed I = n. First, let us note that we have
n ≤
∑
i∈J1,nK
|ui|
because of Equation (1.2). Using the Cauchy-Schwarz inequality yields
n2 ≤
 ∑
i∈J1,nK
1 · |ui|
2 ≤ n ∑
i∈J1,nK
|ui|2 .
Hence,
n <
∑
i∈J1,nK
|ui|2 ,
unless |u1| = · · · = |un| = 1 and
∑
i ui = n, i.e., u1 = · · · = un = 1. Since the
trivial solution has been excluded, we see that every application of
N
makes the
quantity ∑
k,ℓ
∑
x∈A
ak,ℓ,x (|ε1|x1 . . . |εM |xM )2 (2.2)
larger, i.e., the quantity (2.2) coming from coefficients a′k,ℓ,x is larger than (2.2)
from ak,ℓ,x, where the a
′
k,ℓ,x are the coefficients after an application of N on a
representation with coefficients ak,ℓ,x. Note that the ε1, . . . , εM are fixed, cf. state-
ment A.
Hence, repeatedly applying
N
produces pairwise disjoint representations. More-
over, we cannot get the same representation up to linear translation in the exponents
twice, i.e., we cannot get representations
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x+L
with L ∈ ZM \ {0}. Such a relation would imply that εL = 1, which is a contradic-
tion to the assumption that the ε1, . . . , εM are multiplicatively independent. 
Now we look what happens after sufficiently many applications of
N
.
E. Set
T (w) := (w + 2(w − 1)f(w − 1))MwKwLw
and suppose we have a representation
α =
∑
k,ℓ
∑
x∈A
ak,ℓ,xζ
kηℓε
x.
After at most T (w) applications of
N
we get a representation
α =
∑
k,ℓ
∑
x∈B
bk,ℓ,xζ
kηℓε
x,
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such that one of the following assertions is true:
(1) Each coefficient satisfies bk,ℓ,x ∈ J0, n− 1K and
Bm −Bm ≤ w + 2(w − 1)f(w − 1)
holds for all m ∈ J1,MK.
(2) There exists an index m such that
Bm −Bm > w + 2(w − 1)f(w − 1)
holds.
Proof of E. Each replacement step
N
yields an essentially different representation,
see D, and there are at most T (w) possibilities to distribute our new coefficients in
an interval J0,K − 1K× J1, LK×B with
Bm −Bm ≤ w + 2(w − 1)f(w − 1)
for each m with 1 ≤ m ≤ M . Therefore after at most T (w) replacement steps we
are either in case 1 or in case 2 of E. 
F. With the setup and notations of E, a possible “translation of the indices” stays
small.
More precisely, we have
max {|Am −Bm| : m ∈ J1,MK} ≤ T (w)r,
and
max
{∣∣Am −Bm∣∣ : m ∈ J1,MK} ≤ T (w)r,
where r is as defined as in (2.1).
Proof of F. The quantity r is the maximum of all exponents in the representation
of the ui as powers of the ε1, . . . , εM . Thus, an application of
N
can change the
exponents, and therefore the upper and lower bounds, respectively, by at most r.
We have at most T (w) applications of
N
, so the statement follows. 
Now we look at the two different cases of E. The first one leads to a result
directly, whereas in the second one we have to use the induction hypothesis to get
a representation as desired.
G. If we are in case (1) of E, then we are “finished”.
Proof of G. Since∣∣Am −Bm∣∣ ≤ T (w)r < T (w)r + f(w − 1) = f(w)
and
|Am −Bm| ≤ T (w)r < T (w)r + f(w − 1) = f(w)
hold for each m ∈ N we have found a representation as desired in Claim 2.3. 
H. If we are in case (2) of E, then we can split the representation into two parts
and between them there is a “large gap”.
More precisely, there is a constant c such that we can write α = γ + δ with
γ =
∑
k,ℓ
∑
x∈B
xm<c
bk,ℓ,xζ
kηℓε
x
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and
δ =
∑
k,ℓ
∑
x∈B
xm>c+2f(w−1)
bk,ℓ,xζ
kηℓε
x.
Proof of H. In case 2 of E we have an index m ∈ J1,MK with
Bm −Bm ≥ w + 2(w − 1)f(w − 1)
The total weight of α is w, so the representation
α =
∑
k,ℓ
∑
x∈B
Bk,ℓ,xζ
kηℓε
x,
has at most w non-zero coefficients. Therefore, by the pigeon hole principle we
can find an interval J of length at least 2f(w − 1) and with the property that
all coefficients ax,i fulfilling xm ∈ J are zero. Therefore we can split up α as
mentioned. 
I. If we have the splitting described in H, then Claim 2.3 follows for weight w.
Proof of I. After renaming the intervals and coefficients, we have α = γ + δ with
γ =
∑
k,ℓ
∑
x∈C
ck,ℓ,xζ
kηℓε
x
and
δ =
∑
k,ℓ
∑
x∈D
dk,ℓ,xζ
kηℓε
x.
Both total weights wγ and wδ, respectively, are smaller than w = wα, so we can
use induction hypothesis: We get representations
γ =
∑
k,ℓ
∑
x∈E
ek,ℓ,xζ
kηℓε
x (2.3)
with ek,ℓ,x ∈ J0, n− 1K and
δ =
∑
k,ℓ
∑
x∈F
fk,ℓ,xζ
kηℓε
x (2.4)
with fk,ℓ,x ∈ J0, n− 1K. The upper and lower bounds of the intervals in C to E
differ by at most f(wγ) ≤ f(w − 1) in each coordinate. The same is valid for the
intervals of D to F . Since the intervals in C and D were separated by intervals of
length at least 2f(w − 1), therefore the intervals in E and F are disjoint. In other
words, the two representations in (2.3) and (2.4) do not overlap. So we can add
these two representations and obtain
α =
∑
k,ℓ
∑
x∈G
gk,ℓ,xζ
kηℓε
x
with gk,ℓ,x ∈ J0, n− 1K. We have
max
{∣∣Gm −Am∣∣ : m ∈ J1,MK} ≤ T (w)r + f(w − 1) = f(w)
and
max {|Gm −Am| : m ∈ J1,MK} ≤ T (w)r + f(w − 1) = f(w),
which finishes the proof. 
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3. The Case of Simplest Cubic Fields
Let a be an integer and let α be a root of the polynomial
X3 − (a− 1)X2 − (a+ 2)X − 1.
Then the family of real cubic fields Q(α) is called the family of Shanks’ simplest cu-
bic fields. These fields and the ordersZ[α] have been investigated by several authors.
In particular, in a recent paper of the second and third author [13] it was shown
that the unit sum height of the orders Z[α] is 1 in case of a = 0, 1, 2, 3, 4, 6, 13, 55
and the unit sum height ≤ 2 in case of a = 5. Moreover, it was conjectured that
ω(Z[α]) = 1 for all a ∈ Z.
Using our main theorem we are able to prove the following result.
Theorem 3.1. We have ω(Z[α]) ≤ 2 for all a ∈ Z.
Proof. First let us note some important facts on Q(α) and Z[α], see for example
Shanks’ original paper [10]. We know thatQ(α) is Galois overQ with Galois group
G = {id, σ, σ2} and with α2 = σ(α) = −1− 1α . If we set α1 := α, then α1 and α2
are a fundamental system of units. Now we know enough about the structure of
Z[α] to apply Theorem 1.2.
If we can find three units u1, u2, u3 ∈ Z[α]∗ such that u1 + u2 + u3 = 3 and
ui 6= 1, then the theorem is a direct consequence of Theorem 1.2. Indeed we have
3 =
=u1︷ ︸︸ ︷
(α21 + (−a+ 2)α1 − a)
+
=u2︷ ︸︸ ︷
(−2α21 + (2a− 1)α1 + a+ 4)
+
=u3︷ ︸︸ ︷
(α21 + (−a− 1)α1 − 1)
= α1α
2
2 + α
−2
1 α
−1
2 + α1α
−1
2 . 
4. Application to Signed Double-Base Expansions
We start with the definition of a signed double-base expansion of an integer.
Definition 4.1 (Signed Double-Base Expansion). Let p and q be different integers.
Let n be an integer with
n =
∑
i∈N0,j∈N0
dijp
iqj ,
where dij ∈ {−1, 0, 1} and only finitely many dij are non-zero. Then such a sum is
called a signed p-q-double-base expansion of n. The pair (p, q) is called base pair.
A natural first question is, whether each integer has a signed double-base expan-
sion for a fixed base pair.
If one of the bases p and q is either 2 or 3, then existence follows since every
integer has a binary representation (base 2 with digit set {0, 1}) and a balanced
ternary representation (base 3 with digit set {−1, 0, 1}), respectively. To get the
existence results for general base pairs, we use the following theorem, cf. [5]
Theorem 4.2 (Birch). Let p and q be coprime integers. Then there is a positive
integer N(p, q) such that every integer larger than N(p, q) may be expressed as a
sum of distinct numbers of the form piqj all with non-negative integers i and j.
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Corollary 4.3. Let p and q be coprime integers. Then each integer has a signed
p-q-double-base expansion.
Next we want to give an efficient algorithm that allows to calculate a signed
double base expansion of a given integer. Birch’s theorem, or more precisely the
proof in [5], does not provide an efficient way to do that. However, using our main
result, there is a way to compute such expansions efficiently at least for certain base
pairs.
Corollary 4.4. Let p and q be coprime integers with absolute value at least 3. If
there are non-negative integers x and y such that
2 = |px − qy| , (4.1)
then each integer has a signed p-q-double-base expansion which can be computed
efficiently (there exists a polynomial time algorithm). In particular given a p-adic
expansion of an integer α, one has to apply (4.1) at most O(log(α)2) times.
Proof. We start to prove the first part of the corollary and therefore apply Theorem
1.2 with F = Q, R = Z and Γ is the multiplicative group generated by −1, p and
q. Since by assumption 2 = ±(px − qy) we have a solution to (1.2) and Theorem
1.2 yields that p-q-double-base expansions exist.
Now let us prove the statement on the existence of a polynomial time algorithm.
Assume that for the integer α the p-adic expansion
α = a0 + a1p+ · · ·+ akpk
is given, with a0, . . . , ak ∈ J0, p− 1K. Let us note that the weight w of this repre-
sentation is at most O(logα). Now the following claim yields the corollary. 
Claim 4.5. Assume
α =
∑
i∈J0,IK
aip
i
with ai ∈ Z and I ∈ N0, and set w =
∑
i∈J0,IK |ai|. Then, after at most w
2
−w
2
replacement steps
N
we arrive in a representation of the form
α =
∑
j∈J0,JK
qjy
∑
k∈J0,KK
bk,jp
k,
where the bk,j are integers with |bk,j | ≤ 1, and J,K ∈ N0.
Proof. We prove the claim by induction on w. If w ≤ 1 the statement of the claim
is obvious. Further, if all the ai are in {−1, 0, 1} we are done. Therefore we assume
that there is at least one index i with |ai| > 1.
We now apply the replacement step
N
in the following way: If ai > 1, then ai
is replaced by ai − 2, if ai < 1, then ai is replaced by ai + 2. After at most w − 1
such steps, we get a new representation of the form
α =
∑
i∈J0,IcK
cip
i + qy
∑
i∈J0,IdK
dip
i,
Ic, Id ∈ N0, ci, di ∈ Z, such that all ci fulfil |ci| ≤ 1. Note that no replacement step
N
increases the weight w.
Now consider
β =
∑
i∈J0,IdK
dip
i.
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The weight of β fulfils
wβ =
∑
i∈J0,IdK
|di| ≤ w − 1,
since in each replacement step it is increased exactly by 1. Now, by induction,
hypothesis we obtain a representation
β =
∑
j∈J0,JeK
qjy
∑
k∈J0,KeK
ek,jp
k,
where the ek,j are integers with |ek,j | ≤ 1 and Je,Ke ∈ N0. Further, this can be
done in
w2β−wβ
2 steps. Setting bi,0 = ci and bi,k = ei,k−1 for k > 0 yields the desired
representation. Moreover, this can be done with at most
w2β − wβ
2
+ w − 1 ≤ (w − 1)(w − 2)
2
+ w − 1 = w(w − 1)
2
applications of
N
, which finishes the proof of the claim. 
Now we want to give some examples for base pairs, where the corollary can be
used.
Example 4.6. Let (p, q) be a twin prime pair, i.e., we have q = p + 2 and both p
and q are primes. Then clearly
2 = q − p,
so, by Corollary 4.4, every integer has a signed p-q-double-base expansion, which
can be calculated efficiently.
Example 4.7. Let p = 5 and q = 23. We have
2 = 52 − 23,
therefore every integer has a signed 5-23-double-base expansion, which can be cal-
culated efficiently. Again Corollary 4.4 was used.
To see some concrete expansions, we calculated the following:
995 = −55 + 54 + 53 · 23− 52 + 5 · 23 + 232 + 1
996 = −53 + 52 · 23 + 232 − 5 + 23− 1
997 = −53 + 52 · 23 + 232 − 5 + 23
998 = 54 − 53 − 52 + 232 − 5− 1
999 = 54 − 53 − 52 + 232 − 5
1000 = 54 − 53 − 52 + 232 − 5 + 1
1001 = −53 + 52 · 23 + 232 + 23− 1
1002 = −53 + 52 · 23 + 232 + 23
1003 = 54 − 53 − 52 + 232 − 1
In each case we started with an initial expansion, which is obtained by a greedy
algorithm: For a v ∈ Z find the closest 5i · 23j, change the coefficient for that base,
and continue with v − 5i · 23j. Then we calculated the expansion by applying the
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equation 2 = 52 − 23 as in the proof of Theorem 1.2. The implementation1 was
done in Sage [12].
One can find pairs (p, q) where Corollary 4.4 does not work. The following
remark discusses some of those pairs.
Remark 4.8. Consider the equation
2 = |px − qy| (4.2)
with non-negative integers x, y. A first example, where the corollary fails, is p = 5
and q = 11. Indeed, looking at Equation (4.2) modulo 5 yields a contradiction.
Another example is p = 7 and q = 13, where looking at (4.2) modulo 7, yields a
contradiction. A third example is p = 7 and q = 11.
So in the cases given in the remark above, as well as in a lot of other cases,
we cannot use the corollary to compute a signed double-base expansion efficiently.
This leads to the following question.
Question 4.9. Is there an efficient (polynomial time) algorithm for each base pair
(p, q) to compute a signed p-q-double-base expansion for all integers?
There is also another way to use Theorem 1.2. For some combinations of p and q
we can get a weaker result. First, we define an extension of the signed double-base
expansion: we allow negative exponents in the piqj , too.
Definition 4.10 (Extended Signed Double-Base Expansion). Let p and q be dif-
ferent integers (usually coprime). Let z ∈ Q. If we have
z =
∑
i∈Z,j∈Z
dijp
iqj ,
where dij ∈ {−1, 0, 1} and only finitely many dij are non-zero, then we call the sum
an extended signed p-q-double-base expansion of z.
With that definition, we can prove the following corollary to Theorem 1.2.
Corollary 4.11. Let p and q be coprime integers. If there are integers a, b, c, and
d with (a, b, c, d) 6= (0, 0, 0, 0) and such that
2 = paqb ± pcqd, (4.3)
then every element of Z[1/p, 1/q] has an extended signed p-q-double-base expansion
which can be computed efficiently (polynomial time algorithm).
Remark 4.12. If we have a solution to the equation in Corollary 4.4, then Corol-
lary 4.11 works, too. But more can be said about the existence and efficient com-
putability of extended double-base expansions for the elements of Z[1/p, 1/q]. If
each integer has an efficient computable signed p-q-double-base expansion, then each
element of Z[1/p, 1/q] has an extended signed p-q-double-base expansion which can
be computed efficiently. This result is not difficult to prove.
Now we prove the corollary.
1The source code can be found on http://www.danielkrenn.at/belcher/ . Further a full list
of expansions of the natural numbers up to 10000 can be found there.
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Proof of Corollary 4.11. The proof of this corollary runs along the same lines as
the proof of Corollary 4.4.
We apply Theorem 1.2 with F = Q, R = Z[1/p, 1/q] and Γ is the multiplicative
group generated by −1, p and q. Since, by assumption, 2 = ±(paqb−pcqd) we have
a solution to (1.2), Theorem 1.2 yields that p-q-double-base expansions exist.
Next, we claim that we may assume p and q are odd and p, q > 3. Indeed
assuming that p ∈ {2, 3}, then we can write α ∈ Z[1/p, 1/q] in the form
α =
α˜
pxpqxq
with α˜ ∈ Z and appropriate exponents xp and xq. Moreover, α˜ has a representation
of the form
α˜ =
∑
i∈J0,kK
aip
i
with ai ∈ {−1, 0, 1}. However the computation of such a represenation can be done
efficiently and takes polynomial time in the height h(α), where
h(n/m) = max{log |n| , log |m| , 1}
provided n,m ∈ Z are coprime.
Since we may assume p, q > 3, we want to show next that a solution to equa-
tion (4.3) necessarly takes the form
2 = ±p−a ± p−aqb,
with a, b ≥ 0. We observe that a solution to (4.3) with a, c > 0 or b, c > 0 does not
exist, since otherwise p | 2 or q | 2. Next we note that if a 6= c (b 6= d respectively)
the p-adic valuation (q-adic valuation) on the right hand side of (4.3) would be the
minimum of a and c (b and d respectively) and in view of the left hand side, this
minimum must be 0. Thus any solution to equation (4.3) must be of one of the
following forms:
2 = ±paqb ± 1,
2 = ±p−aq−b ± p−aq−b,
2 = ±p−a ± p−aqb,
or
2 = ±pa ± qb,
where a and b are positive integers. Obviously the first two cases have no solution
and the last case has been treated in Corollary 4.4.
Now let us write α ∈ Z[1/p, 1/q] in the form
α =
a0 + a1p+ · · ·+ akpk
qxqpxp
.
We are now in a similar situation as in the proof of Corollary 4.4. Let w =
∑k
i=1 |ai|.
Then by similar arguments as in Corollary 4.4 we find an extended signed p-q-
double-base expansion of α with at most w
2
−w
2 applications of N. Thus we have a
polynomial in h(α) time algorithm. 
We can use the corollary proved above to get the following examples.
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Example 4.13. Let p be a Sophie Germain prime and q = 2p+ 1. We obtain
2 = qp−1 − p−1.
Using Corollary 4.11 yields that every element of Z[1/p, 1/q] has an efficient com-
putable extended signed p-q-double-base expansion.
The case when p is a prime and q = 2p− 1 is a prime works analogously.
The end of this section is dedicated to a short discussion. All the results on
efficient computability in this section needed a special representation of 2. We have
given some pairs (p, q) where the methods given here do not work.
Further, one could ask, whether the representations we get have a special struc-
ture. Of particular interest would be an algorithm to get expansions with a small
number of summands (small number of non-zero digits). For a given base pair (p, q)
this leads to the following question
Question 4.14. How to compute a signed p-q-double-base expansion with minimal
weight for a given integer?
A greedy approach for solving this question can be found in Berthe´ and Im-
bert [4], some further results can be found in Dimitrov and Howe [6].
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