Abstract. Finite subset spaces of a metric space X form a nested sequence under natural isometric embeddings X = X(1) ⊂ X(2) ⊂ . . . . We prove that this sequence admits Lipschitz retractions X(n) → X(n − 1) when X is an Hadamard space. This retraction generalizes the concept of convex bicombing, which corresponds to the case n = 2.
Introduction
Let X be a metric space. For n ≥ 1, X(n) denotes the set of all nonempty subsets of X with cardinality at most n. Equipped with the Hausdorff metric, X(n) becomes a metric space which is sometimes called a symmetric product or symmetric power of X. Following Tuffley [16] we use the descriptive term finite subset space for X(n). This space is related to, but different from X n /S n , the space of unordered n-tuples of points in X.
One feature that distinguishes X(n) from the Cartesian power X n and the quotient X n /S n is the existence of canonical isometric embeddings X(n) ⊂ X(n + 1). The embeddings X n ⊂ X n+1 are not canonical: they depend on the choice of a base point in X. Furthermore, the geometry of embedding X(n) ⊂ X(n + 1) is far richer than the geometry of embedding X n ⊂ X n+1 . For example [14] , S 1 (1) ⊂ S 1 (3) is a trefoil knot embedded in S 3 which bounds a Möbius band, namely S 1 (2) . This example shows that in general the canonical embeddings ι : X(n) → X(n + 1) do not split: there need not be a continuous map r : X(n + 1) → X(n) such that r • ι = id.
On the other hand, there is a Lipschitz retraction of R(n + 1) onto R(n) for every n ≥ 1. This observation, made in [11] , was used to prove the bi-Lipschitz embeddability of R(n) into a Euclidean space. Our main result shows that such a Lipschitz retraction exists for all Hadamard spaces, i.e., complete CAT(0) spaces. Theorem 1.1. Let X be an Hadamard space and n ≥ 2. Then there exists a Lipschitz retraction r : X(n) → X(n − 1) with Lipschitz constant at most n 2 .
Furthermore, there is a deformation retraction R : X(n) × [0, 1] → X(n) such that R(·, 0) = id, R(·, 1) = r, and R(·, s) is n 2 -Lipschitz for every s ∈ [0, 1]. The map R is locally Lipschitz. It is globally Lipschitz when X is bounded.
When X is unbounded, a deformation retraction R cannot be globally Lipschitz on X(n) × [0, 1], since the distance from elements of X(n) to X(n − 1) can be arbitrarily large.
Let us relate Theorem 1.1 to known results in CAT(0) geometry. The special case n = 2 of Theorem 1.1 is a well-known consequence of the convexity of the metric in CAT(0) spaces. In this case one has a 1-Lipschitz retraction given by sending each pair of points to the midpoint of geodesic between them. There is also a natural deformation retraction, known as convex geodesic bicombing [12] . Such a bicombing exists also in normed linear spaces, which are not CAT(0) in general. We do not know if Theorem 1.1 holds for general normed linear spaces.
Although the Lipschitz constant of retraction X(n) → X(n − 1) can be 1 when n = 2, in general it must be greater than 1. Example 5.1 shows that there is no 1-Lipschitz retraction of R 2 (3) onto R 2 (2).
For every Hadamard space X, a natural continuous retraction X(n) → X(1) is provided by the circumcenter map, which sends each set into the center of the smallest closed ball containing the set. Indeed, the circumcenter of a bounded subset of an Hadamard space is unique and continuous with respect to the Hausdorff metric [6, p. 334] . However, it is not Lipschitz even when X = R 2 and n = 3, see [9] or Example 5.2.
When X is a Euclidean space, the Steiner point of the convex hull of finite subsets provides a Lipschitz retraction from X(n) to X(1), see [2, §2.4] or [5, §5.3.1] . However, the definition of Steiner point relies on the linear structure of X. It also does not seem to lead to a retraction onto X(k) for 1 < k < n. According to Remark 4.5 in [11] , applying Theorem 1.1 to X = R d yields the following corollary.
Whether the property of being an absolute Lipschitz retract is inherited by finite subset spaces remains unknown in general. See [3] for the topological version, and [7, 8] for the Lipschitz version.
The main tool in the proof of Theorem 1.1 is the gradient flow of a convex function on Hadamard spaces [10, 13] , and in particular the Lie-Trotter-Kato product formula for this flow [1, 15] . It should be noted that the curvature bound is not inherited by finite subset spaces. Indeed, for any nontrivial geodesic space X the space X(2) contains an isometric copy of an open subset of ℓ 2 ∞ , which satisfies no curvature bounds. For this reason, we work with the Cartesian power X n in §3 and then make the transition to X(n) in §4.
Preliminaries: resolvent and gradient flow
An Hadamard space is a complete CAT(0) space. The monographs [4, 6] give excellent expositions of the geometry of such spaces. Given two points p, q in an Hadamard space (X, d), let γ : [0, 1] → X be the (unique) geodesic such that γ(0) = p and γ(1) = q. Here and in the sequel all geodesics are parametrized proportional to arclength. We write
A key feature of CAT (0) spaces is the convexity of the distance function [4, II.2.2], which states that for any p, q, p ′ , q ′ ∈ X the function
is convex.
Another manifestation of convexity is the fact that the nearest point projection onto a convex, complete subset of a CAT(0) space is a well-defined map that is nonexpansive, i.e., does not increase pairwise distances [4, II.2.4]. The following lemma is based on this fact. Lemma 2.1. Let p and q be distinct points in a CAT(0) space X. Fix
Then the minimum of ψ on X 2 is equal to d(p, q) − 2λ, and is attained by
Proof. The geodesic [p, q] is a convex compact subset of X. Hence, we can replace x and y by their projections onto [p, q] without increasing ψ. Writing
The convexity of (2.2) with respect to µ and ν implies that the minimum is attained when µ = ν. Straightforward single-variable minimization yields
The theory of gradient flow of convex functions on Hadamard spaces is well developed by now. We state some of the key results, referring to [10, 13] for their proofs. Let (X, d) be an Hadamard space. Given a continuous convex function f : X → R and a number λ > 0, define the resolvent J λ (x, f ) to be the (unique) point y ∈ X at which the function
The gradient flow semigroup associated to f is defined by
where the superscript N means iteration. Each map Ψ t : X → X, t ≥ 0, is nonexpansive. These maps enjoy the semigroup property Ψ t • Ψ s = Ψ t+s . If, additionally, f is Lipschitz with constant L, then by [13, Thm. 2.17],
The Hadamard space version of the Lie-Trotter-Kato product formula [1, 15] states that if f is the sum of continuous convex functions f 1 , . . . , f m , then
for all x ∈ X and all t ∈ [0, ∞).
Gradient flow on the Cartesian power
For the remainder of the paper X is a fixed Hadamard space. Let X n be the Cartesian power of X. The elements of X n will be denoted in bold, x = (x 1 , . . . , x n ) ∈ X n . The space X n , equipped with the Euclidean metric
is also an Hadamard space [4, p. 167 
. This is a convex function on X n . Indeed, by [6, Lemma 3.6.4] , the geodesic between p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) is given by
, since it is of the form (2.1).
The following lemma gives a formula for the resolvent of f ij . Denote
Consequently, for 1 ≤ k < l ≤ n we have
Proof. In order to minimize
we obviously must have y k = x k when k / ∈ {i, j}. The optimal position of y i and y j is unique because X n is CAT(0), and it is given by (3.2) because of Lemma 2.1.
When (k, l) = (i, j), equality holds in (3.3) by virtue of (3.2). In other cases, (3.3) follows from the convexity of the metric, (2.1).
Consider the function Φ : X n → R defined by Φ = 1≤i<j≤n f ij It is evidently convex. It also satisfies the global Lipschitz bound
From now on we write Ψ t (x) for Ψ t (x, Φ), because Φ is the only function whose gradient flow will be used. For future reference, record a Lipschitz estimate that follows by combining (2.3) and (3.4):
The following lemma states that for 0 < t < T (x), every summand f ij decreases at certain rate along the gradient curve of Φ. This has an important consequence: the gradient curve reaches D within a relatively short period of time. The estimate (3.7) is crucial for our construction.
Lemma 3.2. For all 0 < t < T (x) and all 1 ≤ i < j ≤ n we have
Consequently,
Proof. By (2.4),
where the composition involves all f kl for 1 ≤ k < l ≤ n, ordered in some way. When N is large enough, (3.3) applies and yields
Applying (3.8) repeatedly, we arrive at (3.6).
Since the left hand side of (3.6) is nonnegative, we have T (x) ≤ 1 2 f ij (x). Take the minimum over 1 ≤ i < j ≤ n to obtain (3.7).
The stopping time T turns out to be a Lipschitz function on X n . Lemma 3.3. For all x, y ∈ X n we have
Proof. Without loss of generality T (x) < T (y). Let x ′ = Ψ T (x) (x) and
By the definition of T (x), there are indices i < j such that
From (3.7) we obtain
By the semigroup property of the flow, T (y) = T (x)+T (y ′ ), which yields (3.9).
Combining Lemma 3.3 with the Lipschitz behavior of the flow Ψ t , we arrive at the following corollary.
is Lipschitz on X n with the Lipschitz constant at most s(n − 1) n/2 + 1.
Proof. For x, y ∈ X n we have
from (2.3) and (3.9). Also,
Remark 3.5. The symmetric group S n acts isometrically on X n by permuting the coordinates. This action leaves Φ invariant, and therefore commutes with its gradient flow Ψ t . In particular, the stopping time T is invariant under permutations.
Proof of Theorem 1.1
To pass from Cartesian power X n to finite subset space X(n) we introduce the forgetful map π : X n → X(n) which sends an n-tuple (x 1 , . . . , x n ) to the set {x 1 , . . . , x n }. This map forgets the order and multiplicities: the vectors (1, 0, 0, 0) and (0, 1, 1, 0) in R 4 are mapped to the same set {0, 1} ∈ R(4).
However, π does not behave like a quotient by an isometry group: for example, lifting {0, ǫ, 1} and {0, 1, 1 + ǫ} from R(3) to R 3 , we incur the increase of distance from ǫ to at least 1 − ǫ.
We are now ready to define the deformation retraction R :
By Remark 3.5, the set R(A, s) does not depend on our choice of a. Since Ψ T (a) (a) ∈ D, the set r(A) = R(A, 1) has at most n − 1 elements.
For a set A ∈ X(n) define
Note that (4.1) is consistent with (3.1) in the sense that δ(π(a)) = δ(A). Also observe that δ : X(n) → R is a 2-Lipschitz function with respect to the Hausdorff metric.
The following lemma gives an explicit bound for the Lipschitz constant of the retraction, which is certainly not the best possible. 
. From (3.5) and (3.7) we have
and similarly for B. Consider two cases.
Case 2 : δ(A) + δ(B) > 4ρ. We may assume δ(A) > 2ρ. The points of A are at distance greater than 2ρ from one another, yet each of them is within ρ from some point of B. This implies that A can be bijectively mapped to B by sending each point of A to the nearest point of B. We use this bijection to enumerate the elements of A and B so that d X (a i , b i ) ≤ ρ for i = 1, . . . , n. By Corollary 3.4,
Lemma 4.1 gives the main assertion of Theorem 1.1. It remains to observe that the Lipschitz constant of s → R(A, s) is bounded in terms of n and δ(A) by virtue of (3.5) and (3.7). When X is bounded, we have δ(A) ≤ diam X, which implies R is globally Lipschitz. This concludes the proof of Theorem 1.1.
Examples
Example 5.1. There does not exist a 1-Lipschitz retraction of R 2 (3) onto R 2 (2) . Indeed, such a retraction would have to send every 3-point set A to a 2-point set B = r(A) that minimizes the distance d H (A, B) among all B ∈ R 3 (2). Therefore, if A is formed by the vertices of a triangle with unequal sides, the set r(A) must contain the midpoint of the shortest side. If A consists of the vertices of an equilateral triangle, the continuity of r implies that r(A) contains the midpoints of all three sides, which is impossible.
By means of a compactness argument, Example 5.1 shows that there exists a constant L > 1 such that every retraction of R 2 (3) onto R 2 (2) has Lipschitz constant at least L. One could also obtain an explicit lower bound on L by making the argument in Example 5.1 quantitative.
The following example, which is a simplified version of Lemma 2 in [9] , shows that the circumcenter of a set does not provide a Lipschitz retraction of R 2 (3) onto R 2 (1). The distance between circumcenters is ǫ/2, while the Hausdorff distance d H (A ǫ , B ǫ ) is 1 − √ 1 − ǫ 2 < ǫ 2 . Hence, the circumcenter is not Lipschitz continuous with respect to d H .
