It is shown by Colding and Minicozzi the uniqueness of the tangent cone at infinity of Ricci-flat manifolds with Euclidean volume growth which has at least one tangent cone at infinity with a smooth cross section. In this article we raise an example of the Ricci-flat manifold implying that the assumption for the volume growth in the above result is essential. More precisely, we construct a complete Ricci-flat manifold of dimension 4 with non-Euclidean volume growth who has at least two distinct tangent cones at infinity and one of them has a smooth cross section.
Introduction
For a complete Riemannian manifold (X, g) with nonnegative Ricci curvature, it is known that one can take a sequence a 1 > a 2 > · · · > a i > · · · > 0 so that lim i→∞ a i = 0 and (X, a i g, p) converges to a metric space (Y, d, q) in the sense of the pointed Gromov Hausdorff topology [7] [8] . The limit (Y, d) is called the tangent cone at infinity of (X, g). In general, the tangent cone at infinity is not determined uniquely, however Colding and Minicozzi showed the next uniqueness theorem under certain assumptions.
Theorem 1.1 ([4]
). Let (X, g) be a Ricci-flat manifold with Euclidean volume growth, and suppose that one of the tangent cone at infinity has a smooth cross section. Then the tangent cone at infinity of (X, g) is unique.
Among the assumptions in Theorem 1.1, the Ricci-flat condition is essential since there are several examples of complete Riemannian manifolds with nonnegative Ricci curvature and Euclidean volume growth, of whom one of the tangent cone at infinity has smooth cross section, but the tangent cone at infinity is not unique [11] [5] .
In this article, we show that the assumption for the volume growth in Theorem 1.1 is essential. More precisely, we obtain the next main result. (1) (Y 0 , d 0 ) is isometric to the Riemannian cone C(S 2 ) where S 2 is the two dimensional sphere with constant curvature whose total area is π, (2) there is no homeomorphism between Y 0 and Y 1 preserving the distance functions.
Here, we mention more about (Y 0 , d 0 ) and (Y 1 , d 1 ). As topological spaces, Y 0 and Y 1 are homeomorphic to R 3 with the ordinary topology. As we can deduce from (1) of Theorem 1.2, (R 3 \{0}, d 0 ) comes from smooth Riemannian metric on S 2 × R >0 . On the other hand, Y 1 has worse singularities. Let l := {(t, 0, 0) ∈ R 3 ; t ≥ 0}. Then the restriction of d 1 to R 3 \l becomes a Riemannian distance of a Riemannian metric
where ζ = (ζ 1 , ζ 2 , ζ 3 ) is the Cartesian coordinate on R 3 . In other words, (Y 1 , d 1 ) is the completion of (R 3 \l, g 1 ). The Ricci-flat manifold (X, g) appeared in Theorem 1.2 is one of the hyper-Kähler manifolds of type A ∞ , constructed in [1] . Combining Theorems 1.1 and 1.2, we can see that the volume growth of (X, g) should not be Euclidean. In fact, the author have computed the volume growth of the hyper-Kähler manifolds of type A ∞ in [9] , and showed that they are always greater than cubic growth and less than Euclidean growth. Theorem 1.2 is shown along the following process. The above-mentioned hyper-Kähler manifolds are constructed from infinitely countable subsets Λ in R 3 such that λ∈Λ 1 1+|λ| < ∞. We denote it by (X, g Λ ). From the construction, (X, g Λ ) has a natural S 1 -action preserving g Λ and the hyper-Kähler structure, then we obtain a hyper-Kähler moment map µ Λ : X → R 3 , which is a surjective map whose generic fibers are S
1 . There is a unique distance function d Λ on R 3 such that µ Λ is a submetry. Here, submetries are the generalization of Riemannian submersions to the category of metric spaces. For
, which is equal to the 1st Chern class of a principal S 1 -bundle µ = µ Λ : X * → R 3 \Λ. For every λ ∈ Λ, we can take a sufficiently small open ball B ⊂ R 3 centered at λ which does not contain any other elements in Λ. Then µ : µ −1 (B\{λ}) → B\{λ} is isomorphic to Hopf fibration µ 0 : R 4 \{0} → R 3 \{0} as principal S 1 -bundles, hence there exists a C ∞ 4-manifold X and an open embedding X * ⊂ X, and µ can be extended to an S 1 -fibration µ = (µ 1 , µ 2 , µ 3 ) : X → R 3 .
Moreover we may write X\X * = {p λ ; λ ∈ Λ} and µ(p λ ) = λ. Next we take an S 1 -connection Γ ∈ Ω 1 (X * ) on X * → R 3 \Λ, whose curvature form is given by * dΦ Λ . Then Γ is uniquely determined up to exact 1-form on R 3 \Λ. Now, we obtain a Riemannian metric
on X * , which can be extended to a smooth Riemannian metric g Λ over X by taking Γ appropriately.
Theorem 2.1 ([1]
). Let (X, g Λ ) be as above. Then it is a complete hyperKähler (hence Ricci-flat) metric of dimension 4.
Since S 1 acts on (X, g Λ ) isometrically, it is easy to check that
is a Riemannian submersion, where h 0 is the Euclidean metric on R 3 . Next we consider the rescaling of (X, g Λ ). For a > 0, put aΛ := {aλ ∈ R 3 ; λ ∈ Λ}. Then it is easy to see
and µ aΛ = aµ Λ , hence µ * aΛ Φ aΛ = a −1 µ * Λ Φ Λ holds. Thus we have
Submetry
Throughout of this paper, the distance between x and y in a metric space (X, d) is denoted by d(x, y). If it is clear which metric is used, we often write |xy| = d(x, y) The map µ : X → R 3 appeared in the previous section is not a Riemannian submersion, since dµ degenerates on X\X * and Φ Λ · h 0 does not defined on the whole of R 3 . However we can regard µ as a submetry, which is a notion introduced in [2] .
). Let X, Y be metric spaces, and µ : X → Y be a map, which is not necessarily to be continuous. Then µ is said to be a submetry if µ(D(p, r)) = D(µ(p), r) holds for every p ∈ X and r > 0, where D(p, r) is the closed ball of radius r centered at p.
Any proper Riemannian submersions between smooth Riemannian manifolds are known to be submetries. Conversely, a submetry between smooth complete Riemannian manifolds becomes a C 1,1 Riemannian submersion [3] .
Proposition 3.2. Let µ : X → Y be a map between metric spaces X and Y , and assume that µ −1 (q) is compact for every q ∈ Y . Then µ is a submetry if and only if |q 0 q 1 | = inf
holds for all q 0 , q 1 ∈ Y and p 0 ∈ µ −1 (q 0 ).
Proof. Suppose that µ is a submetry. By the definition of submetry, we can see that |µ(p 0 )µ(p 1 )| ≤ |p 0 p 1 | for all p 0 , p 1 ∈ X. Next we take q 0 , q 1 ∈ Y and p 0 ∈ µ −1 (q 0 ) arbitrarily and put |q 0
Conversely, assume that (1) holds for all q 0 , q 1 ∈ Y and p 0 ∈ µ −1 (q 0 ). Then we can see that µ(D(p 0 , r)) ⊂ D(µ(p 0 ), r) by using |µ(p 0 )µ(p 1 )| ≤ |p 0 p 1 |. Let q 1 ∈ D(q 0 , r). Then we can take a sequence {p 1,n ∈ µ −1 (q 1 )} n so that |p 0 p 1,n | ≤ r + 1/n. Since µ −1 (q 1 ) is compact, we obtain a subsequence {p 1,n k } k {p 1,n } n and p 1 ∈ µ −1 (q 1 ) such that lim k→∞ p 1,n k = p 1 . Since the distance function is continuous, we have |p 0 p 1 | ≤ r, hence q 1 ∈ µ(D(p 0 , r)). Lemma 3.3. Let X, Y be metric spaces, µ : X → Y be a submetry, and Y * be a subset of Y . Then µ : X * → Y * is also a submetry, where
Proof. Denote by D X (p, r) the closed ball D(p, r) with respect to the metric on X. For every p ∈ X * , D X * (p, r) = D X (p, r) ∩ X * holds. Therefore we can see
The converse inclusion follows from
Now we go back to the setting in Section 2. Denote by d Λ the metric on R 3 defined as the completion of the Riemannian distance induced from
Proof. First of all we define a metric
for q 0 , q 1 ∈ R 3 and p 0 ∈ µ −1 (q 0 ). This definition does not depend on the choice of p 0 , since the S 1 -action on µ −1 (q 0 ) is isometric and transitive. Then
The Gromov-Hausdorff convergence
In this section, we discuss with the Gromov-Hausdorff convergence of a sequence of metric spaces equipped with submetries. First of all, we review the definition of the Gromov-Hausdorff convergence. Denote by B(p, r) = B X (p, r) the open ball of radius r centered at p in a metric space X. Definition 4.1. Let (X, p) and (X ′ , p ′ ) be pointed metric spaces, and r, ε be positive real numbers. f : B(p, r) → X ′ is said to be an (r, ε)-isometry from
Definition 4.2. Let {(X n , p n )} be a sequence of pointed metric spaces. Then {(X n , p n )} is said to converge to a metric space (X, p) in the GromovHausdorff topology if for any r, ε > 0 there exists an positive integer N (r,ε) such that (r, ε)-isometry from (X n , p n ) to (X, p) exists for every n ≥ N (r,ε) .
Lemma 4.3. Let µ : X → Y be a submetry. Then µ(B(x, r)) = B(f (x), r) holds for every x ∈ X and r > 0.
Proof. It is obvious by the definition of submetry since we may write
For metric spaces X, Y , q ∈ Y and a map µ :
′ be a submetry with µ(p) = q ′ . Let r, ε be positive real numbers and assume that
Proof. Note that f is defined on B(q ′ , r). Since µ is a submetry, we have µ(B(p, r)) = B(q ′ , r) by Lemma 4.3. Thenf := f • µ is defined on B(p, r). By the definition,f (p) = q. For every x, x ′ ∈ B(p, r), we obtain
and f is an (r, ε)-isometry. Moreover we have
where y ′ = µ(x ′ ). For the first equality, we have used Proposition 3.2. Since
It is obvious that B(q, r − ε − δ q ′ ,µ (r)) ⊂ B(q, r − ε) and B(f (B(p, r)), ε) ⊂ B(f (B(p, r)), ε + δ q ′ ,µ (r)) hold, therefore we obtain the assertion.
Proposition 4.5. Let {(X n , p n )} and {(Y n , q n )} be sequences of pointed metric spaces equipped with submetries µ n : X n → Y n satisfying µ n (p n ) = q n , and (Y, q) be the Gromov-Hausdorff limit of {(Y n , q n )}. Assume that δ qn,µn (r) < ∞ and lim n→∞ δ qn,µn (r) = 0 for all r > 0. Then {(X n , p n )} converges to (Y, q) in the Gromov-Hausdorff topology.
Proof. By the assumption, there exists N(r, ε) for every r, ε > 0 such that there exists an (r, ε)-isometry f n from (Y n , q n ) to (Y, q) for any n ≥ N(r, ε). Then we can see as follows thatf
is sufficiently large number determined only by r and ε.
By Proposition 4.4,f n is an (r, ε + δ qn,µn (r))-isometry from (X n , p n ) to (Y, q) for any n ≥ N(r, ε). Since lim n→∞ δ qn,µn (r) = 0, there exists a sufficiently large number N 1 (r, ε) such that 0 ≤ δ qn,µn (r) < ε holds for every n ≥ N 1 (r, ε). Consequently,f n is an (r, 2ε)-isometry for any n ≥ N ′ (r, ε), where N ′ (r, ε) := max{N(r, ε), N 1 (r, ε)}.
Tangent cone at infinity
Let (X, d) be a metric space and {a n } be a decreasing sequence of positive numbers converging to 0. If (Y, q) is the Gromov-Hausdorff limit of {(X, a n d, p)}, then it is called an tangent cone at infinity of X. It is clear that the limit does not depend on p ∈ X, but may depend on the choice of a sequence {a n }.
In this article we are considering the tangent cone at infinity of (X, d g Λ ). In Section 2 we have seen
is an isometry hence we have a submetry
Here, I Nn * d anΛ is the completion of the Riemannian distance of
therefore we obtain d n which is the completion of the Riemannian metric Φ n · h 0 , where
Here, d n is given by
where Path(x, y) is the set of smooth paths in R 3 joining x, y ∈ R 3 , and
Remark 5.1. To define the Riemannian distance, we usually suppose that Path(x, y) is the set of all piecewise smooth paths joining x and y, but we can obtain the same metric by considering only smooth paths.
By the definition of g Λ , one can see that the diameter of the fiber µ
.
In particular, if ζ ∈ N n a n Λ, then the diameter is zero since µ −1 n (ζ) consists of one point.
For a metric d ∞ on R 3 , consider the next assumptions.
(A1) For every r, ε > 0, a sufficiently large number N(r, ε) can be taken so that the identity map of
holds for every r > 0.
Then we obtain the next proposition by Proposition 4.5.
Proposition 5.2. Let (X, g Λ ) and µ n be as above, p ∈ X satisfy µ Λ (p) = 0 and d ∞ be a metric on R 3 . If (A1-2) are assumed, then (R 3 , d ∞ ) is the tangent cone at infinity of (X, g Λ ).
Construction
Fix α > 1 and β > 0, and let
Take an increasing sequence 0
In this article many constants will appear, and they may depend on α, β or {K k }. However, we do not mind the dependence on these parameters. Put
< ∞, accordingly we obtain a hyper-Kähler manifold (X, g Λ ).
Rescaling 1
Here we set a n = N
. Then N n goes to infinity as n → ∞ and we have
Now, we divide the series into five parts along the decomposition
. From now on we will show that λ∈Λ 2n
converges to some function, and the other four parts goes to 0 as n → ∞. Proposition 6.1. Let Φ n be as above. Then
holds for every R > 0.
hence we have
is nondecreasing or nonincreasing, and a i+1 − a i is sufficiently larger than 1 N . Then
holds for any N > 0.
holds. Since
Hence we have shown
Replacing f by −f , one can see this inequality also holds for nonincreasing function f . Next we consider the general f .
Then we obtain
Here we can apply (5) to the former three terms, and we can apply
to the last term, therefore we have the assertion.
Let l := {(t, 0, 0) ∈ R 3 ; t ≥ 0} and put
Here, inf y∈l |ζ − y| is given by
holds for any t ≥ (2R) 1 α , and
holds for any t ≥ 2R.
hence we can see that
The inequality (7) also follows from the similar argument.
Proposition 6.4. There exist a sufficiently large N(R) > 0 for each R > 0 and ε n > 0 with lim n→∞ ε n = 0 which satisfy
Proof. Since
where ⌊x⌋ := max{m ∈ Z; m ≤ x} is the floor function. Then one can apply Lemma 6.2 to the function x → 1 |ζ−(x α ,0,0)| , consequently we obtain
Here, we have used sup
and (6) of Lemma 6.3 gives
for t ≥ (2R) 1 α , therefore by combining (8)(9)(10) we can see that
then we can take a sufficiently large N(R) > 0 for every R so that (⌊K
, the assertion follows by putting
. Proposition 6.5. There exist a sufficiently large N(R) > 0 for each R > 0 and ε n > 0 with lim n→∞ ε n = 0 which satisfy
Proof. We will show the assertion by dividing the series into four parts. First of all we can see
Here,
Nn and log K 2n Nn converge to 0 as n → ∞. Next we have
α holds for any n ≥ N 0 (R). Then (6) of Lemma 6.3 gives
Here, (K 1 α 2n+2 /N n ) −α+1 and 1/N n converge to 0 as n → ∞. Finally, we estimate λ∈Λ od
n K 2n+1 , a sufficiently large N 1 (R) can be taken for every R so that τ n > 2R. Accordingly, we have the assertion by putting N(R) := max{N 0 (R), N 1 (R)}.
Combining Propositions 6.4 and 6.5, we have the following estimate. Proposition 6.6. There exist a sufficiently large N(R) > 0 for each R > 0 and ε n > 0 with lim n→∞ ε n = 0 which satisfy
for any ζ ∈ K(R, D) and n ≥ N(R), where
and
Finally, we obtain the lower estimate of Φ n as follows.
Proposition 6.7. Let {Φ n } be as in Proposition 6.6. Then there are C, N > 0 such that
holds for any n ≥ N or n = ∞, and for any ζ ∈ R 3 with |ζ| ≥ 1. Moreover,
Proof. By the definition of Φ n , one can easy to see that
for any ζ and n ∈ N. If |ζ| ≤ R, then (−|ζ|, 0, 0) is contained in K(R, |ζ|), accordingly we may apply (8) for (−|ζ|, 0, 0) so that we obtain
Since lim n→∞ (⌊K (11)(12) and |ζ| ≤ 1, we obtain
which is obviously satisfied also for n = ∞. Since
,
By taking N > 0 such that N ≥ N ′ and 3/N n ≤ 1/8 hold for all n ≥ N, we have the first inequality. Next we show the second inequality. We have
therefore we have the assertion by putting
6.2 Rescaling 2
In this subsection we put a n = N −1 n e −βNn and N n = α−1 αβ
follows from lim n→∞
In this subsection we put
and we also divide the series into five parts as like in Section 6.1, then show that λ∈Λ 2n 1 Nn|ζ−e −βNn λ| converges to Φ ∞ , and the other four parts goes to 0 as n → ∞. Proposition 6.8. Let Φ n be as above. Then
Proof. Take N > 0 such that e −βNn ≤ 1 for any n ≥ N. If n ≥ N, we have
hence we have the assertion by the same argument as the proof of Proposition 6.1.
Proposition 6.9. Let R ≥ 1. There exist ε n > 0 which satisfy lim n→∞ ε n = 0 and
Proof. We can see
log(2R)⌋, the second term can be estimated as
by applying Lemma 6.3. Moreover, one can see
hence lim n→∞ log K 2n+1 /N n = 0 holds. Finally we estimate the difference between the first term and 1 |ζ|
. One can see
holds for any λ ∈ R 3 , thus we have
Now we have assumed R ≥ 1, thus we may suppose
which gives (16).
Proposition 6.10. There exist a sufficiently large N(R) > 0 for each R > 0 and ε n > 0 with lim n→∞ ε n = 0 which satisfy
Proof. Note that Λ\Λ 2n+1 is decomposed into the following four parts,
. Similarly as in the proof of Proposition 6.5, we have
Here, lim n→∞
which implies lim n→∞ log K 2n Nn = 0. Next we can see that
and lim n→∞
= ∞ by (4), a sufficiently large N 0 (R) can be taken so that e β(⌊ 1 β log K 2n+3 ⌋+1−Nn) ≥ 2R holds for any n ≥ N 0 (R). Then by (7) of Lemma 6.3 we can see
= 0 holds. Finally we estimate the remaining term. We have
Nn . Then
follows from Lemma 6.2. Now, since
there exists a sufficiently large
α for any n ≥ N 1 (R). For such n, we can deduce
by (6) of Lemma 6.3, accordingly we obtain
Here we can see that
by (17), hence we obtain
for any n ≥ N 1 (R). Therefore we have the assertion by putting N(R) = max{N 0 (R), N 1 (R)}.
Combining Propositions 6.9 and 6.10, we have the followings. Proposition 6.11. Let R ≥ 1. There exist a sufficiently large N(R) > 0 for each R ≥ 1 and ε n > 0 with lim n→∞ ε n = 0 which satisfy
and N n = α−1 αβ log K 2n+2 .
Proposition 6.12. Let {Φ n } be as in Proposition 6.11. Then there are C, N > 0 such that
holds for any n ≥ N or n = ∞, and for any ζ ∈ R 3 with |ζ| ≥ 1.
Proof. Similarly as the proof of Proposition 6.7, we have
for any ζ and n ∈ N. Since we have lim n→∞ (⌊ 1 β log K 2n+1 ⌋+ 1)/N n = 0, there is a sufficiently large N > 0 such that (⌊
if |ζ| ≥ 1 and n ≥ N. This inequality is obviously satisfied when n = ∞.
Distance
Let N be the set of positive integers and N := N ∪ {∞}. In this section we consider positive valued functions Φ n ∈ C ∞ (R 3 \l), where n ∈ N, satisfying the following assumptions. Here, let l be as in Section 6.
(A3). There exist positive constants ε n and N(R) satisfying lim n→∞ ε n = 0 and
for n ≥ N(R) and ζ ∈ K(R, D), where R ≥ 1.
(A4). Along the decomposition R
holds for any e iθ ∈ S 1 and n ∈ N, if |ζ C | ≥ |ζ
(A5). There are constants C 0 > 0 and −1 ≤ κ < 0 such that
holds for any n ∈ N and ζ ∈ R 3 with |ζ| ≥ 1, and
(A6). There is a constant C 1 > 0 and −1 ≤ κ < 0 such that
Remark 7.1. Let Φ n and Φ ∞ are as in Section 6.1 or 6.2. Then they satisfy (A3) by Propositions 6.6 or 6.11, respectively. Moreover, one can see easily that (A4) is also satisfied. (A5) follows from Propositions 6.7 or 6.12, by ignoring the first N terms of {Φ n } n , where N > 0 the constant appeared in Propositions 6.7 or 6.12. If Φ ∞ is as in Section 6.2, then (A6) is obviously satisfied where C 1 = 1, κ = −1. If Φ ∞ is as in Section 6.1, then (A6) follows from the next proposition. Proposition 7.2. Let Φ ∞ be as in Section 6.1. Then a constant C 1 > 0 can be taken so that
holds for any ζ ∈ R 3 with |ζ| ≤ R and any R ≥ 1.
Proof. If |ζ| ≤ R, we can see that
by (6) of Lemma 6.3. Since R ≥ 1, then the second term is bounded by a constant depending only on α, hence we have the assertion.
Thus we have shown that if {Φ n } n∈ N is as in Sections 6.1 or 6.2, then it satisfies (A3-6). Here, we show the next lemma for applying in the following discussions.
Then l n (P γ ) ≤ l n (γ) holds for any n ∈ N.
Proof. Since Φ n (γ(t)) ≥ Φ n (P γ (t)) holds by the second inequality of (A4), and
holds, we can deduce
Estimates (1)
From now on, we consider {Φ n } n∈ N satisfying (A3-6). For every n ∈ N denote by d n the metric on R 3 which is given by (2)(3). Let B(R) := {ζ ∈ R 3 ; |ζ| < R} and Path(R, x, y) be the set of smooth paths in B(R) joining x, y ∈ B(R), then put 
holds for all ζ ∈ R 3 and n ∈ N, and
holds for n ≥ N(R), R ≥ 1 and ζ ∈ R 3 with |ζ| ≤ R.
Proof. First of all we show the first inequality. Let γ : [a, b] → R 3 be a smooth path such that γ(a) = 0 and γ(b) = ζ. We may suppose |ζ| ≥ 1, since it is obviously satisfied when |ζ| < 1. Then there is s ∈ [a, b] such that |γ(s)| = 1 and |γ(t)| ≥ 1 for any t ∈ [s, b]. Then by the assumption (A5), one can see
Since we have |γ ′ | ≥ |γ| ′ holds, we obtain
for all n ∈ N and ζ ∈ R 3 with |ζ| ≥ 1. By the definition, d n (0, ζ) ≤ D n,R ≤ D n,R,R 1 ≤ D n,R,R 0 always hold for any R ≤ R 0 ≤ R 1 and ζ ∈ R 3 with |ζ| ≤ R. Next we estimate D n,R,R from the above. For every ζ ∈ R 3 , we prepare the piecewise smooth paths γ ζ in B(R) joining 0 and ζ. Then we have an upper bound
Here we define γ ζ as follows. Now we have the S 1 -action on R 3 defined by
which is isometric with respect to d n by (A4). Supposing γ e iθ ζ = e iθ γ ζ , it suffices to define γ ζ for ζ = r(− cos s, sin s, 0), where r > 0 and −π < s ≤ π. Let
Since ζ ∈ K(|ζ|, |ζ C |) holds, the second inequality of (A3) gives
if |ζ| ≥ 1, and
Therefore we obtain
for ζ ∈ B(R) and n ≥ N(R), by replacing N(R) larger enough if necessary.
for some constants C 2 , C 3 , C 4 > 0. Simultaneously, we also have
for some constants C 5 , C 6 , C 7 > 0, since 
by Proposition 7.4. On the other hand, we have
by Proposition 7.4. Thus we obtain 2C
Estimates (2)
In this subsection, let γ : [a, b] → B(R) be a smooth path joining x, y ∈ R 3 \L + (D) where
and put
, they are decomposed into the disjoint open intervals such as
iθq γ C (a q ) for every q ∈ Q + , where the S 1 -action on R 3 is defined as in (18). Lemma 7.6. Q ′ := {q ∈ Q + ; 0 ∈ γ C ((a q , b q ))} is a finite set.
Hence we have
which implies the finiteness of Q ′ .
Since Q ± is countable, we may suppose Q + ⊔ Q − = {1, 2, . . .}. Now we construct piecewise smooth paths γ 0 , γ 1 , γ 2 , . . . joining x, y inductively as follows. For u, v ∈ ∂L + (D), denote by Γ u,v the minimizing geodesic in the cylinder ∂L + (D) joining u and v with respect to the standard cylindrical flat metric. If q ∈ Q ′ , let γ 0 | (aq,bq) = Γ γ(aq ),γ(bq) , otherwise let
Then γ 0 is obviously a piecewise smooth path in R 3 \L + (D), and γ 0 (t) = γ(t) holds for t / ∈ J + ∪ J − . In particular, γ 0 (a q ) = γ(a q ) and γ 0 (b q ) = γ(b q ) holds for all q.
Next we construct γ k from γ k−1 , where we suppose that there exists θ q such that
hold for every q ∈ Q − . If k − 1 = 0, this assumption is satisfied by taking θ q = 0. Note that θ q may depend on k − 1. Put b := sup{b q ; q ∈ Q + } ≤ b.
If k ∈ Q + , then construct γ k by joining the following five paths;
. If k ∈ Q − and b k ≤ b, then define γ k by joining the following five paths;
If k ∈ Q − and b < b k , then let γ k := γ k−1 . Then one can find τ q for every q ∈ Q − such that
hold, therefore we can construct {γ k } inductively.
Proposition 7.7. Let γ k be as above. The image of γ k is contained in
Proof. It follows directly from the definitions of γ k and that S 1 -action preservers B(R) and
Proposition 7.8. Let D ≤ 1, and γ, γ 0 , γ 1 , . . . be as above. There exists a constant C(R) > 0 nondecreasing for R and independent of n, D such that
Proof. By the construction of γ k , we have
Now we have l n (P γ| (aq ,bq ) ) − l n (γ| (aq,bq) ) ≤ 0 from Lemma 7.3, then we have
For ζ ∈ B(R + D) with |ζ C | = D, we can see that
for some constant C 2 by (A3,6). Then we have
for some constant C(R) not depend on D and n, if D ≤ 1. ,bq) )} = 0.
By taking the infimum limit of (21), we obtain lim inf
Estimates (3)
Let Path(R, D, x, y) := {γ ∈ Path(x, y);
In this subsection we consider the opposite estimate. 
Moreover, if ζ ∈ K(R, D), then the image of γ is contained in K(R + 1, D), therefore we have
Proposition 7.10. Suppose {Φ n } n∈ N satisfies (A3-6). Let ρ be as in Proposition 7.5. Then there is a constant C(R) > 0 nondecreasing for R ≥ 1, and a constant N(R) > 0 such that
holds for any x, y ∈ K(R, D), n ≥ N(R) and 0 < D ≤ 1.
Let x, y ∈ K(R, D) and 0 < D ≤ 1, and take N(R) as in Proposition 7.5. Definex ∈ R 3 as in Lemma 7.9 if
. Defineŷ in the same way. Then we can seex,ŷ ∈ B(R + D)\L + (D) and d n,R+1,D (x,x) ≤ C 0 (R) √ D for some constant C 0 (R) by Lemma 7.9, consequently we obtain
For any γ ∈ Path(x,ŷ), we construct F (γ) ∈ Path(ρ(R + 1) + 1, D,x,ŷ) as follows. By the Proposition 7.5, we can see
for n ≥ N(R), accordingly we can takeγ ∈ Path(ρ(R + 1), x, y) such that
Then we can apply the discussion in Section 7.2 tox,ŷ andγ so that we obtain piecewise smooth pathsγ k whose image is contained in
by Proposition 7.8. Therefore, there is a sufficiently large k, which may depend on n and D, such that
Thus we obtain F (γ) ∈ Path(ρ(R + 1) + 1, D,x,ŷ) for every γ ∈ Path(x,ŷ), such that
By taking the infimum of (23) for all γ ∈ Path(x,ŷ), we obtain
Since ρ(R) ≥ R + 1, we have
hold. By combining these inequalities with (24), we obtain
By putting C(R) = C 1 (ρ(R + 1)) + 4C 0 (R) + 2, we have the assertion.
Convergence
Now, we are going to complete the proof of the main theorem by showing that (A3-6) gives (A1-2). 
holds.
Proof. Since l n (γ) = b a Φ n (γ(t))|γ ′ (t)|dt, one can see
is the right hand side of the first inequality of (A3). Since we have assumed |γ| ≤ R, we have
Therefore we obtain the assertion by putting ε n (R,
Proposition 7.12. Suppose that {Φ n } n∈ N satisfies (A3, 5, 6) . Then there are positive constants {ε n (R, D)} n∈N and N(R, D) for every R, D such that lim n→∞ ε n (R, D) = 0 and
holds for all n ≥ N(R, D).
Proof. Let ε n (R, D) be as in Proposition 7.11. Then Proposition 7.11 gives
Take N(R, D) > 0 such that ε n (R, D)) < 1 holds for all n ≥ N(R, D). Then by taking the infimum of (25) for all γ ∈ Path(ρ(R), D, x, y), we can see
Proposition 7.13. Suppose that {Φ n } n∈ N satisfies (A3-6). Then there is a sufficiently large N(R, ε) > 0 for every R ≥ 1 and ε > 0 such that
holds for all x, y ∈ B(R) and n ≥ N(R, ε).
Proof. Fix R, ε > 0 arbitrarily and take C(R) > 0 such that both of Lemma 7.9 and Proposition 7.10 are satisfied. If we put
and take N(R) such that Proposition 7.10 and Proposition 7.4 are satisfied, then we have
for all x, y ∈ K(R, D 0 ) and n ≥ N(R) by Proposition 7.10. By Proposition 7.12, there is N 0 (R, D 0 ) such that
holds for n ≥ N 0 (R, D 0 ). Hence we can see
for all x, y ∈ K(R, D 0 ) and n ≥ max{N 0 (R, D 0 ), N(R)}.
Next we consider the case of x ∈ B(R) but not contained in K(R, D 0 ). In this case x ∈ B(R) ∩ L + (D 0 ) holds, hence we can apply Lemma 7.9. Let x be as in Lemma 7.9. Then we can see that
for any n ∈ N by Lemma 7.9 andx is contained in K(R + D 0 , D 0 ). Here we suppose that y is also contained in B(R) ∩ L + (D 0 ), and follow the same procedure. If y is in K(R, D 0 ), then suppose y =ŷ in the following discussion. Now we have
hence we can see
where D 
are satisfied. Then for any n ≥ N(R, ε) and any x, y ∈ B(R) we obtain
Proposition 7.14. Suppose that {Φ n } n∈ N satisfies (A3-6). Then there is a nondecreasing positive valued function R(r) such that
holds for all r > 0 and n ∈ N, where B n (0, r) is the metric ball with respect to d n .
Proof. Let ζ ∈ B n (0, r). Then by the Proposition 7.4 we have
2 . Then we have the assertion by putting
Proof. To show (A1), we have to show that there is N 0 (r, ε) for every r, ε > 0 such that |d n (x, y) − d ∞ (x, y)| < ε and B ∞ (0, r − ε) ⊂ B ∞ (B n (0, r), ε) hold for any x, y ∈ B n (0, r) and n ≥ N 0 (r, ε). Take N(R, ε) > 0 as in Proposition 7.13 and R(r) as in Proposition 7.14. If n ≥ N 0 (r, ε) := N(R(r), ε) and x, y ∈ B n (0, r), then x, y ∈ B(R(r)) and |d n (x, y) − d ∞ (x, y)| < ε holds by Proposition 7.13. Moreover, if ζ ∈ B ∞ (0, r − ε), then we can see ζ ∈ B(R(r)) and
Proposition 7.16. Let {Φ n } n∈ N be as in Sections 6.1 or 6.2. Then (A2) holds.
Proof. Since {Φ n } n∈ N satisfies (A3-6), B n (0, r) is included by B(R(r)) by Proposition 7.14. Then by Propositions 6.1 and 6.8 gives
for every r > 0.
8 On the geometry of the limit spaces
We denote by d i ∞ the distance defined from Φ i ∞ by (2)(3), where
In this section, we study the geometry of each space, and conclude that there are no isometry between (R 3 , d
is the completion of the Riemannian cone S 2 × R >0 , where the Riemannian metric on S 2 is the homogeneous one whose area is equal to π.
Proof. Put ζ = (ζ 1 , ζ 2 , ζ 3 ) = 0 and r = ζ is the completion of the Riemannian metric described as follows;
Now, if we put R := 2 √ r, then we have
On smooth Riemannian manifolds, the Ricci curvature is the symmetric 2-tensor, accordingly we can consider the eigen values at every point. It is known that the one of the eigen value always vanishes on Riemannian cone. (For instance, see the equation (15) in [6] .)
On the other hand, we can see that any of eigenvalues of the Ricci curvature of Φ 1 ∞ h 0 never vanishes at some point by the following proposition. Proof. The Ricci curvature of the Riemannian metric ϕg, which is the conformal deformation of a Riemannian metric g, can be expressed in terms of g and ϕ as follows; Ric = Ric 0 + 3(n − 2) 4ϕ 2 (dϕ) 2 − n − 2 2ϕ ∇dϕ + 4 − n 4ϕ 2 |dϕ|
where Ric 0 is the Ricci curvature of g and n is the dimension of the manifold. Now we put n = 3, g = h 0 and ϕ = Φ Here, we say that f is a C 0 isometry if it is a homeomorphism preserving the metrics, and γ is a C 0 minimizing geodesic if the distance between γ(t) and γ(s) is equal to C|t − s| for all t, s ∈ [a, b], where C > 0 is independent of t, s. Moreover, let X, Y be Riemannian manifolds. Then f is said to be a smooth isometry if it is a diffeomorphism preserving the Riemannian metrics, and γ is said to be a smooth geodesic if it is a smooth path satisfying the geodesic equation. [12] , there is a nonempty geodesically convex open set V 1 ⊂ U 1 , namely, any x, y ∈ V 1 are joined by the unique smooth minimizing geodesic contained in V 1 . Since f is a C 0 isometry, it maps smooth minimizing geodesics in V 1 to C 0 minimizing geodesics in V 2 . Now we show that every C 0 minimizing geodesic γ : [a, b] → V 2 is a smooth minimizing geodesic. By embedding V 2 into R 3 , we may suppose γ : [a, b] → R 3 . Since the distance between γ(t) and γ(s) is given by C|t − s|, γ is a Lipschitz function, hence an L ∞ 1 function. Since γ minimize the length functional, it is a weak solution for the geodesic equation
where Γ 
