We construct a black box graph traversal problem that can be solved exponentially faster on a quantum computer than on a classical computer. The quantum algorithm is based on a continuous time quantum walk, and thus employs a different technique from previous quantum algorithms based on quantum Fourier transforms. We show how to implement the quantum walk efficiently in our black box setting. We then show how this quantum walk solves our problem by rapidly traversing a graph. Finally, we prove that no classical algorithm can solve the problem in subexponential time.
INTRODUCTION
A primary goal of the field of quantum computation is to determine when quantum computers can solve problems faster than classical computers. Exponential quantum speedup has been demonstrated for a number of different problems, but in each case, the quantum algorithm for solving the problem relies on the quantum Fourier transform. The purpose of this paper is to demonstrate that exponential speedup can be achieved by a different algorithmic technique, the quantum walk. We show that quantum walks can solve a black box problem exponentially faster than any classical algorithm.
Black box problems provided the first examples of algorithmic speedup using quantum instead of classical computers. Deutsch gave an example of a problem [10] that can be solved on a quantum computer using one query, but that requires two queries on a classical computer. This was followed by a series of black box problems [11, 6, 26] with increasingly strong quantum versus classical query complexity separations-including exponential ones. These results contributed to Shor's discovery of polynomial-time algorithms for integer factorization and discrete logarithms [25] . A number of generalizations and variations of these algorithms have been discovered for solving both black box and conventional problems with exponential speedup (e.g., [19, 23, 5, 8, 16, 9, 14, 17, 28, 15] ). All of them are fundamentally based on quantum Fourier transforms.
Since many classical algorithms are based on random walks, it is natural to ask whether a quantum analogue of a random walk process might be useful for quantum computation. This idea was explored by Farhi and Gutmann [12] , who proposed the model of a quantum walk used in the present paper. They gave an example of a graph in which the time to propagate between two vertices is exponentially faster for the quantum walk than for the corresponding classical random walk. A simpler example was given in [7] . However, as we explain in Section 2, these results do not imply algorithmic speedup. In the present paper, we modify the example presented in [7] and construct a black box problem based on it that can be solved efficiently a quantum algorithm that simulates a quantum walk, whereas no classical algorithm can solve the problem in subexponential time. Although the ÒØÖ Ò Ü Ø quantum walk is defined as a continuous time process, our quantum algorithm simulates a good approximation of it in the conventional quantum circuit model.
We note that the quantum analogue of a classical random walk is not unique, and other models have been proposed. Whereas the states of the continuous time quantum walk used in this paper lie in a Hilbert space spanned by states corresponding to the vertices in the graph, these alternative models operate in discrete time and make use of an extra state space (e.g., to implement a "quantum coin") [21, 29, 2, 4] . As far as we know, our results are the first example of algorithmic speedup based on either discrete or continuous time quantum walks.
The structure of this paper is as follows. In Section 2, we define our problem. In Section 3, we present a quantum algorithm for solving this problem in polynomial time with high probability, and in Section 4, we show that the problem cannot be solved classically in subexponential time with non-negligible probability. We conclude with a discussion of the results in Section 5.
THE GRAPH TRAVERSAL PROBLEM
In this section we describe in detail the problem we address in this paper. The problem involves determining a property of a certain type of graph whose structure is given in the form of black box.
Our problem is based on a generalization of the graphs Gn presented in [7] , which consist of two balanced binary trees of height n with the 2 n leaves of the left tree identified with the 2 n leaves of the right tree in the simple way shown in Figure 1 (for n = 4). A classical random walk starting at the left root of this graph requires exponentially many steps (in n) to reach the right root. However, a continuous time quantum walk traverses Gn in a time linear in n.
In this paper, we modify the graphs in the previous example so that the quantum walk is exponentially better not only than the corresponding classical random walk, but also than any classical algorithm one can design to traverse the graph. Before we describe the modified graphs, we provide a black box framework in which graphs can be specified, and where our notion of an algorithm traversing a graph can be made precise.
Let G = (V (G), E(G)) be a graph with N vertices. To represent G as a black box, let m be such that 2 m > N and let k be at least as large as the maximum vertex degree in G. Assign each vertex a ∈ V (G) a distinct m-bit string as its name, except do not assign 11 . . . 1 as the name of any vertex. For each vertex a ∈ V (G), assign the outgoing edges of a labels from a set L of size k. For a ∈ {0, 1} m and c ∈ L, define vc(a) as the adjacent vertex reached by following the outgoing edge of a labeled by c, if such an edge exists. If no such edge exists or if a ∈ V (G) then vc(a) = 11 . . . 1. The resulting black box for G takes c ∈ L and a ∈ {0, 1} m as input and returns the value of vc(a). For quantum algorithms, this operation is defined as a unitary transformation U in the usual way. That is,
where ⊕ denotes bitwise addition modulo 2. We now define a notion of traversing a graph G from its entrance to its exit. Definition 1. Let G be a graph and entrance and exit be two vertices of G. The input of the traversal problem is a black box for G and the name of the entrance. The output is the name of the exit.
For the graphs Gn, set entrance and exit to the left root and the right root of the trees, respectively. This instance of the traversal problem can be solved in time polynomial in n using a classical algorithm that is not a random walk. The key is that we can always tell whether a particular vertex is in the central column by checking its degree. We begin at the entrance. At each vertex, we query the oracle and move to one of the two unvisited adjacent vertices. After n steps, we reach the central column and then proceed moving to unvisited adjacent vertices in the right tree, checking the degree at each step. If we discover that after s steps we are again at a central vertex, we know that the wrong move happened after s/2 steps (s can only be even due to the structure of Gn) and we can backtrack to that point and take the other edge. After only O(n 2 ) steps this procedure will reach the exit. 1 We now describe how the graphs Gn are modified so that they cannot be traversed efficiently by any classical algorithm. We choose a graph G n at random from a particular ÒØÖ Ò Ü Ø distribution on graphs. A typical graph G n is shown in Figure 2 (for n = 4). The distribution is defined as follows. The graph again consists of two balanced binary trees of height n, but instead of identifying the leaves, they are connected by a random cycle that alternates between the leaves of the two trees. In other words, we choose a leaf on the left at random and connect it to a leaf on the right chosen at random. Then we connect the latter to a leaf on the left chosen randomly among the remaining ones, and so on, until every leaf on the left is connected to two leaves on the right (and vice versa).
In Section 3, we describe a quantum algorithm that solves the graph traversal problem for G n in polynomialtime, and, in Section 4, we show that any classical algorithm that solves this traversal problem with nonnegligible probability for a randomly generated black box for G n takes exponential time.
QUANTUM ALGORITHM
In this section, we give a polynomial-time quantum algorithm based on quantum walks for solving our problem. We begin by describing the model of a continuous time quantum walk on a graph in Section 3.1. Then, in Section 3.2, we explain how to use a quantum computer to efficiently approximate the quantum walk on a graph given by such a black box. Finally, in Section 3.3, we prove that, after executing the quantum walk for a polynomial amount of time, if the state is measured, the probability of finding the name of the exit is Ω(1/n). The occurrence of this event can be checked, since exit is the only vertex of degree 2 other than entrance. Therefore, with O(n) executions of the algorithm, the success probability can be made arbitrarily close to 1.
Quantum walk
We now define our model of a quantum walk on any undirected graph G = (V (G), E(G)) that has no selfloops. Let d(a) denote the degree of vertex a.
Our model of a quantum walk is defined in close analogy to a continuous time classical random walk, which is a Markov process. In a continuous time classical random walk, the probability of jumping to any adjacent vertex in a time is γ (in the limit as → 0). If the graph has N vertices, this classical random walk can be described by the N × N infinitesimal generator matrix K defined by
If pa(t) is the probability of being at vertex a at time t then d dt
Since the columns of K sum to 0, an initially normalized distribution remains normalized:
È a pa(t) = 1 for all t. Now consider quantum evolution in the N -dimensional Hilbert space spanned by V (G). Let the state at time t be given by È a αa(t)|a . If the Hamiltonian is H then the dynamics are determined by the Schrödinger equation,
Note the similarity between (3) and (4). A natural quantum analogue to the continuous time classical random walk described above is given by setting H to K [12] . In the quantum case, there is no need for the columns of H to sum to zero; we only require H to be Hermitian. For simplicity, we set the diagonal to zero, and define a quantum walk in terms of a Hamiltonian with matrix elements
In other words, H is the adjacency matrix of the graph times γ. Since H is Hermitian, an initially normalized state remains normalized:
È a |αa(t)| 2 = 1 for all t.
Implementing the quantum walk
In this section, we describe how to implement a quantum walk on a graph G. Our goal is to simulate the unitary evolution e −iHt with H given by (5) . We are not given H explicitly. Rather, we have access to a black box for G as defined by (1) . A simulation of H is a quantum circuit that approximates the unitary transformation e −iHt within some precision . We are interested in simulations of quantum walks that are efficient in the sense that they consist of a number of queries and additional one-and two-qubit gates that are polynomial with respect to m, k, t, and 1/ . We have two simulation results, that are stated in Theorem 1 and Theorem 2 (which appear below).
Some standard tools for simulating Hamiltonians are:
1. Tensor product. If H1, . . . , Hj each act on O(1) qubits and the product of their eigenvalues is efficiently computable, then we can simulate H1 ⊗ · · · ⊗ Hj. This can be done with a generalization of a technique discussed in Section 4.7.3 of [24] . We will not present the general construction, but we show its application to a specific Hamiltonian below. Note that H1 ⊗ · · · ⊗ Hj may be highly nonlocal, so it may look very different from the Hamiltonian of a physical system. 
where l = maxp,q [Hp, Hq] , the largest norm of a commutator of two of the Hamiltonians. This is a powerful tool for the simulation of physical quantum systems, whose Hamiltonians can typically be expressed as sums of local terms [20] .
4.
Commutation. If we can simulate H1 and H2, then we can simulate i[H1, H2]. This is a consequence of the identity
Using linear combination and commutation, it is possible to simulate any Hamiltonian in the Lie algebra generated by a set of Hamiltonians. We will not need to use commutation in the present paper, but we include it for completeness.
We will first show how to efficiently simulate the quantum walk on any graph given as a black box provided that the edge labeling is symmetric. A symmetric edge labeling is one where vc(a) = b implies vc(b) = a for any vertices a and b and any label c. In this case, the labels associated with each edge can be viewed as a coloring of the edges of G. If the maximum degree of G is ∆, then its edges can always be colored with at most ∆ + 1 colors [27] .
Theorem 1. Given a symmetrically labeled black box for G, a quantum walk on G can be simulated for time t with precision by using O(k 2 t 2 / ) black box queries and O(k 2 t 2 m/ ) auxiliary operations.
Proof. Our quantum walk simulation occurs in the Hilbert space spanned by states of the form |a, b, r , where a and b are m-bit strings and r is a bit. States corresponding to vertices are those of the form |a, 0, 0 , for a ∈ V (G).
We begin by showing how to simulate the evolution generated by the Hermitian operator T satisfying T |a, b, 0 = |b, a, 0 and T |a, b, 1 = 0. We will use T as a building block in our simulation of H. Our simulation of T is exact and uses only O(m) one-and two-qubit gates. The operator T may be written as where the superscript indicates which two qubits S acts on, and the projector onto |0 acts on the third register. Here S is a Hermitian operator on two qubits satisfying S|z1z2 = |z2z1 . The eigenvalues of S are ±1, and the unique eigenvector with eigenvalue −1 is 1 √ 2 (|01 − |10 ), making the eigenvalues of T easy to compute. The circuit shown in Figure 3 computes e −iT t and thus simulates T . In this figure, W denotes the unitary operator such that
Applying W ⊗m diagonalizes T , and the Toffoli gates compute the argument of the eigenvalue in an ancilla register initially prepared in the state |0 . After computing the eigenvalue, we apply the appropriate phase shift if r = 0 by evolving for a time t according to the Pauli Z operator satisfying Z|z = (−1) z |z . This controlled phase shift can be performed since it is a two-qubit gate. Finally, we uncompute the eigenvalue and return to the original basis. We now give our method for implementing the quantum walk on a general graph G for which the labeling is symmetric. First, note that by checking whether vc(a) = 11 . . . 1, it is straightforward use a single query to (1) to perform (for each c ∈ L), the transformation
where fc(a) = 0 vc(a) = 11 . . . 1 1 vc(a) = 11 . . . 1 . Also, V † c = Vc, so by unitary conjugation, we can simulate V † c T Vc using two queries and O(m) other gates. Note that, for a ∈ V (G),
where δ is the Kronecker delta and we have used the fact that fc(a) = 0 implies vc(vc(a)) = a and fc(vc(a)) = 0. Finally, by linear combination, with r ∈ O(kt 2 / ), we can simulate
with precision . This is equivalent to H, since, for all a ∈ V (G), it maps |a, 0, 0 to c:vc(a)∈V (G) |vc(a), 0, 0 .
The next theorem addresses the case of non-symmetric labelings (where vc(vc(a)) need not equal a) for a restricted class of graphs and for quantum walks that start at a particular vertex. This subsumes the case of simulating a quantum walk on G n starting at vertex entrance. Theorem 2. If G is bipartite and a ∈ V (G) then, given any black box for G, a quantum walk on G starting in state |a can be simulated for time t with precision by using O(k 4 t 2 / ) queries and O(k 4 t 2 m/ ) auxiliary operations.
Proof. The idea is to simulate a symmetric labeling scheme and apply Theorem 1. For each edge (a, b), the labels from its two ends-call them ca and c b -are taken together and viewed as a label from a larger set of up to k 2 labels. The bipartite structure of G is used to determine whether this aggregate label is (ca, c b ) or (c b , ca).
The construction makes use of a parity bit at each vertex, indicating which side of the bipartite graph it is in. This can be constructed by defining the initial state |a to have parity bit equal to 0 and then flipping the value of the parity bit each time the black box is queried. Therefore, each vertex can be assumed to contain a parity bit.
If vertex a has parity bit 0 then the label of edge (a, b) is (ca, c b ); otherwise the label is (c b , ca). The label of an incident edge can be easily computed using the black box and the parity bit, and it is also easy to compute whether there is an edge with a particular label incident on a given vertex. What results is a symmetric labeling scheme.
See [3] for more general Hamiltonian simulations.
Upper bound on the traversal time
We now consider the quantum walk on the specific family of graphs G n of Figure 2 , and prove that the walk reaches the exit in polynomial time. It can be shown [13] that, at a time of order n, there is a probability of order n −1/3 of finding the exit if a measurement is made. We shall give a simpler proof of a bound that is not tight-but is nevertheless polynomial.
The analysis of the walk on G n reduces to a walk on a line with 2n + 2 vertices, one for each column of the original graph. Consider the (2n + 2)-dimensional subspace spanned by the states
where Nj is the number of vertices in column j. We refer to this subspace as the column subspace. Because every vertex in column j is connected to the same number of vertices in column j + 1 and every vertex in column j + 1 is connected to the same number of vertices in column j, applying H to any state in the column subspace results in another state in this subspace. Despite the random connections in G n , the column subspace is invariant under H.p p pp p pIn particular, a quantum walk starting in the state corresponding to the entrance always remains in the column subspace. Thus, to understand the quantum walk starting from the entrance, we only need to understand how the Hamiltonian acts on the column subspace. In this subspace, the non-zero matrix elements of H are Cj|H|Cj+1 = √ 2γ 0 ≤ j ≤ 2n and j = n 2γ j =n (12) (and those deduced by Hermiticity of H). For simplicity, we set γ = 1/ √ 2. The quantum walk in the column subspace is shown pictorially in Figure 4 . For the purpose of this proof, it will be more convenient to consider the graph G n−1 , which reduces to a line with 2n vertices. We label the vertices from 1 to 2n, and the defect is on the edge between vertices n and n + 1. With this labeling, the Hamiltonian (12) has non-zero matrix elements
(and those deduced by Hermiticity of H). Define a reflection operator R|Cj = |C2n+1−j . Note that R 2 = 1, so R has eigenvalues ±1. R commutes with H on the column subspace, so we can find simultaneous eigenstates of R and H. These are of the form
which explicitly vanish at j = 0 and j = 2n+1. The eigenvalue corresponding to eigenstate |E is E = 2 cos p, and the quantization condition (to be discussed later) comes from matching at vertices n and n + 1. The entrance vertex corresponds to |C1 and the exit vertex to |C2n .
Lemma 3. Consider the quantum walk in G n−1 starting at the entrance. Let the walk run for a time t chosen uniformly in [0, τ ] and then measure in the computational basis. If τ ≥ 4n ∆E for any constant > 0, where ∆E is the magnitude of the smallest gap between any pair of eigenvalues of the Hamiltonian, then the probability of finding the exit is greater than 1 2n (1 − ). Proof. The probability of finding the exit after the randomly chosen time t ∈ [0, τ ] is
By (14) , E|C1 = ± E|C2n , so the first term is
as is easily established using the Cauchy-Schwarz inequality. The second term can be bounded as follows:
where the last inequality follows since τ ≥ 4n ∆E . Now we need to prove that the minimum gap ∆E is only polynomially small.
Lemma 4. The smallest gap between any pair of eigenvalues of the Hamiltonian satisfies
Proof. To evaluate the spacings between eigenvalues, we need to use the quantization condition. We have Cn|H|E = 2 cos p Cn|E (19) so that √ 2 Cn+1|E + Cn−1|E = 2 cos p Cn|E (20) and using (14), we have ± √ 2 sin np + sin((n − 1)p) = 2 cos p sin np (21) which simplifies to sin((n + 1)p) sin np = ± √ 2 .
In Figure 5 we plot the left hand side of (22) for n = 5. The intersections with − √ 2 occur to the left of the zeros of sin np, which occur at πl/n for l = 1, 2, . . . , n − 1. For the values of p that intersect − √ 2, we can write p = (πl/n)−δ. Equation (22) with − √ 2 on the right hand side is now
Write δ = (c/n) + (d/n 2 ) + O(1/n 3 ). Taking n → ∞ in (23) gives − √ 2 sin c = sin c, which implies c = 0, yielding Let p and p be the two roots of (22) closest to the root p just found, with p < p < p . From the figure we see that p and p both are roots of (22) with + √ 2. (Note that the smallest p, corresponding to l = 1, does not have a p .) We see that p lies to the right of the zero of sin np at p = lπ/n. We also see that p lies to the left of the zero of sin((n + 1)p) at lπ/(n + 1). Therefore we have
from which we conclude that
for l = 1, 2, . . . , n−1. Thus the smallest spacing is at least π/[(1 + √ 2)n 2 ] + O(1/n 3 ). Now, for a given p, the corresponding eigenvalue is 2 cos p. For small ∆p, the spacing ∆E is related to ∆p by
The factor sin p = sin(lπ/n + O(1/n 2 )) is smallest when l = 1, so we have
for n sufficiently large. The alert reader will note from the figure with n = 5 that there are only 8 roots, whereas the dimension of the reduced space is 10, so there are actually 10 eigenvalues. In general, there are 2n − 2 roots of (22) with p real. If we let p = ik with k real, we can have eigenstates of the form (14) with sin pj replaced by sinh kj and ± sin(p(2n + 1 − j)) replaced by ± sinh(k (2n + 1 − j) ). The corresponding eigenvalue is 2 cosh k and the condition (22) becomes sinh((n + 1)k) sinh nk = ± √ 2.
As n → ∞, the root of this equation is at e k = √ 2, which corresponds to an eigenvalue √ 2 + 1 √ 2 . To obtain the last eigenvalue, let p = π + ik. The eigenvalue is then −2 cosh k. The quantization condition is now the same as (29) , and as n → ∞, the eigenvalue is −( √ 2 + 1 √ 2 ). So we have found two eigenvalues at ±( √ 2 + 1 √ 2 ) with corrections that vanish exponentially as n → ∞. Since the other n − 2 eigenvalues are all in the range [−2, 2], our conclusion about the minimum spacing is unchanged.
From Lemma 3 and Lemma 4, we conclude
Theorem 5. For n sufficiently large, running the quantum walk for a time chosen uniformly in [0, n 4 2 ] and then measuring in the computational basis yields a probability of finding the exit that is greater than 1 2n (1 − ). Combining this with the efficient implementation of the quantum walk from Section 3.2, we obtain a quantum algorithm that solves the traversal problem for G n using a polynomial number of calls to the black box and a polynomial number of one-and two-qubit gates.
CLASSICAL LOWER BOUND
In this section, we show that any classical algorithm solving the problem of traversing G n (as described in Section 2) requires exponential time. The precise result is Theorem 6. Any classical algorithm that makes at most 2 n/6 queries to the oracle finds the exit with probability at most 4 · 2 −n/6 .
We shall prove Theorem 6 by considering a series of games and proving relations between them. The first game is essentially equivalent to our problem and each new game is essentially as easy to win. Finally, we will show that the easiest game cannot be won in subexponential time.
Our problem is equivalent to the following game:
Game 1. The oracle contains a random set of names for the vertices of the randomly chosen graph G n such that each vertex has a distinct 2n-bit string as its name and the entrance vertex has the name 0. At each step, the algorithm sends a 2n-bit string to the oracle, and if there exists a vertex with that name, the oracle returns the names of the neighbors of that vertex. The algorithm wins if it ever sends the oracle the name of the exit vertex.
Note that there are two sources of randomness in this oracle: in the choice of a graph G n and in the random naming of its vertices. We first consider a fixed graph G and only draw implications from the random names. Throughout this section, G always refers to one of the graphs G n . For a game X with a graph G, the success probability of the algorithm A is defined as
where Pr names [·] means the probability is taken over the random naming of vertices.
In Game 1, the algorithm could traverse a disconnected subgraph of G n . But because there are exponentially many more strings of 2n bits than vertices in the graph, it is highly unlikely that any algorithm will ever guess the name of a vertex that it was not sent by the oracle. Thus, Game 1 is essentially equivalent to the following game:
Game 2. The oracle contains a graph and a set of vertex names as described in Game 1. At each step, the algorithm sends the oracle the name of the entrance vertex or the name of a vertex it has previously been sent by the oracle. The oracle then returns the names of the neighbors of that vertex. The algorithm wins it ever sends the oracle the name of the exit vertex.
The next lemma shows that, if the algorithms run for a sufficiently short time, then the success probabilities for Game 1 and Game 2 can only differ by a small amount.
Lemma 7. For every algorithm A for Game 1 that makes at most t oracle queries, there exists an algorithm A for Game 2 that also makes at most t oracle queries such that for all graphs G,
Proof. Algorithm A simulates A, but whenever A queries a name it has not previously been sent by the oracle, A assumes the result of the query is 11 . . . 1. The chance of A discovering the name of a new vertex is at most t(2 n+2 − 2)/(2 2n − 1), and unless this happens, the two algorithms will have similar behavior.
To obtain a bound on the success probability of Game 2, we will compare it with a simpler game, which is the same except that it provides an additional way to win: Game 3. The oracle contains a graph and a set of vertex names as described in Game 1. At each step, the algorithm and the oracle interact as in Game 2. The algorithm wins it ever sends the oracle the name of the exit vertex, or if the subgraph it has seen contains a cycle. Game 3 is clearly easier to win than Game 2, so we have Lemma 8. For all algorithms A for Game 2,
Now we further restrict the form of the subgraph that can be seen by the algorithm unless it wins Game 3. We will show that the subgraph an algorithm sees must be a random embedding of a rooted binary tree. For a rooted binary tree T , we define an embedding of T into G to be a function π from the vertices of T to the vertices of G such that π(root) = entrance and for all vertices u and v that are neighbors in T , π(u) and π(v) are neighbors in G. We say that an embedding of T is proper if π(u) = π(v) for u = v. We say that a tree T exits under an embedding π if π(v) = exit for some v ∈ T .
We must specify what we mean by a random embedding of a tree. Intuitively, a random embedding of a tree is obtained by setting π(root) = entrance and then mapping the rest of T into G at random. We define this formally for trees T in which each internal vertex has two children (it will not be necessary to consider others). A random embedding is obtained as follows:
1. Label the root of T as 0, and label the other vertices of T with consecutive integers so that if vertex i lies on the path from the root to vertex j then i < j.
2. Set π(0) = entrance.
3. Let i and j be the neighbors of 0 in T .
4.
Let u and v be the neighbors of entrance in G.
5.
With probability 1/2 set π(i) = u and π(j) = v, and with probability 1/2 set π(i) = v and π(j) = u.
6. For i = 1, 2, 3, . . ., if vertex i is not a leaf, and π(i) is not exit or entrance, (a) Let j and k denote the children of vertex i, and let l denote the parent of vertex i.
(b) Let u and v be the neighbors of π(i) in G other than π(l).
(c) With probability 1/2 set π(i) = u and π(j) = v, and with probability 1/2 set π(i) = v and π(j) = u.
We now define the game of finding a tree T for which a randomly chosen π is an improper embedding or T exits: Game 4. The algorithm outputs a rooted binary tree T with t vertices in which each internal vertex has two children. A random π is chosen. The algorithm wins if π is an improper embedding of T in G n or T exits G n under π.
As the algorithm A merely serves to produce a distribution on trees T , we define È G (T ) = Pr π [π is improper for T or T exits G under π] , and observe that for every distribution on graphs G and all algorithms taking at most t steps, Overall we have shown that E G È G (T ) ≤ t 2 · 2 −n/2 + t 2 · 2 1−n/2 ≤ 3 · 2 −n/6 , (36) if t ≤ 2 n/6 . This completes the proof of Theorem 6.
DISCUSSION
In this paper, we have applied a fairly general implementation of (continuous time) quantum walks to a black box problem, and proved that this problem can be solved efficiently by a quantum computer, whereas no classical algorithm can do the same. We considered the problem of finding the name of the exit of a particular graph starting from the entrance, given a black box that outputs the names of the neighbors of an input vertex. Note that although our quantum algorithm finds the name of the exit, it does not find a particular path from entrance to exit.
Although it is convenient to express our results in terms of a graph traversal problem, the results can also be cast in terms of a graph reachability problem, where one is given a graph G and two vertices s and t and the goal is to determine whether or not there is a path connecting s and t. The idea is to set G to two disjoint copies of G n , s to the entrance of one of the copies and t to the exit of either the same copy or the other copy of G n . The quantum algorithm in Section 3 can be adapted to solve this problem in polynomial time and the lower bound of Section 4 can be adapted to show that no classical algorithm can solve this problem in subexponential time. (See [30] for a survey of classical results about graph reachability problems in various contexts.)
Our traversal problem can be viewed as a decision problem either by recasting it as a reachability problem or by asking for the first bit of the name of the exit. Thus, our result can be also interpreted as showing the existence of a new kind of oracle relative to which BQP = BPP [6, 26] .
Many computational problems can be recast as determining some property of a graph. A natural question is whether there are useful computational problems (especially non-black box ones) that are classically hard (or are believed to be classically hard) but that can be solved efficiently on a quantum computer employing quantum walks.
