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Water-cut measurement is important for reservoir management and recovery maximization. It is 
also considered as a key parameter to monitor well performance. Nevertheless, the water-cut 
measurement is severely affected when a large volume of gas comes out of solution in high Gas-
Oil Ratio (GOR) reservoirs. Inaccurate water-cut measurement could be due to metering 
technologies failure when Gas Volume Fraction (GVF) exceeds 90%. Therefore, the objective of 
this research is to develop a model (s) to estimate water cut better in wells with GOR values higher 
than 2,000 scf/STB. 
One of the conventional methods used in measuring water cut is the multiphase flow meter 
(MPFM). This equipment gives accurate and reasonable values at conditions, where there are no 
flow assurance issues at the surface, such as free gas, slug, or emulsions. MPFMs are costly and 
prone to failures. Nevertheless, there are few metering technologies applicable to a high GOR 
environment.  
In this research, two models are developed based on nonlinear multiple regression and an artificial 
neural network (ANN). The developed models utilized various inputs that are measured on a real-
time basis taken from surface and subsurface sections of the well to better estimate water cut in 
high GOR wells. 
xiv 
 
Multiphase flow correlations and models are available in the literature to provide an estimation of 
water cut with limitations in the GOR range. Some multiphase flow correlations were selected 
based on GOR applicability and compared to actual water cut measurement with an average 
absolute relative percentage error of 25%.  A new empirical correlation was developed using 
nonlinear multiple regression. Results showed that the correlation is more reliable at low GOR 
with an average absolute relative percentage error of 8.32%. Nevertheless, another model using 
ANN was developed covering a wide range of GOR. It demonstrated more reliable results with an 
average absolute relative percentage error of 8.13% when comparing their values to the actual 
water cut from test separators. This improvement in water-cut estimation was due to the use of a 
wide range of surface and subsurface parameters, provided that they are obtained on a real-time 
basis. 
The estimation of an accurate water cut is imperative for better management of reservoirs in case 
of abnormal conditions such as high GOR. Practicable and cost-driven models were developed to 
estimate water cut in the absence of reliable metering technology or robust multiphase flow 
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بإنتااا  الغاااز ، ممااا  ذلاا  ا يقتاارن، خاصااة عناادم ضااروري  المصاااإلن انتااا  اآلبااار الن  يااة  ءالماااإنتااا   نساابةقيااا  إن
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  غاز عاليةر نسنمصاإلبة لر ن   المياش في آبا نسبة
ااا دقيقاااة  لتقنيااةر تاااافر هااكش اللهيئاااال ال يئياميااةهااي مقيااا التاادف   اءالماا نساابةواإلااد  ماام ال اارق التقليديااة فااي قياااا  قيمص
ر وماااع ذلااا  ، فاااإن أ هااائ  قياااا التااادف  ايكاااان إنتاااا  نسااابة الغااااز عاليصاااال  عنااادماومعقالاااة فاااي اللاااروذ النماذ ياااة ، 
لقيااا ر ومااع ذلاا  ، هنااال عاادد قليااي ماام تقنيااال القيااا ب ااكي دوري  تسااتلئي صاايانةص و مكل ااة ،غاليااة  يااةللهيئااال ال يئيام
 نسبة الماء في اآلبار التي فيها نسبة عالية مم الغازر
االنحاااادار المتعاااادد غياااار الخ ااااي وال اااابكة العصاااابية االصاااا ناعيةر  بإسااااتخدايفااااي هااااكا البحاااا  ، تاااام ت اااااير نماااااذ يم 
لمت اااار  مااادخفل مختل اااة تقاااا فاااي الاقااال الحقيقاااي مااا خاذ  مااام أقسااااي السااا   والجااائء تحااال اساااتخدمل النمااااذ  ا
 نسبة الغاز العاليةر التي فيها في آبار اءالم لنسبةالس حي مم البئر ، لتقدير أفضي 
الميااااش  بةنساااتقاااديم تقااادير لالمتاااافر  ب مصاااادر البحااا فاااي للهيئاااال ال يئيامياااة ونمااااذ  التااادف   عفقاااال المتراب اااةتتااااافر ال
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 دياااد  باساااتخداي االنحااادار المتعااادد غيااار الخ اااير  عفقاااةتااام ت ااااير  ،لاااكل  ر ٪ 52 تبلااا نسااابة مئاياااة م لقاااة بخ ااا  ال
ا بناااءص ر ٪5.ر2خ اا  تبلاا  النساابة متاساا  ما تكااان نساابة الغاااز قليلااة مااع ناادوأظهاارل النتااامال أن االرتباااق أكثاار ما اقيااة ع
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CHAPTER 1 INTRODUCTION 
 
1.1 Background 
For any technical research, there has to be one of three areas to consider; solving a problem, 
improving a solution or discovering a new challenge. The objective of the research should capture 
one or more of the mentioned areas. The oil industry business is dynamic; new issues are 
discovered and solutions need to be addressed and further improved. For instance, production of 
oil from tight sands might be considered a problem. Oil companies and services providers are 
working collaboratively to address this problem and bring the most innovative technologies and 
methods to solve it. Another area of research includes a new empirical correlation developed to 
estimate gas flow rate with an error of 10%. A new solution used Artificial Intelligence (AI) 
techniques, reducing the error to 5%, which is called a solution improvement. In this research, a 
solution is to be addressed using available numerical techniques such as, nonlinear regression 
modeling or AI methods to accurately estimate water-cut at a high gas-oil ratio (GOR), which 
profoundly affects rates and water-cut measurement.  
Water-cut is defined as the ratio of water flow rate to the liquid flow rate in percentage 
(Economides, 1996).  




Field or well rate measurement are done by using one of the following metering technologies: 
 Single-phase flow meters such as the Weatherford Red Eye water-cut meter 
 Permanent or portable test separators 
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 Multiphase flow meters (MPFMs) 
The standard classification of reservoir fluids below is based on the gas-oil ratio in Table 1.1 
(McCain, 1990): 
 
Table 1.1 Classification of reservoirs based on the gas-oil ratio in scf/STB 
Black Oil Volatile Oil Gas Condensate 
< 2,000 2,000 to 3,300 3,300  to 50,000 
 




   , 𝑠𝑐𝑓/𝑆𝑇𝐵…………………………(1.2) 
This is for the type of reservoir that is considered as being volatile oil or gas condensate. Therefore, 









1.2 Importance of Water-cut Estimation 
 
I. Impact of High Water Cut and High GOR on Well Performance 
Water-cut measurement becomes essential in fields with high water production. Oil companies 
tend to produce oil and maximize recovery avoiding the excessive production of water where this 
necessitates monitoring water cut at the early life of the well to prevent a scenario of producing 
additional water provided that accurate measurement of water cut is attained.  
Accurate measurement will enable decision makers to advise to shut-in or sidetrack wells with 
high water cut to maintain the oil production of the field (Ehtesham, 2011). Also, reservoir 
simulation will require accurate water cut as an input way to ensure the precision of the simulation 
model for engineers to forecast field production and advise any additional required action that 
would sustain or enhance oil recovery. Water cut profoundly affects well inflow performance 
especially when the oil-water contact rises to the oil zone. Figures 1.1 and 1.2 demonstrate 
examples of a low GOR well with the effect of water cut. Figure 1.1 shows an example of a well 
with low GOR. Although the water cut increased by 10% during a period of two years, this did not 
have a substantial impact on oil production. In contrary, in Figure 1.2, water-cut is increasing with 




Figure 1.1 Gas oil ratio and water cut impact on well performance (low GOR and low WC) 
 
 



























































Figures 1.3 and 1.4 reflect additional scenarios of the effect of water cut and GOR on high GOR 
well performance. Figure 1.3 shows relatively low water cut in a high GOR well with ceasing 
production due to high backpressure exerted across the surface pipeline at the surface. On the other 
hand, Figure 1.4 demonstrates the high water cut effect on well performance where it causes an 
appreciable decline in oil production due to the high production of water. It also shows that high 
GOR has a severe impact on oil production as well. Thus, both high water cut and high GOR are 
severely impacting the well performance. For this specific case, a sidetrack to another reservoir 
might be a feasible option or equip the well with Artificial Lift method such as Electrical 
Submersible Pumps (ESP). 
 




























Figure 1.4 Gas oil ratio and water cut impact on well performance (high GOR and high 
WC) 
 
Monitoring water-cut could lead to maximizing recovery instead of maximizing production and 
hence jeopardizing the health of the reservoir. There are available technologies and software to 
monitor water cut on a real-time basis with the objective of maximizing the recovery avoiding the 
need of considering secondary or tertiary enhanced oil recovery (EOR). Also, inaccurate water-
cut measurement will lead to an invalid reservoir simulation model that is developed to optimize 
or forecast the recovery. 
High water production can cause chemical corrosion in sweet/sour reservoir environments where 
H2S or CO2 are present. Chemical corrosion occurs due to the presence of soluble organic acids in 
the produced formation water or carbon dioxide within gas in the reservoir. These components 




























a high water production rate, this will allow avoidance of anticipated chemical corrosion from 
occurring. 
II. Impact of High Water Cut and High GOR on Designing Surface Facilities 
Accurate water-cut measurement will optimize CAPEX for designing or upgrading surface 
processing facilities in high GOR wells. Nevertheless, water cut is an essential input in the design 
of surface facilities at the early stage of the field. Surface facilities including water and gas 
handling or processing equipment are designed based on pre-defined calculations of water cut and 
gas-oil ratio. Figure 1.5 shows the CAPEX as a function of water cut. As the water cut increases, 
more CAPEX will be spent (Open.edu, 2016). Water-cut is a crucial parameter to be considered 
in designing surface facilities especially when reservoir pressure is below the bubble point pressure 
where gas can cause significant errors in rates and water cut measurement. An inaccurate input 
value of water cut might underestimate or overestimate CAPEX, which might require an 
unexpected upgrade of the handling facilities at the later stage of field production. Therefore, 
accurate water-cut measurement is desirable. Also, when having high gas production, an additional 




Figure 1.5 Water and gas treatment impact on facility cost (www.open.edu, 2016) 
Figure 1.5 illustrates the effect of water production on the required CAPEX for processing high 
volumes of water and gas. Also, another observation is that much money has to be spent to treat 
water while a minor additional cost is required to treat gas. It is clear from the figure that CAPEX 
required to handle water is more than what is needed to process gas. Water processing facilities 
require CAPEX in low GOR wells. When having high GOR wells in association with high water 
production, a minor cost is added when upgrading the treatment facilities. For this reason, water-
cut was considered to be the desired calculation output rather than gas because the water processing 
facility has more impact on CAPEX than gas processing facility. High CAPEX in association with 





















Water & gas production impact on facility cost
Producing water with low GOR Producing water with high GOR
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1.3 Issues in High GOR Wells 
 
There are several issues associated with high gas production. Below are some issues related to 
high gas production in high GOR wells: 
I. When there is a high GOR produced at the surface, downstream flowing wellhead 
pressure drop increases, which lowers oil production and exerts high backpressure on 
the surface line as shown in Figure 1.6. 
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Figure 1.6 demonstrates the effect of high GOR on production. As GOR increases, more exerted 
there is more back pressure, resulting in lowering production due to additional frictional losses in 
the pipeline. 
 
II. At a GOR of 3,300 scf/STB or greater (McCain, 1990), condensate might form causing 
wellbore plugging with liquids due to high water production, which is known as liquid 
loading. 
 
Additionally, there are multiple reasons for considering water cut estimation over the gas oil ratio: 
 The water-cut formula includes an oil flow rate component which is highly impacted by 
the presence of gas (high GOR). Thus, this affects the accuracy of water-cut estimation. 
 
 The oil flow rate is important, but the water cut is a more critical parameter as accurate 








CHAPTER 2 LITERATURE REVIEW 
 
In this chapter, literature is reviewed to highlight technologies or models for measuring or 
estimating water cut. 
I. Water Cut Metering Technologies 
II. Water Cut Estimation Models 
III. Multiphase Flow Correlations 
 
2.1 Water Cut Metering Technologies 
 
Few metering technologies are applicable to a high GOR environment. Two technologies, MFI 
and ABB VIS meters, were examined for high GOR wells (GOR up to 80,000 scf/STB) with high 
accuracy in water cut and rates measurement, and are yet to be proposed for a trial test in the 
subject field. Another technology was discussed, Technology of Optimization of Production 
(TOP), which is a pressure regulator to control the excessive production of condensate in high 
GOR wells. Conventional multiphase flow meters (MPFMs) are still inadequate to capture flow 
rates and water-cut measurements in high GOR wells. Although MPFM has a radioactive 
densitometer that measures relative fractions of oil, water, and gas using gamma-ray attenuations 
that are captured by the gamma detector but yet MPFM is unable to measure all fluid phases 
beyond a gas volume fraction of 90% (Nasri, A., 2014). Nevertheless, water-cut metering 
technologies are described below. 
Hatton (1990) illustrated a microwave-based water-cut monitor technology. This device 
technology was developed to measure water cut using microwave signals. This tool is a cost-
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effective technology where it accounts for oil composition, temperature variation, water salinity, 
crude properties, and water conductivity. It is a compact system and requires less footprint. 
Microwave signals transmitted through a reflection area from fluids at microwave frequency, as 
in Figure 2.1, are based on strong polarity which indicates that there is high permittivity due to 
the substantial electrical energy where water has a polarity larger than in oil. The drawback of this 
technology is that it will not measure water cut precisely when having free gas at the surface and 
also when the emulsion is taking place at the surface. 
 
Figure 2.1 Gas-liquid setup for the microwave-based water-cut monitor (Hatton 1990) 
 
Cellos (1999) discussed MFI multiphase meter technology which, was tested in U.S. fields. It has 
a separator to partially separate liquid from gas and a Coriolis flowmeter as in Figure 2.2. This 
meter was developed for high GOR applications. It could measure wells’ rates from 100 to 15,000 
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bbl/day and with GOR up to 80,000 scf/STB. The measurement is based on a microwave 
technology where fractions of flow rates in the pipe are measured. The accuracy of oil rate is 5%, 
and the gas rate is 1-2%. This type of meter could be a good candidate to be tested in high GOR 
wells, but it might only be applicable to U.S. fields. 
 
Figure 2.2 MFI multiphase meter (Cellos 1999) 
 
Oglesby (2006) came up with a portable multiphase flow meter (MPFM) for high water-cut 
applications, but Gas Volume Fraction ranges from 10 to 20 % as in Figure 2.3. A water-cut meter 
is one of the meter components, which is not affected by salinity and is insensitive to low entrapped 




Figure 2.3 Portable multiphase production pester (Oglesby 2006)  
 
Al-Saiyed (2008) and Al-Mutairi (2011) demonstrated a case study for using Red Eye metering 
technology. This meter is a Weatherford water cut meter, which has two components; a water cut 
monitoring sensor and Coriolis flowmeter as illustrated in Figure 2.4. The measurement is 
independent of density changes but applicable for low GOR up to 550 scf/STB and water cut of 5 
to 42%. The infrared meter measures water cut based on near-infrared absorption spectroscopy 
(Al-Saiyed 2008) where water absorbs considerable electromagnetic energy. This meter provides 
real-time measurement. Accuracy and availability of well real-time measurement can lead to 




Figure 2.4 Weatherford water cut meter (Al-Saiyed 2008)   
 
Nasri (2014) multiple MPFM technologies were trial tested in high GOR wells, but none of them 
passed. MPFM technology has been utilized in the industry effectively for the past 20 years. There 
is no such MPFM operates with a high gas-oil ratio and high volume fraction of more than 95%. 
Three MPFMs were trial tested for multiple wells with high GOR, but none of them succeeded. 
Liquid rates at high gas volume fraction start to diverge due to increase in uncertainty caused by 





Arsalan (2015) addressed various techniques in his paper for permanent downhole water cut 
measurements: 
1. Relative permittivity where there is high polarity or permittivity for water. 
2. Near infra red ray where water absorbs more energy at a higher wavelength. 
3. Time domain transmissometry where it measures the transmission through water, oil or gas 
where transmission is slower in water due to high density. 
4. Coriolis effect where water has a minimum oscillation frequency.                   
5. Gamma rays absorption for radioactive meters where produced water has higher 
radioactivity than oil or gas. 
Nevertheless, these techniques are for the applications of black oil models where a low GOR is 
encountered. They are compared based on environmental impact, equipment reliability, 
measurement accuracy, and power requirements. 
 
Tseytlin (2016) brought new technology into the industry for testing wells with high GOR called 
Technology for the Optimization of Production (TOP). This technology is a pressure regulator 
installed downhole along the tubing to control the condensate production for high GOR wells. This 
regulator controls the flowing bottom hole pressure (Pwf) to be at the optimum pressure at which 
gas is kept in the condensate and reduces the condensate flow and also maintains Pwf to avoid any 




Genolini (2016) exemplified the ABB VIS MPFM which is a non-gamma meter that measures 
individual oil, water, and gas rates for wells with high GVF of more than 90%. Figure 2.5 shows 
a compact system with this metering technology where liquid and gas are measured separately as 
single phases with considerable accuracy with no calibration required. Overall flow rates are 
calculated through the sampling ratio such that the ratio between probe and pipe areas and the gas 
flow rate are measured separately using a Venturi meter as part of the MPFM body. The accuracy 
of this meter measurement can reach up to ± 5% in water cut. This meter has not been trial tested 
in the field. This technology is more applicable to wet gas wells. 
 





2.2 Water Cut Estimation Models 
A model for classifying and assessing wells with high GOR was developed to optimize the wells’ 
oil production better and avoid condensate production. Also, a correlation was established to 
calculate the gross rate combining surface and subsurface data including water cut and GOR but 
limited to ESP wells only. Nevertheless, most of the applications are two-phase systems where 
large volumes of gas are not captured. More elaboration on this part is below. 
 
(Peruzzi 1999) based his optimization model on empirical observations and tools where examples 
are demonstrated in gas handling for oil wells. Wells with the average gas-oil ratio of 17,000 
scf/STB were studied and optimized. Wells with high gas-oil ratio were classified into two 
categories; restricted (choked back) and unrestricted. Also, the challenges of excessive water and 
gas and solutions were explored. These models are for a specific type of wells such as ESP wells. 
Environmental impacts due to flaring gas were assessed when the design of gas processing 
facilities was underestimated. 
 
Ghareeb (2007) developed a correlation to calculate the gross production rate at the surface 
considering the impact of GOR, temperature, and water cut for wells equipped with electrical 
submersible pumps (ESPs). Well and reservoir parameters were used to develop this new 
correlation, and the least squares method was utilized to find the coefficients. A disadvantage to 






  …………………………… . . (2.1) 
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Li (2011) proposed a new model for forecasting water cut in oil reservoirs considering exponential 
analysis (Arps) where many variables are constant. Five models were discussed; Ershaghi-
Omoregie, Liu, Warren, Purvis, and Lawal. The models with their corresponding equations are 
listed below: 







− 1)] ∝ 𝑁𝑝 ………………………………………(2.3) 







] ∝ 𝑁𝑝  ………………………………………….  (2.4) 




) ∝ 𝑁𝑝   …………………………………………… . (2.5) 
4. Purvis Model 
𝑊𝑂𝑅 + 1 ∝ 𝑁𝑝  ………………………………………………  (2.6) 
5. Lawal Model 
𝑓𝑤𝑡 = 1 − 𝑓𝑜𝑡𝑒




−𝑤𝑡 ……………………………………………… ..    (2.8) 
 
The models were developed to correlate water cut with the production time. These models apply 
to oil-water systems only where the presence of gas is negligible. 
𝑓𝑤 = 1 −
1
𝑐(1 − 𝑒−𝐷𝑡) + 𝑏
  ……………………………… (2.9) 
 
Camilleri (2011), Al Enezi (2012), and Al Amri (2012) published three in which they developed 
an analytical method to estimate rates and water cut using real-time data from ESP downhole 
pressure and temperature sensors. The range of applicability in GOR was targeted for black oil 
reservoirs. Also, this method is applicable for wells with ESPs only. 
 
Safin (2016) proposed a model to estimate water cut in horizontal wells using a statistical 
variogram as the best fit model between water cut and recovery factor in horizontal wells. The 
modeled variogram is a function of reservoir dip angle, oil column thickness, well construction 
and permeability anisotropy. A variogram can relate between two points by estimating the 






2.3 Multiphase Flow Correlations 
 
This section will highlight several widely used multiphase flow correlations that are used to 
estimate rates at the surface. Few correlations are applicable for condensate reservoirs; they are 
applicable to wells with low oil rates. Several multiphase (liquid/gas) flow correlations with their 
limitations (Production Technology 2017, Rao 1998, and Guo 2007). These correlations will be 
used to compare water cut with field measurement. 
Poettmann-Carpenter (1952) correlation covers a limited range of liquid flow rates with gas-liquid 
ratios of less than 800 scf/STB. 
The Fancher & Brown (1963) correlation is applicable for slim wells with tubing inner diameter 
of 2 3/8 and 2 7/8 inch. It is also applicable in wells with a gas-liquid ratio of less than 5,000 
scf/STB and low liquid rate below 400 STB/D. This correlation is used for well model calibration. 
Duns and Ros (1963) correlation is applied in wells with high gas-liquid ratio but with low liquid 
flow rates range.  
A Hagedorn & Brown (1965) correlation is used widely in oil wells with moderate to high liquid 
flow rates; however, it over-estimates a pressure drop when the gas-liquid ratio exceeds 5,000 
scf/STB. 
 
Beggs & Brill (1973) correlation is used widely in oil wells. It accounts for various flow regimes 
and pipeline inclination, however, it also over-estimates pressure drop when the gas-liquid ratio 
exceeds 5,000 scf/STB. 
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The Gray (1978) correlation provides reasonable results in vertical/deviated wells with a GOR 
higher than 3,300 scf/STB. 





CHAPTER 3 PROBLEM STATEMENT AND RESEARCH 
OBJECTIVE 
 
In this chapter, the problem statement and research objective are discussed: 
3.1 Problem Statement 
Based on the case studies demonstrated above and a literature review, the following points are 
considered as motives for conducting this research: 
I. Multiphase flow correlations are inadequate to estimate water cut in high GOR 
wells accurately. These multi-phase flow correlations are classified for low to 
moderate GOR wells. 
II. Reservoir management and cost-effective field operations require another 
option/tool to estimate water cut in high GOR wells. 
III. Multiphase flow metering technologies are not designed to measure water cut in 
high GOR wells 
Metering technologies generally fail in high GOR wells by affecting water cut measurement 
accuracy. Metering technologies such as multiphase flow meter (MPFM) has limitations and 
commonly produce errors in measurement due to improper calibration or need for maintenance 
rendering them useless for elongated times. Current MPFM technology provides accurate 
measurements for black oil reservoirs however when GOR starts to increase, MPFM accuracy 
becomes questionable. Another drawback of this technology is that there are limited number of 
manufacturers, high spare part prices, frequent calibration and maintenance, and use of radioactive 
sources. In high GOR wells, measurement accuracy is highly affected by the presence of gas when 
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gas comes out of solution near the surface of the well. MPFM measurements (Nasri, 2014) were 
compared to actual measurements by portable test separator and showed highly deviated values as 
explained in example 1 whereas example 2 shows reliable measurement from MPFM at normal 
conditions where GOR is less than 2,000 scf/STB. In other words, if MPFM measures a high water 
cut value while a well calibrated portable testing separator shows a zero or low water cut value, 
this will result in a wrong decision when depending on MPFM measurements and so will cost 
unnecessary workover rig expenses if water shut off job required. Therefore, it will be a 
considerable addition to the industry when coming out with a new methodology that fills that gap. 
This gap necessitates the need for developing an alternative method or correlation that could 
estimate rates and water cut within the acceptable ranges. Two examples are demonstrated where 
the first example shows metering equipment performance for black oil reservoir conditions where 
the latter showing inaccurate measurement at abnormal conditions (Nasri, 2014). 
Example-1; at Black oil reservoir conditions at GOR < 2,000 scf/STB 
MPFM measures flow rates in all phases, water cut and GOR with considerable accuracy when 
GOR is less than 2,000 scf/STB. Figures 3.1 and 3.2 compare between conventional test separator 
and MPFM readings for gas oil ratio and water cut, respectively. Both GOR and WC are falling 
within the acceptable error band of ± 10% against a calibrated portable test separator measurement. 




Figure 3.1 Comparison between separator and MPFM GORs less than 2,000 scf/STB 
 
















Gas Oil Ratio Accuracy, GOR < 2,000















Water Cut Accuracy, GOR < 2,000
Actual Measurement "+10%" "-10%"
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Example-2; few metering technologies qualified at a GOR >= 2,000 scf/STB 
In contrast, wells with GOR greater than 2,000 scf/STB were tested using both test separator and 
MPFM. At high GOR (>=2,000 scf/STB), the deviation between MPFM GOR and test separator 
GOR was more than ± 10% in terms of absolute error as Figure 3.3. Nevertheless, this is also 
impacting the WC readings, where MPFM is failing to measure the WC accurately at high GOR 
as Figure 3.4. Therefore, high GOR affects rates measurement and water cut values. Therefore, 
this confirms that there are no certified MPFMs for high GOR (Nasri, 2014). Additionally, water-
cut values from MPFM in Figure 3.4 indicate that most of the wells are wet producers whereas 
the separator measurements confirm the opposite. The improper decision making will lead 
production engineers to take incorrect decisions about well performance issues. Therefore, 
MPFMs produce a deviation in both GOR and WC in high GOR wells. 
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In Figure 3.5, the metering envelope of GVF against WC (both in percentages) consists of three 
regions which are the gassy liquid area, wet gas area, and moderate WC and GVF area.  The GVF 
is defined as the ratio of gas flow rate to the total flow rate. In this research, the majority of wells 
are lying inside or near the wet gas area where the GVF is higher than 90% and WC ranges from 
10 to 70% with an uncertainty that reaches up to 10%. In other words, for high GOR or GVF wells, 
the error in liquid rates, hence in water rate, will deteriorate causing high uncertainty in metering 
measurement with an error of 10% in water-cut that could be tolerable ( ‘Handbook of Multiphase 
Metering’ by NFOGM, 2005). Conventional MPFM can provide accurate measurements for wells 
with GVF up to 90% whereas, beyond that, measurement accuracy issues will dominate causing 
errors in liquid and so in water rate measurement.  
3.2 Research Objective 
The primary objective of this research is to develop an improved model (s) to estimate water cut 
accurately in high GOR wells using surface and subsurface field data to achieve at least one of the 
benefits below: 
 Avail a methodology to reduce the dependency on portable test separators and MPFMs 
that can be a cheaper option to better estimate water-cut in a diverse environment. 
 Provide another means to measure devices besides test separators as they can be used 
when a test separator is unavailable or out of service. 
 Save the cost of trial testing metering technologies. 
 Enable effective reservoir management due to accurate water-cut estimation in high 
GOR wells.  
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CHAPTER 4 MODELING TECHNIQUES   
 
Under this chapter, an introduction to two models will be discussed and used in this research:  
 Non-linear Multiple Regression Model 
 Artificial Neural Network (ANN) Model 
 
4.1 Nonlinear Multiple Regression 
Regression theory acquires analysis of independent variables to construct a predictive model that 
is mapped to the dependent variable. The main aim of regression analysis is to identify the 
relationship between independent and dependent variables that result with the least square of the 
errors (Ray, 2015). There are two main categories in regression modeling: Linear and non-linear 
regression. Linear regression requires a linear relationship between inputs and output where there 
is a constant multiplied by or added to the input with each input of power 1. For non-linear 
regression applications, it is used to identify the nonlinear relationship between inputs and output 
with any form of data. That is, the non-linear regression produces a nonlinear model for 
understanding the behavior and relationship data and achieving a better output. It is also worth 
noting that the coefficient of determination (R2) can be considered as a measure of how good the 
nonlinear relationship is between inputs and outputs. 
There are two types of non-linear regression. The first type is the simple non-linear regression 
where there is one input and one output exhibiting a non-linear relationship. With the second type, 
which will be used in this research, there are multiple inputs and one output displaying a non-linear 
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relationship. In this case, an empirical correlation or ANN is used to quantify the relationship 
between various inputs with one single output. 
 Difference between correlation coefficient and coefficient of determination: 
The correlation coefficient (CC) is a measure of the degree of variation or proportionality 
between two parameters (MathBits, 2018). A CC with a negative value means that there is an 
inverse relationship between inputs and output. CC with positive values explains a direct 
relationship, and zero CC indicates no relationship between independent and dependent variables. 
A CC studies the relationship between one input and output at a time demonstrating the type of 
relationship, whether direct or inverse. 
The coefficient of determination (𝑅2) is defined as the linear relationship between input and 
output (MathBits, 2018). 𝑅2 with a high value means there is a strong relationship between inputs 
and output. 𝑅2 with low values explains a weak relationship and zero 𝑅2 indicates no relationship 
between the independent and dependent variables. A coefficient of determination reflects the 
percentage deviation in the output with respect to all inputs where a higher value of 𝑅2 will be 
preferable. A coefficient of determination is applicable to both simple linear and multiple 
regression models where it dictates the relationship between multiple inputs with respect to an 
output (Bansal, 2015). Additionally, Figure 4.1 demonstrates the effect of coefficient of 
determination 𝑅2 on reducing the error. As the relationship between inputs and output tends to 
become stronger, the bigger the value of 𝑅2, the lesser the error in getting predicted values 




Figure 4.1 Effect of R2 on error reduction (Lake, 2003) 
 
4.2 Artificial Neural Network (ANN) 
Over the past two decades, Artificial Neural Networks (ANNs) started to peak up although they 
did not change the world drastically at that time. That is not because they are not useful for 
prediction but the technology was insufficient to facilitate neural networks where there is a vast 
amount of data that require high processing computers. An ANN is considered one of the most 
popular deep learning techniques. The objective for neural networks is that they should mimic 
some aspects of how the human brain operates but this objective has not yet been fully achieved. 
In the human brain, 100s of billions of neurons are connected with language capabilities, unlike 
computers, which need to be fed with inputs to solve a specific problem. The brain of the neural 
network is modeled through hidden layer (s) where many neurons in hidden layers are 
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desired target (Udemy, 2018). Figure 4.2 addresses the three layers with inputs and output for a 









Figure 4.2 Simple fully connected neural network structure (Udemy, 2018) 
 
Neural Network (NN) Components 
A neural network consists of neurons, layers, and activation (transfer) function. 
 Neuron: 
Neural network layers contain many neurons. The neuron is the primary building block of an ANN. 
It is the essence of ANNs to mimic how the human brain operates. The neuron consists of the 
components listed below as per Figure 4.3 (Farouk, 2013):  













- Axon; the transmitter of the signal for a neuron 
- Dendrites of other neurons are connected to an axon 
- An axon does not touch dendrites 
- Synapse; connections or lines linking each layer; along which signals pass 
 
Figure 4.3 Human neuron components (Pokharna, 2016) 
 
 
What happens inside the neuron? 
Figure 4.4 illustrates the NN components where weighted values are added, and the transfer 
function passes signals from one neuron to another via synapses as follows: 












3. Step 3: A signal passes along the neuron (synapses) to another when the transfer 
function is applied and weights, representing the connections, are adjusted. 
 
Figure 4.4 Artificial neuron model (Pokharna, 2016) 
 
Neurons in the network are learning via adjusting or modifying weights. Some weight values might 
have zero values and others will have non-zero values. For instance, five inputs exist in the input 
layer in the neural network, namely, oil flow rate (Qo), upstream flowing wellhead pressure (Pwh), 
downstream flowing wellhead pressure (Pds), Gas Oil Ratio (GOR) and flowing bottomhole 
pressure (Pwf) with one output which is water cut (WC). The hidden layer consists of three neurons. 
The first neuron in the hidden layer might pick inputs Qo and GOR since their weight values are 
non-zero to be the most important variables affecting WC. As the oil flow rate increases, water cut 
might increase due to sweep efficiency. Also, increasing the GOR will make oil shrink, and so the 
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oil flow rate will vanish with time, and water production will rise. The second neuron in the hidden 
layer might pick one input which is flowing bottomhole pressure as it has a non-zero value while 
remaining inputs are zeros. As flowing bottomhole pressure rises, this will drag up the oil-water 
contact level to expand to make water cut increase. The third neuron in the hidden layer has three 
non-zero inputs which are upstream flowing wellhead pressure, downstream flowing wellhead 
pressure and oil flow rate. When increasing upstream flowing wellhead pressure and reducing 
downstream flowing wellhead pressure, this will increase the oil flow rate, which might eventually 
increase water cut in return. Some neurons leverage the importance of a specific number of inputs 
to the output. Also, another aspect is that weights might be positive or negative, which it will 
impact the relationship between input and output based on the sign of the weight. The neural 
network might pick up things we would not consider in the first place. That is why an ANN is 
considered to be one aspect Artificial Intelligence (AI) techniques, which finds the relationship 
between irrelevant parameters. 
 Layers 
A neural network is a group of layers with nodes in each layer. Nodes are considered as an input 
for the next layer. A neural network comprises of three main layers: 
i. Input Layer: 
In this layer, the count of neurons is equal to the number of inputs. 
ii. Hidden Layer (s): 
The input layer is connected to the hidden layer (s) by synapses where the transfer function is 
activating the weights and passing on them to the hidden layer. One hidden layer is usually 
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sufficient to carry out complex problems. In the hidden layer, a non-linear transfer function is 
used for the output to become a linear separable solution. A linear separable solution contains 
neurons that can be separated with a single decision line or surface which enables proper 
learning (H. Pokharna, 2016). 
iii. Output Layer: 
Once the weights are passed on from the input layer to the hidden layer, the output layer 
receives the weight where the inputs multiply them. If the output value is not equal to the target, 
then the weights are adjusted. 
 
 Weights and Biases 
Weights in NNs are considered to be the most important component. Weight is defined as how 
strong is the connection between the input to the hidden layer node where it indicates the 
relationship between input and output. It helps in determining how strongly each neuron affect 
each other. Weights are generated when the data training starts and they can be negative or 
positive. Negative weights consider an inverse relationship between input and output. The bias 
value will enable shifting the transfer function either to the left or to the right. The matrix form 
the equation for the NN model follows: 
w1
T p + b1= 0 …………………………….. (4.1) 
w1: Weights vector between input and the hidden layer of the neural network. 
& w2: Weights vector between the hidden and the output layer of the neural network. 
b1: Bias vector between input and the hidden layer of the neural network. 
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& b2: Bias between the hidden and the output layer of the neural network. 
 
The general equation that combines all components of NN: 
𝑂𝑢𝑡𝑝𝑢𝑡 =  ∑𝑤𝑒𝑖𝑔ℎ𝑡𝑠 ∗ 𝑖𝑛𝑝𝑢𝑡𝑠 + 𝑏𝑖𝑎𝑠……………………………. (4.2) 
In Figure 4.5, the output is plotted against input where three different weights were examined for 
the sigmoid transfer function. It is noticeable that changing the weight value is changing the 
smoothness of the transfer function. As the weight increases, the curve less steep or flatten. 
 
Figure 4.5 Weight effect on sigmoid transfer function (stackoverflow website) 
 
In Figure 4.6, the output is also plotted against input where three different biases were studied for 
the sigmoid transfer function. It is evident that changing the bias value is shifting the curve to the 






















Figure 4.6 Bias effect on sigmoid transfer function (stackoverflow website) 
 
 Back Propagation Algorithm 
It consists of two processes: 
I. Forward propagation process: Information is entered into input layers, and then 
it is propagated forward to get output values and compared to actual values. 
Then errors are backpropagated through the network in the opposite direction 
where network training is achieved by adjusting the weights. 
 
II. The backpropagation process is an advanced algorithm allows us to adjust the 
weights at the same time. This algorithm is well structured simultaneously 






















 Training (Learning) functions 
ANNs learn by training the network by modifying weights and biases. The training algorithm is 
classified into three main types (Farouk, 2013): 
i. Supervised Learning: This consists of multiple inputs and one output. It utilizes all 
available inputs to predict the output by adjusting weights and biases. 
ii. Unsupervised Learning: It has inputs only where weights and biases are adjusted subject 
to these inputs. 
iii. Reinforcement Learning: Not as popular as supervised learning. It has inputs and scores 
outputs to check if the predicted output is matching with actual. 
 
Backpropagation is a general algorithm that is utilized when performing learning algorithms such 
as gradient descent optimization and minimization of the cost function (Nielsen, M. 2015). Table 
4.1 lists some key training algorithms that are accompanied by the backpropagation method. Errors 
during the training process are subject to forward and back propagation where forward propagation 
results from neurons of input and hidden layers being activated and weights being updated to 
predict the output. In reverse, back propagation entails errors are backpropagated when output is 





Table 4.1 Typical Training (and Testing) Functions used in ANN 
Type# Type Description MATLAB function 
0 Levenberg-Marquardt with one hidden layer trainlm 
1 Levenberg-Marquardt with two hidden layers trainlm 
2 Backpropagation using gradient descent traingd 
3 
Backpropagation using gradient descent with momentum 
and adaptive (variable) learning rate backpropagation 
traingdx 
4 
Backpropagation using Broyden, Fletcher, Goldfarb, and 
Shanno (BFGS) Quasi-Newton 
trainbfg 
5 Backpropagation using scaled conjugate gradient trainscg 
6 Backpropagation with One Step Secant trainoss 
7 Resilient backpropagation trainrp 
8 Batch backpropagation trainb 
 
Like any other prediction tool, the backpropagation algorithm may exhibit solution convergence 
issues. There are several training functions with the essence to modify the general backpropagation 
algorithm as listed in Table 4.1. Below are features of some vital training algorithms to better 
predict the target with minimal drawbacks: 
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- The Levenberg-Marquardt training function is considered to be the fastest algorithm in 
terms of convergence to the target value with achieving highly accurate results, but the 
accuracy in this algorithm might decrease when the number of inputs and their weights 
increase as it will require more storage requirements. It is used mainly with NN but not for 
pattern recognition. 
- The gradient descent training function has weights and biases that are updated after each 
iteration or after completing all iterations. The gradient is calculated based on the change 
in weights and biases however this process is time-consuming and might slow the training 
process.  
- Variable learning rate gradient descent training function has a learning rate added to the 
training process. The selection of a proper learning rate is a crucial factor to enable the 
success of the training process. Setting the learning rate to be too large or too small might 
affect the solution convergence. 
- The Conjugate Gradient algorithm is an advanced technique that is used with a large 
number of inputs and weights achieving faster convergence. 
- The One Step Secant function is based on the Quasi-Newton algorithm. The advantage of 
this function is to optimize the computational time and storage requirements. 
- The resilient backpropagation function is used in pattern recognition problems. 
- The BFGS quasi-Newton backpropagation function achieves faster optimization but 





The NN training is performed with the following steps: 
Step 1: Randomly initialize the weight to small numbers close to zero (but not zero) until the 
error is minimized. 
Step 2: Input the first point of the dataset in the input layer; each feature in one input route. 
Step 3: Forward propagation: From left to right, the neurons are activated in a way that the 
weights limit the impact of each neuron. Then, propagate the activations until achieving the 
predicted result 𝑦 . 
Step 4: Compare the predicted result to actual. Calculate the error. 
Step 5: Backpropagation: From right to left, the error is backpropagated. Update the weights 
accordingly to how much they come responsible for the error. The learning rate decides by 
how much the weights are updated. 
Step 6: Repeat steps 1→5 and update weights for each observation (reinforcement learning) 
or repeat steps 1 → 5 but update the weights only after a batch of observations (batch learning). 
Step 7: When the whole training set passed through ANN which makes an epoch. Re-do more 
epochs. 
 
 Transfer functions ∅(x) 
The transfer function passes on the signal from one neuron to another and applies to the output. 
There are commonly used transfer function in either hidden or output layers, as in Table 4.2: 
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Table 4.2 Typical Transfer functions (Farouk, 2013) 
Function Name Input / Output Mathematical 
Relation 








𝑦 = 0        𝑥 < 0







𝑦 = −1        𝑥 < 0










𝑦 = 0              𝑥 < 0
𝑦 = 𝑥     0 ≤ 𝑥 ≤ 1
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Function Name Input / Output Mathematical 
Relation 








𝑦 = −1          𝑥 < −1
𝑦 = 𝑥    − 1 ≤ 𝑥 ≤ 1



























𝑦 = 0        𝑥 < 0





Below are some points of comparison between different transfer functions: 
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- The sigmoid transfer function is the most accessible tool in terms of differentiation since 
the function is smooth and continuous. Also, it effectively performs the backpropagation 
algorithm and produces accurate results. The output value is ranged between 0 and 1. 
- Hyperbolic sigmoid transfer function follows the same characteristics as of sigmoid 
function, but it returns values of a range between -1 and 1. 
- When inputs in the sigmoid function have enormous negative values, this will result in a 
zero value which might produce inaccurate zero weights and disturb the NN model. 
- The symmetric saturating linear transfer function is similar to hyperbolic sigmoid transfer 
function as it returns values between -1 and 1. The latter is smoother than the first which 
performs more efficiently with normally distributed data. 
- The hard limit transfer function is discontinuous and therefore non-differentiable. 
Therefore, the intent to use this function might be impractical for backpropagation 
techniques. 
 
 Why use ANN in Petroleum Engineering? 
ANNs have commonly been used in petroleum engineering applications for the last few years in 
all sort of sectors, including reservoir, production, drilling, fluid properties, well logging and many 
other applications (Attia, 2015). The frequent use of ANNs is due to the simplicity of deploying 
the ANN technique with well-trained data. Well parameters such as pressure, temperature, flow 
rates, and gas-oil ratio tend to exhibit a viable relationship with respect to each other which makes 
neurons function more efficiently in understanding the relationship between specific input with 
the output. Also, NNs can interlink between two independent variables with the output. For 
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instance, NNs can correlate between flowing wellhead pressure and impact of temperature on 
liquid flow rate, where there is a direct or inverse relationship, and assign a negative weight for 
the inverse relationship and positive weight for the direct relationship. Therefore, NNs will 
produce accurate results and fewer errors for a set of inputs that exhibit a physical relationship to 
the output. It is worth mentioning that ANN applications are not limited to rate prediction only but 






CHAPTER 5 METHODOLOGY     
In this chapter, the problem approach is addressed in this research in three stages which are 
reviewing available multiphase flow correlations, developing a new empirical correlation and 
developing an ANN model. The details follow. 
The steps below summarize the methodology in a nutshell: 
1. Gather data for low and high GOR wells 
2. Perform data description and analysis 
3. Evaluate available multiphase flow correlations to estimate water-cut indirectly 
4. Develop two models; if necessary 
i. Non-linear multiple regression model 
ii. ANN model 
5. Select the most applicable model that achieves the least error and cover the whole 
range of GOR. 








5.1 Available Multiphase Flow Correlations Evaluation 
Reference to Table 2.1 in section 2.3, Five correlations are selected to be assessed against the 
actual water cut from the test separator to study their applicability for high GOR applications. 
The selected correlations are Guo Ghalambor, Gray, Hagedorn Brown, Duns & Ros, and Beggs 
& Brill based on their GOR applicability and limitations although they are limited to a specific 
range of GOR. The multiphase flow correlations will be used to indirectly estimate water cut and 
quantify errors in high GOR wells in a field where data is available. Multiphase flow correlations 
are examined for sensitivity analysis run using nodal analysis. 
The calculations and error analysis are performed to estimate the water cut using multiphase 
flow correlations with the following steps: 
1. Gather data from 100 wells (1 data point/each) considering the full range of GOR. 
2. Construct well models using PROSPERTM software and calibrate them accordingly 
in reference to the latest rate tests from the test separator. 
3. Run “system” calculations by inputting Pwh, water cut, GOR and estimate liquid flow 
rate (QL) with using an initial water cut value from the latest rate test. 
4. Iterate water cut until reaching an error of ±10% in the liquid flow rate between 
calculated and measured liquid flow rates. 
5. Report the final water cut and compare with the actual. 





5.2 New empirical correlation using non-linear regression 
Multivariate nonlinear regression is used to develop a model to better estimate the water cut with 
the following steps: 
1. Gather data for 100 wells with 4/5 data points per well for low GOR wells and 19/20 
data points for high GOR wells. 
2. Based on the Random Forest technique results, consider five inputs to develop the 
new empirical correlation. 
3. Group the five parameters into three with aligning these parameters to order of 
magnitude concept as dividing two parameters or taking the log of a parameter 
should result in a number between (0 to 0.1), (0.1 to 1) or (1 to 10). 
4. Construct multiple combinations of the grouped inputs. 
5. Report the error of each combination, if the relative absolute error is less than 10% 
and absolute error is less than 5%, stop. 
6. If it can meet the 10% error band, consider the data points for wells with GOR of 
less than 2,000 scf/STB. If the relative absolute error is less than 10% and absolute 
error is less than 5%, stop. 
7. Document the correlation for wells with GOR of less than 2,000 scf/STB. 
 
5.3 ANN Model 
An ANN model is developed to capture the full range of GOR. The steps are as follows: 
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1. Gather data for 100 wells with four to five data points per well for low GOR wells and 
19-20 data points for high GOR wells. 
2. Based on the Random Forest technique results, consider five inputs to develop the new 
empirical correlation. No parameter grouping will be performed to inputs as they will be 
fed to the ANN model. 
3. Divide the data set into 70% for training and 30% for testing and validation. Use the 
default model setting for ANN by using the followings: 
 
 One hidden layer with ten neurons 
 The tangent sigmoidal transfer function 
 The Levenberg Marquardt training function 
 
4. Report the model when the absolute relative error is less than 10%, and the absolute error 
is less than 5% and then stop. 
5. Perform training optimization as follows: 
 
i. Optimize different training functions and report the one with least errors 
ii. Optimize different transfer functions and report the one with least errors 
iii. Optimize the neuron count in the hidden layer from 1 to 20 and then report the 
neurons counts with least errors. 
 
6. Based on the training optimization, report the best model with the five parameters. 
7. After reaching an acceptable error, utilize the nine inputs and run the ANN model. 
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8. If the reported errors are less than acceptable error, report the model with the nine 
parameters. 
9. Report the final equation with weights and biases for both cases. 
10. Convert the empirical equation to the normalized form as a function of actual value with 
the following steps:  






………………………………… . . . (5.1) 
Where y is the output/target and x is the input 
The Hyperbolic Tangent Sigmoid Transfer function is considered as an example, y values range 
from -1 to 1. Therefore, equation 5.1 can be written in the following form: 
𝑦 = 2 ∗  (
𝑥 − 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
) − 1     …………………………………… . (5.2) 




∗ 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑤1𝑖,𝑗𝑥𝑗 + 𝑏1𝑖)] + 𝑏2 ……………………… . . (5.3) 
iii. Convert the values of y, de-normalize the output using equation 5.4: 
𝑦 𝑐𝑎𝑙𝑐 = (𝑠𝑙𝑜𝑝𝑒 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒) ∗  𝑦 𝑡𝑎𝑟𝑔𝑒𝑡 + (𝑌 − 𝑖𝑛𝑡. ) 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 …… . . . . (5.4)  
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CHAPTER 6 RESULTS AND DISCUSSION     
In this chapter, data are thoroughly described, and models are developed to estimate water cut 
better.  Also, data were handled with various cleansing techniques. Selective inputs were chosen 
with the highest importance to the output. Results for both the nonlinear regression model and 
ANN are discussed. The ANN model is optimized to select the most accurate scenario. 
6.1 Data Description and Handling  
 
6.1.1 Data Description 
Data required to estimate water cut includes surface and subsurface data as follows: 
1. Dynamic data: 
o Gas-oil ratio (GOR) 
o Oil flow rate (Qo) 
o Upstream flowing wellhead pressure (Pwh) 
o Downstream flowing wellhead pressure (Pds) 
o Upstream flowing wellhead temperature (Twh) 
o Flowing bottomhole pressure (Pwf) 
o Flowing bottomhole temperature (Twf) 
o Choke valve position (ranges from 0 to 100% of 3-inch choke diameter; “0%” for 
closed and “100%” for fully connected) 
o Inflow control valve (ICV) position (ranges from 0 to 10; “0” for closed and “10” 
for fully connected) 
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2. Static data used to generate well models: 
o PVT data such as oil formation volume factor, API, water, oil and gas densities 
o Reservoir data such as permeability, pressure, temperature, skin … etc. 
o Geometry represented by tubing depth, the hole diameter, and inclination angle 
Initially, more than 5,000 data points were collected, but several cleansing techniques were 
performed to achieve a total of 1,210 data points. The data handling techniques were as follows: 
 Outliers that are below or above the range were removed. When a data point was 
irrelevant to a group of data, it was called an outlier which can be defined as a value 
below the first quartile or above the third quartile. 
 Negative, duplicated and frozen data were also removed. This type of data issues is 
resulted from equipment malfunctioning which requires calibration or replacement. 
Also, frozen data might be due to interruptions in data transmission since the data are 
taken from real-time devices with no missing data within the 1,210 data points. 
 Conducted normality test using the skewness. The 5,000 data distribution was away 
from normality. A skewness of zero means that the distribution is normal with one set 
of data. 
 The coefficient of determination (R2) was also used between each input and output at 
a time. Enhancing R2 in preparation for the ANN model will help in reducing the error 
as per Figure 4.1. 
Descriptive statistical analysis for nine inputs and one output was performed to identify the 
statistical relationship between inputs and the output in Table 6.1: 
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Minimum 40 523 306 125 936 418 1,686 168 3 17 
Maximum 100 1,656 1,251 199 11,128 10,042 2,260 242 10 59 
Mean 70 1,022 584 161 4,471 5,246 1,973 204 6 39 
Standard 
deviation 
17.4 263 147.3 21.8 2029.1 2,776 21.8 22 2.3 8.8 
Skewness -0.04 0.548 0.994 0.058 0.657 0.012 -0.026 0.058 0.080 0.069 
Correlation 
Coefficient 
-0.04 -0.412 0.3151 0.0009 -0.8870 -0.7371 -0.412 0.0009 0.0313  
 
One hundred (100) wells with a total of 1,210 data points were included in this research 
representing 48 wells with a GOR of less than 2,000 scf/STB and 52 wells with a GOR of greater 
or equal to 2,000 scf/STB. Figure 6.1 dictates the distribution of water cut as a normal distribution 
after data cleansing. 
 






































6.1.2 Basic Statistical Description Equations 
- Mean is defined as the summation of all data points of a specific parameter divided by the 




………………………………………………… . . (6.1) 




∑(𝑥 − 𝜇)2 …………………………………… . . (6.2) 







 …………………………………… . . (6.3) 








. …………………………………… . . (6.4) 
- Skewness is the measure of asymmetry with the subject to the normality in a distribution. If 





   ………………………………… . . (6.5) 
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- The Correlation Coefficient (CC) or ( r )  is a measure of linearity in a relationship between 









Where y is the water-cut and x is any of the input variables. 
- The Coefficient of Determination (𝑹𝟐) is another measure of linearity in a relationship 
between two variables, x and y and it is simply representing the square of the correlation 
coefficient. The resultant value of 𝑅2 ranges from 0 to 1.  
(𝑅2) = (𝐶𝐶)2 
- Average Absolute Error; Eaa is the difference between actual value and calculated value with 
averaging all data points. 
𝐸𝑎𝑎 =
∑|𝐴𝑐𝑡𝑢𝑎𝑙 𝑦 − 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑦| 
𝑁
   𝑋 100……………………… . . (6.7) 
- Average Relative Percentage Error; Ear % is the difference between actual value and 





|𝐴𝑐𝑡𝑢𝑎𝑙 𝑦 − 𝐶𝑎𝑙𝑐. 𝑦|
𝐴𝑐𝑡𝑢𝑎𝑙 𝑦
 𝑋 100 ……………………(6.8) 
When having a normal distribution, this will assist in reducing the standard deviation which means 
that all data points are located around the mean and hence decreasing errors. Also, the skewness 
is another measure of normality. The coefficient of determination indicates the relationship 
strength between actual and estimated values. 
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6.1.3 Sensitivity Analysis of inputs with respect to the output 
The physical relationship between multiple inputs to output can be quantified by conducting a 
sensitivity analysis is used to define how input values are affecting output value under specific 
assumptions. In this research, water-cut is the desired output that is impacted by high GOR. The 
liquid rate is also affected by the GOR as well. Figures 6.2 to 6.7 demonstrate the fundamental 
relationships between each independent and dependent variable in reference to the data described 
in section 6.1.1. 
 



















Figure 6.2 shows the inverse relationship between flowing wellhead pressure and liquid flow rate. 
It is noticeable that as the upstream flowing wellhead pressure increases, the liquid flow rate 
decreases at the surface. 
 
Figure 6.3  Relationship between liquid flow rate and choke size 
 
As shown in Figure 6.3, as the choke size increases, the liquid flow rate increases since the choke 


















Figure 6.4 Relationship between liquid flow rate and gas oil ratio 
 
As per Figure 6.4, the liquid flow rate is affected by a high GOR whereas the GOR increases, the 
liquid flow rate becomes less as the gas occupies more volume against the oil flow rate. 
 







































The GOR has a direct impact on flowing wellhead pressure. As the GOR increases at the surface, 
the flowing wellhead pressure increases as shown in Figure 6.5. 
 
Figure 6.6 Relationship between GOR and choke size 
 
Figure 6.6 illustrates the direct relationship between the GOR and choke size. In this research, a 
high GOR condition is dominating the described data-set, which makes the GOR have a more 
significant effect on all dependent variables such as water cut and liquid rate. As the choke size 























Figure 6.7 Relationship between flowing wellhead pressure and water cut 
 
From Figure 6.7, as the flowing wellhead pressure decreases due to choking back the well, the 
water cut will eventually increase. 
 
6.1.4 Inputs Importance 
In linear and non-linear relationships, correlation coefficient and coefficient of determination are 
commonly used to identify the relationship between inputs and outputs knowing the exact 
relationship or fitting function between the two variables. When the relationship is difficult to be 
quantified, another measure of a relationship is used to understand better data which is called 


















Random Forest (RF) is one of machine learning techniques used to solve complex problems. It is 
mainly used in classification and regression problems, which produce accurate results. RF 
technique randomly forms a forest. This forest contains multiple decision trees where each one 
creates a model with utilizing the dataset. Each decision tree compares one or multiple inputs in 
relations to the output. Then, based on all constructed models, the model with the highest accuracy 
is selected. The conventional decision tree is usually used when having one input and one output 
in the dataset at which this is not applicable to the area of research in this work. 
Nevertheless, one of the byproducts of this technique is to identify the relative importance of each 
input or independent variable to the output without the need of knowing the type of fitting function. 
It also performs in a better mode when there is a massive amount of data points. The concept 
behind RF is that there is a forest with growing random decision trees where each decision tree 
provides a vote for each input to the desired output.  Then, RF assigns weights in terms of standard 
error in the form of z-score for inputs with respect with the output based on their non-linear 
relationship (Breiman 2018). Additionally, RF dictates the relative importance by observing at 
how much each tree improve the clarity of the path across all other trees in the random forest. It 
computes z-score for each input after training and scales the results so that the sum of all 
importance is equal to 1. 
 
Figure 6.8 is the result of Random Forest technique with oil flow rate (Qo) ranked as the highest 




Figure 6.8 Random Forest results for ranking inputs to the output 
 
The result of this technique that five inputs are listed to be important to the water cut which are, 
oil flow rate (Qo), downstream flowing wellhead pressure (Pds), Gas Oil Ratio (GOR), upstream 
flowing wellhead pressure (Pwh), and flowing bottomhole pressure (Pwf). These five inputs will be 
used in developing the new models. 
 
6.2 Results from Available Multiphase Flow Correlations Evaluation 
 
 
Reference to section 2.3, five multiphase flow correlations were selected based on GOR 
applicability to indirectly estimate water cut and be compared with actual water cut. The selected 
correlations are Guo Ghalambor, Gray, Hagedorn Brown, Duns & Ros, and Beggs & Brill. Several 
runs were made to come up with IPR and TPR model for 100 wells where both curves intersect at 
the operating conditions with high GOR. Results are presented for a full range of GOR and GOR 























Relative Importance of Inputs to the output
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cut values from test separator and estimated from each correlation for all wells with a full range of 
GOR. Figures 6.10, 6.13, 6.16, 6.19, and 6.22 show the cross plot of water cut for wells with 
GOR of greater than or equal to 2,000 scf/STB and Figures 6.11, 6.14, 6.17, 6.20, and 6.23 reflect 
the cross-plot of water cut for wells with GOR less than 2,000 scf/STB. The average absolute 
relative error (Ear) for wells with GOR of less than 2,000 scf/STB exhibits a value of 13% viewing 
liberal values compared to actual water cut. Average Ear for wells with a full range of GOR and 
high GOR wells exceeds 30%, which shows the inaccuracy of these correlations to estimate water 
cut, which is due to shortcomings and limitations of these correlations.  
 




























Figure 6.10 Guo Ghalambor WC comparison (GOR <2,000 scf/STB) 
 
 



















































Figures 6.9, 6.10 and 6.11 reflect the calculated water cut from Guo Ghalambor multiphase flow 
correlation against the actual water cut noting that the average absolute relative error (Ear%) of 
13% when applying the correlation in wells with (GOR < 2,000 scf/STB) is less than the error of 
27% obtained for the whole range of GOR and 39% for high GOR wells. This high deviation is 
due to correlation applicability for wells with GOR less than 2,000 scf/STB. 
 





















Figure 6.13 Gray WC comparison (GOR >= 2,000 scf/STB) 
 
 





































Figures 6.12, 6.13 and 6.14 exhibit the calculated water cut from Gray multiphase flow correlation 
against the actual water cut noting that the average absolute relative error (Ear%) of 11% when 
applying the correlation in wells with (GOR < 2,000 scf/STB) is less than the error of 21% obtained 
for the whole range of GOR and 29% for high GOR wells. This deviation in error is due to 
correlation applicability as it gives reasonable results for wells with moderate GOR greater than 
3,300 scf/STB. Gray multiphase flow correlation gives the most accurate results for black oil 
reservoirs among the selective five correlations in this research. 
 


























Figure 6.16 Hagedorn Brown WC comparison (all wells) 
 
 
















































Figures 6.15, 6.16 and 6.17 demonstrate the calculated water cut from Hagedorn Brown 
multiphase flow correlation against the actual water cut noting that the average absolute relative 
error (Ear%) of 12% when applying the correlation in wells with (GOR < 2,000 scf/STB) is less 
than the error of 23% obtained for the whole range of GOR and 33% for high GOR wells. This 
deviation is due to correlation applicability as it gives reasonable results for wells with GOR less 
than 5,000 scf/STB.  
 


























Figure 6.19 Duns & Ros WC comparison (GOR>= 2,000 scf/STB) 
 
 











































Duns & Ros (Ear%=14)
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Figures 6.18, 6.19 and 6.20 show the calculated water cut from Duns & Ros multiphase flow 
correlation against the actual water cut noting that the average absolute relative error (Ear%) of 
14% when applying the correlation in wells with (GOR < 2,000 scf/STB) is less than the error of 
26% obtained for the whole range of GOR and 36% for high GOR wells. The deviation in error is 
due to correlation applicability as it gives reasonable results for wells with GOR greater than 5,000 
scf/STB but for wells with a low flow rate which is not suitable for the dataset used in this research 
as the flow rate span is 10,000 STB/d.  
 
























Figure 6.22 Beggs & Brill WC comparison (GOR >= 2,000 scf/STB) 
 









































Beggs & Brill (Ear%=16)
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Figures 6.21, 6.22 and 6.23 indicate the calculated water cut from Beggs & Brill multiphase flow 
correlation against the actual water cut noting that the average absolute relative error (Ear%) of 
16% when applying the correlation in wells with (GOR < 2,000 scf/STB) is less than the error of 
32% obtained for the whole range of GOR and 46% error for high GOR wells (highest among the 
correlations). This radical error is due to correlation applicability as it overestimates the pressure 
drop for wells with GOR greater than 5,000 scf/STB. The subject correlation gives the highest 
error among the five selected correlations. 
Table 6.2 summarizes the average relative percentage error for each correlation with Beggs & 
Brill with the highest error. It is noticeable that none of these correlations estimate water cut in 
high GOR wells. 
Table 6.2 Multiphase flow correlations water cut errors 
Multiphase flow correlation 
Ear% in WC 
GOR<2,000 ALL GOR>=2,000 
Guo Ghalambor 13 27 39 
Hagedorn Brown 12 23 33 
Beggs & Brill 16 32 46 
Gray 11 21 29 
Duns & Ros 14 26 36 
Average 13 25 37 
 
A minimum error is attained by Gray correlation but it still way high. Therefore, a new empirical 
correlation should be developed. PROSPERTM was used to model all wells. A sample of system 
calculations is covered under Appendix A. 
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6.3 Models Development and Results 
In this section, two items will be discussed with associated results and discussion: 
 Results generated after developing new empirical correlation using nonlinear 
multiple regression 
 Results generated after developing the ANN model 
 
The selection criteria for the best model, with high GVF/GOR, states that the average absolute 
relative percentage error (Ear%) should be less than 10% and average absolute percentage error 
(Eaa%) should be less than 5% as per the metering envelope in Figure 3.5. 
 
6.3.1 Results from the developed empirical correlation using non-linear 
multiple regression 
 
 Thirty-six (36) combinations were tested combining five inputs with below-grouped 




   |    𝐼2 =
𝑃𝑤𝑓
𝑄𝑜
     |    𝐼3 = log (𝐺𝑂𝑅) 
 Using all available data points; the below combination was selected with minimum 










Figure 6.24 Errors for all combinations (all wells) 
 
 Only data points with GOR <2,000 scf/STB were used with minimum error attained 






0.1)………………… . (6.2) 
The developed correlation is only working for wells with GOR less than 2,000 scf/STB. Therefore, 
another method needs to be in place to accommodate the whole range. Figure 6.25 illustrates 
errors obtained from all combinations. Also, data with GOR greater than or equal 2,000 scf/STB 



















Figure 6.25 Errors for all combinations (GOR < 2,000 scf/STB) 
 
 













Data with GOR <2,000 scf/STB






















Figure 6.27 cross-plot of actual and calculated water cut (wells with GOR >=2,000 scf/STB) 
 



































Data with GOR < 2,000 scf/STB
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Figures 6.26 and 6.27 show the high deviation and error with using the new developed empirical 
correlation for all wells and wells with GOR of greater than 2,000 scf/STB. Both cross-plots 
exhibit Ear% above 20%. 
Figure 6.28 demonstrate the achieved accuracy and lower error from using the new developed 
empirical correlation for wells with GOR of less than 2,000 scf/STB. 
Table 6.3 Empirical Correlation Development Attempts with Error Statistics 
Combination# 








1 99.9182 38.9964 26.2028 9.8342 
2 31.0392 11.8039 10.2568 3.6079 
3 30.7583 11.8361 24.4717 8.7595 
4 31.5466 12.0626 18.3276 6.7355 
5 32.5018 12.438 19.3269 7.1214 
6         
7 31.6128 12.1629 12.6223 4.618 
8 5.17E+13 2.83E+13 20.6979 7.2608 
9 30.0616 11.4307 10.8426 3.8475 
10         
11         
12 3.13E+08 9.48E+07 19.3269 7.1214 
13 32.5018 12.438 19.3269 7.1214 
14         
15 282.6054 92.5948 19.3269 7.1214 
16 31.1167 11.8495 10.7378 3.817 
17 86.5936 33.8407 10.1858 3.58 
18 84.3081 32.9515 10.2267 3.6009 
19 44.666 17.2621 10.246 3.6059 












21 31.1843 11.8685 10.361 3.6448 
22 28.9138 11.0997 11.1862 4.1594 
23 21.3379 7.7837 10.3228 3.9311 
24 86.6187 33.8607 10.2181 3.5905 
25 86.6814 33.8977 10.1513 3.5695 
26 86.706 33.8901 10.1329 3.5637 
27 84.3081 32.9515 10.2267 3.6009 
28 30.9805 11.7883 10.2267 3.5993 
29 31.0597 11.8131 10.4518 3.689 
30 31.2056 11.8766 10.7878 3.8423 
31 20.3095 7.7228 8.3215 2.9576 
32 24.8116 9.5978 10.6625 4.05 
33 22.1107 8.0776 10.5064 3.9965 
34 21.4881 7.898 12.4237 4.5861 
35 21.6171 7.9402 10.2059 3.6603 
36 21.5627 7.9073 10.2068 3.6625 
 
Table 6.3 demonstrates the average absolute error and average absolute relative percentage error 
of each empirical correlation combination considering two scenarios; all wells and wells with low 
GOR. As shown in Figure 6.27, wells with high GOR exhibit high deviation and, therefore, 
combinations were not tested for this scenario. It is worth noting that combinations #6, 10, 11 and 
14 failed to work and generate results and so they cannot be applied in this research. Nevertheless, 
combination #31 shows the lowest error where it leaves it as the choice for the correlation. It is 
only applicable for black oil reservoirs where GOR is less than 2,000 scf/STB. Now, there is a 
need to find another technique to estimate water cut covering all range of GOR. In this case, ANN 
will be an alternative technique.  
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6.3.2 Results from the developed Artificial Neural Network Model 
 
I. Initial Run 
 
 The selected five inputs from random forest results used in this model with no parameter 
grouping. 
 Three layers in the model as in Figure 6.29: 
i. Input layer which has nine features/inputs 
ii. Hidden layer; 1 hidden layer with ten neurons 
iii. Output layer has one output with one neuron 
 
Figure 6.29 NN Structure (five inputs) 
 
 Hidden layer transfer (activation) to activate neurons; tangent sigmoid is used because it 
is best to predict numerical output and it is the default transfer function. 
 Output layer transfer function is linear since there is only one neuron. 
 The feed-forward back-propagation algorithm was used to carry out NN. 
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 The training/testing function used is Levenberg Marquardt which is considered to be the 
fastest algorithm. 
 One thousand two hundred ten (1,210) data points were used, out of which 70% was 
used for training and 30% was used for testing. 
 The Ear% attained from the initial run was 8.42%, and the average Eaa% was 3.03%. 
II. Training Process Optimization Results 
The optimization process is subdivided into three steps: 
i. Optimizing different training functions 
Multiple training functions were tried out with fixing the number of neurons of 10 in the hidden 
layer (s) and using hyperbolic tangent sigmoid transfer function as detailed in section 4.2. 
Appendix B.I covers Figures B.1 to B.9 which illustrate the cross-plot of water cut calculated 
and measured for each training function. 
Table 6.4 delineates the best training function to be utilized in ANN model where the Levenberg 
Marquardt with one hidden layer is the selected training function as it has a low Ear% where the 
error obtained from training got reduced in the testing which is a good indicator of how good the 
training function is. 
Table 6.4 Summary table for training functions’ optimization 
Type# Ear%_tr Ear%_ts Avg Ear% Avg Eaa% R2 
0 8.48 8.06 8.4169 3.0331 0.8352 
1 8.161 8.908 8.2733 2.9891 0.8403 
2 130.489 137.539 131.5495 45.3850 0.0838 
3 9.549 9.629 9.5613 3.4934 0.7692 
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Type# Ear%_tr Ear%_ts Avg Ear% Avg Eaa% R2 
4 8.308 8.405 8.3227 3.0054 0.838 
5 8.547 9.027 8.6195 3.1099 0.8207 
6 8.714 8.616 8.6988 3.1380 0.819 
7 8.266 8.626 8.3203 3.0021 0.8360 
8 8.399 8.409 8.4006 3.0322 0.8323 
 
ii. Optimizing different transfer functions 
Multiple transfer functions were tried out with fixing the number of neurons of 10 in the 
hidden layer and using a type 0 training function. Transfer functions are hyperbolic tangent 
sigmoid (tansig), log sigmoid (logsig), pure linear (purelin), symmetric hard limit 
(hardlims), and symmetric saturated linear (satlins) with Appendix B.II Figures B.10 to 
B.14. 
 
Table 6.5 shows that symmetric saturated linear transfer function performs best for the subject 
ANN model while hard limit function performs very poorly. 









tansig 8.48 8.06 8.4169 3.0331 0.8352 
logsig 8.527 8.19 8.4761 3.0875 0.8355 
purelin 9.438 8.883 9.3546 3.3469 0.7871 
hardlims 15.774 15.778 15.7745 5.6955 0.3675 







iii. Optimizing different neurons count in the hidden layer  
A hidden layer neurons count from 1 to 25 was attempted with the objective of getting the lowest 
error with fixing the training and transfer function. As per Figure 6.30 and Table 6.6, neurons of 
20 are the most optimized count since it has the lowest Ear%. 
 
Figure 6.30 Sensitivity analysis with changing neurons count in the hidden layer 
 
Table 6.6 Statistical error for neuron counts’ optimization in the hidden layer 
No. of neurons Avg Ear% Avg Eaa% R2 
1 8.8332 3.1765 0.8155 
2 8.8661 3.1710 0.8142 
3 8.6222 3.0905 0.828 
4 8.4831 3.0575 0.8312 
5 8.4976 3.0408 0.8298 
6 8.4981 3.0379 0.8334 
7 8.4897 3.0522 0.8318 
8 8.4134 3.0556 0.8352 
9 8.5117 3.1062 0.8293 

















Sensitivity with respect to number of neurons
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No. of neurons Avg Ear% Avg Eaa% R2 
11 8.4149 3.0451 0.8335 
12 8.3662 3.0137 0.8346 
13 8.2869 2.9973 0.8367 
14 8.3752 2.9993 0.8314 
15 8.3086 2.9843 0.8368 
16 8.2190 2.9854 0.8388 
17 8.3345 2.9916 0.8341 
18 8.5270 3.0691 0.8294 
19 8.3323 3.0039 0.8357 
20 8.1339 2.9315 0.8414 
21 8.1847 2.9389 0.8388 
22 8.1482 2.9470 0.8412 
23 8.3941 3.0223 0.8338 
24 8.1824 2.9746 0.8398 
25 8.1846 2.9515 0.8385 
 
III. Optimization Implementation and Results 
 
After completing the optimization process, the optimized ANN model was used with five inputs 
and another with nine inputs to observe the difference between the two cases: 
i. ANN model with five inputs 
The optimized ANN model is used with five inputs/neurons in the input layer, 20 neurons in the 
hidden layer, and one neuron in the output layer. Symmetric saturating linear transfer and 




Table 6.7 Final ANN Model Characteristics with Five Inputs for all Wells 
FINAL OPTIMIZED ANN MODEL 
Input Parameters 5 
Output Parameter 1 
Training Function Levenberg-Marquardt (trainlm) 
Number of Hidden Layers 1 
Hidden Layer Transfer Function Symmetric Saturating Linear (satlins) 
Number of Neurons in Input Layer 5 
Number of Neurons in Hidden Layer 20 
Number of Neurons in Output Layer 1 
 
ANN empirical equation with five inputs: 
(𝑊𝑎𝑡𝑒𝑟 𝐶𝑢𝑡)𝑛 = [∑𝑤2𝑖
𝑁
𝑖=1
∗ 𝑠𝑎𝑡𝑙𝑖𝑛𝑠(𝑤1𝑖,𝑗𝑥𝑗 + 𝑏1𝑖)] + 𝑏2 ……………………(6.3) 
Where i denoted for neuron trace and j for input trace 
Where x is the normalized input (Pwh, Pds, Pwf, GOR & Qo) 
Figures 6.31 to 6.33 capture the trend of training, testing and overall dataset for the ANN model 




Figure 6.31 Training results with the ANN model of five inputs for all wells 
 
 









































Figure 6.33 Overall results with the ANN model of five inputs for all wells 
 
Table 6.8 reflects the error analysis resulted from running the ANN model with five inputs. Overall 
error Ear is 8.13% which is less than the acceptable error of 10%. Also, the absolute error Eaa is 
less than 5% which demonstrates the accuracy of the developed model with only five inputs.  
Table 6.8 Error Analysis with Five Inputs for all Wells 
Stage Ear% Eaa% CC R2 
Training 8.1129 2.9153 0.92 0.85 
Testing 8.2523 3.0232 0.90 0.81 
Overall 8.1339 2.9315 0.92 0.84 
 
Additionally, Table 6.9 reveals all weights and biases with the normalized form of the empirical 


















Overall Results - 5 inputs 
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Bias (b1) Bias (b2) 




1 -0.8803 1.8154 3.042 0.6576 -1.7758 -0.028 -0.6028 0.6422 
2 2.6361 -3.6259 3.9233 -3.0761 2.039 -0.0661 -4.2973  
3 1.3058 0.3943 -1.2482 -1.4707 -0.0973 0.0981 -2.0378  
4 0.2695 -0.3222 0.9158 -0.0869 1.1345 -0.1391 -5.0317  
5 -0.3919 0.5023 -2.6813 -1.0285 -1.5317 0.0468 0.3559  
6 0.4499 -2.1958 1.4376 0.4723 -1.5815 -0.0177 0.411  
7 -0.2977 0.2497 1.757 0.0464 0.3204 -0.5482 2.0617  
8 0.8897 -2.1076 -4.7889 -1.1335 -0.8897 0.006 -0.9911  
9 -0.8529 1.3077 -1.155 0.4627 -0.0885 -0.0147 -0.9634  
10 -1.7907 2.1857 -1.9953 1.0042 0.185 0.1062 -0.3542  
11 1.3267 1.0078 3.636 0.3614 -1.6818 0.1274 2.2107  
12 -0.9402 -2.4072 -0.9218 3.8994 -2.243 -0.0621 -3.1724  
13 0.6548 -0.1091 -3.3397 0.7967 0.0541 -0.0393 -1.3422  
14 -1.4405 3.3782 0.9861 -0.7787 0.0693 -0.0781 -2.077  
15 -0.9019 -0.5357 -2.0223 0.0246 1.1546 0.5736 -1.3515  
16 0.8363 0.93 -1.1114 -0.2312 0.7943 -0.1101 -2.8228  
17 -0.7959 1.9978 0.407 -0.1513 0.7789 0.012 -1.3888  
18 -0.6634 1.7659 -0.3781 4.0804 -0.1645 0.0091 -2.0969  
19 -0.417 1.0138 -0.4872 0.1957 -0.1752 0.3881 -1.4146  
20 1.3454 -1.4729 -3.4763 -0.0988 -0.4377 0.1434 0.856  
 
w1: Weights vector between input and the hidden layer of the neural network. 
& w2: Weights vector between the hidden and the output layer of the neural network. 
b1: Bias vector between input and the hidden layer of the neural network. 
& b2: Bias between the hidden and the output layer of the neural network. 
 
The normalized empirical equation for the ANN model with five inputs 
(Water Cut) calc = 0.84126 * (Water Cut) actual + 6.2528…………………. (6.4) 
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Figures 6.34 and 6.35 represent the overall results for low GOR and high GOR wells, respectively. 
The Average Absolute Relative Percentage Error for low GOR wells is 7.2% while the error for 
high GOR wells is 8.4%. Both give an error less than the acceptable limit of 10%, which confirm 
the ANN model accuracy with five inputs. 
 
Figure 6.34 Overall results with the ANN model of five inputs for low GOR wells 
 






























Overall Results for High GOR wells - 5 inputs 
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ii. ANN model with nine inputs 
The optimized ANN model is used with nine inputs/neurons in the input layer, ten neurons in the 
hidden layer and one neuron in the output layer. Hyperbolic tangent sigmoid transfer and 
Levenberg–Marquardt training functions were used as per Table 6.10.  
Table 6.10 Final Optimized ANN Model Characteristics with Nine Inputs 
Input Parameters 9 
Output Parameter 1 
Training function Levenberg-Marquardt (trainlm) 
Number of hidden layers 1 
Hidden layer Transfer function Hyperbolic Tangent Sigmoid (tansig) 
Number of neurons in the input layer 9 
Number of neurons in the hidden layer 10 
Number of neurons in the output layer 1 
 
ANN empirical equation with nine inputs: 
(𝑊𝑎𝑡𝑒𝑟 𝐶𝑢𝑡)𝑛 = [∑𝑤2𝑖
𝑁
𝑖=1
∗ 𝑡𝑎𝑛𝑠𝑖𝑔(𝑤1𝑖,𝑗𝑥𝑗 + 𝑏1𝑖)] + 𝑏2 ……………………(6.5) 
Where x is the normalized input parameter, i denoted for neuron trace and j for input trace 
Figures 6.36 to 6.38 capture the trend of training, testing and overall dataset for the ANN model 





Figure 6.36 Training results with the ANN model of nine inputs for all wells 
 








































Figure 6.38 Overall results with the ANN model of nine inputs for all wells 
 
Table 6.11 Error Analysis with Nine Inputs for all Wells 
Stage Ear% Eaa% CC R2 
Training 8.2375 2.9715 0.93 0.86 
Testing 7.8787 2.8201 0.91 0.84 
Overall 8.1835 2.9487 0.92 0.85 
 
Table 6.11 reflects the error analysis resulted from running the ANN model with nine inputs. The 
overall error Ear is 8.18%, which is less than the acceptable error of 10%. Also, the absolute error 
Eaa is less than 5% which demonstrates the accuracy of the developed model with only nine inputs.  
 
It is evident that the ANN model with nine inputs resulted with average Ear% of 8.18 against an 
error attained of 8.13 when using ANN model with five inputs. This difference in error makes no 


















Overall Results for all wells - 9 inputs
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important variables from the Random Forest technique. Weights and biases are tabulated in Table 
6.12 with the normalized empirical equation to the target. 
Table 6.12 Weights and biases for the final form (nine inputs) 
Number of 
















1 1.3362 -1.058 0.1675 1.1744 -0.6551 -1.2278 0.3698 0.3058 -0.4694 0.0469 -2.6369 1.1344 
2 2.8891 1.1151 4.9803 -2.4957 -0.286 -1.1838 0.0026 -3.5722 -2.7394 0.0521 -4.3794  
3 -0.4158 -0.9538 1.3859 -0.2235 1.2521 0.019 -1.0769 -1.2409 -0.5719 -0.0105 1.7605  
4 0.2114 -0.2288 0.7477 -0.5191 1.7661 0.3076 -0.7346 0.8042 -1.33 0.3181 -0.1905  
5 -0.3795 1.2896 -0.5095 -0.6378 -0.3897 0.3935 0.1461 -0.8536 -1.3111 0.023 1.0748  
6 1.0919 -0.2626 0.2707 0.2146 -0.2846 1.689 0.3106 0.3569 0.0665 0.0721 0.0646  
7 0.0947 0.0813 0.0759 -0.6812 0.8333 0.1323 -0.1404 0.7166 -0.0684 -1.6231 0.8509  
8 -1.1472 -1.7571 3.0649 0.1643 3.014 -0.7428 -0.9781 0.8526 0.0012 0.0601 -0.7726  
9 -0.5794 -0.0445 3.44 -0.7666 0.8668 2.3112 1.1003 -1.4491 -3.719 0.0492 -6.8411  
10 0.5312 -0.0919 -1.3187 0.4284 2.6753 2.1158 -0.7679 -0.3967 -0.5584 0.0727 1.664  
 
w1: Weights vector between input and the hidden layer of the neural network. 
& w2: Weights vector between the hidden and the output layer of the neural network. 
b1: Bias vector between input and the hidden layer of the neural network. 
& b2: Bias between the hidden and the output layer of the neural network. 
 
The normalized empirical equation for the ANN model with nine inputs as follows: 
(Water Cut)calc = 0.84259* (Water Cut)actual + 6.0223 ……………………… (6.5) 
Figures 6.39 and 6.40 represent the overall results for low GOR and high GOR wells, respectively. 
Average Absolute Relative Percentage Error for low GOR wells is 9.2% while error for high GOR 
wells is 7.99%. Both give an error less than the acceptable limit of 10% which confirm ANN model 




Figure 6.39 Overall results with the ANN model of nine inputs for low GOR wells 
 







































To sum up, developed empirical correlation works for low GOR applications, and ANN model 
applies to all range of GOR. 
IV. Summarized Results 
Table 6.13 summarizes all results from available multiphase flow correlations and developed 
models. All selected multiphase flow correlations and the new developed empirical correlation 
failed to estimate the water-cut accurately within the acceptable error for high GOR wells. The 
developed empirical correlation achieved an error of less than 10% in low GOR wells. The ANN 
model was successful in achieving the research objective with an error less than 10% covering the 
whole range of GOR. Failure of the empirical correlation to estimate water-cut in high GOR wells 
was due to inapplicability of non-linear multiple regression to dictate the relationship between 
inputs and output, unlike ANN as neurons will search for the best fit between inputs and output by 
weights alteration. This process is achieved via training and testing of data. 
Table 6.13 Summarized Table of Errors per Correlations and Models 
Method/Model 
Ear% in WC 
GOR<2,000 ALL GOR>=2,000 
Multiphase flow 
correlation 
Guo Ghalambor 13 27 39 
Hagedorn Brown 12 23 33 
Beggs & Brill 16 32 46 
Gray 11 21 29 
Duns & Ros 14 26 36 
Average 13 25 37 
Non-linear multiple regression 8.3 20.3 25.1 
Artificial Neural Network with five inputs 7.2 8.13 8.4 





6.4 ANN Model Verification 
The ANN optimized model was also verified with another set of data of 430 data points using the 
same weights and biases in section 6.3.2 (III.i). The obtained error (Ear%) was 7.72% overall, 
which reflected model robustness. Figure 6.41 shows the relationship between actual water-cut 
values and the calculated values with a high coefficient of determination of 0.92. 
 
























CHAPTER 7 CONCLUSIONS AND RECOMMENDATIONS   
7.1 Conclusions 
The following points resulted from this research: 
 
 A new model was developed to estimate high water cut in high GOR wells. 
 Evaluation of existing multi-phase flow correlations revealed their inapplicability 
to estimate water-cut in high GOR wells. 
 The developed empirical correlation was found applicable in low GOR wells only. 
 The developed ANN model was found applicable to all range of GOR with the 
least errors. 
 The five selected input parameters were sufficient to produce accurate models, and 
the eliminated four inputs had no significant improvement on the results. 
 The developed ANN model was also validated against a new set of data. 
 The ANN technique proves its high accuracy for estimating water cut with a 
minimum error with a provided dataset where it can be used as an alternative tool 









7.2 Recommendations for future work 
An accurate model was developed using ANN technique. There are potential areas of research that 
could be explored to extend this research further: 
 Validate the developed ANN model against different datasets from other fields with 
high GOR. 
 Evaluate the model against different types of wells (vertical/deviated/horizontal 
and multilateral wells). 
 Assess the impact of cost reduction on field operations by reducing the dependency 














LIQUID RATE CALCULATIONS USING PROSPERTM 
PROSPER system calculations snapshots 
 
Figure A.1 PROSPER startup interface 
 
 




Figure A.3: PROSPER system calculation; the first trial 
 
 






Figure A.5: PROSPER system calculation; last trial 
 
Example of matching the liquid rate of test separator and from the multiphase correlation 
(Actual WC=52, Act QL= 7952) 
 









































Iterations in PROSPER System Calculations




ARTIFICIAL NEURAL NETWORKS (ANN) OPTIMIZATION SUMMARY 
I. Optimizing training functions (Table 4.1) 
 
Table B.1 Most common Training (or Testing) Functions used in ANN 











0 Levenberg-Marquardt with one hidden layer trainlm 10  
1 Levenberg-Marquardt with two hidden layers trainlm 
10 10 
2 Backpropagation using gradient descent traingd 
10 10 
3 
Backpropagation using gradient descent with 





Backpropagation using Broyden, Fletcher, 








6 Backpropagation with One Step Secant trainoss 
10 10 
7 Resilient backpropagation trainrp 
10 10 







Figure B.1 Type = 0 using Levenberg-Marquardt (trainlm) algorithm with 1 hidden layer 
 
 


































Figure B.3 Type = 2 using gradient descent (traingd) algorithm 
 
 






































Figure B.5 Type = 4 using BFGS Quasi-Newton (trainbfg) algorithm 
 
 


































Figure B.7 Type = 6 using One Step Secant (trainoss) algorithm  
 





































Figure B.9 Type = 8 batch backpropagation (trainb) algorithm 
 
II. Optimizing transfer function (Table 4.2) 
 


































Figure B.11 Log sigmoid transfer function 
 
 






































Figure B.13 Symmetric hard limit transfer function (not differentiable) 
 








































V. Optimizing the number of neurons 
 
Figure B.15 Symmetric saturating linear (satlins) transfer function (n=1) 
 
 




































Figure B.17 Symmetric saturating linear (satlins) transfer function (n=3) 
 
 





























































































































Figure B.23 Symmetric saturating linear (satlins) transfer function (n=9) 
 
 








































Figure B.25 Symmetric saturating linear (satlins) transfer function (n=11) 
 
 









































Figure B.27 Symmetric saturating linear (satlins) transfer function (n=13) 
 
 










































Figure B.29 Symmetric saturating linear (satlins) transfer function (n=15) 
 
 







































Figure B.31 Symmetric saturating linear (satlins) transfer function (n=17) 
 
 









































Figure B.33 Symmetric saturating linear (satlins) transfer function (n=19) 
 
 









































Figure B.35 Symmetric saturating linear (satlins) transfer function (n=21) 
 
 



































Figure B.37 Symmetric saturating linear (satlins) transfer function (n=23) 
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a, b, c, α , w: constants 
A: Tubing cross-sectional area, in2 
b1: Bias between input and the hidden layer of the neural network. 
b2: Bias between hidden and the output layer of the neural network. 
D: Decline rate 
Ea: Absolute Error, unitless 
Er: Absolute relative Error, fraction 
Eaa: Average Absolute Error, unitless 
Ear: Average Absolute relative Percentage Error (AAPE), % 
foi: Initial oil cut, fraction 
fw : Water cut, fraction 
fwt: Water cut as a function of time, fraction 
GOR: Gas oil ratio, scf/STB 
H: Well producing depth, ft 
n: Number of neurons in the hidden layer, number. 
Np: Cumulative production, STB 
Pds: Downstream flowing wellhead pressure, psi 
Pwf: flowing bottomhole pressure, psi 
Pwh: Upstream flowing wellhead pressure, psi 
Q; Gross liquid production rate, bbl/d 
QL: Liquid flow rate, STB/day 
Qo: Oil flow rate, STB/day 
Qoi: Initial oil production rate, bbl/day 
131 
 
Qt: Total production rate, bbl/day 
R2: Coefficient of Determination, unitless 
r: Correlation Coefficient, unitless 
Tbh: Bottomhole Temperature, °F 
Tth: Tubing Head Temperature, °F 
Twh: Upstream flowing wellhead temperature, °F 
Twf; flowing bottomhole temperature, °F 
w1: Weights vector between input and the hidden layer of the neural network. 
w2: Weights vector between the hidden and the output layer of the neural network. 
Wp: Cumulative water production, bbl 
WC: Water cut, % 
WOR: Water oil ratio, fraction 
x: Input parameters 
y: Output variable represents the actual value 
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