Abstract-Spectrum sensing is a key technology enabling the cognitive radio system. In this paper, the problem of how to quickly and accurately find an unoccupied channel from a large amount of potential channels is considered. The cognitive radio system under consideration is equipped with a narrow band sensor, hence it can only sense those potential channels in a sequential manner. In this scenario, we propose a novel two-stage mixed-observation sensing strategy. In the first stage, which is named as scanning stage, the sensor observes a linear combination of the signals from a pair of channels. The purpose of the scanning stage is to quickly identify a pair of channels such that at least one of them is highly likely to be unoccupied. In the second stage, which is called refinement stage, the sensor only observers the signal from one of those two channels identified from the first stage, and selects one of them as the unoccupied channel. The problem under this setup is an ordered two concatenated Markov stopping time problem. The optimal solution is solved using the tools from the multiple stopping time theory. It turns out that the optimal solution has a rather complex structure, hence a low complexity algorithm is proposed to facilitate the implementation. In the proposed low complexity algorithm, the cumulative sum test is adopted in the scanning stage and the sequential probability ratio test is adopted in the refinement stage. The performance of this low complexity algorithm is analyzed when the presence of unoccupied channels is rare. Numerical simulation results show that the proposed sensing strategy can significantly reduce the sensing time when the majority of potential channels are occupied.
I. INTRODUCTION
O NE of the crucial tasks in the cognitive radio system is to constantly monitor the potential spectrum bands and detect the activities of primary users in order to access the unoccupied channels. In this research, we consider a sequential scenario in which the secondary user has a large number of potential wireless channels, but the secondary user is equipped with a narrow-band sensor so that it can sense these channels only in a sequential manner. Spectrum sensing has to meet several demanding requirements to guarantee the reliability and the high-performance of system. On the one hand, a small sensing error is required to avoid the potential interference to the primary network caused by the secondary user when he accesses the licensed band. On the other hand, a small detection delay is also essential for the spectrum sensing. To this end, several sequential probability ratio test (SPRT) based sensing algorithms have been proposed. For example, [1] adopts truncated SPRT and [2] proposes a sequential shifted chi-square test for spectrum sensing. [3] proposes a concatenated SPRT algorithm and shows that the proposed algorithm is optimal when the sensor aims to identify the status of all candidate channels. The motivation of such sequential algorithms is that SPRT achieves the minimum average sample size (or detection delay) for both the null and the alternative hypothesis under any given false alarm probability and mis-detection probability constraint in simple binary hypothesis problem [4] . Hence, a proper modification of SPRT is expected to outperform over fixed sample size test algorithms.
The quickest search over multiple sequences problem, originally proposed in recent paper [5] , can be potentially applied into the area of multi-band spectrum sensing. In particular, if we assume the observations from an occupied frequency bands have distribution f 1 and those from unoccupied bands have distribution f 0 , [5] considers the case that a sensor sequentially takes observations from those spectrum bands and aims to find a channel with distribution f 0 as quickly and reliably as possible. If the sensor can only take one observation from a single channel at a time and no switch-back is allowed, [5] shows that the cumulative sum (CUSUM) test [6] , [7] is the optimal search strategy.
In this paper, we extend the setup in [5] and propose a new sequential sensing algorithm for multi-band spectrum sensing, which is called mixed observation sensing strategy. The proposed sensing strategy consists of two stages: the scanning stage and the refinement stage. In the scanning stage, the cognitive radio system takes observations that are linear combinations of signals from two different frequency bands. The purpose of this stage is to quickly identify a pair of channels among which at least one of them is highly likely to be unoccupied. In particular, if the sensor believes that both channels that provide samples are occupied, then it discards this pair of channels and switches to observe another two new channels. Otherwise, the system stops the scanning stage and enters the refinement stage. In the refinement stage, the observations are taken from one of the two candidate channels identified in the scanning stage. The system makes a final decision on which one of these two channels is unoccupied. Hence, in the refinement stage, no mixing is used anymore.
The motivation to propose this mixed observation sensing strategy is to improve the sensing efficiency when the presence of f 0 is rare. If most of the channels are generated by f 1 , then the sensor can scan through and discard the channels more quickly by this mixed strategy. Our strategy has a similar flavor with that of the group testing [8] and compressive sensing [9] , [10] in which linear combinations of signals are observed. In a practical view, the proposed sensing strategy can be easily implemented. Since signals from different channels have different carrier frequencies, the mixed sensing strategy can be implemented as follows: in the scanning stage, the received signal is demodulated by the sum of two sinusoidal signals, each with frequency tuned to the carrier of a channel of interest. By passing the demodulated signal through a low pass filter, the receiver obtains sum of two baseband signals. In the refinement stage, the receiver can demodulate the received signal by a single carrier wave, hence the based band signal from the corresponding channel is obtained. Therefore, the proposed mixed observation strategy can be easily implemented by adjusting the demodulated frequency in the receiver.
With this mixed observation strategy, our goal is to minimize the average sensing delay under a false identification error constraint. By Lagrange multiplier, this problem is equivalent to minimize a linear combination of the sensing delay and the probability of false identification. Toward this goal, we optimize over four decision rules: 1) the stopping time for the scanning stage τ 0 , which determines when the sensor should stop the scanning stage and enter the refinement stage; 2) the channel switching rule in the scanning stage φ, which determines when the sensor should switch to new channels for scanning; 3) the stopping time for the refinement stage τ 1 , which determines when the sensor should stop the whole sensing process; and 4) the final decision rule in the refinement stage δ, which determines which channel will be selected to be unoccupied. Fig. 1 illustrates this sensing strategy. This two-stage sensing problem can be formulated as an optimal multiple stopping time problem, which is studied very recently in [11] - [13] . In particular, we show that this problem can be converted into an ordered two concatenated Markov stopping time problems. Using the optimal multiple stopping time theory [12] , we derive the optimal strategy for this sensing problem. We show that the optimal solutions of τ 0 and φ are region rules. The optimal solution for τ 1 is the time when the cost of the false identification is less than the future cost, and the optimal decision rule δ is to pick the channel with a larger posterior probability of being generated by f 0 .
Unfortunately, the optimal solution for this mixed observation sensing strategy has a very complex structure. For implementation purpose, we further propose a low complexity sensing algorithm in which the sensor adopts CUSUM in the scanning stage and adopts SPRT in the refinement stage. The asymptotic performance of this low complexity algorithm indicates that the average sensing delay of the mixed sensing strategy is dominated by the sensing delay in the scanning stage. We analytically derive the expression of the sensing delay of the proposed low complexity mixed observation sensing strategy, which also serves as an upper bound of the performance of the optimal strategy. Numerical simulation results show that the proposed strategy could save 40% of sensing time than the approach in [5] at the high SNR region when the presence of unoccupied channels is rare.
There are numerous existing works considering the problem of spectrum sensing in both sequential and non-sequential manner. Matched filtering, energy detection [14] , [15] and cyclostationary feature detection [16] - [18] are most commonly adopted non-sequential methods. Among the works on non-sequential spectrum sensing, we particularly mention that [19] also proposes a two-stage sensing strategy for a wideband cognitive radio system: the cognitive radio system firstly estimates the status of each band and then performs detection to test suspected bands found by the first stage. However, different from our work, the strategy proposed in [19] is a non-sequential strategy under OFDM signal model and does not involve mixed observations. There are also extensive works on the problem of sequential spectrum sensing. For example, recent paper [20] considers the multi-band spectrum sensing problem in which the cognitive radio system sequentially observers a group of correlated channels and aims to find an unoccupied one from them. [21] proposes to use adaptive sensing method to find a given number of spectrum holes from wide spectrum resource. [22] - [24] consider the problem of sequential cooperative spectrum sensing. In their frameworks, multiple secondary users individually collect their local channel information and send it to a fusion center, which combines all local statistics and makes a final decision, in a sequential manner. Different from these works, the unique feature of our paper is that a two stage sensing strategy is considered and a linear combination of channels is observed in the first sensing stage. [25] is a recent survey that provides an overview of spectrum sensing techniques and their property. We also note that some other signal processing technique, such as rare event detection [26] and outlier detection [27] , [28] , can be also potentially applied into the spectrum sensing problem. Similarly, although our work is originally motivated by the cognitive radio system, the proposed method can be potentially adopted by other applications such as database searching, sensor network, etc. Therefore, instead of considering some special distributions, our problem is formulated and derived with general distributions f 0 and f 1 . We also note that some existing works [22] consider wide-band receivers which can collect samples from all candidate bands simultaneously. However, wide-band receivers usually involve high system complexity and high cost since they typically require high speed analog-to-digital converters and extra signal processing elements. Hence, narrow-band receivers are usually of practical interest.
The remainder of the paper is organized as follows. Section II formulates the mixed sensing strategy. Section III presents the optimal solution. A low complexity mixed sensing algorithm is proposed and its asymptotic performance is analyzed in Section IV. Numerical examples are provided in Section V. Finally, Section VI offers concluding remarks.
II. PROBLEM FORMULATION
The secondary user has an infinite number of potential wireless channels, which are indexed by s = 1, 2 
where f 0 is the probability density function (pdf) when channel is unoccupied, and f 1 is the pdf when channel is occupied. Let P 0 and P 1 be the probability measures that associates to f 0 and f 1 , respectively. We assume that H 0 has prior probability π 0 and H 1 has prior 1 − π 0 . Our goal is to find one channel generated by f 0 as quickly and reliably as possible for the secondary user to transmit its signal.
[5], [29] considers the scenario that the sensor observes one channel at each time slot. In this paper, we propose a new sequential sensing strategy, termed as mixed observation sensing strategy, for the multi-band spectrum sensing problem. This proposed strategy consists of two stages, namely the scanning stage and the refinement stage.
In the scanning stage, the sensor picks two channels s at each time slot k and observes a linear combination of signals from these two channels:
Since s 1 k and s 2 k have no difference in their distribution, we simply set the same weight a 1 = a 2 = 1 in this paper. We notice that this choice may not be optimal since in general a 1 and a 2 can be updated adaptively at every time slot based on the previous observations. Hence, to optimize the linear combination is one of our future research directions. In this paper, we focus on the setting a 1 = a 2 = 1 and we show that even this simple setting can bring significant improvement when the occurrence of f 0 is rare.
Since each channel has two possible pdfs, Z k has three possible pdfs: 1) g 0 := f 0 * f 0 , which happens when both channels s ; 2) g 1 := f 0 * f 1 , which happens when one of these two channels is unoccupied. The corresponding prior probability is p mix 0 = 2π 0 (1 − π 0 ); and 3) g 2 := f 1 * f 1 , which happens when both channels are occupied. The prior probability is p
2 . Here, we use g to represent the pdf of Z k , and use the subscript of g to denote the number of occupied channels.
Denote F k as the set of observations in the scanning stage until time k, i.e., F k = {Z 1 , · · · , Z k }. After taking sample Z k , the sensor needs to make one of the following three decisions: 1) to continue the scanning stage and to take one more observation from these two currently observing channels; or 2) to continue the scanning stage but to take observation from two other channels, that is, the sensor discards the currently observing channels and switches to observe two new channels; or 3) to stop the scanning stage and to enter the refinement stage to further examine these two candidate channels. Hence, there are two decisions involved in the scanning stage: the stopping time τ 0 , at which the sensor stops the scanning stage and enters the refinement stage, with respect to {F k }; and the channels switching rule φ = (φ 1 , φ 2 , · · · ), based on which the sensor abandons the currently observing channels and switches to observe new channels. Here, the element φ k ∈ {0, 1} denotes the channel switching status at time slot k. Specifically, if φ k = 1, the sensor switches to new channels, while if φ k = 0, the sensor keeps observing the current two channels. φ k is a function of F k .
In this proposed strategy, we emphasize that once the sensor enters the refinement stage, it could not come back to the scanning stage anymore. Hence the sensor will not enter the refinement stage until he is confident that at least one of the observing channels is unoccupied.
In the refinement stage, the samples are taken from one of the two candidate channels selected in the scanning stage. Hence, at this stage, no mixing is used anymore. Denote {X j , j = 1, 2, . . .} as observation channel in this stage. At the beginning of the refinement stage, there is no difference between these two candidates s
, and hence the sensor simply picks s
After taking each sample, the sensor needs to decide whether or not to stop the refinement stage. If so, he should pick one channel from s
and s
, and claim that it is unoccupied. Intuitively, if the sensor believes that the observed channel s
is unoccupied, then he claims s
Hence, at the end of the refinement stage, one of the candidate channels must be selected to be unoccupied channel. Let
Denote τ 1 as the time when the sensor stops the refinement stage, hence, τ 1 is a stopping time with respect to {G j }. Denote δ as the terminal decision rule, according to which the sensor selects the unoccupied channel.
We are interested in the average sensing delay (ASD) and false identification probability (FIP). In particular, these two performance metrics are defined as
respectively. The subscript "m" stands for the mixed observation sensing strategy. In this paper, we aim to solve the following optimization problem
III. OPTIMAL SOLUTION
In this section, we discuss the optimal solution for the proposed mixed observation sensing strategy. We first introduce some important statistics used in the optimal solution.
For the scanning stage, after taking k observations, we define the following posterior probabilities: 
It is easy to check that p k satisfies the Markov property. In particular,
. For the refinement stage, after taking j observations, we define the following posterior probabilities: 
Using the above defined statistics, we first have the following theorem about the optimal terminal decision rule:
Theorem III.1: For any τ 0 , φ and τ 1 , the optimal terminal decision rule is given as
and the corresponding cost is given as
Proof: Please see Appendix A.
Hence, the optimal decision rule is to pick the channel with the larger posterior probability. This theorem converts the cost of FIP into a function of q 1,τ 1 and q 2,τ 2 . In the following, we decompose (3) into two concatenated single stopping time problems.
Lemma III.2: Let
Then
Proof: Please see Appendix B. ϑ(τ 0 , φ) and u 0 can be viewed as the cost functions in the refinement stage and in the scanning stage, respectively. In particular, Lemma III.2 indicates that (8) can be solved by two steps: we first solve τ 1 for any given τ 0 and φ, and then solve τ 0 and φ under the optimal τ 1 . The optimal stopping rule for the refinement stage is given as:
Theorem III.3: For any given τ 0 and φ,
is a function that satisfies the following recursion:
In addition, the optimal stopping time τ 1 for (9) is given as
Besides the optimal stopping rule in the refinement stage, this theorem also indicates that the total cost of the refinement stage are related to τ 0 , φ only through p
Hence, in the following we denote ϑ(τ 0 , φ) as v p
is written as
Proof: Please see Appendix C. As the result, (10) can be written as
and its optimal solution is given as Theorem III.5: The optimal stopping rule for the scanning stage is given as (11) and the optimal switching rule is given as
in which, U (·) is a function that satisfies the following operator 
Hence, the sensor switches to new channels at time slot k if (p 0,0
As a result, we have the following theorem:
Theorem III.7: There exist two regions, R τ ⊂ P and R φ ⊂ P, such that
and The overlap region of these two concave functions is the region R τ . The locations of R φ and R τ are illustrated in Fig. 2(c) . The left-lower half below the black solid line is the domain P. The region circled by the red dash line is the channel switching region R φ , and the region circled by the blue dot-dash line is the scanning stop region R τ . In this example, R τ has two separate regions located around (0, 1) and (1, 0) respectively. R τ and R φ can be computed offline. 
IV. A LOW COMPLEXITY ALGORITHM FOR THE MIXED SENSING STRATEGY
The optimal solution obtained by DP has a very complex structure. In this section, we propose a low complexity sensing algorithm and analyze its asymptotic performance when H 0 is rare. In particular, we aims to characterize the asymptotic expression of ASD m (τ 0 , φ, τ 1 , δ) under a false identification constraint FIP m (τ 0 , φ, τ 1 , δ) ≤ ζ as π 0 approaches to zero.
A. A Low Complexity Algorithm
The proposed low complexity strategy adopts CUSUM in the scanning stage and adopts SPRT in the refinement stage. Specifically, in the scanning stage, we usẽ
wherep k is computed recursively using the following formulã
In the refinement stage, we usẽ
Here q 1,j is defined in (4), p L , q L , q U are pre-designed constant thresholds. The selection of these three thresholds will be discussed in the sequel. Note that the threshold inφ k is a fixed constant p . However, in the scanning stage, the proposed algorithm does not contain these two statistics. In the following derivations, we treat q 1,0 as an arbitrary value within (0, 1). For the implementation purpose, we can simply set q 1,0 = 1/2. This choice will be justified in Lemma IV.2, which shows that the initial value of q 1,0 does not significantly affect the sensing delay in the refinement stage.
A useful insight is that the above proposed low complexity algorithm can be expressed equivalently in terms of likelihood ratios. For the refinement stage, it is easy to verify that
Hence we have
where L r is the likelihood ratio (LR) in the refinement stage. Hence, q 1,j and L r (X 1:j ) have a one-to-one mapping for any given q 1,0 . For the scanning stage, we define
Hence, S k is a statistic which is equivalent top k used in the scanning stage. By (16) , it is easy to verify that on the event
where
is the LR in the scanning stage. Similarly, on the event {φ k = 1}, we can obtain
Hence
is the CUSUM statistic, where (a) is due to the channel switching rule defined in (23) . Therefore, the proposed strategy in (15) and (17) can be equivalently written as
in which the thresholds are given as
Based on the above discussion, an intuitive explanation of the proposed strategy is given as follows: in the scanning stage, the sensor is supposed to do the following ternary simple hypothesis test at each time slot:
where P 0,0 , P mix and P 1,1 are the probability measures with probability densities g 0 , g 1 and g 2 , respectively. The proposed scheme converts the trinary hypothesis test into a composite binary hypothesis test that H 1,1 versus {H mix , H 0,0 }. Since H mix is closer to H 1,1 , we use the worst case likelihood ratio g 1 /g 2 in the test. The sensor switches to observe the new channels if the test result favors H 1,1 . Otherwise, the sensor enters the refinement stage. In the refinement stage, the sensor examines only one channel, and there are only two possible outcomes: H 0 and H 1 . In the proposed low-complexity scheme, the sensor adopts SPRT to examine s 
B. Asymptotic Analysis of the Proposed Low Complexity Sensing Strategy
In this section, we study the performance of ASD when the presence of f 0 is rare. We emphasize that the asymptotic analysis is in the sense π 0 → 0 rather than ζ → 0.
For the scanning stage, we define the following stopping time 
where χ 0 is the event that the sensor switches to observe new channels, i.e., χ 0 = p η m > p 
be a random walk in the scanning stage. Note that χ 0 can be equivalently written as {W η m < 0}. In the scanning stage, we further define
It is easy to verify that P (χ 0 ) = p as Type I error and Type II error of SPRT, respectively. We first have the following lemma about the selection of thresholds:
Lemma IV.1:
is a set of thresholds that satisfy the FIP constraint. Proof: Please see Appendix E.
In the following, we analyze the asymptotic ASD under two cases: 1) the fixed identification error (FIE) case, i.e., π 0 → 0 while ζ is a constant in (0, 1). By Lemma IV.1, we have | log B s | = | log π 0 | (1 + o(1)) ; 2) the rare identification error (RIE) case, i.e., π 0 → 0 and ζ → 0. In this case, we have | log B s | = (| log π 0 | + | log ζ|) (1 + o(1) ). Let ρ m = α m /π 0 . By (45), it is easy to see that ρ m is a constant in the FIE case and ρ m → 0 in the RIE case.
We first consider the delay caused in the refinement stage. For the FIE case, the thresholds q L and q U for SPRT are constants since ζ is a constant within (0, 1). Therefore, in this case the expected delay is finite, i.e., E q 1 , 0 [τ 1 ] < ∞. For the RIE case, we have the following lemma on the delay in the refinement stage:
Lemma IV.2: If ζ → 0, then for any given q 1,0 ∈ (0, 1),
)).
Proof: From (27) we know that q L → 0 and q U → 1 as ζ → 0. Then the Type I error and the Type II error of SPRT in the refinement stage can be approximated by ( [30] , Proposition 4.10):
Since both α sprt and γ sprt are on the order of O(ζ), the delay caused by SPRT is given as ( [30] , Proposition 4.11):
where a n ∼ b n means that lim a n /b n = 1. 
As we can see from the above lemma, if ζ → 0, the asymptotic delay in the refinement stage is determined by ζ, regardless of the value of q 1,0 . On the other hand, if ζ is a constant within (0, 1), the delay in the refinement stage is a finite value for any q 1,0 ∈ (0, 1). Hence, for both cases, we can simply set q 1,0 = 1/2 in implementation. As we will show later, compared with the delay in the scanning stage, the delay in the refinement stage is negligible.
The following lemma characterizes the delay incurred in the scanning stage.
Lemma IV.3: If 0 < D(g 1 ||g 0 ) < ∞ and 0 < E 1,1 [log (g 1 /g 2 )] < ∞, then as π 0 → 0, the scanning stage delay for the FIE case is given as
In addition, if π 0 | log ζ| → 0, then the scanning stage delay for the RIE case is given as
Proof: Please see Appendix F.
Remark IV.4:
In the above lemma, we make an additional assumption that π 0 | log ζ| → 0 to limit the speed of ζ approaching zero for the RIE case. This condition could be easily satisfied. For example, when ζ goes to zero on the order π n 0 for any n < ∞, this condition still holds.
Observe that the scanning stage delay is on the order of
, while the refinement stage delay is either a finite number (under the FIE case) or on the order of O(| log ζ|) (under the RIE case). Since π 0 | log ζ| → 0, we conclude that ASD is dominated by the detection delay in the scanning stage. Then, we obtain the following result immediately. 
To further analyze ASD, one needs to characterize α m , β m and E 0,0 [η m ]. These quantities depend on the undershoot of the random walks crossing the lower bound. Existing works [31] - [33] on such problem focus on the case when the lower bound goes to zero. These results cannot be used in our paper since the lower bound A s is constant 1. However, these quantities can be efficiently estimated by numerical methods.
Remark IV.6: The conclusion that the scanning stage delay dominates the refinement stage delay as π 0 → 0 is a very important insight we gain from the two-observation mixed sensing strategy. The sensor may make two kinds of errors in the scanning strategy. The first kind of error is that the sensor enters the refinement stage with two occupied channels; the second kind of error is that at least one of observing channels is unoccupied but the observer abandons these two observing channels and switches to observer two new channels. The first kind of error will contribute to the false identification probability and the second kind of error will incur a longer detection delay in the scanning stage. Intuitively, to maintain a low identification error, the sensor needs to make sure that at least one of the two candidate channels selected in the scanning stage is generated from f 0 since the sensor cannot move back to the scanning stage from the refinement stage. In other words, the mistake made in the scanning stage cannot be compensated in the refinement stage. Hence, the sensor will make the first kind of error under control (less than the required FIP constraint) at the expanse of bearing a larger second kind of error. As a result, the detection delay in the scanning stage, which turns out to be in proportion to π −1 0 , dominates the detection delay in the refinement stage. Remark IV.7: It is of interest to compare the performance of the searching strategy in [5] with the result in Theorem IV.5. Since CUSUM is shown to be optimal in [5] for the case when no mixing observation is used, by using the similar methods in the proofs of Lemma IV.1 and Lemma IV.3, we can obtain the asymptotic performance of the strategy in [5] . In particular, by controlling FIP no larger than ζ, as π 0 → 0, the ASD for the strategy in [5] is given as (1)), (30) in which ρ s := α s /π 0 , α s := 1 − P 1 (χ 0 ), β s := P 0 (χ 0 ) and
where π k and π * U are the posterior probability and the upper bound of the CUSUM test defined in [5] , respectively. In some special case of interest in the cognitive radio system, the proposed mixed strategy can save a half of the sensing time. For example, let f 0 be N (0, σ 2 ) and f 1 be N (μ, σ 2 ). It is easy to show that both β s and β m approach to 0, and both E 1 [η s ] and E 1,1 [η m ] approach to 1 as μ → ∞. For the RIE case, in which ρ s → 0 and ρ m → 0, the delay ratio ASD m /ASD s approaches to 0.5.
We note that the proposed mixed observation sensing strategy can be easily extended to multiple stages. For example, we can propose a strategy which consists of one scanning stage and K refinement stages. Specifically, in the scanning stage, the sensor observes the sum of samples from 2 K channels. After taking each observation, the sensor has to make one of the following three decisions: 1) to take another observation from the same group of channels; 2) to switch to another group of 2 K channels; or 3) to stop scanning and enter the first refinement stage. Hence, there are 2 K candidate channels for the first refinement stage. Each refinement stage selects half of the candidate channels for the next refinement stage. Specifically, the i th refinement stage, i = 1, . . . , K, has 2 K −i+1 candidate channels, and the sensor divides them equally into two groups. Then the sensor observes the sum of samples from the channels in the first group. After taking each observation, the sensor has to make one of the following two decisions: 1) to take another observation from the first group; or 2) to stop the i th refinement stage and select one of the two groups for the next refinement stage. Hence, there are 2 K −i candidate channels left after the i th refinement stage. When i = K, i.e., after the last refinement stage, there is only one channel left, which will be selected as unoccupied channel. This procedure can be modeled as a multiple stopping time problem with K + 1 stopping times. This multi-stage strategy can be solved similarly to our two-stage problem.
V. SIMULATION
In this section, we give some numerical examples to illustrate the performance proposed mixed observation sensing strategy in the cognitive radio system. In particular, we assume that Y s k = N k for the unoccupied channels and Y s k = S k + N k for the occupied channels, in which N k is white Gaussian noise with zero mean and σ 2 variance. S k is a demodulated BPSK signal with power P . We define the signal to noise ratio as SN R = 10 log(P/σ 2 ). We first study the relationship between ASD and SNR. In this simulation, we compare the performances of the optimal single observation strategy of [5] , the optimal mixed observation strategy proposed in Section III and the low complexity mixed observation strategy proposed in Section IV. The average sensing delays of these three cases are named as ASD s , ASD * m and ASD m , respectively. In the simulation, we choose π 0 = 0.05 and control FIP to be around 0.005. The simulation result is shown in Fig. 3 , in which the red dash line with cross, green dot-dash line with squares and the blue solid line with circles are ASD * m , ASD m and ASD s , respectively. The black dot line with triangulares is the simulation result of the performance bound presented in Theorem IV.5. As we can see, the detection delay of all these three strategies decreases as SNR increases. ASD * m outperforms ASD s through the whole scale, the delay ratio ASD * m /ASD s decreases from 0.7 to 0.55 as SNR increases under this simulation setting. For the low complexity strategy, ASD m does not exhibit advantages over ASD s when SNR is small. A small SNR indicates that the KL divergence between f 1 and f 0 is small, the procedure of mixing observations will further lead to an even smaller KL divergence between g 1 and g 2 . Since the scanning stage adopts the worst case likelihood ratio g 2 /g 1 with a threshold rule, the small KL divergence causes a large detect delay in the scanning stage. As SNR increases, ASD m approaches to ASD * m and can save about 45% sensing time compared to the single observation strategy.
The second simulation illustrates the performance of ASD with respect to prior probability π 0 . In this simulation, we compare the performances of the optimal single observation strategy, the low complexity mixed observation strategy (mixing two channels), and the extended mixed observation strategy with four mixing channels discussed at the end of Section IV. The average sensing delays of these three cases are denoted as ASD s , ASD m ,K =1 and ASD m ,K =2 , respectively. In addition, we denote r K =1 := ASD m ,K =1 /ASD s and r K =2 := ASD m ,K =2 /ASD s as delay ratios. The simulation result for SNR= 8 dB is shown in Fig. 4 . The blue solid line with circles, the green dot-dash line with squares and the red dash line with crosses are ASD m ,K =2 , ASD m ,K =1 and ASD s , respectively. From the figure we can see, when π 0 is large, the mixed observation strategy does not have any advantages. Actually, in this case the performance of the single observation sensing strategy is slightly better than that of the mixed observation strategy. When most of potential channels are unoccupied, the sensor does not need to switch the observing channel frequently; hence the sensor could observe the channel one by one. In this case, a second stage strategy is redundant. However, when π 0 is small, i.e., the majority of the channels are occupied, the mixed sensing strategy has advantage since it skips through the channels with distribution f 1 more efficiently. Note that this figure is drawn on a logarithmic coordinate, ASD s and ASD m ,K =1 are parallel to each other when π 0 is small indicates that the delay ratio r K =1 approaches to a constant. Similar scenario happens to the strategy of mixing four channels. The advantage of mixing four channels is only exhibited under the case of small prior probability π 0 . Some numerical results are listed in Table I . From the table we can see delay ratios approaches to 0.5 and 0.3 for the two channel mixing strategy and four channel mixing strategy respectively.
VI. CONCLUSION
In this paper, a sequential multi-band spectrum sensing problem has been considered. A two-stage mixed-observation sensing strategy has been proposed. Correspondingly, the problem has been formulated as an optimal multiple stopping time problem. We have solved this problem by decomposing the problem into an ordered two concatenated Markov stopping time problem. The optimal solution has been characterized. Unfortunately, the optimal solution has a rather complex structure. We have proposed a low complexity algorithm, in which CUSUM is adopted in the scanning stage and SPRT is adopted in the refinement stage. The asymptotic performance of the low complexity algorithm has been analyzed. When the presence of unoccupied channels is rare, the proposed low complexity sensing strategy can significantly reduce the sensing delay. is generated byf j }.
Given τ 0 , φ, for any τ 1 , we have
Let P X be the conditional probability distribution of
X be the conditional probability distribution of (X 1 , . . . , X τ 1 ) given both (Z 1 , . . . , Z τ 0 ) and E i,j . We have
, E i,j |F τ 0 ) can be calculated similarly. As a result, we can obtain
. It is clear that P (H δ = H 1 ) achieves its minimum when
The proof follows the reduction method proposed in [12] (Theorem 2.3 in [12] ). For the brevity of notations, we define
Lemma B.1: {w k } is a submartingale. Proof: Since w k is the essential infimum of a function, then there exist {τ n 0 } n ∈N , {φ n } n ∈N and {τ
where (a) is due to the monotone convergence theorem. We define
Note that the above definition is consistent with (10) when k = 0. In the following, we show
we can obtain that w k ≥ u k by taking essinf on both sides of the inequality. We next show that w k ≤ u k . Sincẽ
combining with Lemma B.1, we can conclude that w k is a submartingale dominated byθ(k, φ). By the optimal stopping theorem, u k is the largest submartingale dominated byθ(k, φ).
Hence w k ≤ u k . Therefore, we conclude that w k = u k .
APPENDIX C PROOF OF THEOREM III.3 AND LEMMA III. 4 We first consider a finite horizon refinement procedure, i.e., the refinement stopping time τ 1 is restricted to a finite interval
can be solved using the dynamic programming. In particular, we have 
That ends the proof. Therefore, we have 
and we have used the concavity of V T j +1 in writing the inequality. Now, on defining r j,3 = λr j,1 + (1 − λ)r j,2 , we consider each element in r j,3 separately. First, we have
where (a) is true because r 0,0
and (b) is true because r 0,0
Similarly, we can obtain By the monotone convergence theorem, the cost-to-go function of the infinite horizon problem can be written as
By the optimal stopping theory, the optimal stopping time is given as
Since V preserves the concavity of V We first consider a finite horizon scanning stage, that is the sensor must enter the refinement stage before some time T . Hence τ 0 ∈ [0, T ]. Throughout this proof, the refinement procedure has an infinite horizon. We first show that the problem (10) can be solved by the dynamic programming.
is the finite horizon cost function for the scanning stage with We first study the error probability in the scanning stage. 
Then we study the error probability in the refinement stage. Hence, the probability that the sensor infers the state of s 
If we choose q L = (ζ/2)/(1 + ζ/2) and q U = 1/(1 + ζ/2), then we have
Note that this inequality holds for any value of q 1,0 . Note that the sensor makes no identification error under E 0,0 and makes no correct identification under E 1,1 . Under E mix , the the false identification probability is described in (94). Therefore, we have P (H δ = H 1 |E 0,0 , N = 1) = 0, P (H δ = H 1 |E mix , N = 1) < ζ/2 and P (H δ = H 1 |E 1,1 , N = 1) = 1.
As a result, we have (1 + o (1)).
Follow the same procedure, we can obtain (29) follows from the fact that ρ m → 0 in the RIE case.
