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QUADRATIC STOCHASTIC PROCESSES OF TYPE (σ|µ)
B.J. MAMUROV, U.A. ROZIKOV, S.S. XUDAYAROV
Abstract. We construct quadratic stochastic processes (QSP) (also known as Markov
processes of cubic matrices) in continuous and discrete times. These are dynamical
systems given by (a fixed type, called σ) stochastic cubic matrices satisfying an analogue
of Kolmogorov-Chapman equation (KCE) with respect to a fixed multiplications (called
µ) between cubic matrices. The existence of a stochastic (at each time) solution to the
KCE provides the existence of a QSP called a QSP of type (σ|µ).
In this paper, our aim is to construct and study trajectories of QSPs for specially
chosen notions of stochastic cubic matrices and a wide class of multiplications of such
matrices (known as Maksimov’s multiplications).
1. Introduction
The Kolmogorov-Chapman equation (KCE) gives the fundamental relationship between
the probability transitions (kernels). Namely, it is known that (see e.g. [15]) if each element
of a family of matrices satisfying the KCE is stochastic, then it generates a Markov process.
In this paper following [2] we study Markov process of cubic matrices, which is a two-
parametric family of cubic stochastic matrices (we fix a notion of stochastic matrix and
fix a multiplication rule of cubic matrices) satisfying the KCE. The main question of this
study is to describe dynamics of the process given by cubic matrices. This question is very
important in the theory of dynamical systems to know future evolution of the system.
Let us give necessary definitions and facts.
1.1. Maksimov’s cubic stochastic matrices. Denote I = {1, 2, . . . ,m}. Let C be the
set of all m3-dimensional cubic matrices over the field of real numbers [8]. Denote by Eijk,
i, j, k ∈ I the basis cubic matrices in C.
Following [10] define the following multiplications for basis matrices Eijk:
Eijk ∗0 Elnr = δklδjnEijr, (1.1)
where δkl is the Kronecker symbol.
Then for any two cubic matrices A = (aijk), B = (bijk) ∈ C the matrix A ∗0 B = (cijk)
is defined by
cijr =
m∑
k=1
aijkbkjr. (1.2)
The following results of this section are proven in [10] (see also [14] for detailed proofs)
Proposition 1. The algebra of cubic matrices (C, ∗0) is a direct sum of algebras of square
matrices.
Define multiplication:
Eijk ∗a Elnr = δklEia(j,n)r, (1.3)
where a : I × I → I, (j, n) 7→ a(j, n) ∈ I, is an arbitrary associative binary operation.
Note that (1.1) is not a particular case of (1.3).
Denote by Om the set of all associative binary operations on I.
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The general formula for the multiplication is the extension of (1.3) by bilinearity, i.e.
for any two cubic matrices A = (aijk), B = (bijk) ∈ C the matrix A ∗aB = (cijk) is defined
by
cijr =
∑
l,n: a(l,n)=j
∑
k
ailkbknr.
Note that cijr = 0 for j such that {l, n : a(l, n) = j} = ∅.
Lemma 1. The multiplication (1.3) is associative for each associative a ∈ Om.
If the equation a(x, u) = v (resp. a(u, x) = v) is uniquely solvable for any u, v ∈ I then
the operation a on I has right (resp. left) unique solvability.
Lemma 2. If the operation a on I has right or left unique solvability, then∑
d∈I
∑
j,m:
a(j,m)=d
γj,m =
∑
j∈I
∑
m∈I
γj,m.
1.2. Stochasticity. Define several kinds of cubic stochastic matrices (see [10,11]): a cubic
matrix P = (pijk)
m
i,j,k=1 is called
(1, 2)-stochastic if
pijk ≥ 0,
m∑
i,j=1
pijk = 1, for all k.
(1, 3)-stochastic if
pijk ≥ 0,
m∑
i,k=1
pijk = 1, for all j.
(2, 3)-stochastic if
pijk ≥ 0,
m∑
j,k=1
pijk = 1, for all i.
3-stochastic if
pijk ≥ 0,
m∑
k=1
pijk = 1, for all i, j.
The last one can be also given with respect to first and second index.
Maksimov [10] also defined a twice stochastic matrix: a (2,3)-stochastic cubic matrix is
called twice stochastic if
m∑
i=1
pijk =
1
m
, for all j, k.
Proposition 2. (2, 3)-stochastic (and twice) stochastic cubic matrices form a convex semi-
group1 with respect to multiplication (1.3).
Remark 1. One also can show that (1, 2)-stochastic cubic matrices form a convex semi-
group. But the collection of (1, 3)-stochastic matrices does not form a semigroup with
respect to multiplication (1.3).
1 A semigroup is an algebraic structure consisting of a set together with an associative binary operation.
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1.3. Quadratic stochastic processes. Denote by S the set of all possible kinds of
stochasticity and denote by M the set of all possible multiplication rules of cubic matrices.
Let parameters s ≥ 0, t ≥ 0, are considered as time.
Denote by M[s,t] =
(
P
[s,t]
ijk
)
m
i,j,k=1
a cubic matrix with two parameters.
Definition 1 ( [6]). A family {M[s,t] : s, t ∈ R+} is called a Markov process of cubic
matrices (or a quadratic stochastic process (QSP)) of type (σ|µ) if for each time s and t
the cubic matrix M[s,t] is stochastic in sense σ ∈ S and satisfies the Kolmogorov-Chapman
equation (for cubic matrices):
M[s,t] =M[s,τ ] ∗µM
[τ,t], for all 0 ≤ s < τ < t (1.4)
with respect to the multiplication µ ∈M.
QSPs arise naturally in the study of biological and physical systems with interactions
(see [5]). Following [2] assume there are m different types of particles, denoted by I =
{1, 2, . . . ,m} the set of all types and our main aim is to study the asymptotic behavior of
the variables ξ
(t)
i = number of particles of type i at the time t. The initial state is taken to
be fixed and described by ξ
(0)
i , the numbers of particles of type i ∈ I in the initial (zero)
time. These numbers are assumed finite. Denote by
x
(t)
i = P
(t)(i) =
ξ
(t)
i∑m
j=1 ξ
(t)
j
,
fraction of particles of type i at the time t. Thus
x(t) = (x
(t)
1 , . . . , x
(t)
m ) ∈ S
m−1 =
{
x = (x1, . . . , xm) ∈ R
m : xi ≥ 0,
m∑
i=1
xi = 1
}
is a distribution of the system (i.e. the vector describing fractions of all types of particles)
at the moment t.
Let x(0) = (x
(0)
1 , . . . , x
(0)
m ) ∈ Sm−1 be an initial distribution on I. For arbitrary moments
of time s ≥ 0 and t > 0, with s < t, the matrix M[s,t] gives the transition probabilities
from the distribution x(s) to the distribution x(t). To use the matrix M[s,t] =
(
P
[s,t]
ijk
)
we
assume that a particle of type i ∈ I and a particle of type j ∈ I have interaction at time s,
as an interaction process, then with probability P
[s,t]
ijk a particle of type k appears at time
t. The equation (1.4) gives the time-dependent evolution law of the interacting process
(dynamical system).
Since we should have x(t) ∈ Sm−1, one can consider the following models:
- Consider P
[s,t]
ijk as the conditional probability P
[s,t](k|i, j) that ith and jth particles
(physics) or species (biology) interbred successfully at time s, then they produce
an individual k at time t.
Assume the “parents” ij are independent for any moment of time s, that is
P (s)(i, j) = P (s)(i)P (s)(j) = x
(s)
i x
(s)
j ,
and we assume that the matrix
(
P
[s,t]
ijk
)
is 3-stochastic, then the probability distri-
bution x(t) can be found by the formula of the total probability as
x
(t)
k =
m∑
i,j=1
P (s)(i, j)P [s,t](k|i, j) =
m∑
i,j=1
P
[s,t]
ijk x
(s)
i x
(s)
j , k = 1, . . . ,m, 0 ≤ s < t. (1.5)
For 1−stochastic and 2−stochastic it can be defined similarly, by replacing the
corresponding indices.
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- Consider now a physical (biological, chemical) system where there are m types of
“particles” or molecules, the set of types is denoted by I = {1, . . . ,m}, and each
particle may split to two new ones having types from I. Consider P
[s,t]
ijk as the
conditional probability P [s,t](i, j|k) that a particle of type k starts splitting at time
s and finishes splitting at time t and the result is two particles with ith and jth
types.
Assume
(
P
[s,t]
ijk
)
is (1,2)-stochastic then x(t) can be defined by
x
(t)
k =
1
2
m∑
i,j=1
(
P
[s,t]
kij + P
[s,t]
ikj
)
x
(s)
j , k = 1, . . . ,m, 0 ≤ s < t. (1.6)
For (1,3)-stochastic and (2,3)-stochastic cases one can define similarly by replacing
the indices.
Thus finding P
[s,t]
ijk from the equation (1.4) (at a fixed (σ, µ)) and studying the time-
dependent behavior of P
[s,t]
ijk we can describe the time-dependent evolution of x
(t).
1.4. The main problem. To construct QSPs of type (σ|µ), i.e. to solve (1.4). To study
the dynamics of such system when t− s→ +∞. In this paper our aim is to construct and
study QSPs, for the Maksimov’s multiplication corresponding to arbitrary operation a on
I which has right (or left) unique solvability.
2. Construction of QSPs
The equation (1.4) has the following form
P
[s,t]
ijr =
∑
l,n: a(l,n)=j
m∑
k=1
P
[s,τ ]
ilk P
[τ,t]
knr , ∀i, j, r ∈ I. (2.1)
We have to fix a stochasticity of cubic matrices first and solve (2.1) in class of such matrices.
Consider Maksimov’s multiplication corresponding to arbitrary operation a on I which
has right (resp. left) unique solvability. Denote
q
[s,t]
ir =
m∑
j=1
P
[s,t]
ijr , Q
[s,t] =
(
q
[s,t]
ir
)
m
i,r=1
. (2.2)
Then using the solvability condition and Lemma 2 we reduce equation (1.4) (i.e. (2.1)) to
the following
q
[s,t]
ir =
m∑
k=1
q
[s,τ ]
ik q
[τ,t]
kr , ∀i, r ∈ I, i.e., Q
[s,t] = Q[s,τ ]Q[τ,t]. (2.3)
Thus the Kolmogorov-Chapman equation for cubic matrices reduced to the Kolmogorov-
Chapman equation for square matrices. Summarizing we have
Proposition 3. Any solution of equation (1.4) for a multiplication µ, corresponding to
operation a stifling the condition of Lemma 2, can be given by a solution of the system
(2.3) with a matrix Q[s,t] =
(
q
[s,t]
ir
)
m
i,r=1
which satisfies (2.2).
Recall that a square matrix Q = (qij)
m
i,j=1 is called right stochastic if
qij ≥ 0, ∀i, j = 1, . . . ,m;
m∑
j=1
qij = 1, ∀i = 1, . . . ,m.
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Similarly one can define a left stochastic matrix being a non-negative real square matrix,
with each column summing to 1 and a doubly stochastic matrix being a square matrix of
non-negative real numbers with each row and column summing to 1.
A family of stochastic matrices {Q[s,t] : s, t ≥ 0} is called a Markov process if it satisfies
the Kolmogorov-Chapman equation (2.3).
The full set of solutions to (2.3) is not known yet. But there is a very wide class of its
solutions see [1,2,6,7,12,13]. One of these known solutions is the following (non-stochastic,
time-homogeneous) matrix:

q[s,t]11 q[s,t]12
q
[s,t]
21 q
[s,t]
22

 = ( cos(t− s) sin(t− s)
− sin(t− s) cos(t− s)
)
. (2.4)
In [13] to construct chains of some algebras, for m = 2, a wide class of solutions of
(2.3) is presented, many of them are non-stochastic matrices, in general. Let us give a list
of families of (left, right, doubly) stochastic square matrices (see [13]), which satisfy the
equation (2.3), i.e. they generate interesting Markov processes:
Q
[s,t]
1 =

 g(s) g(s)
1− g(s) 1− g(s)

 , where g(s) ∈ [0, 1] is an arbitrary function;
Q
[s,t]
2 =
1
2

1 + Ψ(t)Ψ(s) 1− Ψ(t)Ψ(s)
1− Ψ(t)Ψ(s) 1 +
Ψ(t)
Ψ(s)

 ,
where Ψ(t) > 0 is an arbitrary decreasing function of t ≥ 0;
Q
[s,t]
3 =



1 0
0 1

 , if s ≤ t < b,
1
2

1 1
1 1

 , if t ≥ b,
, where b > 0;
Q
[s,t]
4 =

 1 0
1− ψ(t)
ψ(s)
ψ(t)
ψ(s)

 ,
where ψ(t) > 0 is a decreasing function of t ≥ 0;
Q
[s,t]
5 =

f(t) 1− f(t)
f(t) 1− f(t)

 , where f(t) ∈ [0, 1] is an arbitrary function;
Q
[s,t]
6 (λ, µ) =

1−
λ−2µ
2(λ−µ)
(
1− θ(t)
θ(s)
)
λ−2µ
2(λ−µ)
(
1− θ(t)
θ(s)
)
λ
2(λ−µ)
(
1− θ(t)
θ(s)
)
1− λ2(λ−µ)
(
1− θ(t)
θ(s)
)

 ,
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where λ, µ are real parameters such that 0 < 2µ < λ and θ(t) > 0 is an arbitrary decreasing
function;
Q
[s,t]
7 =



1 0
0 1

 , if s ≤ t < a,

g(t) 1− g(t)
g(t) 1− g(t)

 , if t ≥ a,
where g(t) ∈ [0, 1] is an arbitrary function.
We note that the matrices Q
[s,t]
i , i = 1, . . . , 7, generate interesting usual Markov pro-
cesses: some of them independent on time, some depend only on t, but many of them
non-homogenously depend on both s, t. Depending on the statistical models of real-world
processes one can choose parameter functions (i.e. g, Ψ, ψ, f , θ) and be able then to
control the evolution (with respect to time) of such Markov processes.
The following lemma gives a connection between stochastic matrices.
Lemma 3. The matrix M[s,t] =
(
P
[s,t]
ijk
)
, with P
[s,t]
ijk ≥ 0, is
• (1,2)-stochastic (resp. (2,3)-stochastic) if and only if the corresponding matrix Q[s,t]
is left (resp. right) stochastic.
• (1,3)-stochastic if and only if the corresponding matrix Q[s,t] satisfies
∑m
i,r=1 q
[s,t]
ir ≡
m.
• 1-stochastic (resp. 3-stochastic) if and only if the corresponding matrix Q[s,t] sat-
isfies
∑m
i=1 q
[s,t]
ir ≡ m (resp.
∑m
r=1 q
[s,t]
ir ≡ m).
• 2-stochastic iff q
[s,t]
ir ≡ 1.
Proof. It is consequence of the equality (2.2). 
Proposition 4. If m > 1 and the operation a on I has right or left unique solvability,
then equation (1.4) does not have any solution in class of i-stochastic (for any i = 1, 2, 3)
cubic matrices.
Proof. We prove in case i = 1 (the cases i = 2, 3 are similar). Assume there is a solution
M[s,t] =
(
P
[s,t]
ijk
)
, which is 1-stochastic, i.e.,
P
[s,t]
ijk ≥ 0,
m∑
i=1
P
[s,t]
ijk = 1, ∀j, k, 0 ≤ s < t.
Then by Lemma 3 for corresponding square matrix Q[s,t] we should have
∑m
i=1 q
[s,t]
ir ≡ m.
Moreover, by Proposition 3 the matrix Q[s,t] should satisfy (2.3), which is impossible,
because
m =
m∑
i=1
q
[s,t]
ir =
m∑
i=1
m∑
k=1
q
[s,τ ]
ik q
[τ,t]
kr =
m∑
k=1
mq
[τ,t]
kr = m
2 > m.

Remark 2. In case m = 1 the equation (1.4) becomes the following functional equation
P [s,t] = P [s,τ ]P [τ,t], (2.5)
where unknown function is P [s,t] = P
[s,t]
111 .
This equation is known as Cantor’s second equation which has a very rich family of
solutions:
(a) P [s,t] ≡ 0;
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(b) P [s,t] = Φ(t)Φ(s) , where Φ is an arbitrary function with Φ(s) 6= 0;
(c)
P [s,t] =


1, if s ≤ t < c,
0, if t ≥ c.
where c > 0.
Remark 3. 1) According to Proposition 4 we do not have i-stochastic solutions.
2) As it was mentioned above multiplication of two (1, 3)-stochastic matrices may be
non (1, 3)-stochastic. Therefore it is not clear existence of a (1, 3)-stochastic solu-
tion to (1.4) (i.e. (2.1)). Below we shall construct some examples of such solution.
3) By above mentioned results one can see that (1, 2)-stochasticity and (2, 3)-stochasticity
play a symmetric role. Therefore below we find only (1, 2)-stochastic solutions of
(2.1).
Condition 1. For definiteness let us take I = {0, 1, 2, . . . ,m − 1} as a group with
respect to operation a, defined by a(i, j) = (i + j)(modm). Then it is easy to see that a
is uniquely solvable.
Under this condition the elements of the matrix M[s,t] can be renumbered as M[s,t] =(
P
[s,t]
ijk
)
m−1
i,j,k=0
.
For convenience of the writing of this cubic matrix we introduce square matrix
M
[s,t]
i =
(
P
[s,t]
ijk
)
m−1
j,k=0
, i = 0, 1, . . . ,m− 1.
Then the cubic matrix can be written as
M[s,t] =
(
M
[s,t]
0 |M
[s,t]
1 | . . . |M
[s,t]
m−1
)
.
The equation (2.1) can be written as
P
[s,t]
ijr =
m−1∑
k=0
(
j∑
l=0
P
[s,τ ]
ilk P
[τ,t]
k(j−l)r +
m−j−1∑
l=1
P
[s,τ ]
i(j+l)kP
[τ,t]
k(m−l)r
)
, ∀i, j, r ∈ I. (2.6)
This is a non-linear system of functional equations with m3 unknown two-variable func-
tions P
[s,t]
ijr . Trivial solution is P
[s,t]
ijr =
1
m2
, ∀i, j, r ∈ I, 0 ≤ s < t. The analysis of the
system (2.6) is difficult. Therefore below we shall mainly consider the case m = 2.
2.1. (1, 3)-stochastic solutions. Now we construct QSPs of type (13|a), where 13 means
(1, 3)-stochasticity and a means that we are considering multiplication (1.3).
For simplicity let us consider the casem = 2. Write a cubic matrixM[s,t] in the following
convenient form:
M[s,t] =

P [s,t]000 P [s,t]001 P [s,t]100 P [s,t]101
P
[s,t]
010 P
[s,t]
011 P
[s,t]
110 P
[s,t]
111

 . (2.7)
This matrix generates QSP of type (13|a) iff
P
[s,t]
000 + P
[s,t]
001 + P
[s,t]
100 + P
[s,t]
101 = 1,
P
[s,t]
010 + P
[s,t]
011 + P
[s,t]
110 + P
[s,t]
111 = 1.
P
[s,t]
i0j + P
[s,t]
i1j = q
[s,t]
ij , i, j = 0, 1.
(2.8)
In addition to these conditions by Condition 1 the equation (1.4) becomes

P
[s,t]
i0j =
∑1
k=0
(
P
[s,τ ]
i0k P
[τ,t]
k0j + P
[s,τ ]
i1k P
[τ,t]
k1j
)
P
[s,t]
i1j =
∑1
k=0
(
P
[s,τ ]
i0k P
[τ,t]
k1j + P
[s,τ ]
i1k P
[τ,t]
k0j
)
, i, j = 0, 1.
(2.9)
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In general it is difficult to solve the system (2.9). Let us solve it in class of functions
satisfying
P
[s,t]
000 = P
[s,t]
001 = P
[s,t]
100 ≡ f(s, t).
Assume also that matrix Q[s,t] is left and right stochastic.
Using these assumptions and (2.8) from (2.9) we get
f(s, t) = P
[s,t]
000 = P
[s,τ ]
000 P
[τ,t]
000 + P
[s,τ ]
010 P
[τ,t]
010 + P
[s,τ ]
001 P
[τ,t]
100 + P
[s,τ ]
011 P
[τ,t]
110
= 4f(s, τ)f(τ, t)− (q
[s,τ ]
00 + q
[s,τ ]
01 )f(τ, t)− (q
[τ,t]
00 + q
[τ,t]
10 )f(s, τ) + q
[s,τ ]
00 q
[τ,t]
00 + q
[s,τ ]
01 q
[τ,t]
10 .
Since the matrix Q[s,t] satisfies (2.3) we have
q
[s,τ ]
00 q
[τ,t]
00 + q
[s,τ ]
01 q
[τ,t]
10 = q
[s,t]
00
and since the matrix is left and right stochastic we get
f(s, t) = 4f(s, τ)f(τ, t)− f(τ, t)− f(s, τ) + q
[s,t]
00 . (2.10)
Note that f(s, t) ≤ 1/3.
Take the matrix Q[s,t] =
(
1/2 1/2
1/2 1/2
)
. Thus q
[s,t]
00 ≡ 1/2 then denoting h(s, t) =
4f(s, t)− 1 the equation (2.10) can be written as
h(s, t) = h(s, τ)h(τ, t). (2.11)
As Cantor’s second equation this equation has solutions:
(a) h(s, t) ≡ 0;
(b) h(s, t) = Φ(t)Φ(s) , where Φ is an arbitrary function with Φ(s) 6= 0;
(c)
h(s, t) =


1, if s ≤ t < c,
0, if t ≥ c.
where c > 0.
Now for each solutions we give corresponding QSP:
(a’) The functional equation (2.10) has solutions f(s, t) ≡ 1/4. Thus the cubic matrices
(independent on time)
M
[s,t]
1 =
(
1/4 1/4 1/4 1/4
1/4 1/4 1/4 1/4
)
. (2.12)
generate a QSP of type (13|a).
(b’) The functional equation (2.10) has solutions f(s, t) = 14
(
Φ(t)
Φ(s) + 1
)
. Thus the cubic
matrices
M
[s,t]
2 =
(
f(s, t) f(s, t) f(s, t) 1− 3f(s, t)
1
2 − f(s, t)
1
2 − f(s, t)
1
2 − f(s, t) 3f(s, t)−
1
2
)
. (2.13)
generate a QSP of type (13|a) iff
1
6
≤ f(s, t) =
1
4
(
Φ(t)
Φ(s)
+ 1
)
≤
1
3
, i.e. −
1
3
≤
Φ(t)
Φ(s)
≤
1
3
. (2.14)
Note that the condition (2.14) can be satisfied for a function Φ when time is discrete,
i.e., t ∈ N. Then for example we can take Φ(n) = 3−n.
(c’) In case (c) we have
f(s, t) =
{
1/2, if s ≤ t < c
1/4, if t ≥ c.
But this does not satisfy condition f(s, t) ≤ 1/3.
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Summarizing we have
Proposition 5. The matrices M
[s,t]
1 defined in (2.12) generate a QSP of type (13|a). The
matrices M
[n,m]
2 , n,m ∈ N, n < m defined in (2.20) generate a discrete-time QSP of type
(13|a).
2.2. (1, 2)-stochastic solutions. Now we construct QSPs of type (12|a), where 12 means
(1, 2)-stochasticity and a means that we are considering multiplication (1.3).
The matrix (2.7) generates QSP of type (12|a) iff
P
[s,t]
000 + P
[s,t]
010 + P
[s,t]
100 + P
[s,t]
110 = 1,
P
[s,t]
001 + P
[s,t]
011 + P
[s,t]
101 + P
[s,t]
111 = 1,
P
[s,t]
i0j + P
[s,t]
i1j = q
[s,t]
ij , i, j = 0, 1.
(2.15)
Note that for any left stochastic matrix Q[s,t] the conditions (2.15) are satisfied. Therefore
it suffices to solve the equation (2.9). Assuming
P
[s,t]
000 = P
[s,t]
001 = P
[s,t]
100 ≡ g(s, t)
we get
g(s, t) = P
[s,t]
000 = P
[s,τ ]
000 P
[τ,t]
000 + P
[s,τ ]
010 P
[τ,t]
010 + P
[s,τ ]
001 P
[τ,t]
100 + P
[s,τ ]
011 P
[τ,t]
110
= 4g(s, τ)g(τ, t)−(q
[s,τ ]
00 +q
[s,τ ]
01 )g(τ, t)−(q
[τ,t]
00 +q
[τ,t]
10 )g(s, τ)+q
[s,τ ]
00 q
[τ,t]
00 +q
[s,τ ]
01 q
[τ,t]
10 . (2.16)
Take the matrix Q[s,t] =
(
1/2 1/2
1/2 1/2
)
. In this case the equation (2.16) has solutions
as (a’)-(c’).
Now for each solutions we give corresponding QSP:
(a") The functional equation (2.16) has solutions g(s, t) ≡ 1/4. Thus (1, 2)-stochastic
cubic matrix has the form
M[s,t] =
(
1/4 1/4 1/4 F (s, t)
1/4 1/4 1/4 1/2− F (s, t)
)
. (2.17)
where F (s, t) should satisfy the equation
F (s, t) = P
[s,t]
101 = P
[s,τ ]
100 P
[τ,t]
001 + P
[s,τ ]
110 P
[τ,t]
011 + P
[s,τ ]
101 P
[τ,t]
101 + P
[s,τ ]
111 P
[τ,t]
111
= 2F (s, τ)F (τ, t) −
1
2
F (s, τ)−
1
2
F (τ, t) +
3
8
.
Denoting G(s, t) = 4F (s, t) − 1 one can rewrite this equation in the following form
G(s, t) =
1
2
G(s, τ)G(τ, t).
The last equation has solutions G(s, t) ≡ 0, G(s, t) = 2ψ(t)
ψ(s) (for any ψ 6= 0) and
G(s, t) =
{
2, if 0 ≤ s < t ≤ a
0, if t > a.
To these solutions correspond (by (2.17)) the following QSPs of type (12|a):
M
[s,t]
3 =
(
1/4 1/4 1/4 1/4
1/4 1/4 1/4 1/4
)
. (2.18)
M
[s,t]
4 =

1/4 1/4 1/4 14 + ψ(t)2ψ(s)
1/4 1/4 1/4 14 −
ψ(t)
2ψ(s)

 , (2.19)
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where ψ is such that −12 ≤
ψ(t)
ψ(s) ≤
1
2 . This condition can be satisfied for a function ψ when
time is discrete, i.e., t ∈ N. Then for example we can take ψ(n) = 2−n.
The case G(s, t) = 2 does not define a QSP, because in this case F (s, t) > 1/2.
(b") For the case g(s, t) = 14
(
ϕ(t)
ϕ(s) + 1
)
(where ϕ 6= 0 is an arbitrary function) in (2.16)
the (1, 2)-stochastic cubic matrix has the form
M[s,t] =
(
g(s, t) g(s, t) g(s, t) L(s, t)
1
2 − g(s, t)
1
2 − g(s, t)
1
2 − g(s, t)
1
2 − L(s, t)
)
, (2.20)
where g(s, t) = 14
(
ϕ(t)
ϕ(s) + 1
)
with −1 ≤ ϕ(t)
ϕ(s) ≤ 1. In particular, this condition is satisfied
for a positive and decreasing function ϕ. Here the function L(s, t) should satisfy the
following equation
L(s, t) = 2L(s, τ)L(τ, t) −
1
2
(L(s, τ) + L(τ, t)) +
1
4
+
1
2
g(s, t). (2.21)
Note that the equation (2.21) has solution L(s, t) = g(s, t) = 14
(
ϕ(t)
ϕ(s) + 1
)
. We do not
know any other solution of (2.21).
Thus
M
[s,t]
5 =
(
g(s, t) g(s, t) g(s, t) g(s, t)
1
2 − g(s, t)
1
2 − g(s, t)
1
2 − g(s, t)
1
2 − g(s, t)
)
, (2.22)
where g(s, t) = 14
(
ϕ(t)
ϕ(s) + 1
)
with −1 ≤ ϕ(t)
ϕ(s) ≤ 1 generates a QSP of type (12|a).
(c") In this case
g(s, t) =
{
1/2, if s ≤ t < c
1/4, if t ≥ c.
Then corresponding matrix is
M
[s,t]
6 =


(1
2
1
2
1
2
1
2
0 0 0 0
)
, if s ≤ t < c
(1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
)
, if t ≥ c.
(2.23)
Summarizing we have
Proposition 6. The matricesM
[s,t]
i , i = 3, 5, 6 defined above generate QSPs of type (12|a).
The matrices M
[n,m]
4 , n,m ∈ N, n < m generate a discrete-time QSP of type (12|a).
Take now the matrix Q[s,t] =
(
0 0
1 1
)
then
g(s, t) = 4g(s, τ)g(τ, t) − g(s, τ). (2.24)
It is easy to see that this equation has solution g(s, t) ≡ 1/2 (we do not know any other
solution). But this solution does not define a QSP, because from P
[s,t]
000 + P
[s,t]
010 = q
[s,t]
00 = 0
it follows that P
[s,t]
000 = 0 6= 1/2.
3. An example when Condition 1 is not satisfied
In this section we consider an operation a on I = {1, 2, . . . ,m} which is not uniquely
solvable. Consider binary operation a(i, j) = max{i, j}. It is not uniquely solvable, in
general. Indeed, for m ≥ 2, the equation max{x,m} = m has many solutions: x =
1, 2, . . . ,m.
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Let σ is a fixed stochasticity of cubic matrices then the QSP corresponding to max
operation is denoted as type (σ|max). Here we give some examples of such QSP.
For simplicity we takem = 2 and solve the equation (1.4) for matrixM[s,t] =
(
a
[s,t]
ijk
)2
i,j,k=1
.
In the case of multiplication corresponding to the binary operation a(i, j) = max{i, j}
the equation (1.4) is in the following form

a
[s,t]
111 = a
[s,τ ]
111 a
[τ,t]
111 + a
[s,τ ]
112 a
[τ,t]
211
a
[s,t]
112 = a
[s,τ ]
111 a
[τ,t]
112 + a
[s,τ ]
112 a
[τ,t]
212
a
[s,t]
211 = a
[s,τ ]
211 a
[τ,t]
111 + a
[s,τ ]
212 a
[τ,t]
211
a
[s,t]
212 = a
[s,τ ]
211 a
[τ,t]
112 + a
[s,τ ]
212 a
[τ,t]
212
a
[s,t]
121 = a
[s,τ ]
111 a
[τ,t]
121 + a
[s,τ ]
112 a
[τ,t]
221 + a
[s,τ ]
122 a
[τ,t]
221 + a
[s,τ ]
121 a
[τ,t]
111 + a
[s,τ ]
121 a
[τ,t]
121 + a
[s,τ ]
122 a
[τ,t]
211
a
[s,t]
122 = a
[s,τ ]
111 a
[τ,t]
122 + a
[s,τ ]
121 a
[τ,t]
112 + a
[s,τ ]
121 a
[τ,t]
122 + a
[s,τ ]
112 a
[τ,t]
222 + a
[s,τ ]
122 a
[τ,t]
212 + a
[s,τ ]
122 a
[τ,t]
222
a
[s,t]
221 = a
[s,τ ]
211 a
[τ,t]
121 + a
[s,τ ]
212 a
[τ,t]
221 + a
[s,τ ]
221 a
[τ,t]
111 + a
[s,τ ]
221 a
[τ,t]
121 + a
[s,τ ]
222 a
[τ,t]
211 + a
[s,τ ]
222 a
[τ,t]
221
a
[s,t]
222 = a
[s,τ ]
212 a
[τ,t]
222 + a
[s,τ ]
221 a
[τ,t]
112 + a
[s,τ ]
221 a
[τ,t]
122 + a
[s,τ ]
222 a
[τ,t]
212 + a
[s,τ ]
222 a
[τ,t]
222 + a
[s,τ ]
211 a
[τ,t]
122
(3.1)
Denoting
b
[s,t]
ij = a
[s,t]
i1j + a
[s,t]
i2j , B
[s,t] =
(
b
[s,t]
ij
)
(3.2)
one can reduce the system (3.1) to the following one


b
[s,t]
11 = b
[s,τ ]
11 b
[τ,t]
11 + b
[s,τ ]
12 b
[τ,t]
21
b
[s,t]
12 = b
[s,τ ]
11 b
[τ,t]
12 + b
[s,τ ]
12 b
[τ,t]
22
b
[s,t]
21 = b
[s,τ ]
21 b
[τ,t]
11 + b
[s,τ ]
22 b
[τ,t]
21
b
[s,t]
22 = b
[s,τ ]
21 b
[τ,t]
12 + b
[s,τ ]
22 b
[τ,t]
22 .
(3.3)
Note that 1-4 equations of the system (3.1) can be solved independently from 5-8 equations.
Therefore if we solve system of 1-4 equations of (3.1) and solve system (3.3) then by (3.2)
we can find all unknown functions of (3.1). Let us realize this argument.
Denote c
[s,t]
ij = a
[s,t]
i1j , C
[s,t] =
(
c
[s,t]
ij
)
then 1-4 equations of the system (3.1) is

c
[s,t]
11 = c
[s,τ ]
11 c
[τ,t]
11 + c
[s,τ ]
12 c
[τ,t]
21
c
[s,t]
12 = c
[s,τ ]
11 c
[τ,t]
12 + c
[s,τ ]
12 c
[τ,t]
22
c
[s,t]
21 = c
[s,τ ]
21 c
[τ,t]
11 + c
[s,τ ]
22 c
[τ,t]
21
c
[s,t]
22 = c
[s,τ ]
21 c
[τ,t]
12 + c
[s,τ ]
22 c
[τ,t]
22 .
(3.4)
Both system of equations (3.3) and (3.4) are Kolmogorov-Chapman equations for square
matrices. Using known solutions for these equations, (for example, Qi, i = 1, 2, ..., 7
introduced in the previous section) one can give concrete solutions of the system (3.1).
Namely, if B[s,t] =
(
b
[s,t]
ij
)
is a solution to (3.3) and C [s,t] =
(
c
[s,t]
ij
)
is a solution to (3.4)
then corresponding solution to the system (3.1) is
M
[s,t]
7 =

 c[s,t]11 c[s,t]12 c[s,t]21 c[s,t]22
b
[s,t]
11 − c
[s,t]
11 b
[s,t]
12 − c
[s,t]
12 b
[s,t]
21 − c
[s,t]
21 b
[s,t]
22 − c
[s,t]
22

 . (3.5)
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Theorem 1. Let B[s,t] =
(
b
[s,t]
ij
)
be a solution to (3.3) and C [s,t] =
(
c
[s,t]
ij
)
be a solution
to (3.4) with c
[s,t]
ij ∈ [0, 1] and b
[s,t]
ij − c
[s,t]
ij ∈ [0, 1] for any i, j = 1, 2, 0 ≤ s < t then the
family of matrices M
[s,t]
7 given in (3.5) is a QSP of type
- (12|max) iff B[s,t] is left stochastic for any 0 ≤ s < t.
- (13|max) iff B[s,t] (resp. C [s,t]) with non negative elements with sum of all elements
equals to 2 (resp. 1).
- (23|max) iff B[s,t] is right stochastic for any 0 ≤ s < t.
- (1|max) iff B[s,t] (resp. C [s,t]) with non negative elements with sum of all elements
of each column equals to 2 (resp. left stochastic).
- (2|max) never.
- (3|max) iff B[s,t] (resp. C [s,t]) with non negative elements with sum of all elements
of each row equals to 2 (resp. right stochastic).
Proof. All types (expect the type (2|max)) follow from the definitions of the corresponding
stochasticity. In the case (2|max) it is necessary that b
[s,t]
ij ≡ 1, but it is easy to see that
such quadratic matrix B[s,t] does not satisfy equation (3.3). 
4. Dynamical systems of QSPs
For QSPs generated by M
[s,t]
i , i = 1, . . . , 7 using (1.5), (1.6), let us give the time
behavior of the distribution x(t) = (x
(t)
0 , x
(t)
1 ) ∈ S
1. Fix s ≥ 0 and by take a vector
x(s) = (x
(s)
0 , x
(s)
1 ) ∈ S
1.
Case M
[s,t]
1 and M
[s,t]
3 . By formula (1.6) independently on the vector x
(s), for any
t > s, we get
x
(t)
0 =
1
2
, x
(t)
1 =
1
2
.
Thus the time behavior of x(t) is clear: start process at time s with an arbitrary initial
distribution vector x(s) then as soon as the time t turns on the distribution of the system
goes to the distribution (1/2, 1/2) and this distribution remains stable during all time
t > s.
Case M
[s,t]
2 . By formula (1.6), for fixed s ≥ 0, given vector x
(s) and any t > s, we get
x
(t)
0 =
(
1
2
+
Φ(t)
4Φ(s)
)
x
(s)
0 +
(
1
2
−
Φ(t)
4Φ(s)
)
x
(s)
1 ,
x
(t)
1 =
(
1
2
−
Φ(t)
4Φ(s)
)
x
(s)
0 +
(
1
2
+
Φ(t)
4Φ(s)
)
x
(s)
1 .
The time behavior of x(t) depends on function Φ (which by our assumption satisfies −1/3 ≤
Φ(t)/Φ(s) ≤ 1/3). If for example, Φ is such that
lim
t−s→∞
Φ(t)
4Φ(s)
= ω, with ω ∈ [−
1
12
,
1
12
]. (4.1)
Then
lim
t→∞
x
(t)
0 =
(
1
2
+ ω
)
x
(s)
0 +
(
1
2
− ω
)
x
(s)
1 ,
lim
t→∞
x
(t)
1 =
(
1
2
− ω
)
x
(s)
0 +
(
1
2
+ ω
)
x
(s)
1 .
In case when the limit (4.1) does not exists then limit of x(t) does not exist too.
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Case M
[s,t]
4 . In this case we have
x
(t)
0 =
1
2
x
(s)
0 +
(
1
2
+
ψ(t)
4ψ(s)
)
x
(s)
1 ,
x
(t)
1 =
1
2
x
(s)
0 +
(
1
2
−
ψ(t)
4ψ(s)
)
x
(s)
1 .
As previous case, the time behavior of x(t) depends on function φ (which by our assumption
satisfies −1/2 ≤ φ(t)/φ(s) ≤ 1/2).
Case M
[s,t]
5 . In this case independently on the initial state vector x
(s) we obtain
x
(t)
0 =
1
2
+
ϕ(t)
4ϕ(s)
,
x
(t)
1 =
1
2
−
ϕ(t)
4ϕ(s)
.
This is an interesting dynamical system, because at each initial (fixed) time s the system
does not depend on the initial state x(s) of the system. The trajectory only depends on
the initial time itself and the time behavior of x(t) depends on function ϕ (which by our
assumption satisfies −1 ≤ ϕ(t)/ϕ(s) ≤ 1).
Case M
[s,t]
6 . In this case independently on the initial state vector x
(s) we obtain
x
(t)
0 = 1− x
(t)
1 =
{
3
4 , if 0 ≤ s < t < a
1
2 , if t ≥ a.
Thus we get a discontinuous (with respect to time) dynamical system, the trajectory has
limit 1/2.
Case M
[s,t]
7 . Consider QSP of type (3|max) (other cases can be considered similarly).
By (1.5) and Theorem 1 we get
x
(t)
0 = c
[s,t]
11 (x
(s)
0 )
2 +
(
b
[s,t]
11 − c
[s,t]
11 + c
[s,t]
21
)
x
(s)
0 x
(s)
1 +
(
b
[s,t]
21 − c
[s,t]
21
)
(x
(s)
1 )
2,
x
(t)
1 = c
[s,t]
12 (x
(s)
0 )
2 +
(
b
[s,t]
12 − c
[s,t]
12 + c
[s,t]
22
)
x
(s)
0 x
(s)
1 +
(
b
[s,t]
22 − c
[s,t]
22
)
(x
(s)
1 )
2.
This is a quadratic continuous time dynamical system. The behavior of x(t) depends
on the matrix M
[s,t]
7 . One can choose this matrix to make the behavior of the dynamical
system as reach as needed (see [3], [4], [9], [11] for some examples of quadratic dynamical
systems and their applications).
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