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Department of Electrical Engineering, M. I. T., Cambridge, Mass. 0~139 
One measure of the distance between two Gaussian processes i the 
Bhattacharyya distance. State space techniques are used to express 
this measure in terms of a matrix Riccati differential equation. This 
formulation is well suited to numerical evaluation for nonstationary 
processes and also enables the design of optimal modulations ( ignals) 
using control theoretic oncepts. Such applications are discussed in 
general terms. 
1. INTRODUCTION AND SUMMARY 
It is often necessary to decide which one of a finite set of possible 
Gaussian processes i  being observed. For example, in radar detection 
we want to decide whether we are observing signal plus noise or just 
noise; in a communication system we want to decide which member of a 
finite alphabet corresponds to the observed signal. Our ability to make 
such decisions depends on the distances between the Gaussian processes; 
if the processes are close (similar) to each other, the decision is difficult. 
One quantity which measures this distance is the Bhattacharyya 
distance. 
In a companion paper CSchweppe, 1967), formulas are derived which 
express the Bhattacharyya distance in terms of the effects of various 
conditional expectation filters on the basic processes. In the present 
paper the model is specialized to Markov-Gaussian processes. This 
enables application of the Kalman-Bucy filtering theory. The result is a 
system of ordinary differential equations whose solution for a specified 
set of initial conditions is the Bhattacharyya distance. The key equation 
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is a matrix Riecati differential equation. These differential equations 
are viewed as state-space quations. For zero-mean processes, the 
"state" of the Bhattacharyya distance consists of its present value plus 
the value of the positive-definite matrix which is the solution of the 
matrix Riccati equation. 
The state-space differential equations can be used to evaluate the 
Bhattaeharyya distance between any two non-stationary, non-zero 
mean Gaussian processes eonsisting of a "white noise" component and a 
Markov component. The Markov component is arbitrary but the white 
noise power levels of both processes must be equal and non-zero. The 
general differential equations are specialized to show what happens in 
three special cases, 
1. Detection: one process is signal plus noise, the other process is 
just noise. 
2. Equal Covariance Functions: the processes differ only in mean 
value. 
3. Coherent Nondeteetability: the white noise power level is very 
high compared to the signal evel; i.e., low signal-to-noise ratio. 
The Bhattacharyya distance is only one of many possible quantities 
which measure the distance between two stochastic processes. The com- 
panion paper (Schweppe, 1967) also discusses a second istance measure, 
the divergence. The analysis done in the present paper for the Bhat- 
tacharyya distance can be easily repeated for the divergence. This is not 
done here because the Bhattaeharyya distance "appears" to be a 
"better" measure (see Kailath, 1967) and the divergence yields more 
complex results. Sehweppe (1967) also contains difference equations 
which apply in the discrete time case. The analysis done in this paper can 
also be easily repeated to obtain the corresponding discrete time results. 
The state variable equations are valuable for three main reasons: 
1. They provide a different formulation and hence new insight into 
the nature of the measure. 
2. They are well-suited to numerical evaluation on an analog or 
digital computer. 
3. They blend into the ideas of related work to yield a powerful 
method of modulation (signal) design; namely, a viable mathe- 
matical structure which enables the determination of optimum 
waveforms, subieet to explicit constraints and cost functions, 
en properties uch as energy, amplitude andbandwidth of the 
modulation. • 
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The third reason is the prime motivation behind the research which led 
to this paper and fairly extensive discussions are provided on the general 
philosophy and methods of problem formulation. However, no explicit 
waveform optimization is done in this paper. 
In Section 2, the model is explicitly stated and some needed results 
are summarized. The general state-space equations and the three special 
cases are given in Section 3. In Section 4, the use of the results in system 
and signal design is discussed. 
2. MODEL FORMULATION 
2.1 BIIATTACIIARYYA DISTANCE 
Assume a random variable z is known to come from one of two pos- 
sible distributions, f l (z)  or f~(z). Thus there are two hypotheses, H1 
and H , .  
Hj  : z = z¢ where zj has 
(2.1) 
probabihty density fs(zj)  j = 1, 2 
The Bhattacharyya distance between zl and z2 (or more precisely be- 
tweenfl(z) andf2(z)  is denoted by B and is defined by (Bhattacharyya, 
1932, 1946 and Kailath, 1967). 
B = - - In  f [ f~(z)f2(z)]  1/2 dz (2.2) 
(In his original paper Bhattacharyya does not always use the loga- 
rithm. He also calls his measure a divergence but we reserve the term 
divergence for a different measure.) 
Now consider a more general case where it is assumed that a Gaussian 
stochastic process, z(v)0 < r < t is known to come from one of two 
distributions where the hypotheses H~., j = 1, 2 are 
H~ : (2.3) 




Let B(t )  
is a continuous white Gaussian oise; E{ v (t) v (r) } = ~ (t - r) 
is a zero-mean Gaussian process containing no white noise 
is a known mean value function 
is a known time function; r(r)  # 0 for all r 
denote the Bhattacharyya distance between the z~(r) 
0<r<t .  
BI IATTACI -L&RYYA D ISTANCE BETWEEN TWO GAI ISS IAN PROCESSES 355  
The companion paper, Schweppe (1967), starts with the definition 
(2.2) and evaluates B(t) for the Gaussian model  of (2.3). The  results 
of this analysis are as follows: Let the effect of a linear, possibly time- 
varying filter (operator) such as 5:, be denoted by 
o(t) = v , [ i ( . ) ] ,  
where i(~), 0 -< r < t, is the filter input at time r and o(t) is the filter 
output at time t. Let 
EIs(t) l  z(~), 0 < ~ < t} 
denote the conditional expectation of s(t) ,  given observations z(r), 
0 ~ r < t. Define the three linear filters 5:t,1, 5:t.2 and 5=t1+2 which 
have the properties that 
Yt.j[zj(.) -- mj(.)]  = E{s~(t) [z~(r) ,  0 < r < t} 
(2.4) 
-- ff~.s[s~'(") 4- r(. )v(.)] j = 1, 2, 
~,.1+~[z1(. ) + z2(. ) - ml ( .  ) - m~(. )] 
= E[s~(t) 4- s2(t)l zl('r) -~ z2(~'), 0 <= r < t} (2.5) 
= v,.l+2[s~(. ) + s2(. ) + v /~r (  • )v(.  )]. 
Define 
~2(t )  = E(s~(t )  -- 5:~,~[sj(.) + r( . )v( . )])2 j = 1, 2, (2.6) 
a~+2(t) = E(s l ( t )  + s2(t) -- ffta+~[sl(') ~- ~v/2r( • )v(-)])2, (2.7) 
e(t) = m~(t) -- ms(t) ,  (2.8) 
~+2(t) -- e(t) -- 5:t,l+2[e(-)]. (2.9) 
The Bhattacharyya distance B( t )  between the two hypotheses satisfies 
the ordinary differential equation, 
[4r '~(t)](d/dt)B(t)  = z~+2(t) -- (h2(t) -- z~2(t) + (½)~+2(t), (2.10) 
subject o the initial condition 
B(0) -- 0. (2.11) 
2.2 5([ARKOV MODEL 
The hypotheses of (2.3) are given in terms of s;(t), a zero-mean 






(or state variable) model, 
sat) = h~. (t)xj(t), (2.12) 
where 
(d /d t )x j ( t )  = Fj.(t)xj(t) + G3"(t)~j(t) (2.13) 
xj(t) is a vector Markov process, the state associated with 
si(t)  
E{xj(t)} = 0 
t~j'(t) is vector Gaussian white noise; E{ t~j(t) t~/(r)} = 8(t - r)I  
EIo~(t)v2' ( t )} = 0 
known square matrix 
known column vector 
known matrix 
z~(o)  = E{xj(0)xs (0)}. (2.14) 
We assume the system (2.12), (2.13) is completely observable (see 
Gilbert, 1963 or Kalman, 1963). 
2.3 I~ALMAN-BucY FILTERING THEORY 
Let ~(t) be a random vector process (Markov) generated by the 
linear vector differential equation 
(d/dt) f : ( t )  -- F(t ) f : ( t )  -t- G( t )~( t ) ,  (2.15) 
where 
~(t) is the state at time t 
Eli(t)} = 0 
~(t) is a vector Gaussian white noise 
E[~( t )~ ' ( r ) ]  = I~(t - ~). 
Define 
~(t) = h (t)f~(t). (2.16) 
Let ~(t) be a white noise process°such t at ~(t) is independent of all 
components of0(t). Let ~(t) be an observed signal given by 
~(t) = ~(t) + ~(t)~(t) ,  (2.17) 
where ~(t) is a known time function. Assume that the observation of 
$(t) starts at time t = 0 and that the covariance matrix, 
E{~(0)~'(0)} (2.18) 
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is known. Assume that the system described by (2.15) and (2.16) is 
completely observable. Assume that ~(t) is positive for all t. 
Let 2(t) denote the conditional expectation of ~(t), given the ob- 
serwtions, z(r), 0 < r < t, 
i ( t )  = ~{~(t) l  z(~) 0 __< ~ < t}, (2 . t9 )  
so that 
~(t) = E{~(t) l  z (~)  o < ~ < t} = ~'(t)~,(t). (2.20) 
Then iKalman and Buey, 1961, pp. 100-101) 
(d/dt)i(t) = {~(t) - {1/e~(t)}~z(t)H(t)~a'(t)}~(t) 
(2.21 
q- {1/¢(t)1 ge(t)ra(l)~(t), 
with the initial condition 
i(t0) = 0, (2.22) 
where ~(t) is a real, symmetric positive-definite matrix which is the 
solution of the matrix Riccati differential equation 
(d/dt)~,(t) = ~(t):~(t) + :~(t)F'(t) 
(2.23) -{1/e2(t)}~z(t)~(t)~a'(t)'~(t) + ~,(t)~x'(t), 
with the initial condition 
~z(o) = E{ i (0 )~ ' (o )} .  (2.24) 
The matrix "~(t) is the covariance matrix of the difference between 
~(t) and $(t), 
~(t )  = E{{~(t) - ~(t)}{x(t)  - ~(t)}'}. (2.25) 
Let 
~e(t) =E{~(t) --E{~(t)[z(z) 0 ~ ~<t}} ~ (2.26) 
then 
~(t) = fi'(t) ~(t)~(O. (2.27) 
In.many problems we have time invariant systems o that F(t) = 
~', (~(t) = 9, fi(t) = ~, ~(r) = ~. Furthermore, as a resul~ of either 
a priori information or ~ long observation time, the covari~nce matrix 
~(t) can ofterr be assumed to have reached its steady-state value. In 
this case, the filter (2.21) becomes the time invariant system given by 
Wiener-Hopf iltering theory. 
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3. RESULTS 
The equations of Sec. 2.1 for the Bhattacharyya distance are now com- 
bined with the h/iarkov model of Sec. 2.2 and Kalman-Bucy results of Sec. 
2.3. The general case is given in Sec. 3.1 and three special cases are dis- 
cussed in Sections 3.2, 3.3 and 3.4. 
3.1 GE~E~L CASE 
The Bhattacharyya distance, as expressed by (2.10) involves the 
variances ~+2(1), ~12(t) and 2 difference ~ (t), of the between various 
stochastic processes and their conditional expectation, given the ob- 
servations up to time t. For Markov models, (2.23) and (2.27) give 
such variances. The Bhattacharyya distance also contains ~l+~(t), the 
result of passing the mean value functions through a conditional ex- 
pectation filter. For the Markov model, (2.20) and (2.21) define such a 
filter. Thus a complete system of differential equations for the Bhatta- 
charyTu distance, can be obtained by using the Markov model of 
Sec. 2.2 and associating the right quantities with the right equations of 
Sec. 2.3. 
For the a~+~(t) and ~.~2(t) terms we simply define the hypothetical 
observation 
xl+~(t) = st(t) + s2(t) + v/2r(t)v(t), (3.1) 
where 
sl(t) + s2(t) = h;,2(t)x~+2(t) (3.2) 
( d/dt)x~+2( t) = F~,~(t)x~+2(t) +G~,~( t)w+~( t ) (3.3) 
Xl+2(t) 
L "~(') J L-;2~-Fj 
0 I 0] 
= L - -o - - - ? :T6 - J  = L - -o - - - I ;gTE  
' : .... --F h'(') l h,,,.(,) L ¥ 2 E  j .  
We assume the system (3.2), (3.3) is completely observable. 
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The results of the appropriate combinations of Sections 2.2, 2.3 and 
Eqs. (3.1)-(3.3) are as follows: 
4r~(t)(d/dt)B(t) ='hl,~(t){~l+~(t)- ~1,2(t)}h~,s(t)+ (~)~l+~(t),1 2 (3.4) 
where 
~1+2(t) -~ ~(t) -- h/.2(t)O(t), (3.5) 
d 0(t) = F1.2(t) 1 Y,~.2(t)h~,~(t)h~,2(t) O(t) 
d-t 27(t) 
(3 .6 )  
1 ]h-~(t)h~,2E(t) 0(0) -- 0, + 2r--  
d ~h+~(t) F~,2(t)~:~+~(t) q- ~h+~(t)F1,2(t) + ~,~(t)G~,~(t) - - ~ ! G ! dt 
(3.7) {1}~ 
- -  2-~(t) ~+2(t)hl,2(t)hl,2(t)~,~-~(t), 
- -  ! ? d ~h.~(t) = F1.2(t)~,~(t) A- 2:L2(t)F~,~(t) --~ G~,2(t)G~,2(t) dt 
1 ::l,~(t) b~(t) ~'(t) o - :~,o.(t) 
- -  r~ - h2(t)h2'(t) 
~1+2(0) = ~,2(0) = - . . . . . .  . (3.9) 
The ~l+~(t) matrix is the covariance matrix of the error ia the esti- 
mate of the state Xl+2(t) associated with s~(t) -t- s~(t), using the hypo- 
thetical observation z~+:(t) of (3.1). The ~,~(t) matrix actually con- 
sists of two completely independent parts, 
:~,~(t) . . . . . . . . .  
where the ~( t )  j = 1, 2 denote the eovariance matrices of the error in 
the state, x¢(g), associated with s¢(t), using the observations z¢(t). 
We simply combined the 2~1(t) and ~:~(t) Riccati equations into a single 
equation of larger dimension, (3.8). 
Viewed in the state-space context, the complete state vector for the 
Bhattacharyya distance has the following components: B(t), 0(/), 
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~i+~(t)) ~1.2(t). To evaluate B(t2) for any t2 > h,  weneed only knowthe 
state vector at time tl and the process behavior during tl to te. No other 
properties of :the process during 0 tot1 are required. 
Obviously, a reasonable measure of the distance between two proc- 
esses should become zero when the processes have the same structure, 
i.e., when sl(t) and s2(t) are identical processes apd ml(t) = ms(t). 
However, for the state variable equatior~s (3.4):(3.9), it is not obvious 
how this occurs as even for identical processes, ~+~(t) ~ ~.-.(t). The 
answer lies in the fact that ~1+2(t) ~1.2(t) is not  of full rank. Also 
(3.2), (3.3) is not a completely observable system. Such difficulties 
should not be ignored but they present no real problem. In Section 3.3 
we handle the problem where sl(t) and s2(t) are identical processes. 
3.2 DETECTION 
The detection problem is to decide whether we are observing signal 
plus noise or just noise. The hypotheses are: 
H1 : z ( t )= s(t) + m(t) -I- r(t)v(t) 
H2 :z(t) = r(t)v(t). (3.10) 
For the detection problem, the general case of (2.10) becomes 
4r2(t)[dB(t)/d t] = Sis(t) -- ~ta42[s(. ) -]- "v/2r( • )v(. )]}2 
, E{s(t)- -  5:ta[s(.) -~ r(.)v(.)]} ~ (3.11) 
+ (1){m(t )  - -  ~ : t , l+2[m( . ) ]}  2 • 
For the Markov model where s(t) is obtained from a system such as 
(2. i2) and (2.13) from (3.4)-(3.8)we obtain 
h'(t) {Z,+2(t) Z,(t) }h(t) 4r (t)[dB(t)/dt] = 
(3.12) 
-t- {re(t) -- h'(t)0(t)} 2, 
dt O(t) =(F( t )  2r~(t) ,1  ~a+2(t)h(t)h'(t)}O(t) 
(3.13) 
1 Z~+~(t)h(t)rn(t), 
d:s  • 
d-t ~+~(t) = F(t)~+~(t) -I- 2;~+2(t)F'(t) -4- G(t)G'i(t) i3.14) 
• • ,  _ ~ 1.. y,~+2(t)h(t)h,(t)v.i.~(t), 
: . :, " ;  z r2 ( t )  - . . . . .  . . . .  
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d 2h(t) = F(t)l~l(t) -t- l~t(t)F'(t) -I- G(t)G'(t) 
dt 
_ 1 ~(t)h(t)h'(t)Y,~(t) (3.15) 
r2(t) 
x~+~(o) = ~(o)  = ~(o) .  
The Riccati equations (3.14) and (3.15) are identical except for the 
factor of (½). 
3.3 EQUAL COVARIANCE FUNCTIONS 
In many cases the two stochastic processes have equal eovariance 
functions and differ only in the mean value functions. Thus the two 
hypotheses are 
H1 :z(t) = s(t) --~ r(t)v(t) -t- ml(l) 
(3.16) 
H2 :z(/) = s(t) + r(t)v(t) -t- m2(t). 
From (2.4) and (2.5) 
and from (2.10) 
~Yt,l+2 = ~t,2A~t (3.17) 
8r2(t) (dB/dt )  = 52(t), 
~(t) = ~(t) - ~:,[4")]. 
(3.1s) 
(3.19) 
For the Markov model where s(t) is obtained from a system such as 
(2.12) and (2.13) we have 
5(t) = ~(t) - h'(t)0(t), (3.20) 
d 0 ( t )= iF ( t ) -  1 Y,(t)h(t)h'(t)}O(t) d-~ ~-~ 
1 Y.(t)h(t)e(t), 





Note that in terms of the general Markov model of Sec. 2.2 we have 
the case where sl(t) is identical to s2(t). We circumvented the problem 
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of a system that is not completely observable by simply considering a 
state variable model for a single filter ~t which corresponds to a com- 
pletely observable system. 
In the case of equal covariance functions, the Bhattacharyya distance 
is equal to the divergence. 
3.4 COHERENT NONDETECTABILITY 
The coherent nondetectability condition (Price, 1965) corresponds 
to the case of a low signal for noise ratio. Loosely speaking, this means 
the white noise power level as determined by r(r) is much greater than 
the "signal power" as determined by sj(r) + m j(r). For simplicity, it is 
assumed that 
r(t) = r (3.22) 
Assume ~;l+~(t) and xl,2(t) of (3.7) and (3.8) can be written in a 
Taylor series expansion i  1/r 2 as follows: 
~1+2(t) = ~°(t) + (1/r2)Y~+~(t) + "'" +,  (3.23) 
Z~,2(t) = ~°(t) + (1/r2)Y,~,2(t) + " -  +,  (3.24) 
where ~°(t) is the solution of (3.7) and (3.8) for 1/r 2 = 0; ~+~(t) and 
l!:l,2(t) are the first order terms (in 1/r~), etc. Define 
= - (3 .25)  a l ,2 ( t )  1 
Substituting (3.23) and (3.24) into (3.7) and (3.8) gives 
d al,~(t) F1,2(t)am(t) + a~,2(t) ~,2(t) ~ F! 
dt 
(1 ) [  hl(t)hl' (t) l--hl(t)hJ(t)7o(3.26) 
+ i . . . . . .  " - -  ! (t) 
-h2(t)h~'(t)l  h2(t)h2 (t) .J 
 1,2(0) = 0 .  
The expression for B(t)  for coherent nondetectability is obtmned by 
using just the first order terms (in 1/r2). Substituting (3.23), (3.24) and 
(3.25) into (3.4) and neglecting higher order terms in 1/r ~ gives our 
desired results 
_ 1 2(t). (3.27) dB(t)  2 h~,2(t)A~,~(t)h~ ~(t) + 
dt r 4 
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For the detection problem, after manipulating some factors of two we 
have 
dB( t )  1 h ' ( t )~( t )h ( t )  -t~ 1 2, -- m ~t), (3.28) 
dt r 4 
(d /d t ) ,~( t )  = Y(t)~(t) + ~(t)F'(t) -~- Y~°(t)h(t)h'(t)y.°(t)  
(3.29) 
~:(o) = o, 
(d/dt)~,°(t )  = F(t)~;°(t) -~ ~°(t)F'(t) -4- G(t)G'(t) 
(3.30) 
~°(o) = E{x(o)x ' (o)}.  
We now show that B( t )  of (3.28) when re(t) =--- 0 is equivalent to the 
Price and Green (1960) expression for "output signal-to-noise ratio." 
This provides a partial tie between our state-space r sults and earlier 
results on the same general problem. Define ¢,(t, r) as the correlation 
function of the observed signal, 
¢~(t, ~) = F{8(t)s(~)}. 
Price and Green (1960) discuss this problem and show that the "out- 
put signal-to-noise ratio" (R(T) is 
~(T)  = •,2(t, ~-) d~- dt. (3.31) 
Equation (3.30) generates the covaHance matrix of x(t) so that 
¢~(t, t) = h' ( t ) :£°( t )h( t ) .  (3.32) 
Define r(t ,  ~) as the fundamental matrix associated with (2.13), 
d r(t,  ~-) = r ( t ) r ( t ,  r) 
dt (3.33) 
r (~,  ~) = I. 
We assume r-l(t,  r) exists for all t and T. Then 
¢~(t, ~) = h'(t)F(t, r )~( r )h ( r ) .  (3.34) 
From (Athans, 1965), we can solve (3.29) to give 
a(t )  = r(t ,  0) r - l (~,  0)z°(~)h(r)h ' (~)~°(r)r ' -1(~,  0) d (3.35) 
• r'(t, o). 
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Since 
r(t ,  r) = r(t ,  o ) r - l ( r ,  0), 
we can obtain from (3.28), assuming m(t) = O, 
folio B(T)  - ? {h'(t)r(t,r):~°(~-)h(r)/{h'(r)~:°(r)r'(t,r)h(t)} 
• dr  c/t, 
or from (3.34) 
B(T)  = ~ ¢,2(t, r) dr dt = ~ e,2(t, r) dr dt. 
(3•36) 
(3.37) 
Except for an unimportant constant the state-space r sult (3.37) equals 
the Price and Green result (3.31). 
For coherent nondetectability, as in the case of equal covariance func- 
tions, the Bhattacharyya distance is equal to the divergence. 
4. SYSTEM AND WAVEFORM DESIGN 
Thus far, this paper has been concerned with just general structure 
and various special cases• We now discuss the particular applications 
that motivated our writing: system and waveform (modulation or 
signal) design. 
A basic problem of system design is the determination of a system 
configuration and system parameter values that yield the "best" system 
subiect to engineering constraints uch as cost, reliability, etc. An 
equally important problem is the design of the "best" waveform for a 
"channel" subject o constraints on the signal's peak amplitude, energy, 
and bandwidth. In both these problems, the definition of "best" some- 
times depends, at least partly, on how well a decision between alternate 
stochastic processes can be made. The Bhattacharyya distance may 
provide a satisfactory measure of such decision-making performance. 
We will now discuss various aspects of system and signal design, 
assuming the Bhattacharyya distance is a satisfactory measure of system 
performance. It should be emphasized that, in the general case, the maxi- 
mization of a distance measure does not necessarily imply minimization 
of the probability of making a wrong decision. The question of when the 
Bhattacharyya distance is actually the "right" measure is not discussed. 
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4.1 SYSTEM DESmN 
The design of a good system configuration and choice of good system 
parameter values is often accomplished by the proven combination of 
"engineering judgment" and "trial and error." The engineer simply 
compares the performance of various ystems which appear promising to 
see which is "best." Thus given a system configuration, its performance 
must often be evaluated for many different parameter values. Simple 
closed-form expressions are desirable but, for most real-life prob- 
lems, unattainable. The differential equations for the Bhattacharyya 
distance are ideal for computer solutions. This match of equation to 
computer is extremely important. 
Since all the initial conditions for the differential equations are speci- 
fied, the Bhattacharyya distance for even nonstationary processes can 
be evaluated for increasing time by a straightfowrward integration using 
either analog or digital computers. Hence extensive parameter searches 
and the testing of various ystem configurations are practical. 
The state-space differential equations may also prove useful in the 
choice of promising system configuration as they provide new insight 
into the problem's structure. 
4.2 SIGNAL DESIGN: GENERAL COMMENTS 
A general approach to signal design using the concepts and techniques 
of optimal-control theory has been developed elsewhere. These studies 
begin with Schweppe (1964) and since then have concentrated on the 
state-estimation problem. Schweppe (1966) and Schweppe and Gray 
(1966) contain explicit results for specific cases while Athans and 
Schweppe (1967) contains a general discussion and a result called the 
"on-off principle." The present paper considers decision-making rather 
than state-estimation but the basic concepts of wavefQrm design via 
optimal-control theory are the same. For decision-making problems the 
criterion of optimality simply changes to maximizing a distance measure 
such as the Bhattacharyya distance. 
We discuss certain general aspects of the design problem with empha~ 
sis on formulating the design problem in a control theoretic framework. 
No conclusions on optimum solutions are attempted nor are comparisons 
made with other related investigations such as Middleton, Sec. 23.2 
(1960), Price and Green (1960), Grettenberg (1963),: 
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Let u(t),  0 < t < T, denote some waveform (modulation or signal). 
The optimal waveform, subject o constraints or quantities uch as its 
amplitude, total energy and bandwidth, is sought. Appropriate methods 
of modeling such constraints are discussed in Athans and Schweppe 
(1967). 
For detection, the two hypotheses are 
H1 : u ( t )  known 
H2 :u(t) = 0. 
The optimal u( t ) ,  0 < t < T, for detection maximizes the distance 
B(T) ,  for these hypotheses subject to the inposed constraints. For 
communication systems, we want to design a set (family, alphabet) of 
waveforms u~(t) ,  k = 1, .-. , M, so that the receiver can detect not 
only the presence of a signal but can also decide which one of the M 
waveforms was transmitted. One way to handle this multiple hypothesis 
problem is to define a set of hypotheses with corresponding distance 
measures as follow: 
Hypothesis 
H,  :u ( t )  = u~(t) 
B~k(t) k = 1 , . . . ,M  
tt~ : u ( t )  = 0 
Hl  :u ( t )  = uk(t )  B~( t )  k , j=  1 ,  . . .  ,M  
: H2 : u(t)= us(t) k ~ j. 
It is conceptually useful to consider the Bkk(t) and Bkj(t) as elements of 
an M X M symmetric matrix. The optimum uk(t ) ,  k = l ,  . . .  , M ,  
0=<t ~< T, "maximizes" this matrix in some desired fashion. For example 
We might maximize the minimum Bk~.(T), k ~ j, with constraints on the 
minimum acceptable BI:k(T) /~ = 1, • • • , M and the energy, amplitude, 
etc., of the uk( t) lc = 1 ,  . .  • , M .  Obviously, there are many possible 
Criteria. 
The further discussion on waveform design emphasizes the' detection 
problem. The M-signal case is closely related but more complicated. 
We consider the two examples illustrated in Figs. 1 and 21 
(1) a channel with additive Gaussian oise. 
: (2) a random channel. 
These two examples are highly simplified and many other problems are 
also encompassed byour mathematical framework. If the actual random 
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FIG. 2. Random channel 
channel is a multipath channel repersented by a "tapped delay fine," 
Fig. 2 models only one "tap." For radar problems uch as detection of a 
point target in the presence of chaff, a combination of the two figures is 
required. However, the two simple examples of Figs. 1 and 2 are repre- 
sentative and extension to more general cases hould be relatively clear. 
4.3 ADDITIVE CHANNEL 
In the detection problem for a channel with additive Gaussian oise 
(Fig. 1) we associate the waveform u(t) with the mean value function 
re(t) and define the two hypotheses as: 
H1 :z(t) = s(t) + r(t)v(t) + u(t) 
(4.1) 
H~ : z(t) = ~(t) + r(t)v(O, 
where s(t) is the Markov noise and v(t) is white noise. The results of 
Sec. 3.3 are directly applicable. From 3,18-3.21, it is seen that the design 
problem can be expressed in the following form: 
368 SCUWEP~ 
Form of Design Problem for Additive Channel 
Consider a linear system with input u(t) and output y(t) defined by 
(d/dt)O(t) = A(t)O(t) -t- b(t)u(t), 
y(t) = h'(t)0(t), (4.2) 
o(o)  = o 
Find the u(t), 0 <= t <= T, subject o constraints, which maximizes 
f0 T 1 B(T)  r~(t ) [y(t) -- u(t)] 2 dt. (4.3) 
For many problems, A(t), b(t) and r(t) may be time invariant. 
This problem statement for designing optimal waveforms for an addi- 
tive channel is similar to many optimal-control theory problems. Re- 
lated solutions are already available in the literature (see Athans and 
Falb, 1966). 
4.4 RANDOM CHANNEL 
For the random channel of Fig. 2, the hypotheses are: 
H1 : z(t) = s(t) + r(t)v(t) 
(4.4) 
H2 :z(t) = r(t)v(t), 
where the structure of s(t) depends on u(t). For the Markov model, one 
explicit model of wide application is: 
(d/dt)x(t) = F(t)x(t) -t-G(t)~(t) 
s(t) = h'(t)x(t) [oj 
o (4.5) 
h(t) = [ 0 
u(t) 
where t~(t) is white noise. 
Define 
a(t)  = ~( t )  
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For coherent nondeteetability conditions, the results of Sec. 3.4 apply. 
From (3.28), (3.29) and (3.30), it is seen that the design problem can be 
expressed in the following form: 
Form of Design Problem for Random Channel: Coherent Nondetectability 
Consider a linear system with input fi(t) and output y(t) defined by 
(d/dt)a(t) = F(t)a(t)  + a(t)F'(t) + (½)~°(t)ee'~°(t)~(t) 
(4,6) 
a(O) = O, y(t) = e 'A( t )e .  
Find the fi(t), 0 =< t -<_ T, subject o constraints, which maximizes 
B(T) = for (~t) y(t)~(t) dt. (4.7) 
For many problems, 2~°(t), F(t) and r(t) may be time invariant. 
The coherent nondetectability random-channel design problem is 
stated so as to emphasize its similarity to the additive channel problem 
and hence to results already available in the optimal-control literature. 
The state of the linear system is simply the matrix ~(t) instead of the 
usual vector. This could be changed by defining a new vector containing 
all the elements of ~(t) but such a modification is not recommended as 
it destroys the inherent structure of the equations. It is better to work 
directly with the matrix equation. (Related results in Bellman, 1960; 
Athans, 1965; Athans and Schweppe, 1965.) 
For the general random channel, the design problem can be expressed 
in the following form: 
Form of Design Problem for Random Channel: General Case 
Consider a nonlinear system with input fi(t) and output Y(t) defined 
by (3.14) and (3.15) where 
h(t)h'(t) = ee'~(t), (4,8) 
.~(t) = e '~, .~( t )  - ~( t ) ]e .  
Find the ~(t), 0 =< t =< T, subject o constraint, which maximizes 
B(T) = y(t)~(t) dr. (4.9) 
For the general random channel, the linear system of the noneoherent 
detectability case becomes nonlinear. The general theory of optimal 
control still applies but this nonlinear system does not seem to be of a 
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form previously: studied. The comments on the advisability of maintain- 
ing the matrix format apply to the nonlinear, as well as linear, problems. 
4.5 D~scvsslo~¢ oN WAWFO~ DESmN 
Obviously we have outlined only the control theoretic approach to 
waveform design for decision making. The paper (Athans and Schweppe, 
1967) on design for state estimation contains a far more complete xposi- 
tion and its basic concepts, as well as many of its explicit statements, 
apply equally to the decision-making problem. We therefore briefly com- 
pare the differences and similarities of these two problems, state estima- 
tion and decision making. 
The major differences between the two problems can be summarized 
for the detection problem as follows: 
State Estimation Decision Making 
Criterion: A function of ~(T) Integral over 0 _< t _< T 
Dynamical System Nonlinear matrix Ric- 
to be Controlled: cati differential equa- 
tion 
(a) Linear vector differen- 
tial equation (additive 
channel) 
(b) Linear matrix differea- 
tim equation (coherent 
nondetectability) 
(e) Nonlinear matrix Rio- 
carl differential equa- 
tion (general random 
channel) 
The variational theory (Pontryagin's Maximum Principle) cited in the 
companion paper is directly applicable to the decision-making criterion. 
For the M:modulation design problem for communication systems, the 
criterion is more complicated and the "control" is a vector process con- 
taining u1($) , " "  , u~(t).  However, the necessary variational theory 
still exists. For state estimation, the Fisher information matrix [Z-I(t)] 
is a useful concept. However, in decision making no analogous result has 
yet been found. 
The two problems are similar in the following areas: 
1. Importance of state-space oncepts. 
(a) Marker models 
(b) KMman-Buey filtering 
2. Importance of matrix Riecati differential equation. 
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3. Modeling of energy, amplitude, and bandwidth con&mints on 
modulation. 
4. Need for considering vector criteria and other paramet,ric studies. 
5. Value of a mathematical framework suitabIe for computer solu- 
tions. 
6. Value of an approach which “easily” provides the form of the 
optinium modulation in terms of a finite number of unknown 
parameters. 
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