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WASSERSTEIN DISTANCE, FOURIER SERIES
AND APPLICATIONS
STEFAN STEINERBERGER
Abstract. We study the Wasserstein metric Wp, a notion of distance between two probability
distributions, from the perspective of Fourier Analysis and discuss applications. In particular,
we bound the Earth Mover Distance W1 between the distribution of quadratic residues in a
finite field Fp and uniform distribution by . p−1/2 (the Polya-Vinogradov inequality implies
. p−1/2 log p). We also show for continuous f : T → R with mean value 0
(number of roots of f) ·
(
∞∑
k=1
|f̂(k)|2
k2
) 1
2
&
‖f‖2
L1(T)
‖f‖L∞(T)
.
Moreover, we show that for a Laplacian eigenfunction −∆gφλ = λφλ on a compact Riemannian
manifold Wp (max {φλ, 0} dx,max {−φλ, 0} dx) .p
√
log λ/λ‖φλ‖1/pL1 which is at most a factor√
log λ away from sharp. Several other problems are discussed.
1. Introduction and Results
1.1. The Erdo¨s-Turan inequality. The Erdo¨s-Turan inequality [15, 16] is classical: if µ is a
probability measure on T, then for every integer n we have the following bound on discrepancy
sup
J⊂T
J interval
|µ(J)− |J || . 1
n
+
n∑
k=1
|µ̂(k)|
k
,
where the supremum ranges over all intervals J ⊂ T and . denotes, here and henceforth, the
existence of an absolute constant that does not depend on any other parameters (in particular,
here it does not depend on n; we refer to Rivat & Tenenbaum [34] for results about the implicit
constant). Ruzsa [35, 36] has shown that the inequality is best possible. It would be impossible to
summarize all work on the subject, we refer to the higher-dimensional extension of the inequality
due to Koksma [19] and to the standard textbooks [12, 14, 21, 29]. We also mention an inequality
of LeVeque [22] which can be derived from the Erdo¨s-Turan inequality and is thus generally weaker
sup
J⊂T
J interval
|µ(J)− |J || .
( ∞∑
k=1
|µ̂(k)|2
k2
)1/3
.
The goal of this paper is to initiate the study of such estimates for the Wasserstein metricWp. Wp is
more refined than the discrepancy notion. The main point of this paper is that these two concepts,
Wasserstein distance and Fourier series, enjoy an interesting interplay. Moreover, while discrepancy
has been a standard notion in which to measure the regularity of sets, the p−Wasserstein distance
might provide a natural framework for more refined estimates – understanding which types of
bounds are available via Fourier Analysis is a natural starting point.
1.2. Wasserstein distance. This notion of distance between probability measures was intro-
duced by Wasserstein in 1969 [44] and received its name in a 1970 paper of Dobrushin [13]. It is
now a foundational concept in optimal transport (see e.g. Villani [43]) as well as probability theory
and partial differential equations (cf. Otto [31] and subsequent developments). We introduce the
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2p−Wasserstein distance between two probability measures µ and ν on the one-dimensional torus
T ∼= [0, 2π) as
Wp(µ, ν) =
(
inf
γ∈Γ(µ,ν)
∫
T×T
|x− y|pdγ(x, y)
)1/p
,
where | · | is the usual distance on the torus and Γ(µ, ν) denotes the collection of all measures on
T × T with marginals µ and ν, respectively (also called the set of all couplings of µ and ν). The
special case p = 1 is particularly nice: by Monge-Kantorovich duality (see e.g. [43])
W1(µ, ν) = sup
{∫
T
fdµ−
∫
T
fdν : f is 1-Lipschitz
}
.
The 1-Wasserstein distance, also sometimes called Earth Mover’s Distance, can be interpreted as
the total amount of work (= distance ×mass) required to transport µ to ν. It is not necessarily
a quantity that is very easy to compute since it is given by the infimum over a variational prob-
lem; in particular, any explicit transport map will result in an upper bound and various ways of
constructing such maps are conceivable (this paper contains two very different methods in §6 and
§9); correspondingly, the construction of lower bounds is quite a bit harder (and a recurring theme
throughout this paper; it would be very nice to have more robust ways of doing this).
=⇒
Figure 1. Transporting mass to make a distribution uniform.
We pose a simple question: let f : T→ R≥0 be given by a continuous function with mean value f ,
how much does it cost to transport the measure f(x)dx to the constant measure fdx? How does
this depend on the Fourier coefficients of f? The connection to Fourier analysis seems natural: if
f is highly oscillating, then one would expect this transportation distance to be somewhat smaller
since ’being larger than average’ and ’being smaller than average’ should alternate more frequently.
1.3. Organization. The paper is organized as follows. Section §2 contains various estimates on
the Wasserstein distance in terms of the Fourier coefficients of the function. It also establishes
a connection to the Littlewood conjecture (solved by Konyagin [20] and McGehee-Pigno-Smith
[27]). Section §3 discusses applications: we study the regularity of quadratic residues in finite
fields, that of the Kronecker sequence
{
n
√
2
}
and the uncertainty principle mentioned in the
abstract. The third part presents a conjecture for Laplacian eigenfunctions, proves part of it up
to logarithmic factors and describes a general bound for highly oscillatory functions. . and &
always refer to absolute multiplicative constants, whereas .a,b,c and &a,b,c indicate parameters on
which the constant may depend. ∼ is used as an abbreviation for & as well as .. ∼a,b,c is defined
analogously. Everything in this paper is real-valued but it will sometimes be convenient to use
complex exponentials; in particular, for all arising functions, f̂(k) = f̂(−k).
2. Wasserstein Distance and Fourier Series
2.1. Some Elementary Bounds. Since the Wasserstein distance is defined by an infimum, it
suffices to consider explicit constructions to obtain upper bounds. If we ignore the condition that
this should be done in the most effective way, we can ask a simpler question: what is the worst
3possible way it could be done? Since positive mass has to cancel negative mass, the limiting factor
is only how far it could be moved and on the torus T (or any bounded domain)
Wp(max {f(x), 0} dx,−min {f(x), 0} dx) . diam(T)‖f‖L1(T).
However, we could also proceed in a different fashion: we could decompose the function into its
Fourier series
f(x) =
∑
n≥1
an sinnx+ bn cosnx,
then take the first frequency spanned by sinx and cosx and move the positive bump to the negative
bump. We observe that this could lead to the creation of a new signed measure if the function f
happens to be negative in the region where a1 sinx + b1 cosx is positive, however, this increases
subsequent transport cost and is thus admissible in proving upper bounds. This process creates a
new function that is hopefully somewhat closer to its mean value
f2(x) =
∑
n≥2
an sinnx+ bn cosnx
and, clearly, the transportation cost is . π
√
a21 + b
2
1 . We will now iterate the procedure and
observe that it gets cheaper: once we are dealing with frequency k, the transport cost per unit of
mass decreases to ∼ k−1 since the function oscillates at a higher frequency.
=⇒ +
+
Figure 2. Explicit frequency-by-frequency transport instructions.
Iterating this procedure and using the triangle inequality suggests
W1(f(x)dx, fdx) .
∞∑
k=1
|f̂(k)|
k
which is eerily similar to the Erdo˝s-Turan inequality. This is no coincidence.
Proposition. For all n ∈ N
W1(f(x)dx, fdx) .
‖f‖L1
n
+
n∑
k=1
|f̂(k)|
k
Proof. The proof is so short we can discuss it right here. We assume w.l.o.g. ‖f‖L1 = 1 and thus
f = (2π)−1. Indeed, we can approximate µ = f(x)dx by a measure ν given as the sum of a large
number of normalized Dirac point masses (as long as we do not require a bound on the number)
and recall the Koksma-Hlawka inequality (see e.g. [21])∣∣∣∣∣ 1N
N∑
k=1
g(xk)−
∫
T
g(x)dx
∣∣∣∣∣ ≤ var(g) supJ⊂T
J is interval
|µ(J)− |J ||,
where var denotes the total variation of the function. Using var(g) ≤ 2π for 1−Lipschitz function
on the Torus together with the description of W1 via Monge-Kantorovich duality
W1(µ, dx) = sup
{∫
T
gdµ−
∫
T
gdx : g is 1-Lipschitz
}
≤ 2π sup
J⊂T
J is interval
|µ(J)− |J ||
shows that the W1 distance can be bounded from above by the discrepancy. The result then
follows from an application of the Erdo˝s-Turan inequality. 
4A priori one would perhaps be inclined to believe that the procedure sketched above to motivate
the Erdo˝s-Turan analogue for Wasserstein distances should be extremely lossy: frequencies are
essentially treated in complete isolation from each other, the triangle inequality is frequently em-
ployed and many redundancies are accumulated (and, indeed, all of this is true and the inequality
is lossy). However, the estimate is, when applied to trigonometric polynomials, at most a constant
factor larger than the trivial bound ‖f‖L1. A general smoothing procedure, introduced in §4.2,
allows to reduce general measures to the case of trigonometric polynomials.
Theorem (McGehee-Pigno-Smith solution of the Littlewood conjecture [27]). We have, for any
finite set of integers λ1 < λ2 < · · · < λN and any numbers a1, . . . , aN∥∥∥∥∥
N∑
k=1
ake
iλkt
∥∥∥∥∥
L1(T)
&
N∑
k=1
|ak|
k
Littlewood’s conjecture is concerned with the intuition that the L1−norm of a function with
Fourier coefficients that are not very small should not be too small either: the Dirichlet kernel
should be an extremal example. More precisely, Littlewood asked [18] whether it was true that
for distinct integers λ1 < · · · < λN and coefficients |ai| ≥ 1∥∥∥∥∥
N∑
k=1
ake
iλkt
∥∥∥∥∥
L1(T)
& logN.
This was independently proven by Konyagin [20] and McGehee-Pigno-Smith [27]. A nice presen-
tation of the McGehee-Pigno-Smith argument can be found in the charming book of Choimet &
Queffelec [11]. We can reinterpret the McGehee-Pigno-Smith inequality as stating that the trivial
frequency-by-frequency transport of trigonometric polynomials to their mean value is never less
efficient (in the W1 distance) than the trivial L
1−bound.
2.2. The 2-Wasserstein distance. As is perhaps not surprising, W2 is special: the linearized
W2 distance and Sobolev space H˙
−1 are naturally related (see Otto & Villani [31] or the textbook
of Villani [43, §7.6]): if µ is a measure and dµ is an infinitesimally small perturbation, then
W2(µ, µ+ dµ) = ‖dµ‖H˙−1(µ) + o(dµ).
R. Peyre [33] used this to show that for any two probability measure µ, ν
W2(µ, ν) ≤ 2‖µ− ν‖H˙−1(µ).
Peyre’s paper [33] seems to have not been published (though it is discussed in the book of San-
tambrogio [38]). We give a quick summary of the argument in §4.2. and discuss a modification
that allows for an additional cut-off of Erdo˝s-Turan type. Santambrogio notes [38, Ex. 64] a more
precise result for probability distributions g(x)dx on [0, 1]
W2(g(x)dx, dx) = ‖1− g‖H˙−1([0,1]).
Peyre [33] also establishes lower bounds in the case where both distributions are bounded from
below and with constants depending on these lower bounds.
2.3. General p−Wasserstein bounds. This section describes a bound for Wp in the one-
dimensional setting. This is accomplished via a more complicated transport plan that makes
better use of the underlying cancellation occuring between frequencies.
Theorem 1. Let 1 ≤ p <∞, let µ be an absolutely continuous measure and let dµ be a perturba-
tion, then
Wp(µ, µ+ dµ) .p
( ∞∑
k=1
|d̂µ(k)|2
k2p−2
) 1
2p
.
5The proof of Theorem 1 can be found in §5. The main interest of Theorem 1 is presumably the
transport plan itself that is fairly nontrivial and might have applications in other settings. Note
added in print: Cole Graham has informed us that he has since obtained a result that should be
compared with Theorem 1
Wp(µ, ν) ≤ cp‖µ− ν‖W˙−1,p
as well as an associated Erdo˝s-Turan inequality for all p ≥ 2,
‖µ− ν‖W˙−1,p ≤
cp
n
+ cp
(
n−1∑
k=1
|µ̂(k)|q
kq
) 1
q
,
where q is the Ho¨lder dual of p. It would be desirable to have more results of this flavor.
An entirely different problem, that becomes especially relevant when trying to understand the
quality of results of this type, is the existence of lower bounds. Explicit transport plans can be
used for the construction of upper bounds. We now discuss lower bounds (as customary, obtaining
matching lower bounds is likely the more difficult problem).
Theorem 2. Let f : T→ R≥0 with mean value f . Then
W1(f(x)dx, fdx) &
1
‖f‖L∞(T)
∑
k∈Z
k 6=0
1 + log |k|
k2
|f̂(k)|2.
The proof of this result is contained in §6. By Ho¨lder’s inequality, this bound for W1 implies a
lower bound for Wp for all p ≥ 1 but one would, of course, assume that in most circumstances
the Wasserstein distance is actually growing with p. It would be nice if one had lower bounds
reflecting this sort of behavior.
Problem. How does one effectively prove lower bounds on Wasserstein distances?
A natural approach is duality, see Loeper [25], Maury & Venel [26] or the discussion in the book
of Santambrogio [38, §5.5.2]. This, however, seems to shift the problem towards the question of
how one would go about finding good test functions which does not seem easier.
3. Applications
3.1. Number Theory. These results can have nontrivial implications in Analytic Number The-
ory. Despite being a standard notion in probability theory and statistics, the Wasserstein distance
does not seem to be frequently used in Number Theory (except for the W1−distance between a set
of numbers and an ordered set of numbers which appears frequently, see for example [21, Theorem
2.1.4]); two recent papers where it appears in a more substantial role are [28, 37]. We illustrate the
usefulness of this notion with an example on T ∼= [0, 1]: let p be an odd prime, what can be said
about the distribution properties of the set of quadratic residues in the finite field Fp rescaled to
the unit interval [0, 1]? This set can be explicitly written as
{{
n2/p
}
: 1 ≤ n ≤ p} ⊂ [0, 1], where
{x} = x− ⌊x⌋ denotes the fractional part.
Figure 3. The renormalized quadratic residues in F29 displayed on [0, 1]. Every
dot except the one in zero represents two quadratic residues. How costly is it to
move this point measure to the uniform distribution?
It is classical (see e.g. [29]) that this measure is rather evenly distributed and that the discrepancy
of their distribution can be analyzed using the Erdo˝s-Turan inequality: we write
µ =
1
p
p∑
k=1
δ{k2/p}.
6The j−th Fourier coefficient can be written in explicit form
µ̂(j) =
∫ 1
0
e−2πijxdµ =
1
p
p∑
k=1
e−2πij
k2
p .
This is a Gauss sum for which a closed form expression is available and
|µ̂(j)| =
{
1 if p divides j
p−1/2 otherwise.
We use this identity in combination with the Erdo˝s-Turan inequality
sup
J⊂T
J is interval
|µ(J)− |J || . 1
n
+
n∑
k=1
|µ̂(k)|
k
≤ 1
n
+
∑
1≤k≤n
p|k
1
k
+
1√
p
∑
1≤k≤n
1
k
.
1
n
+
1
p
log
(
n
p
)
+
logn√
p
Optimizing in n leads to n = p and thus
sup
J⊂T
J is interval
|µ(J)− |J || . log p√
p
.
This can be seen as a special case of the Polya-Vinogradov estimate for character sums. However,
we can obtain a refinement for the W2−distance by using Santambrogio’s exercise
W2(g(x)dx, dx) = ‖1− g‖H˙−1([0,1])
to conclude that
W2(µ, dx) ≤
∑
k∈Z
k 6=0
|µ̂(k)|2
|k|2

1/2
≤
∑
k∈pZ
k 6=0
1
|k|2 +
∑
k∈Z\pZ
1
p
1
|k|2

1/2
.
1√
p
.
We remark that the Santambrogio result also holds for discrete measure: any such discrete measure
can be approximated by a sequence of mollifications and all arising quantities are stable under
taking that limit (this is part of a recurring theme that will also be further explored in §4.2).
Put differently, while irregularities in the distribution of quadratic residues may occur, they do
not occur frequently. This approach might be applicable for many other examples of naturally
occuring objects in Analytic Number Theory.
Open Problem. Establish Wasserstein bounds from above and below for the
regularity of sequences and sets appearing in Number Theory.
Since the Wasserstein distance is smaller than notions of discrepancy, another natural problem is
to ask to which extent irregularity of distribution phenomena continue to hold. We recall that if
(xn)
∞
n=1 is a sequence on [0, 1], then the sequence of measures
µN =
1
N
N∑
n=1
δxn satisfies sup
J⊂T
J is interval
|µN (J) − |J || & logN
N
for infinitely many N.
The sequence of measures so obtained cannot be uniformly regular – this phenomenon is sometimes
refered to as Irregularities of Distributions. This particularly famous result is due to W. M.
Schmidt [39]. The factor logN is sharp, many examples attaining it are known (see [12, 14, 21]).
The problem is wide open in higher dimensions [4, 5, 6, 7, 8, 9]. An example of a sequence with
the highest possible degree of regularity is the Kronecker (or nα−) sequence ({nα})∞n=1. Here,
α ∈ R is assumed to have the property that there exists c > 0
∀p
q
∈ Q
∣∣∣∣α− pq
∣∣∣∣ ≥ cq2 .
7A classical example of such a badly approximable number is
√
2.
Theorem 3 (Earth Mover Distance for Kronecker sequences). Let α be badly approximable, then
W2
(
1
N
N∑
n=1
δ{nα}, dx
)
.α
(logN)
1
2
N
.
This is a factor (logN)1/2 smaller than what is possible in the discrepancy regime. It implies that
Kronecker sequences, while being unable to avoid discrepancy ∼ (logN)/N) can manage to avoid
having it on sets of large measure. We quickly recall the notion of the discrepancy function for a
set of points {x1, . . . , xN} ⊂ [0, 1] given by
d(x) =
∣∣∣∣# {1 ≤ i ≤ N : 0 ≤ xi ≤ x}N − x
∣∣∣∣ .
The star-discrepancyDN of the set is then defined asDN = max0≤x≤1 d(x) and the Lp−discrepancy
D
(p)
N is given by
D
(p)
N =
(∫ 1
0
d(x)pdx
) 1
p
.
The Lp−discrepancy of the Kronecker sequence is Op(
√
logN/N) for 1 ≤ p < ∞ but is at
least a factor
√
logN larger for p = ∞. Wasserstein distances should be related to notions of
Lp−discrepancy (at least in one dimension) which would naturally connect these results; we be-
lieve this to be a promising question that should be within reach. It also seems likely that the
connection between star-discrepancy and W p−Wasserstein distance is not quite as pronounced in
higher dimensions though this remains to be understood. Can Theorem 3 be further improved?
Can it be extended to higher dimensions?
We conclude this section by emphasizing another question that could be quite interesting: it
is known that for a universal c > 0, we have DN(xn) ≥ c log (N)N−1 for infinitely many N .
The problem remains famously unsolved in dimensions d ≥ 2, see [4, 5, 6, 7, 8, 9]. Is there an
Irregularities of Distribution phenomenon for the Wasserstein distance?
Open problem. Can N ·Wp(µN , dx) stay bounded in N?
The case p = 1 is special since unboundedness there would imply unboundedness for all p > 1.
We have no good understanding how hard this question is. One would perhaps be inclined to
conjecture that Wp(µN , dx) & cp
√
logN/N for infinitely many N for some cp > 0 depending only
on p. It would be of substantial interest to have results of this flavor in higher dimensions as well.
3.2. An Uncertainty Principle. This section discusses a result that seem quite unrelated to
the notion of Wasserstein distance and was, somewhat to our surprise, obtained as a byproduct.
A classical result often mentioned in the context of the Sturm Oscillation Theorem is that a
continuous function f only comprised of large frequencies has many roots: more precisely, if
f(x) =
∞∑
k=n
ak sin (kx) + bk cos (kx), then # {x ∈ T : f(x) = 0} & n.
A proof via complex analysis is immediate: complexify, factor out the largest monomial and use
the argument principle. There is also a purely ’real’ proof via partial differential equations (see
[40]). We now discuss a more quantitative variant capturing the same phenomenon.
Theorem 4. For all continuous f : T→ R with mean value 0
(number of roots of f) ·
( ∞∑
k=1
|f̂(k)|2
k2
) 1
2
&
‖f‖2L1(T)
‖f‖L∞(T)
.
Setting f(x) = sin (nx) shows that the inequality is sharp up to constants. We believe it to be
quite curious – it can be interpreted as a quantitative Sturm oscillation estimate and we believe
that it raises a series of natural questions: to which extent can similar results be proven in a more
8general setting? Are the Lp−norms on the right-hand side optimal? Is there a more elementary
proof not passing through the notion of Wasserstein distance? We observe that the result improves
on the classical result for functions of the type, say,
f(x) = ε sin (nx) + sin (n2x).
The classical result can only deduce the existence of at least n roots while Theorem 5 implies the
existence of & n2/(1+ ε2n2)1/2 roots which is better than the classical bound as soon as ε . n−1.
We observe that there is a natural corollary for differentiable functions that bypasses the notion
of both Fourier series or Sobolev spaces with negative indices.
Corollary. Let f : T→ R be continuously differentiable with mean value f . Then
(number of critical points of f) · ‖f − f‖L2(T) &
‖f ′‖2L1(T)
‖f ′‖L∞(T)
.
The corollary follows immediately by applying Theorem 4 to f ′ and f(x) = sin (nx) again shows
the inequality to be sharp. It seems again to capture a quite fundamental idea: if the absolute
value of the derivative happens to be large on a set of large measure, then either the function keeps
going up (making the L2−norm big) or the derivative is alternating quite a bit between positive
and negative values (creating critical points). It would again be desirable to have a simple proof
avoiding the Wasserstein distance altogether and it would be fascinating to understand whether the
inequality (or rather, an inequality encapsulating the same principle) exists in higher dimensions.
The proof of Theorem 4 actually shows a slightly stronger result
#
{
x ∈ T : f(x) = f}W1(f(x)dx, fdx) & ‖f − f‖2L1‖f‖L∞ ,
where f is the average of f . The author recently established [42] a variant of Theorem 4 in two
dimensions: if f(x)dx and g(x)dx are two absolutely continuous measures on a two-dimensional
domain M with continuous densities and the same total mass, then, for all 1 ≤ p <∞,
Wp(f(x)dx, g(x)dx) · H1 {x ∈M : f(x) = g(x)} &M,p
‖f − g‖1+1/pL1(M)
‖f − g‖L∞(M)
,
where H1 is the one-dimensional Hausdorff measure. This turns out to be an essential ingredient
in establishing a metric analogue of classical Sturm-Liouville theory in two dimensions.
3.3. Laplacian eigenfunctions and Applications. Throughout this section, let (M, g) be a
smooth, compact Riemannian manifold without boundary and let (φk)
∞
k=0 denote the sequence
of L2−normalized Laplacian eigenfunctions. These objects are of fundamental importance in
mathematical physics because they diagonalize the Laplacian. Ever since the seminal 1912 paper
of Weyl [45], they are known to interact deeply with the local and global geometry of the manifold
(see [10] for a recent fascinating mystery). We refer to a recent book of Zelditch [46] for an
overview. This section discusses a new property of these functions. Any solution of −∆gφ = λφ
is known to oscillate on scale ∼ λ−1/2 (also known as the wavelength). Can the positive part
φ+ = max {φ, 0} be moved to the negative part φ− = max {−φ, 0} by essentially moving the
entire L1−mass by roughly one wavelength?
Conjecture. Is it true that if −∆φ = λφ on (M, g), then
Wp (max {φλ, 0} dx,max {−φλ, 0}dx) ∼p,(M,g) 1√
λ
‖φ‖
1
p
L1(M)?
We remark that the conjecture is two-sided and claims both upper and lower bounds. This question
seems already nontrivial on T2: it may be easily verified for cos (〈k, x〉) (where k ∈ Z2) but the
eigenvalues of −∆T2 can have arbitrarily large multiplicity and it seems nontrivial to establish the
result for linear combinations. The same phenomenon occurs on S2. It seems conceivable that
these cases already encapsulate all typical obstructions and that a proof on either S2 or T2 could
illustrate the general case. We prove a result that makes the upper bound seem likely.
9Theorem 5. Let (M, g) be a compact Riemannian manifold and ∂M = ∅. If 1 ≤ p < ∞ and
−∆gφ = λφ on M , then
Wp (max {φλ, 0} dx,max {−φλ, 0} dx) .p,(M,g)
√
logλ
λ
‖φ‖
1
p
L1(M).
Moreover, if f :M → R can be written as
f =
∑
λk≥λ
〈f, φk〉φk,
then
Wp (max {f(x), 0} dx,max {−f(x), 0} dx) .p,(M,g) 1√
λ
√
log
(
λ
‖f‖L2(M)
‖f‖L1(M)
)
‖f‖
1
p
L1.
This establishes one direction of the conjecture up to a logarithmic factor. Unfortunately, the
argument does not seem to be able to produce sharper results and different techniques might be
needed. The second part of the statement, adapting a technique from [41], shows that all ’high-
frequency’ functions have positive and negative mass cancelling out with little work, this seems
like a fairly fundamental principle; it is not clear to us whether the logarithmic factor is necessary.
The conjectured lower bound in Theorem 5 may be within reach in the special case of two-
dimensional manifolds for certain values of p. The relevant question that needs to be answered
seems to be the following: suppose −∆φ = λφ on a two-dimensional manifold M and let A =
{x ∈M : φ(x) = 0} be the set where the eigenfunction vanishes, is then necessarily a fixed amount
of the Lp−mass far away from the roots? More precisely, do we have an estimate of the type
‖φ‖Lp({x∈M :d(x,A)≥δ·λ−1/2}) & ‖φ‖Lp(M)?
An even stronger statement would be the following: if Ω ⊂ R2 and φ is the first non-trivial
eigenfunction of the Dirichlet-Laplacian on Ω, i.e. −∆φ = λ1φ, is it true that
‖φ‖
Lp
({
x∈M :d(x,A)≥δ·λ−1/21
}) & ‖φ‖Lp(M)?
This estimate can only hold in two dimension due to a well known two-dimensional rigidity phe-
nomenon. Existing results imply that the estimate holds for p =∞ (see [17, 23, 24, 32]).
4. Peyre’s argument and a smoothing procedure
4.1. Peyre’s argument. We quickly describe Peyre’s argument; while presentation has been
slightly changed, all the content is from [33]. The main ingredient is a connection between the
linearized W2 distance and H˙
−1 (see, for example, Otto & Villani [31] or the textbook of Villani
[43, §7.6]): if µ is a measure and dµ is an infinitesimally small perturbation, then
W2(µ, µ+ dµ) = ‖dµ‖H˙−1(µ) + o(‖dµ‖).
We recall the definition of the weighted H˙1−norm
‖g‖H˙1(µ) :=
(∫
T
|∇g|2dµ
) 1
2
which then defines H˙−1(µ) via duality
‖h‖H˙−1(µ) := sup
{
〈g, h〉 : ‖g‖H˙1(µ) ≤ 1
}
.
If µt is now a one-parameter family interpolating between µ0 = µ and µ1 = ν, then
W2(µ, ν) ≤
∫ 1
0
∥∥∥∥∂µt∂t
∥∥∥∥
H˙−1(µt)
dt
and the Benamou-Brenier formula [3] (also discussed in the textbook of Villani [43, §8.1]) implies
that taking the infimum over all possible curves actually coincides with the W2 distance (we will
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not use this fact). We use the bound for the choice of curve µt = (1 − t)f(x)dx + tfdx, where f
denotes the average value of f(x)dx and obtain
W2(f(x)dx, fdx) ≤
∫ 1
0
‖f(x)− f‖H˙−1(µt)dt.
We observe that µt ≥ tfdx and thus
‖g‖H˙1(µt) :=
(∫
T
|∇g|2dµ
) 1
2
≥
(
ft
∫
T
|∇g|2dx
) 1
2
=
√
ft‖g‖H˙1(dx)
which, by duality, then implies
‖h‖H˙−1(µt) ≤
1√
ft
‖h‖H˙−1(dx).
This implies
W2(f(x)dx, fdx) ≤
∫ 1
0
‖f − f‖H˙−1(µt)dt ≤ ‖f‖H˙−1(dx)
∫ 1
0
dt√
ft
= 2
‖f‖H˙−1√
f
= 2
‖f‖H˙−1(dx)
‖f‖1/2L1
.
4.2. A Smoothing Procedure. The purpose of this section is to explain how a basic smoothing
procedure implies that it is always possible to introduce a free parameter as in the Erdo˝s-Turan
type inequality. It also shows that in most cases it will be sufficient to consider trigonometric
polynomials (as long as the argument does not depend on their degree). This approach is universal
and not limited to any particular Theorem; indeed, it will be implicitly assumed in most subsequent
arguments. Let f : Td → R≥0 be given and assume its Fourier series is
f(x) =
∑
k∈Zd
f̂(k)e2πi〈k,x〉.
As we do throughout the paper, we use f = f̂(0) to denote the mean value of the function. The
main idea is to apply the heat equation to smooth the function and then interpret the outcome g
of this smoothing process as the result of applying a particular transport plan moving f to g (we
refer to the beginning of §9 where this argument is described in greater detail). If we can bound
the p−Wasserstein cost of moving f to g, we may use the triangle inequality to estimate
Wp(fdx, fdx) ≤Wp(fdx, gdx) +Wp(gdx, fdx).
The symbol et∆f is used to denote the solution of the heat equation after t units of time (since we
work on Td, we do not need to specify boundary conditions). We state the result of this section
as a Lemma.
Lemma. Given a nonnegative function f : Td → R≥0 with mean value f , we have, for all
1 ≤ p <∞ and a constant cd,p > 0
Wp(fdx, fdx) .p
‖f‖
1
p
L1
n
+Wp
 ∑
‖k‖≤cd,pn logn
f̂(k)e−‖k‖
2/n2e2πi〈k,x〉, fdx
 .
We see that we can make the first term as small as we wish by making n sufficiently large; in
particular, understanding the behavior of Fourier series truncated at a certain degree is sufficient
(as long as the estimates do not depend on the degree of the trigonometric polynomial).
Proof. We recall that the solution of the heat equation can be written in two different ways: the
first way is on the Fourier side
et∆f(x) =
∑
k∈Zd
f̂(k)e−‖k‖
2te2πi〈k,x〉
while, essentially by linearity of the heat equation,
et∆f(x) =
(
et∆δ0
) ∗ f,
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where et∆δ0 is the heat kernel. It looks, for small t, essentially like a Gaussian at scale ∼
√
t (and
converges in profile as t → 0+). In particular, the heat kernel on the spatial side is much better
behaved than would be required for our purposes here. We set g = et∆f and start by estimating
Wp(f, g). This is fairly easy by using homogeneity of space and the definition of the heat flow via
convolution
Wp(fdx, gdx)
p ≤ ‖f‖L1(Td)
∫
Td
‖x‖p [et∆δ0] (x)dx .p,d ‖f‖L1(Td)t p2
The next step consists of estimating Wp(g, f). We set g = g1 + g2, where
g1 =
∑
k∈Zd
‖k‖≤X
f̂(k)e−‖k‖
2te2πi〈k,x〉 and g2 =
∑
k∈Zd
‖k‖>X
f̂(k)e−‖k‖
2te2πi〈k,x〉,
where X is a quantity to be determined further below, and use the trivial estimate
Wp(gdx, fdx) ≤Wp(gdx, g1dx) +Wp(g1dx, fdx)
.d Wp(g1dx, fdx) + ‖g2‖L1 .
We therefore need to estimate the L1−norm of the high-frequency function∥∥∥∥∥∥∥
∑
k∈Zd
‖k‖≥X
f̂(k)e−‖k‖
2te2πi〈k,x〉
∥∥∥∥∥∥∥
L1(Td)
≤
(
sup
k∈Zd
|f̂(k)|
) ∑
‖k‖≥X
e−‖k‖
2t
.d ‖f‖L1(Td)
∫ ∞
X
e−tr
2
rd−1dr.
This is a second kind of error that is being introduced: we want to choose X as small as possible
while still dominating the first kind of error, ‖f‖L1tp/2, that we already introduced. We will now
show that for
X = cd,p
log (1/t)√
t
we have
∫ ∞
X
e−tr
2
rd−1dr . t
p
2 .
A simple substitution shows that∫ ∞
X
e−tr
2
rd−1dr = t−
d
2
∫ ∞
X
√
t
e−x
2
xd−1dx.
This integral is also known as the incomplete gamma function Γ(d,X
√
t) and we are interested
in the regime X
√
t ≫ 1. In this regime, there is a classical asymptotic (see e.g. Abramowitz &
Stegun [1, §6.5.35]), valid for a≫ 1, stating that Γ (d, a) .d ad− 12 e−a. Introducing a new variable
n = t−1/2 leads to
Wp(f, f) ≤
‖f‖
1
p
L1
n
+Wp
 ∑
‖k‖≤cdn logn
f̂(k)e−‖k‖
2te2πi〈k,x〉, fdx
 .

A very similar argument can be carried out on general manifolds with eigenfunctions of the Lapla-
cians replacing the trigonometric system; the argument is more or less analogous, some of the new
ingredients that would be necessary (estimates on the decay of Green function) are used in §9.
5. Proof of Theorem 1
Proof. Using the general smoothing procedure outlined above, it suffices to deal with perturbations
of the form f(x)dx where
f(x) =
N∑
k=1
ak sin (kx) + bk cos (kx)
as long as the argument does not depend on N . We note that we can assume that f has mean
value 0 since otherwise the two measures have different total mass and no transport is possible.
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We will also assume that bk = 0 and deal with the sine series. The cosine series can be dealt
with in the same way, the cases are combined using the triangle inequality. The bound is derived
from an explicit but nontrivial transport plan. This transport compiles a frequency-by-frequency
statistics and then looks at the aggregate effect. It can be described as follows (see Fig. 4): we
fix x and determine mass transfer to y as follows.
(1) We go through all the frequencies ak sin kx. If ak sin kx > 0, then we divide that positive
mass into two equally sized positive masses (ak/2) sinkx and spread them non-uniformly
over the two adjacent valleys (see Fig. 4).
(2) More precisely, if y is a point in an adjacent valley, then the amount of mass transported
from x to y is set to be (k/4) sin (kx)(− sin ky)dy. This maps every single frequency to 0.
(3) Finally, we look at all possible pairs of points (x, y) and study the total amount of mass
m1 that is being transported from x to y and the total amount of mass m2 from y to x.
Clearly, if both m1 and m2 are positive, then there is a bit of redundancy happening; we
remedy it to by only transporting |m1 −m2| wherever it needs to go (the direction is not
important: the transportation cost is |m1 −m2||x− y|p).
The way the transport plan is set up, there is one favorable cancellation early on in the computation
of the cost that simplifies matters. However, it is quite conceivable that an entirely different
transport plan could yield better results. We introduce, for the purpose of abbreviation, the set
c(x, y) = {k ∈ N : sin (kx) has exactly one root between x and y} .
We compute the amount of mass moved from x to y and see that it is given by
∑
k∈c(x,y)
ak
2
k sin (kx)(− sin (ky))1ak sin (kx)>0 =
1
2
∑
k∈c(x,y)
k|ak sin (kx) sin (ky)|1ak sin (kx)>0,
since k ∈ c(x, y) implies that sin (kx) and sin (ky) have opposite sign. Likewise, the amount of
mass transported from y to x is given by
1
2
∑
k∈c(x,y)
kak sin (ky)(− sin (kx))1ak sin (ky)>0 =
1
2
∑
k∈c(x,y)
k|ak sin (kx) sin (ky)|1ak sin (ky)>0
=
1
2
∑
k∈c(x,y)
k|ak sin (kx) sin (ky)|1ak sin (kx)<0.
These two quantities, the total planned transport from x to y and the transport from y to x,
are positive: however, we clearly do not actually have to transport their sum but merely their
difference. The way the transport plan is set up, one of the absolute values of a term is multiplied
with its signature and |x| sign(x) = x has the effect that one of the absolute value signs disappears
which introduces an oscillatory term. The actual amount of mass A being transported (from either
x to y or from y to x) is
A =
∣∣∣∣∣∣
∑
k∈c(x,y)
k|ak sin (kx) sin (ky)|1ak sin (kx)>0 −
∑
k∈c(x,y)
k|ak sin (kx) sin (ky)|1ak sin (kx)<0
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k∈c(x,y)
k|ak|| sin (kx)|| sin (ky)|(1ak sin (kx)>0 − 1ak sin (kx)<0)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k∈c(x,y)
k|ak|| sin (kx)|| sin (ky)| sign (ak sin (kx))
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
k∈c(x,y)
akk sin (kx)| sin (ky)|
∣∣∣∣∣∣ .
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We use Cauchy-Schwarz to bound the 2p−th power of the p−Wasserstein distance from above
W pp (dx, dx + f(x)dx)
2 ≤
∫
T
∫
T
|x− y|p
∣∣∣∣∣∣
∑
k∈c(x,y)
akk sin (kx)| sin (ky)|
∣∣∣∣∣∣ dxdy
2
≤ 4π2
∫
T
∫
T
|x− y|2p
 ∑
k∈c(x,y)
akk sin (kx)| sin (ky)|
2 dxdy
We expand the double sum and obtain the upper bound W pp (f, 0)
2 ≤ 4π2J where J can be
rewritten as
J =
N∑
k,ℓ=1
akkaℓℓ
∫
T
sin (kx) sin (ℓx)
∫
T
|x− y|2p| sin (ky)|| sin (ℓy)|1k∈c(x,y)1ℓ∈c(x,y)dydx.
Figure 4. The transport instructions: every positive point-mass of a frequency
is spread over the entire adjacent valleys (proportional to the depth of the valley).
We start by analyzing, for x ∈ T and k, ℓ ∈ N fixed, the inner integral
J2 =
∫
T
|x− y|2p| sin (ky)|| sin (ℓy)|1k∈c(x,y)1ℓ∈c(x,y)dy.
We assume from now on w.l.o.g. k ≤ ℓ. For fixed k, x, the set {y : k ∈ c(x, y)} is the union of two
intervals of length π/k that are distance π/k apart. Likewise, the set {y : ℓ ∈ c(x, y)} is the union
of two intervals of length π/ℓ that are distance π/ℓ apart. This implies that
1k∈c(x,y)1ℓ∈c(x,y) ≡ 0 unless the distance of x, y to the nearest root of sin (kx) is . 1
ℓ
.
This then implies
J2 .p
1
ℓ2p
∫
T
| sin (ky)|1k∈c(x,y)1ℓ∈c(x,y)dy . 1
ℓ2p
1
ℓ
∣∣∣∣sin(kℓ
)∣∣∣∣ . kℓ2p+2 .
We use this, again together with the fact that x has to be within distance ∼ ℓ−1 of a root of
sin (kx) for the weight to be nonzero, to estimate
J .
N∑
k,ℓ=1
k≤ℓ
kℓ|ak||aℓ| k
ℓ2p+2
∫
T
| sin (kx)|1d(x,root of sin (kx).ℓ−1)dx
≤
N∑
k,ℓ=1
k≤ℓ
kℓ|ak||aℓ| k
ℓ2p+2
k
ℓ
∣∣∣∣sin(kℓ
)∣∣∣∣ . N∑
k,ℓ=1
|ak||aℓ| min(k, l)
4
max(k, ℓ)2p+3
.
This can be estimated by
N∑
k,ℓ=1
|ak||aℓ| min(k, l)
4
max(k, ℓ)2p+3
.
N∑
k,ℓ=1
1
k + ℓ
|ak|
kp−1
|aℓ|
ℓp−1
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to which we apply Hilbert’s inequality for sequences of real numbers (ck)
∞
k=1, (dk)
∞
k=1
∞∑
k,ℓ=1
ckdℓ
k + ℓ
≤ π
( ∞∑
k=1
c2k
) 1
2
( ∞∑
ℓ=1
d2ℓ
) 1
2
to obtain
W pp (dx, dx + f(x)dx)
2 .
N∑
k,ℓ=1
1
k + ℓ
|ak|
kp−1
|aℓ|
ℓp−1
.
∞∑
k=1
a2k
k2p−2
.
The argument is identical for a pure cosine series. This shows that
W pp (dx, dx+ f(x)dx)
2p .p
∞∑
k=1
a2k + b
2
k
k2p−2
and therefore
Wp(dx, dx + f(x)dx) .p
( ∞∑
k=1
|f̂(k)|2
k2p−2
) 1
2p
.
The full statement follows from combining this result with the smoothing procedure. 
6. Proof of Theorem 2
The main idea of the proof is as follows: given a mass distribution f(x)dx, it seems rather difficult
to get any good estimates on the Wasserstein distance from below. However, if we can identify a
subregion of space where there is more mass than fdx, then we have some information: all the
’superfluous’ mass has to be transported to a region outside. One would assume that this is more
or less the only restriction (except for ’not too mass is allowed to pile outside the region’) and
making this intuitive notion precise (or showing it to be false) seems like a fascinating question
that is instrumental to the development of stable lower bounds on Wasserstein distances.
Our argument makes use of the following elementary Lemma (versions and presumably stronger
versions of which have surely been stated somewhere in the literature).
Lemma. Let f : T → R≥0 be given and have mean value f . For any transport plan γ ∈
Γ(f(x)dx, fdx) and any ε > 0, there exists a function T : T→ T mapping f(x)dx to the uniform
distribution fdx such that the transport cost satisfies∫
T
|T (x)− x|f(x)dx ≤W1(f(x)dx, fdx) + ε.
Proof. The argument is fairly unsurprising; as usual, mollification allows us to assume the function
f is continuous. Since T is compact, it is even uniformly continuous. We now subdivide T into
intervals of length δ, these are ∼ δ−1 intervals in total. We can then ’integrate out the marginals’
or, more directly, determine how much mass the transport plan moves from each of the intervals
to each of the other intervals. If the function f was piecewise constant on each of the intervals,
the construction of T would be immediate: we would subdivide each of the intervals Ii into ∼ δ−1
subintervals whose length corresponds to the amount of mass that is to be transported from Ii
to each of the other subintervals and then define T as the associated transport map. While f
is not piecewise constant, it being uniformly continuous implies that the amount to which this
assumption is incorrect becomes arbitrarily small as δ → 0. 
The proof gives slightly more information, it can be used to show that T can actually be chosen
to be piecewise linear on a finite number of intervals whose number can be bounded in terms of
the modulus of continuity of f and ε. At first glance, this may look like a simplified form of the
transport problem, however, problems in optimal transport are usually fairly easy to approximately
solve after discretizing space and turning it into a finite combinatorial matching problem (this is
another consequence of Wasserstein effectively operating at negative Sobolev spaces). Thus, while
slightly simplifying our proof, we do not believe the simplified map T to yield much insight in
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general (conversely, our proof could have also bypassed T by incorporating the construction in the
proof above; we have found this way simpler).
Proof of Theorem 2. We assume that f : T→ R≥0 is given and has mean value f . Our goal is to
obtain a lower bound on W1(f(x)dx, fdx). Our general smoothing procedure allows us to assume
w.l.o.g. that f is given as
f(x) =
∑
|k|≤N
f̂(k)eikx
as long as our subsequent estimates do not depend on N : we can always take N so large that
‖f‖L1/N ≪ W1(f(x)dx, fdx) and then apply the smoothing procedure. We will, mainly for
simplicity of notation, construct a lower bound on the simple class of transport plans that is given
by explicit functions T : T → T as opposed to the actual set of copulas – this is w.l.o.g. since
all the arguments immediately apply in the general case or, from a different perspective, general
copulas can actually be approximated by this simpler class of maps because the underlying density
is given by a smooth density. Assuming T : T→ T is one of these specialized transport plans, the
cost of transport to equilibrium is computed as
transport cost =
∫
T
|T (x)− x|f(x)dx.
Let now t > 0 be arbitrary; we can introduce an additional layer of averaging by writing∫
T
|T (x)− x|f(x)dx =
∫
T
1
t
∫ x+t
x
|T (y)− y|f(y)dydx.
The next step is to obtain a lower bound on the inner integral assuming that, for x fixed,∫ x+t
x
f(y)dy ≥ tf
which merely states that there is too much mass inside the interval [x, x + t]. Clearly, it has to
be transported out and we now obtain a uniform bound on how cheaply that can be done that is
independent of the transport map T . Clearly, the best possible case is if all the superfluous mass
is already as close to the boundary as possible: in that case, invoking the bound on the maximal
density ‖f‖L∞ we obtain a lower bound for the local transportation cost∫ x+t
x
|T (y)− y|f(y)dy & 1‖f‖L∞(T)
(∫ x+t
x
f(y)dy − tf
)2
as follows: the amount of ’superfluous’ mass in the interval [x, x + t] is given by
m+ =
∫ x+t
x
f(y)dy − tf .
To minimize the cost of transporting it outside, we would assume it to be arranged as close to
the boundary as possible. However, there is also a bound on the L∞ norm which forces it to be
arranged on an interval of length at least ∼ m+/‖f‖L∞. However, transporting it outside then
means that at least half of that mass has to be transported at least half of the length of that
interval leading to a lower bound of & m2+/‖f‖L∞ as was claimed.
f
Figure 5. The interval J : bounding mass concentration near the boundary.
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We recall that this inequality is conditional on the amount of mass in [x, x + t] exceeding the
average f . However, by double-counting the transport plan and looking at ’import’ instead of
’export’, we get the same inequality if the mass is smaller than tf . Therefore∫
T
|T (x)− x|f(x)dx =
∫
T
1
t
∫ x+t
x
|T (y)− y|f(y)dydx
&
1
‖f‖L∞(T)
∫
T
1
t
(∫ x+t
x
f(y)dy − tf
)2
dt.
An expansion in Fourier series shows that∫ x+t
x
f(y)dy − tf =
∑
|k|≤N
k 6=0
f̂(k)
eikx
ik
(
eikt − 1)
and thus
1
‖f‖L∞(T)
∫
T
1
t
(∫ x+t
x
f(y)dy − tf
)2
dx =
1
‖f‖L∞(T)
1
t
∑
|k|≤N
k 6=0
|f̂(k)|2
k2
∣∣eikt − 1∣∣2.
This is valid for all t > 0. We can therefore average over 0 ≤ t ≤ π and obtain
1
π
∫ π
0
1
t‖f‖L∞(T)
∑
|k|≤N
k 6=0
|f̂(k)|2
k2
∣∣eikt − 1∣∣2dt & 1‖f‖L∞(T) ∑|k|≤N
k 6=0
|f̂(k)|2
k2
∫ π
0
∣∣eikt − 1∣∣2
t
dt.
This integral is easy to bound: the integrand can be simplified as∫ π
0
∣∣eikt − 1∣∣2
t
dt =
∫ π
0
2− 2 cos (kt)
t
dt ∼
k∑
ℓ=1
∫ π(ℓ+1)
k
πℓ
k
2− 2 cos (kt)
t
dt
∼
k∑
ℓ=1
1
k
k
π(ℓ + 1)
∼ log k.
This implies the desired result. 
7. Proof of Theorem 3
Proof. We only discuss the proof for α =
√
2, the general proof is completely identical since we
only use the fact that
√
2 is badly approximable (but, of course, all implicit constants will depend
on α). The Fourier coefficients are easily bounded since the exponential sum is a geometric series
|µ̂N (k)| =
∣∣∣∣∣ 1N
N∑
n=1
e2πikn
√
2
∣∣∣∣∣ = 1N
∣∣∣∣∣e2πk(N+1)
√
2 − 1
e2πik
√
2 − 1
∣∣∣∣∣ ≤ 1N 2∣∣∣e2πik√2 − 1∣∣∣ . 1N 1∥∥k√2∥∥ ,
where ‖x‖ = min(x − ⌊x⌋ , ⌈x⌉ − x) is the distance to the nearest integer. The problem thus
essentially reduces to studying the distribution of
∥∥k√2∥∥. Here, we can use a classic algebraic
trick to conclude that for any integer a ∈ N∣∣∣(k√2− a)(k√2 + a)∣∣∣ = ∣∣2k2 − a2∣∣ ≥ 1 and thus ‖k√2‖ & 1|k| .
This step does not work for general α but the inequality is still true and is equivalent to the
definition of a badly approximable number. We observe the following implication: the set{
‖k
√
2‖ : 2ℓ ≤ k ≤ 2ℓ+1
}
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is ∼ 2−ℓ separated and every element is bounded away from 0 and satisfies & 2−ℓ. This allows us
to bound
1
n
+
n∑
k=1
|µ̂N (k)|
k
.
1
n
+
logn∑
ℓ=1
∑
2ℓ≤k≤2ℓ+1
|µ̂N (k)|
k
.
1
n
+
logn∑
ℓ=1
1
2ℓ
∑
2ℓ≤k≤2ℓ+1
|µ̂N (k)|
.
1
n
+
logn∑
ℓ=1
1
2ℓ
1
N
∑
2ℓ≤k≤2ℓ+1
1
‖k√2‖ .
1
n
+
log n∑
ℓ=1
1
2ℓ
1
N
∑
1≤m≤2ℓ
1
(m/2ℓ)
.
1
n
+
1
N
logn∑
ℓ=1
ℓ ∼ 1
n
+
(logn)2
N
and optimizing in n leads to the choice n = N . The same kind of reasoning yields slightly better
bounds for the Wasserstein distance. We use |µ̂(k)| ≤ ‖µ‖L1 = 1 to conclude
W2(µN , dx) .
( ∞∑
k=1
|µ̂N (k)|2
k2
) 1
2
≤
N2∑
k=1
|µ̂N (k)|2
k2
+
∞∑
k=N2+1
1
k2
 12 ≤ 1
N
+
N2∑
k=1
|µ̂N (k)|2
k2
 12
We estimate, as above,
N2∑
k=1
|µ̂N (k)|2
k2
.
log (N2)∑
ℓ=1
∑
2ℓ≤k≤2ℓ+1
|µ̂N (k)|2
k2
.
log (N2)∑
ℓ=1
1
22ℓ
∑
2ℓ≤k≤2ℓ+1
|µ̂N (k)|2
.
1
N2
log (N2)∑
ℓ=1
1
22ℓ
∑
2ℓ≤k≤2ℓ+1
1
‖k√2‖2 .
1
N2
log (N2)∑
ℓ=1
1
22ℓ
∑
1≤m≤2ℓ
1
(m/2ℓ)2
.
1
N2
log (N2)∑
ℓ=1
1
22ℓ
∞∑
m=1
1
(m/2ℓ)2
.
1
N2
log (N2)∑
ℓ=1
1 ∼ log (N
2)
N2
and therefore
W2(µN , dx) .
√
logN
N
.

8. Proof of Theorem 4
Proof of Theorem 3. We will first prove that if f : T→ R≥0 is continuous with mean f , then
‖f − f‖2L1(T)
‖f‖L∞(T)
1
#
{
x ∈ T : f(x) = f} .W1(f(x)dx, fdx) .
( ∞∑
k=1
|f̂(k)|2
k2
) 1
2
.
Once this is established, we will show how this implies the full desired statement. The upper
bound is fairly straightforward: we use homogeneity, the Ho¨lder inequality and Peyre’s estimate
to conclude that
W1(f(x)dx, fdx) = f ·W1
(
f(x)
f
dx, dx
)
≤ 2f ·W2
(
f(x)
f
dx, dx
)
≤ 2f
∥∥∥∥f(x)f
∥∥∥∥
H˙−1(T)
= ‖f‖H˙−1 .
The lower bound requires a bit more work. We consider intervals J ⊂ T that are bounded by
two solutions of f(x) = f and do not contain any additional solutions of this equation. If f > f
in J , then there is a positive amount of mass ‖f‖L1(J) that needs to be moved out to obtain
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the constant measure fdx. The cost of moving the superfluous the mass inside J depends on its
distance to the boundary. We introduce the set
AJ =
{
x ∈ J : d(x, Jc) ≥ 1
3
‖f − f‖L1(J)
‖f‖L∞(J)
}
, note
1
3
‖f − f‖L1(J)
‖f‖L∞(J) ≤
|J |
3
,
as well as
|J \AJ | =
∣∣∣∣∣
{
x ∈ J : d(x, Jc) < 1
3
‖f − f‖L1(J)
‖f‖L∞(J)
}∣∣∣∣∣ = 23 ‖f − f‖L1(J)‖f‖L∞(J)
and claim ∫
AJ
f(x)dx ≥ 1
3
‖f − f‖L1(J).
This can be seen as follows
‖f − f‖L1(J) =
∫
AJ
(f(x) − f)dx +
∫
J\AJ
f(x)− fdx
≤
∫
AJ
(f(x) − f)dx + |J \AJ | ‖f‖L∞(J)
=
∫
AJ
(f(x) − f)dx + 2
3
‖f − f‖L1(J).
As a consequence
W1(f(x)dx, fdx) ≥
∑
J:f
∣∣
J
>f
1
3
‖f − f‖L1(J)
(
1
3
‖f − f‖L1(J)
‖f‖L∞(J)
)
=
1
9
∑
J:f
∣∣
J
>f
‖f − f‖2L1(J)
‖f‖L∞(J)
,
where the sum ranges over all intervals J on which f is positive. Of course, the same argument
can be reversed (this is similar to the proof of Theorem 2 above) and we can take intervals where
the average is smaller than f and argue in terms of mass that has to be imported and
W1(f(x)dx, fdx) &
∑
J:f
∣∣
J
<f
‖f − f‖2L1(J)
f
&
∑
J:f
∣∣
J
<f
‖f − f‖2L1(J)
‖f‖L∞(J)
.
Altogether, this implies yields
W1(f(x)dx, fdx) &
1
‖f‖L∞(T)
∑
J
‖f − f‖2L1(J).
The remaining sum is easy to bound via Cauchy-Schwarz
‖f − f‖L1(T) =
∑
J
‖f − f‖L1(J) ≤
(∑
J
‖f − f‖2L1(J)
) 1
2
(#J)
1
2 .
The number #J of such intervals obviously equals the number of solutions of f(x) = f
W1(f(x)dx, fdx) &
‖f − f‖2L1(T)
‖f‖L∞(T)
1
#
{
x ∈ T : f(x) = f} .
By rearranging, this establishes the following inequality for nonnegative, continuous functions
f : T→ R≥0
‖f − f‖2L1(T)
‖f‖L∞(T)
. #
{
x ∈ T : f(x) = f}( ∞∑
k=1
|f̂(k)|2
k2
) 1
2
.
Let now g : T→ R≥0 be continuous with mean value 0. We abbreviate
m =
∣∣∣∣minx∈T g(x)
∣∣∣∣ and consider f(x) = g(x) +m ≥ 0.
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Clearly, f = m and thus we can apply the inequality above
#
{
x ∈ T : f(x) = f}( ∞∑
k=1
|f̂(k)|2
k2
) 1
2
= # {x ∈ T : g(x) = 0}
( ∞∑
k=1
|ĝ(k)|2
k2
) 1
2
.
Furthermore,
‖f − f‖2L1(T) = ‖g‖2L1(T) and ‖f‖L∞(T) ≤ 2‖g‖L∞(T)
and therefore
‖f − f‖2L1(T)
‖f‖L∞(T)
≥ 1
2
‖g‖2L1(T)
‖g‖L∞(T)
.

9. Proof of Theorem 5
The main idea behind the proof of Theorem 5 is a reinterpretation of parabolic second order
differential equations, more specifically the heat equation(
∂
∂t
−∆
)
u(t, x) = 0.
We observe that if u(0, x) ≥ 0, then this process can actually be reinterpreted in physical terms:
we have a nonnegative density of particles that starts moving and spreading out (this is the actual
underlying idea behind the propagation of heat). We know from the spectral expansion that high-
frequency eigenfunctions and linear combinations thereof have fast decay under the heat equation:
within a short amount of time, the solution u(t, x) will be close to constant. At the same time,
if we only have to run the equation for a short time, then most of the particles are only moving
a little bit. This intuition could be made precise in terms of stochastic formulations of the heat
equation (by actually taking expectations over travel time of Brownian motion), we opted for a
more elementary presentation in terms of Green’s functions. The argument already had another
application in [42].
Proof. Let (M, g) denote a compact, smooth Riemannian manifold without boundary. We denote
the L2−normalized eigenfunctions of the Laplacian as (φk)∞k=0 (where, as usual, φ0 = (vol(M))−1/2
is constant). Let now, for some λ > 0, f :M → R denote some continuous function whose spectral
expansion is only comprised of eigenfunctions above a certain frequency λ
f =
∑
λk≥λ
〈f, φk〉φk.
The argument is based on an explicit construction comprised of two steps: we first use the heat
kernel as a way to organize transport to achieve a re-distribution of mass that is very close to flat;
the second step is the L1−estimate
W pp (f(x)dx, fdx) ≤ diam(M)‖f − f‖L1.
The heat kernel p(t, x, y) : R≥0 ×M ×M → R≥0 satisfies∫
M
p(t, x, y)dy = 1.
In particular, it may be understood as a probability distribution. We re-interpret it as a transport
plan telling us how to spread mass located at x. Linearity of integral operators allows us to think
of both positive mass max {f, 0} and negative mass min {f, 0} moving separately. The result of
this transport plan will be a new mass distribution given by
g(x) =
∫
M
p(t, x, y)f(y)dy at Wp-cost
(∫
M
∫
M
|x− y|pp(t, x, y)|f(y)|dydx
) 1
p
.
This transportation cost is easy to bound: we use a classical bound of Aronson [2]
p(t, x, y) ≤ c1
tn/2
exp
(
−|x− y|
2
c2t
)
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for some c1, c2 depending only on (M, g) and obtain∫
M
∫
M
|x− y|pp(t, x, y)|f(y)|dydx .(M,g)
∫
M
∫
M
|x− y|p
tn/2
exp
(
−|x− y|
2
c2t
)
|f(y)|dydx.
However, it is easily seen that for some universal constants depending on the manifold∫
M
|x− y|p
tn/2
exp
(
−|x− y|
2
c2t
)
dx .c2,p,(M,g) t
p
2 .
Altogether, this implies the transportation cost is bounded by (since c2 .(M,g) 1)(∫
M
∫
M
|x− y|pp(t, x, y)|f(y)|dydx
) 1
p
.p,(M,g)
√
t‖f‖
1
p
L1.
The resulting profile g(x) of this transportation map is easily understood since it is the solution
of the heat equation and thus diagonalized by the Laplacian eigenfunctions and thus
g(x) =
∫
M
p(t, x, y)f(y)dy =
∑
λk≥λ
e−λkt 〈f, φk〉φk
and its L1−norm can be bounded by Cauchy-Schwarz
‖g‖2L1(M) =
∥∥∥∥∥∥
∑
λk≥λ
e−λkt 〈f, φk〉φk
∥∥∥∥∥∥
2
L1(M)
≤ vol(M)
∥∥∥∥∥∥
∑
λk≥λ
e−λkt 〈f, φk〉φk
∥∥∥∥∥∥
2
L2(M)
= vol(M)
∑
λk≥λ
e−2λkt |〈f, φk〉|2 .(M,g) e−2λt
∑
λk≥λ
|〈f, φk〉|2 .(M,g) e−2λt‖f‖2L2(M)
and thus we can bound the total transport cost by
Wp (max {f(x), 0} dx,max {−f(x), 0} dx) .p,(M,g) t
p
2 ‖f‖L1(M) + e−λt‖f‖L2(M).
Setting
t = λ−1 log
(
λ
p
2 ‖f‖L2(M)
‖f‖L1(M)
)
yields W pp (f, 0) .p
[
log
(
λ
‖f‖L2(M)
‖f‖L1(M)
)] p
2
λ
p
2
‖f‖L1.
If we re-run the argument with the additional information that f = φk is an eigenfunction, then
we can use ∫
M
p(t, x, y)φk(y)dy = e
−λktφk(x)
to avoid the Cauchy-Schwarz inequality and obtain the improved estimate
Wp (max {φk(x), 0} dx,max {−φk(x), 0} dx)p .p,(M,g)
(
t
p
2 + e−λkt
)
‖φk‖L1(M).
Setting t = λ−1k logλk yields the desired result
Wp (max {φk(x), 0} dx,max {−φk(x), 0} dx) .p,(M,g)
(
logλk
λk
) p
2
‖φk‖L1(M).

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