Abstract A method is presented where drift, the random fluctuation of the signal intensity, is compensated for based on the estimation of the drift function by a moving average. It was shown using single particle ICPMS (spICPMS) measurements of 10 and 60 nm Au NPs that drift reduces accuracy of spICPMS analysis at the calibration stage and during calculations of the particle size distribution (PSD), but that the present method can again correct the average signal intensity as well as the signal distribution of particle-containing samples skewed by drift. Moreover, deconvolution, a method that models signal distributions of dissolved signals, fails in some cases when using standards and samples affected by drift, but the present method was shown to improve accuracy again. Relatively high particle signals have to be removed prior to drift correction in this procedure, which was done using a 3 × sigma method, and the signals are treated separately and added again. The method can also correct for flicker noise that increases when signal intensity is increased because of drift.
Introduction
Single-particle inductively coupled plasma mass-spectrometry (spICPMS) has gained much acclaim as a technique to measure both size and number concentration of inorganic nanoparticles (NPs) [1] . Ionization of NPs in the ICP plasma and the subsequent transport of the resulting ion cloud to the detector create spatially and temporally concentrated ion bursts. These bursts can be monitored by conventional ICPMS machines provided that these can measure with relatively short (<10 ms) dwell times (i.e., the time over which signals at the electron multiplier detector are integrated). This time should not be much larger than the duration of the ion bursts, typically between 0.03 and 0.1 ms [2, 3] , to avoid multiple particle events [4, 5] . The intensity of the burst measured at the detector can be calculated into NP mass and thus into an estimate of their corresponding spherical size. The frequency of the ion bursts can be calculated into number concentrations so that spICPMS provides numberbased particle size distributions (PSDs) of NPs [6] .
The high sensitivity of ICPMS allows measuring NP sizes as low as 5 nm [7] , depending on the ionization potential, isotopic composition of the core element of the NPs, and the efficiency by which ions are transported from the plasma to the detector [8] . Moreover, statistically significant counts of particle bursts can be obtained in a short time because of the fast measurement frequency of ICPMS. Relatively low NP number concentrations can thus be measured, and the specificity of ICPMS allows measuring these concentrations in complex matrix containing many other particles with very little sample preparation [1] .
Fluctuations over time ranges of a few milliseconds or less in an ICPMS signal of a dissolved ion that is not affected by drift is caused by flicker and shot noise [9] . Flicker noise groups all noise sources leading to Gaussian noise and its amplitude is proportional to the average signal [10] . Shot noise is also called counting noise originating from the random arrival of ions at the detector. The effect of both sources can be predicted based on the calibration and mathematical modeling [7] . Any other fluctuations in a signal, most often over much longer time ranges compared with flicker and shot noise, are collectively termed drift in this work and can be recognized as random, longer term fluctuations in a temporal signal. Drift has been a massive problem limiting the accuracy of conventional ICPMS in the past [11, 12] , but the stability of commercial instrument has improved drastically [12] . Moreover, the final measured result in conventional ICPMS is often the average of several measurements recorded over relatively long dwell times (e.g., 100 ms), thus removing many effects of drift. In the case of spICPMS, however, the non-averaged raw data has to be collected using much shorter dwell times. Such data is more vulnerable to drift compared with data collected using longer dwell times [13] . Internal standards have been added to compensate for long-term drift in the case of conventional ICPMS [11, 12, 14] , but given the short dwell times in spICPMS, a simultaneous measurement of an internal standard to compensate for drift is not possible for most commercial ICPMS instruments.
Some methods have been suggested how to account for drift in spICPMS. An internal standard such as Bi has been added to samples and the expected sensitivity was extrapolated linearly based on the sensitivity determined in series of calibration standards measured before and after the sample [15] . Another approach used isotopic dilution, where signal decreases (e.g., because of ion suppression in complex samples) are monitored by adding an enriched isotope of the same metal of interest (e.g., 109 Ag when analyzing Ag NP) [16] . These approaches were used successfully to correct the effects of signal suppression that occur in complex matrices and that otherwise lead to underestimating the particle size in spICPMS if the measured signal peak heights are calculated into size without prior correction using the internal standard. However, these methods have in common that they assume that the signal sensitivity changes linearly or does not change at all over the course of the measurement of one sample. The type of drift considered in this work is characterized by nonlinear increases and/or decreases in the signal intensity randomly occurring during a spICPMS series. Such drift is caused by random accidents during measurements such as fluctuations in exhaust, short interruption in flow etc. [11] , but in some cases also by carryover of dissolved ions that are still being washed out at the onset of the measurement. This type of drift cannot be corrected for using internal standards or isotopic dilutions measured before and/or after the sample of interest.
The current work presents a method to correct for such nonlinear drift. It will be shown that this type of drift results in broadened and/or skewed histograms and inaccurate particle size distributions (PSD) of NP containing samples. Moreover, a recently developed method to discriminate dissolved and particulate measurement events relies on accurate prediction of flicker and shot noise to deconvolute the dissolved part from combined dissolved-nanoparticle histograms [7] . Drift noise cannot be accurately predicted, however, and will therefore compromise application of the deconvolution method. A stepwise approach is presented to correct nonlinear drift affecting the signal of both dissolved standards as well as NP containing samples. The method is explained according to data obtained for Au NPs and their respective dissolved standards.
Material and methods
Au (nominal diameters of 10 and 60 nm) NP suspensions were purchased from British Biocell International (Cardiff, UK). All Au dilutions, both dissolved Au and NPs, were done in 0.1% cysteine to reduce memory effects when measuring Au [17] . The nominal particle sizes were confirmed using transmission electron microscopy (TEM). The 60 nm Au NPs were also used to determine nebulization efficiency during spICPMS measurements using the size method [18] . Determination of the nebulization efficiency is required during spICPMS, both to calculate sizes as well as number of concentrations [6] . Table 1 shows characteristics and ICPMS settings of the four batches that were measured to obtained data affected by drift. The measurements will be referred to as in the first row of Table 1 in the remainder of the manuscript. The measurements of the 10-1, 10-2, and 60-1 batches of NPs were done on a sector-field instrument (Element 2; Thermo Scientific, Bremen, Germany), whereas 60-2 was done on a quadrupole instrument (iCapQ; Thermo Scientific), to demonstrate that the method can be applied to data obtained on different ICPMS instruments. The causes of drift differed between these batches. The sector-field instrument had a sub-optimum temperature control in the mass spectrometer, whereas the sample flow via the peristaltic pump was unstable in the case of the quadrupole instrument.
spICPMS measurement batches consisted of blanks (0.1% cysteine), dissolved Au calibration standards, followed by Au NPs suspension for nebulization efficiency determination, followed by differently diluted Au NP suspensions. Several dilutions of the 10 and 60 nm stocks were measured to find the optimum dilution where the proportion of incomplete and multiple particle events were as low as possible. The selection of the best sample is done by plotting the log (measured concentration/expected concentration) of differently diluted samples. The calculated number of concentrations should relate itself linearly to the expected concentration resulting in a flat line of log (measured concentration/expected concentration) [19] . When a significant number of multiple particle events occurs, the total number of concentration is underestimated. The least diluted sample that was linearly related to the expected concentration was therefore chosen for further data analysis.
The different settings for the two measurement batches are shown in Table 1 . Relatively higher concentration standards were used for 60 nm Au NP, especially in the case of the 60-2 batch. The 60 nm batches require higher concentrated standards to correctly calculate the NP peaks of 60 nm NPs into sizes because the particle events of 60 nm are more intense relative to 10 nm particle events. The quadrupole ICPMS was assumed to be less sensitive compared with the sector-field instrument. Higher standards were therefore used because the deconvolution methods require several standards above detection limit and using the same set of standard concentrations for the 60-2 batch as in the sector field experiments would possibly lead to the measured intensity of most standards to be below the detection limit. Both 1 and 5 ms were used for 10 nm because using 1 ms often reduces double particle events while not leading to a significant proportion of incomplete particle events in the case of relatively small particles. It was observed that using 1 ms for the 60-1 batch led to a large proportion of incomplete particle events and thus peak broadening [7, 19] . Five ms was therefore used instead for the 60 nm batches; 40,000 data points were collected for the 10-1 batch; 10 nm is close to the size detection limit for spICPMS of Au NP, calculated on the definition put forward by Lee et al. [8] . It is only because deconvolution was used that the detectable size can be decreased further. Having an accurate polyagaussian model is thus very critical for detection of 10 nm particles.
When applying deconvolution, more accurate fits are therefore required to avoid false negatives or positives. The effects of the number of data points can thus also be studied. Only 4000 data points were collected in the case of the 60-2 batch because the uptake time was too short, rendering the first 6000 out of 10,000 data points useless.
Data was processed in custom-written software in Matlab that uses established spICPMS theory as well as the deconvolution algorithm [7] . This procedure fits probability mass functions (pmfs) to all dissolved standards to parametrize the average signal of the pmfs against other pmf parameters.
The model that best describes dissolved ICPMS signals and, thus, also the dissolved background of particlecontaining signal is a polyagaussian model. This is a mixed model that resembles more a Polya model (also called negative binomial) at low average signal where counting (shot) noise dominates and a Gaussian model at relatively high average signal where white (flicker) noise dominates [7] . The polyagaussian model is characterized by its average, the standard deviation, and the shape, and is fitted to all dissolved Drift correction of the dissolved signal in single particle ICPMSstandards and blanks. The calibration parameters are the background signal, sensitivity, flicker coefficient, and noise coefficient. The background signal and sensitivity are obtained from the linear relation between average signal and concentration. The flicker factor is obtained from the linear relation between standard deviation and the average signal. The shot factor is obtained as the intercept of the relation between average signal and shape. These parameters provide a model for dissolved signals that can then be used to fit to the lowest intensities of the particle-containing signals so that the dissolved part can be removed from the raw histograms of these signal distributions. The PSD can then be calculated using conventional spICPMS theory. Shape factors could not be calculated for standards with relatively high concentrations. This can be explained by the fact that shot noise contributions to the total noise amplitude become insignificant relative to the contribution of flicker noise at relatively higher signal intensities [7, 10] . This implies that it becomes numerically impossible to find accurate shape values for standards with higher concentrations because the final calculated model becomes insensitive to small changes in the very low shape factors imposed during NewtonRaphson fitting to standards with high average intensity. Higher concentration standards were fitted using a mixed Poisson Gaussian model instead of polyagaussian model because Polya pmfs with relatively low shape factors are nearly identical to a Poisson pmf [20] . The shot factor was, therefore, found using fitted polyagaussian to the lowest intensity standards only because a Poisson Gaussian pmf is characterized by its average and standard deviation only [7] .
The nebulization efficiency was calculated using the size method [18] . Dissolved Au standards and intensities of 10 6 times diluted suspensions of 60 nm particles were measured similarly to the 60-1 batch ( Table 1 ). The peak intensities of 60 nm particles are well above the dissolved background noise, allowing use of more simple methods to distinguish between dissolved and particle events. Drift causes bias in the polyagaussian models. The background was, therefore, not removed using the deconvolution method when calculating nebulization efficiency to avoid additional bias as a result of drift. A simple intensity cut-off value between dissolved and particle events was set at the first value where no more dissolved signal intensities occurred, which was well below the intensity of particle events.
Results and discussion Table 2 spICPMS data A raw single particle ICPMS measurement I(t) is a series of D t consecutive signal intensity measurements, each individually acquired count during a dwell time t. The goal of data treatment is to obtain a corrected signal of intensities I c (t) that would have been attained in the absence of drift instead of the raw signal I(t). D t is typically in the order of 10,000 data points or higher, whereas t can range from a few microseconds up to a few tenths of milliseconds. The theory how these types of signals can be interpreted to produce PSDs is welldeveloped [6, 7, 18, 19] . High-intensity nanoparticle spikes can clearly be seen in Figs. 1 and 2 on top of a more continuous baseline. NPs are, of course, not expected to occur in blank samples or dissolved standards, but often emerge as carryover from a previous measurement or in the case of metals such as Au that are infamous for causing carryover [17] , the dissolved metal ions can be reduced to form new NPs.
Moving average
The presented drift correction method rests on the assumption that in the absence of drift, ICPMS signals of dissolved ions fluctuate with an average value an a standard deviation that are both constant in time. This means that the average or expected value E(I c ) or standard deviation of any subsample of I c (t) does not significantly differ from the overall average in the absence of drift. This is clearly not the case in Figs. 1 and 2 . The high frequency noise in the baseline emerges from flicker and shot noise, but additional random noise can be observed as a slowly fluctuating trend over time, which is referred to here as drift. Note that the trend in Fig. 2 may also be caused by carryover from a previous measurement. For each time point, the measured value that is subject to drift differs from its value without drift.
In Eq. 1, I c (t) is the sought after corrected signal and S(t) is the time dependent variation imposed by drift. S(t) is an unknown function that can result in both positive and negative values and for which there is no analytical form. Although drift is controlled by random fluctuations, it generally imposes long-range variations in the signal level as can be seen in Figs. 1 and 2. S(t) can thus be assumed to attain nearconstant values over sufficiently short time intervals Δt. Taking expected values of Eq. 1 restricted over the small time interval Δt provides moving expected values.
E(I c (Δt)) = E(I c ) in Eq. 2 because the signal without drift only has one time-independent average E(I c ), regardless of which interval is chosen. Moreover, E(S(Δt)) ≅ S(t), with t being the average time in Δt because S is approximately constant over the short time interval Δt. Eq. 2 can thus be rearranged as
E(I(Δt)) can be approximated by taking the simple moving average Î Δt (t), i.e., the average of the empirical values I(t) over a time window Δt centered around t. Δt is thus the time window magnitude of the moving average. E(I c ) is not really known a priori and has to be estimated by Î Δt (T ref ), i.e., the moving average at a reference time T ref that is not affect by drift, i.e., where it is assumed that S(T ref ) = 0. The drift signal can then be estimated by
The corrected signal can thus be found by combining Eqs. 1 and 4.
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The frequency of occurrence of a particular particle event with intensity P i average level the corrected signal will occur. T ref has to be chosen subjectively, at least initially, as it is impossible to know at which level the average signal should have occurred in the absence of drift. However, if the measurements are long enough so that at least a part of the signal is drift-free, a good reference level can be chosen. For instance, 20,000 data points was chosen in Fig. 1 because the signal attained a more constant value, suggesting that drift was no longer occurring in show an outlier cutoff varying with time as it was calculated based on the moving average and the standard deviation of the whole dataset. The moving average was iteratively calculated using this outlier cutoff (see text); (e) and (f) show the effect of using a standard deviation that varies with time to compensate for the effect of flicker. The standard deviation curve equals the moving average-the local standard deviation that time range. A time between 8000 and 9000 data points was chosen in Fig. 2 because it was assumed that the carryover had been reduced at the end of the measurement where a more or less constant value is attained. The subjectivity of choosing T ref can in some cases be reduced further in the case of dissolved standards by varying T ref until the calibration is optimized as is discussed further.
Applying Eq. 5 resulted in corrected signals shown in Figs. 1b and 2b. While Fig. 1b now shows data with average values that are constant with time, the corrected signal in Fig. 2b still shows a trend over time.
Outlier removal
The moving average of Fig. 2a Fig. 1b . The bias in Fig. 1 is much less because only a few nanoparticlecontaining signals occur. In the case of signals that contain also nanoparticle events, the signal is composed as:
D(t) is the part of the signal caused by dissolved ions, P(t) is the part of the signal caused by ion clouds formed from particles, and P(t) is nonzero for a number of data points D p < D t . The number of dissolved events, i.e., signals where
Calculating the moving average of D(t) is more appropriate to find S(t), mostly because P(t) = 0 in most data points and the distribution of P(t) is related to the PSD, which can be a highly irregular, multimodal distribution that does not lend itself to calculating an unbiased moving average to approximate S(t). Conversely, all processes in the sample introduction, i.e., dissolved ions carryover, creation of polydispersity sized droplets during nebulization, droplets that also have varying arrival times in the plasma [10, 21] leading to monomodal, near-normal distributions [7] , the moving average of which lends itself much better to approximate S(t) as a continuous, smooth function. Drift correction is thus greatly aided by prior separation of D(t) and P(t) followed by application of Eq. 5 only to D(t).
Methods distinguishing D and P in spICPMS signals have received considerable attention in literature [7, 19, 22] . These studies show that the greatest difficulties exist when the signal distributions of D and P overlap. In the case of Fig. 2 , the bias introduced by nanoparticle events is much smaller compared with the situation in Fig. 1 and prior separation of D and P to find S may not be required. When P is on average much larger than D, as is the case in Fig. 1 , distinction of P and D is straightforward and can occur using methods such as the Kmeans method [22] or the n × sigma method [19] . Figure 1c shows an outlier curve O(t) that was calculated using the n × sigma method with n = 3 [19] . The latter method calculates a single standard deviation of the whole dataset, and nanoparticle signals are then identified as particle events if their signal magnitude is higher than n × the standard deviation. A new standard deviation is then calculated based on the values lower than the outlier cutoff and the process is repeated until no more additional particle events are identified. This procedure leads to an outlier cutoff curve O(t) equal to a constant value shown in Fig. 1a (but not used to calculate the data in Fig. 1b) . I(t) signals higher than O(t) are considered particle events P. This approach does not treat all the data equally because the cutoff is much higher relative to the moving average at relatively later time points. The method was therefore adapted by calculating O(t) using Eq. 7 that uses the moving average, instead of the average of the whole dataset.
Similarly to the method described in [19] , Î Δt (t) and σ(t) are calculated and Eq. 7 is applied to calculate O(t). Signal intensities lower than O(t) are then used to calculate new values of Î Δt (t) and σ Δt (t). This procedure is repeated until no new outliers are found. The resulting moving average, standard deviation, and outlier curves are shown in Fig. 2c . I(t) is being divided into I(t d ), i.e., dissolved events occurring at times t d , and I(t p ), particle events occurring at times t p as a result of the n × sigma method. In the case of e.g., dissolved standards, further calculations can occur with the reduced data set I(t d ) only, disregarding all events containing particle events. Figure 1d shows that the thus corrected signal has a moving average that is constant with time similar to Fig. 2b , as is expected from dissolved signals or blanks.
Flicker correction
Even though the moving average of the corrected signal in Figs. 1d and 2b is now constant with time, the moving standard deviation clearly is not constant. Equation 5 only corrects the average signal level, but the noise amplitude, i.e., the standard deviation, of ICPMS signals increases with the average signal intensity because of shot and flicker noise as shown in Eq. 8 [7] .
Shot noise emerges from random arrival of ions at the detector, whereas flicker noise groups all other noisecontributing factors, i.e., uneven droplet distribution after nebulization, varying arrival times of these droplets, fluctuations in plasma, etc. [10] . ξ is the flicker factor and β is called the shot factor, both expressing the relative importance of flicker, respectively, shot noise for a given λ. It can easily be recognized from Eq. 8 that flicker noise, calculated as (ξλ) dominates over shot noise, calculated as βλ as λ increases. Fluctuations in λ because of drift will thus result in fluctuations of the moving standard deviation σ Δt that are proportional to λ. Moving standard deviations were calculated using the same time window magnitude as before. Equation 9 was used to correct for the increase in moving standard deviation as a result of increasing flicker noise amplitude.
f(t) is the time-dependent ratio between the moving standard deviation and the standard deviation at the reference time. It can easily be shown that the transformed variable I c (t) calculated according to Eq. 9 is a good estimate of the undisturbed signal I c (t) because it has the same variance and expected value as the signal at the reference time, which is assumed not to be affected by drift. Again, the choice of a reference time has strong implications on the corrected signal because it now also determines the standard deviation to which the data will be corrected when Eq. 9 is used. It is discussed further how the subjectivity of choosing T ref can be reduced in some cases by optimizing the calibration.
Figures 1e and 2c show the moving average minus the moving standard deviation, whereas the corrected signal is shown in Figs. 1f and 2d . Equation 7 to calculate O(t) was also adapted by using the moving standard deviation instead of the standard deviation of the whole dataset.
It can be observed in Fig. 1e that this results in a O(t) curve that is on average somewhat lower than as calculated using Eq. 7 because drift causes the standard deviation of the whole dataset to be higher than the moving standard deviation. Using moving standard deviations also results in a O(t) that is higher relative to Î Δt (t) when this moving average is relatively high.
Optimizing time window magnitude
Artefacts introduced by the present method will be minimal when the true drift signal S(t) is reproduced as accurately as possible by Î Δt (t). The current method uses a simple moving average, a method that uses a uniform time window magnitude Δt, to calculate the overall trend in the data and thus estimate the drift signal. There are numerous methods that are much more sophisticated in the literature to calculate underlying trends of noisy data such as e.g., weighted moving averages. Amongst others, such methods have the advantage that they can vary Δt locally where necessary, e.g., when the drift is much more pronounced in limited time regions of a data set [23] . It was, however, chosen to use only the simple moving average in this discussion for the sake of simplicity.
The time window magnitude Δt has a large effect on the fitted moving average. A too high Δt value leads to a calculated moving average that does not reflect the overall trend of the data. Moving averages calculated with a relatively low Δt magnitude are influenced too much by the noise rather than by the drift signal. There is obviously an optimum intermediate Δt value, but objective methods are lacking in discovering what that value is [23] . Figure 3a shows the effect of different time window magnitudes on the calculated moving average of a simulated dataset. This dataset is comprised of normally distributed random numbers superimposed on a known exponential drift signal S(t). The sum of squared differences (SS) between the true drift signal S(t) and the moving average Î Δt (t) using different time window magnitudes can thus be calculated and the performance of the moving average to reproduce S(t) can be evaluated. The SS appears to first decrease with increasing Δt, up to an optimum value for Δt where the SS is minimal after which the SS increases again. This confirms that there is an optimum time window where the difference between the moving average and the drift signal is minimal. S(t) is not known beforehand in the case of the data of Figs. 1 and 2 , and the optimum window can thus not be found in the same way as for the simulated data. One can, however, calculate the SS between the moving average and the data itself. Figure 3b and c show the rate of increase of the SS as a function of time window magnitude, represented by the first derivative. In the case of the simulated data, the derivative appears to be at its minimum in Fig. 3b approximately at the same time window magnitude as where S(t) is reproduced best by the moving average. The best possible Δt magnitude was thus assumed at the minimum in the derivative of the sum of squares between I(t) and Î Δt (t). Figure 3c -d show the optimum Δt magnitudes that were thus obtained and applied in Figs. 1 and 2 .
Signal distributions
The uncorrected signals of Figs. 1 and 2 have bimodal signal distributions (Fig. 4) . Such distributions are not typical for dissolved signals and can thus not be fitted with polyagaussian pmfs. The data corrected using Eq. 5 can still not be fitted accurately using a polyagaussian model that assumes a standard deviation that is constant over time. In the case of Fig. 2 , this is largely because of the particle events causing bias. Using outlier correction results in corrected data that can be fitted with a polyagaussian model. Applying flicker correction further produces data with a lower standard deviation that can be fitted in both cases, with a polyagaussian pmf. It can thus be concluded that the correction procedure leads to signals that resemble more what is expected from dissolved signals, based on previous research showing that a polyagaussian pmf describes dissolved signals most accurately [7] . Figure 5 shows the effect of different correction procedures on the calibrated parameters. All curves that were used to fit these parameters as well as the final fitted values can be found in the ESM. Note that the same settings were used to correct drift in all standards of a particular batch (i.e., not only the ones shown in Figs. 1 and 2) .
Calibration
There was clear drift in the blank shown in Fig. 1 and the standard shown in Fig. 2 , as well in the data of the 10-2 and 60-2 batches (see ESM), but compensating for this drift had a limited effect on the calculated sensitivity, provided that outliers were omitted (see ESM). A maximum of one outlier per dataset was omitted and only so if the cause was because a polyagaussian pmf could not be fitted, for instance to the bimodal distributions in Fig. 4 . In addition, reference times had to be chosen carefully. The sensitivity depends highly on the average values to which the data is corrected. These average values, in turn, depend on the choice of the reference time, as indicated earlier. Choosing different reference times can thus have a large effect on the calibration, especially when correcting standards that have a large weight on the calibrated parameters, such as the 500 ng L -1 standard of the 10-1 batch.
The accuracy of spICPMS depends highly on an accurate value for sensitivity, the most influential parameter with Fig. 3 (a) Simulated data of Gaussian noise summated with an exponential curve; (b)-(d) show the change in sum of squared difference and the derivative of this difference between the raw data and moving average curve obtained for different magnitudes of Δt for the simulated data in (a), (b), for the data in Fig. 1(c) and the data in Fig. 2(d) ; (b) also shows the sum of squared difference between the known drift function and the calculated moving average Fig. 4 Signal distributions and fitted polyagaussian mass functions on the data of (a) the 500 ng L -1 dissolved Au standard used for the 10-1 batch and (b) the 0.1% cysteine blank of the 60-1 batch regards to the final size calculation. Not only is it used directly to calculate the intensity of particle events into corresponding spherical diameters, it also affects the calculation of the nebulization efficiency when the size method is used [18] . It is thus required that the subjectivity of choosing T ref is limited as much as possible. It has been highlighted earlier that the subjectivity can be limited by choosing a time region in which the signal achieves more stability, suggesting that drift is more limited (Figs. 1 and 2 ). If such regions do not occur, but only a limited number of the dissolved standards is affected significantly by drift, T ref can be chosen so that linearity is achieved between standard deviation and the average intensity. Applying Eq. 5 makes the average signal dependent on T ref , but the choice of T ref does not affect the standard deviation. The best T ref is thus the one leading to a corrected average intensity that relates itself linearly with the resulting standard deviation. This is illustrated in the ESM for a blank of the 60-2 batch. Figure 5 shows that the background concentration of uncorrected data is much lower than for corrected data in the case of the 60-2 batch, but when using the deconvolution method, the background value is actually not used to calculate sizes. The average value of the fitted polyagaussian is used instead [7] . Figure 5 shows that other than the background, the most pronounced effect is applying moving averages on the fitted flicker and shot factors. Drift correction led to a lower flicker factor in the case of the 10-1 and 60-2 batches because of the strong influence the highest standard imposes on the fitted slope (see ESM). The large effect of the correction procedures can be observed in Fig. 4 . When the procedures change the bimodal distribution of uncorrected data of standards of relatively high concentration into monomodal distributions, a different polyagaussian pmf with a significantly different standard deviation is fitted, a change that has in turn a significant effect on the flicker factor.
Correcting particle containing signals
When outlier correction is applied to blanks or dissolved standards, only dissolved events I(t d ) are retained in the subsequent calculations. Small reductions in the number of data points generally do not compromise the statistical accuracy of the data [19] , so neither will this operation as long as the dissolved events are more numerous than the particle events. However, if particles are expected, outlier removal has a double purpose. Similarly to dissolved signals, outlier removal is necessary to correctly calculate the moving average Î Δt (t). This is illustrated in the ESM for a nanoparticle containing sample of the batch 60-2. A corrected dissolved signal can then be calculated, but only for the dissolved signals. Contrary to dissolved standards, the outlier signals should, of course, not be removed because the outliers are in fact the nanoparticle signals we seek to analyze. Instead, they should be added again to the corrected dissolved signal according to Eq. 6, an equation that also applies to corrected signals (Eq. 11).
However, D(t) is not known at the particle events t p and neither is P(t), because the intensity of particle events I(t p ) is not equal to P(t), because I(t p ) = D(t p ) + P(t p ). We thus require some estimate of both D(t p ) and P(t p ). When removing outliers, Î Δt (t) is not calculated at particle events occurring at times t p , but only at dissolved events occurring at times t d . However, Î Δt (t p ) values can be estimated by linearly extrapolating neighboring Î Δt (t d ) values. The resulting Î Δt (t p ) was used as an estimator of D(t p ), which implies, based on Eq. 5, that the corrected signal at the particle events,
can then be used to estimate P(t p ) as
The number of ions originating from one particle and arriving at the detector is not affected by drift noise. Processes causing flicker noise occur mainly during sample introduction [10, 21] and, thus, do not determine the number of atoms per particle that arrive in the plasma. In other words, P c (t) = P(t). Equation 13 is thus found by combining Eqs. 11 and 12 and estimating that D c (t p ) ≅ Î Δt (T ref ) .
Equation 13 is in fact equivalent to Eq. 5 for dissolved signals. The only difference is that extrapolated moving averages are used to estimate the dissolved part of the signal occurring at particle events. Equation 13 thus imposes error on the true P(t p ) signal, depending on whether the true unknown D(t p ) signal was above or below the moving average. However, this is an inherent problem of spICPMS that may lead to broadening of the PSD, but this broadening is usually small compared with other factors causing broadening, such as the occurrence of incomplete and/or multiple particle events [7] . Another source of error is that estimation of D(t p ) by the extrapolated Î Δt (t p ) precludes the use of Eq. 9 to correct the dissolved part of the signal for flicker noise. Equation 9 was therefore used to correct all dissolved events I(t d ) in the case a flicker correction procedure was applied, whereas Eq. 13 was used for all particle events I(t p ). The correction procedure is illustrated in the ESM.
Effect on particle size distributions
Removing drift from signals is only useful if it improves the final PSD calculation. Figure 6 shows the PSDs that were calculated from the raw histograms minus the dissolved fits for all four measurement batches. The polyagaussian fits to the dissolved part of the particle containing signals are shown in the ESM. These dissolved fits are subtracted from the histogram of the total distribution so that the resulting histogram represents only particle events. The polyagaussian pmfs are constrained by the calibration procedure during this fitting process, meaning that only the average and number of dissolved events (D d ) are varied when searching for the best fit, whereas standard and shape are calculated from the fitted average using the calibration [7] .
The raw histograms and the calibrations used to calculate polyagaussian fits were obtained using data and calibration from different correction procedures. More straightforward methods such as a n × sigma method would have sufficed in the case of the 60 nm NP, but this is only because we know which NPs to look for and thus where to set the signal intensity cutoff distinguishing dissolved and particle events. Size and number concentrations are finally calculated from the raw histogram -polyagaussian fits using Eqs. 14 and 15.
The difference between the TEM-determined size and the PSDs calculated using different correction procedures is limited for most batches (Fig. 6) . The effect on calculated size of drift correction can be observed more clearly for the 10-1 and 10-2 batches, where using moving average and flicker correction provides the most accurate results. Equation 14 shows that the calculated size depends on the calibrated sensitivity, which did not vary by orders of magnitude for different correction procedures (Fig. 5) , and the nebulization efficiency. The latter parameter is obtained by relating the most frequent signal intensity to the known average size of the 60 nm particles (58 nm, see ESM) using Eq. 14, which makes use of the sensitivity. Small differences in sensitivity are thus compensated by somewhat differently calculated nebulization efficiencies (Fig. 5) . The size error for the 10-1 and 10-2 batches can thus not be attributed to differences in sensitivity but to a poor fit of the polyagaussian model to the dissolved part of the histogram, especially in the case of the uncorrected data for batch 10-2 (see ESM). Discriminating dissolved and particle events is especially critical close to the size detection limit. Ten nm is actually below the size detection limit for Au.
In the case of the 60-1 and 60-2 batches, there is no effect of correction procedures on the most frequent size that corresponds with TEM data. Particle events are large compared with the dissolved background, so incomplete fits of polyagaussian pmfs to the dissolved parts of the signal have little effect on size calculations. However, the polyagaussian fits to dissolved parts of the signal are relatively poor in many cases (see Fig. S9 in the ESM), which result in negative number concentrations or false positives in Fig. 6 . False positives then emerge from relatively small differences between the fitted polyagaussian pmfs and the raw histograms. Only positive differences occurring at intensities higher than the average of the fitted polyagaussian result in false positives. Most false positives were detected in the 60-1 batch, especially when only using moving average without flicker correction as a correction procedure where particles of ca 5 and 12 nm are falsely detected. Figure 5 shows that the largest difference in calibrated parameters for the 60-1 batch is the background signal, but this does not have an effect on the calculated size because in the deconvolution method, the dissolved signal level (I d in Eq. 14) is determined not by the calibration but by the average level of the fitted polyagaussian. It is unclear which other calibration parameter can account for the false positives as larger differences are found for other measurement batches. There were also particles detected having sizes between 20 and 45 nm, but it is assumed that these originate in incomplete particle events, despite using 5 ms instead of 1 ms as a dwell time. However, applying flicker correction again removes the false positives.
Finally, using correction procedures also has an effect on calculated number of concentrations. When close to the detection limit, poor polyagaussian fits to the dissolved part of the signal have a large impact on the calculated number of concentrations, which is evident for the 10-2 batch, where using flicker correction resulted in the best fit and thus the highest number of concentrations. The data of the 60-2 measurement batch seemed rather robust against drift because correction procedures had little effect on the final PSD. This is the case because the dissolved part of the signal was underfitted in most cases (ESM Fig. S9 ) leading to negative number concentrations for nanoparticle sizes lower than 20 nm.
Conclusions
Drift can lead to inaccuracies in PSD calculations of spICPMS. It was shown that the developed procedure can compensate at least partially for these effects, for the case of real instrumental drift and also when carryover occurs. When relatively accurate results were obtained despite drift, as in the case of the 60-2 batch, the drift correction procedure had little Fig. 6 The effect of different correction procedures on the final calculated PSD of in all measured batches using different procedures to correct the data. The PSDs are compared with transmission electron microscopy (TEM) data effect, but at least did not reduce accuracy. Effects of both varying moving average and moving standard deviation are compensated for and can help in extracting PSDs from data distorted by drift that could otherwise provide very inaccurate PSDs. Such measurements would otherwise have to be redone invoking extra costs with the hope that drift would be less. An algorithm was also developed to find the optimum time window to calculate moving averages and moving standard deviations. However, a potentially subjective aspect of the method that remains is the choice of where the true average signal should reside as determined by the subjectively chosen reference time. A procedure was suggested where the reference time can be chosen based on the average and standard deviation of standards that are affected less by drift, if such standards exist. It was observed that compensating for fluctuations of flicker noise increases accuracy of the final PSD calculation, both in terms of size and number concentration, when the deconvolution procedure is used to obtain the PSD of particle sizes that would otherwise be below the size detection limit.
