The developments in wavelet theory have given rise to the wavelet thresholding method, for extracting a signal from noisy data [1, 2] . Multiwavelets, wavelets with several scaling functions, have recently been introduced and they offer simultaneous orthogonality, symmetry and short support; which is not possible with ordinary wavelets, also called scalar wavelets [3]. This property makes multiwavelets more suitable for various signal processing applications, especially compression and denoising. Like scalar wavelets, multiwavelets can be realized as filterbanks, however the filterhanks are now matrix-valued, requiring two or more input streams, which can he accomplished by prefiltering.
INTRODUCTION AND MOTIVATION
The .wavelet transform is a signal transformation tool that has been shown to be useful in compression and denoising applications. Wavelets are characterised with an associated scaling function # and a wavelet function W . The discrete wavelet transform can be explained in terms of multiresolution analysis such that the coefficients of dilation and wavelet equations correspond to the coefficients of a lowpass and ,highpass filter, respectively [4 1. The wavelet decomposition of a signal is obtained by first lowpass and highpass filtering the signal, downsampling the outputs, and repeating the same procedure for some levels on the lowpass branch. The lowpass branch coefficients of the last decomposition level constitute the scaling coefficients, whereas the coefficients from all highpass branches are the wavelet coefficients. A separable decomposition scheme is applied for two-dimensional data. During a single level of decomposition, the data is replaced with four blocks: HH (High-High), HL (High-Low), LH (Low-High), LL (Low-Low), which represent either lowpass or highpass filtering in each direction.
Multiwavelets were introduced as an extension to scalar wavelets [ , I . Although multiwavelets are similar to wavelets, the main difference is that they have several scaling functions, and associated wavelet functions. The scaling functions can be denoted in vector form as Oft) = [+, (t), h(t)
,...,+,( t ) y , where 8 is called the multiscaling function. Likewise, the 0-7803-7622-6/02/$17.00 02002 IEEE wavelets can be denoted as W(t)=[Vrl(t) ,...,WL( t)lT. The dilation and wavelet equations for multiwavelets then can be written as k However, unlike the wavelet case, the lowpass filter H and the highpass filter G are now LxL matrix filters, instead of scalars. Because of the extra degrees of freedom these filter coefficients provide simultaneous orthogonality, symmetry; and short support are attainable with multiwavelets. In theory, L could be as large as possible, but in practice it is usually chosen to be two, The first important example of multiwavelets, the GHM multiwavelet, was introduced by Geronimo, Hardin, and Massopust [5] . Since then, many researchers have worked on the construction of new multiwavelet systems, and they have come with different multiwavelets, some ofwhich are the CL [6], SA4 171 and SE [SI multiwavelets.
Wavelet thresholding, first proposed by Donoho and Johnston [I] , is a signal estimation technique that exploits the capabilities of wavelet transform for signal denoising. The method obtains nonparametric statistical function estimators based on shrinking of empirical wavelet coefficients. It is assumed that the original discrete signal is corrupted with zeromean white Gaussian noise. The wavelet decomposition of the noisy signal results in wavelet and scaling coefficients. To estimate the original signal in the wavelet domain, a chosen threshold is applied to the wavelet coefficients in order to eliminate the noise. A cleaner signal in time domain is then obtained by taking the inverse wavelet transform of the thresholded signal. There are two commonly used thresholding methods: hard thresholding and sofl thresholding [I]. In hard thresholding, the coefficients below the threshold value are set to zero, those which are above it remain untouched. In sofl thresholding, the coefficients below the threshold are again set to zero, but the ones above it are shrunk by an amount of the threshold value.
Historically, the problem of image compression has appealed more research activity than image denoising, especially for wavelet based methods. The theory of multiwavelets has been recently introduced, and although there is already some work done on image coding by multiwavelets [9] , image denoising still remains a very much open research area. Strela et. al. [9, 10] extended Donoho's work to the multiwavelet case and, by applying the so called universal threshold to mainly onedimensional signals, claimed that multiwavelet based schemes can outperform wavelet based schemes for signal denoising. Downie et. 01. [ I I ] introduced the vector thresholding method for multiwavelets and applied it to one dimensional signals. In both of these works, the GHM multiwavelet is used. To extend these preliminary findings, we use several thresholding methods applicable to multiwavelet transforms in the image denoising context, and compare the outputs with the results of wavelet transforms. These methods are the universal threshold [I], SURE threshold [12] , GCV threshold [I31 and vector threshold [ I l l . Further improvements are introduced on the methods to get higher S N R values for multiwavelet based schemes.
Approximation order of a scalar wavelet basis is given by the number of vanishing moments of the wavelet function. The same is true for a multiwavelet basis. If jtkyri(t)dt = 0 , for i = 0 ,... L -1 , and k = 0 ,..., p-I , then the multiwavelet basis is said to have approximation order p . The construction of orthogonal multiwavelets having specified approximation order and short support has been studied by several authors. However, multiwavelet bases with approximation order p lack some of the desirable properties possessed by scalar wavelet bases of the same approximation order [ 141. Thus, a suitable preprocessing step, called prefiltering, is necessary to obtain an efficient signal representation. In addition to this, the low pass and high pass filters consist of LXL matrix coeffcients, so the inputs to these filters should he vectors instead of scalars. This means the multirate filterbank needs L input streams where a given signal consists of one stream; so a method of mapping the data to multiple streams is required. This mapping process is also done by the prefilter. The postfilter does the opposite, i.e. maps the data from multiple streams into one stream. In the design of prefilters, it is desirable that properties of multiwavelet bases such as orthogonality, approximation order, short support and symmetry are preserved as far as possible. For this reason, research is going on for designing multiwavelet bases, called balanced multiwaveletes, for which prefiltering can be avoided.
The type of the prefilter employed is critical for the success of results obtained in an application, and one should choose it specifically for the application. There exist well known prefilters in literature [9, 15, 16] , however the simulations we have run have s h o w that the best image denoising performances are obtained with the repeated TOW prefilter and the approximation prefilter. For the balanced multiwavelets, the identity prefilter is used. This prefilter just separates the input data into two streams; one consisting of even numbered samples, the other of odd numbered samples. Prefiltering for images is carried out in a separable scheme.
Repeated Row Prefilter
In this case the given scalar input f k of length N is mapped to a sequence of N length-2 vectors } as a result of the Preprocessing operation. The most obvious way of getting two input rows from a given signal is to repeat the signal [9] . Thus, the input to the filterbank is produced from the original data via where 6 is a constant and the subscript 0 indicates the decomposition level. 7he constant 6 is chosen so that the output from the highpass multifilter is zero.
Approximation Prefilter
The approximation preprocessing algorithm is based on the approximation properties of the continuous-time multiwavelets, and yields a critically sampled signal representation. This kind of preprocessing produces N/ 2 length-2 vectors. Approximation preprocessing is a special case of matrix prefiltering, such that P, are 2 x 2 matrices. Methods of designing approximation prefilters for various multiwavelets are studied in [9].
PROBLEM SOLUTION

Universal Threshold
The first threshold applied to multiwavelet coefficients is the universal threshold introduced by Donoho and Johnston [I] for scalar wavelets. The universal threshold is calculated as &ivcmZ, = a m , where a is the standard deviation of the noise and N is the sample size. The same threshold is applied to all coeffcients regardless of the decomposition level. For images, N is chosen to be the number of pixels in a row rather than the total number of pixels in the image. It is observed that this choice for N results in higher SNR valuer.
Modified Universal Threshold
With the scalar wavelet transform, no prefilter is used and the transform is orthogonal. Hence, if the noise component is Gaussian with vaiance 02, then the noise component of each wavelet coefficient will be independently and identically distributed with variance 0 ' . However, the covariance structure of multiwavelet decomposition is more complex due to the prefiltering operation, because correlation is introduced at every level. Thus, the performance of the universal threshold i s degraded when applied to multiwavelet transform.
If the discrete multiwavelet transform is denoted by M , preprocessing by P , and the noise by q , then the stochastic part of the transform, MPq , will have covariance matrix given by cov(Z)=MPZPTMT where Z = M P q and E is the covariance matrix of the noise q. . E is the identity matrix multiplied by a2 when the input noise is assumed to be white with zero mean and variance a 2 . For an orthonormal transform, M M T is equal to the identity matrix, so if the matrix 02PP' is also identity, then cov(Z) will be identity, too. But, I11 -582 in general, 0 2 P P T is not identity, thus the covariance matrix will not be the identity matrix, either.
As a measure of the covariance matrix's deviation from identity, a variance deflator that is equal to the mean of variance coefficients of the covariance matrix is defined [IO] . The deflator far images is calculated by taking the square of the deflator defined for the corresponding one dimensional signal. However, the performance of GHM and CL multiwavelets are further improved, up to 2 dB, by making use of a deflator given by the mean variance of the first level. This is due to the special distribution of coefficients for these multiwavelets. Further improvement is achieved by not using the same threshold for all multiwavelet coetlicients, but by calculating different threshold values for the HH, HL, LH blocks at each decomposition level.
Vector Threshold
The vector thresholding method was first proposed by Downie and Silverman [I I]. They applied this method to the denoising of one dimensional signals and reported promising results.
Applying the discrete multiwavelet transform to a noisy signal, we get Lvector coefficients ofthe form, wj,k =uj,k +Pj.k
( 5 )
where L is the number of scaling functions, and pj,k has a multivariate normal distribution N(0,Qj) . The matrix 0, is the covariance matrix for the noise term, which depends on the resolution level j. Using the transformation we get a positive scalar value which will have a xL2 distribution in the absence of any signal component [ I l l . Suppose the threshold is given by 1; then the analogous hard thresholding rule keeps the vector w,,k if 5j.k is greater than I and suppresses it otherwise. In case of soft thresholding, each element of wj,kis shrunk by an amount of if qj,k > A , otherwise it is suppressed. For images, vectors of four coefficients are used and thresholding is applied separately for the LL, LH, HL blocks at each decomposition level. The threshold 1 is the same as modified the universal threshold.
SURE Threshold
Suppose XI,X2 ,... X, are independent N(gi.1) i =1,2 ,... s random variables with mean vector p=(pI,...,p,) The threshold level I is set so as to minimize the estimate of the P2-risk for a given data, by considering Xi ==.
The threshold is calculated separately for the HH, H I , , and LH blocks at each decomposition level. The noise variance is used in the threshold calculations, so a modified version of the SURE threshold similar to the universal threshold could be defined. For this case, the SURE threshold scaled by the mean variance of the transform is employed.
GCV Threshold
Cross validation is widely used as an automatic procedure to choose the smoothing parameter in many statistical settings. The method is performed by expelling a data point from the construction of an estimate, predicting what the removed value would be and, comparing the prediction with the value of the expelled point. Generalized cross validation [I31 is an extension of ordinary cross validation and can be computed by a Here, w represents the wavelet coefficients of the noisy signal, w h represents the coefficients after thresholding, and No =#$lwu = O }. The threshold is then found by 1 = argminGCV(2.). GCV, like SURE, is also calculated differently for each block at every decomposition level. Both the SURE and GCV threshold estimation methods are designed to work with soft thresholding. They are adaptive in the sense that, in the threshold calculations, they don't just use the sample size N , but the transform coefficients themselves. An important difference between them is, although SURE needs the value of the standard deviation of the noise for its threshold calculation, GCV does not need an estimate of the standard deviation. Bi9 [ZO] . The biorthogonal Bi9 wavelet and the SE multiwavelet have four vanishing moments, whereas all the others have two. So, although the Bi9 wavelet is not orthogonal, it can approximate functions better than the orthogonal D4 wavelet. The SE multiwavelet is a balanced multiwavelet and is used only with the identity prefilter. The other multiwavelets are used with repeated row prefilter (RR) and approximation prefilter (AP). In addition to these, the GHM multiwavelet can also he used with an orthogonal approximation prefilter (ORAP) (211. For all of these cases, a three level decomposition is used, except the repeated row prefiltered multiwavelets, where a four level decomposition is employed. In order to obtain noisy images, white Gaussian noise with o = 25 is added to the original images. In Table. ] and Table. 2, we give the son threshold denoising results for the 256 x 256 Lena image with S N R 6.8739 . In each table, information regarding the type of the wavelet or multiwavelet, the type of the prefilter and the type of the thresholding method are given. The results reveal that, highest denoising performance is attained with multiwavelets. The Bi9 wavelet outperforms the D4 wavelet due to its higher approximation order, but has more computational complexity because of its greater filter length. The performances of the multiwavelets, which are not good with the universal threshold, are greatly improved with the use of other methods. The subjective analysis ofthe denoised images reveal that, even when the SNR values of the multiwavelets and scalar wavelets are near to each other, multiwavelets produce higher quality images. This is true especially for the biorthogonal Bi9 scalar wavelet, which causes point-like artifacts on the images.
RESULTS AND DISCUSSION
