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Resumen
La manipulacio´n de la configuracio´n magne´tica de un material, en escalas de
tiempo de picosegundos, usando pulsos laser cuya duracio´n puede variar entre
femtosegundos y picosegundos, y en ausencia de campo magne´ticos aplicados, es
hoy en d´ıa un campo de investigacio´n importante para aplicaciones tecnolo´gicas
como, por ejemplo, nuevos sistemas de grabacio´n magne´tica. De hecho, el utilizar
pulsos laser en lugar campos magne´ticos para invertir la imanacio´n en un material,
no solo conlleva un correspondiente ahorro energe´tico si no que adema´s el tiempo
necesario para la inversio´n se reduce de nanosegundos a unos pocos picosegundos.
Este efecto, denominado en ingle´s como ’All Optical Switching ’, debido a la
ausencia de campos magne´ticos externos para la inversio´n de la imanacio´n, ha
sido ampliamente comprobado de forma experimental para diferentes materiales
como ferrimagnetos [10, 145], ferromagnetos [96] y sistemas de multicapas [103].
Sin embargo, a pesar del gran nu´mero de experimentos donde se ha observado este
efecto, quedan todav´ıa muchos aspectos por comprender. Por ejemplo, en algunos
casos, la inversio´n de la imanacio´n se produce dependiendo de la polarizacio´n del
pulso de la´ser, en otros no. Adema´s, en algunos casos, para producir la inversio´n
de la imanacio´n en un material es necesario que un gran nu´mero de pulsos la´ser
incidan sobre el material, en otros, con un solo pulso es suficiente.
Desde un punto de vista fundamental, la inversio´n de la imanacio´n por pulsos
la´ser no ha sido completamente explicada. Por el contrario, algunos aspectos de
este nuevo feno´meno si han conseguido ser descritos modelizando el efecto del
pulso la´ser sobre el material. Ve´ase por ejemplo como la inversio´n en FeGdCo,
con un solo pulso la´ser, independientemente de la polarizacio´n del pulso incidente,
ha sido modelizada utilizando simulaciones atomı´sticas basadas en la dina´mica
de Langevin, reproduciendo adema´s el estado ferromagnetico transitorio que se
produce durante la inversio´n entre las dos subredes del material ferrimagne´tico
[123].
La dina´mica ultrara´pida de la imanacio´n tambie´n puede ser modelizada utilzando
simulaciones micromagne´ticas a altas temperaturas basadas en la ecuacio´n de
Landau Lifshitz Bloch (LLB). En este tipo de simulaciones, el taman˜o de los
sistemas que se puede tener en cuenta es mayor. Esto permite analizar aspectos
de la inversio´n por pulso la´ser como por ejemplo que´ ocurre con las paredes de
dominio del sistema.
Ambos me´todos, simulaciones atomı´sticas y LLB, requieren de una correcta
parametrizacio´n de las interactiones ma´gneticas que se tienen en cuenta, princi-
palmente canje y anisotrop´ıa, para describir adecuadamente las propiedades de
un material. De hecho, parametrizar adecuadamente la interacio´n de canje se
hace mas importante si cabe, porque la energ´ıa t´ıpica de estas interactiones cor-
responde, utilizando el principio de incertidumbre de Heisenberg, a la duracio´n
t´ıpica de los pulsos la´ser para los cuales se ha observado el efecto de All Op-
tical Switching. Esto lleva a pensar que quiza´, estas interacciones puedan ser
especialmente relevantes para que inversio´n de la imanacio´n ocurra.
Por lo tanto en esta tesis, con el objetivo de investigar el efecto de All Optical
Switching desde un punto de vista teo´rico, presentamos los siguientes cap´ıtulos
de resultados:
• Parametrizacio´n de la interaccio´n de canje en simulaciones atomı´sticas (Hamil-
toniano de Heisenberg) a partir de la aproximacio´n de Tight Binding para
Fe, Ni y Co.
• Parametrizacio´n de la interaccio´n de canje y la dependencia de para´metros
macrosco´picos con la temperatura para LLB para Cobalto.
• Parametrizacio´n de la interaccio´n de canje en simulaciones atomı´sticas, para
una aleacio´n desordenada de TbCo, a partir de los datos experimentales de
la temperatura de Curie y de la temperatura de compensacio´n de imanacio´n
previamente publicados. Estudio de la posibilidad de producir inversio´n
de imanacio´n en TbCo, usando simulaciones atomı´sticas, al ser excitado
con pulsos la´ser cuya duracio´n var´ıa desde unas decenas de femtosegundos
hasta picosegundos. Discusio´n de condicio´nes de inversio´n basa´ndose en
este material como ejemplo.
• Modelizacio´n atomı´stica de la dina´mica de imanacio´n ultrara´pida en las
estructuras cristalinas de fases de Laves C15 de TbFe y GdFe, utilizando
las interacciones de canje calculadas a partir de primeros principios. Estudio
de la influencia de la variacio´n de la magnitud de las interacciones de canje
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1.1 Modern technological perspectives based on
high temperature magnetisation dynamics.
Magnetic recording media industry demands new technologies for storage devices
in which the bit density per inch, the energy consumption and the data writing
speed are improved. Actual magnetic memory devices are based on magnetic ma-
terials with a strong perpendicular magnetic anisotropy (PMA) 1 that ensures the
stability of the information under thermal fluctuations. Logical bits are stored,
by setting up or down, the magnetisation of the perpendicular magnetic domains
2. The usual way of reversing magnetisation domain (write a bit), is using an
external stimuli (writing head) such as a magnetic field, pointing in the oppo-
site direction of the magnetisation, in order to move the magnetisation to the
magnetic field direction. Therefore, the external magnetic field must be greater
than the corresponding anisotropy field of the media used for magnetic memory
devices, to perform the magnetisation switching.
On one hand, the time needed for a bit writing process is directly related with
the strength and duration of the magnetic applied field. Actual magnetic memory
devices use writing heads that can create magnetic fields of ca. 1T , which leads
to switching times of nanoseconds order of magnitude [149]. An increase of the
magnitude of the applied magnetic field implies a decrease of the magnetisation
reversal time [18, 19], indeed, in 2002, Gerrits et al showed that a precessional
magnetisation switching in 200ps is achieved using ultrashort strong magnetic
pulses specifically shaped [53]. However, developing writing heads capable of
1The preferred direction of the magnetisation is perpendicular to the material
2Regions of the material in which the magnetisation is pointing to the same direction.
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creating stronger magnetic fields than 1T is a challenge because of different tech-
nological issues. In addition, even in the case of developing a new generation of
writing heads achieving higher magnetic fields, it was demonstrated by Tudosa
et al, using ultrashort pulses of high magnetic fields (∼ 3T ), that the magneti-
sation switching time, assisted only by magnetic fields, is limited, because at
this extreme conditions the magnetisation breaks down into random paterns [66].
Additionally, strong fields require more energy.
On the other hand, the bit density per inch is related to the strength of the
PMA of the magnetic material. If the magnitude of the PMA is increased, the
stability of the magnetic domains under the effects of thermal fluctuations is in-
creased too. Besides, the domain wall width 1 that separates magnetic domains
is inversely proportional to the strength of PMA, thus, using magnetic materi-
als with stronger PMA leads to the possibility of increasing the bit density per
inch. Together with this, the strength of the magnetic field needed to switch the
magnetisation increases, as the PMA of the magnetic materials does, which leads
again to limitations on the magnetic field generation.
Therefore, because of the existing limitations of using stronger magnetic fields
than the actually used to reverse magnetisation, novel technologies must be de-
veloped in order to continue increasing the data density and the data storage
speed. To accomplish these requirements, many recent applications with appeal-
ing technological perspectives, based on the magnetization dynamics have been
developed. Some of these possibilities include the use of high-temperature mag-
netisation dynamics as heat-assisted magnetic recording [91], thermally-assisted
MRAMs [132], dynamics under thermal gradients (spin-Seebeck effect) [157]or
ultrafast laser-induced magnetization dynamics [123], or.
The spin Seebeck effect [157], which is the spin analogue of the Seebeck effect,
is defined as the generation of a spin current due to the presence of a temperature
gradient. This feature opens the door to generate spin currents in spintronics
devices using the heat generated by other devices, such as multiprocessors, which
leads to the corresponding energy save. This new emerging field was called spin
caloritronics [23].
Heat assisted magnetic recording (HAMR) [91] is a technology developed with
the aim of reducing the magnitude of the external magnetic field and the corre-
sponding energy consumption for data writing processes. In HAMR, heat assists
the data recording process, because the magnetic anisotropy of a material de-
creases with increasing the temperature [113, 160]. Thus, heating the material
1A domain wall is a region of the magnetic material that separates two different magnetic
domains varying the magnetisation from one domain to the other smoothly. The domain wall
width refers to the distance needed to separate two magnetic domains smoothly.
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during the writing process reduces the PMA, making the magnetic field value
required to switch the magnetisation smaller. After the writing process, the sys-
tem starts to cool down recovering its initial PMA value. Because of HAMR has
beaten the limitations imposed by the generation of stronger enough magnetic
fields, ultra-high bit densities above 1Tb/inch2 have been reported [91]. A similar
example is the temperature-assisted Magnetic random access memories where the
heat generated by current assist s in magnetization switching [133].
Ultrafast laser induced magnetisation dynamics is defined as the possibility of
controlling magnetisation with optical pulses instead of electric currents or mag-
netic fields. The first successful experiment using ultrashort laser pulses instead of
other external stimulus to manipulate the magnetisation of a magnetic material,
nickel in this case, was performed by Beaurepaire et al in 1996 [24]. However, it
was in 2007, when Stanciu et al demonstrated that it was possible to reverse mag-
netisation (write a bit) in ferrimagnetic materials1, GdFeCo in this case, using
circularly-polarised lases pulses [145] without the assistance of any other external
stimuli, when this research field reached its maximum interest. In addition to
the absence of an external magnetic field, they reported a magnetisation switch-
ing time of 2ps, which beat the fastest writing event reported up that moment
[53, 66], opening the door to a new generation of magnetic memory devices for
which the data speed writing and the energy consumption are improved. Because
of the magnetisation switching was successful only using laser pulses, this effect
was dubbed All Optical Switching (AOS). Even more surprising was the work
performed by Ostler et al [123], in which, both experimentally and with atomistic
simulations, the authors reported the magnetisation reversal of a ferrimagnetic
material on the picosecond time scale and below, using femtosecond laser pulses,
independently of the polarization of the laser pulse and without the assistance of
any external magnetic field. This effect, which is included in AOS, was named
Thermally induced magnetisation switching (TIMS). AOS opens an incredible
possibilities to save the energy in magnetic recording by removing the necessity
of external field as well as to make the recording speed much faster. Indeed, re-
cently, it has been demostrated that TIMS can be carried out in GdFeCo using
the heat produced by ultrashort electric currents instead of laser pulses [170].
Besides, the reversal was accompanied by a record low dissipations. Yang et al
reported that reversal occurs for a current pulse with a peak of ∼ 3mA, which
corresponds to an energy of 4fJ [170].
These three examples of new possibilities for spintronics devices show the ne-
cessity of investigating, both experimentally and theoretically, the magnetisation
1Materials in which two different sublattices are coupled antiferromagnetically.
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dynamics at high temperatures. Here we will focus on the theoretical investiga-
tion of the All Optical Switching effect because this is the most recently discovered
and astonishing effect of the presented above with incredible technological per-
spectives.
1.2 All optical switching.
1.2.1 Previous works on the ultrafast magnetisation switch-
ing
In the last two decades the development and availability of means of exciting
magnetic materials on the sub-picosecond time-scale, such as femtosecond laser
pulses [24, 25, 148], THz [72, 92] or mid-infrared sources, has given rise to a
growing area of science broadly known as ultrafast spin dynamics. The interest
in this field is on the one hand to understand the non-equilibrium processes and
on the other - to use this knowledge to develop next generation technologies that
operate at much higher data rates than present day technology.
The first successful attempt to manipulate magnetisation with ultrashort laser
pulses was performed by Beaurepaire et al in 1996 [24]. In that work, it was
demonstrated that Nickel metal (Ni), under the effect of an ultrashort laser pulse
of 60fs, demagnetizes after the laser pulse reaches the material on the timescale
below 1ps. The experimental results obtained in [24] are shown in fig. 1.1.
The interaction of the material magnetisation with the light at femtosecond
time scale was unexplored at that moment, consequently, many experiments have
been performed since Beaurepaire’s results, using the similar time scales for the
laser pulses and different materials instead of Ni. Among them, similar experi-
ments with Ni were performed in order to confirm Beaurepaire’s results [65, 140]
as well as with Fe[32], Co [7, 58], magnetic semiconductors [161], dielectrics [83],
half-metals [115], ferrimagnetic materials [9, 103, 145], [Co/Pt] multilayers [96],
FePt magnetic recording media[71, 108, 119] and synthetic ferrimagnets [103].
Some of these materials only demagnetize and recover the magnetisation after
the laser pulse action as in Ni, in others the AOS has been reported. The first
report on AOS is for GdFeCo using circularly polarized laser pulses [145].
Since the discovery of AOS in GdFeCo disordered alloys [145], great effort
has been performed both theoretically and experimentally in order to explain
the magnetisation reversal mechanisms as well as to find new materials exhibit-
ing AOS. Indeed, AOS has been demostrated in other materials such as other
ferrimagnets like TbCo [9, 10] or TbFe [60], ferromagnets [96]; and multilayer
combination [48, 103, 167].
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Figure 1.1: Experimental results of the ultrafast magnetic response in Nickel to
a laser pulse of 60fs. Fig 1.1 has been extracted from [24]
For many materials exhibiting AOS, the magnetisation is reversed depending
on the polarization of the incident laser pulse [10, 44, 96, 145], nevertheless, it
has been demostrated both experimentally and theoretically that for GdFeCo
there is a large range of laser fluences for which the magnetisation is reversed
independently of the polarization of the incident laser pulse[123, 135]. Thus, it
is clear that there exists at least two different types of ultrafast magnetisation
switching. The first one is dubbed helicity-dependent all optical switching HD-
AOS [44], the second one is dubbed thermally induced magnetisation switching
TIMS [123]. Typically, the helicity-dependent all optical switching requires mul-
tiple laser pulses to reverse magnetisation while the second if feasible with only
a single, femtosecond laser pulse. Nevertheless, it has been demonstrated for
GdFeCo that the first type of switching, the HD-AOS, can be also achived with
only one laser shot in the threshold of laser fluences for which TIMS appears
[158].
Explaining the all optical switching effect in terms of direct transfer of angular
7
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moment from the electrons to the spins is not possible, because, the total angular
momentun of the photons is not strong enough to produce magnetisation changes
in the material [88]. Direct estimations of the temperature needed to be reached
by the electronic system for the ocurrence of the magnetisation reversal due to this
process, gives as a result that the difference between the electronic temperature
Te and the Curie temperature (TC)1 must be ∼ 1mK, which did not occur in
the experiments [145]. On the fundamental level there is a strong debate on the
mechanism of the angular momentum transfer and several quantum mechanical
origins such as the Elliott-Yafet [33, 147] or the exchange scattering [20, 90]
are under debate. The complete description of the switching from the quantum
mechanical point of view, including the correct timescale, has not been reported so
far and more phenomenological classical models based on the statistical mechanics
(such as the Heisenberg atomistic modeling[46, 123, 135], the Landau-Lifshitz-
Bloch equation [16, 47, 51], the M3TM [87] or the Baryakhtar model [109]) have
been more succesful.
1.2.2 Helicity-dependent all optical switching
The first observation of magnetisation switching in ferrimagnetic alloys (GdFeCo)
was reported by Hohlfeld et al in 2001 [64], using 100fs laser pulses and magnetic
fields in order to stabilize the magnetization. However, it was in 2007 when
Stanciu et al showed that for ferrimagnetic disorderd alloy of Gd22Fe74.6Co3.4,
the material magnetisation can be reversed with the help of the cumulative laser
pulses of 40fs circularly polarized, leading a new controllable way of writing bits
for modern storage devices [145]. The reversal took place in 2ps without the
assistance of any external magnetic field.
In addition, the direction of the light polarization2 in combination with the
magnetisation direction of the domain where the pump pulse is applied, deter-
mined if the magnetisation is reversed or not. This is evidenced in Fig. 1.2, where
different magnetic domains are presented before and after the laser pulses inter-
act with them. We see that each circularly polarization set the magnetisation
to opposite directions as well as the linerly laser pulses create random magnetic
domains. Thus, this effect was dubbed helicity-dependent all optical switching
HD-AOS.
Apart from ferrimagnetic materials, the HD-AOS effect has been also de-
mostrated in ferromagnets such as CoPt [96] or FePt [71, 119], which are more
interesting materials for data storage devices than ferrimagnets because, firstly,
1Temperature at which the material magnetization vanishes.
2Right circularly, left circuarly or linear.
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Figure 1.2: Ultrashort laser pulse effects on magnetic domains for
Gd22Fe74.6Co3.4. (a) Magnetic state before the exposure. White and black means
domains with opposite magnetisation direction. (b) Magnetic state after the pump
laser with polarization right-handed (σ+), left-handed (σ−) and linear (L). Figure
1.2 has been extracted from [145]
they are rare earth free, and secondly, they have a strong perpendicular magnetic
anisotropy (PMA). However, in these cases the HD-AOS seems not to be possible
with one laser pulse only.
The switching process was explained, at the beginning, with the combina-
tion of two different effects: firstly the energy of the laser pulse was absorbed
by the electronic system leading to the corresponding ultrafast demagnetization,
as in Fig 1.1 for Ni ; secondly the circularly polarized laser pulse behaves like an
effective magnetic field pointing parallel or antiparallel to the remaining magneti-
sation, stimulating the magnetisation direction for which the effective magnetic
field of the laser pulse is pointing. The latter effect is called inverse Faraday effect
IFE [82]. When the electronic temperature (Te) reaches values close to TC, the
magnetic susceptibility diverges, which means that with the help of the effective
magnetic field due to the laser pulse, magnetisation switching could be produced.
Thus, this processes works like a heat assisted magnetic recording device but
with the difference that there is no external magnetic field applied. However,
estimations [119, 158] indicate that such a field must be strong (larger than 10
T) and act on the timescale larger than the laser pulse duration which seems
9
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not to be feasible. Recent ab-initio theory [71] shows that the IFE acts rather a
increase/decrease of the local magnetisation rather than an effective field.
Alternatively to the IFE, the magnetic circular dychroism MCD 1 has been
suggested as the microscopic mechanism for the HD-AOS [79]. Recent calcu-
lations [71] have shown that the magnitudes of the IFE and MCD effects may
be similar, both being the source for asymmetric spin-flip probability during the
laser heating and thus we do not distinguish between them. Furthermore, the
cumulative heating effect is likely to contribute to the reversal process where the
system is driven close to the phase transition temperature. Consequently, during
one laser pulse the effect is most probably small but is accumulating (similar to
the superparamagnetic effect) in the experiments with many laser pulses.
Additionally, on the larger timescale the asymmetry in spin-flip probabilities
leads to non-symmetric domain expansion, the domain sizes being proposed as
the criterion for AOS [44, 107].
1.2.3 Second mechanism of ultrafast magnetisation switch-
ing: helicity-independent TIMS.
In 2011 Radu et al demonstrated by measurements with X-ray circular mag-
netic dichroism that for Gd25Fe65.6Co9.4 a single linearly polarized laser pulse
of 60fs was enough stimulus to switch the material magnetisation determinis-
tically [135]. In addition, they showed that the magnetisation reversal occurs
via transient ferromagnetic-like state between the different sublattices, which are
coupled antiferromagnetically. To determine the different dynamics of the mag-
netisation corresponding to each sublattice, the transition metal (FeCo) and the
rare-earth (Gd), an element-specific (XMCD), was used. First, as a consequence
of the laser pulse, the FeCo magnetisation reversed 300fs after the laser ex-
citation. After that, the Gd magnetisation needed 1.5ps to reverse, leading to
transient ferromagnetic-like state between both sublattices, what was completely
unexpected. Besides, atomistic spin simulations of this effect were performed,
confirming the existence of the transient ferromagnetic-like state, as a feature
intrinsic to the ultrafast magnetisation switching. Fig. 1.3 shows the experimen-
tal data as well as the fittings performed by Radu et al of the switching process
published in [135]. The transient ferromagnetic state has been suggested as a
reason for the reversal. However, it is not clear if its existence is the reason for
this effect or the consequence.
1Different absortion of light in materials induced by a magnetic field, depending on the
polarization of the light
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Figure 1.3: a) and b) represent the same experimental magnetisation dynamics
of Fe (Red dots) and Gd (Blue dots) sublattices, together with their corresponding
fittings (red and blue lines correspondly), for two different time scales. Fig. 1.3
have been extracted from [135]
In 2012, Ostler et al, based on the previous work published by Radu et
al [135], demostrated that the magnetisation switching observed via transient
ferromagnetic-like was completly independent of the light polarization of the in-
cident laser pulse, besides, they proposed that only the thermal energy given by
the laser pulse to the ferrimagnetic material is responsible of the magnetisation
switching [123]. In addition, the atomistic simulations performed showed that
the switching cannot be avoided with a magnetic field lower than 40T pointed
in the opposite direction. Experimetally, they verified their theoretical results,
showing that each laser pulse (100fs) is capable to reverse the magnetisation in
Gd25Fe65.6Co9.4 films, independently of the initial state of the magnetisation and
the polarization of the light. This also occurred in materials with different com-
positions, in thin films and dots with in-plane and out-of plane anisotropy. Fig.
1.4 shows the experimental demonstration published in [123]. As the magnetisa-
tion is reversed due to the heat absorved by the sample from the laser pulse, this
effect, which is included in AOS, was dubbed Thermally induced magnetisation
switchig (TIMS).
TIMS is a deterministic phenomenon which does not require any asymmetry
of the spin-flip probability coming from IFE, MCD or external field. The essential
characteristics of the reversal is that the FeCo sublattice is faster than the Gd one.
11
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Figure 1.4: Figs. a) and b) are magneto-optical images showing the homogenously
magnetized film (up and down respectively) of Gd24Fe66.5Co9.5 before the laser
pulse interaction. c) and d) are the magneto-optical images after each laser pulse.
Fig. 1.3 have been extracted from [123]
Under the action of the laser heating it demagnetizes almost to zero while the Gd
magnetisation remains constant and provides an exchange field responsible for the
angular momentum transfer from one sublattice to another. In Refs. [123, 135],
it was empirically demonstrated (see also discussion in Ref.[84]) that a number
of requirements for TIMS must be satisfied to observe the phenomena. These
include; (i) two or more magnetic species with antiferromagnetic exchange; (ii)
different intrinsic demagnetization times of each sublatice; (iii) the presence and
traversal of the magnetic compensation point, TM 1; and (iv) ultrashort laser
pulses.
Recent works have used the pioneer results of [123, 135] to produce TIMS in
GdFeCo disordered alloys. Firstly, using larger pulses durations (∼ ps), which are
much more interesting for technological implementation and heating directly the
GdFeCo sample [55]. Secondly, with the heat currents produced in Au/GdFeCo
bilayers by heating with laser pulses the gold surface [164]. Finally, the most
interesting, TIMS was produced in GdFeCo with the heat produced by ultrashort
electric currents (∼ 0.5ps) [170].
1Temperature at which the material magnetization vanishes because the magnetization of
the sublattices compensate each other.
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TIMS has been also reported in other transition metal/rare earth compounds
such as TbFeCo [101], which is more appealing from technological point of view
due to their high anisotropy value, with laser pulses of 500fs and with the help of
two gold nanoantennas leading to swithing areas of 53nm of diameter comparable
with the 55nm recently reported using heat assisted magnetic recording [166].
1.3 The role of the magnetisation compensation
point.
AOS is found in ferrimagnetic materials only for some range of rare-earth con-
centrations. Thus, two features widely discussed as a condition for the ocurrence
of AOS in ferrimagnets are the existence of the angular momentum (TA) or the
magnetisation compensation (TM) points and crossing these temperatures during
the laser heating of the sample.
The angular momentum for each sublattice is defined as Ai =M(T )i/γi, with
i = TM,RE, M(T )i is the magnetisation of the sublattice i at some temperature
T and γi corresponds to the gyromagnetic factor. Thus, the angular moment
compensation temperature is defined as the temperature for which the angular






The magnetisation compensation point in a ferrimagnetic material is defined
as the temperature for which the magnetisations of both sublattices compensate
each other, because they are coupled antiferromagnetically, leading to a net mag-
netisation equal to zero while the magnetisation of both sublattices is non zero
[59]. Not for all the ferrimangnetic materials such a point exists, in many of them
the two sublattices share the Curie temperature. To have a TM some requirements
must be accomplished.
Firstly, the concentration of rare earth in a ferrimagnetic material for which
a TM exists, is limited both above and below. In the case of existing, for low
temperatures, the magnetisation has to be dominated by the rare earth sublat-
tice because its atomic magnetic moment is bigger than for the transition metal
sublattice. Usually, the rare earth Curie temperatures (TC), in general, are lower
than for transition metals, and therefore, their normalized magnetisation decrease




Secondly, the antiferromagnetic exchange between sublattices must be in some
range. It should be weak enough to enable different magnetisation versus temper-
ature curves for each sublattice. Strong antiferromagnetic exchange makes the
system to have similar magnetisation versus curves for each sublattice, and TM
does not exist.
The existance of the angular momentum compensation point is defined by a
different gyromagnetic factor of the rare earth material than that of the transi-
tion metal. This temperature is normally very close to TM and experimentally
in disordered materials they are different to distinguish. Crossing this point was
suggested as one of the first origins for the ultra fast reversal since the effec-
tive Gilbert damping parameter diverges there. Later it was demonstrated by
atomistic modeling [139] that the damping parameter does not really diverge.
Additionally, in modelling TIMS happens equally of one sets the same gyromag-
netic factors for both sublattices.
Earlier works on AOS suggested that the fact that the electron temperature
crossing TM during the laser heating may play a fundamental role on the mag-
netisation switching, for example [155]. By contrast, it has been demonstrated
in other works that the TM is a relevant parameter for the occurrence of AOS
but not essential, so that the role of TM in AOS is still not clear. For example,
on one hand, Ostler et al showed in [123] that the helicity independent switching
mechanism occurs for GdFeCo for some materials without TM or starting the
experiment with a room temperature (TRoom) above the TM of the sample. Thus,
to cross the TM with the laser heating is not a necessary condition. On the other
hand, the work performed by Alebrand et al on TbxCo1−x [10] has reported the
helicity dependent mechanism only in the range of Tb concentration for which a
TM exists and it is below the TRoom.
In 2013 Barker et al, proposed the origin of the helicity independent mech-
anism as the excitation of two magnon-bound states, via angular momentum
transfer from the ferromagnetic to the antiferromagnetic spin wave modes [21].
Fig. 1.5 shows numerical simulations of GdFeCo magnetisation dynamics for
different rare earth concentration, as well as their corresponding magnon dis-
persion relations. The energy gap existing between the ferromagnetic and the
antiferromagnetic bands depends on the concentration as the TM does. For typi-
cal concentrations in which TM exists, the energy gap between the ferromagnetic
and the antiferromagnetic bands is small and reachable with the laser pulse en-
ergy. Thus, the most energy efficient AOS switching occurs for materials with
the magnetisation compensation point although its existence is not completely
necessary.
14
1.4 The time scale of the exchange interaction.
Figure 1.5: Numerical simulations of GdFeCo magnetisation dynamics for dif-
ferent rare earth concentrations, as well as their corresponding magnon structures.
a) Gd10(FeCo)90, b) Gd25(FeCo)75 and Gd35(FeCo)65. Fig. 1.5 Barker has been
extracted from [21].
1.4 The time scale of the exchange interaction.
One feature common in both magnetisation reversal mechanisms presented be-
fore, is that the laser pulses used to carry out the switching, usually are in the
femtosecond time scale. At this time scale, the physics governing the interaction
between the light and the material magnetisation is still not clear, however, this
time scale corresponds to the exchange interaction energy scale via the uncer-
tainly principle ∆t∆E = h̵/2, where h̵ is the Planck’s constant divided by 2pi. It
means that this interaction plays the most important role in the occurrence of
AOS. Fig. 1.6 shows the corresponding time scales associated with each mag-
netic energy term. In fact, neither anisotropy, nor the Zeeman energy have been
shown to influence the AOS. The AOS happens even if very large fields are ap-
plied in the opposite direction [123]. It has been also reported in materials with
in-plane and out-of-plane low and high anisotropy materials [10, 123]. Although
of course the spin-orbit coupling must play an important role in the processes by
promoting specific spin-flips events.
Theoretical results for AOS by Ostler et al in Ref. [123] were obtained from
many-spin atomistic spin dynamics simulations1 (ASD). In ASD, the exchange
interaction is introduced in the spin Hamiltonian using the classical 3D Heisenberg
model, see [50].




Figure 1.6: a) shows the time scales associated to the corresponding energy terms
in magnetism and the energy of lasers or magnetic fields experimentally accesible.
b) shows the energy value and the magnetism term that corresponds to the laser





Jijsi ⋅ sj, (1.2)
The exchange coupling parameters of the Heisenberg Hamiltonian Jij, could be
parametrized both from experimental data of the TC or using the ab initio meth-
ods. For example, in Ref. [124] the authors parametrized the nearest-neighbour
exchange interactions from experimental values of TC and TM as a function of Gd
concentration, with good results. However, the magnetic exchange interaction is
known to be long range, of RKKY type in transition metals. Therefore, while
the ab initio calculations provide a more correct and long range parametrization,
fitting from experimental data only provides first neighbours interactions.
As the exchange interaction is related with the laser pulse time scale, it be-
comes necessary to pay a special attention to this magnetic energy term, in order
to investigate AOS from a theoretical point of view. Indeed, the timescale of the
16
1.4 The time scale of the exchange interaction.
magnetisation dynamics is defined by µ/λTc [150], where Tc is the Curie temper-
ature and µ is the magnetic moment. The Curie temperature is directly related
to exchange interactions, Jij ∝ Tc, see chapter 5. In the two-sublattice materials,
ferrimagnets, this is more complicated and the Curie temperature is related to
the exchange field acting on each sublattice [150]. Thus, the correct values of the
exchange is of paramount importance for description of the AOS effect.
1.4.1 AOS with longer laser pulses.
It must be pointed out that the influence of the laser pulse duration on the occur-
rence of AOS, or in the specific case of the occurrence of TIMS, is still an open
question. In fact, in spite of both magnetisation reversal mechanisms explained
before were discovered using femtosecond laser pulses, recent experiments, for
example, on TbCo disordered alloys demonstrated that the helicity dependent
mechanism also occurs with laser pulses of 10ps and 400fs duration [10]. Fig.
1.7 shows the helicity dependence of the magnetisation switching under the effect
of 10ps laser pulses on TbCo disordered alloys.
a) b) 
Figure 1.7: Helicity dependent magnetisation reversal for TbCo disordered alloys.
The sample was initially prepared with two different magnetic domains. a) shows
the results after sweeping a line with right handed polarized laser pulses. b) shows
the corresponding results after sweeping with left handed polarized laser pulses.
Fig. 1.7 has been extracted from [10].
Recently, experiments performed by Gorchon et al with GdFeCo thin films
showed that, even with longer laser pulses of 10ps, the helicity independent
switching mechanism is observed if the laser fluence is in some range of val-
ues [55]. The magnetisation reversal time is decreased as the laser pulse duration
is increased, however, the switching occurs after all the laser pulse energy is de-
posited in the ferromangetic material. Thus, the switching time is still much
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faster than in actual magnetic memory devices as well as the constrain of using
expensive femtosecond laser is removed.
More surprising is the discovery of Wilson et al with Au/GdFeCo bilayers
[164]. In their experiment, a laser pulse duration up to 500fs heating the Au
film instead of the GdFeCo, creates a temperature gradient between both layers,
which generates heat currents flowing from the Au to the GdFeCo film that
produce AOS, or better said TIMS because it is independent of the helicity of
the incident laser pulse.
All these very recent findings indicate the necessity to investigate the influence
of the laser pulse duration on the occurrence of AOS and more concretly TIMS.
1.5 About this thesis
As it has been discussed, all-optical laser-induced ultrafast magnetisation reversal
is a promising technology for the next generation of magnetic memory devices
as well as a really interesting physical effect from a fundamental point of view.
Especially prmosing is TIMS; i.e. the deterministic reversal with once pulse.
Because the physics underlying the AOS effect (especially on quantum level) is
in reality unknown at this moment, in this thesis, we want to collaborate with the
physical understanding of the mechanisms that produce switching as well as to
determine the necessary conditions and material design in terms of the exchange
interactions. We believe that this research could expedite the implementation of
this new physical effect into future technology devices.
In this thesis we will focus on the atomistic spin simulations of TIMS in fer-
rimagnetic materials different from GdFeCo which has been extensively both
theoretically and experimentally studied. However, before simulating magnetic
system, a correct description of the magnetic parameters involved in the calcula-
tions must be done. As majority of the experiments have been performed using
femtosecond laser pulses, which are directly related with the exchange interaction
on the energy scale, therefore we pay special attention to the parametrization of
the exchange energy term. The thesis is structured as the following:
Chapter 2 This chapter discusses the models used in the system. The atomistic
spin Hamiltonian is described together with the Landau-Lifshitz-Gilbert
dynamics equation. The thermal fluctuations are included to describe high
temperature magnetisation dynamics, called Langevin dynamics. In addi-
tion, a brief introduction of the multi-scale modeling in terms of the LLB
equation is also included for the description of the micromagnetic exchange
interactions.
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Chapter 3 This chapter deals with the problem of parametrizing the atomistic
exchange interaction. To parametrize the Heisenberg exchange Hamilto-
nian, we use a tight-binding approach. The materials are the magnetic
transition metals. Our results are compared with more precise ab-initio
methods. The Curie temperature is evaluated using the Langevin dynam-
ics. Comparison between different methods and the experimental values is
presented,
Chapter 4 In this chapter we present the evaluation of the macrosopic exchange
stiffness A based on the long range atomistic exchange parameters (evalu-
ated from different ab-initio approaches) for the case of Co HCP and Co
FCC metals. We also establish the temperature dependence of A(T ) via
its scaling relation with magnetisation. This is done both analitically and
numerically via simulating domain wall thickness at different temperature.
Analytical estimations based on the classical spectrum density method is
presented and compared with the numerical evaluation.
Chapter 5 We numerically study the possibility of producing TIMS in TbxCo1−x
disordered alloys using atomistic spin simulations. In this case, the exchange
interaction is fitted to reproduce experimental data of TC and TM rare earth
concentration x dependence, allowing us to study the influence of the ex-
istence and the position of the TM relative to Troom. We investigate the
occurrence of TIMS varying the Tb concentration, laser pulse fluency and
its duration. This allows us to elucidate the conditions for the TIMS occur-
rence. We show that the deterministic TIMS occurs only for femtosecond
laser pulse durations.
Chapter 6 In this chapter, TIMS on ferromagnetic materials with a crystalline
structure (Laves phase C15) instead of disordered alloys are studied using
atomistic spin simulations. We use ab-initio exchange parametrizations.
We show that in perfect Laves phases no deterministic TIMS occurs. We
proceed with a material design letting the Laves phase C15 system to vary







2.1 Multi-scale approach for magnetic parame-
ters.
To simulate high temperature magnetisation dynamics processes, such as the all
optical switching effect (AOS) [123, 145] or the heat assisted magnetic record-
ing (HAMR) [91], standard micromagnetims is no longer useful because it does
not take into account the variation of the magnetisation magnitude with tem-
perature. Nevertheless, two different methods could be used instead of standard
micromagnetism: atomistic spin dynamics and the novel micromagnetics based
on the Landau-Lifshitz-Bloch equation.
On one hand, the material parameters needed for simulations with atomistic
spin dynamics (ASD), such as the exchange coupling constants Jij or the mag-
netic moments µ, could be extracted from ab-initio methods. Chapter 3, for
example, deals with the parametrization of the exchange interaction, as well as
with the calculation of the magnetic moments, for the magnetic transition met-
als, using the tight binding (TB) method [26, 128, 144]. Apart from ab-initio
methods, the parameters needed for ASD can be also fitted from experimental
results. For example, in chapter 5, we describe the methodology needed to ex-
tract the exchange coupling constants for a ferrimagnetic material (TbCo), from
the experimental Curie temperature (TC) and compensation point (TM) using the
mean-field approximation [15, 105, 106, 124, 149]. Thus, one advantage of ASD
simulations is that the suitable parameters can be found. The main problem of
atomistic spin simulations is that each spin is associated with one atom, there-
fore, from a computational point of view, there exist limitations to simulate big
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systems.
On the other hand, Landau-Lifshitz-Bloch (LLB) micromagnetics considers
macrospins instead of atomistic spins, therefore, LLB allows to calculate bigger
systems than ASD. However, it is necessary to know the temperature dependence
of the macrosopic material parameters in order to perform simulations. In section
2.3, a brief description of the LLB equation is given in order to show that the
temperature dependent exchange stiffness and anisotropy are needed.
An illustration of the different approaches is presented in Fig. 2.1. The figure
of the left shows the atomic spins considered in atomistic spin dynamics and the
average magnetisation obtained from them. The simulated systems usually are
smaller than 100nm3. The figure of the right shows that the average magnetisa-
tion obtained from atomistic simulations, are the macrospins considered in LLB
micromagnetics. Simulations with LLB approach could consider systems with
volumes up to 1µm3.
Figure 2.1: On the left, the localized spin configuration considered in ASD simu-
lations. Red balls are the atoms of the atomic structure, their corresponding arrows
are the spins associated with the atoms, the big blue arrow represents the average
magnetisation obtained from fluctuating atomic spins. On the right, macro-spins
considered in LLB simulations are presented.
The multi-scale apporach is a hieraechical method proposed by Kazantseva et
al for FePt to calculate the micromagnetic parameters as well as their tempera-
ture dependence, the parameters needed for LLB simulations, from an ab-initio
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parametrization , [63, 74]. Firstly, using ab-initio methods, the hamiltonian used
for atomistic spin simulations is parametrized. The ab-initio methods provide
the information about the local magnetic moments (µ), the Heinseberg exchange
parameters (Jij) and the on-site magnetic anisotropy (dz) 1
Once the spin Hamiltonian is parametrized, the next step is obtaining the
macroscopic material magnetic parameters temperature dependence, namely, the
saturation magnetisation (M(T )), the exchange stiffness (A(T )) and the anisotropy
(K(T )). The simulation of M(T ) is straightfoward using the ASD methods. For
the case of the exchange stiffness, two different kind of atomistic spin simulations,
which are described in Refs. [63, 74] could be used: from the domain walls and
from the spin waves dispersion. For the case of the anisotropy, K(T ) could be cal-
culated from domain walls simulations [74] or using the Constrained Monte-Carlo
(CMC) method [14]. A schematic representation of the hierarchical multi-scale
apporach is shown in Fig. 2.2.
Ab-initio calculations 
m, J, d 
Atomistic models 






Figure 2.2: Schematic representation of the Multiscale approach, showing which
parameters, obtained from ab-initio methods, are neeeded in ASD to obtain the
corresponding micromagnetic parameters needed for the LLB simulations.
1Magnetic anisotropy values are often taken from measurements due to the difficulty to be
calculated from ab-initio approaches.
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2.2 Atomistic spin model
2.2.1 The atomistic spin Hamiltonian.
The magnetic moments of a material could be generated by localized or itinerant
electrons, but in atomistic spin models, the magnetic moment is considered to
be localized on the atoms. Even for the case of itinerant ferromagnets, for many
purposes considering the magnetic moments localized on the atomic site is a good
approximation [141]. The simplest Hamiltonian used to described a magnetic
system in these models is
H = −∑
i




i,z − 12∑i,j Jij s⃗i ⋅ s⃗j, (2.1)
where H⃗ is the external magnetic field, µi is the magnetic moment associated
with atom placed in the site i, s⃗i is a unit vector representing the direction of the
magnetic moment placed on the site i, si,z is its z component, di is the atomic
uniaxial magnetic anisotropy and Jij is the exchange energy between the atoms
placed in sites i and j. The first term of the Hamiltonian represents the Zeeman
energy, the second - the uniaxial anisotropy energy and the third is the exchange
energy, which is described with the Heisenberg Hamiltonian.
The exchange interaction considered in Eq. (2.1) is the simplest one, the
isotropic exchange, for which Jij are scalars. It means that energy between two
spins depends only on the angle they form. The exchange interaction can be
generalized, in order to describe more complex magnetic systems, replacing the
scalars Jij by tensors Jij. Thus, the energy between two spins depends also on the
direction they are pointing. In addition, the anisotropic exchange interactions,
the two-ion anisotropy and the Dzyaloshinskii-Moriya interaction, are included in
this tensor. A description of how the isotropic exchange, the two-ion anisotropy
[114] and the Dzyaloshinskii-Moriya [169] interaction arise from the tensor Jij is
given in section 2.2.5.
The magnetic anisotropy considered in eq. (2.1) has been choosen to be
uniaxial. Uniaxial magnetic anisotropy usually appears in materials with atomic
structures for which one direction is elongated with respect to the others, such as
HCP [43, 113] or L10 [74] phases. In experiments, AOS has been observed in thin
films, which exhibit an uniaxial and often perpendicular anisotropy [10], therefore,
in this thesis we use the uniaxial magnetic anisotropy to describe AOS processes
in ASD simulations. For cubic anisotropy, this term must be substituted by
Hcubani = kc2 ∑i (S4i,x + S4i,y + S4i,z) , (2.2)
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where kc is the atomic cubic anistropy, and S4i,ν , with ν = x, y, z, are the compo-
nents ν of the atomic spin placed in the atomic site i.
2.2.2 The time evolution of the atomic spins.
The time evolution of the normalized spins si is described with the phenomeno-
logical Landau-Lifshitz-Gilbert equation (LLG) [54] 1.
˙⃗s = − γ
1 + λ2 [(s⃗i × H⃗eff,i) + λ(s⃗i × (s⃗i × H⃗eff,i))] (2.3)
where s⃗i is a unit vector representing the direction of the magnetic moment placed
on the site i, γ is the gyromagnetic factor, λ is the atomistic damping and H⃗eff,i
is the effective magnetic field which interacts with the spin placed on the site i.
The effective magnetic field H⃗eff,i is extracted from the derivate of the eq. (2.1),
H⃗eff,i = − ∂H
µi∂s⃗i
, (2.4)
where µi is the atomic magnetic moment of the atom placed on the site i. The
LLG equation, eq. (2.3), is composed of two different terms, describing two
different physical effects of the magnetic moments interaction with a magnetic
field. The first term, represents the precession of the atomic spins (s⃗i) around
the effective field interecting with them (H⃗eff,i). The second term, represents
a damping which at long time leads to the alignment of spin with the effective
field (H⃗eff,i). While the first term has a quantum mechanical origin, the second
one is completely phenomenological, at least at the atomic level. This term
represents the coupling to the bath parameter and contains the microsopic spin-
flip probabilities due to some particular mechanism, such as the Elliott-Yafet
scattering [33, 147].
2.2.3 Langevin dynamics
LLG equation, as it is written in 2.3, is stricktly speaking applicable to zero
temperatures. Nevertheless, thermal effects can be included using the Langevin
Dynamics approach, developed by Brown [27]. Langevin Dynamics introduces an
extra random field for each atom site with a Gaussian distribution Γ(t) in three
dimensions with mean zero. For each time step the thermal field is described as
1To be noted that the pages from 1236 to 1272 from this reference in Phys. Rev. journal
are missing although ref. [54] has hundreds of citations. However, the missing pages contain
some abstracts which include ref. [54]. A complete description of this curious reference could
be found in [2]
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where kB is Boltzmann constant, T is the system temperature, γ is the gyro-
mangetic ratio, µi is the magnetic moment magnitude of the atom placed in i
and ∆t is the time step. The thermal field (ζi), giving rise to Langevin Dynamics,
is included in the LLG equation as follows,
˙⃗s = − γ
1 + λ2 ⎛⎝(s⃗i × (H⃗eff,i + ζ⃗i)) + λ(s⃗i × (s⃗i × (H⃗eff,i + ζ⃗i)))⎞⎠ (2.6)
Thus, Langevin Dynamics allows to simulate atomic systems with temperature
different to zero, giving the possibility of calculating for example the magneti-
zation versus temperature curve or more complex magnetic dynamics processes
such as the ultrafast laser heating or heat assisted magnetic recording. For exam-
ple, in the case of magnetization versus temperature simulations, the macroscopic
magnetization for a given temperature (T ) is calculated as an average on space
and time of all the atomic spins considered in ASD simulations.




The ASD information presented here has been extracted, mainly, from the
review written by Evans et al [46]. In this review, apart from describing the
theoretical background of atomistic spin models, it is presented a public code,
named ”VAMPIRE”, for which the atomistic spin model described before is im-
plemented, allowing everyone interested on the investigation of mangetic processes
in nanosystems to perform atomistic spin simulations. In this thesis, ”VAMPIRE”
has been used, as well as our home-made code.
2.2.4 Constrained MonteCarlo method.
The Langevin dynamics is useful to calculate both equilibrium states and dynam-
ics of spins at any temperature. Nevertheless, apart from this method, equilib-
rium thermodynamics properties could be described using Monte-Carlo methods,
in particular Metropolis algorithm [111].
Metropolis algorithm chooses randomly a spin Si and change its direction to a
new trial one S′i. Then computing the energy difference between the old state and
the new one (∆E = E(S′i) −E(Si)) we calculate the probability of acceptance of
the trial movement
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where kB is the Boltmann constant and T is the temperature. If the the system
has reduced its energy, the trial move is accepted unconditionally. Else, the
trial move has a probability of being accepted P . This procedure is repeated N
times where N is the number of atoms of the system. Each N trial moves are
named as one Monte-Carlo step. Metropolis Monte Carlo is a useful algorithm to
calculate the equilibrium properties such as the M(T ) curve. However, its does
not contain the real dynamics since it does not describe the precession and there
is not correspondence between the Monte Carlo step and the real time step in
the general case.
Based on the Metropolis method, P. Asselin et al have developed the Con-
strained Monte Carlo method (CMC) [14] which allows us to calculate the tem-
perature dependence of the magnetic anisotropy. In CMC method the trial moves
act on two spins at the same time with the aim of remaining fixed the direction
of the average magnetization Mˆ . As in Metropolis method, a random spin Si is
selected to have a move trial S′i but at the same time other random spin Sj is
transformed to S′j to compensated Si move in order to keep fixed the Mˆ direction.
Supposing that we have fixed the direction of Mˆ in the z axis, the acceptance of
the trial move is given by
P =min⎡⎢⎢⎢⎢⎣1,
⎛⎝M ′zMz ∣sˆz ∣∣sˆ′z ∣⎞⎠ exp(−∆EkBT )
⎤⎥⎥⎥⎥⎦ (2.9)
As the direction of Mˆ is fixed, the system is not completely in equilibrium
because there exits a torque T = ⟨−∑i si × ∂H/∂si⟩. When the system reaches
equilibrium, this torque is proportional to the uniaxial anisotropy constant,
Kusin(2θ) = T, (2.10)
where θ is the angle between the anisotropy axis and the fixed direction of
the magnetization in CMC. Therefore, calculating the torque T over the range
θ ∈ (0,2pi), gives the possibility of fitting the results to eq (2.10) and extract the
anisotropy value. As it can be done for all the temperatures range, the anisotropy
temperature dependence can be found. In Ref. [14], where this method is pre-
sented, Ku(T ) is calculated for the uniaxial and cubic anisotropies, recovering
the well-known Callen-Callen scaling laws with magnetization [29].
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2.2.5 The generalized Heisenberg Hamiltonian






where i and j represent the lattice sites, si and sj are the spins vectors placed
in the positions i and j respectively, and Jij is a tensor 3 × 3 that represent the


















Jij tensor can be descomposed in three different terms that correspond to
three physical exchange interactions.
Jij = JijI + JSij + JJAij (2.13)
The first term represents the isotropic exchange interaction and corresponds
to the Heisenberg Hamiltonian used in this thesis for atomistic spin simulations.
Jij = 1
3
(Jxxij + Jyyij + Jzzij ) (2.14)
The second term is the symetric part of the tensor and corresponds to the
two-ion anisotropy interaction. This interaction is not taken into account in this
thesis, however, it is necessary for more complex systems such FePt [74].
JSij = ⎛⎜⎜⎜⎜⎝































2.3 The Landau Lifshitz Bloch equation.
(2.16)
2.3 The Landau Lifshitz Bloch equation.
The classical Landau Lifshitz Bloch (LLB) equation, was derived in 1997 by
D.Garanin [51] for the averaged magnetisation using the ASD for atomistic spins,
the Fokker-Planck equation and the mean-field approximation. The LLB equa-
tion then describes the time evolution of macrospins1. The main difference with
standarad micromagnetics described by the LLG equation is that now the equa-
tion allows the variation of the magnitude of the magnetisation, leading to the
possibility of modeling magnetic systems for which the temperature is changing,
such as AOS or HAMR. Besides, LLB equation is useful for temperature over
and below the Curie temperature (TC), and this is important because in AOS
the temperature of magnetic systems crosses TC . Its validity has been checked by
comparing the results with the experimental domain wall mobility in YIG crystals
[75, 89] or comparing the relaxation times with atomistic simulations [36].




= −γ [mi ×H ieff] + γα∥m2i (mi ⋅H ieff) − γα⊥m2i [mi × [mi ×H ieff]] , (2.17)
where mi = Mi/Ms is the normalized magnetisation of the macrospin i, with
Ms the magnetisation at saturation, γ is the gyromagnetic factor, α∥ and α⊥ are
the longitudinal and tranverse relaxation parameters respectively and H ieff is the
effective magnetic field interacting with the macrospin i. In eq. (2.17) there is
an additional term with respect to the LLG equation (2.3). The first term in eq.
(2.17) represents the precession of the macrospins around the effective magnetic
field (H ieff ). The second one, is the new which allows the macrospins to change
their magnitude of the magnetisation during the simulations. The third term,
represents the macroscopic damping leading to the aligment of the macrospins to
the direction of the effective magnetic field. It is easy to check that the second
term of the LLB equation allows to change the magnitude of the magnetisation,
while in LLG equation (2.3) it does not change, multiplying in both equations
dmi/dt by mi. Fig. 2.3 shows a schematic representation of the effect that each
term of eq. 2.17 produces in the magnetisation time evolution.
1In fig. 2.1 the difference between macrospins and atomic spins is explained.
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Figure 2.3: a), b) and c) represents the effect of the corresponding terms in eq.
(2.17) in the magnetisation. Figure has been taken from [118].
The longitudinal and transversal relaxation parameters for each temperature
have the following form
α∥ = λ 2T
3TC
α⊥ = λ ⋅ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
[1 − T3Tc ] T ≤ TC
2T
3TC
T ≥ TC (2.18)
where T is the temperature of the system, TC is the Curie temperature and λ is
coupling parameter to the bath (the atomistic damping parameter). Note that
as LLB is valid for temperatures over and below TC , the transversal relaxation
parameter is also defined for both cases.
The effective fields in eq. (2.17) are also dependent on the temperature of the
system
H ieff =Happ +Hi,exc +Hi,ani +
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
2χ˜∥ (1 − m2im2e(T ))mi T ≤ TC
J0
µat
(1 − TTC − 3m2i5 )mi T ≥ TC (2.19)
where Happ is an external applied magnetic field, Hi,exc is the field arising from
the exchange interaction, Hi,ani corresponds to the field created by the uniaxial
magnetic anisotropy. The last field, dependent on the temperature of the system
with respect to the TC , is a specific field in the LLB equation, which tries to take
the magnetisation magnitude to its equilibrium value me(T ) =Me(T )/MS in the
case of T ≤ TC . χ˜∥ is the longitudinal susceptibility, J0 is the manitude of the
atomistic exchange interaction (in the simple cubic lattice with nearest-neigbours
interactions only J0 = 6Jij and µat is the atomic magnetic moment.
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The micromagnetic exchange field (Hi,exc) between two macrospins has the
following form:
Hi,exc = 2Ai(T )
m2iMS




(mj −mi) , (2.20)
where j runs for all the macrospins which are neighbors of the macrospin i, l
is the discretization length and finally it is shown the necessity of the exchange
stiffness temperature dependence Ai(T ) for the LLB micromagnetic simulations.
The uniaxial anisotropy field Hi,ani (for anisotropy pointing in z direction) is
written as
Hi,ani = −2K(T )
M2
(mi,xex +mi,yey) , (2.21)
where K(T ) is the anisotropy constant, M is the magnetisation magnitude and
ei, with i = x, y, are unit vectors pointing in the x and y directions respectively.
2.4 Two-temperature model
Two-temperature model (2TM) was developed in 1957 by Kaganov [68, 134, 137]
considering the rate-equations for the dynamics of electron and phonon (and may
be spin) systems. It has been revived in ourdays with the aim of modeling the
ultrafast thermal response of the electrons and the lattice (phonons) when the
material is heated with ultrashort laser pulses. Many years later, a semiclassi-
cal two-temperature model was derived by Chen et al based on the Boltzmann
transport equation which describes properly non-equilibrium electron effects [34].
The model presented in Ref. [34] allows the description of the electronic tem-
perature dynamics of a metalic material. Including this model in both atomistic
spin dynamics and LLB simulations allows to simulate the ultrafast magnetic re-
sponse to the laser heating of a material . Although this model incorparates terms
which represent the heat propagation in the sample, usually, the heat difussion
on the sample is neglected because two main reasons: firstly, the experimental
laser spot typically has around few µm of diameter. This area is bigger than
the area able to be simulated in atomistic spin dynamics and similar to the LLB
possibilities. Secondly, the typical samples used in experiments are thin films
with a thickness less than the laser penetration depth. In this thesis the ther-
mal diffusion is skipped from the two temperature model and it is considered
that the system as whole is heated equally and the temperature is constant over
the space. However, several works have been published considering the thermal
diffusion such as Refs. [31, 52, 138].
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Thus, neglecting thermal difussion, the equations of the two temperature








= G[T (t)e − T (t)ph]
P (t) = (I0 ⋅ F )e−(t/τp)2
(2.22)
where Te(t) is the electronic temperature, Tph(t) is the phononic temperature,
Ce = γTe and Cp are the heat capacities for electrons and phonons and G is
a coupling parameter between these systems. P(t) is assumed to be the pump
laser energy received by the electronic system, I0 describes the amount of laser
energy absorbed by the sample, F is the laser fluence and τp describes the laser
pulse duration. More specifically, the atomistic simulations use the value (I0 ⋅F )
characterising the input energy (units of J/(m3 ⋅ s)), where F is the laser fluence
while the experimental papers report the values in terms of F (units J/m2).
Some of the parameters of the 2T model are known to some extend (such as the
specific heats). Other parameters (specifically the absorbed energy) are usually
fitted to reproduce experimental results. A brief description of the methods used
to fit the two temperature model parameters are presented in [108, 118]. In this
thesis, 2TM parameters are taken from literature.
The reliability of adding the two temperature model 2TM to Langevin dy-
namics for AOS modeling has been demonstrated in many published works for
example Refs. [21, 123, 135]. Also adding two temperature model 2TM to LLB
equations has been proved to give good results [108, 118].
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exchange interactions within a
tight binding approach
3.1 Introduction
The Heisenberg Hamiltonian exchange parameters (Jij) used in atomistic spin
simulations (see section 2.2), are usually obtained phenomenologically from ex-
perimental properties within a mean-field approach (MFA) [149], see for example
[46]. To be specific, the nearest neighbors exchange interactions for a ferromag-
netic material are derived from the experimental Curie temperature (TC). In the
case of ferrimagnetic materials, the antiferromagnetic exchange between the two
sublattices can be also obtained from the experimental compensation point (TM).
On the one hand, the exchange parameters (Jij) obtained via the mean-field
approach can be used for methods such as atomistic spin simulations [46]. How-
ever, in case of using them for atomistic spin simulations, the exchange parameters
must be corrected by a factor , that depends on the atomic structure, in order
to reproduce the experimental results from which they are fitted [50]. In chapter
5, the fitting procedure of the exchange parameters from experimental data is
widely discussed because in chapter 5, this method is used to parametrize the
Heisenberg Hamiltonian for TbxCo1−x disordered alloys.
On the other hand, it is well known that the exchange interaction is long-range,
nevertheless, fitting exchange parameters from experimental data only provides
first neighbors interactions. Although the magnitude of the exchange interactions
decreases as the distance of the interacting spins increases, long-range exchange
interactions must be taken into account in atomistic spin simulations because
they could modify important features of a magnetic system, as the domain wall
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width value [113], which may be strongly influenced by the long-range interaction
(see chapter 4). In this regard, the long-range interactions can be calculated from
ab-initio methods.
The first method to parametrize the Heisenberg Hamiltonian, using the lo-
cal spin density approximation (LSDA) within the KKR-Green function, was
developed by Liechtenstein et al in 1987 [100]. Some years later, in 2000, Kat-
nelson et al generalized this method to include strongly correlated systems such
as rare-earth [73]. Using these methods, the Heisenberg Hamiltonian has been
parametrized for several magnetic materials, see for example the earlier works of
Antropov et al in 1997 for Fe bcc and Ni fcc [12] or Katnelson et al for Fe bcc
[73] and more recent works performed by Padja et al for Fe bcc, Ni fcc, Co fcc
[126] or Turek et al for Co hcp, Gd hcp or Eu bcc [156].
In connection with the all optical switching effect (AOS), A. Secchi et al,
derived in 2013 the formalism needed to parametrize the Heisenberg Hamiltonian
for strong correlated systems, using a multiband Hubbard model within the tight
binding approach (TB), when the system is out of equilibrium due to an external
stimuli such as an ultrafast laser pulse [142]. As the magnetic system is in a non-
equilibrium state, the exchange parameters (Jij) are dependent on time (Jij(t)),
and they could explain the all optical switching effect (AOS) in terms of the time
dependent exchange parameters.
In this chapter, with the final of calculating (Jij(t)) for typical materials
used in (AOS) experiments, such as GdFeCo, we start simplifying the problem,
neglecting the non-equilibrium state due to the laser heating and considering
only bulk magnetic transition metals: Fe bcc, Ni fcc, Co fcc and Co hcp. In
addition, making use of the tight binding method [26, 128, 144], well-known prop-
erties of the electronic structure for these materials, such as the band structure,
the density of states (DOS) or the magnetic moments, are calculated. However,
the results obtained for Jij in these materials are not as succesful as desired, thus,




The linear combination of atomic orbitals (LCAO) or tight-binding (TB) method
was originally proposed by Bloch in 1928 [26] to solve the periodic potential in
solids. The tight binding method consists in making linear combination of atomic
orbitals with coefficents defined as plane waves eiK⃗ ⋅R⃗, where k⃗ is the Bloch wave
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vector and R⃗ is the position of the atom. This method is a powerful tool to solve
the single particle Scho¨dinger equation at any point of the Brillouin zone (BZ)
and shows the proper symetries of the energy bands. However, the main difficulty
of LCAO is the necessity of numerically solve a great number of integrals. These
integrals are the matrix elements of the Hamiltonian between different Bloch
sums.
To avoid calculating such a great number of difficult integrals, in 1954 Slater
and Koster (SK) proposed a modification of the LCAO method, which consists of
fitting these integrals values, in order to reproduce the results of more accurate
ab-initio methods, at high symetry points of the first Brillouin zone (BZ) [144].
Thus, once the integrals are fitted, the LCAO method allows to interpolate results
of more accurate ab-initio calculations at any point of the BZ.
The SK method takes into account a set of atoms i at positions b⃗i inside a unit
cell that is periodically replicated with lattice vectors R⃗m. A set of atomic-like
orbitals φiα is associated to each atom i, where α is the atomic orbital consid-
ered. Due to the fact that orbitals placed in different atoms are in general non
orthogonal, it is prefered to create a new set of atomic states ψiα that have the
same symmetry properties as the original set as well as they are orthogonal. The
new set of orthonormalized atomic states is called Lo¨wdin functions [102].
∫ ψ∗iα (r⃗ − R⃗m − b⃗i)ψ∗jβ (r⃗ − R⃗n − b⃗j)d3r = δijδnm (3.1)
Using Bloch’s theorem, it is possible to rewrite Lo¨wdin functions in the fol-
lowing form
Ψkiα (r⃗) = N−1/2∑
n
exp(ik⃗ ⋅ R⃗n)ψiα (r⃗ − R⃗n − b⃗i) , (3.2)
where k⃗ is the Bloch wavevector and N is the total number of units cells of
the system. Because of the periodicity is the same both for the Hamiltonian
of the system and for the lattice, this basis diagonalizes the Hamiltonianin in
blocks, with each block depending only in a single value of k⃗. In other words, the
Hamiltonian will not have terms depending on two different values of the wave
vector H(k⃗, k⃗′). For a given value of the wave vector k⃗ the matrix elements of
the Hamiltonian can be expresed as




exp(ik⃗ ⋅ (R⃗n − R⃗m))∫ ψ∗iα (r⃗ − R⃗m − b⃗i)Hψ∗jβ (r⃗ − R⃗n − b⃗j)d3r
(3.3)
But using the translation symetry of the lattice it is possible to remove one
of the sums simplifying the Hamiltonian matrix elements.
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Hiα,jβ (k⃗) =∑
n
exp (ik⃗ ⋅ R⃗n)∫ ψ∗iα (r⃗ − R⃗m − b⃗i)Hψ∗jβ (r⃗ − R⃗n − b⃗j)d3r (3.4)
The Hamiltonian includes a single-particle potential, which is a sum of poten-
tials placed in each atom i and vanishes at some distance away from the atom.
V (r⃗) =∑
nk
Vi (r⃗ − R⃗n − b⃗i) (3.5)
Taking into account the site in which the wavefunctions and the potential are
placed, is possible to distinguish between different integral types:
1. The first case occurs when the wavefuntions and the potential are placed in
the same site. This kind of integrals are called on site.
2. The second case is when the potential and one of the wavefunctions coincide
in the same place. These integrals are called two-center integrals.
3. The third case is when both wavefunctions and the potential term do not
coincide in any site. These integrals are called three-center integrals.
4. The fourth case is when the wavefunctions have the same center but the
Hamiltonian does not. They haven’t been included in the original SK paper
and its formalism was developed later [37, 110].
With the aim of simplifying the problem, we will work with the two-center
approximation. This approximation neglects integrals types 3 and 4 in order to
reduce the number of constants needed to construct the tight binding Hamiltonian
of a solid. Integral types 3 and 4 can be neglected because, although their values
are not negligible, they are smaller than the two center integrals. In the following
the two center integrals are named as hoppings.
As we are using Lo¨wdin functions, which have the same symmetry with re-
spect to the crystal than the atomic orbitals, it is possible to considerer that the
decomposition of an orbital, with orbital quantum number l, into its component
with respect to the axis σ, pi and δ is a good approximation, where σ, pi and δ
are the differents types of bonding for s, p and d atomic orbitals. In fig. 3.1 the
different possibilities of bonding between s and p orbitals are shown. Therefore,
the integrals in eq (3.4) will have non-vanishing contributions if the component
with respect to the axis σ, pi and δ of ψn and ψm coincide, reducing again the
number of integrals needed to construst the tight binding Hamiltonian.
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𝜎- bond 𝜋- bond 
Figure 3.1: Different types of bonding for orbitals s and p. The figure has been
extracted from [3].
To calculate the integrals in eq. 3.4, the contribution of the product of atomic
orbitals placed in R⃗n and R⃗m is needed. Defining l,m,n as the direction cosines
of the vector R⃗n − R⃗m, and using the cubic harmonics it is possible to derive
the SK energy table in terms of the two-center integrals. Table 3.1 shows some
examples of the two-center integrals for orbitals s, p and d extracted from the
original Slater-Koster table [144]. The two center integrals ssσ , spσ, pppi, etc
are constants used to fit results from more accurate calculation.
Es,s (ssσ)
Es,x l (spσ)




Es,x2−y2y 12√3 (l2 −m2) (sdσ)
Ey,x2−y2y 12√3m (l2 −m2) (pdσ) −m (1 + l2 −m2) (pdpi)
Ez,3z2−r2 n [n2 − 12 (l2 +m2)] (pdσ) −√3n (l2 +m2) (pdpi)
Table 3.1: Some examples of energy integrals in terms of two-center integrals
extracted from the original Slater-Koster table parameters [144].
These constants have been fitted for several materials, among them, the mag-
netic transition metals: Fe, Co and Ni. These parameters are published in [127]
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and we will use these parametrization for our calculations. The method used to
fit them as well as an extensive description of the tight binding method could be
found in [128].
3.2.2 The Green function
Given a Hamiltonian H(k⃗), its corresponding Green function for a given energy
E is defined as
G(z, k⃗) = lim
→0(z −H(k⃗))−1 (3.6)
where k is the Bloch wave vector, z ∈ C is a complex number with z = E + i,
where E is the energy of system and  is it complex part.
Green functions can be written is terms of the eigenvectors ∣ψ(k⃗)αS > and
eigenvalues a(k⃗)αS of the Hamiltonian H(k).
G(z, k⃗) = lim
→0 ∣ψ(k⃗)αS >< ψ(k⃗)αS ∣∗a(k⃗)αS − z = lim→0 ∣ψ(k⃗)αS >< ψ(k⃗)αS ∣∗a(k⃗)αS −E + i (3.7)
Where α represents the atomic orbital and S the spin.
One the advantages of calculating Green functions instead of the hamiltonian
diagonalization is that the density of states of a system can be easily calculated
in terms of its trace. For example, the total density of states is given by
n(E) = ∫ dk3 (− 1piIm(TrαS (G(z, k⃗αS,α′S′))) (3.8)
Where n(E) is the total density if states, TrαS is the trace of the Green
function over its atomic orbitals α and spin component S. In addition, the spin
or orbital resolved density of states is the following
n(E)αS = ∫ dk3 (− 1piIm(G(z, k⃗)αS,αS)) (3.9)
The Green function G(z, k⃗) is defined in the reciprocal space (k⃗), however,
by performing a Fourier transform they can be calculated in the real space (r⃗ij).
G(z, r⃗ij) = ∫
BZ
dk3G(z, k⃗)e−ik⃗⋅r⃗ij (3.10)
Where the integral in the reciprocal space must be performed over all the first
Brillouin zone (BZ) and r⃗ij is the vector for which we calculate G(z, r⃗ij).
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3.2.3 The Heisenberg Hamiltonian parametrization with
a tight-binding scheme
From the Green functions it is possible to calculate the exchange coupling con-
stants, providing a mapping to a Heisenberg model. Firstly, it is important to





i≠j Jij s⃗is⃗j, (3.11)
where s⃗i are unit vectors that represent the atomic spins placed at site i and
Jij are the exchange coupling constants between the local moments at site i and j,
with absolute value of the moments included in the constants Jij. The Hamilto-
nian expressed in eq. 3.11 is the commonly used in atomistic spin simulations, see
[46], however, there are equivalent definitions as H = −∑i≠j J ′ij s⃗is⃗j, see [100, 126].
Consequently, the relation between both exchange parameters is
Jij = 2J ′ij. (3.12)
The calculation of the Jij requires several approximations. The adiabatic ap-
proximation, assuming that the time scale of fluctuations of the magnetic moment
is larger than that for electron hopping and the magmetic force theorem. The
change in the orientation of the moment does not produce significant changes in
the value of the magnetic moment.





where we have assumed that spins s⃗i from eq. (3.11) are parallel, pointing to
the direction of a vector s⃗0.
The energy difference of a single site infitesimal rotation of the spin s⃗i is given
by
δE(s⃗i) = E(s⃗i) −E0 = (1 − s⃗is⃗k) ∑
k(≠i)Jik. (3.14)
We stress that vectors s⃗k are pointing in the s⃗0 direction.
The energy difference of a two-site excitation is
δE(s⃗i, s⃗j) = − (s⃗i − s⃗0) (s⃗j − s⃗0)Jij + δE(s⃗i)+ δE(s⃗j) = δs⃗iδs⃗jJij + δE(s⃗i)+ δE(s⃗j)
(3.15)
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Thus, the interaction energy between two spins can be written as the energy
difference of varying both spins at the same time minus varying both separately.
Eintij = δE(s⃗i, s⃗j) − δE(s⃗i) − δE(s⃗j) = Jijδs⃗iδs⃗j (3.16)
Using the magnetic force theorem [62, 125], the energy variation can be exp-
resed in terms of the Green function of the system.
Eintij = − 1pi ∫ εF∞ dEf(E)Imδ∗TrlnG(E) (3.17)
Where f(ε) and εF are the well known Fermi distribution and Fermi energy
respectively. G(E) is the Green operator of the unperturbed system, with z ∈ C
and z = E + i, where E is the energy of system and  is the complex part of the
energy. δ∗ means the variation without considering self-consistent change on the
system. For a given hamiltonian H the corresponding green function G(E) is
defined in eq. (3.6).
Considering the same variation on spins in eq. (3.17) as considered in eq.
(3.16),
Jijδs⃗iδs⃗j = δE(s⃗i, s⃗j) − δE(s⃗i) − δE(s⃗j)= − 1
pi ∫ εF∞ dεf(ε)ImTr (δijlnG(z) − δilnG(z) − δjlnG(z)) , (3.18)
Following the derivation of ref. [100] the relation between the exchange param-
eters Jij of the Heisenberg Hamiltonian and the Green functions corresponding
to the Hamiltonian of the system is obtained [121]. The final expression used
the calculation of the exchange parameters using the tight binding method is the
following.
Jil,jl′ = 1
2pi ∫ εF−∞ f(ε)Trα [((H↑ii,l −H↓ii,l′)G↑(z, r⃗ij) (H↑jj,l′ −H↓jj,l′)G↓(z, r⃗ji)]dε(3.19)
where Jij is the exchange interaction between the spins i and j, f(ε) is the
fermi distribution, Hii and Hjj are the onsite interactions of the Hamiltonian in a
tight binding scheme (see subsection 3.2.1), G↑(z, r⃗ij), Trα is the trace on atomic
orbitals, l and l′ are the corresponding atomic orbitals and G↓(z, r⃗ji) are the spin
up and down one-particle Green functions in real space respectively with r⃗ij being





We calculate the exchange interactions Jij for the magnetic Fe bcc, Ni fcc, Co
fcc and Co hcp, where bcc, fcc and hcp mean body centered cubic, face and
hexagonal close packed atomic structures respectively, see [13].
bcc and fcc atomic structures are Bravais lattice. Thus, both lattices can
be generated from linear combinations of the lattice vectors R⃗1, R⃗2, R⃗3, that cor-
responds to each Bravais lattice, using as coefficients only integer numbers [13].
Apart from these structures, there exists others like the simple cubic (sc) or the
hexagonal (hex) atomic structure which are also Bravais lattices, nevertheless,
the hcp atomic structure is not. The hcp atomic structure is composed of two
hexagonal atomic structures interpenetrated. In other words, hcp atomic struc-
ture is generated using the hexagonal lattice vectors R⃗1, R⃗2, R⃗3, but for each unit
cell there are two atoms separated by a vector B, which is the basis vector.
Given a Bravais lattice, i.e, bcc or fcc atomic structures, with primitive
vectors R⃗1, R⃗2, R⃗3, the corresponding vectors in the reciprocal space that defines
the first Brillouin zone, K⃗1, K⃗2, K⃗3 are calculated using the equation R⃗i ⋅K⃗j = 2piδij
[13]. In contrast, because of the hcp atomic structure is not a Bravais lattice1 its
BZ is defined as the BZ of the underlying Bravais lattice, in this case is the BZ
of the hexagonal lattice [13]. Fig. 3.2 shows the Brillouin zone for the different
atomic structures taken into account.
a) b) c) 
Figure 3.2: a), b) and c) represent the corresponding first Brillouin zone of the
bcc, fcc and hcp atomic structures, showing their high symetry points.
1It is a hexagonal lattice with two atoms per basis.
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3.3.2 The electronic band structure
Firstly, we calculate the ground state properties and electronic structure for Fe
bcc, Ni fcc, Co fcc and Co hcp within the tight binding approach. The
tight binding hamiltonian H(k⃗) has been constructed following the Slater Koster
approach, using the parametrizations of Papaconstantopoulos’s book [127] for all
the materials considered in this chapter.
In Papaconstantopoulos’s book [127] it is possible to find different parametriza-
tions for the same material like the orthogonal two center approximation, the non-
orthogonal or the three center approximation. Among the different parametriza-
tions. the orthogonal two center approximation, which is described at the end
of the subchapter 3.2.1, has been selected for simplicity. It must be pointed out
that for Co fcc, we have had to introduce an spin polarization on the onsite pa-
rameters 1, extracted from [130], because the parametrization published in [127]
are for the paramagnetic case.
Fe, Co, and Ni have electronic configurations [Ar]3d64s2, [Ar]3d74s2, [Ar]3d84s2
respectively, therefore, in all our calculations, only 4s, 4p and 3d atomic orbitals
are considered in the tight binding Hamiltonian.
To construct the tight binding hamiltonian matrix elements written in eq.
(3.4), firstly, it is needed to substitute the integral on the right by the corre-
sponding Slater-Koster term of Table 3.1. Secondly, the tight binding parame-
ters obtained from [127] are introduced in the corresponding Slater-Koster term.
Finally, the sum over the neighbors of the atomic structure must be performed.
Once the tight binding hamiltonian H(k⃗) has been constructed for one k⃗
vector, eq. (3.4), it can be diagonalized in order to obtain its eigenvalues aαS(k⃗),
where α represents the atomic otrbital and S represents the spin index. The
band structure of any material is defined as the eigenvalues of the corresponding
hamiltonian for the high symetry directions of the first Brillouin zone. Fig. 3.3
shows the band structure for the materials considered in this chapter.
From fig. 3.3 a sd bonding as well as a concentration of d-bands around the
Fermi level is observed for all the materials studied in this chapter. For the cubic
structures, bcc and fcc, it is observed the degeneracy of d-orbitals into T2G
and eg orbitals at γ. For the case of the hcp, it is shown that the corresponding
plot has the double of bands than for bcc or fcc. This difference is due to hcp
atomic structure has two atoms per unit cell.
The band structure for the different materials depicted on fig. 3.3 agrees
perfectly with those published in [127], which are calculated for a different set of
parameters, instead of using the orthogonal two center parameters.
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Figure 3.3: a), b), c) and d) represents the calculated spin polarized band struc-
ture for Fe bcc, Ni fcc, Co fcc and Co hcp respectively using the tight-binding
method. Red and green lines represent the spin down and up respectively. Blue line
represents the corresponding Fermi energy to each material. X-axis tics represent
the high symetry points of the corresponding BZ of each lattice.
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3.3.3 The density of states
Orbital and spin resolved density of states n(E)αS can be easily calculated in
terms of the green functions G(z, k⃗), which are obtained from the Hamiltonian
H(k⃗) of the system by using eq. (3.6). The density of states n(E)αS for each
atomic orbital α as well as for each spin S is obtained from the diagonal values of
the Green function GαS,αS(z, k⃗), as it is described in eq. (3.8). The spin resolved
density of states n(E)S is obtained from TrαGαS,αS(z, k⃗) and the total density
of states n(E) comes from TrαSGαS,αS(z, k⃗), where Trα is the trace of the Green
function in the index α.
The integral in the reciprocal space written in eq. (3.8) is performed over all
the first Brillouin zone of the corresponding atomic structure, however, it is not
really needed because to calculate the density of states is enough to integrate over
the irreducible zone of the BZ. The real reason to integrate over all the BZ is to
calculate in the same loop of our code the green function in real space G(z, r⃗ij),
needed in the exchange parameters equation (eq. 3.19), which must be calculated
in this way.
By integrating the density of states in energies we determine the Fermi level
εF for each system. The Fermi level is defined as, the energy for which the num-
ber of free electrons, that the material has on its electronic configuration, is equal
to value of the integral in energies of the total density of states. To be spe-
cific, the electronic configurations for Fe, Co and Ni are [Ar]3d64s2, [Ar]3d74s2,[Ar]3d84s2 respectively, therefore, the Fermi level for these materials is the energy
for which the integral N(εF ) = ∫ εF∞ n(E)dE is equal to 8,9 and 10 respectively.
In our calculations, we have used  = 10meV as the imaginary part of the com-
plex energy z, the variable used in the green function G(z, k⃗). This value has been
chosen because we are sweeping in energies E with a precision of ∆E = 5meV .
The integral over the first Brillouin zone of the DOS has been performed using
106 different values of k⃗ homogeneously distributed. In fig. 3.4 it is represented
the density of states resolved in spins for the different materials considered in this
chapter as well as the integral of the normalized density of states (N(E)) 1.
The mangetic moment is defined, in units of the Bohr’s magneton µB, as the
difference of the number of electrons with spin up with the number of electrons
with spin down, µ = N(εF )↑−N(εF )↓, both evaluated at Fermi level εF . The cal-
culated magnetic moments for each material are presented in Table 3.2, together
with different values found in the literature, showing a good agreement.
1We are considering orbitals 4s 4p 3d in our tight binding Hamiltonian, therefore, the
maximun number of electrons that N(E) could exhibit is n = 18 so N(E) is normalized by n.
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Figure 3.4: Calculated spin polarized DOS of the transition metals using the tight-
binding method. Red and green lines represent the spin down and up respectively.
Blue line represents the corresponding Fermi energy to each material. Pink curve
represent the integral of the DOS (N(E)) normalized by n = 18 which is the
maximun number of electrons that N(E) could reach.
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µ(µB)
Atomic structure Tight-binding Experimental
Fe (BCC) 2.11 2.216 [149, 165]
Ni (FCC) 0.69 0.616 [149, 165]
Co (FCC) 1.51 1.75 [40, 97]
Co (HCP) 1.61 1.715 [149, 165]
Table 3.2: Calculated magnetic moments with the tight-binding method together
with experimental values.
The density of states obtained from Green functions in a tight binding scheme
show a good agreement with the previosuly calculated in [127], see other examples
in [13]. In the case of the magnetic moments, we also see that the values we
have obtained are also in good agreement with the other values, extracted from
literature, presented in Table 3.2. Thus, we conclude that the Green functions in
the reciprocal space are well calculated.
3.3.4 Exchange parameters.
Once the Green functions in the reciprocal space G(z, k⃗) have been calculated,
obtaining from them the corresponding Green functions in real space G(z, r⃗ij)
for a given vector r⃗ij can be done easily by performing a Fourier transform, as it
written in eq. (3.7). We stress again that to do a Fourier transform of the Green
function it is needed to integrate over all the BZ. To be noted that, the vector r⃗ij
for which the Fourier transform in done, corresponds to the vector that separates
the two spins for which the exchange interaction Jij is going to be calculated.
Besides, if we want to calculate the exchange interaction for a given vector r⃗ij it
must be taken into account that, for one spin, the Fourier transform is done for
r⃗ij, and for the other spin, for −r⃗ij, see eq. (3.19). Both spins can be treated
separately because we have not considered the spin-orbit coupling in the tight
binding Hamiltonian, therefore, the Fourier transform for each spin can be done
independently.
The onsite energy terms of the tight binding Hamiltonian, H↑ii and H↓ii, ap-
pearing in eq. (3.19) have already been calculated in the tight binding Hamilto-
nian H(k⃗) construction. It corresponds to the term for which both wavefuntions
and the potential of the Hamiltonian are placed in the same atom, see subsection
3.2.1. Thus, onsite energy term is obtained considering that one atom interacts
only with itself. The way in which we have calculated this term is the following:
we started constructing the Hamiltonian H(k⃗) with the onsite energy term, then
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we saved this result for the calculus of the exchange parameters, after this, we
finished constructing H(k⃗) by adding the hopping parameters. Another possi-
bility, computationally more expensive, is to do the Fourier transform of H(k⃗)
for r⃗ij = 0. The onsite energy term is diagonal on spins and on angular moments
for the structures considered in this chapter, except for hcp structure because it
exists an onsite p − d onsite term, see [112, 127].
Thus, using the Green functions in real space and the onsite energies, the
exchange parameters Jij can be calculated by integrating eq. (3.19) in energies
up to the Fermi level. Fig 3.5 shows the calculated exchange parameters using
the tight binding approach, for Fe bcc, Ni fcc, Co fcc and Co hcp, together
with those we have found in the literature1. Exchange parameters are taking
into account up to 6 shells. It is important to stress again that the exchange
parameters presented in fig. 3.5 are valid for the spin Hamiltonian presented in
eq. (2.1).
Except for the Fe bcc case, the exchange parameters calculated using the
tight binding approach show a good agreement with the other different set of
parameters presented in Fig. 3.5. All the parameters set calculated show typical
RKKY oscilations, vanishing the magnitude of the exchange interactions as the
distance increases. For Co fcc and hcp, we see that the first neighbor interaction
is a little bit lower than for parameters published in [126, 156]. In the Ni fcc
case, the results matches almost perfectly with results of [126]. However, for Fe
bcc we see that neither the first neighbor exchange interaction nor the second
one are similar to Pajda et al results [126], both are understimated. Besides,
the first neighbor interaction is lower than the second one, which is completely
unexpected.
The case of Co hcp is interesting because we see that exist different values of
the exchange interactions for neighbors of the same distance, depending on the
relative positions of the spins i and j. If they are placed in the same xy plane the
have one value, if not they have a different one2. This result is confirmed with
the results published by Turek et al [156]. This feature leads to the possibility
of having different domain walls widths in Co hcp depending on the direction
they are created. With the aim of studying this property, we began the work
presented in chapter 4.
1For Co hcp we have found more recent parameters for Co hcp [94] but they are not
represented in order to facilitate the understanding of fig. 3.5. However, next chapter deals
with cobalt and all the exchange parametrizations we have found are presented in Table ??.
2To be noted that we have assumed the c-axis of the hcp atomic structure parallel the z
direction.
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Figure 3.5: a), b) and c) represent the calculated exchange parameters using
the tight binding approach (red circles), for Fe bcc, Ni fcc and Co fcc, for
each shell or group of neighbors of the same distance. Blue triangles represents
the exchange parameters calculated with more accurate methods by Pajda et al
[126]. d) represents the calculated exchange parameters for Co hcp (red figures)
together with the calculated by Turek et al [156] (blue figures). For Co hcp, circles
represents the interactions between even planes and triangles between odd planes.
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3.3.5 Temperature-dependent magnetisation and the Curie
temperature.
Next, we calculate the magnetisation versus temperature curve for Ni fcc, Co
fcc and Co hcp in order to determine its Curie temperature (TC). Fe bcc
magnetisation versus temperature curve is not presented due to the exchange
coupling constants we have obtained are not correct. With this aim, we have used
a public code from York university called Vampire in which Langevin dynamics
is implemented [46].
For this kind of simulations, a big system must be simulated must be simulated
in order to avoid fluctuations of the magnetisation at high temperatures, which
difficult determining TC. In the case of Co hcp we have used 20160 atoms, for Ni
fcc and Co fcc 13500, which are not a really big system but enough to stimate
the TC. In figure 3.6, it is shown the calculated curves of magnetization versus
temperature. Table 3.3 shows the resulting TC as well as the experimental values

















Figure 3.6: Normalized magnetization versus temperature for Ni FCC (red), Co
FCC (green) and Co HCP (blue). Langevin dynamics has been perform using the
atomistic exchange parameters calculated with the tight binding method. Atom-




Atomic structure Tight-binding Experimental ab-initioa
Fe bcc 1044-1045 [126] 800 [126]
Ni fcc 350 624-631 [126] 350 [126]
Co fcc 1100 1388-1398 [126], 1135 [39] 1450 [126]
Co hcp 1025 1480 [156]
Table 3.3: Results for the Curie temperature (TC) extracted from the simulated
magnetization versus temperature curve (figure 3.6). Experimental TC values, as
well as the TC coming from Langevin dynamics simulations of ab-initio exchange
parameters, are also considered
aThese results correspond to Langevin dynamics simulations using the exchange coupling
parameters published in the reference next to them
We see that for Ni fcc, the TC value is the same than for the parameters
found in [126] but the half of the experimetal TC. This discrepance usually is
attributed to the electronic configuration of nickel. As nickel has more electrons
on its valence band than Fe or Co, it is expected that correlations effects in this
material to be stronger . For this reason the different sets of exchange parameters
calculated with different methods do not reproduce the experimental TC.
In the case of Co fcc, we see that there two different values for the exper-
imenal value of TC. One of them is similar to the value we have obtained with
the tight binding exchange parameters, the other one is similar to result of the
exchange parameters published in [126]. For Co hcp we have calculated similar
values but in this case we cannot compare with the experimental TC because Co
hcp transforms into Co fcc at 695 K [154].
3.4 Conclusions
In this chapter, we have calculated the band structure, the density of states, the
magnetic moments and exchange coupling constants of the Heisenberg Hamil-
tonian for Fe bcc, Ni fcc, Co fcc and Co hcp. The exchange interactions
obtained using the tight binding approach have been compared with the sets of
parameters found in the literature obtained from more accurate methods. We
also have performed atomistic spin simulations using the tight binding exchange
interactions as well as with those obtained from literature.
To summarize the conclusions of this chapter:
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• The tight binding exchange interactions (Jij) are similar to those obtained
with more accurate methods except for Fe bcc. Probably the two-center
parametrization given in [127] is not good enough to calculate precisely
exchange coupling parameters which are in the energy range of meV.
• The tight binding Jij for Ni fcc are similar to those published in the lit-
erature, therefore, they are smaller than the needed to reproduce the ex-
perimental TC. Probably, to calculate exchange parameters on Nickel it is
needed to introduce correlation effects.
• For Co hcp we have found different values of the exchange interaction for
neighbors of the same distance, depending on their relative positions. This
is also reported in [156].
• The simulated TC agrees well with the experimental one only for the case
of Co fcc.
At this point, we decided to stop using the tight binding approach to parametrize
the Heisenberg Hamiltonian. If for Fe bcc, which should be one of the simplest
examples, the exchange parameters are so different from what they should be,
probably the tight binding approach is not a good method to parametrize more
complicated systems.
Nevertheless, this work has been useful because the difference of the exchange
interactions for neighbors of the same distance for Co hcp was the seed of the




exchange stiffness and domain
wall width in Co
4.1 Introduction
For the correct use of micromagnetics the exchange stiffness, A, is one of the most
important parameters since it defines the exchange correlation length, measuring
the Bloch domain wall thickness δDW = pi√(A/K), where K is the macroscopic
anisotropy constant. However, the literature reveals a large discrepancy in the
value of this parameter for Cobalt.
Hexagonal-close-packed (hcp) Cobalt is the classic high anisotropy magnetic
material due to its high Curie temperature and large magneto-crystalline anisotropy
in the bulk. Additives such as Pt and Sm enable hcp Co-based magnets to be
used in current magnetic recording media and permanent magnets respectively.
Yet, Co is not so simple. According to the measurements, hcp Co undergoes tran-
sition to the fcc phase [154] at temperatures around T = 695K and at around the
same temperature the magnetization easy axis turns perpendicular to the c-axis
direction [151].
Micromagnetic simulations frequently assume values of the exchange stiffness
in Co in two different ranges: (1.3−1.5)×10−11 J/m (e.g. [42, 129]) or (2.2−3.3)×
10−11 J/m (e.g. [41, 57, 99]). The experimental measurements on the exchange
stiffness using Brillouin light scattering report values between 2.5×10−11 J/m [159]
and 3.6× 10−11 J/m [56]. At the same time old and forgotten neutron scattering
data show higher values of 4.2 × 10−11 J/m [143]. The differences are normally
attributed to non-homogeneous pinned structures due to grain boundaries in non-
perfect samples [56].
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Typically, the Bloch domain wall width in hcp Co is assumed to be between
10-15 nm, following classical books in magnetism (e.g. Refs. [86, 120]). We note
here that the use of different exchange stiffness values may completely alter the
result of a micromagnetic simulation since it defines the occurrence of different
reversal modes, associated with different coercivities, as well as it may change the
type of the reversal mode, for example from transverse to the vortex-like domain
wall in hcp Co nanowires [67].
It is well known that both the anisotropy and the exchange stiffness in mag-
netic materials decrease with temperature. Since typically anisotropy decreases
faster than the exchange stiffness, the domain wall width increases with tem-
perature, which is widely observed experimentally (see, for example Ref.[160]).
The correct temperature dependence of the exchange stiffness is important for
applications since it may define the transition from incoherent to coherent rever-
sal modes as well as change the domain wall velocity. Also, the change in the
domain wall width with temperature has been determined as the key factor in its
motion under thermal gradients [35] as well as for the ultra-fast magnetization
dynamics response [131]. Thus accurately determining the rate of change of the
domain wall width with temperature is very important from both fundamental
and applied points of view.
In this chapter, starting with parametrizations of the Heisenberg Hamiltonian
with ab-initio electronic structure calculations, we evaluate the exchange stiffness
parameter and the domain wall width as a function of temperature. We determine
the domain wall width at low temperatures as large as 24-29 nm, depending on the
Heisenberg model parametrization. This value is larger than frequently assumed,
and it increases with temperature. We also determine the scaling relation with
magnetization of both the exchange stiffness parameter and the domain wall
width.
4.2 Theoretical background
4.2.1 Definition of the exchange stiffness from atomistic
exchange parameters.
The exchange stiffness parameter A, used in micromagnetics simulations, rep-
resents the strength coupling between macrospins. Its value, as explained in
Aharoni’s book [8], could be derived from atomistic exchange parameters Jij,
which in turn could be obtained from ab-initio methods.
Although the formulas needed to calculate the exchange stiffness parameter
A from atomistic exchange parameters Jij are presented in Aharoni’s book [8] for
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several atomic structures such as simple-cubic (sc), body-centered-cubic (bcc),
face-centered-cubic (fcc) and hexagonal close packed (hcp), they only included
the exchange interactions between first neighbors. However, the exchange in-
teraction is known to be long-range, as shown in chapter 3. Thus, we extend
Aharoni’s formulas to include exchange interactions up to the desired number
of neighbors. In this work we have taken into account up to the 6th neighbor,
because this is the number of neighbors where typically the exchange interactions
become negligible 3. In addition, the Heisenberg hamiltonian definition given
in Aharoni’s book [8] differs from the definition typically used in atomistic spin
simulations (see subsection 2.2.3) by a factor 1/2. To be noted that although
Aharoni’s formulas differ from our formulas the result for A should be the same.
In order to obtain the relation between the exchange stiffness parameter A
and the Heisenberg exchange parameters, we first consider the energy difference
between the ground state of a ferromagnetic system at zero temperature (all the





i≠j Jij (1 − s⃗is⃗j) = −12 ∣S∣2∑i≠j Jij (1 − cos (θij)) (4.1)
where i and j represent the lattice sites, s⃗i and s⃗j are the spins vectors placed in
the positions i and j respectively, θij is the angle between vectors s⃗i and s⃗j, ∣S∣
is the module of the spin vectors, and Jij represent the exchange energy between
them. The rotations of the spins are supposed to be small, thus it is possible to






As the rotations of the spins are considered to be small and the spins are unitary
vectors, thus ∣Si − Sj ∣ = sin (θij) ≈ (θij) (4.3)




i≠j Jij ∣Si − Sj ∣2 (4.4)
The atomic spins in a ferromagnetic system are almost parallel, therefore the
change of the direction of the spins between adjacent atoms should be small. This
fact allows us to define a smooth continuous variable m equal to the spin direction
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in each atomic site. Therefore, expanding m in its Taylor series, centered in atom
i with direction r⃗ij where r⃗ij is a vector pointing from atom i to atom j





i≠j Jij ∣r⃗ij ⋅ ∇m∣2 (4.6)
As j index runs over all atoms except i it is possible to rewrite the last equation





⎛⎝ ∑j∈Ni1 Jij (r⃗ij ⋅ ∇m)2 + ∑j∈Ni2 Jij (r⃗ij ⋅ ∇m)2 + ⋅ ⋅ ⋅⎞⎠ (4.7)
where Ni1,Ni2, etc., mean the first, second, etc. neighbors respect to atom i.
Taking into account only the first neighbor group, Aharoni’s formulas must arise
just with the difference of a factor 1/2 coming from the definition of the Heisenberg
Hamiltonian. For the time being, all the neighbors are kept in the formula.
Considering a continous system instead a discrete one, we change the sumation
over the atoms i to an integral over the space leading to a final equation valid
for any number of neighbor groups and for every atomic structure, if the atomic





J0j ∫ [(r0jx∇mx)2 + (r0jy∇my)2 + (r0jz∇mz)2]dV (4.8)
where V0 is the atomic volume. Independently to which atom 0 is taken as a
reference to introduce the distances r0jν ( ν = x, y, x ) and the exchange paramters
J0j in eq 4.10, the result of Aν will be the same. To be noted that if an atom
j is selected, and the reference atom 0 is changed 1, then r0jν and r1jν will be
probably different. However, if the product J1j ⋅ r21jx is non-zero, then there exits
one j′ for which J1j ⋅ r21jx = J0j′ ⋅ r20j′x and therefore the result of Aν will be the





ν = x, y, z. (4.9)
1A neighbor group or shell respect to an atom i is defined as the set of atoms j which are
at the same distance respect to the atom i
2More complicated atomic structures than hcp such as Laves phases structures, which have




Eexc = ∫ [Ax (∇mx)2 +Ay (∇my)2 +Az (∇mz)2]dV (4.10)
If ths system is cubic then the exchange stiffness becomes isotropic and reduces
to the well-known exchange energy in micromagnetism.
Eexc = A∫ [(∇mx)2 + (∇my)2 + (∇mz)2]dV (4.11)
Eq. 4.9 makes possible to calculate the exchange stiffness parameter A from
an ab-initio given set of atomic exchange parameters, but strictly speaking, this
value is only valid at zero temperature. Nevertheless, it is possible to calculate the
temperature dependence of the exchange stiffness parameter A either numerically,
via simulating the Bloch domain wall width or analitically, using the Classical
Spin Density Method CSDM [17, 30]. Next chapter introduces the basics of the
Bloch domain walls.
4.2.2 Bloch domain wall
A magnetic system described with the exchange energy plus the uniaxial magnetic
anisotropy energy (see eq. 2.1), in which a domain wall is forced to appear, gives
as a result a Bloch domain wall if the system is long enough [76]. Firstly, the
domain wall must be forced to appear either by applying anti-periodic boundary
conditions or introducing an antiferromagnetic exchange interaction between the
bounds of the domain wall. Secondly, the system must be long enough to fully
contain the domain wall. Taking into account these two conditions, atomistic
simulations at any temperature must give as a result a Bloch domain wall whose
profile is described by
mz(x,T ) =me(T ) tanh(pi(x − x0)/δ(T )ν) (4.12)
where δ(T )ν is the domain wall width at temperature T along the direction
ν = x, y, z, x0 is the position where the domain wall center and me(T ) is the
equilibrium magnetization at temperature T .
The relation of the domain wall width δ(T )ν with the macroscopic exchange
stiffness and the anisotropy constant is considered to be the same as at zero
temperature, i.e. the following
δ(T )ν = pi¿ÁÁÀA(T )ν
K(T ) , (4.13)
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where A(Tν) is the exchange stiffness parameter in the direction ν and K(T ) is
the magnetic anisotropy constant at any temperature T . This equation is the key
for calculating the exchange stiffness temperature dependence from the domain
wall width and the anisotropy. The domain wall width temperature dependence
δ(T )ν could be calculated simulating Bloch domain walls at any temperature
using Langevin Dynamics approach (see subchapter 2.2.3) and fitting the result
to eq. (4.12). For the case of the temperature dependence of the anisotropy
(K(T )), we use the Constrained MonteCarlo method (see subchapter 2.2.4) .
4.3 Modeling results
4.3.1 The Spin Hamiltonian parameterization.
The long-range pair-wise exchange parameters for Co are evaluated by mapping
the electronic structure calculation into the Heisenberg model. In chapter 3, the
Heisenberg Hamiltonian has been parameterized using the tight binding (TB)
approach for Fe bcc, Ni fcc, Co fcc and Co hcp. More accurate parametriza-
tions are based on ab-initio methods, see for Co hcp in [94, 156] and for Fe bcc,
Ni fcc and Co fcc in [126]. For the case of Co hcp, all the parameter sets in the
literature show typical RKKY oscillating behaviour and the exchange anisotropy,
i.e. the exchange parameters (Jij), apart from depending on the distance of the
spins placed in sites i and j, depend on the relative position of the spins i and
j with respect to the c-axis of the HCP atomic structure. In other words, al-
though the distance between spins i and j is the same, Jij values are different
if the spins are placed in the same plane or not, which agrees with the results
obtained in chapter 3. In our simulations for Cobalt we used the parameters from
the references above, see Table 4.1. Since in the literature two contradictory sets
of parameters: the older one by Turek et al [156] and the very recent one by
Kvashnin et al [94] have been found, our co-author Serguej Khmelevskiy from
the Vienna University of Technology has calculated another parameter set, also
showing the exchange anisotropy.
The technique used by S. Khmelevskyi is based on the Local Spin-Density Ap-
proximation and bulk Korringa-Kohn-Rostokker (KKR) method in the Atomic
Sphere Approximation (ASA) [6, 136]. The partial waves in the KKR-ASA cal-
culations have been expanded up to the orbital lmax = 3 (spdf basis) inside the
atomic spheres, for all non-equivalent atomic sites. The exchange parameters
have been calculated using the magnetic force theorem [100]. The exchange con-
stants were estimated in ferromagnetic ground state at T = 0 K, which give a
reasonable estimation also at non-zero temperatures for both fcc and hcp Co.
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The method of the exchange constants calculation is essentially the same as that
of Pajda et al [126] or Turek et al [156] for Co fcc and Co hcp respectively.
However, S.Khmelevskiy used a more extended basis for partial wave expansion
(lmax = 3) than Turek et al who used lmax = 2. Because of that, the exchange
constants are closer to Kvashnin et al [94], who used a full potential methodology.
Previously, the application of this approach has allowed a successful description
of magnetism in various transition metal systems [77, 78].
Co (hcp)
TB Khmelevskiy Kvashnin Turek
et al [94] et al [156]
Jij label R0j Ns J0j(meV )
J1a (100) 6 19.478 24.126 21.769 27.2
J1b (12 12√3√23) 6 21.602 28.27 24.762 31.28
J2b (1 −1√3√23) 6 2.918 3.755 2.72 4.08
J3a (00√83) 2 6.325 6.61 5.44 8.16
J4a (0√30) 6 3.163 2.83 2.18 3.4
J4b (1 2√3√23) 12 2.334 2.42 2.18 3.26
J5a (10√83) 12 -0.433 -0.81 -0.68 -0.1
J6a (200) 6 -1.992 -2.095 -1.36 -1.00
Table 4.1: Calculated exchange parameters in chapter 3, S.Khmelevskiy’s ex-
change parametrization as well as the different parameters sets found in literature
for hcp cobalt up to the first 6 shells. R0j is the shell position in units of lattice
constant, Ns is the number of equivalent sites in the shell and Jij label is name
given to each exchange interaction where i ∈ [1,6] refers to the neighbor number
and j ∈ [a, b] refers to even or odd planes respect to the reference atom.
In Table 4.1 Table 4.2 we present the different exchange parameter sets for
Co HCP and Co FCC extracted from literature, the results obtained in section
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Co (fcc)
TB Serguej Pajda et al [156]
Jij label R0j Ns J0j(meV )
J1 (12 120) 12 22.65 25.463 29.524
J2 (100) 6 3.56 2.22 2.99
J3 (112 12) 24 3.16 2.90 3.16
J4 (110) 12 -0.85 -3.16 -2.45
J5 (32 120) 24 0.13 0.76 0.71
J6 (111) 8 0.63 1.27 1.17
Table 4.2: Calculated exchange parameters from chapter 3, S.Khmelevskiy’s ex-
change parametrization as well as the different parameters sets found in for fcc
cobalt up to the first 6 shells. R0j is the shell position in units of lattice constant,
Ns is the number of equivalent sites in the shell and Ji label is name given to each
exchange interaction where i ∈ [1,6] refers to the neighbor number.
3 using the TB approach as well as the parameters calculated by S. Khmelevskyi
1. The exchange parameters show dominant ferromagnetic interactions up to the
third nearest neighbours and the typical RKKY oscillating asymptote. In what
follows we only included the exchange interactions up to 6 nearest neighbours.
The different sets of exchange parameters presented are calculated in the same
conditions of the S. Khmelevskiy’s set, for T = 0K and in the ferromagnetic
state. A big variation of the exchange parameters with temperature is not ex-
pected, therefore, simulating with zero-temperature exchange constants is a good
approximation [28]. Thus, in our simulations, no temperature dependence of the
exchange parameters is considered. Apart from the ferromagnetic (Fm) state,
the exchange parameters can be calculated using the disordered local moment
(DLM) approach [146] (see also section 6).
Finally, the value of the magnetic moment which is going to be used in
Langevin dynamics (see section 2.2.3) for Co hcp, is the value calculated in
the previous chapter, which is shown in Table 3.2 and corresponds to the value
1Original Serguej’s, Kvashnin’s, Pajda’s and Turek’s sets of exchange parameters are pre-
sented in mRy and they are calculated for the Hamiltonian H = −∑ij Jij s⃗is⃗j .
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published in [127]. Althought magnetic moments are explicity shown in eq. (2.1),
they appear in the Zeeman energy term, but in this chapter, we are not consid-
ering any external magnetic field. However, they are needed to calculate the
effective magnetic fields that interacts with each atomic spins, see eq. (2.4),
therefore, they are always needed for atomistic simulations 2.2. In any case, it is
not expected that δDW value depends on the magnetic moments µ itself, but µ
value will determine the dynamics of the system during the domain wall forming
process. The sizes of magnetic fluctuations are also dependent on it.
4.3.2 Temperature-dependent magnetisation and the Curie
temperature.
To evaluate temperature dependent magnetisation we use the classical Langevin
dynamics simulations based on the integration of a set of stochastic Landau-
Lifshitz-Gilbert (LLG) equations [46] with internal fields defined by the Hamil-
tonian written in eq. (2.1) and additional random fields, as described in section
2.2.3.
Firstly, the magnetization curves versus temperature have been calculated,
see Fig. 4.1. The resulting Curie temperatures are summarized in Table 4.3 (hcp
Co) and 4.4 (fcc Co) for the different sets of parameters.
The TC = 1480K value, which we calculate here by the Langevin dynamics
approach with the parameters of Turek et al is close to the most frequently cited
experimental value for Co TC = 1385K (e.g. the book [120]) measured in [38, 117]).
Because of that agreement, this parametrization gives a suitable for magnetisation
dynamics modeling curve M(T ) and we still use values from Turek et al [156] in
our calculations. S. Kmelevskiy’s parameters set also gives as a result a Curie
temperature close to the experimental one for both hcp (TC = 1250 K) and fcc
(TC = 1300 K) phases, although they are now below it. At the same time the
calculations by Kvashnin et al [94]) give a smaller Curie temperature TC = 1100 K
but in agreement with the value of 1131 K cited in the book by Cullity [39]. The
TB parameters and its corresponding Curie temperature TC = 1025 K are close
to the ones from Kvashnin et al.
We note that our estimations of TC do not include the effects of longitudinal
spin fluctuations at high temperatures and renormalization of the exchange con-
stants due to the spin disorder in a paramagnetic state [136]. Thus the obtained
TC values cannot be considered as a test of the exchange constants quality which
are calculated from the low temperature ferromagnetic reference state. However,
namely the exchange constants calculated in the ferromagnetic ground state must
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Figure 4.1: Figures a) and b) represent the magnetisation versus temperature
curves for cobalt HCP and FCC respectively. Each curve corresponds to a different
set of exchange parameters, which are presented in Table 4.1 and Table 4.2 for
cobalt HCP and FCC respectively.
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be used at the temperatures lower than experimental magnetic ordering tempera-
ture. Note also that within the disordered local moment approach the dependence
of the Heisenberg exchange coupling constants for hcp Co has been found to be
very weak [28] in the considered here range of temperatures.

























K(T)         CMC   
K(T) = K(0) m3  
Figure 4.2: Red crosses represent the anisotropy temperature dependence calcu-
lated with Constrained Monte Carlo method (see subsection 2.2.4) using Vampire
code [5, 46]. Green line represents the Callen-Callen scaling law (K(T ) ∼K(0)m3)
[29].
The domain wall width depends on the macrosopic anisotropy value K as it is
written in 4.13, therefore we need to evaluate its temperature dependence. The
value of the atomic uniaxial magnetic anisotropy in the spin Hamiltonian, eq.
(2.1), has been taken from literature due to the fact that an ab-initio estimation
of this value is difficult and not too much reliable. Therefore with the aim of
calculating a realistic value of the δDW we take a experimental value for Co hcp
ku = 5.83 ⋅10−11J/atom which corresponds to the macroscopic value K = 0.53×106
J/m3 [70]. The relation between the microscopic and macroscopic anisotropy
constants is obviously given by the atomic volume Vat = 1.1 ⋅ 10−29m3 which is
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calculated from the experimental lattice constant a = 2.50 ⋅ 10A˚ [127]. For Co





ku =K ⋅ Vat (4.15)
Note that a constant atomic anisotropy value gives a temperature-dependent
macroscopic anisotropy. There may be an additional temperature dependence
of the on-site anisotropy which is difficult to estimate. Specifically, the intrin-
sic change of anisotropy happens via the temperature-induced transformation
from hcp to fcc structure. However, we note that a different anisotropy value
changes the domain wall width but is not important for the determination of the
temperature dependence of the exchange stiffness parameter.
The magnetic anisotropy temperature dependence of Co hcp is well-known to
follow Callen-Callen scaling law (K(T ) ∼m3) [29]. The Constrained Monte Carlo
method (CMC), which is described in section 2.2.4, has been demonstrated to re-
produce the Callen-Callen scaling law for anisotropy, in particular, the macrosopic
anisotropy of HCP structures is demonstrated to follow K(T ) ∼ m3 [14]. Our
calculations reproduces this result using Vampire code [5, 46], which has this
method implemented, see Fig. 4.2. Computational work was done setting for a
given temperature the hcp c-axis parallel to z direction and fixing the magnetiza-
tion direction to the angle θ which was varied from θ = 0 to θ = 2pi and extracting
the torque for each value. Fitting this torque to eq. (2.10) the corresponding
value of the anisotropy for each given temperature is extracted. This process is
repeated in the temperature range of T ∈ [0,1300]. Results are presented in Fig
4.2 together with corresponding Callen-Callen scaling law for uniaxial anisotropy
showing a good agreement up to 1200 K.
4.3.4 Low temperature exchange stiffness and the domain
wall width
The different sets of atomistic exchange parameters (Jij) shown in Tables 4.1
and 4.2 for Co hcp and Co fcc respectively are going to be used as inputs
to calculate the zero temperature exchange stiffness (A), using the extension
of Aharoni’s formulas [8] to include long-range exchange parameters, which is
derived in section 4.2.1. Recalling that Co hcp shows an anisotropy in exchange
interactions, the exchange stiffness in xy plane and in c-axis must be calculated
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separately. To be specific, the explicit equations used to calculate Aν (for Co
hcp), with ν = x, y, z, and A (for Co fcc), taking into account up to 6 nearest
neighbours, are the following:
Ax(y) = a2
4V0HCP
[3 ⋅ J1a + J1b + 4 ⋅ J2b + 9 ⋅ J4a + 14 ⋅ J4b + 6 ⋅ J5a + 12 ⋅ J6a] , (4.16)
Az = a2
4V0HCP
[4 ⋅ J1b + 4 ⋅ J2b + 16
3
⋅ J3a + 8 ⋅ J4b + 32 ⋅ J5a] . (4.17)
AFCC = a2
4V0FCC
[2 ⋅ J1 + 2 ⋅ J2 + 12 ⋅ J3 + 8 ⋅ J4 + 20 ⋅ J5 + 8 ⋅ J6] (4.18)
where a is the lattice parameter, V0HCP is the atomic volume corresponding to hcp
structure given by eq. (4.14), V0FCC = a3/4 is the atomic volume corresponding to
fcc structure and Jij are the exchange constants and they are labeled as in Table
4.1. The resulting exchange stiffness for each parameters set are summarized in
Table 4.3 and Table 4.4 for Co hcp and Co fcc respectively.
TB Serguej Kvashnin et al [94] Turek et al [156]
Exchange stiffness
Plane xy (10−11 J/m) 2.97 3.33 2.95 4.38
c-axis (10−11 J/m) 3.26 3.62 3.02 4.73
Domain wall width T = 0 K
Plane xy(nm) 23.51 24.88 23.42 28.49
c-axis (nm) 24.64 25.96 23.70 29.60
CSDM
 0.242 0.207 0.208 0.186
A ∼m1.76 A ∼m1.79 A ∼m1.79 A ∼m1.81
TC(K) 1025 1250 1100 1480
Table 4.3: Results for different Co HCP parameterizations.
Firstly, it is interesting to remark that the calculated exchange stiffness for
hcp Co and for fcc Co have similar values. If the exchange parameters set for
both atomic structures are calculated with the same ab-initio method, then the
resulting exchange stiffness values are similar for both cases.
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TB Serguej Pajda et al [156]
Exchange stiffness (10−11 J/m) 3.22 3.62 4.41
CSDM ε ∼ 0.310 ε ∼ 0.180 ε ∼ 0.177
A ∼m1.69 A ∼m1.82 A ∼m1.82
Tc(K) 1250 1300 1550
Table 4.4: Results for different Co FCC parameterizations.
Secondly, it seems that the value of A for hcp Co in micromagnetism has
been systematically underestimated due to the fact that for all the parameters
sets which we used here, the exchange stiffness value is similar to the upper bound
or larger than typically used in micromagnetic simulations, frequently by a factor
of 2 times. The different A values shown in Table 4.1 match on its lower bound
with the largest value used in micromagnetics simulations [1] as well as with the
data reported with Brillouin light scattering experiments. On its upper bound,
they agree with the neutron scattering measurements [143].
Thirdly, there is a slight anisotropy in the exchange stiffness arising from the
atomic exchange parameters for HCP Co. We should remark that the Co HCP
exchange stiffness A appears in Ref. [8] as isotropic, because only isotropic first
neighbors interactions were considered. Taking into account the second neighbors
without any exchange anisotropy, A remains isotropic (see eq 4.16, 4.18), but with
more neighbors or the exchange anisotropy, A becomes anisotropic. In any case,
this anisotropy is small and may be probably disregarded.
Using the exchange stiffness results shown in Table 4.3 for hcp, the mi-
croscopic anisotropy value presented at the end of the previous chapter (K =
0.53J/m3) and eq. (4.13) we calculate the domain wall widths (δDW ) corre-
sponding to each parameters set at T = 0. Results are shown in Table 4.3. As the
exchange stiffness values are larger than the typically assumed values, the domain
wall widths also are. In fact, δDW is determined to be in the range [24 − 29nm],
which is larger than the 15 nm reported in classical books such as [120]. The
exchange anisotropy gives different domain wall widths parallel to the c-axis and
in xy-plane but this difference results to be very small, less that 1nm in all cases.
To mutually validate theoretical and modeling results, we perform Langevin
dynamics atomistic simulations for Co hcp with the aim to create a Bloch do-
main wall, fit its profile to eq. (4.12) and extract its domain wall width.1. For
this purpose, Turek’s parameter set has been selected as an example because it
has the largest TC well in agreement with the experimental one. The atomistic
1To be noted that it is only possible with our code to simulate hcp Co domain walls because
the anisotropy is larger than fcc Co anisotropy and the corresponding domain wall is smaller.
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simulation codes which has been used are: our home-made one as well as the
publicly available vampire code [5, 46]. The system size has been set 80 nm of
length and with a cross-sectional area of 250 nm2 in order to fully contain the
domain wall. The domain wall is constrained in the system by applying anti-
periodic boundary conditions. We calculated both c-axis and in-plane xy domain
walls. First the temperature used in Langevin dynamics was T = 3K, to be close
to the zero-temperature theoretical domain wall width value which is calculated











sim dw3Kz  
sim dw3Kxy
analytical dw3Kz  
analytical dw3Kxy
Figure 4.3: Red squares and black triangles crosses represent the simulated do-
main wall profiles for temperature T = 3 K, using the exchange values of Turek et
al [126] along the c-axis and inside xy plane respectively. The difference between
their domain wall width values is small, so to distinguish them, xy plain DW has
been represented with oppsosite sign of c-axis.
As it is shown in Fig 4.3 both theoretical and simulated domain walls are in
very good agreement. Even more, the small theoretical difference in the domain
wall widths between c-axis and xy-plane is well reproduced. Theoretical values
obtained for low temperatures are δxDW = 28.49 nm and δzDW = 29.60 nm which
are presented in Table 4.3; δxDW = 28.50 nm, δzDW = 29.59 nm with our program
and δxDW = 28.50 nm, δzDW = 29.57 nm with vampire.
1A non-zero temperature close to T = 0K has been selected in order to allow thermal
fluctuations in Langevin dynamics without loosing precision in the domain wall width result.
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4.3.5 Theoretical estimation of the low temperature scal-
ing of the exchange stiffness and the domain wall
width
The temperature dependence of the exchange stiffness can be expressed in terms
of a scaling law with the magnetization A(T ) = A(0)m(T )α, where α is some
parameter to determine. As the temperature dependence of the magnetisation has
been determined in section 4.3.2, α is the only unknown parameter to calculate
A(T ). To determine the theoretical exchange stiffness scaling with magnetization
(i.e. temperature), we employ the classical spectral density method (CSDM) for
spinwaves [17, 30], previously shown to have a good agreement with the Langevin
simulations in simple cubic lattice materials and FePt [17, 22].
The classical spectral density method (CSDM) for spinwaves [17, 30] is a
method based on the use of Green’s functions in reciprocal space which first
leads to an infinite set of coupled equations for thermally averaged moments of
all orders. The spectral density is assumed to be a delta-function. The following
decoupling scheme which leaves the equations for the first two moments only
(found to be sufficient for the exchange interactions [17, 30]) is then assumed
⟨SzkSz−k⟩ ≅ ⟨Szk⟩⟨Sz−k⟩ − 12(1 −m2)⟨S+kS−−k⟩, (4.19)
where m is the average magnetization, S±k is the Fourier transform of S±i = Sxi ±Syi
variables and Szk of S
z
i variable. The Fourier transform of the exchange parameters
is defined in terms of the variable
γq = J(q)
J(0) =∑j J0jJ(0) ⋅ e−iq⋅(r0−rj), (4.20)
where J(0) is the is the zero wave-vector component J(0) = z1 ⋅J01+z2 ⋅J02+..., z0j
is the number of neighbors with the same J0j interaction, r⃗0 and r⃗j are position
vectors of the atoms 0 and j respectively. The decoupled equations give the
following dispersion relation [17]
ωq = J0mQ(m)(1 − γq), (4.21)
where at low temperatures the function Q(m) scales with magnetization m as
Q(m) ∝ m−ε and the scaling parameter ε is defined by the ratio of the sums




1 − γq , G =∑q γq1 − γq , (4.22)
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The spinwave dispersion relation (4.21) is directly related to the exchange stiff-
ness parameter leading to the scaling relation A(T ) = A(0) ⋅m2−. The difference
with the mean-field exponent ε = 2 comes from spin-spin correlations [17].
Equations 4.22 were numerically evaluated over the first Brillouin zone giv-
ing ε ≈ 0.19 for parameters of Turek et al [156] and ε ≈ 0.21 for the rest of
parameters sets. They also have been evaluated for Co fcc parameters with
ε ≈ 0.18 as a result. Therefore the exchange stiffness scales with magnetization
with A ∼ A(0)m1.8 for all cases (see Table 4.3 and Table 4.4 for more precise val-
ues). This result is compared in Fig. 4.7 with direct estimations of the exchange
stiffness parameter via the temperature-dependent domain wall width simulations
(see below), showing good agreement up to very high temperatures. To reconcile
different approaches we have presented normalized values A(T )/A(0) as a func-
tion of normalized temperature T /TC . A very similar scaling exponent ensures
that for normalized values the results are almost the same for all models.
To finish this section, it is important to remark that the exchange stiffness
value for Co fcc and hcp are similar and its scaling with the magnetization too.
Besides, all the exchange stiffness scaling laws have almost the same exponent.
Hence, in next sections, in which the temperature dependence of exchange stiff-
ness parameter A(T ) is calculated numerically , we are going to take into account
only Turek’s parameter set [156] as a test to check if the CSDM prediction an
Langevin dynamics simulations match and to find the temperature dependent in
the whole temperature range.
4.3.6 Modeling of the temperature-dependent domain wall
width
To evaluate the hcp Co exchange stiffness temperature dependence numerically
in the whole temperature range we first determine the temperature dependence of
the domain wall width using the Langevin dynamics simulations. We use the tem-
perature dependence of the anisotropy from Fig 4.2 and extract the temperature-
dependent exchange stiffness via the formula δDW (T ) = pi√A(T )/K(T )
The domain wall width does not have any known scaling behaviour as the
anisotropy’s Callen-Callen laws. However, it can be calculated easily with the
same procedure as it has been done in the subsection 4.3.4 for T = 3K. Using
the same system size as before, which seemed to be big enough to fully contain
domain walls at high temperatures, the results of the simulations are fitted to
eq.(4.12) extracting the domain wall widths for each temperature. The resulting
domain wall profile for two temperatures is presented in Fig. 4.4, based on the
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parameters of Turek et al [156]. The results clearly show an increase in the
domain wall width with temperature.
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Figure 4.4: Simulated domain wall profiles (crosses) for temperatures T = 3 K
and T = 500 K, using the exchange values of Turek et al [156] showing a reduction
in the equilibrium magnetization at elevated temperature and an increase in the
domain wall width from 29.6 nm to 32.3 nm. The lines shows the fitting to the
domain wall profile, eq.(4.12).
Next, the resulting domain wall width temperature dependence is shown in
Fig. 4.6 , demonstrating a clear increase of the domain wall width with tempera-
ture. At not too high temperatures, where the convergence of the averaged values
is better, the logarithm of the domain wall width can be fitted to a power law as
a function of magnetization. This way we obtained the low-temperature scaling
behavior δDW ∼m−0.59 in both x and z directions which is shown in Fig. 4.5. The
comparison of this scaling law with the domain wall width extracted from the
direct simulations, shows that it correctly describes the behavior up to temper-
atures around 800 K, see Fig. 4.6. We stress again that we have not taken into
account here the transition to fcc structure which would further increase the
domain wall width with temperature.
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𝛿 𝑇  ~  𝑚(𝑇)−0,593 
Figure 4.5: Low temperature linear fitting of the logarithm of the domain wall
widths for domain walls created both in the xy plane and in z direction.
4.3.7 The temperature-dependent exchange stiffness
Once the anisotropy and domain wall width temperature dependence have been
calculated it is possible to derive directly the exchange stiffness temperature
dependence via the formula δDW = pi√A/K. The resulting exchange stiffness
temperature dependence is presented in Fig. 4.7. At the same time, using the
analytical scaling laws for the anisotropy and the domain wall width it is easy to
calculate that the corresponding scaling law for the exchange stiffness is A ∼ A1.81
which clearly agrees with the analytical results from CSDM (section 4.3.5), shown
in Table 4.3. This scaling law is depicted in Fig. 4.7 demonstrating a good agree-
ment up to very high temperatures.
Langevin dynamics simulations 2.2.3 allows to calculate Bloch domain walls at
any temperature, even close to the Curie temperature TC . It should be remarked,
however, that experimentally Co hcp has been reported to undergo a transition
to the fcc structure[154] at temperatures around T = 695K. The dependence of
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Figure 4.6: Temperature dependence of the domain wall width (normalized to T =
0 K value. The symbols indicate the data extracted from direct simulations while
the line shows a low temperature scaling law with magnetization δDW ∼m−0.59.
the Curie temperature on the structure is expected to be small, and therefore this
transition could be disregarded in relation to the exchange stiffness evaluation.
Finally, we recall that the classical Heisenberg model leads to a temperature-
dependent magnetization m(T ) described by the Langevin function. This func-
tional form typically is not in agreement with the experimentally measured one,
particularly for hcp Co [93], which is known to be better described by the Bril-
louin function with S = 1/2 [39]. Thus the low and high temperature experi-
mental and our asymptotes for m(T ) are significantly different. For example, at
low temperatures the Langevin function gives a linear dependence on tempera-
ture, while the Brillouin function gives the well-known 1 − const(T /TC)3/2 Bloch
law. Note that in terms of the magnetization (and not temperature) the classical
and quantum cases give similar behaviour [22]. To overcome the problem of the
incorrect temperature dependence of the magnetization in the simulation and
to make our results more useful for comparison with experiments, we a ssume
that the experimentally measured magnetization obeys the Curie-Bloch relation
74
4.4 Conclusions
m(T ) = (1 − (T /TC)α)β with β = 0.34 and α = 2.369 for Co [46]. We then apply






where Tres is a new (experimental) temperature. The resulting temperature de-
pendence of the stiffness parameter is shown in Fig. 4.7(b) taking into account
the correct temperature dependence of the magnetization fluctuations.
4.4 Conclusions
In conclusion, using a multi-scale approach we have estimated the temperature
dependent domain wall width and the exchange stiffness parameter in Co. We
have used several parametrizations of the Heisenberg Hamiltonian available in
the literature as well as our own parameterization and the parameterization of
our co-worker S. Khmelevskiy.
To summarize the conclusiones extracted from this chapter:
• The low temperature values for the exchange stiffness parameter appear to
be larger than the widely used ones and more consistent with upper esti-
mation by the Brillouin scattering method [56] and even with old neutron
measurements [143]
• The analytical values of the exchange stiffness A calculated from atomistic
exchange parameters both for fcc and hcp are very similar if the parameter
set used for each crystal structure is calculated with the same ab-initio
method.
• The Bloch domain wall widths in xy plane and c-axis have been simulated
employing the Turek’s parameter set and using Langevin dynamics obtain-
ing results in good agreement with analytical estimations of the domain
wall width.
• Analytical domain wall width for hcp Co at low temperatures was found to
be in the interval 24-29 nm with a slight difference between domain walls
in xy plane and c − axis.
• By means of the theoretical CSDM and direct Langevin dynamics simula-
tions we have found the magnetization scaling exponents for both domain
wall width (δDW ∼ m−0.6, hcp Co) and the exchange stiffness (A ∼ m1.8)
parameters.
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• These exponents are almost the same for different parametrizations and
also for fcc and hcp Co. The agreement between direct estimations from
the domain wall width and the classical spectral density method gives us
confidence in our results.
These results form basis for multi-scale approach for simualting large-scale
dynamics at high temperatures, based on the LLB micromagnetics. Our findings
are important for both zero and high-temperature micromagnetics, as they may
change the boundaries between the occurrence of different reversal modes. They
could lead to markedly different results for simulations of the ultra-fast dynamics,
the spin-Seebeck effect or high temperature domain wall dynamics. We stress that
the multiscale approach, is essentially parameter free since all input parameters to
the atomistic spin model are determined from ab-initio calculations. We suggest
that, although our estimates of exchange stiffness are at the upper end of the
spectrum of experimental values, our model calculations provide an important
benchmark for the fundamental magnetic properties of Co.
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R e d u c e d  r e e s c a l e d  t e m p e r a t u r e ( T r e s / T c )
Figure 4.7: Temperature dependence of the exchange stiffness parameter from
atomistic simulations and theory. The symbols indicate the data extracted from
direct evaluation of the domain wall profile. The line plots the scaling relation
A(T ) = A(0)m1.8. The upper panel a) represents the data obtained via the direct
estimation in the classical Heisenberg model while the panel b) represents the re-
scaled data according to eq. 4.23.
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5On the conditions for
thermally-induced all-optical
switching in ferrimagnetic alloys:
modeling of TbCo.
In the last chapter, it has been presented the methodology needed to extract the
temperature dependence of the micromagnetic parameters from the zero temper-
ature atomistic magnetic parameters, and it has been applied both for Co hcp
and fcc. The obtained scaling laws are inputs needed to perform LLB simula-
tions of high temperature processes in Co based materials, such as the ultrafast
magnetic response to laser heating.
However, the most interesting materials for ultrafast laser heating are ferri-
magnetic materials for which all optical swichting AOS have been observed. For
these materials is more difficult to obtain ab-initio exchange parameters Jij due
they are composed of two different materials instead of one: transition metal
TM and rare earth RE. To reproduce thermal properties in these materials it is
needed to calculate at least 3 atomistic exchange parameters: both ferromagnetic
exchange parameters inside each sublattice and the antiferromagnetic exchange
between sublattices which characterizes ferrimagnetic materials.
Usually, the ferrimagnetic materials used for AOS are disordered alloys which
complicates the ab-initio calculation of atomistic exchange parameters Jij. An-
other difficulty on the calculation of Jij is the nature of rare earth RE elements,
because it is needed to take into account the f electronic band on the ab-initio
calculations. For these reasons mainly, the atomistic exchange parameters Jij
used in atomistic simulations for ferrimagnetic materials are fitted to reproduce
experimental results.
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5. ON THE CONDITIONS FOR THERMALLY-INDUCED
ALL-OPTICAL SWITCHING IN FERRIMAGNETIC ALLOYS:
MODELING OF TBCO.
In this chapter, it is presented an atomistic modeling of heat-assisted, all-
optical switching AOS of disordered ferrimagnetic TbCo alloys, which is one
of the most promising material for AOS, varying the Tb concentration, laser
pulse fluence and its duration. To reproduce TbCo magnetic properties, the
atomistic exchange parameters are fitted to repoduce experimental results. Our
results indicate that deterministic heat-assisted AOS occurs in a wide range of
Tb concentrations and at large laser fluences with pulse duration 50 fs. We
furthermore demonstrate that the occurrence of the transient ferromagnetic-like
state is not a sufficient condition for the heat-assisted AOS. The presence of
a magnetisation compensation point or going through it is also shown not be
required. With the increase of the laser pulse duration the heat-assisted AOS
becomes stochastic so that for 1 ps laser pulse the deterministic heat-assisted
AOS does not exist.
5.1 Introduction
In 2007 Stanciu et al reported that in GdFeCo disordered alloys it is was possible,
not only to change, but also to reverse magnetization using circularly polarized
femtosecond laser pulses [145]. This observation lead to a debate as to the origin
of the helicity dependent switching. The inverse Faraday effect was originally
proposed as the key driving mechanism for the reversal [11, 82, 145], however,
subsequent studies have found that this type of switching requires a large num-
ber of repeated pulses, suggesting that such an effect is likely to be relatively
small [44]. Furthermore, the cumulative heating effect is likely to contribute to
the reversal process here where the system is driven close to the phase transition
temperature.
A further complication to the debate on all-optical switching (AOS) was pre-
sented in 2012 by Ostler et al. where single 50fs laser pulses were shown to
drive deterministic magnetization reversal for both left, right and linearly po-
larised light [123]. This has been verified experimentally [79, 123] in this material
leading us to conclude that there are indeed two mechanisms for AOS; one that
requires multiple pulses and is helicity dependent; and another that is purely
thermally driven (dubbed thermally induced magnetization switching or TIMS)
and requires only a single, femtosecond laser pulse.
A large amount of work in the area of AOS has been investigated in the pro-
totypical disordered ferrimagnetic alloy GdFeCo of various compositions, using
laser pulses in the regime of 10’s of femtoseconds. However, there have also been
a number of demonstrations of AOS in; other ferrimagnetss [10, 103]; ferromag-
nets [96]; and multilayer combination [48, 103, 167]. In some material systems
80
5.1 Introduction
a single pulse mechanism has been demonstrated [123], whilst in others multiple
pulses have been shown to be required [44]. In Refs. [123, 135] it was empiri-
cally demonstrated that a number of requirements for TIMS must be satisfied to
observe the phenomena. These include; (i) two or more magnetic species with an-
tiferromagnetic exchange; (ii) different demagnetization times; (iii) the presence
or traversal of the magnetic compensation point, TM; and (iv) ultrashort laser
pulses. As well as these requirements, it was also shown in Ref. [135] that the
switching in GdFeCo proceeded through a temporary alignment of the Fe and
Gd sublattices, though it is not clear if the existence of this transient state is a
requirement or merely a side effect of the switching.
In the single sub-ps pulse mechanism the first two requirements have so far
been unambiguously demonstrated. More recently, however, rather long laser
pulses have been used (with a single shot) to drive ultra-fast magnetisation rever-
sal, up to 10ps [55], raising fundamental questions about the intrinsic or limiting
time-scales of the underlying processes.
While GdFeCo is well studied in this respect, both experimentally [79, 98,
123, 135, 145] and theoretically [21, 123, 135, 150], TbCo has been so far mostly
investigated experimentally[9, 10], motivating the need for a theoretical investi-
gation of switching. Apart from experimental reports on AOS, TbFe has also
been modelled, though mostly from the point of view of static magnetisation
[69] . At the same time, both TbFe and TbCo present larger anisotropy than
GdFe and thus potentially are more relevant for applications. Most of the exper-
imental studies in TbCo have subject to switching through the use of circularly
polarised laser pulses [10, 44, 103] that firmly confirmed the occurrence of AOS
in TbCo, but mainly the inverse-Faraday effect has been speculated as the mech-
anism. In a recent experiment on TbCo [9] with a single laser pulse, TIMS has
not been confirmed, and only thermal demagnetisation with subsequent forma-
tion of domains has been reported. Due to the fact that different experiments are
performed in different conditions, i.e. different pulse lengths, fluences, static vs
time-resolved probing, single-shot vs multiple shot laser pulses et al, they cannot
be considered as conclusive at this point and the possibility of TIMS in TbCo is
an open question. Thus, addressing this problem theoretically and finding the re-
gion of parameters for which TIMS exists, if it does, is important to guide future
experiments.
In order to investigate and clarify some of the aforementioned aspects of
TIMS, such as; the requirement of the presence (or traversal of) TM ; the tran-
sient ferromagnetic-like state; and the importance of the laser pulse duration,
a computational study of the magnetization dynamics for TbCo disordered al-
loys excited with ultrashort laser pulses is presented in this chapter. TbCo has
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been selected here (many ferrimagnetic rare compound with RE and TM metals
could exhibit TIMS) for several main reasons; firstly, it has been demonstrated
experimentally that AOS can be produced with different laser pulse durations
[10, 44, 103]; secondly, it is an interesting material for ultra-high density data
store information [10]; and finally, the conditions for its switching under TIMS
has not been investigated theoretically so far.
Specifically, here we investigate the influence of the Tb concentration x in the
sample TbxCo1−x (this will lead to an analysis of the importance of TM point),
heated by laser pulses with different durations (50fs, 400fs, 1ps, 10ps) and flu-
ences, and seek the occurrence of subpicosecond magnetisation reversal without
any external stimulus (as a magnetic field or spin polarized current). For this
purpose, atomistic spin simulations of TbCo have been performed.
5.2 Theoretical background
5.2.1 Mean-field model as a fitting tool for exchange pa-
rameters.
The mean-field approximation (MFA) [149] allows calculating atomistic exchange
parameters Jij for ferromagnetic materials, from its experimental Curie temper-
ature (TC) and its atomic structure, what is very useful to model a material if an
ab-initio parameterization is not available. Thus, the calculated Jij can be used
in Langevin dynamics to perform atomistic simulations for that material, such
as, calculating the hysteresis loop the ultrafast demagnetization with laser pulses
or the magnetization versus temperature curve.
Nevertheless, the calculated exchange parameters with mean-field cannot be
used directly in Langevin dynamics (section 2.2.3) or Constrained Monte Carlo
method (section 2.2.4) because they must corrected by a factor . For example,
using directly these parameters in Langevin dynamics gives a slight difference in
TC , which means that the system is not modeled correctly. This factor depends
on the atomic structure and on the exchange interaction term considered in the
model1. It comes from spin wave correlations effects its derivation as well as the
different values corresponding to each case are presented in [50]. The explicit case
for ferromagnets in atomistic spin dynamics simulations is summarized in [46].
Besides, the mean-field approximation only calculates first neighbour exchange
parameters, but it is well known that the exchange interaction is long range.
Mean-field approach renormalize the exchange interaction to first neighbours.
1In this thesis, it is always considered a three dimensional Heisenberg Hamiltonian with
S =∞ (see ref. [50])
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Strictly speaking, using only first neighbor exchange interactions in Langevin dy-
namics is not correct, because lot of long range effects are not taken into account,
and these long range effects could influence the magnetization dynamics of the
system. However, in the absence of a ab-initio parameterization, exchange pa-
rameters fitted with the mean-field approach are the best solution to model a
material.
In practice, given a TC value and an atomic structure, the corresponding
exchange parameters for a ferromagnetic material, valid for atomistic spin simu-




Where Jij are the first neighbor atomistic exchange parameters, kB is the
Boltzmann constant, TC is the Curie temperature of the material, z is the coordi-
nation number of the atomic structure2 and  is the spin-wave correction needed
reconcile mean-field and Langevin dynamics estimations of TC .
In the case of ferrimagnetic materials, this approximation is no longer help-
ful. Firstly, because there are two sublattices which magnetization vanishes at
the same TC . Assuming the same atomic structure for both sublattices (equal
z), what is normally done in atomistic spin simulations, implies that the atom-
istic exchange parameters calculated via eq. 5.1 are the same. However, it is well
known that they have different exchange parameters for several reasons, for exam-
ple, the existence of a compensation point (TM) in some ferrimagnetic materials
or the different demagnetization times observed in AOS experiments. Secondly,
the commom value of TC for both sublattices arises from the antiferromagnetic
coupling between the transition metal (TM) and the rare earth (RE) sublattices,
which characterized ferrimagnetic materials. This antiferromangetic interaction
cannot be determined using the previous mean-field version.
To get equations useful to model ferrimagnetic materials it should be taken
into account in MFA the existence of two sublattices coupled antiferromagneti-
cally [15, 105, 106, 124]. This leads to a system of coupled Curie-Weiss equations
which describes the magnetization of both sublattices.
mRE = B(ξRE); mTM = B(ξTM) (5.2)
Where B(ξi) = coth(ξi)− 1/ξi is the Langevin function with i = TM,RE. The
normalized magnetization of the sublattice i is mi, and ξi = µiHMFAi /kBT with
the corresponding effective fields (HMFAi ) written as
1These exchange parameters have been already corrected with 
2Is the number of first neighbors of any atom.
83
5. ON THE CONDITIONS FOR THERMALLY-INDUCED
ALL-OPTICAL SWITCHING IN FERRIMAGNETIC ALLOYS:
MODELING OF TBCO.
HMFATM = (xJ0,TM−REmRE + qJ0,TM−TMmTM) /µTM
HMFARE = (xJ0,RE−REmRE + qJ0,RE−TMmRE) /µRE (5.3)
Where x is the RE concentration, q = 1 − x is the TM concentration, kB is
the Boltzmann constant, J0,TM−TM is the total1 exchange interaction of the TM
sublattice, J0,RE−RE is the total exchange interaction of the RE sublattice and
J0,RE−TM = J0,TM−RE is the total exchange interaction between the RE and TM
sublattices.
To calculate the TC from eq. 5.2 it must be pointed out that at temperatures
close to TC , ξ tends to zero. Thus, the Langevin function is expanded as B(ξ) ≈














a = qx (J20,TM−RE − J0,RE−REJ0,TM−TM) ,
b = qJ0,TM−TM + xJ0,RE−RE
J0,TM−TM and J0,RE−RE are calculated from eq. 5.1 for each corresponding fer-
romagnetic bulk TC . This ensures that eq. 5.4 gives the correct values of TC in the
extremes x = 0 and x = 12. For this reason, J0,TM−TM and J0,RE−RE are renamed as
J bulk0,TM−TM and J bulk0,RE−RE respectively. Using the calculated J bulk0,TM−TM and J bulk0,RE−RE
parameters, the antiferromagnetic exchange J0,RE−TM is fitted matching the ex-
perimental data of the compensation point dependence on the rare earth concen-
tration (Tm(x)) with the compensation point that eq. 5.2 give as a solution.
In principle, with these three exchange constants fitted, it is possible to model
a ferrimagnetic material, but sometimes it is observed that experimental TC values
for intermediates compositions are smaller than the calculated with the mean-field
model exchange parameters. This discrepance is attributed to the fact that mean-
field approach only calculate first neighbors exchange paramaters. Because of the
exchange parameters for the TM are obtained from its bulk TC , it is not taken
1To be noted that total means that J0,TM−TM/z = Jij
2At low concentrations of Rare earth elements eq. 5.1 is recovered.
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into account that in ferrimagnetic materials it could exist an antiferromagnetic
exchange between the TM sublattice due the presence of RE elements [9, 59,
105, 152]. To model this effect, another exchange interactions is included in the
mean-field approach which only appears in the presence of RE (J0,TM−Re−TM).
The way this interaction is included in MFA is substituing the total bulk exchange
interactions for the transition metal by an effective one (qJeff0,TM−TM) which reads.
qJeff0,TM−TM = qJ bulk0,TM−TM − xJ0,TM−Re−TM (5.5)
5.3 Modelng results
5.3.1 The Spin Hamiltonian parameterization
In order to investigate the spin dynamics of TbxCo1−x 1 under the influence of
ultrafast laser heating, proper materials parameters must be determined both for
Langevin Dynamics (section 2.2.3) and for the two temperature model (section
2.4). This section deals with parameterization of the atomistic hamiltonian of
Langevin dynamics.
The material parameters used for modeling TbxCo1−x are presented in Table
5.1, with exception of the exchange parameters which must be calculated from
the experimental data of both Curie temperature and compensation point. A
different anisotropy constant was used for Co and Tb in order to mimic the change
of anisotropy as a function of Tb concentration, reported in Ref.[10] although we
stress that the anisotropy does not play any role in the ultra-fast switching. These
values have similar magnitudes as published in Ref.[10]. The value of damping
was chosen to give the magnetisation quenching magnitudes similar to observed
in Ref.[9]. The magnetic moments and the gyromangetic factor are taken from
literature.
gyromagnetic factor ( radT ⋅s ) γ 1.76 ⋅ 1011 [162]
Damping constant λCo 0.05
λTb 0.05
Magnetic moment(µB) µCo 1.61 [149, 165]
µTb 9.34 [43]
Anisotrpy constant(J/atom) ku(Co) 3.73 ⋅ 10−23
ku(Tb) 2.16 ⋅ 10−22
Table 5.1: Modeling parameters used in atomistic spin simulations for TbCo
1In this work, it is considered a disordered alloy, with Tb concentration x
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As it was done for GdFeCo in [124], the exchange parameters for TbxCo1−x
are fitted from the experimental values of the Curie Tc and magnetization com-
pensation TM temperatures presented in [10], using the mean-field approximation
(section 5.6). As a first step, the bulk exchange parameters for Co (JbulkCo−Co) and
Tb (JbulkTb−Tb) corresponding to each bulk Tc (1385K [120] and 237K [153], respec-
tively) 1 have been calculated using eq. 5.1 .
Using JbulkCo−Co and JbulkTb−Tb, the antiferromagnetic interaction (JbulkCo−Tb) is fitted,
matching the compensation point results obtained of solving eq. 5.2, with the
experimental data, for different concentrations available in [10].
However the obtained Curie temperatures for the different concentrations of
Tb (x), are much higher than those measured experimentally measured. There-
fore, to reduce the calculated value of TC , it is needed to consider an extra
antiferromagnetic interaction in Co sublattice, that appears in the presence of
Tb (JCo−Tb−Co). The way in which this interaction is introduced in eq. 5.2 is
substituing JbulkCo−Co for an effective one JeffCo−Co that depends on JbulkCo−Co, JCo−Tb−Co
and x. Thus, the effective exchange parameter on the Co site reads (x < 0.5)
JeffCo−Co = JbulkCo−Co + JCo−Tb−Co ⋅ x1 − x (5.6)
By systematic variation of the two parameters, JCo−Tb and JCo−Tb−Co, we can
reproduce the experimental dependence of TM(x) and TC(x) for all x, see Fig. 5.1
and Fig. 5.2. The corresponding exchange interaction parameters are used in the
atomistic code and are presented in Table I.
Exchange interaction type Energy (Joules)
JbulkCo−Co 5.9 ⋅ 10−21J
JbulkTb−Tb 8.2 ⋅ 10−22J
JCo−Tb −1.0 ⋅ 10−21J
JCo−Tb−Co −4.4 ⋅ 10−21J
Table 5.2: Exchange parameters for TbCo, extracted by systematic variation of
the Co-Tb and Co-Tb-Co parameters and comparing the TC and TM values with
experimental measurements as a function of the concentration of Tb, x in the
TbxCo1−x alloy.
As discussed in Ref. [10], there exist three different regions for the position
of TM relative to room temperature Troom = 300K. The first one corresponds to
1Although we are dealing with a disordered allow, TbxCo1−x has been supposed to have a
fcc atomic structure, with a x concentration of Tb atoms ramdonly distributed. Thus, z = 12




























Figure 5.1: Total magnetization of TbxCo1−x for different concentrations x of Tb.
It has been calculated with Langevin dynamics (2.2.3), using as input, the fitted
exchange parameters via MFA, shown in Table 5.2.
concentrations in the region from x = 0.04 to x = 0.2 where TM is below Troom or
does not exist due to the shortage of Tb. Thus the transient temperature of the
electronic bath will not cross TM upon laser heating. The second one ranges from
x = 0.2 to x = 0.3 and TM is above Troom so that the electronic temperature may
cross TM upon application of the laser pulse, depending on the fluence. The third
region begins at the Tb composition x = 0.3 where the compensation temperature
TM does not exist due to an excess of Tb. Considering this distinction, the role
of TM in the occurrence of AOS will be determined in the following.
5.3.2 Two temperature model parameterization.
In order to model the laser heating of the sample and the electronic tempera-
ture dynamics, the two-temperature model (2TM) is used. The pump energy is
described using an exponential profile in time that allows us to vary the pulse
duration of the laser. The 2TM reads:
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Figure 5.2: Curie temperature, TC, and the compensation temperature, TM, as
a function of Tb concentration, x. Triangular points (▲/▲) symbols represent the
results from atomistic spin dynamics (ASD) simulations with the parameters from
Table I. Circles ( / ) represent the experimental values extracted from Ref. ale-
brand. As the simulations begin at room temperature the white background is the








= G[T (t)e − T (t)ph]
P (t) = (I0 ⋅ F )e(−t/τp)2
(5.7)
Here Te(t) is the electronic temperature, Tph(t) is the phononic temperature,
Ce = γTe and Cp are the heat capacities for electrons and phonons and G is a
coupling parameter between these systems. In the simulations we have used the
following parameters taken from Ref [123] for GdFeCo: γ = 7.00 ⋅ 102Jm−3K−2,
Cp = 3.0 ⋅ 106Jm−3K−1 and G = 17 ⋅ 1017Wm−3K−1. P(t) is assumed to be the
absorbed pump laser energy received by the electronic system, I0 describes the
amount of laser energy absorbed by the sample, F is the laser fluence and τp
described the laser pulse duration. More specifically, the atomistic simulations
use the value (I0 ⋅F ) characterising the input energy (units of J/(m3 ⋅ s)), where
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F is the laser fluence while the experimental papers report the values in terms
of F ( units J/m2). The estimation of I0 is non-trivial and the result of the
simulations are strongly dependent on F . I0 can be estimated from theory or
experimental reflectivity, and has the units of 1/m ⋅ s. In this paper and because
the experimental data are not available, its value has been taken from literature
for FePt (I0 = 3 ⋅10191/m ⋅s) [108] giving the laser pulse fluency in agreement with
the experimental data on TbCo. We note that the results, whilst dependent on
I0, will be simply re-scaled should a different value be used. This shows that this
value although arbitrary is close to the real one for ultra-thin metallic films. In
the present work the simulations always start at room temperature, Troom = 300K.
5.4 Results
Fig. 5.3 presents an example of simulated magnetisation dynamics, in this case
for Tb32Co68 and laser pulse duration τp = 50 fs. Note that this material does
not have a magnetisation compensation point. Our modeling qualitatively re-
produces the experimental forms of the magnetisation quenching/recovery and
switching curves [9]. As expected, for small laser fluence (Fig. 5.3a) magnetisa-
tion quenching and subsequent recovery takes place. For laser fluencies above ca.
F = 18.5mJ/cm2 the magnetisation of the sublattices switches going through a
small transient ferromagnetic-like state (Fig. 5.3c). We have investigated the flu-
ence limit for which the switching starts to appear (see Fig. 5.4) finding that near
the threshold value the magnetization can reach the transient ferrimagnetic state
and temporarily switch, however the backward switching to the initial directions
of the sublattices occurs, see Fig. 5.3b. This indicates that the occurrence of
the transient ferromagnetic-like state is not a sufficient condition for switching.
This form of the curve is similar to the experimentally measured for TbCo[9]
and TbFe[80]. High laser power simply demagnetises the sample as shown in
Fig. 5.3d.
In Fig. 5.4 we present quantitatively the degree of magnetisation quenching
for the z-component of the Co sublattice magnetization after 10ps, for different
durations of the pulse (50fs, 400fs, 1ps), and various compositions. In this figure,
100% quenching corresponds to demagnetization. Switching is represented as a
magnetisation quenching larger than 100%. The green shaded region represents
deterministic switching (see below). A similar representation was used in Ref.
[9]. The choice of compositions corresponds to Tb16Co84 (▲) with TM < Troom,
Tb24Co76 with TM > Troom (∎) and Tb32Co68 ( ) without a compensation point.
The pump fluence in Fig. 5.4 has very different energy scales due to the fact
that as the laser pulse duration is increased, the total energy absorbed in the
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Figure 5.3: Different magnetization dynamics curves corresponding to various
pump fluences for Tb32Co68 and a pulse duration of 50 fs. The reduced magneti-
zation mz=Mz/Ms, is the magnetization of the individual sublattice divided by the
value of that sublattice if all spins were ordered (the zero K case).
system is also increased and thus less laser fluence is necessary to produce the
same demagnetization. We can also see that as the Tb concentration increases,
the degree of quenching is reduced. Simulations show TIMS existence for all
temporal widths of laser pulse, though it can be seen from Fig. 5.4 that as the
pulse becomes shorter, the range of compositions and laser fluences with TIMS
becomes larger.
We should point out explicitly that for a laser pulse duration of 50fs, all com-
positions shown in Fig. 5.4 switch. Since the composition Tb32Co68 does not
have a magnetisation compensation point, this demonstrates that the occurrence
of the compensation temperature is not a necessary condition for TIMS. Our
simulations show that the composition Tb12Co88, also without the compensation
temperature, presents TIMS as well. Furthermore, for the 50fs laser pulse dura-
tion, the range for TIMS also includes Tb16Co84, for which TM is below Troom.
Thus, going through this point is also not a necessary condition for the AOS.
However, whilst we have demonstrated that TM is not an essential criteria for
switching, the results so far do not confirm that it is an irrelevant parameter in
the occurrence of AOS. In fact, since we clearly observe that the composition
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Tb16Co84 required more laser energy to switch, the presence of TM influences
the switching process. Furthermore the composition with a compensation tem-
perature higher than room temperature (crossed by the electronic temperature
under the action of the laser pulse), i.e. Tb24Co76, is the only one that undergoes
switching for all laser pulse durations.
Finally, for Tb32Co68 and a laser pulse with a 400 fs duration (Fig. 5.4b),
TIMS takes place in a small window of pump fluence, ending with a simple
demagnetization at large fluences. There is also a random event of switching at
small laser pulse fluency (4 mJ/cm2). This indicates a possible stochasticity of
the switching in this case which we will investigate in the following. To this end, in
Fig. 5.5, we show the reversal probability as a function of laser pulse fluence, with
the averaging of many realizations with different seeds for the random number
generator that is used for the fluctuating stochastic field. The data are shown
for various Tb concentrations and for 50fs and 400fs laser pulses. The figure
shows that for 50 fs laser pulses, deterministic TIMS in a wide range of Tb
concentrations (x) is possible, with stochastic switching taking place around this
region. The deterministic region is very small for the 400fs laser pulse duration
and does not exist for 1 ps laser pulses (not shown). This confirms that a fully
deterministic TIMS only happens when the laser pulse duration is of the order
of the characteristic time of the exchange interactions. For 50 fs laser pulses the
deterministic region includes Tb concentrations above 30% for which TM does
not exist. The same is true for Tb concentrations x < 0.2 for which TM is below
Troom and thus it is not crossed during the heating process. Note that both the
stochastic switching and complete demagnetization lead on larger timescale to
the formation of magnetic domains, see previous modeling [119]. In the case of
the stochastic switching parts of the system switch and others do not, leading
to the formation of domains. In the case of the complete demagnetization, the
system recovers by means of creation of such domains. The domain sizes in the
latter case are smaller than in the former case which can be larger than the laser
spot as is discussed in Ref [44].
We should note that for GdFeCo, pulses, longer than 1ps, have been used
to induce switching [55, 158]. Though, in the work of Gorchon et al. [55] an
electical stimulus rather than an optical one was used and it remains an open
and interesting question as to whether the same thermally induced stimulus is at
work here. Using similar modeling as presented here, switching in GdFeCo via
TIMS can be induced using laser pulses up to 1ps [122], though the main reason
for the difference with the present work is that in GdFeCo the damping constant
is lower, which has the effect of slowing down the dynamics. The low damping
constant is the result of the fact that the orbital angular momentum quantum
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Figure 5.4: Degree of magnetisation quenching (z component) of the reduced
magnetization (mz) of Co 10ps after the pulse for different compositions of TbCo,
pump fluences, and laser pulse durations a) 50 fs b) 400fs c) 1 ps. The green color
indicates approximately the region with deterministic reversal.The numbers in the
upper horizontal axis indicate maximum electronic temperature achieved in the
integration of the 2T model.
number L = 0 for Gd f-electrons which constitutes the main difference between














































































Figure 5.5: Reversal probability for TbxCo1−x alloys heated with different laser
pump fluences. The color legend indicates the reversal probability with yellow
and black pixels reflecting the cases where magnetization always reverse or always
not, respectively. Clearly, the intermediate colors reveal regions with stochastic
reversal. Upper and lower panels correspond to 50fs and 400fs laser pulse durations,
respectively.
5.5 Conclusions
In conlusion, we have modeled the ultra-fast magnetisation dynamics in TbxCo1−x
ferrimagnets varying the Tb concentration, laser pulse fluence and laser pulse
duration. In this procedure, we have found the region of parameters for which
TbCo switches, shedding light on previously believed rules for TIMS.
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To summarize the conclusions extracted from this chapter:
• The inclusion of additional antiferromagnetic exchange on Co sites, with
the strength proportional to Tb (consistent with the assumption of the
previous works [9, 59, 105, 152]) concentration has allowed us to reproduce
the experimental Curie temperatures and the magnetization compensation
points, the key factor for comparison with the experiment.
• Our results indicate that the deterministic TIMS occurs for the 50fs laser
pulse duration in a range of Tb concentrations and high laser pump fluences.
At the boundaries for this switching TIMS is stochastic.
• Our results show that the regions for TIMS decrease with the increase
of laser pulse duration and the TIMS becomes a stochastic phenomenon.
Thus, the TIMS in the sense found in GdFeCo in Ref.[123, 135] occurs for
laser pulses with durations on the timescale of the exchange interactions.
• We believe that the AOS found in Refs.[9, 44] with 400 fs and 10 ps laser
pulses most probably does not have a complete heating origin.
• We have observed that the occurrence of the transient ferromagnetic-like
state is a necessary but not a sufficient condition for the switching since
with the laser power at the switching boundary, we present examples where
this state occurs but the system switches back.
• We also confirm that the existence of the magnetisation compensation point
is not necessary for switching, nor is it necessary to go through it during
the laser pulse heating, since for both cases we have presented counter-
examples. These results are in agreement with the experiments on TbFe
[80].
In our view, in this case, similar to FePt [96], the inverse Faraday or MCD
effect produces an asymmetry in the nucleation of TIMS and stabilize the stochas-
tic reversal producing a deterministic AOS with many laser pulses. The reason
that the TIMS has not been found so far in TbCo with a single fs laser pulse
may reside in the fact that it requires high laser intensities. Indeed, comparing
with the results of Ref.[44], our threshold values are at the boarder of the largest
experimental ones.
Finally, we note that the complete set of conditions for the TIMS is still
elusive, probably because too many parameters play a role at the same time. We
believe that in the present work we have made a step forward in this respect
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by establishing that (i) different demagnetising rates of the materials and (ii)
femtosecond laser pulse durations are necessary conditions. At the same time (i)
the presence of the magnetisation compensation point or heating through it is
not a necessary condition for switching and (ii) the transient ferromagnetic-like
state is not a sufficient condition.
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simulation on Laves phases
6.1 Introduction
Although all optical swichting (AOS) has been also observed in ferromagnetic
compounds such as FePt [108] or CoPt [96], it seems to be clear that ferrimagnets
are still the main candidates for investigating new materials. The known materials
which show AOS are, in general, ferrimagnetic disordered alloys such as GdFeCo
[123] or TbCo [10], however, for the case of TbFe disordered alloys, AOS has
not been observed yet [80]. In addition, AOS has been also found in ordered
structures such as antiferromagnetically coupled multilayers [103]. For the AOS
specific case of producing magnetisation reversal with only one laser shot, which
is dubbed thermally induced magnetisation swichting (TIMS), only disordered
ferrimagnetic materials such as GdxFeCo1−x [55, 123, 158, 164] have shown this
effect both theoretically and experimentally.
In the previous chapter, we have investigated, using atomistic spin dynam-
ics simulations ASD, TbxCo1−x instead of GdxFeCo1−x. Although for TbxCo1−x
disordered alloy, the AOS helicity dependent effect has been demonstrated ex-
perimentally using multiple laser pulses [10], TIMS has not been observed yet
[9]. However, the results of the atomistic spin simulations performed in chapter
5, show that the possibility of finding TIMS exits, for some fluence range. In
addition, the ultrafast magnetisation reversal has been obtained, apart from the
typical RE concentrations around x = 0.24, even for very high Tb concentrations
of x = 0.33 for which the material does not have a compensation point. In the case
of GdxFeCo1−x, TIMS has been also demonstrated for high Gd concentrations
[21].
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Ferrimagnetic materials with the composition (ReTm2)1 crystallize in a Laves
phase C15 atomic structure [49]. This leads to the possibility of studying the
ultrafast laser heating effect on ferrimagnetic crystalline structures, with a RE
concentration of x = 0.33, which is a feasible concentration to produce TIMS
both in GdxFeCo1−x and TbxCo1−x disordered alloys.
In disordered alloys, the exchange field that affects each atomic spin is differ-
ent, because the number of neighbors of the same specie for each atom is random2.
Thus, the magnitude of the atomic exchange field may vary widely from spin to
spin, and this feature might influence the ocurrence of TIMS. In crystalline
structures, the number of neighbors of each specie is fixed as the total number of
the neighbors is. Therefore, the atomic exchange field will not vary widely, and
just rotations of the atomic spins could make the difference between the exchange
fields that affect each spin.
In the present chapter the exchange parameters are not fitted from any ex-
perimental Curie temperature (TC) and compensation point (TM) as it was done
in the previous chapter. Instead of this, ab-initio methods offer the possibility
to evaluate properly exchange interactions for the Laves phase C15. In this
chapter, we have used an ab-initio long range exchange parameterization of the
Heisenberg hamiltonian obtained by our co-worker S. Khmelevskyi for Laves C15
phases of two different materials: GdFe2 and TbFe2.
Since ab-initio parametrization did not produce materials which exhibit AOS,
next we decided to consider variable exchange parameters up to first neighbors.
This parameterization, in principle, does not represent any real ReTm2 material
although we stress that a large number of these compounds could exist [49]. Nev-
ertheless, considering the exchange interactions as variables, allows us to study
the influence of the exchange interactions on the ocurrence of TIMS which is
valuable for design of materials exibiting AOS (TIMS).
Atomistic spin simulations of GdFe2 with a Laves phase C15 atomic struc-
ture has been already studied by Wienholdt et al [163], showing the possibility
of producing thermally driven swichting. The exchange parameters were evalu-
ated by ab-initio although the antiferromagnetic exchange parameter was finally
used as a fitting parameter to reproduce experimental magnetisation compensa-
tion point of disordered alloys. A spin resolved Hamiltonian used in this work
included a separate treatment of 4f and 5d electrons putting a localized spin
on each of subsystems. It was concluded that an exchange interation between
4f and 5d spins in Gd is sufficient condition to produce magnetisation reversal.
1Re = rare-earth, Tm = transition material.




We remark that all our experience as well as many of the previous simulational
works [123, 135, 167] show that a separate treatment of 4f and 5d system is not
necessary to observe the TIMS. There is also a large recent controversy in the
literature cite related to the possibility of 4f and 5d spin systems of Re metal to
have a different dynamics at the ultrafast timescale. The main differences with
our work, apart from that we also calculate TbFe2, is that we do not consider
an intra-exchange interaction in Gd, we focus in the importance of the exchange
interaction values on different atomic sites with the aim to observe TIMS.
This chapter starts with a brief explanation of the Laves phase C15 atomic
structure because this structure is more complex than typically used in atomistic
spin simulations. After this short introduction of the atomic structure, we discuss
the ab-initio exchange parameterization and the corresponding modeling results
for ultrafast dynamics. Since no TIMS is observed we proceed with the material
engineering by varying the exchange parameters on Laves phases.
6.2 Theoretical backgorund
6.2.1 C15 Laves phase
The Laves phase C15 atomic structure has a composition AB2 with A atoms
disposed in diamond structure and B forming tetrahedras around A atoms. Thus,
Laves phase C15 presents a 33% composition of A atoms and the corresponding
66% of B atoms1. It is a cubic structure which has 24 atoms per unit cell and its
space group is Fd3m (labeled 227). Fig. 6.1 shows a Laves phase C15 unit cell
in which A and B atoms are represented as white and blue spheres respectively.
In the Laves phase C15 unit cell represented in Fig. 6.1 there are more
than 24 atoms because some of then correspond to the adjayacent unit cells. The
16 blue spheres (B atoms) belong to the unit cell, also the 4 white spheres (A
atoms) inside the unit cell and finally, 3 of the atoms placed in the sides and 1 in
the corner (like in a FCC unit cell) complete the 24 atoms. Setting the origin of
the coordinates axes in the atom labeled as 1 in fig 6.1, the 24 atomic positions
of the atoms belonging to the unit cell are presented in Table 6.1 in units of the
lattice parameter a.
As the Laves phase C15 unit cell is cubic, to create a bulk system, it is only
needed to replicate the unit cell over the lattice vectors of a simple cubic (SC)
Bravais lattice. Thus, if it is done properly, the number of neighbors of each atom
1To be noted that, for a ferrimagnetic material with a Laves phase C15 atomic structure,
A (white) and B (blue) atoms correspond to Re and Tm atoms respectively
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specie and the distance between them, must coincide with the presented in Table
6.2.
Figure 6.1: Schematic representation of a Laves phase C15 unit cell. White
and blue atoms represent A (Re) and B (Tm) atoms respectively. This image has
been taken from [4].
We want to finish remarking that Laves phase C15 atomic structure is not
only important for ferrimagnets because there are several interesting materials
that present this crystalline structure such as Mg2Cu [4], BaRh2 or BaPd2 [168].
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atom r1j(a) atom atom r1j(a) atom
label type label type
1 0 0 0 1 13 0.125 0.625 0.125 2
2 0.5 0.5 0 1 14 0.375 0.875 0.125 2
3 0.5 0 0.5 1 15 0.125 0.875 0.375 2
4 0 0.5 0.5 1 16 0.375 0.625 0.375 2
5 0.25 0.25 0.25 1 17 0.125 0.125 0.625 2
6 0.75 0.75 0.25 1 18 0.375 0.375 0.625 2
7 0.25 0.75 0.75 1 19 0.125 0.375 0.875 2
8 0.75 0.25 0.75 1 20 0.375 0.125 0.875 2
9 0.625 0.125 0.125 2 21 0.625 0.625 0.625 2
10 0.875 0.375 0.125 2 22 0.875 0.875 0.625 2
11 0.875 0.125 0.375 2 23 0.625 0.875 0.875 2
12 0.625 0.375 0.375 2 24 0.875 0.625 0.875 2
Table 6.1: Positions of the 24 atoms belonging to the Laves phase C15 unit cell
file in units of the lattice parameter a. Atom label is a number that identifies the
24 atoms inside the unit cell, r1j(a) is the position of the atom labeled as j respect
to the atom labeled as 1 and atom type distinguishes the specie of the atom: 1 and
2 mean A (white) and B (blue) respectively.
Re Tm
Number Number distance (a)

















16 Re-Tm 8 Tm-Re 3⋅√38
12 Re-Re 12 Tm-Tm 1√
2
Table 6.2: Number of neighbors for both rare-earth (RE) and transition metal
(TM) atoms for a bulk Laves phase C15 atomic structure, with the corresponding
distance between neighbors as a function of the lattice parameter a. Atom-type
represents the species of the atoms at the corresponding distance.
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6.3 Modeling GdFe2 and TbFe2 Laves phase com-
pounds
6.3.1 The Spin Hamiltonian parameterisation from ab-
initio methods
As it has been done in the previous chapters (4.3.1, 5.3.1), the starting point to
investigate the magnetic properties of a material using atomistic spin dynamics
simulations is to parametrize the Spin Hamiltonian described in eq. (2.1). In
this chapter, the spin Hamiltonians we want to parametrize corresponds to ferri-
magnetic compounds with a 33% composition of rare-earth and 66% of transition
metal elements (ReTm2), because ferrimagnetic materials with this composition
crystallize in a Laves a phase C15 atomic structure if the transition metal is
iron, nickel or cobalt [49].
The materials selected to be simulated are GdFe2 and TbFe2. The first
one has been choosen because GdFe2 has been shown to exhibit TIMS on its
disordered atomic structure for concentrations close to x = 0.33 [21], which is the
Laves phase C15 concentration. On the other hand, Tb based ferrimagnetic
materials have a stronger anisotropy than Gd based [10], which is a requirement
for data storage devices.
The Heisenberg hamiltonian, presented in eq. (2.1), is parametrized both for
GdFe2 and TbFe2, using the ab-initio long range exchange interactions that our
co-worker S. Khmelevskyi has calculated using the previuosly method described
in chapter 4.3.1. The ab-initio method used by S. Khmelevskyi has been described
briefly in section 4.3.1 for the case of parameterizating Co HCP. For each ma-
terial, the exchange parameters are calculated using two different methods: the
ferrimagnetic ground state (FM)[73, 100] and the disordered local moment ap-
proach DLM [146]. Ferrimagnetic ground state takes into account the energy
difference between a system with the spins alinged antiferromagnetically and a
system in which two spins are rotated to calculate the exchange parameters. The
disordered local moment considered that each magnetic spin could rotate inde-
pendently to each other. We need to consult M. Carmen if this description is
correct. The different exchange parameter sets are presented Table 6.3 up to the
first 6 shells.
The exchange interactions are shown up to the first 6 shells only for the
Fe interactions and for the RE material up to the first 5 shells. The atoms
that interact with the RE elements on its 6th shell are Fe atoms, therefore if
we consider this interaction, we need to take into account another interaction
more in Fe. Thus, we decided to cut exchange interactions at this distance.
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Rij Ns Jij label J0j(meV )
GdFe2 TbFe2
Fm DLM Fm DLM
(18 18 38) 12 JRe−Tm,1 -20.10 -13.44 16.44 -9.49
(14 14 14) 4 JRe−Re,1 12.58 4.56 8.69 2.99
(18 58 18) 12 JRe−Tm,2 -1.05 -1.21 -1.58 -0.88
(38 38 38) 4 JRe−Tm,3 -2.54 -2.15 -3.28 -1.79
(12 120) 12 JRe−Re,2 0.99 0.47 0.75 0.29
(014 14) 6 JTm−Tm,1 42.06 44.48 31.43 40.82
(18 −38 18) 6 JTm−Re,1 -20.10 -13.44 16.44 -9.49
(12 14 14) 12 JTm−Tm,2 -2.88 -0.49 -1.08 -0.78
(18 18 58) 6 JTm−Re,2 -1.05 -1.21 -1.58 -0.88
(38 38 38) 2 JTm−Re,3 -2.54 -2.15 -3.28 -1.79
(−12 120) 12 JTm−Tm,3 3.17 3.77 5.88 6.46
Table 6.3: The values of the exchange parameters obtained from ab-initio calcu-
lations by S. Khmelevskiy for TbFe2 and GdFe2, in a Laves phase C15 atomic
structure. Two different ab-initio methods have been used: the ferrimagnetic (FM)
ground state and the disordered local moment (DLM). Exchange parameters are
shown up to the first 6 shells. R0j is the shell position in units of lattice constant,
Ns is the number of equivalent sites in the shell. (a − b) label in Ja−b denotes the
type of the interacting atoms with a = Re,Tm and b = Re,Tm. i = 1,2,3 denotes
the numbering for interactions.
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Comparing Table 6.2 with Table 6.3, we realise the existence of an anisotropic
exchange interactions between neighbors of the same distance as in Co HCP.
The values of magnetic moments obtained from the ab-initio calculation are
presented in Table 6.4 together with the experimental values for bulk materials
found in the literature. It is shown that the values of the magnetic moments for
the Laves phase C15 alloys do not differ too much from the experimental values
for bulk materials. This makes sense with the results presented in [59], where it is
explained that magnetic moments change in alloys with respect to pure elements.
In any case, we do not expect that these slight differences between the magnetic
moment values could change our results, therefore, in the absence of correct
magnetic moments values for the alloys, using their values for pure materials is a
good approximation as it has been done in chapter 5.
An extra set of exchange parameters was calculated by S. Khmelevskyi for
GdFe2 fixing the magnetic moments to the experimental values. However, this
extra set of parameters is not presented in this chapter because the results it gives
are similar to those shown in the following.
Ab-initio Experimental
GdFe2 TbFe2 Fe [165] Gd [45] Tb [61]
Fm DLM Fm DLM
µ(Tm) 2.32 2.15 2.10 1.84 2.21 7.12 9.34
µ(Re) 7.91 7.27 9.78 9.21
Table 6.4: Ab-initio mangetic moments, in Bohr’s magneton units (µB), in ferri-
magnetic TbFe2 andGdFe2, with a Laves phase C15 atomic structure, calculated
with the ferromagnetic state and with DLM method. Experimental values for pure
Fe, Gd and Tb are also presented for comparison.
The gyromagnetic factor, the damping constant and the anisopropies values
which we have used for Langevin dynamics simulations of ReTm2 are presented
in Table 6.5. The value of the damping constant was taken for simplicity the same
for both materials and it has been extracted from [163]. The gyromagntic ratio
is also the same for both materials. The magnetic anisotropy for all the Laves
phase C15 systems considered in this chapter is uniaxial, pointing parallel to
the [001] direction (z-axis), see fig. 6.1. The atomistic anisotropy value shown in
Table 6.5 corresponds to the macroscopic value for Co hcp (K = 0.53× 106 J/m3
[70]), however, as we are not considering a hcp atomic structure but a Laves
phase C15, the corresponding macroscopic anisotropy is in this case K = 3.6×105
J/m3. See details in section 6.3.3.
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It must be pointed out that experimentally GdFe2 really shows an uniax-
ial anisotropy parallel to [001] direction [116], arising from the distorsion on
its Laves phase C15 atomic structure. For GdFe2, the cubic Laves phase
C15 atomic structure transforms into tetragonal one, leading to the uniaxial
anisotropy parallel to [001] direction commented before, by slightly reducing its
lattice parameter on the [001] direction, due to magnetostrictions effects [116].
For the case of TbFe2, it is also true that magnetic anisotropy is uniaxial, how-
ever, in this case, the magnetostrictions effects deforms the cubic Laves phase
C15 atomic structure into a rhombohedral one, leading an uniaxial anisotropy
parallel to [111] direction [116]. In any case, it is well-known that the magnetic
anisotropy does not play a relevant role in the ocurrence of ultrafast magnetisa-
tion switching.
gyromagnetic factor ( radT ⋅s ) γ 1.76 ⋅ 1011 [162]
Damping constant λCo 0.02 [163]
λTb 0.02 [163]
Anisotrpy constant(J/atom) ku(Co) 5.85 ⋅ 10−24
ku(Tb) 5.85 ⋅ 10−24
Table 6.5: Modeling parameters used in atomistic spin simulations for ReTm
Laves phase C15 systems. The parameters are the same for both GdFe2 and
TbFe2 with their corresponding Fm and DLM approaches.
6.3.2 Temperature-dependent magnetisation
Using these parameters, Langevin dynamics simulations have been performed for
each material obtaining the magnetisation versus temperature curves. In Fig 6.2,
we present the temperature dependent of the total magnetisation together with
the corresponding sublattice resolved magnetisation.
The results of Fig 6.2 show that for all the parameter sets, the Curie tem-
perature (TC) values are higher than 1000K. The extracted values are presented
in Table 6.6 together with the known experimental one. The obtained TC values
are higher than the experimental value in any case. The overestimation of the
TC could arise from the magnetostriction effects that occurs in Laves phase
C15 atomic structures [116]. The magnetostriction effects are specially impor-
tant at high temperatures, however, the exchange parameters calculated by S.
Khmelevskyi are calculated without taking into account this effects, therefore, it
is possible that the exchange parameters are not completely correct for high tem-
peratures simulations. Additionally, our M(T ) curves do not have magnetisation
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Figure 6.2: Calculated magnetisation versus temperature for all the ab-initio sets
of parameters presented in Table 6.3. Red diamonds represents Fe, green triangules
RE and blue triangules the total magnetisation.
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compensation point, which is consistent with the experimental results we have
found in literature dealing with GdFe2 [104, 116] and TbFe2 [95, 116].
TC(K)
Atomistic simulations Experimental values
GdFe2 TbFe2 GdFe2 TbFe2
FM DLM FM DLM
1200 1150 1150 1100 793 [104, 116] 653 [95, 116]
Table 6.6: Calculated Curie temperatures using Langevin dynamics simulations
for GdFe2 and TbFe2. For each material, TC has been calculated using the ex-
change parameters coming from two different ab-initio methods: ferromagnetic
gound state and disordered local moment. Experimental values for TC are also
presented for comparison.
6.3.3 Evaluation of long-range exchange parameters
The exchange stiffness A for GdFe2 and TbFe2 can be calculated using eq. (4.9)
for each set of exchange interactions presented in Table 6.3, as it was done in
chapter 3 for Co hcp. However, obtaining the exchange stiffness for Laves
phase C15 atomic structures is more challenging than for the hcp case, because
of the existence of two different types of atoms, the Re and the Tm. Thus, have
calculated A, from eq. (4.9), for each atom of the 24 belonging to the unit cell,
see subsection 6.2.1. All the Re atoms shows the same exchange stiffness value
ARe as well as all the Tm atoms shows the same ATm. In Table 6.7, ARe, ATm
as well as the average exchange stiffness A = 0.33 ⋅ ARe + 0.66 ⋅ ATm values are
presented.
In this chapter we have considered the same atomistic magnetic anisotropy,
d = 5.85 ⋅ 10−24J/atom, than for Co hcp, which corresponds to the macroscopic
magnetic anisotropy K = 0.53 ⋅106J/m3, as it has been shown in subsection 4.3.3.
Nevertheless, as we are dealing with a Laves phase C15 atomic structure instead
of hcp, therefore, the atomic volumen is different and the macroscopic magnetic
anisotropy is calculated as follows,
K = d
Vat
= 24 ⋅ d
Vuc
= 24 ⋅ d
a3
, (6.1)
where Vat is the atomic volumen, defined as the volumen of the unit cell Vuc
divided by the number of atoms inside it n = 24, see section 6.2.1. The volumen
of the unit cell is defined as Vuc = a3, with a = 7.3A˚ for both GdFe2 and TbFe2,
being the lattice parameter for all the Laves phase C15 materials considered
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in this chapter [116]. Thus, the obtained macroscopic magnetic anisotropy is
K = 3.6 ⋅ 105.
Using the different values of the exchange stiffness shown in Table 6.7, the
macroscopic anisotropy constant (K) and eq. (4.13) the domain wall width (δDW )
is calculated for each set of exchange interactions. However, we have presented 3
different values of the exchange stiffness: ARe, ATm and A. Thus, 3 different val-
ues of the domain wall width (δRe, δTm and δDW ) can be calculated for each set of
exchange interactions. Nevertheless, as the antiferromagnetic exchange coupling
between the Re and Tm sublattices is strongh for all the sets of parameters, it
is expected that both domain walls, one for each sublattice, have a domain wall
width similar to δDW , which is obtained from the average exchange stiffness A.
The different values of δDW for each set of exchange interactions are presented in
Table 6.7.
Atomistic spin dynamics simulations were performed with the aim of deter-
mining numerically the domain wall width for the ferrimagnets considered in this
chapter. The length of the simulated system is 180 nm, which is long enough to
fully contain a domain wall, and the cross section is 20 nm. The domain wall is
constrained by applying anti-periodic boundary conditions. As a result, we have
observed for all the cases that, both domain wall widths (δsim), for the Tm sub-
lattice and for the Re one, are equal and corresponds to the domain wall width
value (δDW ) obtained using A in eq. 4.13. In Table 6.7, the simulated domain
walls width δsim are presented. Fig. 6.3 shows the simulated domain wall profile
for both sublattices of the TbFe2(DLM) set of exchange interactions, as well as
its corresponding analitycal profile from eq. (4.12) using its δDW value.
GdFe2 TbFe2
FM DLM FM DLM
ARe(J/m ⋅ 10−11) 2.91 1.92 2.56 1.36
ATm(J/m ⋅ 10−11) 2.77 3.18 3.40 3.48
A(J/m ⋅ 10−11) 2.82 2.76 3.12 2.78
δDW (nm) 27.8 27.5 29.2 27.6
δsim(nm) 27.7 27.4 29.1 27.5
Table 6.7: Analitycal exchange stiffness for the different set of exchange parame-
ters (DLM and FM) of GdFe2 and TbFe2 as well as the analitycal domain wall
width and the simulated one.
It is shown in Table 6.7 that the simulated domain wall width values δsim
matches with the analitycal value δDW obtained from the average exchange stiff-
ness A. However, as it has been commented before, it happens because the anti-
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Figure 6.3: Sublattice resolved domain walls for the TbFe2(DLM) set of ex-
change interactions. Mz/Ms is the sublattice resolved z component of the mag-
netisation divided by its corresponding saturation magnetisation Ms. Blue squares
and black triangles represent the simulated domain walls for Fe and Tb respec-
tively. Green and red lines represent the analitycal domain wall profile from eq.
4.12 using the corresponding analitycal domain wall width from Table 6.7.
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ferromagnetic exchange interaction is strongh, for lower values, it might happen
that the domain walls have different domain wall widths as they have different
exchange stiffness. In any case, is this small subchapter, we provide values of
the exchange stiffness for GdFe2 and TbFe2 valid for micromagnetic simulations.
Besides, for future work, the same systems can be simulated with temperature,
which will allow to study the domain wall dynamics under ultrafast laser heating
or temperature gradients.
6.3.4 Modeling of laser-induced magnetisation dynamics.
2TM parameters, used for simulations of the laser heat-assisted spin dynamics
are presented in Table 6.8. For GdFe2 we used the same set of parameters as
for disordered GdFeCo alloys in Ref. [21]. The parameters for TbFe2 have been
extracted from [60, 81] 1 also for TbFe disordered alloys. Thus, we use these
parameters sets with the idea that they could be a good approximation to the
real parameters needed for ReTm2 Laves phase C15 materials.
Cvph(J/Km3) γe(J/K2m3) Gel(J/sKm3)
GdFe2 3 ⋅ 106 700 1.7 ⋅ 1018
TbFe2 2.3 ⋅ 106 220 6.6 ⋅ 1017
Table 6.8: Two temperature model parameters used in our simulations. Parame-
ters for GdFe2 and TbFe2 has been taken from Refs. [21] and [60, 81] respectively.
The same parameters are used for both FM and DLM parameter sets.
The response of the magnetisation to the laser heating excitation has been
simulated using Langevin dynamics simulations for the four systems that have
been considered in this chapter. The system created has 123 unit cells, which is
equivalent to 41472 atoms. The lattice parameters for the ferrimagnetic Laves
phase C15 materials are a = 7.341A˚ and a = 7.390 for GdFe2 and TbFe2 re-
spectively [116], which leads to a system volume of V ≈ 6.7 ⋅ 102nm3. Firstly,
the systems are thermalized at 300K until they reach equilibrium, after this, the
laser pulse heats the systems. The laser pulse has a duration of 50fs and the
simulated time after the thermalization is 10ps.
We define the magnetisation quenching in the system after the action of the
laser pulse as
Quenching [%]Fe = mFez (0ps) −mFez (10ps)mFez (0ps) ⋅ 100 (6.2)
1To be noted that the TTM paramters presented in [60] have an mistake in Gel(J/sKm3)
but they are extracted from [81] where the parameters are written correctly.
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A queching value below 100% will characterize the final magnetisation for the
system which did not switch. Values over 100% will mean that the final state has
opposite direction than the initial one, thus, the system has swichted 1. Note that
values around 100% do not definitely define that the system magnetisation has
reversed or not because in this case both situations with longer simulated time
are possible. It must be pointed out that values around 100% may correspond to
different possibilities: the first one is that the laser heating has demagnetized the
system and it requires longer time to recover the magnetisation than 10 ps; the
second one corresponds to the possibility that magnetisation has not vanished
but it has rotated, pointing a different direction than z-axis at the end of the
simulation. Both cases can be distinguished: if the quenching is around 100% for
a large interval of fluencies, then, the system is demagnetized; if the quenching is
around 100% at some fluencies only, then, the reversal is stochastic and the final
Fe magnetisation may be pointing in xy plane. In any cases in both situations the
switching is stochastic because we cannot predict in which direction the system
is going to be recovered or if it will form domains during the recovery. However,
domains nucleation in the simulations we are performing is not possible due to
the small system size we are considering. The domain wall widths have been
calculated in the previous section, giving for all the cases a domain wall width
value around 28nm, see Table 6.7 for exact values. Thus, as the sizes of system
(l ≈ 9nm) are smaller than δDW the domain wall cannot be nucleated.
The laser fluencies used for simulations range from values for which the sys-
tems cannot reverse magnetisation to those demagnetize the system. For all the
systems studied in this chapter, we can distinguish three different types of mag-
netisation dynamics in terms of the laser fluence: (i) for low laser fluencies the
decreases and recovers and does not reverse in any case (ii) for intermediated
laser fluencies the magnetisation might reverse depending on the laser fluence;
(iii) for higher fluencies the systems get demagnetized. We determine that for
the intermediated fluencies, the magnetisation reversal is stochastic, because it
swiches randomly in terms of fluences values. Some examples of the magnetisation
dynamics for TbFe2(DLM) are shown in Fig. 6.4.
The values of quenching parameters obtained for several runs with different
laser fluencies are presented in Fig. 6.5 for all the materials considered in this
chapter.
The results presented in Fig. 6.5 show there is no laser fluence values for
deterministic magnetisation swichting occurs. No deterministic magnetisation
reveral has been found for these materials. However we were expecting to find
1To be noted that we are only considering z-axis component of the magnetisation for
Quenching [%]Fe, thus in xy plane the magnesitation may be in any state.
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Figure 6.4: Example of the magnetisation dynamics of TbFe2(DLM) excited
with different laser fluencies.
TIMS at some fluence region for the following reasons: Firstly, we are dealing
with ferrimagnetic materials with a Re material concentration of 33%. For the
TbCo case (see chapter 5) it has been shown that a laser pulse duration of 50fs
is enough stimulus to reverse magnetisation. Of course, they are not the same
systems but similars. The main differences between ReTm Laves phase C15
materials and the disordered TbCo alloys presented in chapter 5, that might play
an important a role in TIMS in atomistic spin simulations are the following:
• The Laves phase C15 atomic structure could play an important role
because the atomic exchange field varies slightly from atom to atom because
each atom of the same specie has the same neighbors of the same specie.
• Introducing exchange interactions up to the 6th shell might lead to a more
chaotic behaviour in mangetisation dynamics (Stochastic region). Thus, it
could be interesting to investigate only first neighbors interactions in order
to compare with the many neighbors case.
• Finally, the exchange parameters values are probably the most important
feature for the ocurrence of TIMS. For example, it is well known the
necessity of an antiferromagnetic interaction between sublattices.
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Figure 6.5: Calculated values for the quenching parameter for Fe mz component
in Laves phases as a function of the laser fluences and extracted from several runs.
Figures a, b, c and d correspond to GdFe2(Fm), GdFe2(DLM) , TbFe2(Fm)
and TbFe2(DLM) respectively. In all simulated cases only stochastic AOS exists.
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To clarify this situation, we first decided to investigate the relation of the
long range exchange interaction and the stochastic reversal presented in Fig. 6.5.
Thus, we restrict exchange interactions up to first neighbors. Nevertheless, we do
not take only the first neighbor exchange values and disregard the others, the first
neighbor exchange parameters which are taken into account are a renormalization
of the long range exchange interaction in a mean-field sense,
JTm−Tm = 16 (6 ⋅ JTm−Tm,1 + 12 ⋅ JTm−Tm,2 + 12 ⋅ JTm−Tm,3)
JRe−Re = 14 (4 ⋅ JRe−Re,1 + 12 ⋅ JRe−Tm,2)
JRe−Tm = 16 (6 ⋅ JRe−Tm,1 + 6 ⋅ JRe−Tm,2 + 2 ⋅ JRe−Tm,3)
JTm−Re = 112 (12 ⋅ JTm−Re,1 + 12 ⋅ JTm−Re,2 + 4 ⋅ JTm−Re,3)
(6.3)
in order keep as constant as possible materials features such as TC of our old
systems. Basically, we sum over all the interactions and divide by the number of
first neighbors. The obtained exchange parameters are presented in Table 6.9.
With these new sets of exchange parameters, new atomistic spin simlations of
laser heating have been performed. The rest of parameters used for each material
are the same as for the longe range exchange case. The resulting quenching is
shown in Fig. 6.6.
It is observed that the stochastic reversal region has vanished for Tb based
materials, and reduced for Gd based. With these results it is possible to conclude
that, the inclusion of long range exchange interactions might modify the range of
fluencies in which stochastic reversal occurs, but it seems they are not responsible
of the existence of deterministic swichting.
Therefore, it has been decided to stop calculating using ab-initio exchange
parameters, treating them as variables, in order to investigate if the magnitude
of the exchange interactions is the responsible of producing TIMS or maybe is
the fact that we are dealing with a laves phase C15 atomic structure instead
of a disordered one.
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Rij Ns Jij label J0j(meV )
GdFe2 TbFe2
Fm DLM Fm DLM
(18 18 38) 12 JRe−Tm -21.98 -15.37 -19.10 -10.94
(18 18 18) 4 JRe−Re 15.54 5.96 10.95 3.877
(014 14) 6 JTm−Tm 42.61 51.00 41.00 52.19
(18 −38 18) 6 JTm−Re -21.98 -1.130 -19.10 -10.94
Table 6.9: Effective first neighbor exchange parameters for ferrimagnetic TbFe2
and GdFe2, from the ab-initio exchange parameters shown in Table 6.3 using eq.
6.3.4. Rij is the shell position in units of lattice constant, Ns is the number of
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Figure 6.6: Calculated quenchin for Fe mz component using the resulting first
neighbour exchange interactions of renormalizing the complete set of exchange
parameters. It is shown that as the number of neighbors taken into account reduces
the stochastic region reduce too. Figures a, b, c and d correspond to GdFe2(Fm),
GdFe2(DLM) , TbFe2(Fm) and TbFe2(DLM) respectively.
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6.4 TbFe2 exchange parameters treated as vari-
ables.
Taking into account the materials presented in this chapter, TbFe2 has been taken
as a example, in order to investigate the effect of the exchange interactions mag-
nitude in the ocurrence of ultrafast magnetisation reversal for a laves phase
C15 ordered system. Therefore, to modelize TbFe2 in atomistic spin simula-
tions, all the parameters presented for TbFe2(DLM) in the present chapter have
been used (see Table 6.5), except the exchange parameters, which are considered
as free parameters. Note that the only difference between TbFe2(DLM) and
TbFe2(Fm), without considering exchange parameters, is the value of the mag-
netic moments (see Table 6.4), but the they have similar values and do not play
any relevant role in the ocurrence of AOS, so in the following we will refer our
toy material TbFe2(DLM) as TbFe2. The two temperature model parameters
used in these simulations are the presented in Table 6.8 for the TbFe2 case.
Considering just first neighbors exchange interactions to simplify the calcula-
tions, only three exchange parameters are needed for atomistic spin simulations:
JFe−Fe, JFe−Tb and JTb−Tb. The last exchange interaction (JTb−Tb) is selected to
have a fixed value (JTb−Tb = 8meV ) while the other two(JFe−Fe and JFe−Tb) are
going to be varied in order to determine the role the exchange parameters play
in the ocurrence of TIMS. JTb−Tb value has been selected for two main reasons:
firstly it is a realistic first neighbor exchange interaction for bulk RE elements
[163]; secondly this value is similar to the ab-initio value calculated by Serguej
Khmelevskyi for TbFe2(DLM) presented in table 6.3. JFe−Fe is varied from
16meV to 50meV which ranges from a very small exchange interaction to a big
value compared with the ab-initio first neighbor exchange obtained for bulk Fe
BCC [126], or the first neighbor exchange fitted from the experimental TC [46].
Finally, JFe−Tb ranges from 0meV to 14meV which means that we start with
a system with two separate sublattices that converts progressively in a strongly
coupled one. The 14meV top bound has been selected because this value has been
considered for GdCoFe in [21]. The exchange parameters are varied in steps of
1meV . As a first step, the Curie temperature (TC) and the compensation point
(Tm) have been calculated for each case using Langevin dynamics. The obtained
results are presented in Fig. 6.7.
In Fig. 6.7a it shown that the Curie temperature ranges from TC ≈ 300K to
TC ≈ 1200K. For each JFe−Fe value, the TC value corresponding to the uncoupled
sublattices case (JFe−Tb = 0), increases with JFe−Tb up to a TC value for JFe−Tb =
14meV that almost doubles its initial value.
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Figure 6.7: Calculated Curie temperature (figure a) and compensation point
(figure b) in terms of the transition metal first neighbor interaction (JFe−Fe) and
the antiferromagnetic interaction between sublattices (JFe−Tb). Black background
in figure b means there is no compensation point (clabel indicate T=0K what is
not correct).
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From Fig. 6.7b we conclude that the compensation point only appears for low
JFe−Tb values. However, as the JFe−Fe exchange increases, the JFe−Tb range for
which exists a compensation point becomes wider. Compensation point ranges
from TM = 220K to TM = 950K. The compensation point for a given JFe−Tb
remains almost constant with changing the JFe−Fe exchange interaction. TM value
decreases very slow with increasing JFe−Fe. This feature observed numerically for
this toy material, was used in the previous chapter (see section 5.3.1) to fit the
exchange parameters of TbxCo1−x. First, bulk exchange parameters were fitted
to experimental TC data, and after this, the antiferromagnetic exchange was used
to fit experimental TM data.
Before the laser heats the material, the system is thermalized at room temper-
ature (Troom = 300K). Note that, at Troom there exists some exchange parameters
cases for which magnetisation is vanished or it is so weak due to its correspond-
ing TC value is small (see Fig. 6.7). Consequently, we have skipped from laser
simulations all the cases with JFe−Fe < 25meV .
To determine for which regions of exchange parameters the magnetisation
reversal is deterministic, stochastic or does not exists, we also have varied the
random number seed which creates thermal fluctuations in Langevin dynamics,
with the aim of obtaining different magnetisation dynamics for each case. This
number has been varied 15 times.
Fluence has been also varied from 10.66mJ/cm2 to 16.66mJ/cm2 in steps
of 2mJ/cm2. Again, as it was discussed in the previous chapter (see 5.3.2) the
value of I0 has been taken from literature for FePt (I0 = 3 ⋅ 10191/m ⋅ s) [108].
Thus, the values of the fluence are not realistic but they can be reescaled to
right one if the correct value of I0 is determined. Only four cases of fluencies
has been considered in order to save time in simulations, however each value
is able to demagnetize a different region of exchange parameters. In fig. 6.8
it is represented the corresponding reversal probability for each set of exchange
interactions to each fluence case.
From fig. 6.8 we can extract that TIMS occurs in ferrimagnetic laves phase
C15 materials. This feature means that, the variation of the atomic exchange
field in disordered alloys from atom to atom due the different number of neighbors
of the same specie (disordered alloys) does not have any influence the ocurrence
of TIMS, because we have found this effect in the system we are studying, where
the number of neighbors of the same specie does not change (ordered structure).
Therefore, we conclude that only relevant factor in the ocurrence of TIMS
is the exchange interaction. This was expected because as it was shown in the
previous chapter, it is easier to find TIMS if the laser pulse has a duration of fs,
which is the time scale associated with exchange interactions, rather than ps,. In
118








































 25  30  35  40  45
JFe-Fe (meV)
c) Fluence 14.6 mJ/cm2
 25  30  35  40  45  50
d) Fluence 16.6 mJ/cm2
Figure 6.8: Magnetisation reversal probability of a Laves phase C15 ferrimag-
net as a function of the first neighbors exchange parameters JFe−Fe and JFe−Tb.
Bulk exchange parameter of Tb is fixed (JTb−Tb∼8meV ). Fluencies 10.66mJ/cm2,
12.66mJ/cm2, 14.66mJ/cm2, and 16.66mJ/cm2 are represented in Fig. a, b, c and
d respectively.
119
6. HEAT-INDUCED SPIN DYNAMICS SIMULATION ON LAVES
PHASES
addition, it is demostrated that for the case of non-coupled sublattices, thermally
induced switching never occurs, confirming the necessity of an antiferromagnetic
interaction between sublattices, which is one the requirements for AOS presented
in [123, 135].
It is shown in fig. 6.8, that each laser fluence has associated a region of
exchange parameters in which deterministic magnetisation reversal befalls. As
fluence power increases, then size of the exchange region for which TIMS hap-
pens increases too. In addition, as the fluence power increases switching occurs
for stronger antiferromagnetic coupling and for stronger iron-iron ferromagnetic
coupling.
It must be pointed out that we have decide to consider that, if the absolute
value of the z-component of the magnetisation at the end of the simulation is less
than a 10% of it initial value, then system does not reverse. To be specific we
have consider that demagnetization, which provides stochastic reversal for longer
simulation times, is not reversal. In terms of quenching it means that quenchings
between 90% and 110% are defined as no reversal. Because of this, we see in
case d) of fig. 6.8 that for low exchange parameters there is no switching, but it
probably would be an stochastic one due to demagnetiation.
6.5 Conclusions
In conclusion, we have studied the effect of considering an ordered atomic struc-
ture, the effect of considering long range exchange interaction and the importance
of the exchange parameter values, in the ocurrence of thermally driven swichting
for ferrimangets. A Laves phase C15 atomic structure has been considered
in our simulations in order to mimic a realistic crystalline ferrimagnet. Starting
with a long range ab-initio exchange parameterization, we have also studied the
effect of renormalizing long-range ab-initio exchange parameters to first neighbor
exchange. Finally, we have considered the exchange parameters of the system
variable in order to study their importance in TIMS occurence.
To summarize the conclusions extracted from this chapter:
• A ferrimagnetic system with an ordered atomic structure might produce
deterministic thermally induced magnetisation swichting as well as in dis-
ordered alloys. We have demostrated it for Laves phase C15 atomic
structure. Thus, it means that the change of the atomic exchange field,
from one atom to another, due to the different number of neighbors of the
same specie sorrounding it, does not determine in the ocurrence of TIMS.
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• Assuming long range exchange interaction or not in atomistic spin sim-
ulations, will not determine the ocurrence of deterministic magnetisation
switching. Exchange interaction is known to be long range, therefore it
seems to be clear that it must not influence the ocurrence of TIMS. How-
ever, the might play an important role in the case of stochastic reversal.
• The main parameters determining the ocurrence of TIMS are the exchange
parameters. It has been shown that for a given fluence value it exits a region
of exchange parameters for which magnetisation switching is deterministic.
Comparing results of the free exchange parameters study with the corre-
sponding to ab-initio exchange calculation, we determine that the reason for
not observing thermally induced switching in the ab-initio case is that the
exchange parameters are far away from the region of exchange interactions
for which a ferrimagnetic Laves phase C15 material might reverse. To
be specific, the antiferromagnetic ab-initio exchange interactions are much
bigger than the needed to produce TIMS.
• On the other hand, it has been demonstrated the necessity of an antifer-
romagnetic interaction between sublattices, which has been proposed as a
requirement to produce TIMS. Its value is lower limited by JFe−Tb = 2meV
for all the laser fluencies studied here. However it seems not to be upper
limited because as the laser fluence increases, stronger values JFe−Tb produce
deterministic switching.
• As the fluence increases, the region of exchange interaction cases that pro-
duce deterministic TIMS increases too, both in JFe−Tb and JFe−Fe exchange
interaction range. This region displace to higher values of iron bulk ex-
change (JFe−Fe) with increasing the laser fluence.
• The laser fluencies used for the free exchange parameters case are lower
than the used for the ab-initio case because, although the ferromagnetic
exchange parameters ( JFe−Fe and JTb−Tb) have similar values, the ab-initio
antiferromagnetic exchange was much bigger than the parameters used in
the free exchange study.
• In contrast to what we observed in the previous chapter for TbCo disor-
dered alloys, all the exchange cases for which deterministic magnetisation
magnetisation reversal happens, present a compensation point (TM). In
addition, no deterministic switching has occured if TM is below than room
temperature.
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• It is not needed to considered a spin resolved Hamiltonian as it was done in
[163] to obtain thermally induced magnetisation reversal in a Laves phase
C15 ferrimagnet. It is enough to consider suitable exchange parameters.
Finally, we note that, although TIMS might occur both for disordered
alloys and ordered atomic structures, the requirements for TIMS are de-
pendent on the structure considered. The fact that we have not found
any case in which TIMS occurs without a TM over the room temperature
(Troom), seems to be the main difference between TbCo disordered alloys
and Laves phase C15 ferrimagnets.
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