The following conclusions are obtained. The path lengths of the parts and the robot increase with increasing task complexity. This can be attributed to two factors: first, the closer the parts need to be packed together, the more careful and precise the robot has to be in its movements; secondly, as there is an increased possibility of collision with the parts, there is more dodging around. Interestingly, compared to simulations, the paths taken by the parts are only 10% longer on average (Fig. 3) . As expected, path lengths in real experiments tend to vary more owing to the sensor inaccuracies and non-ideal motion capabilities of the robot. The positional inaccuracies in experiments range between 2.0-5.3 cm/part. In simulations we observe much lower inaccuracies which we attribute again to the EDAR sensor and actuator hardware limitations and not to our approach.
These experiments serve to demonstrate that EDAR can successfully complete parts moving tasks, using a purely event-driven strategy. Introduction: A fair scheduler for variable-length packets is needed to provide a best-effort Internet-Protocol (IP) service. The deficit round-robin (DRR) [ I ] scheduling scheme is widely used because of its simplicity to provide the max-min fair share for the best-effort traffic.
However, the DRR scheme cannot satisfy both short-packet delay performance and high throughput, since only a fixed granularity for the deficit counter is allowed. When the granularity is set at too large a value, the short packets are delayed significantly by the long packets. The short-packet delay degradation affects the quality of real-time services such as VoIP. Conversely, the throughput becomes low for a small granularity since the timing margin for the DRR scheduler to satisfy the line speed is reduced as the granularity becomes small.
In this Letter we propose a dynamic deficit round-robin (DDRR) scheduling scheme for variable-length packets. It dynamically changes the granularity for the deficit counter in the scheduler. Simulation results showing the efficiency of the scheduler are presented.
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DRR:
G: fixed value Fig. 1 is a schematic diagram of a DRR-based scheduler. Fig. 2 shows the average packet-delay dependency on packet length in the case of DRR with the granularity (G) of arriving packets was assumed to have an exponential distribution with an average length of 10 cells. The probability of packet arrival was assumed to have a Poisson distribution. The short packets are delayed as the granularity becomes large ( G = 100). It is necessary to use a small granularity (G_i 10) to suppress the short packet delay. However, the work of DRR remains 0(1), only if G is greater than the maximum packet length [l] . The number of hops traversing queues needed to decide the output queue is likely to become large as the granularity becomes small, as shown in Fig. 3 . For G= 10, the number of hops happens to be greater than one. The average and maximum value are 1.43 and 6, respectively. This causes the throughput to become low, since there is an upper limit of the hop number at a given line speed. If G is set to more than 50 cells, the number of hops is exactly one. However, the short packets have a larger delay than the long packets, as shown in Fig. 2 . To resolve the above drawback, we present a dynamic deficit roundrobin (DDRR) scheduling scheme that dynamically changes the granularity for the deficit counter according to the packet lengths at the heads of queues. The DDRR algorithm is as follows.
Step I . Calculate the difference m, =I, -dt, where I, and d, are the packet length at the head of the queue in channel i (1 5 i 5 N) and the counter value for the channel, respectively.
Step 2. Determine the minimum value mo from m, .
Step 3. Add the minimum value ma to the counters of each channel other than the selected channel. Step 2. This relieves the timing margin bottleneck of DRR with small granularity (G 5 IO). As Fig. 2 shows, packet delay decreases linearly with decreasing packet length in DDRR. Moreover, the delays of packets shorter than 15 cells were smaller than that in DRR for any value of granularity. Therefore, DDRR can satisfy both high throughput and small delay requirements for short packets, especially under a heavy load. Note that since DDRR is based on DRR, DDRR also provides the max-min fair share independent of packet length. DDRR was used as the scheduler for an experimental 5 Tbit/s switching system [2, 31.
Conclusion;
A DDRR scheduling scheme is proposed to resolve a drawback of the DRR scheme. The granularity for the deficit counter of DDRR is adaptively changed according to the packet lengths at the heads of the queues. Simulation results show that DDRR can reduce the delay for short packets while keeping the throughput high.
