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Abstract 
The evolution of wireless communication technology has entered a new era where the vision of 
vendors and researchers to move beyond connecting people to connecting everything is becoming 
reality. Pioneers have been working for decades to enhance the network coverage and capacity to cope 
with the ever-increasing demand by wireless users. Challenges remain and the race to better utilise the 
radio spectrum is still occurring. The race primarily aims to enhance the allocation of radio resources 
and to optimise coverage, thus providing more bandwidth for the rapidly increasing number of data-
hungry applications. The opportunity for novel channel scheduling and spectrum sharing techniques 
to improve performance has arisen with the introduction of advanced wireless communication systems 
including the Long Term Evolution-Advanced (LTE-A) system, which supports resilient and efficient 
spectrum utilisation.  
One of the main features of LTE-A is the ability to efficiently utilise femtocells both for home and 
enterprise broadband users. Femtocells are central to the next iteration of mobile cellular network 
development based on LTE-A.  Typical femtocells are expected to include a low power and low cost 
mobile cellular base station, known as a home evolved node base station, that connects to the Internet 
over a service provider broadband network connection. Locally networked femtocell arrays are used 
to enhance mobile network coverage and capacity in crowded urban and indoor locations. 
Traditional resource management, channel scheduling and spectrum access techniques are either not 
applicable for LTE-A femtocells or operate inefficiently; therefore, innovative techniques are required 
to manage interference and intelligently maintain the quality of service. The research carried out 
presents a number of original contributions to fulfil these objectives.  
In this thesis, a performance analysis of LTE-A based femtocells is carried out and three different radio 
access and optimisation techniques are proposed. When considering low-cost solutions for urban 
indoor coverage and data rate, femtocells come to the fore. Due to potentially dense self-deployment 
of femtocells that are incorrectly configured, considerable inter-femtocell interference might occur, 
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thereby resulting in severe performance degradation. To mitigate the inter-femtocell interference and 
to utilise the available transmission channels more efficiently, at first, a new cognitive co-channel 
cluster-based femtocell configuration that uses a priority-based users’ spectrum sharing model was 
proposed. This proposal builds upon an existing fractional frequency reuse technique to ensure that 
interference is minimised and the utilisation of bandwidth between the femtocell users is maximised.  
Second, a femtocell coverage optimisation algorithm is presented that reduces coverage gaps and cell 
interference while increasing the signal-to-noise ratio of the femtocell users. The proposed coverage 
optimisation algorithm utilises two power allocation techniques that continuously update the femtocell 
network transmission power levels by including a weighted value that is based on performance. The 
proposed algorithm enhances coverage and cell edge throughput of the overall network.  
And finally, an uplink channel scheduling algorithm for LTE-A single-carrier frequency division 
multiple access (SC-FDMA) in a frequency division multiple access femtocell network is proposed. 
In LTE-A the allocation of the uplink channel is mandated by the contiguity paradigm, which requires 
computational complexity and intricacy. With changing consumer expectations, the user experience is 
now affected by both uplink and downlink speeds, reliability and latency. SC-FDMA is utilised in 
LTE-A to maintain a low peak-to-average power ratio, which is an obligatory feature that allows low 
power consumption and contiguous resource allocation; therefore, an uplink channel scheduling 
algorithm is the best choice for optimised operation. In previous studies, different algorithms have 
been proposed to achieve optimal spectrum utilisation. However, a more effective and compact 
channel scheduling algorithm is yet to be proposed that improves performance. In this research, a 
normalised weight-based channel scheduling algorithm has been proposed to improve spectrum 
utilisation in the LTE-A uplink femtocell network.  
In this research, three different radio access and optimisation techniques are presented, with a hybrid 
access femtocell network utilised for the performance analysis. The proposed algorithms were 
compared and analysed with the existing research found in the literature. A game theory model for 
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dynamic spectrum access in LTE-A femtocells is also adopted. Throughout this research, the analytical 
results and formula were modelled using computer simulations developed using Wireless InSite and 
MATLAB. Numerical examples are presented to reflect the practicality of the proposed 
methodologies. Most of the work presented in this dissertation has been published in-part or as-a-
whole in peer-reviewed journals and conference proceedings or is otherwise currently undergoing a 
review process.  
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 Introduction 
The growing popularity of mobile devices and their application has sparked a focus on improved 
mobile cellular network design. The growth in demand for new and innovative ways to utilize mobile 
cellular depends on further development of radio frequency communications. Long Term Evolution 
(LTE) was first introduced in 2008 and is now the de facto standard for the fourth generation (4G) 
cellular network [1]. LTE-Advanced (LTE-A) is an evolutionary release of LTE that aims to take 
mobile cellular to the next level of capability and provide a linkage to the next generation of mobile 
cellular known as 5G. LTE-A aims to achieve the specifications set for International Mobile 
Telecommunications-Advanced networks, whilst providing backwards compatibility with LTE based 
networks, devices and systems. New wireless technologies, such as coordinated multi-point carrier 
aggregation, multiple input multiple output, inter-cell interference coordination, relay nodes and small 
cells, have been adopted for inclusion in LTE-A [2] . LTE-A has an increased peak data rate, average 
cell spectral efficiency and increases the efficiency of mobile cellular radio access networks. Hence, 
LTE-A has become the communication technology of choice for global mobile cellular networks. 
Furthermore, due to the emergence and popularity of the Internet Protocol (IP) as the basis for 
converged networking, LTE and LTE-A were designed to facilitate an all-IP network. The radio 
access, services layer, packet core system and the LTE-enabled handset are all configured utilising IP. 
As an IP-based simplified network, the operating costs associated with LTE-A are low, which is also 
a substantial economic benefit for the network operator or service provider (i.e. improves operating 
revenue). 
1.1. LTE Advanced and Femtocell 
LTE is one of the most recent advanced wireless technologies, which is also known as 4G technology. 
In LTE-A, improvements have been made in the base station (BS) technology to extend coverage and 
to enhance signal power. However, areas for improvement remain, including dealing with the issue of 
shadow zones. Shadow zones remain a problem for telecommunications research, it is difficult in an 
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urban area for uniform coverage to be achieved throughout a cell. This is where the benefits of 
femtocells become evident.  
     
A LTE-A femtocell [3], which is also known as a Home evolved Node B (HeNB), is a small cell, low 
power and low-cost mobile cellular BS that is connected to the Internet over a service provider network 
connection (Figure 1.1). The femtocell device is typically no larger than a consumer firewall modem,  
 is locally powered and offers an economically appealing way to improve the coverage and 
performance of an existing mobile cellular network. The radio access mode of the femtocell network 
plays a crucial role in determining the Quality of Service (QoS) of the end users and improving network 
operator revenue. The behaviour of a femtocell is not only based on network density, an orthogonal or 
non-orthogonal multi-access technique and a frequency reuse strategy, but it is also based on the access 
mode being adopted. The access mode selection directly influences the performance parameters such 
as the signal-to-interference and noise ratio (SINR), path loss (PL), throughput, and performance 
metrics such as the handover mechanism, security, resource management and co-channel interference 
management. 
Figure 1. 1 Femtocell Integrated in LTE-A 
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However, dense femtocell deployments in the existing macro-cellular network can create challenges 
such as inter-cell and intra-cell interference. Femtocell systems now include extensive auto-
configuration capabilities to facilitate plug-and-play deployment. However, a large-scale deployment 
scenario in a relatively small area can decrease performance and increase cell interference to an 
undesirable level [3]. Channel scheduling, resource allocation and Dynamic Spectrum Access (DSA) 
are three techniques used for femtocell performance optimisation. The techniques are interrelated and 
parameter selection is an important consideration [4].  
  Dynamic Spectrum Access for LTE Femtocell 
Increasing utilisation of LTE-A to meet the rapid growth in wireless broadband demand is an important 
focus of current research. DSA is a promising approach that can be utilised to improve bandwidth 
utilisation in LTE-A systems and networks. Deployable systems are now approaching the theoretical 
channel capacity limits explained by Shanon [5]. Finding ways to improve the utilisation of the 
available spectrum has a priority. Research into modern wireless communication systems that use 
multi-antenna technology, beamforming and small cell deployments has steadily increased. Research 
motivated by spectrum scarcity and the extremely high fees associated with spectrum licences has led 
to innovative developments including DSA, which aims to optimally utilise unused spectrum. 
Spectrum is allocated in bands for specific applications and some of the applications do not fully utilise 
the allocated spectrum. This does not mean that the applications are poorly designed or waste a limited 
and valuable resource, rather it is the nature of some applications that there will be periods when the 
spectrum is not fully utilised, and thus the unused spectrum can be used for other applications. The 
opportunity for novel spectrum sharing techniques to dynamically access spectrum has arisen with the 
introduction of advanced wireless communication systems including LTE-A, which is used to provide 
advanced converged mobile cellular networks. DSA has been applied to the Cognitive Radio (CR) 
techniques that manage radio spectrum access during periods when the spectrum is available to be 
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used by a second system [5] [6]. CR utilises radio sensing techniques to detect spatiotemporal spectrum 
opportunities that are exploited in an opportunistic manner [7] [8]. 
                   
Radio resources are divided into Resource Blocks (RBs) of 180 kHz bandwidth and 1 ms transmission 
time [9] providing sufficient opportunity to limit interference with the primary user (PU) or other co-
tier users. With the introduction of LTE-A Release 10, BSs (HeNB) are allowed to use several non-
contiguous blocks of spectrum, thus improving spectrum access resilience. Refinements to LTE-A 
have made the application of DSA techniques viable and the potential benefits of high value. 
The research carried out and presented in following chapters focuses on how DSA (Figure 1.2 ) may 
be applied to LTE-A femtocell networks and discusses how DSA can be used to access the radio 
resources with a very high granularity in both frequency and time domains. 
 Resource Allocation and Coverage Optimisation 
It is vital to quantify the effects introduced by femtocells on LTE-A network performance. The effects 
might potentially harm the cellular LTE-A if the deployment strategies and techniques are not 
adequately quantified either by extensive simulations or by deriving stochastic spatial models. 
Figure 1. 2 DSA in LTE-A 
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Femtocells cannot be easily inculcated in the current LTE-A system owing to several challenges such 
as interference and resource allocation because LTE-A utilises orthogonal frequency division multiple 
access (OFDMA) technology, which allows a frequency band reuse factor of unity; therefore, all 
neighbouring cells can operate on the same carrier frequencies. The introduction of a femtocell that 
utilises the same frequency band poses a significant challenge in managing cross-tier interference 
between PUs and secondary users (SUs) [1] [4]. 
Coverage and capacity optimisation must be assessed continuously to guarantee the QoS. Mechanisms 
can be used such as setting a timing advance parameter, user equipment (UE) signalling and reporting, 
distribution of traffic load measurements, adapting power schemes and antenna tilting. Through the 
use of UE measurement reports and BS (NodeB or eNodeB) measurement, flexible optimisation is 
achieved and can be evaluated using the optimisation function. Previous studies have been undertaken 
regarding the development of femtocell technology, particularly regarding femtocell coverage 
optimisation, interference reduction, coverage optimisation, and manufacturing cost, which are 
considered crucial issues for development [10] [11]. 
 Channel Scheduling and Femtocell User’s Capacity Enhancement 
Demand for higher data rates and throughput has been increasing leading to further research into how 
to improve LTE-A. When operating in a 20 MHz bandwidth, LTE-A can provide a data rate of 50 
Mbps in the uplink and 100 Mbps in the downlink [12]. The high data rate provided by LTE-A not 
only requires more bandwidth but also demands an advanced modulation technique. OFDMA was 
considered an optimum solution for downlink transmission requirements. However, this modulation 
scheme has significant limitations such as a high peak-to-average power ratio (PAPR), which increases 
complexity in the channel allocation and power transmission (mobile) in the uplink. Therefore, an 
uplink scheme should be considered with a trade-off between low computation complexity and system 
performance. As a solution to this, single-carrier frequency division multiple access (SC-FDMA) was 
selected as the LTE-A uplink access scheme. In SC-FDMA, the contiguous RB is required to take 
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advantage of the PARP [12] [13]. 
SC-FDMA is the most suitable option for the LTE-A uplink. Contiguity plagiarism characteristics are 
required for optimum channel scheduling in an SC-FDMA system [14]. The right scheduling in the 
uplink will maximise the user experience and network efficiency. Channel scheduling requires a proper 
formation of the allocation matrix as input. The formation of the matrix should be intelligent enough 
to consider the allocated bandwidth and targeted users within the range of the active serving cell. In 
such a process, LTE-A uses a channel scheduling process that allows the eNodeB to monitor the 
channel condition for all users over the allocated bandwidth. By extracting the channel state 
information (CSI) from the UE, the CSI manages the matrix for each UE for each RB. This matrix is 
called a channel condition matrix, which gets updated every 1 ms by the CSI that is periodically sent 
by the UE. Based on this channel state condition matrix, channel scheduling algorithms are performed 
[15] [16]. 
1.2. Research Motivation 
The recent deployment of the LTE-A network ensures convergence of most existing wireless mobile 
communication networks into a universal platform. Two methods can increase the capacity of a 
wireless network. The first method is by enhancing macro BS functionalities, i.e. using multi-carrier 
aggregation, multiple input multiple output techniques and OFDMA. The second is using a 
heterogeneous topology, which is the deployment of small cells. 
The motivation to do this project arose from a consideration of how to improve LTE-A femtocell 
performance and to contribute to the next evolution of mobile cellular networks. In the near future, 
80% of mobile broadband users will move through LTE-A femtocell coverage daily [17]. 
Because of limited radio resources, especially spectrum, radio access technology should be used as 
efficiently as possible. Radio resource allocation is considered a critical tool and remains a research 
focus. 
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Another motivation behind this research was to address wireless radio access management for LTE-A 
femtocell network deployments. The goal was to reduce the coverage gap, and increase the spectrum 
access, capacity and data rates using the same frequencies with the lowest possible power consumption 
metrics. In addition, the study aimed to provide a flexible, adaptive and reconfigurable solution that 
interconnects this network to offer improved subscriber access. 
1.3. Research Questions and Contributions 
 Research Question 1 and Contribution 
Physical access channel modelling and DSA approaches in LTE-A femtocell network 
• RQ 1.1: How to find an accurate channel model for femtocells in LTE-A networks and which 
type of channel model is appropriate for femtocell deployment in a LTE-A network? 
Under research question RQ1.1, the different physical channel characteristics utilised for LTE-A 
femtocell spectrum access were investigated, focusing on PL, interference and SINR. The investigation 
was conducted under three different applications. 
The first application related to this research question focused on investigating the performance 
properties of the femtocell in different indoor environments. The properties include the statistical 
modelling of the expected PL, i.e. to find a relationship between the statistical parameters of the 
channel and the indoor environment properties. Furthermore, investigation was carried out on the 
techniques and methods that can overcome the specific PL impairments for different channel access 
techniques. The second application was minimizing interference, which is considered an essential 
performance parameter for femtocells in LTE-A networks. To minimise the interference by analysing 
different channels included investigation of the statistical behaviour of radio signals concerning the 
interference and the SINR, and the targeted environments were indoor enterprise areas [18] [19].  
The third application was to identify spectrum opportunities in LTE-A femtocells based on UE 
operation. Spectrum scarcity is increasingly becoming an urgent issue, imposing a strong impediment 
for both wireless service providers and regulatory authorities, leading to an increasing spectrum fee 
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and inhibiting wireless technology from coping with the growing user-demand. The primary driver of 
this scarcity is the increasing reliance on wireless communication as a ubiquitous means of 
communication, coupled with low utilisation efficiency of the electromagnetic spectrum. 
Alternatively, more efficient spectrum utilisation can be achieved by exploiting one or more of the 
radio resource domains in a non-static manner. The domains span frequency, time and space. Under 
this research question, a cognitive co-channel deployment model was proposed and presented the 
results of spectrum sharing among femtocell users. For this, experiments were conducted by three 
different channel deployment methods, characterised by different user density and femtocell 
assignment for different indoor environments in the femtocell LTE-A network. The efficient utilisation 
of spectrum was then determined by comparing the capacity and throughput of the femtocell 
subscribers in the LTE-A network. 
The deliverables from this research question were: 
- Channel access model for LTE-A femtocell in enterprise environments, which includes PL, 
SINR, QoS deviation of the femtocell, throughput, distribution time interval, white noise 
power density, modulation scheme, bit error rate and the spectrum efficiency. These 
parameters are obtained as a function of performance in femtocell–third generation 
partnership project (3GPP) indoor environment parameters [2] [3]. 
 Contribution under Research Question 1.1 
1.3.1.1.(a). Cluster-Based Femtocell Efficiency Evaluation 
 
The performance of dedicated and co-channel deployment has been evaluated in cluster-based 
Femtocell Access Point (FAP) scenarios with the help of channel capacity formulation and simulation. 
A femtocell architecture was proposed, which aimed at cognitive resource allocation in co-channel 
deployment featuring capacity-based cell selection. The resulting PL exponents and the other 
performance parameter were presented. 
Moreover, this research also showed that the QoS deviation of the UE within the cluster was balanced, 
 
 
9 
thus ensuring that the maximum spectral efficiency of each FAP can motivate the use of cognitive co-
channel deployments in cluster-based FAPs for large indoor environments. This will help overcome 
the demand for additional macrocells for indoor coverage and allow the existing macrocell to offload 
UE traffic through the FAPs backhaul [18]. 
1.3.1.1.(b). Performance Evaluation of LTE-A Femtocell for Different Channel Access Scenarios 
in an Enterprise Environment 
 
The performance of LTE-A femtocells in an enterprise environment for different channel access 
scenarios has been investigated. A 500m x 500m indoor enterprise environment was simulated. The 
total number of FAP deployed in the indoor area was 32, and the number of random users in the indoor 
area was 330. The FAP range was 20m with a line of sight condition for the three channel access 
environments with and without adaptive power control. To estimate the cell capacity, HeNBs were 
assigned to the specific areas. The path loss of each HeNB was calculated and also determined the 
lowest path loss. Later, HeNB with the lowest path loss was placed in those specific areas. This 
procedure was repeated throughout the area until all positions were assigned to a HeNB. Based on the 
measurement, the path loss exponent and the capacity of HeNB were estimated [19]. 
1.3.1.1.(c). Priority Based femtocell user for cognitive co-channel deployment  
 
In this research, LTE-A femtocell performance was investigated for UE. To identify the spectrum 
occupancy, priority-based femtocell user selections were considered as well as simulated for different 
scenarios. Considering network congestion, the FAPs allocated the spectrum intelligently to the UE 
based on their priority. The dynamic nature of spectrum allocation has been considered from a spatial 
perspective by conducting spectrum monitoring measurements [20]. 
• RQ 1.2: How can the DSA technique be applicable in the LTE femtocell network for spectrum 
sharing? 
Under research question RQ1.2, the strategy was taken to develop a fully distributed, scalable and 
autonomous channel allocation scheme with minimal information sharing between FAPs in the 
network. Initially, FAPs provide the best possible uninterrupted service to the PU and utilises the rest 
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of the spectrum for the SUs. Depending on the user congestion in the network, the Hetnet Management 
System (HMS) selects a minimum capacity for the SUs to maintain a minimum QoS. However, for 
higher user congestion, FAPs serve more SUs with fewer resources. The network balances the total 
traffic with maximum resource efficiency in the functioning area. The selection of SUs for each FAP 
is based on the co-tier interference due to strong FAP interferences. Most of the time, there is more 
likely to be an uneven distribution of users; therefore, the allocated ratio of resources for SUs in each 
FAP is independent of its neighbouring FAPs. In some cases, PUs receive low capacity due to PL and 
other radio losses because of their geographical position. Ensuring an optimum level of service to that 
user will be costly for the system, thus leaving minimal resources for non-subscribers/ SU to share 
[11] [21]. In such cases, the average capacity can be considered to ensure the optimum level of service. 
In the present study, the individual PU performance was considered because the femtocells were 
operating in a large open space. In this scenario, the game theory model was considered as a DSA 
technique to share the bandwidth between the PUs and SUs in the femtocell network. This research 
question also concentrated on the interference management problem when the spectrum is shared 
between PUs and SUs. 
 Contribution under Research Question 1.2  
1.3.1.2.(a). Minimising Interference between femto users using DSA 
 
In the research [22], the performance of FAPs were analysed under two scenarios. In the first scenario, 
macrocells were considered as a PU and femtocells as a SU. In the second scenario, in a femtocell 
network, FAP subscribers were considered as PUs and FAP non-subscribers as SUs. Based on a 
Lagrange multiplier, a distributed DSA was proposed for the first scenario, and a priority-based 
cognitive co-channel cell selection was proposed for the second scenario. As per the algorithm, the 
FAPs will allocate spectrum intelligently to users based on their priority, considering network 
congestion. A comparison between the DSA and the cluster-based frequency reuse approaches such as 
Soft Frequency Reuse (SFR) has been conducted. And the results showed that deploying more 
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femtocells in a particular LTE-A network using distributed DSA techniques, maintained a low 
interference with macrocells. As the femtocell deployment ratio increases in the network, DSA makes 
the reuse sparser to mitigate interference. However, when the total number of a femtocell is low in a 
network, then the influence of DSA approaches are less significant in terms of interference. 
DSA is a flexible technique that is being applied to different network technologies including CR, small 
cells and wireless relay in LTE-A. Under this research, a review of the recent research on DSA in LTE-
A networks has been carried out [21]. 
 Research Question 2 and Contribution 
Resource allocation and coverage optimisation of the femtocell in the LTE-A network. 
 
• RQ 2: How to optimise the capacity and coverage of the LTE-A femtocell network? 
The femtocell device is typically no larger than a consumer firewall modem, locally powered and 
offers an economical method for improving the coverage and performance of an existing network. 
Femtocells are now available that include extensive auto-configuration capabilities to facilitate plug-
and-play deployment. The locations of the deployed femtocells are usually constrained by many 
factors such as cost, indoor planning and the availability of end users. To control and predict all of 
these factors is difficult, which leads to increasing randomness in the femtocell locations, where the 
theoretical hexagonal model is no longer feasible. Moreover, dense deployment of femtocells in the 
existing macrocellular network creates some significant technical challenges such as inter-cell and 
intra-cell interference [23] [24].  
Coverage optimisation techniques have been a recent research focus. Optimising femtocell coverage 
by optimising the femtocell transmit power reduces interference, coverage overlap and unwanted 
mobility events [25]. However, this approach may minimise the overall coverage gaps in the femtocell 
network; nevertheless, reducing transmission power will also affect the femtocell service performance. 
The transmission power optimisation techniques proposed in different algorithms found in the 
literature are complex and used different benchmark optimisation techniques to support the schemes 
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[26]. To maximise indoor coverage and minimise femtocell interference, a dynamic transmit power 
optimisation technique is required. 
Based on the findings of the research gap from the literature, a new coverage optimisation technique 
has been developed based on the optimisation of the femtocell transmitting power.  
Under this research question, the proposed resource allocation in the femtocell network consists of the 
power allocation process. The priority-based power allocation scheme is focused based on the 
coverage of the network. In many ways, the coverage optimisation process for the femtocell is similar 
to that of the BSs in conventional cellular networks. When some femtocells are deployed in a large 
indoor area, the group of femtocells can be viewed as a cellular network, albeit covering a much 
smaller area. Therefore, unlike residential deployments, the coverage of a group of femtocells not only 
considers the interaction with the macrocell layer but also with neighbouring femtocells in the group. 
The femtocell has a low coverage area and its deployment position is not always in the centre of the 
coverage zone. A coverage optimised power allocation process can change the coverage region based 
on the location of users and femtocells.  
  Contribution under Research Question 2 
1.3.2.1.(a). Coverage Optimisation Technique based on Priority Settings within the Femtocell 
Network 
An analytical approach is mandatory to optimise coverage in an indoor environment. Considering this, 
a coverage optimisation technique was proposed based on priority settings within the femtocell 
network. The coverage optimisation technique was divided into two schemes including a coverage gap 
reduction scheme and a coverage overshooting reduction scheme. The priority of each of these 
schemes was set by assigning a weight value within the coverage optimisation technique. Furthermore, 
four simulation scenarios were used to analyse the coverage optimisation technique performance and, 
in all cases, the results demonstrated that the proposed approach improved coverage and reduced 
femtocell overshooting [27] [28]. 
The contribution of this research question can be summarised as follows: 
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● It provided a generic power allocation formula for coverage optimisation in random LTE 
femtocell networks. 
● The coverage optimisation technique was divided into two actions including a coverage gap 
reduction scheme and a coverage overshooting reduction scheme. The coverage gap reduction 
and coverage overshooting reduction schemes are flexible for deploying femtocells in different 
indoor environments.  
● The priority of each of the schemes was set by assigning a weight value within the coverage 
optimisation technique. The coverage optimisation technique improved coverage and reduced 
the femtocell overshooting. 
  Research Question 3 and Contribution 
Uplink channel scheduling algorithm for capacity enhancement of the femtocell user in the LTE-A 
network.  
• RQ 3: Which channel scheduling method (uplink) can maximise the performance of the end 
user in the LTE-A femtocell network? 
The starting point in this research question was the quantification and modelling of an uplink channel 
scheduling algorithm for the LTE-A femtocell network. Modelling of the channel scheduling algorithm 
led to the visualisation of the QoS in the network and the modelling of the expected performance 
enhancement. 
Three distinct channel scheduling algorithms were presented in [15] [29] [30]. These are the first 
maximum expansion (FME), recursive maximum expansion (RME) and minimum area difference 
envelope (MADE). In the FME, the selection starts from the maximum value of the channel state 
matrix against a particular user and keeps allocating the RB to the particular user by going left or right 
as long as it obtains the second highest value than the opposite side whilst keeping the contiguity 
constraint [31] [32] [33]. This does not ensure the best RB for most of the users and in most of the 
cases, it leaves unused RBs. RME, however, gives a comparatively better performance, expanding the 
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RB not only to one but both directions. FME provides improved channel scheduling performance than 
RME. MADE focuses on the difference of the cumulative matrix of all the users and the scheduling 
matrix of a specific user. Improved recursive maximum expansion (IRME) and improved tree-based 
recursive maximum expansion (ITRME) algorithms were proposed in [34] which claim better 
performance than that of RME. The expansion of the RB to the left and right was initiated considering 
neighbouring RBs with maximum matrices with higher computational complexity. In [35] [36] [37], 
an assumption-based channel-dependent scheduling was proposed that achieved higher accuracy with 
localised subcarrier mapping instead of distributed mapping. In [38] [39], the greedy-based algorithm 
was investigated with the joint subcarrier and power allocation scheme in an uplink OFDMA system. 
The same process was evaluated using the Hungarian algorithm in [40]. The drawback of the research 
found in the literature is that most of the channel scheduling algorithms are restricted due to contiguity 
requirements. The evolution of faster processing units allows us to explore a new dimension in the RB 
selection. Therefore, to eliminate the  drawbacks, a new weight based channel scheduling algorithm 
has been proposed and compared with selected methods. 
This research question was investigated under three different applications. The first application was 
the current LTE-A femtocell network, where uplink channel scheduling is expected to play a vital role 
in expanding network coverage and enhancing network performance. In the second application area, 
the current channel scheduling methods for femtocell deployment in the LTE-A network have been 
investigated. In the third application area, a normalised weight-based channel scheduling (NWCS) 
algorithm has been proposed and compared with selected methods [41]. 
The deliverables from this research question are as follows: 
- A novel NWCS model of LTE femtocell uplink resource allocation matrix. 
- Better technique(s) in expanding femtocell network coverage and performance, thus 
decreasing the SINR and increasing system throughput. 
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 Contribution under Research Question 3  
1.3.3.1.(a). Weight-Based Channel-Scheduling Algorithm for LTE-A Femtocell Network 
 
A NWCS algorithm was proposed for higher spectral efficiency compared with the conventional RME. 
By introducing the normalisation and breakpoint concept, the algorithm can achieve an improved 
outcome when compared to the identified channel scheduling methods. Simulation results showed that 
compared to RME and IRME, respectively, approximately 40% and 65% higher throughput was 
achieved with the NWSC algorithm. The proposed algorithm also attained approximately 30% and 
50% higher fairness index when compared to the same, respectively. Against this backdrop, NWCS 
can be considered as a promising channel scheduling algorithm for SC-FDMA with acceptable 
computational complexity [41]. 
1.4. Research Objective 
This research aimed to investigate the key issues that enable an efficient spectrum access management 
system and increase the network coverage and capacity in the LTE-A femtocell network. The aims of 
this research have been addressed through the following objectives: 
➢ The first part of this research aimed to investigate the channel access techniques as well as 
radio resources and spectrum access system to improve the spectrum access and allocation 
performance. In this regard, a cognitive co-channel deployment algorithm was proposed to 
utilise the unused spectrum and to smoothly access the spectrum, while avoiding collisions 
between femtocell and LTE-A users (PU and SU).  
➢ The second part of this research presents novel coverage optimisation and power management 
algorithms to improve network capacity and coverage. The proposed coverage optimisation 
algorithm reduced the coverage gap and cell interference while increasing the signal-to-noise 
ratio (SNR) of the user. 
➢ In the LTE-A femtocell network, uplink channel allocation is mandated by the contiguity 
paradigm, which requires computational complexity and intricacy. With the massive 
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deployment of femtocells in recent years, user experience in the uplink is as vital as in the 
downlink. PAPR is the critical factor in the SC-FDMA network that allows low power 
consumption and contiguous resource allocation. The high peak-to-average ratio is the main 
obstacle that causes non-linearity at the receiving end of the transmission. A proper uplink 
channel scheduling algorithm for uplink operation can reduce the PAPR in transmission. The 
third part of the thesis presents novel uplink channel scheduling algorithms to achieve 
improved performance in the frequency domain and improved uplink channel usage. 
1.5. Research Methodology 
 Generic Research Methodology 
- Selection of a research topic 
- Definition of the research questions/application areas 
- Literature survey and reference collection 
- Assessment of the current status of the research questions 
- Actual investigation (explained in the following section) 
- Reporting of the results (Publication/Thesis) 
The above generic research methodology was followed for all the research questions. 
 Actual investigation Methodologies 
Investigation methodology is highly dependent on the particular research question under study. 
Accordingly, the adopted two main investigation methodologies were: the first applied to RQ1 
(Figures 1.3 and 1.4) and the second was for RQ2 and RQ3 (Figures 1.5).  
 Investigation Methodology for RQ 1 
As depicted earlier, the examination of different channel access techniques can be undertaken in a 
well-controlled simulation environment, using intensive ray tracing simulation (using simulation 
software such as Wireless InsiteTM from REMCOM), after generating the simulation environment 
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geometry randomly based on specific parameters. One of the important approaches here is to generate 
random geometry based on 3GPP release 9, 10, and 11 parameters [2] [3] [42]. Ray tracing simulation 
yields extensively large datasets of the expected received power and the PL delay. The latter must be 
statistically analysed and examined using an advanced statistical tool (such as MATLAB Statistical  
 
Toolbox) and curve fitting. If the collected samples appear to follow a certain statistical trend, then the 
radio channel access model can be derived. There is no single standard investigation methodology for 
analysing the performance (regarding capacity, PL, and spectral efficiency) in the literature. The key 
merit of the method is that it was designed to apply to a wide variety of environments based on their 
3GPP release 11 parameters. 
Verification of the simulation analysis can be conducted by placing the femtocell and then performing 
a received power measurement in multiple locations inside the propagation environment under study. 
Results (from the simulations) can be compared to increase the accuracy of the intended radio model.  
 
Figure 1. 3 Investigation Methodology for Research Question 1.1 (Radio Channel Access Models) 
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Similar methodology was followed in [20] [18] [19] [22] 
 Investigation Methodology for RQ 2 and RQ 3 
As discussed previously, femtocells in LTE-A networks are deployed randomly. This randomness is 
not limited to the UEs, but rather it also includes the deployment of the serving femtocell. A large 
dataset must be simulated to obtain accurate simulation results. The process also requires the running 
of the overall simulation process multiple times for different simulation parameters to gain statistical 
confidence in the results. Figure 1.5 depicts the intended investigation methodology targeting RQ2 and 
RQ3. Analytical analysis was tested using numerical values and cross-checked with simulation results 
obtained from Monte Carlo simulations. Similar methodology was followed in [27-29] [31-34] [41] 
[43]. The proposed mathematical model (framework) for resource allocation and channel scheduling 
also helps to determine the best techniques that enhanced network coverage, capacity, and energy 
efficiency. This yielded a visible effect of the introduced techniques, and tuned the parameters for 
better performance. 
 
Figure 1. 4 Investigation Methodology for Research Questions 1.2 
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1.6. Publications 
Following are the publications authored/co-authored during the candidature period: 
 Journal Articles 
1. Omar Arafat, Al-Hourani, Nafi N S and Mark Gregory “A Survey on Dynamic Spectrum Access 
for LTE-Advanced”, Wireless Personal Communication, (2017) 97: 3921 (Published) 
2. Omar Arafat and Mark Gregory “Efficiency Evaluation for Femtocell Spectrum Access in LTE-
Advanced”, International Journal of Information, Communication Technology, and Applications, Vol. 
1, March 2015 (Published) 
3. Omar Arafat and Mark Gregory “Priority Based Resource Allocation for LTE-A Femtocell 
Network Optimization”, Journal of Communication and Network Application, 2019 (Under review) 
 
Figure 1. 5 Investigation Methodology for Research Questions 2 and 3 (Performance Quantification) 
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4. Omar Arafat and Mark Gregory “A Weight-Based Channel-Scheduling Algorithm for LTE-A 
Femtocell Network”, EURASIP Journal on Wireless Communications and Networking, 2019 (Under 
Review ) 
 Conference Papers 
6. Omar Arafat and Mark Gregory “Priority Based Resource Allocation for LTE-A Femtocell 
Network,” 27th International Telecommunication Networks and Applications Conference (ITNAC) 
(2017) (Published) 
7. Omar Arafat and Mark Gregory “Minimizing Interference using DSA approach in LTE-A 
Femtocell” International Conference on Computational Science and Computational Intelligence 
(CSCI'15),7-9 December, Las Vegas, USA,2015. (Published) 
8. Omar Arafat, Mark Gregory and Fatima Seeme “Enhancing Quality of Service in 802.11e with 
TDMA-Based Token Network “, International Conference on Computational Science and 
Computational Intelligence (CSCI'15), 7-9 December, Las Vegas, USA,2015. (Published) 
9. Omar Arafat and Mark Gregory, “Performance Evaluation of LTE Femtocell for Different Channel 
Access Scenarios in an Enterprise Environment," UKSIM-AMSS 17th International Conference on 
Modelling and Simulation (IEEE UKSIM), March 2015 United Kingdom. (Published) 
10. Omar Arafat, Khan, M. M. A, and Gregory, M.A, " Interworking Architecture between 3GPP 
IMS, Mobile IP and WiMAX in OPNET,” 2nd International Conference on Electrical, Electronics and 
System Engineering (IEEE ICEESE), December 2014, Malaysia. (Published) 
11. Omar Arafat; Gregory, M.A and Ahmed, A.U., "Cluster-based femtocell efficiency evaluation," 
2014 Australasian Telecommunication Networks and Applications Conference (ATNAC), vol 1, pp. 
99,104, 26-28 Nov. 2014. (Published) 
12. Khan, M.M.A, Omar Arafat and Gregory, M.A., "Reduced packet loss vertical handover between 
3GPP IMS and mobile IP," 2014 IEEE 27th Canadian Conference on Electrical and Computer 
Engineering (CCECE),pp., 6, 4-7 May 2014. Canada. (Published) 
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13. Fatemah Amirkhan, Omar Arafat, and Gregory, " Reduced Packet Loss Vertical Handover 
between LTE and Mobile WiMAX,” 2nd International Conference on Electrical, Electronics and 
System Engineering (IEEE ICEESE), December 2014, Malaysia. (Published) 
 Book Chapter 
14) Omar Arafat and Mark Gregory “Towards Femtocell: Performance Optimisation of LTE-A 
Network” ISRE, United Kingdom. (ongoing) 
1.7. Thesis Structure 
Chapter 1 Introduction 
 
- Research Motivation, Research Objectives, Identifying Contributions, Author's Publications, 
Thesis Structure 
Chapter 2 Literature Review 
 
The three main research questions are thoroughly reviewed, mainstream state-of-the-art literature is 
summarised and presented, as well as research gaps are highlighted in line with the research questions: 
- Physical channel access modelling for femtocell (HeNB) 
- DSA techniques for LTE-A femtocell 
- Femtocell coverage optimisation literature based on current research 
- Coverage gap and overshooting reduction 
- Channel scheduling literature for better performance 
Chapter 3 Physical Channel Access Modelling for Femtocell 
 
- Modelling different channel access scenarios for femtocell 
- Performance measurements of femtocell for different channel access in terms of PL, SINR, 
SNR, and capacity and spectral efficiency 
-  Capacity-based cognitive co-channel access  
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Chapter 4 Resource Allocation and Coverage Optimisation for Femtocell 
 
- Femtocell coverage and rate estimation under a generic channel model 
- Coverage gap and reduction estimation  
- Optimising resource allocation for maximum coverage and performance 
Chapter 5 Channel Scheduling of LTE-A Femtocell 
 
- Uplink channel scheduling for femtocell 
- Analysing system throughput and fairness index 
- Weight-based channel scheduling for better performance 
Chapter 6 Conclusion  
 
Summary of the thesis, including the main findings, observations and results. Future research 
paradigms and open questions are discussed. 
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 Literature Review 
2.1. Overview 
 
The wireless network has experienced unprecedented growth throughout the past couple of decades. 
One of the primary reasons for this growth is the availability of mobile devices. Mobile devices support 
all types of application such as videos and games, which require a high speed of data. To support this 
growth with a minimum QoS, network operators want high data speed in transmission media. 
Generally, the operation of mobile networks relies on its achievable throughput, i.e. the number of 
information bits that can be sent successfully in a specific timeframe; an average end-to-end delay of 
these information packets, i.e. on average how long does it take to transmit a data packet; and equity. 
Conventionally, the operation of these systems can be improved by increasing the channel bandwidth 
or transmitting power. However, the quantity of the channel bandwidth is restricted because of physical 
limitations, and thus cannot be exploited. However, there is a need to save power for mobile devices 
as they run on batteries. A viable reaction to such problems is to design the system in such a manner 
that these tools are utilised economically and effectively. While designing these wireless network 
systems, many optimisation issues must be solved for proper scheduling and resource allocation 
strategies.  
2.2. Evaluation of the LTE Advanced System 
The increasing demands of consumers have triggered research workers and businesses to think of a 
manifestation of the 4G mobile communication platform. Wireless access technology has adopted 
different evolutionary paths targeted towards the unified goal of functionality and efficiency in a high 
mobility environment. For 4G technology such as LTE-Advanced [2], smart implementation of radio 
resource management is required. 
 Heterogeneous Traffic in LTE-A System 
Owing to the rapid advancement of LTE-A, together with other mobile broadband networks, the 
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number of mobile users has increased significantly worldwide. Different applications, such as video, 
games, document sharing and audio streaming create heterogeneous traffic in the network. Moreover, 
as a result of the involvement of the substantial volume of consumers in social media sites, various 
types of visitors are continually increasing.  
 
Figure 2.1 shows the growing demand for mobile data for different applications in recent years. To 
maintain the data requirements of these applications with the growing number of users, it is crucial to 
look for an efficient scheduler that can meet the conflicting demands of the traffic. 
 
2.3. Femtocell in LTE Advances System 
A low power and small-range radio BS, known as a femtocell (eNB) was introduced by 3GPP [3] ] to 
provide coverage for broadband services in indoor and outdoor shadow zones. A femtocell is a small 
radio device that is supposed to maintain the customer’s building (e.g. home, plant, and so on) to 
expand the operator’s telecommunication system and consequently ‘enlighten’ the shadow zones. The 
HeNB is a LTE femtocell BS together with a fully developed universal mobile telecommunication 
Figure 2. 1 The growing trend of emerging heterogeneous traffic [17]  
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standard (UMTS) terrestrial radio access system (E-UTRAN) architecture that are defined to 
encourage femtocells in LTE-A technology [4] . HeNB comprises many functionalities of eNB and is 
closely connected to mobile access networks through the eNB gateway. Together with femtocells, 
several smaller cells can be used for boosting the data speed using a multi-tier system. A multi-tier 
system is a cost-effective structure for indoor protection and hotspot capacity enhancement. Femtocells 
aim to boost the stability and capacity of the cellular network by enabling service providers to expand 
coverage inside, particularly where access is restricted or inaccessible. Additionally, femtocells are 
 
self-configuring and easy to install indoors. As the radio spectrum is restricted and limited, using 
femtocells is the most effective utilisation of the limited spectrum [21]. 
The effects of the femtocells on LTE and WiMAX are related to the physical and Media Access 
Control (MAC) layer layouts, which are based on OFDMA. LTE-A technology will shortly be the 
leading mobile data platform; therefore, the smooth integration of femtocells to LTE-A is significant  
[44]. 
Figure 2. 2 HeNB gateway aggregating the Control and bearer plane traffic 
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 Architecture of LTE-A Femtocell Network 
Since LTE is based on flat IP architecture, the structure and interfaces are the same for both femtocells 
and macrocells. There are a few different architectures for linking femtocells into the core system. 
A new optional component, HeNB GW, has been defined to supply aggregate S1 ports (S1-MME and 
S1-U), possibly improving the scalability of the core system in respect to femtocells. There are two 
defined variants of this HeNB GW, with one aggregating the control plane and the other including the 
control and bearer plane. Figure 2.3 shows an architecture in which both the control and bearer plane 
traffic are aggregated by the HeNB GW and are then sent to the mobile management entity (MME) 
and serving gateway (S-GW) [45] [46]. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. 3 An architecture of the control plane traffic, aggregated by the HeNB GW to the MME through multiple 
HeNBs. 
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HeNB GW is an optional element. HeNB can also connect directly with MME and S-GW based on 
the capacity of the S1 interface (Figure 2.4). 
 
 
The femtocell also connects with MME and S-GW via the S1-MME and S1-U interface without having 
a HeNB GW (Figure 2.5). 
Figure 2. 4 HeNB gateway aggregates control plane traffic only 
 
Figure 2. 5 Femtocells without HeNB gateway [45] 
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 Femtocell in E-UTRAN Architecture 
A basic E-UTRAN structure is shown in Figure 2.6 that consists of eNBs, E-UTRA user plane 
(PDCP/RLC/MAC/PHY), control plane (RRC) protocol and UE. For interNodeB handover purposes, 
the X2 interface is used to interconnect the eNBs together. The eNBs are allied to the evolved packet 
core via the S1 interface, the MME through the S1-MME, and the S-GW through the S1-U. The S1 
port supports multiple connections between MMEs/ S-GWs and eNBs. The MME controls the mobility 
management, control plane signalling and idle mode signalling, while the S-GW is the local mobility 
anchor point and manages the user plane data [46]. 
 
The scalability issue causes costly reconfiguration and operation in MME/S-GW, as thousands of 
femtocells are being deployed. Femtocells utilise the end-user broadband network where the backhaul 
links to the cellular core network (CN); therefore, the network security issues must be assessed to 
protect the integrity of the system. 
Between the femtocell BSs (FBSs) and mobile CN, there exists an intermediate node called the Femto-
Gateway (Femto-GW), which is a ‘virtual’ macro eNodeB for CN and a ‘virtual’ CN node for the 
Figure 2. 6 E-UTRAN Architecture of Femtocell 
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FBSs. The interface between FBS Femto-GW and the interface between femto GWMME/S-GW have 
been S1 interface; no X2 interface exists between neighbouring FBSs. 
One of the functions of Femto-GW is concentration/distribution, which is a concentrator at the 
transport network layer. S1AP connects the FBSs, Femto-GW and MME in a single signal transport 
protocol. Femto-GW also distributes messages and traffic to various FBSs with its range and, for 
configuration and control purposes, it has the interface to the operator’s OM system. Another function 
of Femto-GW is the Security Gateway (SeGW), which authenticates FBS and UE for accessing mobile 
CN, and to protect traffic in the public transport network (between FBS and Femto-GW). The majority 
of the RNC functionalities have been moved to eNodeB because of the removal of UMTS RNC from 
LTE. Femto-GW in E-UTRAN affects the functional split. As Femto-GW contains mobility 
management function, a dedicated S1AP messages analysis is required at the radio network layer for 
routing purposes [2] [3] [45] [46]. 
2.3.1.1.1. Femtocell Access Control 
The connectivity of users to the FAP is always decided based on the access control method, which 
includes open, close and hybrid access. Selecting the access control in the femtocell deployment has a 
significant role in the overall network solution. The closed subscriber group (CSG) allows pre-
registered/specific mobile users (subscribers, PUs or active users (AUs)); however, this only forms a 
small portion of the cell population who are accessing the femtocell. The open subscriber group allows 
any user (non-subscribers, SUs or random users) to access the femtocell or at least one that is “open”. 
Contrary to these two, hybrid access comes with a series of algorithms that are used to control a specific 
femtocell’s access and connection configurations. The hybrid approach finds common ground between 
the influence on the performance of subscribers, PUs or AUs, and also allows access to non-
subscribers, SU or random users (RU) [47] [48] [49] . 
For an enterprise environment, hybrid access is ideal for femtocell deployments; however, the 
performance is compromised because of the femto-to-femto interference during high femtocell 
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concentrations. Many solutions have been proposed on subchannel allocation to mitigate femto-to-
femto interference. One such solution is complementary TRi-control loops, which are composed of 
three control loops that have a distributed and self-organising femtocell management architecture [50]. 
An algorithm built with dual decomposition methods for optimum resource allocation was 
recommended in [51]. A cognitive femtocell-cellular network model, for primary and secondary 
network owners, was proposed in [52]. An interference-aware price-based resource allocation 
algorithm for co-channel femtocells was developed by [53], with the aim to lessen the interference to 
macrocells without decreasing the capacity of the femtocell, and the subchannel and power allocation 
problem was modelled as a non-cooperative game. Tao [54] [55] proposed a method based on cognitive 
sensing and addressed channel assignment, power allocation and macrocell-femtocell scheduling. 
Ahmed in  [10] [11]  proposed and discussed ‘Dynamic Resource Allocation Management Algorithm 
(DRAMA)’ for spectrum shared hybrid access OFDMA femtocell network. More algorithms have 
been proposed in other research by [56] [57] [58] [59] [60], which are all based on Cognitive Radio.  
 LTE-A Femtocell Topology Model 
The cluster model, random model (RANDM) and dense urban model (DUM) are the three different 
topology models, and each model uses a different layout to deploy FAPs within a macrocell. The 
graph of a femtocell topology can be represented as (𝑉,), where vertices (V) stand for FAPs and edges 
(E) stand for links among them. The definition of adjacency is different for each model and is used to 
show the presence or absence of an edge between any pair of vertices x and y, (𝑥,) 𝜖 𝑉. When the FAPs 
follow the condition of adjacency, they are called direct neighbours and are represented as one-hop or 
first-level neighbours, which can be shown by the connection between corresponding vertices in the 
graph. The expression of a set of one-hop neighbours, N1H(v), is: 
N1H(v) = {U:euv Є E}    (2.1) 
where, the edge between the vertices u and vertices v is represented as euv, and the set of all possible 
edges (according to the neighbourhood relation function) is represented as E. If there is the presence 
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of a neighbourhood relation between the FAP and its one-hop neighbour, then it is called a two-hop 
neighbour FAP. The expression of a set of two-hop neighbours [61], N2H(w), is:  
N2H(w) = {V:euw Є E ∧ euv Є E ∧ evw Є Ø}    (2.2) 
There is an overall explanation of neighborhood levels, which is extended to more levels with the same 
principle [Figure 2.7]. 
 
2.3.1.2.1. Clusters  
Deployment of random FAPs can become part of a cluster and their accumulation in a limited space is 
used to create an interconnection between any pair of FAPs through a definite number of other FAPs. 
A cluster is created by all the vertices v, such that an edge e exists among any pair of vertices in the 
cluster and no other path exists outside the cluster in a graph G. A path is created by n-edges, where n 
> 1 (defined according to the neighbourhood relation). A cluster C is expressed as: 
C = {v1,v2, … vn} Є G: ∀ { vi,vj},i,j = 1, …n ∃ Pij = {ek},k Є N (2.3) 
Where, P denotes the path of length k between any of two vertices in a cluster.  
A cluster is an important term in distributed solutions with cooperative mechanisms. Any exchange of 
information among FAPs cannot happen outside the cluster, neither can information be extracted from 
Figure 2. 7 One-hop and two-hop neighbors 
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a given FAP outside the cluster. To locate the clusters in the graphs, the breadth-first search algorithm 
has been used [55]. To find the distances between the FAPs, graph density is used, which distinguishes 
clusters by the number of interconnections among the FAPs and can be expressed as:   
                                     𝐺𝐷 =  
2|𝐸|
|𝑉|∗(|𝑉|−1)
                    (2.4) 
Where |E|, respectively |V|, is the number of edges, respectively the number of vertices.  
2.3.1.2.2. Random Model (RANDM) 
FAPs are considered to be randomly distributed inside a macrocell and this randomness in each FAP 
position has a constraint, which implies that the position of each FAP is not truly random. FAPs are 
not allowed within 5 m of another FAP. This imitates a real-world scenario, as it can be anticipated 
that a femtocell will not be placed near another femtocell (apart from a few exceptions). Inside a 
macrocell, the random and uniform distributions of the FAP positions are confirmed by the following 
equations. 
dc = RM *  √𝑈(0,1)    (2.5) 
𝜃 = U(0,2 𝜋)     (2.6) 
where, dC is the distance between the randomly placed FAP and the centre of the macrocell BS, RM 
is the radius, 𝜃 is the angle and U is the uniform distribution function. The positions that are generated 
from the above two equations guarantee a uniform distribution of the FAPs within a macrocell area. 
After the successive generation of each random position, another function is applied to check whether 
the constraint has been broken or not. 
RANDM has two variants to determine the neighbourhood. In the first variant, two FAPs are 
considered as neighbours if the mutual (Euclidian) distance between the two FAPs is lower than double 
their radius, RFAP  [61] . 
||X,Y|| ≤ 2 RFAP                                                  (2.7) 
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where, X and Y denote the position of FAPX respectively FAPY.  
The second variant while based on Euclidian distance introduces a variable offset, which is added to 
the radius of each cell. The redefined radius of each cell consists of the value of the original radius and 
the offset value, dOFF, which is treated as a safety margin, as shown below: 
||X,Y|| ≤ 2 RFAP + dOFF                                                  (2.8) 
Figure 2.8 shows the custom scenario of RANDM, in which there is a random distribution of femtocells 
in the macrocell with a radius of 564 m. Similar to the real world, some of the areas are more crowded 
with cells, whereas some spots are free of cells. Figure 2.9 shows the heat-map of 1000 femtocells in 
the macrocell. In fig 2.9 the area is split into smaller sub-areas, and colors are used to express the 
density [61]. 
 
 
 
Figure 2. 8 RANDM- Random model topology 
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2.3.1.2.3. Dense Urban Model  
DUM is based on a model of small cells referred to in urban areas [62]. To determine the possibility 
of the existence of an ith femtocell in a free flat, the following calculation is used: 
Figure 2. 9 Heat-map of 1000 randomly deployed femtocells in a macrocell. 
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p(i)FAP = 1 / (NFLATS – (i - 1))   (2.9) 
Figure 2.10 shows the rigid definitions of the neighbourhood relation, the upper part shows the 
neighbour relation variant called a RA and, in the lower part, the second variant is called an RB. RA 
has a maximum of four neighbours whereas RB has eight neighbouring FAPs [61] [62]. 
2.4. Radio Access for LTE-A Femtocell and Challenges 
Femtocells can pose a huge challenge because of many features, such as user installation, limited 
coverage, high-density deployment and different access modes. For the seamless integration of 
femtocells into an existing network, many issues must be solved (e.g. handover and interferences). 
Mitigating interference is extremely crucial as it alleviates system capacity and QoS. Centralised and 
distributed techniques are the two approaches that are used to handle cross and co-tier interferences. 
The centralised strategy involves a central entity, which collects the information from an access 
network and sends it off to each BS. In the distributed strategy, each entity tries to mitigate interference 
on its own. The distributed strategy is better suited to a femtocell network. In cooperative methods, 
femtocells collaborate with the nearest BSs and provide better results than the non-cooperative 
Figure 2. 10 DUM – Definition of neighborhood relation variants. 
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methods [63].  
The adaptive power control method can be used to manage co-tier interference and helps reduce energy 
consumption. As shown in [64], a significant reduction in cross-tier interferences and call drops occurs 
in a femtocell network. Another way to mitigate cross-tier interference is the usage of CoMP that 
coordinates data transmissions to one UE from several cells, which not only reduces interference but 
also increases data rates in poor reception areas [65] [66] [67]. 
Interference is one of the biggest challenges that is faced in LTE and LTE-A, especially in HetNets, 
where the small cells (pico, femto, RRH or relay node) use macrocells as the carrier frequency. The 
technology called inter-cell interference coordination (ICIC) was introduced to dismiss the effect of 
interference between adjacent cells. Interference can only be mitigated by avoiding the high 
transmission power on PRBs. The ICIC schemes are classified into two categories. The first is a 
reactive ICIC that is responsible for monitoring the system. If a higher level of interference is observed, 
proper procedures are implemented. Examples of the first category are packet scheduling and power 
control for reducing interference to an appropriate status. The second category is proactive ICIC, which 
avoids the interference before a higher level is detected, which is performed by eNBs coordination. 
The neighbouring eNBs receive feedback regarding the plans of scheduling users. Based on the 
feedback report, any issues related to the SIR can be resolved [63] [61] [65]. 
2.5. Resource Allocation and Coverage Optimisation of LTE-A Femtocell 
Coverage and capacity optimisation must be continuously assessed to guarantee the QoS. Many 
mechanisms can be used such as setting timing advance parameter, UE signalling and reporting, 
distribution of traffic load measurements, adapting power schemes and antenna tilting. Through the 
use of UE measurement reports and BS (NodeB or eNodeB) measurement, flexible optimisation is 
achieved and evaluated by the optimisation function. Keeping a list of neighbouring cells is not as 
easy, because femtocells can randomly be turned off and move to other locations. Physical cell identity 
is the most important one and it serves as the primary identifier for locating neighbouring cells. The 
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neighbouring list can be managed and the information exchanged, e.g. via X2 interface or the non-
cooperative way. The standard method for discovering new neighbours is by radio-scanning that 
receive reports from the mobile terminal. In dense femtocell networks, a major issue is keeping the 
neighbour list updated [68]. 
Network providers cannot control the arrangement of FBSs because they are maintained by the end 
user. The performance of the overall systems becomes affected because of electromagnetic 
compatibility issues among the local nodes and the rest of the cellular network. The solutions for 
optimising the deployment of indoor FBSs should consider the number and placement of the nodes, 
the orientation of antennae and end-user objectives. Such a complex problem requires intense 
performance computations over huge search spaces, which make suitable solutions hard to obtain [69]. 
Many approaches are used to optimise the placement of FBSs. Some are objective parameters such as 
coverage, traffic demand, availability, energy consumption and the average received power. An 
optimal deployment cannot be reached if these parameters are considered separately. Hence, extensive 
research has been undertaken aiming for multi-objective optimisation, which is capable of providing 
a cost-effective deployment solution and also maintain the required QoS [53, 70, 71, 72, 73].  
An innovative method of femtocell deployment for coverage self-optimisation was shown by [76]. The 
algorithm in this method only updates the pilot Tx power of the femtocell and balances the user load 
among the collated femtocells and diminishes the coverage holes and pilot Tx power. When compared 
to the fixed pilot Tx power allocation, this method gives an improvement of approximately 18%, in 
the areas of supported user traffic and a substantial reduction of the pilot leakage towards the 
neighbouring cells [43] [76] [75]. A self-optimising coverage system for a two-tier femtocell network 
was proposed by [76] [77][79], where the femtocell downlink was used to gauge the interference 
power. A centralised self-optimising method based on a genetic algorithm has been explained by 
mohjazi [78] for the implementation of a multi-femtocell. The pilot powers of the femtocells were 
dynamically updated by a multi-objective function to optimise the coverage. To reduce the signalling 
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overhead in a femtocell or macrocell network, an algorithm for delay registration was provided by 
[79]. In  [82], coverage-oriented network deployment for femtocells was shown, in which the 
femtocells are self-aware and can decide whether to be active or inactive. To provide a high-quality 
service, an algorithm was proposed that evaluated the indoor femtocell coverage and load balancing 
[81]. This method can adapt to any model of radio propagation to attain accurate coverage in an indoor 
environment containing obstacles. Traffic overload can be produced because of the unbalanced data 
load of BSs producing traffic overload, which can be redeployed with the use of a dynamic power 
control algorithm. Dynamic power control adjusts the transmitted power levels based on the data traffic 
estimation while maintaining the coverage. Coverage and the probability of femtocell isolation have 
been examined by [84] using stochastic geometry. 
A cognitive femtocell network was developed by [83] that evaluates energy efficiency and network 
coverage, which follows a dual-tier network architecture. Femtocells can optimise the coverage and 
augment the spectrum efficiency by reusing the frequency spectrum that is allotted to the macrocell, 
although the resultant inter-cell interference and the accompanying frequency coverage cannot be 
underestimated. 
There is a high possibility of FAPs being deployed as an overlay on top of the existing cellular 
infrastructure, which shows that there is no need to change the way resources are allocated in the 
existing infrastructure. It is not possible to have an elaborate frequency planning of the femtocell 
network (as in the macro network). A self-configuring ability, i.e. automatically detecting/negotiating 
resources, can easily erase the resources overlapping and interference problems. 
There are two approaches to consider for femtocell deployment. The ‘dedicated channel’ deployment 
approach retains a dedicated portion of the spectrum for femtocells and uses the remaining spectrum 
for the macro network, whereas in the ‘co-channel’ deployment approach, the femtocells are deployed 
on the same spectrum as the existing macrocells [22].  
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 Design Considerations 
Typical deployment scenarios are categorised as home deployments or enterprise deployments. In the 
case of home deployments, the potential scenarios are a dense urban deployment or a sparse sub-urban 
deployment. Whereas a large coverage area always considered enterprise deployments. The solution 
varies for each of the scenarios, e.g. in the dense deployment scenario, to resolve interference issues, 
the resource management requires coordination among neighbours in real time. A simple solution is 
adequate for the dense deployment scenario because the interference among the neighbouring 
femtocells is minimal  [86]. 
The interference problem is mainly topology dependent. A change in the position of the FAP in a room 
and UE movement greatly influences the amount of interference caused. In these conditions, it may 
not be trivial to identify the cause of interference, i.e. the cause of the interference and who should be 
notified of the problem. Using a spatial diversity technique, the UE facing the interference can 
distinguish between the signal and the interfering node. This does not solve the problem in all cases, 
because it is always governed by the interfering node’s movement patterns. Alternatively, periodic 
measurement reports, being sent by the UE to the FAP, can be used. If the UE reports a decrease in 
conjunction with no decrease in RSSI, then it can be inferred by the FAP. There is a strong need to 
identify performance indicators that can clearly and concisely capture interference situations, e.g. what 
should be a trigger threshold—an unacceptable level of interference faced by a UE  [87] [88] [89].  
It is obvious that the neighbouring femtocells are responsible for the interference, which have been 
assigned identical RBs (similar to the one allocated to the affected UE) and that are within transmission 
range of the UE. Nevertheless, the macrocell BSs can easily allow the same frequency resources to 
their UEs. Moreover, it is impossible to accurately identify the exact source of interference. 
Coordination with the responsible neighbour is required, in case of a mitigation action, which includes 
identifying the neighbouring femtocells. The centralised network management system of the mobile 
operator sends the list of neighbouring femtocells (as a configuration parameter) to each femtocell 
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during the initial configuration. To identify the possible interferers and obtain information on occupied 
frequencies, a cognitive pilot channel (CPC) can also be used. A CPC provides critical information 
such as the frequencies that have been used in a particular geographical area. To enable vertical 
handovers and spectrum trading, CPC can provide information on the operator using these frequencies. 
This information is essential as it allows the femtocells to strategise frequency allocation. As soon as 
the neighbours are identified, collaboration can be initiated to solve the interference issues [88] [89] 
[90].  
 Collaborative Resource Negotiation 
In this strategy, the frequency that is going to be used is negotiated with the potential interferers. This 
centralised approach is simple, and the operator holds the control. Nevertheless, a centralised network 
management unit cannot cope with the resource management of hundreds/thousands of femtocells. 
This may cause scalability issues and significant delays in the resource management decisions that are 
being conveyed to the femtocells. 
In contrast, the distributed approach is faster and more accurate as localised decisions are being made. 
However, this comes at the cost of increased complexity and the operator losing some control. Issues 
with stability may arise (e.g. when nodes start acting independently without coordination), as the 
predictability of the proposed solution cannot be measured. For example, if an interference notification 
causes all nodes to transit to another frequency (which ends up being the same), this will not solve the 
problem, but will further complicate it. Hence, stability cannot be guaranteed. Under these 
circumstances, it might be more desirable to take coordinated action. However, attaining this in a 
dispersed fashion is not trivial. Therefore, the centralised vs distributed trade-off ought to be 
researched. 
However, a hybrid solution might bridge the gap between the two extremes. A hybrid approach 
combines the distributed approach that can share local information and the centralised approach that 
can make the decision. For example, in the LTE-A system, eNB can communicate a high interference 
 
 
41 
indication to neighbours, after which action must be taken to mitigate this [88]. 
 Randomised Frequency Use 
The available spectrum is divided into a fixed number of blocks, which are known as RBs. If allocated 
RBs cause poor performance, the FAP can randomly reallocate some other RBs. In a scenario with 
massive levels of traffic or dense deployment, where resources are not free, this strategy may cause 
instability. For instance, during the reallocation process, femtocells may jump from one resource set 
to another, which may result in an unstable condition. A solution for this scenario would be to employ 
a coordinated approach instead of this ad-hoc standalone solution [88]. 
 Deduction-Based Resource Allocation 
In this strategy, the femto learns the resource usage patterns and, from the learning information, it 
synchronises to exploit the ‘gaps’ (free slots). However, this strategy only works when the traffic is 
predictable, which is not a typical scenario (e.g. constant bit rate type traffic or ON/OFF traffic with 
well-known ON/OFF intervals). Additionally, time synchronisation is not easy to accomplish in a 
distributed environment. These problems limit the applicability of this strategy [88] [91]. 
2.6. Radio Resource Management for LTE-A Femtocell 
The radio resource management (RRM) tool has been introduced for a high level of transmission 
reliability, throughput and minimum delay. Affordable adaptation methods such as link adaptation, 
user scheduling and hyper automatic repeat request have been used in RRM to attain the maximum 
resource utilisation. RRM has control in both the user and service provider level, which depends on 
the QoS requirements. 
The mapping process and RRM functionality in the lower layer sections are shown in Figure 2.11. 
This figure shows the management plane and aim of consumers in the improved node eNB. The 
factions of RRM are categorised in fully-automatic and semi-automatic. Semi-automatic performs 
when the data flow begins (third layer), e.g. entry control and permanent monitoring and management 
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of QoS. Fully-automatic performs in the second and first layers, e.g. link adaptation (LA), hyper 
automatic repeat request and the scheduling of packets [92] [93].
 
To guarantee the best utilisation of resources, essential reports and information such as CSI are 
required. Based on the status of the channel, these resources can be allocated to the UEs by the resource 
allocator. Cross-layer resource allocation for the OFDMA scheme is significant because it considers 
the channel requirement, the random nature of traffic, QoS and the reasonable distribution of resources 
between users [96]. Several studies have focused on the RRM of LTE-A considering the QoS 
requirements of the user; some use self-optimisation, some follow the resource scheduling approaches, 
a few concentrates on spectrum splitting with time and frequency domains, and others have designed  
an alternative for RRM using genetic algorithms [95] [96]. RB is allocated to the user for a specific 
time slot to achieve the highest data rates and to optimise overall system throughput [99]. Many 
techniques have been proposed that aim to use radio resources efficiently and provide guaranteed QoS 
for the different types of user  [100] [101]. A delay prioritised scheduling algorithm was proposed by  
[102]. An individual decision maker algorithm has been proposed by [101] [102] to solve the multi-
Figure 2. 11 RRM functions and the mapping to the lower layers 
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objective optimisation problem of decision making 
 RRM in both Downlink and Uplink 
The RRM tool consists of methods and algorithms that manage telecommunication system elements 
such as frequency, power and modulation/coding, and ensures that users get the agreed QoS while 
utilising the finite affordable radio resources efficiently. RRM has the same functions in uplink and 
downlink; however, there are some limitations encountered in each direction. The main strategies 
associated with the RRM tool are discussed below.  
 Connection Mobility Control  
RRC has two mobility modes of connection, One is idle, and another is Connection. CMC is the sole 
that is accountable for managing the radio resources from the RRC Idle mode or RRC connection 
mode. The parameters used in the idle mode are threshold and hysteresis. In the connection mode, 
more complexity will be implemented, as the resources mobility needs to be introduced (Handover). 
To make the handover decision at the required level, the feedback information of UE and eNB can be 
analysed. However, to take this decision more parameters like load in the adjacent cells; predefined-
policies of the operator; and the traffic allotment can be utilised. The UE makes the handover explicitly 
in the idle mode, even though the network has provided information about cell selection and 
reselection. While in connected mode, eNB makes the mobility of UE to take the handover decision, 
with or without measurements and reports from the UE as mentioned previously [93]. 
 Admission Control  
AC is the most fundamental and critical procedure to meet SLA and QoS in the current 
telecommunication systems. Based on the end-user requirements, different network providers use 
different AC algorithms (3GPP has not standardised the AC yet). For each eNB in the system, the 
vendor guarantees that the newly admitted traffic will not affect the currently applied QoS for the 
served flow [103]. AC decisions are limited by restrictions, such as the required QoS for both new and 
admitted bearers, the affordable radio resources and the type of traffic. Evolved packet system bearers 
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in the system’s request are rejected or accepted by AC operations. 3GPP defined nine QCIs together 
with their characteristics, which are shown in Table 2.1.  
As the number of admitted UEs in the system increases in the LTE-A network, the system starts to 
utilise all available physical radio resources. The operation of layer two scheduling is increased for 
more UEs to satisfy QoS constraints for various users. RRM aims to increase cell capability to serve 
more users; however, the AC entity blocks the new user’s traffic [93] [103].  
 Packet Scheduling (PS)  
RRM has two parts, carrier component (CC) allocation, which selects and allocates CCs for each UE, 
and PS, which assigns radio resources to each user within each CC. Considering user feedbacks such 
as channel quality indicator (CQI), transmission time interval (TTI) (1 ms) or in RB pair (RB of 0.5 
ms sub-frame over 180 kHz), eNB informs the user about the reasonably allocated sources [104]. From  
 
the standpoint of the eNB, while deciding about resource allocation, uplink CQI feedback is helpful, 
although the load status together with the past user throughput exists with the eNB. Each UE measures 
the received SINR carried on the benchmark signal that has been delivered by the serving BS in the 
downlink direction. The time-selective and multi-path fading nature exists, which causes distinct 
calculated SINR values on each subcarrier at every TTI. These dimensions, particularly high SINR  
Table 2. 1 QCI Parameters for EPS Bearer QoS Profile [103] 
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values, help the UE to opinion its station status to the functioning eNodeB. Upon arriving at the 
eNodeB scheduler buffers, the packets for every user, first-in-first-out can be utilised to manage the 
user’s extremities and restrain the queuing functioning.  
To prevent long waiting intervals for the package, head of line (HOL) packet latency is utilised, which 
is the gap between the present period of a specific packet and the arrival time of the chart. The HOL 
waits are delegated to various traffic types, which can be categorised as real-time (RT) and non-real 
time (NRT) services. Figure 2.12 reveals the RRM framework at the eNB to obtain a multi-carrier LTE 
network. PS can be categorised into two different types. One is in the downlink direction, eNB 
performs this part, and the other is in the uplink direction, which is conducted by the UE in RRM 
operations [93] [104] [107]. 
 
2.6.1.3.1. Downlink Packet Scheduling  
Wireless resources are restricted for every single network operator. PS is advised to match the aim of 
optimising the use of these resources and fulfil the agreed level of QoS for its connected UEs. UEs are 
allocated a distinct quantity of radio resources—PRBs based on their requested services. For this, 
Figure 2. 12 RRM Framework in LTE-A 
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during a TTI, the scheduling process has to be completed. The PRBs allocation, modulation and coding 
scheme, and also the connection adaptation should be utilised in the downlink packets communication. 
PDCCH carries the allocated resources to the users. There are two main L2 flows, between the link of 
eNB and users, one conveys the data, and the other carries the control information [92]. 
In the downlink direction, there is an interaction between the packet scheduler and the hybrid automatic 
repeat request entity as shown in Figure 2.13. The hybrid automatic repeat request manager manages 
retransmission and PS schedules, which dynamically in frequency/time domains. The time-domain 
scheduling ensures that the consumer is chosen to be scheduled in the TTI. The frequency-domain 
scheduling ensures that the consumer is allocated the PRBs. The scheduler anticipates or sends a flow. 
The LA mechanism offers appropriate modulation and coding schemes (QPSK, 16QAM or 64 QAM). 
The CQIs received from the customers and the QoS from the eNB are utilised in LA options [93] [106]. 
In the frequency-domain scheduling schemes, the higher channel quality user is considered as the 
designated user who gets scheduled, because frequency selective fading is achieved. 
 
Figure 2. 13 Relations among LA, HARQ   
 
 
 
 
47 
 
Figure 2.14 shows that deep fade PRBs are not considered by frequency-domain scheduling schemes. 
Two approaches are used to conduct PS: independent scheduling and cross CC scheduling. Cross CC 
scheduling is more complicated than an independent scheduling approach. The scheduling metric is 
always analysed independently in each approach  [107]. 
Independent CC PS is the method that shows similarity to the traditional PS in a single-carrier system. 
The transmission characteristics of other CCs are not considered. The method to calculate the 
scheduling metric is to divide the user’s instant throughput by the average throughput of the user: 
Mk,i,j = 
𝑅𝑘,𝑖,𝑗
?̅?𝑘,𝑖,𝑗
     (2.10) 
where, 𝑅𝑘,𝑖,𝑗 represents the estimated throughput for user K on 𝑖
𝑡ℎ  CC at the 𝑗𝑡ℎ  PRB group and ?̅?𝑘,𝑖,𝑗 
represents the average throughput at the past for the same user on the same CC.  
Cross CC PS considers the transmission features of all CCs. The throughput of the previous user over 
all aggregate CCs is considered for calculating the scheduling metric, unlike the independent PS: 
M𝑘,𝑖,𝑗 = 
𝑅𝑘,𝑖,𝑗
∑ ?̅?𝑘,𝑖
𝑁
𝑖=𝑛
                  (2.11) 
 
Figure 2. 14 Frequency DPS Concept 
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2.6.1.3.1.1 Packet Scheduling Algorithm in Downlink Direction  
 
The PS algorithms are stranded on RT and NRT services, and the commonly adopted PS algorithms 
described by [104].  
The Round Robin algorithm divides TTI equally among the users. Hence, each user gets equal time to 
transmit the packet in a circular order.  
Maximum rate scheduler (Max Rate): the UE is selected to be scheduled as soon as the highest 
achievable data rate is reached:  
M = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑘{𝑟𝑘(t)}    (2.12) 
where, 𝑟𝑘(t) is the data rate for a UE, represented by k at time t, based on the received SINR at eNB 
where 𝑟𝑘(t) and SINR are proportional.  
Proportional fair (PF): balances the system performance among the throughput and end-user fairness. 
The maximum ratio between the instant attainable rate and the transmission rate divided by the average 
throughput: 
 
M = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑘{
𝑟𝑘(𝑡)
𝑇𝑘(𝑡)
}    (2.13)  
User k average throughput is denoted by 𝑇𝑘(𝑡), at time slot t. Considering the window size 𝑡𝑐 as 
follows:  
T𝑘(𝑡 + 1) = (1 −
1
𝑡𝑐
)𝑇𝑘(𝑡) +
1
𝑡𝑐
𝑟𝑘(𝑡). 1𝑘=𝑘∗(𝑡)   (2.14)  
The value of 1𝑘=𝑘∗(𝑡) is equal to 1, if the UE is selected for transmission, otherwise the value 1𝑘=𝑘∗(𝑡) 
is 0. The PF algorithm combines the available data rate with an average throughput, which results in a 
good throughput and fairness performance [104] .  
An upper and lower level scheduling algorithm is considered in the frame level scheduler (FLS). The 
concept of discrete-time linear control is the basis of the upper-level algorithm, which also makes the 
resource allocation process simple. The PF algorithm has also been used for resource allocation in the 
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lower level process, which is a complex process. The following equation is used to calculate the 
amount of data at the upper level of FLS:   
𝑢𝑖(𝑛) = ℎ𝑖(𝑛) ∗ 𝑞𝑖(𝑛)    (2.15)  
where, 𝑢𝑖(𝑛) shows the data amount sent within the frame n for 𝑖
𝑡ℎ flow and 𝑞𝑖(𝑛) is the filtered signal 
by ℎ𝑖(𝑛) that is a time-invariant linear filter with pulse response. FLS has the best quality of video 
service for the scheduled users, which has restricted delays and lower PLR values for video traffic. 
Modified-largest weighted delay first algorithm supports RT services and is calculated as:  
M = 𝑎𝑟𝑔 𝑚𝑎𝑥 𝑎𝑘𝑊𝑘(𝑡)
𝑟𝑘(𝑡)
𝑅𝑘(𝑡)
     (2.16) 
Where; 
𝑎𝑘 = − 
log𝛿𝑘
𝜏𝑘
       (2.17) 
HOL packet delay of user k at time t is denoted by 𝑊𝑘(𝑡) and 𝜏𝑘is the delay’s deadline that the 
maximum GOL probability to exceed it is 𝛿𝑘 [104].  
Exponential/PF algorithm uses multimedia facilities for both RT and NRT services simultaneously. 
This algorithm is calculated as follows:  
M = 𝑎𝑟𝑔𝑚𝑎𝑥 {
𝑒𝑥𝑝 (
𝑎𝑘𝑊𝑘(𝑡)−𝑎𝑤(𝑡)̅̅ ̅̅ ̅̅ ̅
1+√𝑎𝑊(𝑡)
)           𝑖𝜖𝑅𝑇
𝑤(𝑡)
𝑋(𝑡)
𝑟𝑘(𝑡)
𝑅𝑘(𝑡)
                    𝑖𝜖𝑁𝑅𝑇        
 
   (2.18) 
The logarithmic (LOG) rule scheduler allocates the resources to the scheduled UEs for increasing the 
throughput. The LOG rule is designed to provide QoS balancing in terms of robustness and mean 
delay.  
The exponential (EXP) rule is similar to the LOG rule, and its goal is to satisfy QoS requirements in 
the wireless network. EXP waiting time and EXP queuing are the two exponential rules, where the 
algorithm selects one rule at a time for scheduling users using different fix positive parameters (i.e. β 
and η 𝜖 (0,1) and 𝑎𝑖𝛾𝑖 and ί 𝜖 N): 
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ί 𝜀 ί(𝑆(𝑡)) = argmax 𝛾𝑖𝜇𝑖(𝑡) exp (
𝑎𝑖𝑄𝑖(𝑡)
𝛽+[?̅?𝑖(𝑡)]
𝜂)     (2.19) 
ί 𝜀 ί(𝑆(𝑡)) = argmax 𝛾𝑖𝜇𝑖(𝑡) exp (
𝑎𝑖𝑊𝑖(𝑡)
𝛽+[?̅?𝑖(𝑡)]
𝜂)     (2.20) 
Where; 
𝑄?̅? = (
1
𝑁
)∑ 𝑎𝑖𝑄𝑖(𝑡)𝑖  and  𝑊𝑖̅̅ ̅ = (
1
𝑁
)∑ 𝑎𝑖𝑄𝑖(𝑡)𝑖      (2.21) 
𝜇𝑘 is the total number of queued users who are selected for transmission at time t. 
2.6.1.3.2. Uplink Packet Scheduling  
The buffering limitation and power limitation in the uplink direction cause constriction of the uplink 
scheduling. Resource allocation restriction has existed since the single-carrier modulation method was 
introduced in  uplink scheduling. Therefore, only adjacent PRBs can be assigned to each UE.  
 
The buffering limitation and power limitation in the uplink direction cause constriction of the uplink 
scheduling. Resource allocation restriction has existed since the single-carrier modulation method 
Figure 2. 15 Uplink RRM Functionalities inter-work with LA and PS 
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introduced in  uplink scheduling. Therefore, only adjacent PRBs can be assigned to each UE. Figure 
2.15 shows the integration between RRM, LA and PS in the uplink direction. UE always sends a 
sounding reference signal as feedback, which is a CSI report. Based on this CSI report, the selection 
decision is made on the modulation and coding scheme [92]. 
The majority of studies have focused on throughput maximisation objective, but the same cannot be 
said for the uplink LTE systems. For instance, different heuristics have been analysed where the ground 
concept was not the same. RB contiguity constraint was considered in studies  [100] and individual 
user’s power constraint was skipped. This constraint for scheduling decisions is an essential factor and 
limits the overall system performance. Contrary to this, few studies have been undertaken that assure  
the QoS in uplink scheduling, which focuses on homogeneous delay sensitive traffic  [102] [106].  
The channel scheduling algorithms proposed by [30] are FME, RME and MADE. FME initiates the 
selection from the biggest value of the channel state matrix. It continues allotting the RB to a particular 
user providing it receives the second highest value than the opposite side following the contiguity 
constraint [31] FME does not provide the best RB to the majority of its users and leaves the unused 
RBs in many cases. Contrary to this, RME is better as it expands the RB in both directions and provides 
improved channel scheduling performance than FME [32]. MADE concentrates on the difference 
between the cumulative matrix of all its users and the scheduling matrix of a specific user, and the user 
with the minimum difference is allotted the RB [33]. Previous studies [34] have discussed the 
improvements made in the proposed algorithms [33]. IRME and ITRME algorithms both claimed 
better performance than RME, in which the RBs by maximum matrices and higher computational 
complexity are expanded in the left and right directions. Assumption-based channel-dependent 
scheduling was intoduced by [36], which attained higher accuracy with localised subcarrier mapping, 
and discussed a utility-based scheduling scheme as well to uplink SC-FDMA systems. Two utility 
functions were used to manage two-dimensional resources (time and frequency), thus maximising the 
system capacity and logarithmic user data rate using proportional fairness. The study by [38] discussed 
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a greedy-based algorithm that optimised the problem of a joint subcarrier and power allocation scheme 
in an uplink OFDMA system. The process was also analysed using the Hungarian algorithm in the 
study [40] and offered a solution by providing an optimal resource allotment under a fairness scheme 
for allocating adjacent subcarriers. For scheduler performance evaluation, a multi-user mobile 
environment was discussed by [2] [3] [40].  
In [30-40], scheduler performance was evaluated in a customised simulation environment, which is 
not an ideal scenario. Not considering the traffic class in the design is one of the major drawbacks of 
the conducted research [30-40]. Most of the channel scheduling algorithms are restricted to contiguity 
constrict. With a higher level of intelligent allocation of RB, the computational complexity increases. 
On the other hand, the evolution of faster processing units allows us to explore a new dimension in the 
RB selection [109] [110]. 
 Power Control (PC) 
The radio technologies used in LTE and LTE-A are the OFDMA and the SC-FDMA. Adopting 
OFDMA and SC-FDMA in modern networks increases the effect of intra-cell interference. Obtaining 
the same peak at a specific time by the user is a problem that can easily be avoided by orthogonality. 
Interference caused by adjacent cells (inter-cell interference) cannot be ignored and introduces a real 
challenge, as orthogonal modulations cannot solve such interference. Therefore, other mechanisms are 
required to address this. Limiting cell boundary by PC can eliminate the effects of inter-cell 
interference. The control of the transmitted power can be achieved with UE in the uplink direction or 
the BS (eNodeB) in the downlink direction [93] [109]. 
The UE transmits the power 𝑃𝑃𝑈𝑆𝐶𝐻 in the uplink direction in the equation below: 
𝑃𝑃𝑈𝑆𝐶𝐻 = min {𝑃𝑚𝑎𝑥10𝑙𝑜𝑔10(𝑀𝑃𝑈𝑆𝐶𝐻) + 𝑃𝑜_𝑃𝑈𝑆𝐶𝐻 + 𝑎. 𝑃𝐿 + 𝛥𝑀𝐶𝑆 + 𝑓(𝛥𝑖)} (2.22) 
where, 𝑃𝑚𝑎𝑥 and 𝑀𝑃𝑈𝑆𝐶𝐻 are the UE’s highest acceptable transmit power depending on the UE power 
classification and assigned physical radio resources on the PUSCH, respectively. Downlink PL is 
measured by UE represented by PL𝑓(𝛥𝑖), which denotes a closed-loop PC correction that eNB 
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transmits. 
𝑃𝑜_𝑃𝑈𝑆𝐶𝐻, 𝑎 and 𝛥𝑀𝐶𝑆 are constraints of PC. The 𝑃𝑜_𝑃𝑈𝑆𝐶𝐻 can be calculated as follows: 
𝑃𝑜_𝑃𝑈𝑆𝐶𝐻 = 𝑎. (𝑆𝑁𝑅𝑜 + 𝑃𝑛) + (1 − 𝑎)(𝑃𝑚𝑎𝑥 − 10𝑙𝑜𝑔10𝑀𝑜)   (2.23) 
where, open loop SNR for the target is 𝑆𝑁𝑅𝑜 , and 𝑃𝑛 and 𝑀𝑜are the PRB noise powers.  
UE performed the PL calculation and also initiated a transmission power based on 𝑃𝑜_𝑃𝑈𝑆𝐶𝐻 . 𝛥𝑖  can 
be ignored as it has not contributed to the initiation. By ignoring the value of 𝛥𝑖 as well as 𝛥𝑀𝐶𝑆, 
equation (2.22) can be written as: 
𝑃𝑃𝑈𝑆𝐶𝐻 = 10 𝑙𝑜𝑔10 𝑀𝑃𝑈𝑆𝐶𝐻 + 𝑃𝑜_𝑃𝑈𝑆𝐶𝐻 + 𝑎. 𝑃𝐿 [𝑑𝐵𝑚]    (2.24) 
The initial transmitted UE power calculation is represented in equation (2.24). 
The number of scheduled PRBs is indicated by 𝑀𝑃𝑈𝑆𝐶𝐻, where UE allocates power based on PRB. 
Each PRB power is always equal. 
𝑀𝑃𝑈𝑆𝐶𝐻 values can be neglected in equation (2.24), which provides UE’s power spectral density (PSD) 
for each PRB:  
𝑃𝑆𝐷𝑇𝑋 = 𝑃𝑜_𝑃𝑈𝑆𝐶𝐻 + 𝑎. 𝑃𝐿 [𝑑𝐵𝑚/𝑃𝑅𝐵]      (2.25) 
PC depends on the value of 𝑎. In the fractional PC mode, the value of 𝑎 is between 0 and 1. If the value 
of 𝑎 is 1, then it is called the conventional PC mode. Beside these, open and close loop PC modes are 
also available [93] [110].  
 Balancing of Carrier Load   
Because of the backward compatibility of LTE/LTE-A, the bandwidth range of LTE and LTE-A is 
between 20 MHz and 100 MHz. In LTE, single CCs are allocated to UEs, while the UEs of LTE-A are 
assigned multiple CCs (based on their channel conditions). Figure 2.16 shows the eNB classification 
operation of LTE-A and the decision process of radio resources allocation decisions on CC(s). By 
using a smart load balancing mechanism, the load on all available CCs is balanced by equal scheduling 
of UEs on all CCs, which guarantees the exploitation of affordable resources on CCs [113] [93] .  
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2.7. Spectrum Sharing in LTE-A Femtocell 
Recent regulatory initiatives from the European Union and globally are more focus on spectrum 
sharing to achieve efficient utilisation of the spectrum. The Radio Spectrum Policy Programme  [114]] 
from the European Union and the PCAST report in the United States [113] represent high tech policy 
drivers within this circumstance. 
Spectrum sharing is a brand-new regulatory idea; however, it must be thoroughly developed, analysed 
and tested before businesses will have the ability to embrace it as a standard version. 
The European Commission in 2014 gave a mandate to the European Conference of Postal and 
Telecommunications Administrations to recognise harmonised technical requirements for spectrum 
sharing of the 2300–2400 MHz group  [116]. In reaction, the European Conference of Postal and 
Telecommunications Administrations developed a set of technical guidelines called licensed shared 
accessibility [115] along with the sharing requirements. The licensed shared accessibility strategy 
Figure 2. 16 eNB Classification for LTE Rel 8 and LTE-A Arrival UEs 
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envisages exclusively shared utilisation of this spectrum at the time, frequency and location along with 
the incumbent who utilises its spectrum allocation rarely or not as broadly. The related technical 
requirements permit spectrum sharing in this type of group so that on either side the incumbents can 
be protected from undesirable interference from the ‘licensed’ users and, conversely, the certified user 
might have a bonded conditional access into the spectrum to guarantee predictable quality of support 
in the shared group [116] [119] [118]. 
 Dynamic Spectrum Access 
DSA is a technique that can be incorporated into the CR technique and a potential outcome is the 
development of CR networks that coexist with LTE-A and improve mobile cellular network spectrum 
utilisation. CR networks can operate in either centralised or distributed modes, and DSA can also be 
classified according to these two major approaches [119] [122] [121]. The centralised approach 
requires a central node (or server) that performs most of the DSA processes and decides how to allocate 
shared spectrum among SUs. Centralised mode proposals found in the literature were reviewed, 
including the intelligent dynamic spectrum management for mobile cellular networks, where the 
regional spectrum broker acts as a centralised controller for shared spectrum allocation [124] . Another 
research outcome exploited the spectrum broker concept as a centralised mode node that was suitable 
for densely-populated areas with high traffic demand resulting in a DSA protocol where lease updates 
can frequently occur [125]. In the distributed mode approach, each node is responsible for its spectrum 
allocation and access [124] [125] based on PU transmissions in its vicinity and on the adopted spectrum 
sharing policies. In this approach, SUs sense and share the local spectrum access information, while 
PUs do not need to enforce any contribution. Therefore, for the primary licence holders (i.e. the PU), 
no extra overhead is required to implement this approach. 
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 Figure 2.17 (a and b) depict the basic framework for the centralised and distributed mode approaches, 
respectively, and Table 2.2 summarises the centralised and distributed mode approach characteristics. 
For the distributed mode spectrum access approach, two possible scenarios exist for cooperation 
between nodes, a cooperative scenario and a non-cooperative scenario [121] [126]. In the cooperative 
scenario, the access and spectrum allocation among SUs can reach a high level of optimisation. 
However, this scenario is underscored by its need for vast communication resources required for 
mutual signalling between the nodes that limits the spectrum that is available for data payloads. The 
goal of the cooperative scenario is to achieve an optimum overall spectrum utilisation; therefore, it is 
not unusual for localised performance degradation [129] . 
Figure 2. 17 Centralized and Distributed DSA Approach  
 
a.Centralized 
 
b.Distributed 
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In Table 2.3, the advantages and disadvantages of the two different cooperation scenarios are provided. 
In a non-cooperative scenario, information exchange among nodes is lower than that required for a 
cooperative scenario; therefore, SUs can avoid interference with PUs, while PUs continually provide 
information on spectrum usage and availability  [131]. Reduced communication among the nodes is a 
feature of a non-cooperative scenario; however, this comes at a cost, including poor spectrum 
utilisation efficiency. 
Approach Characteristics Advantages Disadvantages 
 
 
Centralized 
 
Controlled by a centralized 
server. Channel information 
sent to the servers by SUs.  
 
Taking optimal decision 
through the global view of the 
network. 
It can provide some fairness be- 
tween SUs. Integrate topology 
control. 
Maintain connectivity and give 
priority access. 
Susceptible to server 
failures. Requires 
high signaling 
between the SUs and 
the server.  
 
 
Distributed 
 
Neighboring SUs exchange 
infor- mation for achieving a 
mutual op- timum 
solution.All SUs contribute to 
the DSA process.  
 
Able to take faster decisions 
and adapt quickly to network 
outages. Low signaling 
overload. 
 
Very difficult to 
achieve full fair- 
ness among SUs. 
Can only provide a 
local optimal 
solution, not global. 
 
Scenario Characteristics Advantages Disadvantages 
 
Cooperative 
 
All nodes are 
considered before 
executing the DSA 
processes.  
 
Interference measurement is per- 
formed in every node. 
Each SU tries to optimally 
reduce the effect of interference 
on other nodes. 
 
Only applicable in the 
case of cognitive radio 
users within the same 
group and sharing the 
same objective. 
 
 
Non- Cooperative 
 
An SU is taking 
decisions without 
considering the other 
neighboring SUs.  
No message exchange between 
neighbors is required. 
 
Interference in other 
nodes is not taken into 
account. 
Reduced spectrum 
utilization 
 
Table 2. 2 Key DSA Approaches [21] 
 
Table 2. 3 Cooperation Scenarios [21] 
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 Dynamic Spectrum Access Techniques 
DSA techniques have been categorised based on well-known mathematical algorithms that have been 
incorporated into DSA implementation. This has led to the development of category names including 
auctions, game theory, optimisation and Markov model, several of which have been used with LTE-A 
[129] [133] [134] [135]. In this section, we will discuss these DSA techniques, highlighting their 
advantages and disadvantages. 
2.7.2.1. Spectrum Access Using Auctions 
In the auction technique, the spectrum is dynamically allocated to SUs based on their best offer (bid) 
submitted to the licence holder (PU). The offer is given in terms of credits that could be directly 
mapped into money or into other services that the SU could provide, such as relaying services. DSA 
using auctions has become a promising approach that allows SUs to rent bands that are not being 
utilised by PUs. 
Auction theory can be applied to a CR-enabled LTE-A network, allowing the PU to lease its licence 
to an SU. In the auction-based approach, the regulator can either allocate the channels to the PU and 
SU, or the regulator can allocate the channel solely to the PU who will be responsible for allocating 
their unused spectrum. The principal aim of using auctions in CR-based LTE-A networks is to motivate 
PUs to maximise their spectrum use based on their immediate throughput needs. Figure 2.18 shows 
the general concept of dynamically accessing spectrum using auctions. 
Wang Li, Xu Youyun, Gao and Chen  [136]  have formulated the problem of spectrum access based 
on bandwidth auctions, where SUs place a bid for the spectrum and PUs assign the spectrum among 
the SUs without degrading their performance. Wang et al. [136] showed that the auction is a non-
cooperative game and nash equilibrium (NE) is its solution. 
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An important aspect of auction design, particularly when the auction deals with multiple non-identical 
objects, such as the fragmented spectrum resources with limited bandwidth, limited allowable transmit 
power and time availability, is to match these objects to the natural demands of actual players and to 
maximise the broker’s profit. Parzy and Bogucka [134]] studied television white space (TVWS) 
spectrum auctions, where the objects are 8 MHz digital television channels with different maximum 
power levels and time availability. The players (mobile LTE-A operators) demand LTE-A channels of 
various bandwidths (1.4, 3, 5, 10 or 20 MHz) associated with possible duplex modes with particular 
transmit power level characteristics similar to BSs or mobile devices. The demands may vary for 
different periods and the brokers will conduct a combinatorial auction in this case for the players with 
bids, indicating combinations of frequency and power demands. The bid combinations that maximise 
the brokers’ revenue win the auction. To deal with the lease duration, simultaneous auctions can be 
conducted for some leases in parallel; therefore, the auction results for distinct leasing periods are 
independent and are declared as each auction ends. However, it may create an exposure problem, i.e. 
some demands of players regarding the leasing periods may only be partially satisfied  [134] [138].  
The auctions can provide better spectrum sharing by decreasing the number of unallocated spectrum 
bands and increasing overall resource utilisation. The auctions could be modelled as a complete 
Figure 2. 18 Dynamic spectrums access using auctions technique 
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information game if all the users in a network are known to a PU, which is often not the case in practice. 
Therefore, it is more feasible to model the auction as a Bayesian game in which the outcome of the 
game is predicted using Bayesian inference [139] [137] [138] [142]. A double optimisation 
framework-based algorithm is another option for DSA auctions, which employs a two-stage 
optimisation processing technique to maximise revenue. This scheme has a high spectrum efficiency 
and outperforms the greedy algorithm and the Vickrey–Clarke–Groves auction, which employs a two-
stage optimisation processing technique to maximise revenue [143]. 
 Spectrum Access Using Game Theory 
Game theory is a study of strategic decision making, which in this situation means how to optimise 
beneficial outcomes related to spectrum sharing. The game theory behaviours that are exhibited when 
applied to DSA take a cooperative or non-cooperative form [141]. DSA based on game theory is a 
popular research area and a review of the literature highlighted game theory leading to the NE as a 
popular approach [142]. 
Maskery et al. [143] considered SU DSA from an adaptive game theory learning perspective. 
Whenever a channel is vacated temporarily by a licensed user (PU), other users compete for it to satisfy 
their demands, while at the same time minimising interference with their peers. Maskery et al. [146] 
applied an adaptive regression-based learning procedure that tracked the set of correlated equilibria of 
the game, treated as a distributed stochastic approximation for both slowly varying PU activity and 
slowly varying statistics of fast PU activity. 
A non-cooperative game theory approach was presented for LTE-A networks where femtocells sought 
to share the primary macrocell spectrum [144]. Here, the femto access nodes were equipped with 
cognitive capabilities and acted as a secondary eNB aiming to maximise spectrum utility while 
minimising interference with the primary macro eNB. A cooperative game theory approach was also 
presented in [145]. A combination of both cooperative and non-cooperative game theory approaches 
was presented in [146], where multiple PUs were selling spectrum to multiple SUs. The competition 
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among the PUs was modelled as a non-cooperative game, and the dynamic behaviour of SUs was 
modelled as an evolutionary game. 
The influence of a trade-off between spectrum sensing and spectrum access cooperative strategies for 
a network of SUs was investigated in  [150]  where the SUs cooperated to improve the spectrum sensing 
fidelity, reduce mutual interference and improve transmission capacity (access). The problem was 
modelled as a coalitional game in partition form, and an algorithm for coalition formation was 
proposed where the SUs could take individual distributed decisions to join or leave a coalition while 
maximising performance monitoring to capture the average time spent sensing as well as the capacity 
achieved while accessing spectrum. It has been shown that the SUs can self-organise into a network 
partition composed of disjoint coalitions, with the members of each coalition cooperating to optimise 
their sensing and access performance [133] jointly. However, the interaction between PUs and SUs 
cannot be fully modelled using a game theory approach, and this particular issue has been addressed 
by utilising Markov chains. 
 Spectrum Access Using Markov Chains 
Akbar and Tranter in  [151] proposed a technique where SUs can dynamically select different licensed 
bands for their use with significantly less interference from and to the licensed users (PUs) using the 
hidden Markov model. The technique was named the Markov-based channel prediction algorithm and 
allows the SU to predict the duration of PU spectrum holes to exploit the spectrum more effectively 
by vacating the band before the commencement of traffic transmission by the PU on the same band 
[134]. 
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Thao et al. [149] proposed an algorithm where the occupancy state of each spectrum band at each time 
instant was estimated from the PSD measurements, which were assumed to follow a hidden Markov 
process and then the available bands were allocated accordingly. Figure 2.19 shows a hidden Markov 
process-based spectrum access model, where the wireless channels are also assessed for their 
performance as part of the technique, while channel access is subjected to the relevant policy (in terms 
of the transmission power, interference level, and so on). 
 Optimization Based DSA-Heuristic Approach 
Finding an optimal solution for DSA in LTE-A is a highly complex problem and providing a rapid 
solution is a very difficult issue. However, heuristic techniques, such as water filling algorithms, 
genetic algorithms and fuzzy logic can provide a near-optimal solution for algorithmically complex 
and time-consuming problems at a reasonable computational cost [135] [121]. 
A heuristic technique is proposed in [150] to lower the complexity of the optimisation algorithm, which 
is O(n3) for n SUs trying to access the available spectrum. Each SU selects a PU randomly; the PU 
scans the frequency bands available to it to acquire vacant spectrum (available channels) state 
information and provides this information to the SU. The SU receives the transmission power of the 
PU from the received message. If the number of PUs is less than the number of SUs, the SUs scan the 
frequency bands and pass this information to a selected SU. After one or more iterations, all the SUs 
Figure 2. 19 System model for HMP-based spectrum access model 
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will be able to access the selected channel, although the duration of each transmission slot will depend 
on the number of SUs seeking access.  
Another approach is to express the spectrum access problem as an integer linear programming problem 
and to adopt a heuristic technique to provide a suboptimal solution with lower complexity [154]. The 
general idea is to divide the available spectrum into M bands, and then each SU at location x creates a 
preferred channel list for other SUs based on the distance from x and the SINR of the channel. The PU 
notifies nearby SUs of the lower SINR channels. The algorithm assumes that control channels exist 
and also defines several control messages for the nodes to communicate. 
The advantages of heuristic techniques are their simplicity and ability to find optimal solutions under 
various network conditions in addition to their ease of implementation. Heuristic techniques are also 
less sensitive to variations in problem characteristics and spectrum data quality [152] [153]. 
Theoretically, they are problem independent; however, in most cases, the developed heuristic 
approaches in the literature were problem-specific. Another disadvantage is that there is no analytical 
methodology to explain their convergence properties and they can only provide local optimal solutions 
rather than global solutions. 
 DSA Applications in LTE- Advanced 
 Small Cells 
LTE-A is an environment that is suitable for various DSA techniques facilitated by the ability to assign 
granular orthogonal radio resources to different users. However, for DSA technique implementation 
to be successful in LTE-A networks, certain conditions must be applied, especially when dealing with 
QoS and user traffic prioritisation.  
The unused portion of the television band that can be allocated to LTE-A users for a fixed duration is 
known as white space. The requirement for higher bandwidth to achieve maximum throughput in 
downlinks in LTE-A is another factor contributing towards spectrum scarcity, and it has been proposed 
that an LTE-A system could try to exploit TVWS using spectrum sensing and sharing methods. Figure 
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2.20 illustrates how an LTE-A user can access the TVWS as a SU. An example of a DSA framework 
for LTE-A networks is presented in [154], and an example of an architectural and operational 
framework to support DSA for LTE-A networks called spectrum accountability (SA) is presented in 
[155]. Here an eNB with cognitive capability is deployed as a cognitive BS that issues spectrum lease 
requests and sends them to a centralised entity that manages spectrum lease policies, sets spectrum 
access rules and issues leases.  
 
 
 At periodic intervals or lease termination, the cognitive BS reports usage metrics to the regulators or 
spectrum managers who use these metrics to detect violations, resolve conflicts and set DSA policies. 
This framework enables the regulators to define, enforce and manage spectrum access rules among 
competitive secondary operators and protect primary operators from harmful interference. DSA was 
utilised in [155] by introducing a few new spectrum blocks within the existing network. A geo-location 
database within the LTE-A network was adopted to gather cooperative information from the CR users 
in its surrounding environment. 
Deaton et al.   [159] proposed three frameworks for an LTE-A HetNet, which are the spectrum 
accountability client (SAC), cell spectrum management (CSM) and domain spectrum management 
(DSM). In the SAC framework, both the relay nodes (RNs) and HeNB act as an eNB and communicate 
Figure 2. 20 LTE-A as a Secondary user in TVWS 
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directly to the spectrum accountability server (SAS), which manages the spectrum leases. Whereas in 
CSM, the RNs and HeNEs request spectrum resources from the ran manager or cell spectrum manager 
rather than the SAS. The ran manager requests spectrum leases from the SAS and manages a local 
spectrum pool for the RNs and HeNBs. DSM is a lot like CSM with the only difference being that the 
HeNE gateway serves as the local spectrum manager and the domain spectrum manager assigns 
spectrum resources to the HeNBs. Deaton et al. [159] also discuss the operational and interface effects 
that the spectrum management frameworks have on the RN and HeNB. 
Zhao et al. [160] proposed a cognitive spectrum sharing scheme with autocorrelation-based advanced 
energy spectrum sensing and sharing technique for efficient spectrum utilisation. When the spectrum 
is dynamically shared with SUs of TVWS, a coexistence gap-based method is more viable to non-
coordinated coexistence for LTE-A. The LTE-A eNB resumes the downlink transmission at the end 
of the coexistence gap without assessing the availability of the channel  [161]. Research has also found 
that when compared to the cyclic-prefix OFDM system, the offset-QAM OFDM (OQAM-OFDM) 
[159] scheme is considerably more robust and capable of delivering higher data rates for LTE-A 
opportunistic spectrum access in TVWS. A nonlinear optimisation problem can be formulated to 
maximise the total transmitting rate of the SUs when all the secondary links can be supported in LTE-
A TVWS. Geometric programming techniques can efficiently solve the nonlinear optimisation 
problem. Another scenario is where the QoS requirement cannot be supported for all the secondary 
links; it is desirable to have the spectrum access opportunity proportional to the user priority if users 
belong to different priority classes. A centralised reduced complexity search algorithm can be used to 
find an optimal solution. A secondary spectrum sharing game can be introduced to solve this problem 
using a distributive approach, and the efficiency of the NE solutions for this potential game has been 
characterised in  [163]. 
Another DSA scheme has been investigated in [161]  [162] for a single-carrier LTE-A network with 
different bandwidth allocations. The scheme proposed in [162] exploits the inherent ability of LTE 
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Release 8 to operate in configurable bandwidth of 1.4, 3, 5, 10, 15 and 20 MHz. LTE Release 10 should 
have great potential for CR integration into 4G radio access technologies due to the inclusion of key 
features, such as self-organising networks and carrier aggregation, together with flexible bandwidth 
configuration, which act as enablers for a CR system implementation in LTE-A. For example, carrier 
aggregation facilitates UE to communicate simultaneously on different contiguous and non-contiguous 
carriers. These key features make LTE-A a CR-ready technology [163] [164] [165]. Cai et al. [165] 
analysed the performance and suitability of the cognitive resource management implementation within 
the LTE-A platform, presenting how to modify system parameters to gain enhanced resource 
utilisation and transmission efficiency, based on the network information and parameter configuration 
(i.e. LTE-A bandwidth). 
An opportunistic and centralised approach to utilise TVWS for LTE-A femtocells is proposed in [166]. 
A spectrum coordinator (SC) associated with the HeNB GW is introduced to inform the femtocells 
about available spectrum resources. The two main challenges for this centralised SC are to detect all 
of the neighbouring cognitive femto BSs (CFBS) [167] and to allocate spectrum resources to active 
CFBS while minimising interference. The SC creates a dynamic list containing active CFBS and their 
interfering neighbours to manage the available spectrum. However, CFBS must inform the SC of the 
spectrum and interference measurements using signalling messages, which are not currently 
incorporated into LTE-A. To resolve this issue, the researcher proposed a method to exploit media 
independent handover (MIH) signalling [168] [169] [170]. The MIH function is implemented in the 
SC, and in the proposed framework the CFBS receives and processes the MIH notifications and 
extracts notifications of events occurring in the PHY layer and delivers the control messages to the SC 
through the MIH event service. The SC maintains centralised control of spectrum resource allocation 
for inter-femtocell interference avoidance. Other resource allocation schemes using TVWS in LTE-A 
have also been proposed in [171] [175]. 
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 Relay Nodes 
SA is a vital enabler for opportunistic relaying, which originated with the initial efforts by the 3GPP 
in standardising opportunity-driven multiple access in the UMTS; however, the concept has never been 
commercially implemented due to its complexity. In 3GPP LTE Release 10, RN Type-1 was formally  
 
introduced as a solution for cell edge coverage problems and low-cost extended coverage. This 
standardised new element is a low power eNB that depends on wireless backhauling (over LTE-A 
itself) [176] rather than wired backhauling or microwave point-to-point. 
However, opportunistic relaying is defined as the capability of RN to repeat the traffic coming from a 
UE towards the intended destination and to exploit the spatiotemporal resources by enabling dynamic 
access to the under-utilised PU spectrum. PU can be either LTE-A users of the macro network or any 
other wireless system. Opportunistic relaying is seen to be viable for decode-and-forward (DF) 
relaying or, as named in the literature, RN Type-2; however, RN Type-2 [3] are not fully standardised 
by the 3GPP [177] [178]. Figure 2.21 shows the network components that are effected by these 
frameworks. 
A cognitive relaying-based overlay resource allocation scheme is proposed in [179]. The PU 
communicates via a relay-assisted LTE-A network, some of the SUs play the relaying role and the 
Figure 2. 21  SAC, CSM, and DSM to support a DSA-in LTE-A relay network 
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remaining nodes communicate using a centralised network model in the licensed spectrum. Carrier 
aggregation technology is utilised that allows multiple CC transmission over a frequency bandwidth 
up to 100 MHz. Initially, the heuristic relay selection algorithm is applied to assign higher gain 
cognitive relay links to the LTE-A network and to divide the customer premises equipment (CPE) 
among the RN and CR network. Then, the power updating method is applied to maximise the transmit 
power of CR-CPE while keeping the SINR above a pre-defined threshold at the primary receiver. The 
bipartite matching algorithm is exploited to allocate the best CC to each CR-CPE and to maximise the 
total throughput of the CR network. 
Simone et al. [177] proposed a scheme where the primary system leases a slice of its own transmission 
time to the secondary system and the secondary system uses a fraction of the leased time to help relay 
the primary signal in return. Distributed spectrum sharing protocols based on cooperative amplify-and-
forward (AF) and DF relaying are proposed in [178]. In [179], the spectrum sharing protocol was 
generalised to become a multi-user scenario where some secondary transmitters contend for access to 
the available spectrum by assisting the primary system. SU was selected via a two-step distributed 
selection process. SUs can cooperatively transmit with the PU to increase the probability of 
transmission success. In return, the SU can obtain spectrum, and the primary system must only be 
aware of a DF relaying with a relay selection operation mode. Recent work in cooperative and 
cognitive relaying for spectrum sharing and relaying are addressed in [180] [181] [182] [183] [184] 
[185] [186]. 
In [181], a multi-relay cognitive network is considered in a multi-user dual-hop spectrum sharing 
system containing secondary sources, relays and a single primary receiver. AF and DF relaying 
protocols are present in RN. In the proposed algorithm, the secondary source selects the best secondary 
node based on the connection quality and utilises the shortest path approach to the destination. A relay-
destination selection scheme is carried out before the communication process starts. The relay selection 
process is performed with a maximum end-to-end SNR from the SU source to the destination. Initially, 
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the source broadcasts both DF and AF towards the SUs destination. For comparison, an asymptotic 
analysis was performed that appeared to be very close to the analytical SNR figures. The DF relaying 
performance was found to be better than AF relaying and the performance gap between AF and DF is 
higher at low SNR. The DF relaying strategy performs better when cooperative diversity is higher. 
Another cooperative relaying scheme is proposed in [187] for an underlying CR network. Here, the 
relays utilise their beam steering capability to achieve the target SNR by keeping interference and 
noise leakage to the PU below a certain threshold. The cooperative relaying scheme incorporates a per 
relay antenna power constraint that limits the power emitted by the relays. To achieve better SU 
spectrum utilisation and improve LTE-A system capacity, a relay-assisted OFDM technology and a 
heuristic algorithm to achieve joint relay selection are proposed in [188]. A MAC protocol was also 
developed for the proposed resource allocation. 
A Stackelberg game framework was used in [177] [193] to study spectrum leasing strategies in 
cooperative CR networks where the PUs lease a portion of their licensed spectrum to SUs in return for 
cooperative relaying. In [190] [191], the authors studied and compared different physical layer 
strategies for relaying in cognitive cooperative systems. An important consequence of this interaction 
between the PUs and SUs is that the SU activity can now potentially influence the PU channel 
occupancy process. 
Urgaonkar and Michael studied the problem opportunistic cooperation in a cognitive femtocell 
network [57], with the scenario where a state depends on the control actions taken by the SU. This 
dependence makes it a constrained Markov decision problem and traditional solutions require 
extensive knowledge of the system. However, in [164] using the Lyaunov optimisation technique, the 
authors propose a greedy online control algorithm that overcomes these challenges and provides more 
opportunities for transmitting data when the PU is idle. A key feature of this optimisation technique is 
that it considers the evolution of the system. 
 
 
70 
DSA with the selfishness algorithm in LTE-A can operate in a self-organised manner without 
centralised control; therefore, it is particularly helpful where the eNB are close and coordination among 
them is difficult or expensive to achieve. Rather than using all of the possible spectrum to achieve the 
highest peak throughput at each moment, an eNB sacrifices instantaneous throughput by using less 
spectrum to generate lower interference so that the total network interference can be reduced and the 
overall performance can be increased [192] [193]. 
2.8. Summary 
In this chapter, the LTE-A femtocell network technologies and the current research on LTE-A small 
cell technologies have been discussed. Three significant parts of the LTE-A femtocell network 
including resource allocation, uplink monitoring and spectrum accessibility methods have also been 
discussed and analysed in this chapter. Based on the literature review, several algorithms in chapters 
3, 4 and 5 have been proposed, which eliminates the gap of the previous study and take care of the 
QoS supply of end users. 
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 Physical Channel Access Modelling for 
LTE-A Femtocell 
3.1. Overview 
Femtocells are considered one of the ultimate solutions for the ever-increasing demand in LTE-A. 
Recently, wireless industries have resorted to femtocell networks to enhance indoor coverage and QoS 
because macro-antennae fail to reach these objectives. In enabling indoor home or enterprise users 
with mobile broadband solutions, the role of femtocells is crucially important. While considering low-
cost solutions for higher coverage and data rate, femtocells apparently have one of the best potentials 
for indoor users. Due to the dense self-deployment of femtocells in a limited area, severe inter-
femtocell interference may occur, which consequently results in severe performance degradation. 
Efficient utilisation of spectrum resource is required for inter-femtocell interference. 
In today’s networks, FAPs can be deployed in large indoor environments to provide consistent 
coverage and additional coverage in areas where large numbers of customers congregate. Femtocell 
deployments can improve spectrum utilisation by employing co-channel operation. In a dense FAP 
coverage area, interference control must be performed in a very autonomous way following a specific 
infrastructure topology and traffic distribution. Interference control provides a flexible and important 
mechanism to adjust transmission characteristics to respond to random changes in the network 
conditions. 
The performance of cluster-based FAP deployments (Figure 3.1) in indoor locations such as enterprise 
deployments, shopping malls or other large public buildings (e.g. airport, bank, campus) have been 
studied in this research. Opportunistic channel scheduling is performed at the FAP, considering the 
QoS requirements of the users based on their access levels, the network’s throughput and 
theopportunistic channel scheduling. 
A cluster-based femtocell deployment together with a capacity-based cognitive resource allocation 
scheme has been proposed in this chapter. Three different channel configurations in a hybrid access 
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femtocell network are considered for performance analysis. The results of a performance analysis of 
the cluster-based femtocell (Figure 3.1) configurations in a priority-based users’ network are also 
presented. Three simulation scenarios have been considered for performance analysis. In the third 
scenario, DSA method was adopted in the proposed algorithm.  
 
                        
There are three existing access control methods for deciding the connectivity of users to the FAP, i.e. 
open access, closed access and hybrid access.Proposed model considered the hybrid access method, 
which allocates the resource ratio based on the number of femtocell subscribers and non-subscribers. 
It also controls the trade-off between the performance of subscribers and the level of access granted to 
non-subscribers by allowing them to have limited features. Hybrid access is preferred for femtocell 
deployments in an enterprise environment. However, due to femto-to-femto interference for high 
femtocell concentrations, performance can be reduced. Reducing interference has been the subject of 
different approaches and techniques for allocating subchannels to minimise femto-to-femto 
interference. Hybrid approaches and some of the other CR-based approaches are presented in [194][56-
60] Referred to section 2.3.1]. 
Figure 3. 1 Cluster deployment of femto access point 
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3.2. Femtocell Deploy Model for Proposed Method 
 Network Model 
The level of interference in a dense FAP network depends upon the spectrum utilisation strategy. In 
this research, three deployment and spectrum utilisation configurations were considered and simulated 
using the same network model. FAPs were deployed so that no coverage holes existed. The simulation 
included femto-tier interference with no macrocell interference. The users were distributed using a 
homogeneous Poisson point distribution, and users were 1 m apart from each other and no closer than  
          
FAPs. Subscribers/AUs and Non-subscribers/Random user/Guest user were enlisted in the CSG and 
all the FAPs possessing the same CGS were connected to X2 interfaces and shared updates regarding 
user parameters, which were assembled in the uplink. FAPs were connected to the CN via HeNB GW 
using the S1 interface. They were also connected to a HMS using the TR-069 protocol, which allowed 
the FAPs to update and adapt to the radio environment with semi-static configurations (e.g. adaptive 
power level, maximum throughput level). Each user could assess the link gain from its neighbouring 
FAPs with the help of transmitter-specific training sequences. Distinct feedback channels were 
Figure 3. 2 Sample of the simulation environment 
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assumed that enabled user devices to send link gain estimates to nearby FAPs. Only the downlink 
communication scenario was considered. An example of the simulation is given in Figure 3.2. 
 HeNB Assignment 
To estimate cell capacity, every point in the area of interest must be assigned to a particular HeNB. 
This assignment was undertaken on the basis of the calculated PL. The PL due to the difference must 
be identified for each of these points. After that, the PL for that point was compared for the different 
HeNBs and the lowest PL determined. The point in the area of interest was then allocated to the HeNB 
with the lowest PL. This procedure was repeated throughout the area until all positions were assigned 
to a HeNB. Figure 3.3 illustrates the HeNB assignment for a particular scenario. 
            
 Path-Loss Model 
Indoor PL scenarios for line-of-sight, WINNER II channel models were analysed in this research. The 
PL for the first case and a macro user roaming outdoor in an urban area was determined as follows 
[10]: 
Figure 3. 3 HeNB Assignment in the Simulation Network 
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                                           PL (dB) = 15.3 + 37.6 log10R                                     (3.1)        
Whereas, for the case of an indoor macro user, the PL was given by: 
             PL (dB) = 15.3 + 37.6 log10R + Low                                   (3.2)    
where, R is the distance between the transmitter (Tx) and the receiver (Rx) in meters and Low is the 
penetration loss of an outdoor wall. The PL between a femto BS and a UE is calculated by the following 
equation [10]: 
 PL (dB) =38.46+20log10R+0.7d2D, indoor+18.3n ((n+2)/ (n+1) −0.46) +q∗Liw             (3.3)   
where, n is the number of penetrated floors, q is the number of walls separating apartments between the 
femto BS and the UE, and Liw is the penetration loss of the wall separating apartments. In addition, the 
term 0.7d2D, indoor takes account of penetration loss due to walls inside an apartment and is expressed 
in m. 
 Adaptive Power Model 
The downlink transmission range of the FAPs was found using the pilot signal power. Tuning the 
transmit power of the channels was used to maintain QoS. The speed of the PC was determined by the 
channel coherence time of a communication link. In the cluster-based FAP network, the FAP channel 
condition does not have a wide variation as the cell radius is smaller and the users are mainly nomadic 
with relatively slow motion. For fixed transmission power, the FAP sets the transmit power level to a 
pre-defined value. However, an adaptive power configuration is used to maintain QoS. In this adaptive 
PC approach [18], the transmit power level was adjusted based on the end-user interference level. Easy 
plug-and-play features of FAPs are critical for indoor deployment because many parameters depend 
on the local radio condition. Therefore, auto-configuration capability to adjust the transmit power level 
[18] was adopted, and the transmit power of each FAP was auto-configured by the HMS to a value 
that was above the power received from the neighbouring interfering FAPs within the coverage area. 
The adaptive transmit power from FAPs were expressed as:   
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                𝑃𝐹𝐴𝑃 = 𝑚𝑖𝑛(∑ 𝑃𝐹𝐴𝑃
𝐹𝑖
𝑖=1,𝑖≠𝐹𝑖
− ∑ 𝐿𝐹𝐴𝑃
𝐹𝑖
𝑖=1,𝑖≠𝐹𝑖⏟                  
neighbouring FAPs
+ 𝐿𝐹𝐴𝑃, 𝑃𝑚𝑎𝑥)                                 (3.4) 
where, 
FAPL
 is the PL at the line-of-sight of the targeted user. The transmit power was considered non-
sensitive to errors and indoor obstacles. Only the downlink power scenario was considered and it was 
assumed that each user connected to the FAP with the best SINR. The maximum uplink power 
calculation can also be expressed considering the neighbouring FAP users served on the same channel. 
 SINR Model 
In an OFDMA LTE-A network, FAPs have the advantage of allowing the users to allocate orthogonal 
frequency/time resources. During the simulation, the available bandwidth was divided into RBs and 
subcarriers were assigned to each RB. Randomly deployed FAPs utilise the same bandwidth. The RB 
assumption was adopted from the 3GPP-LTE approach provided in [2][3][18][19]. The estimation of 
the received SINR of a macro user m on subcarrier k, when the macro user interferes from neighbouring 
macrocells and all the adjacent femtocells, was expressed by the following equation: 
                         𝑆𝐼𝑁𝑅𝑚,𝑘 =
𝑃𝑀,𝑘𝐺𝑚,𝑀,𝑘
𝑁0∆𝑓+∑ 𝑃𝑀′,𝑘𝐺𝑚,𝑀′𝑘+∑ 𝑃𝐹,𝑘𝐺𝑚,𝐹,𝑘𝐹𝑀′
                                                 (3.5) 
where, 𝑃𝑀,𝑘  and 𝑃𝑀′,𝑘  is the transmit power of serving macrocell M and neighbouring macrocell M
l on 
subcarrier k, respectively. 𝐺𝑚,𝑀,𝑘 is the channel gain between macro user m and serving macrocell M 
on subcarrier k. Channel gain from neighbouring macrocells are denoted by 𝐺𝑚,𝑀′𝑘. Similarly, 𝑃𝐹,𝑘 is 
transmit power of neighbouring femtocell F on subcarrier k. 𝐺𝑚,𝐹,𝑘  is the channel gain between macro 
user m and neighbouring femtocell F on subcarrier k. 𝑁0 is white noise PSD and ∆f is the subcarrier 
spacing. 
For k subcarriers, the SINR expression for the user is: 
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where, 
2
 , kFP , , kfFG ,, , FD , kiP , , kfiG ,,  and iD  are the additive white Gaussian noise power [18] 
from serving FAP to target user, random channel gain for the serving FAP, distance from serving FAP 
to target user, transmit power of interfering FAPs, random channel gain from interfering FAP to target 
user and distance from interfering FAP to target user, respectively. 
f
  is the PL exponent of the link 
from FAP to the user. Fi is the set of interfering FAP. Figure 3.4 illustrates the signal strength of the 
FAPs using this approach. 
              
  
3.3.  Channel Deployment Configuration 
  Dedicated Channel Deployment 
In a dedicated channel deployment, the performance of the network is limited by bandwidth selection. 
Separate spectrum is assigned to each FAP and this reduces the co-tier interference. However, 
decreasing spectrum availability makes it infeasible to apply this approach in a congested region. The 
number of channels allocated to a FAP is inversely related to the ratio of FAPs deployed in the cluster-
Figure 3. 4 Received signal strength of the FAPs over the functioning area 
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based scenario. The number of users supported in dedicated channel deployment can be expressed as: 
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                                                           (3.7) 
where, chN , FAPN , and f  are the number of available channels in the assigned bandwidth, and the number 
of FAPs in the functioning area and subcarrier spacing, respectively. 
  Co-Channel Deployment 
In a dedicated channel deployment scenario, valuable spectrum is inefficiently utilised; therefore, the 
practical solution is co-channel deployment. In a cluster-based scenario, co-channel deployment is not 
inevitable and it is a risky configuration to deploy in a dense user environment because even with the 
capacity enhancement and more efficient spectrum utilisation, it is more suitable for a heterogeneous 
network. The cell selection process is also easier for users as they do not have to search for cells in 
different frequency bands. The capacity of FAPs in co-channel channel deployment can be expressed 
as: 
 
                           )1(2log)()( SINRfchNmaxdcC +=                                                           (3.8) 
  Proposed Cognitive Co-Channel Deployment Model 
A cognitive co-channel [18-20] deployment is proposed by considering the trade-off between the co-
channel interference and spectrum usage efficiency. A minimum level of resource is assigned to the 
CSG in the spectrum management-based resource allocation policy considering the users’ priority 
level. The main focus of the strategy is to develop a fully distributed scalable and autonomous channel 
allocation scheme with minimal information sharing between FAPs. FAPs prioritise to provide 
uninterrupted service to the AU and serves the rest to the random user (RU). HMS selects a minimum 
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capacity for the RU depending on the user congestion in the network. However, for higher user 
congestion, FAPs provide RUs with fewer resources. The network balances the total traffic with  
 
 
maximum resource efficiency in the functioning area. The selection of RU for each FAP depends on 
the level of co-tier interference. The allocated ratio of resources for RU in each FAP is independent of 
its neighbouring FAPs as there is more likely to be an uneven distribution of users most of the time. 
In some cases, the CSG users receive very low capacity due to PL and other radio losses because of 
their geographical position. It is very costly for the system to provide a minimum level of service to 
that user and the minimum level of service will be quite high leaving very little resources for the non-
subscribers to share. 
In such cases, average capacity can be considered to ensure the minimum level of service. In this study, 
the individual performance of the CGS users was considered because the femtocells were operating in 
a large open space. When the FAP allocates a new RB to a user, all the neighbouring FAP using the 
same resource will experience interference. To minimise this interference, the FAP recognises the 
interference signature from the network and intelligently blocks the infected channel at that FAP end, 
Algorithm: Cognitive Co-channel deployment 
% f-number of active FAPs in the system 
for  n=1 to P and m=1 to Q 
n number of the primary user (PU), m number of Secondary users (SU) gets active 
and, looks for the strongest cell coverage and connects 
if   the user is a PU, 
Cp assigned by FAP 
else Cq assigned by the FAP 
end if        
while i=0 
calculate Kmax 
if Cp>Cq 
i=1 
else Kmax<Kmax 
end if 
end while 
end for 
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which generates the highest interference to its neighbouring FAP users. Complicated FAP interference 
can be effectively managed by introducing environmental perception and interference recognition 
techniques. This blocked channel is assigned to a RU after a time interval. If the loss is greater than 
the gain, then it will be deferred; otherwise, it will proceed with the resource allocation by scheduling 
orthogonal resources. The user channel count in this configuration can be expressed as: 
                   thNchNmaxthccdD −= )()(                            (3.9) 
where, 
th
ccdD  and 
th
N  are the number of channels per FAP in a cognitive co-channel deployment and 
the probability of blocking N subchannels in a particular time interval in that FAP, respectively. The 
interference signatures of the channels can be obtained through the channel information exchange 
between adjacent cells. Let us denote the number of CSG and RU/Guest User-GU under each FAP 
coverage as pn  and qn . p and q are the numbers of total CSG and guest users in the targeted area. For 
users under coverage of a FAP: 
                   qCpC                                               (3.10) 
where, pC  and qC  are CSG throughput and RU throughput under the same FAP’s service, respectively. 
Assuming a hybrid access resource distribution with constant k: 
              
pC
qC
k = , }10:{  xkx        
   (3.11) 
The cells assign the spectrum as an RB. The HMS determines the transmission power of all the RBs 
for a given time interval. Now, the throughput of a particular RU/GU can be expressed as:  
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where, qC , RBN , RBC , f and   are the throughput of RU, the throughput of RU/GU under FAP 
service, subcarrier spacing and the constant for the target bit error rate (BER), respectively. The users 
continuously provide SINR feedback in the uplink for the assigned RB to its FAP. For maximum 
throughput and resource efficiency, the ratio can be expressed as: 
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qn  and f is the number of active FAPs in the functioning area. 
To maintain a satisfactory level of service for the subscribers, each FAP will allocate k resources to 
non-subscribers under its coverage. For both tiers, the users might experience poor service despite 
receiving better coverage if the assigned bandwidth is not high enough. Therefore, any user who 
receives better service from the FAPs is affected by two critical parameters, namely the available 
bandwidth and interference. The FAP sometimes offers limited capacity to the users because of 
overload, even though the link quality might be better. Neighbouring FAPs with relatively lower signal 
strength may offer better capacity. Hence, capacity-based cell selection is used over the link quality-
based cell selection in this cognitive co-channel deployment. The capacity maximisation cell selection 
method can be presented as: 
                                       𝑓
∧
= 𝑎𝑟𝑔𝑚𝑎𝑥 {𝐶𝑓,𝑞}                                         (3.14) 
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where, qfC ,  denotes the capacity of the non-subscriber q within cell F. 
3.4. Simulation Environment, Results and Discussion 
 Simulation Scenario 1 
Table 3.1 shows the system parameters that were used for the network model for Scenario 1. For this 
network model,the MATLAB simulation tool for the was used. For the duration of the snapshot, all 
users were assumed to be static so that the effects due to Doppler spread were neglected. Each FAP 
had a minimum coverage range of approximately 20 m from the access point, and they were deployed 
with no coverage holes (Figure 3.5). Mobile users were initially associated with nearby FAPs in the 
coverage area using SINR. The simulations were event-based and followed the 3GPP standards. The 
results are an average of 100 independent simulations. The standard length of the cyclic prefix in LTE-
A was 4.69 µs. 
Each subcarrier can carry a maximum data rate of 15 Ksps (kilo-symbols per second) and 64-QAM 
represents 6 bits per symbol; therefore, 10 MHz can provide a raw symbol rate of 9 Msps or 54 Mbps. 
This enables the system to compartmentalise the data across subcarriers. The simulation was 
performed using two distinct power levels. 
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Table 3. 1 System Parameters for Scenario 1 
 
Figure 3. 5 Position of the random users (RU) and Active user (AU) 
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Figure 3. 6 Comparison of the deployment configuration without adaptive power control 
Figure 3. 7 Comparison of the deployment configuration using adaptive power control 
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The six plots in Figures 3.6 and 3.7 illustrate the performance of the dedicated channel, co-channel 
and cognitive co-channel in the cluster-based deployment of eight FAPs. The configuration 
performance was evaluated in terms of guest users (non-subscribers) and overall users. Spectrum reuse 
increased the gain for the co-channel deployments to overcome co-tier interference. The introduction 
of the CR features in the co-channel deployment ensured the best throughput level for guest users. The 
subscribers were served with a priority tag to provide a minimum performance level. Analogously, the 
dedicated channel configuration failed to provide a suitable service to all users owing to its limited 
spectral efficiency. The co-channel maintained a higher throughput with channel gain seemingly 
higher than the induced co-channel interference. Capacity-based cell selection in the cognitive co-
channel configuration constantly maintained a higher throughput, which provided significantly 
improved performance. Simultaneously, intelligent allocation of resources provided higher average 
throughput for the guest users while maintaining nominally standard quality coverage for the CSG 
users. 
 
 
 
 
 
 
Adaptive power control (APC) minimises inference in a dense network. Figure 3.8 plots the channel 
deployment performance using APC. Predictably, the throughput increases in all configurations and 
the capacity found was more consistent as FAPs intelligently allocate power in each channel. The HMS 
considers the SINR of the users registered under each FAP and evaluates the transmit power level. 
Table 3.2 provides performance percentages as well as shows the 7-16% improvement. 
 
 
APC Dedicated 
Channel 
Co-Channel Cognitive  
Co-channel 
Guest user (without APC) 0% 8% 16% 
Guest user (with APC) 7% 13% 19% 
Table 3. 2 Compassion of the throughput with and without APC Under different deployment configuration 
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Figure 3.8 plots the SINR performance of the deployment configurations and predictably; the 
dedicated channel is outperformed. The principal observation was the performance of the cognitive 
co-channel compared to the co-channel configuration. The selection of FAPs based on higher capacity 
led to a connection that was subjected to poor link gain and higher interference. Even though it had a 
lower signal level, the increasing number of assigned channels from the serving FAP enhanced the 
throughput level, thus ensuring more efficient usage of the limited available resources. 
 
 Simulation Scenario 2 
The system parameters used for the network model for Scenario 2 are presented in Table 3.3. For this 
scenario, the MATLAB and Wireless InSite® tool were used for simulation. All users were assumed 
to be static for the duration of the snapshot and, therefore, the effects due to Doppler spread were 
neglected. Each FAP had a minimum coverage range of approximately 30 m from the access point, 
and they were deployed in such a way that no coverage holes existed. Mobile users were initially 
Figure 3. 8 SINR performance on different deployment configuration 
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allocated to nearby FAPs in the coverage area using SINR. The simulation followed the 3GPP  
standards and were event- based. The results are an average of 50 independent simulations. The 
position of the AU and RU are shown in Figure 3.9. 
 
 
                   
 
Table 3. 3 System Parameters for Scenario 2 
 
 
 
 
 
 
 
 
 
 
System Parameters Value/Range 
Experimental area 500 m × 500 m 
Number of FAP 32 
Number of active users 84 
Number of random user 330 
Range of FAP 30 m 
Bandwidth 20 MHz 
Active users minimum required throughput 20 Mbps 
Distribution time interval 100 
White noise power density -174 dBm/Hz 
Modulation scheme 64-QAM 
Number of resource blocks 50 
Subcarrier per resource block 12 
Resource block size 180 kHz 
BER 10-6 
CGS minimum capacity (cognitive) 20 Mbps 
                   Figure 3. 9 User’s position in simulation environment 
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Figures 3.10 and 3.11 illustrate the performance of all users (both AU and RU) and RU for the 
dedicated channel, co-channel and cognitive co-channel, respectively. In each figure, three plots show 
performance with APC and another three plots show performance without APC. There were significant 
performance improvements with APC for both AU and RU. The throughput increased in all 
configurations and the capacity was found to be more consistent as FAPs intelligently allocated power 
in each channel. The best throughput level for RU occurred by introducing CR features in the co-
channel deployment. To provide a minimum performance level, the subscribers were served with a 
priority tag. 
                        
The dedicated channel configuration had limited spectral efficiency; hence, it failed to provide a 
suitable service to all users. The co-channel maintained a higher throughput with a channel gain higher 
than the induced co-channel interference. Higher throughput was constantly maintained by capacity-
based cell selection in the cognitive co-channel configuration, which provided significantly improved 
performance. In addition, higher average throughput was provided to the RUs while maintaining 
nominally standard quality coverage for the CSG users owing to its intelligent allocation of resources. 
Figure 3. 10 Performance comparison for all users for different deployment channels 
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Figure 3.12 illustrates the SINR performance of the deployment configurations. The principal 
observation is the performance of the cognitive co-channel in comparison to the co-channel 
configuration. If FAPs are selected based on higher capacity, then the connection may cause poor link 
gain and higher interference. The increasing number of assigned channels from the serving FAP 
Figure 3. 11 Performance comparison for random users for different deployment channels 
 
Figure 3. 12 SINR performance of different deployment configuration 
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enhanced the throughput level. 
 Simulation Scenario 3 
For this scenario, MATLAB and Wireless InSite® tool were also used for the simulation. The 
performance of FAPs were analysed for two scenarios. In the first scenario, macrocells were 
considered as a PU and femtocells as a SU. In the second scenario, in a femtocell network, FAP 
subscribers were considered as PU and FAP non-subscribers as SU. Based on a Lagrange multiplier, 
a distributed DSA was adopted for the first scenario, and a priority-based cognitive co-channel cell 
selection [18][19][20] was proposed for the second scenario. As per the algorithm, the FAPs allocated 
spectrum intelligently to users based on their priority and considering network congestion. Non-
cooperative game theory was considered for LTE-A networks where femtocells sought to share the 
primary macrocell spectrum.  
The second approach was a heterogeneous model where spectrum was allocated for single use; 
therefore, there would be one communication system utilising a band of allocated spectrum. The 
spectrum licence holders were known as PUs and SUs opportunistically utilised the same spectrum 
with a different communication system, provided that by doing so the effect on the PU was minimal. 
This scenario aimed to maximise the spectrum resources by allowing SUs access while shielding PUs 
from any harmful interference to access the available bands. The proposed algorithm was anticipated 
to collectively allocate the spectrum while considering the freedom of SUs and their influence on 
connectivity, together with the other difficulties. 
DSA algorithms that support mobility can be formulated.as a constrained optimisation issue. The main 
constraints of the proposed scheme were as follows: 
❖ Channel.allocation: A binary integer variable xij ε {0, 1} introduced allocation optimisation, 
where a value of one means that channel j is assigned to SUi, and zero means otherwise. In 
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addition, SU pairs are limited to access only one channel at a specific period. This can be 
enforced by the following constraint: 
                                  ∑ 𝑥𝑖𝑗(𝑡) ≤       ∀ 𝑖
γ
𝑗=1
 ε 𝑀,     ∀𝑡  ε 𝜓    (3.15) 
 where, 𝜓 = 1, 2, 3, …, T is the set of the simulated time slots. 
❖ Hybrid underlay/interweave scheme: To increase the success rate and to fulfil as many access 
requests as possible to the same channel, provided the scheme that was interwoven is favoured. 
After allocating all the vacant channels, SUs can access the spectrum with an underlying 
scheme if necessary. This constraint can be described as follows: 
                       𝑃𝐴𝑗(𝑡) + ∑ 𝑥𝑖𝑗(𝑡)  ≥  1     ∀ 𝑖
M
𝑖=1
 ε 𝑀,     ∀𝑗  ε ϒ,     ∀𝑡  ε 𝜓  (3.16) 
where, 𝑃𝐴𝑗(𝑡)
 is the activity of PUj at time slot t. 
❖ Primary exclusive region: To calculate the interference introduced from all SUs into the PUs, 
the aggregated interference from SUs that will be allocated a particular station j for 
transmission was considered. However, SUs who would not be allocated this particular channel 
were supposed to introduce no interference. The next constraint has added, 
∑ 𝑥𝑖𝑗(𝑡)𝐺𝑜
𝑗𝑆(𝑖, 𝑗)−𝑛 exp (
1
2
(
log10
10
)
2
𝜎𝑖𝑗
2)𝑃𝑆𝑈
4 ≤ γ𝑡ℎ𝑟 ,   ∀   𝑆(𝑖, 𝑗) ≥ (𝑅𝑜 +  ε),      ∀ 𝑗
M
𝑖=1
 ε ϒ
            (3.17) 
where, γ𝑡ℎ𝑟 denotes the threshold of maximum allowed aggregated interference. 
❖ Impact of mobility on the optimisation problem: The mobility of these nodes has a significant 
effect on the topology of this network and the connectivity of SUs. To accurately assign the 
resources and prevent squandering the spectrum, the following condition was considered: 
 𝑃𝑟(⋀(𝑖, 𝑡))𝑥𝑖𝑗(𝑡) ≥ γ𝑐𝑜𝑛𝑛_𝑡ℎ𝑟 , ∀𝑖 ε 𝑀,     𝑗  ε ϒ,     𝑡  ε 𝜓    (3.18) 
where, 𝑃𝑟(⋀(𝑖, 𝑡)) is the connectivity of SUi at time slot t and γ𝑐𝑜𝑛𝑛𝑡ℎ𝑟  is the connectivity 
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threshold (determine the limit). If the condition is not fulfilled, then the requests will be rejected 
and no channels will be assigned to SUs who do not meet with this requirement. 
The optimisation problem of DSA for mobile SUs is defined as: 
Minimise 
∑𝑖=1
𝑀 ∑𝑗=1
ϒ Ω𝑖𝑗(𝑡)𝑥𝑖𝑗(𝑡)                     (3.19) 
Such that: 
 ∑𝑗=1
ϒ 𝑥𝑖𝑗(𝑡) ≤  1     ∀ 𝑖 ε 𝑀,     𝑡  ε 𝜓                    (3.20) 
 𝑃𝐴𝑗(𝑡)+ ∑𝑖=1
𝑀 𝑥𝑖𝑗(𝑡) ≥  1     ∀ 𝑗 ε ϒ,     𝑡  ε 𝜓                  (3.21) 
 
∑ 𝑥𝑖𝑗(𝑡)𝐺𝑜
𝑗 exp (
1
2
(
log10
10
)
2
𝜎𝑖𝑗
2) 𝑃𝑆𝑈
4  
M
𝑖=1
 {𝑆(𝑖, 𝑗)|𝑆(𝑖, 𝑗) ≥ (𝑅𝑜 +  ε)}
−𝑛 ≤ γ𝑡ℎ𝑟 ,
 
     ∀ 𝑗 ε ϒ,      𝑡  ε 𝜓          (3.22) 
𝑃𝑟(⋀(𝑖, 𝑡))𝑥𝑖𝑗(𝑡) ≥ γ𝑐𝑜𝑛𝑛_𝑡ℎ𝑟 , ∀𝑖 ε 𝑀,     𝑡  ε 𝜓   (3.23) 
Where 
Ω𝑖𝑗(𝑡) = (√2 - ŝ(𝑖, 𝑗, 𝑡)) 𝐸𝑖𝑗{𝐼𝑜 |𝑃𝐸𝑅} +(𝑆𝐴𝑖(𝑡) +  1)
−1    ∀ 𝑖, 𝑗, 𝑡  (3.24) 
𝑥𝑖𝑗(𝑡),       ε {0, 1}    ∀ 𝑖, 𝑗, 𝑡      (3.25) 
𝜓 = {1, 2, 3, ., T}      (3.26) 
ŝ(𝑖, 𝑗, 𝑡) ε [0, √(2)]        (3.27) 
where, ŝ(𝑖, 𝑗, 𝑡) is the normalised Euclidian distance between SUi and PUj (that is assigned channel j) 
at time slot t, SA(i, t) represents the activity of SUi at time slot t, and 𝐸𝑖𝑗{𝐼𝑜 | 𝑆(𝑖, 𝑗)} is the expected 
interference caused by SUi to PUj given the mutual Euclidean distance between them. 𝐸𝑖𝑗{𝐼𝑜 | 𝑆(𝑖, 𝑗)} 
can be calculated as: 
𝐸𝑖𝑗{𝐼𝑜 |𝑃𝐸𝑅} =  𝐺𝑜
𝑗{𝑆(𝑖, 𝑗) | 𝑆(𝑖, 𝑗) ≥ (𝑅𝑜 +  ε)}
−𝑛 exp (
1
2
(𝜎𝑖𝑗
log10
10
)
2
) 𝑃𝑆𝑈
4   
            (3.28) 
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This method transforms the non-convex issue to a Lagrange dual problem and, instead of solving the 
initial problem, the dual problem can be solved by invoking the primal-dual concept, by finding the 
Langrangian multipliers. Starting with forming the Lagrangian for optimisation issue, it can be written 
as shown in equation (3.29). 
𝐆 (𝝔,𝝕, 𝝃, 𝝋)  =   ∑  𝑀𝑖=1 ∑ Ω𝑖𝑗𝑥𝑖𝑗
∗ + ϒ𝑗=1  ∑  
𝑀
𝑖=1 ∑ 𝜚𝑖
ϒ
𝑗=1 (𝑥𝑖𝑗
∗  (𝑡) − 1 ) - ∑  𝑀𝑖=1 ∑ 𝜛𝑗(𝑥𝑖𝑗
∗ (𝑡) +ϒ𝑗=1
 𝑃𝐴𝑗(𝑡) – 1) + ∑  
𝑀
𝑖=1 ∑ 𝜉𝑗 
ϒ
𝑗=1 (𝐺𝑜𝑆(𝑖, 𝑗)
−𝑛 exp (
1
2
(
log10
10
)
2
𝜎𝑖𝑗
2) 𝑃𝑆𝑈
4 𝑥𝑖𝑗
∗ (𝑡) −  γthr) - 
∑  𝑀𝑖=1 ∑ 𝜑𝑗
γ
𝑗=1
(⋀(𝑖, 𝑡))𝑥𝑖𝑗
∗ (𝑡) − γ𝑐𝑜𝑛𝑛𝑡ℎ𝑟)      
(3.29) 
where, 𝝔,𝝕, 𝝃,𝝋 are the Lagrange multipliers. The Karush-Kuhn Tucker conditions should be 
satisfied, with the optimality conditions defined in equations (3.30) to (3.35) 
𝑥𝑖𝑗
∗  (𝑡)  ≥  0, 𝜚𝑖 ≥
  0,    𝜛𝑗 ≥
  0,    𝜉𝑗 ≥
  0,     𝜑𝑗 ≥
  0,      ∀i,j,t   (3.30) 
𝜚𝑖∑ (𝑥𝑖𝑗
∗  (𝑡) − 1) = 0
γ
𝑗=1
      (3.31) 
 𝜛𝑗∑ (𝑥𝑖𝑗
∗  (𝑡) + 𝑃𝐴𝑗(𝑡) − 1) = 0
M
𝑖=1
    (3.32) 
𝜉𝑗 ∑ 
𝑀
𝑖=1
(𝐺𝑜{𝑆(𝑖, 𝑗)|𝑆(𝑖, 𝑗) ≥ (𝑅𝑜 +  ε)}
−𝑛 exp(
1
2
(
log 10
10
)
2
𝜎𝑖𝑗
2)𝑃𝑆𝑈
4 𝑥𝑖𝑗
∗ (𝑡) −  γthr)
 
            (3.33) 
𝜑𝑗∑ (⋀(𝑖, 𝑡))𝑥𝑖𝑗
∗ (𝑡)
γ
𝑗=1
− γ𝑐𝑜𝑛𝑛𝑡ℎ𝑟) = 0     (3.34) 
𝜕𝐆
𝜕𝑥𝑖𝑗
∗
 = 0         (3.35) 
The optimal allocation can be found by solving the minimisation problem of the Lagrangian using 
Newton’s method to a sequence of equality constrained problems. 
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Figure 3.13 shows that after a certain number of femtocells are added to the network, the average 
interference suffered by the PU becomes steady and becomes almost saturated at one point. The 
interference suffered by PUs increases almost linearly for a small number of femtocells within the 
macrocell. If more femtocells are deployed in the networks, Figure 3.13 also shows that it does not 
have any major influence in terms of interference level. Compared with the cluster-based frequency 
reuse approaches such as SFR and reuse1, deploying more femtocells, particularly the LTE-A network 
using distributed DSA techniques, maintain a low interference with macrocells. As the femtocell 
deployment ratio increases in the network, DSA will make the reuse sparser to mitigate interference. 
However, when the total number of femtocells is low in a network, then the influence of DSA 
approaches are less significant in terms of interference. 
 
 
Figure 3. 13 Primary user interference vs number of secondary users 
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Fig. 3.14 shows the overall average user capacity (Mbps) against the number of active femtocells 
deployed in the LTE-A network for the different frequency allocation schemes. For a small number of 
actively deployed femtocells, the performances in terms of the capacity of all the approaches are very 
close to each other. This can be explained as the amount of interference power still being limited and 
tolerated by different types of UEs. As the number of femtocells increase, the DSA approach provides 
much better performance compared to reuse-1 and SFR; therefore, the average user capacity may 
decrease with a large number of femtocells deployed in a network using reuse-1 and SFR schemes 
[21]. 
Figure 3. 14 Average user capacity vs number of femtocells in the network. 
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Figure 3. 15 Fairness ratio vs average user capacity for DSA, SFR and reuse-1 schemes. 
 
Figure 3. 16 Average primary users capacity vs number of secondary users   
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Figure 3.15 shows the fairness ratio against several active femtocells deployed for the different 
frequency allocation techniques such as reuse-1, SFR and DSA. There were not many differences 
between these three in terms of fairness when the number of active femtocells was increased. SFR and 
reuse-1 schemes provided a flat performance against several active femtocells but with lower fairness 
ratio values than DSA. The fairness of the reuse-1 and SFR schemes was highly degraded at higher 
femtocell densities due to the unmanaged interference. The reuse-1 scheme can provide a high level 
of throughput at the expense of very poor fairness and QoS. The SFR scheme can provide better 
throughput performance, which is not too far from the reuse-1 scheme. DSA can provide a high level 
of throughput with high fairness and QoS. 
As seen in Figure 3.16, the PU is always prioritised among SUs. The average capacity for PUs always 
remains almost the same. There were significant performance changes for the SU with an increasing 
number of users. The average capacity of the SU will decrease with changes of the user number. 
 
3.5. Summary 
A capacity-based cognitive cell selection resource allocation algorithm was proposed for LTE-A 
femtocell architecture. The performances of dedicated and co-channel deployment for LTE-A cluster-
based femtocell were also compared with the proposed algorithm. Based on the simulation results, the 
QoS deviation of the users within the cluster was balanced and ensured the maximum spectral 
efficiency of each FAP. Capacity-based cognitive co-channel deployment in the LTE-A femtocell also 
maximised efficient use of the spectrum in the indoor scenario. It overcomes the demand for additional 
macrocells for indoor coverage and allows the existing macrocell to offload user traffic through the 
FAPs backhaul.  
Another focus on this research was deploying more femtocells using DSA under the macrocell 
coverage area, which can solve the problem of limited coverage areas. Interference between femtocells 
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and macrocell arises when femtocells are deployed randomly. In the first contribution, implementing 
distributed spectrum access technique between macrocell and femtocells, the interference level could 
be minimised and enhanced the overall performance of the LTE-A system. The second contribution 
investigated a more accurate approach, wherein the QoS of PUs and SUs within the femtocell was 
balanced and ensured the maximum spectral efficiency of each FAP. It also overcame the demand for 
additional macrocell for indoor coverage and allowed the existing macrocell to offload user traffic 
through the FAPs backhaul.  
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 Resource Allocation and Coverage 
Optimisation for LTE-A Femtocell 
4.1. Overview 
Transmit power is a key component for network optimisation. Adjusting the femtocell transmit power 
for coverage optimisation can reduce interference, coverage overlap and unwanted mobility events. 
This approach might reduce overall coverage gaps in the femtocell network; however, it also affects 
the femtocell service performance for the low transmit power. Transmission power optimisation 
techniques, as well as the current research findings and drawback on coverage optimisation, are 
discussed in the literature [Referred to section 2.5]. A dynamic transmit power optimisation method is 
also required for coverage overshooting. In this chapter, a new femtocell coverage optimisation 
algorithm is proposed that reduces coverage gaps and cell interference while increasing the SNR of 
the users. The proposed coverage optimisation algorithm utilises two power allocation techniques that 
continuously update the transmission power levels of the femtocell network by including a weighted 
value. Simulation results show that the proposed algorithm improves the overall network performance. 
4.2. Proposed Algorithm 
The proposed femtocell network resource allocation consisted of power allocation and channel 
scheduling processes. In the power allocation process, the priority-based power allocation aims to 
improve coverage where users are located. Principally, the coverage optimisation procedure in the 
femtocell network was similar to the BS deployed for outdoor cellular networks. In some cases, 
multiple numbers of femtocell BS are required to deploy within a large confined indoor area, which 
functionally works as a macrocellular network, covering an area similar to an outdoor area. In such 
deployments, each femtocell interacts with the other femtocell in the group as well as the existing 
macrocell in the neighbourhood. The deployment of the femtocell in the indoor environment is entirely 
random, and it is not always deployed at the centre of the coverage gap, which leads to a demand for 
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coverage optimisation. Coverage optimisation helps the femtocell to minimise the overlapping region 
with its neighbouring femtocell and increase the QoS of the femtocell network. 
 Power Allocation  
The coverage optimisation-based priority sensing power allocation consisted of two selection 
processes. In the first selection process, the power allocation to femtocells within the coverage region 
was continuously updated based on coverage gaps. The second selection process aimed to reduce 
overlapping cells in the coverage region by continually updating femtocell power allocation. 
Monitoring to identify coverage gaps and overlapping zones was carried out to collect data from active 
devices within the coverage region. 
 
 
                              
Figure 4. 1 Flow chart of the algorithm 
The cell coverage optimisation and cell overlap reduction processes were prioritised, and the priority 
Initializing a Functioning Area 
(10-20 Femtocells) 
Determine the coverage gap in the 
network 
Identify serving cells in that 
coverage area 
Perform the coverage gap reduction 
operation 
Determine the overshooting 
simulations in the network 
Perform the cell overshooting 
reduction operation 
Update the power 
level of the 
femtocells in the 
functioning area 
after finalizing all 
the priority power 
bundles and 
implement in the 
network at the 
end of each 
iteration 
 
 
101 
was set as a weight value depending on the number of affected regions. The outcome of the process 
aimed to maintain network quality. Thus, selection of cell coverage optimisation might cause the 
femtocells to increase output power thereby reducing coverage gaps in one direction but increasing 
cell overlap in other directions. When there were no areas without coverage, the network focused on 
coverage overshooting. During this process, the weight value calculation was tuned to identify the 
appropriate power output for femtocells within the coverage region. The flow chart of the power 
allocation process is shown in Figure 4.1. 
 
 Power Allocation Procedure 
Let us consider; N is the number of users and M is the number of femtocells within the coverage area. 
The received signal for the Nth user for the Mth femtocell is Pn,m, where N = 1, 2, 3…… N and M = 1, 
2, 3……and the threshold for handover is Pthes.  
The weight count for coverage gap optimisation is Kc, and the coverage overlap optimisation is Ko. 
If Pn,m < Pmin or Pn,m-Pn-1,m = Pthes with the total weight, Pw = Nc x Kc - No x Ko and the new allocated 
Algorithm: Power Allocation 
% system is active for both Femtocells and Users 
for i=1 to “total active users” 
for j=1 to “total active femtocells” 
find the coverage gap and lunch Coverage gap optimization procedure 
find coverage overshooting 
lunch Coverage overshooting procedure 
end if 
end for 
end for 
% update and implement the allocated power matrix in the next loop 
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power for the Mth femtocell is Pn,m = Pn,m + Pw. If the coverage gap is zero, Pw = No x Ko and if the 
overlap is zero, Pw = Nc x Kc. 
 Coverage Gap Reduction Procedure 
A network performance monitoring process utilising traffic flows between femtocell eNode BSs and 
user devices that identify coverage gaps or overshooting in the network will trigger the cell coverage 
optimisation processes by reducing gaps and overshooting. 
A weight value was allocated to identify the key priorities in the network design process, which might 
be to optimise coverage through gap reduction or overshooting reduction. Depending on the network 
monitoring outcomes, the proposed algorithm would carry out either the coverage gap reduction or  
                                          
Figure 4. 2 Coverage gap reduction 
overshooting reduction operations. 
The coverage gap reduction process is described in Figure 4.2 and the coverage overshooting process 
is provided in Figure 4.3. The steps involved in each process have been rationalised to ensure that the 
algorithm used can leverage the common aspects of what is to be achieved while optimising coverage. 
Determine the coverage gap in 
the network 
Mark the coverage gap zones 
Identify the nearest serving cells in the coverage 
gap zones 
Select the best candidate to assign the coverage 
gap reduction weight value 
Assign the new power level of the target femtocell 
by adding the weight value to its existing power 
level 
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 Coverage Overshooting Reduction Procedure 
 
Figure 4. 3 Coverage overshooting reduction 
Algorithm: Coverage Gap Reduction 
% system is active for both Femtocells and Users 
 for i=1 to “total number of femtocells.” 
calculation of pathloss and signal to noise ration 
if Coverage gap exists 
select the nearest cell to serve  
end if 
Power of ith Femtocell = Power.of ith Femtocell +.Coverage gap weight value 
end for 
% adjust the assigned allocated power  
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Both algorithms follow the same procedure.except in defining the interference.threshold. Initially 
femto1 and femto2 has been considered in the network for the performance analysis and the power 
optimization calculation. 
The highest available throughput can be estimated using Shannon’s formula: 
Throughput = ∆ f log2 (1 +
𝑃𝑓𝑒𝑚𝑡𝑜2
𝑖
𝜎𝐴𝑊𝐺𝑁
2 + 𝐸𝑓𝑒𝑚𝑡𝑜1 
𝑗𝑖
 {𝐼𝑜 } 
)         (4.1) 
where σAWGN is the variance of the Additive White Gaussian Noise (AWGN), and 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖  {𝐼𝑜 } is the 
interference introduced by femto1
j that is occupying channel j to femto2
i, ∀i transmitting on channel j. 
𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖  {𝐼𝑜 } is defined as follows: 
𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖  {𝐼𝑜 } =  {
𝐺𝑜
𝑗𝑆(𝑖, 𝑗) −𝑛 exp (
1
2
(𝜎𝑖𝑗
log10
10
)
2
) 𝑃𝑓𝑒𝑚𝑡𝑜1
𝑗 ,                 𝑃𝐴𝑗 = 1
0,                                                                                    𝑃𝐴𝑗 = 0
  (4.2) 
After calculating the throughput of every user of femto2, the throughput could be described as the 
amount of the transmission rates of all femto2’s. The target is to optimize the power allocation in such 
a manner that maximizes the achievable throughput and as well as optimize the coverage overshooting 
Algorithm: Coverage Overshooting 
% system is active for both Femtocells and Users 
 for i=1 to “total number of femtocells” 
calculation of pathloss and signal to noise ration 
if Overshooting exists 
select the.nearest cell to serve  
end if 
Power of ith Femtocell = Power of ith Femtocell –Coverage.overshooting.power bundle 
end for 
% adjust the assigned allocated power 
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and gap. In addition, the power to any femto2 cannot be higher than the maximum permitted 
transmission power. The optimization problem may be formulated as follows: 
 max
𝑃
     ∑  𝑀𝑖=1 ∑ 𝑥𝑖𝑗 (𝑡) log (1 +
𝑃𝑖𝑗 
𝜎𝐴𝑊𝐺𝑁
2 + 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖
 {𝐼𝑜 } 
)  ϒ𝑗=1           (4.3) 
such that: 
∑  𝐸𝑖𝑗 {𝐼𝑜 }
𝑀
𝑖=1
𝑥𝑖𝑗 (𝑡)  ≤ Interference Threshold    ∀𝑗  ε ϒ,     𝑡  ε 𝜓       (4.4) 
0 ≤ ∑𝑗=1
𝑗=ϒ
 𝑃𝑖𝑗 (𝑡) ≤  𝑃𝑓𝑒𝑚𝑡𝑜2
𝑚𝑎𝑥        ∀𝑖 ε 𝑀,     𝑗  ε ϒ,     𝑡  ε 𝜓        (4.5) 
∑  𝑀𝑖=1 ∑ 𝑃𝑖𝑗 ≤  𝑃𝑇 
ϒ
𝑗=1 ,       ∀   𝑡  ε 𝜓            (4.6) 
where 𝑃𝑓𝑒𝑚𝑡𝑜2
𝑚𝑎𝑥  is the highest allowable  transmission power of femto2 and 𝑃𝑇 is the total available 
power. 
Interference level for both of the algorithms is given as follows: 
                   Interference threshold = {
γthe ∀ 𝑐ℎ. 𝑗 ε ϒ,
γthr
1+PAj
 ∀ 𝑐ℎ. 𝑗 ε ϒ,                      (4.7) 
where PAj ε {0, 1} represents the activity of femto1 
j in channel j. (4.3) – (4.6) can be explained by the 
Langrangian and solving for the Langrangian multipliers by invoking the primal-dual concept. The 
Langrangian for the optimisation problem being considered is written as: 
𝐺 (𝝔,𝝕, 𝝃, 𝝋)  =   ∑  𝑀𝑖=1 ∑ 𝑥𝑖𝑗log
ϒ
𝑗=1
 (1 + 
𝑃𝑖𝑗
∗
𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖
 {𝐼0} + 𝜎𝐴𝑊𝐺𝑁
2
) + ∑ 𝜑𝑗𝑃𝑖𝑗
∗ϒ
𝑗=1  + ∑ 𝜚𝑗
ϒ
𝑗=1  (γthr −
 ∑ 𝐸𝑖𝑗  {𝐼0}
𝑀
𝑖=1
) +  𝜛 (PT − ∑ ∑ 𝑃𝑖𝑗
∗
γ
𝑗=1
𝑀
𝑖=1
) + ∑ 𝜉𝑖 (𝑃𝑚𝑎𝑥 − 𝑃𝑖𝑗
∗ )
M
𝑖=1
 
                     (4.8) 
Where 𝝔,𝝕, 𝝃, 𝝋 are the Lagrange multipliers. the langrangian of the power allocation is a convex 
optimization problem.  
𝑃𝑖𝑗
∗ (𝑡) ≥ 0, 𝜚𝑗 ≥ 0, 𝜛 ≥ 0, 𝜑𝑗 ≥ 0,   ∀𝑖, 𝑗, 𝑡             (4.9) 
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          𝜚𝑗  (γthr − ∑ 𝐸𝑖𝑗  {𝐼0}
𝑀
𝑖=1
) = 0,   ∀𝑗 ε ϒ            (4.10) 
 𝜛 (PT − ∑ ∑ 𝑃𝑖𝑗
∗
γ
𝑗=1
𝑀
𝑖=1
) = 0                (4.11) 
         𝜉𝑖 (𝑃𝑚𝑎𝑥 − 𝑃𝑖𝑗
∗ ) = 0,   ∀𝑖 ε 𝑀             (4.12) 
𝜑𝑗𝑃𝑖𝑗
∗ = 0,   ∀𝑗 ε ϒ              (4.13)  
𝜕𝐆
𝜕𝑃𝑖𝑗
∗
 = 0 
0 =  
1
𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖
 {𝐼0} + 𝜎𝐴𝑊𝐺𝑁
2 + 𝑃𝑖𝑗
∗
 - 𝜛 - ∑  𝑀𝑖=1 𝜉𝑖 + ∑  
𝑀
𝑖=1 𝜑𝑖 - 
∑ 𝜚𝑗𝐺0
𝑗{𝑆(𝑖, 𝑗)}−𝑛 exp (
1
2
(𝜎𝑖𝑗
log10
10
)
2
)
γ
𝑗=1
            (4.14)  
After mathematically manipulating (4.14): 
𝑃𝑖𝑗
∗  =  
1
𝜛+ 𝜉𝑖 − 𝜑𝑖+ ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗  
 - 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖 {𝐼0} - 𝜎𝐴𝑊𝐺𝑁
2            (4.15)  
where: 
œ𝑗 = 𝐺0
𝑗{𝑆(𝑖, 𝑗)}−𝑛 exp (
1
2
(𝜎𝑖𝑗
log10
10
)
2
)            (4.16)  
Since the allocated power cannot be less than zero, 
1
𝜛+ 𝜉𝑖 − 𝜑𝑖+ ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗  
 ≥ 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖 {𝐼0} + 𝜎𝐴𝑊𝐺𝑁
2             (4.17)  
In case of 
1
𝜛+ 𝜉𝑖 − 𝜑𝑖+ ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗  
 > 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖 {𝐼0} + 𝜎𝐴𝑊𝐺𝑁
2  , the value 𝜑𝑖 = 0. Consequently: 
𝑃𝑖𝑗
∗  =  
1
𝜛+ 𝜉𝑖 + ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗  
 - 𝐸𝑓𝑒𝑚𝑡𝑜2
𝑗𝑖 {𝐼0} - 𝜎𝐴𝑊𝐺𝑁
2             (4.18)  
 
Similarly, the maximum limit of 𝑃𝑖𝑗
∗  is Pmax. Hence, when 
1
𝜛+ 𝜉𝑖 − 𝜑𝑖+ ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗  
 > Pmax + 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖 {𝐼0} + 
𝜎𝐴𝑊𝐺𝑁
2  , and  𝜑𝑖 = 0. Consequently: 𝑃𝑖𝑗
∗  = Pmax. To summarise, the optimal 𝑃𝑖𝑗
∗  can be calculated by 
computing the Langrangian parameters as follows: 
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 𝑃𝑖𝑗
∗  
=  
{
 
 
 
 
 
 0                                                                       
1
𝜛 + 𝜉𝑖 − 𝜑𝑖 + ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗  
 ≤  Æ
1
𝜛 + 𝜉𝑖 + ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗   
 −  𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖 {𝐼0}  −  𝜎𝐴𝑊𝐺𝑁
2      Æ <  
1
𝜛 + 𝜉𝑖 + ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗   
 ≤ 𝑃𝑚𝑎𝑥 +  Æ  
𝑃𝑚𝑎𝑥                                                                
1
𝜛 + 𝜉𝑖 + ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗   
>  𝑃𝑚𝑎𝑥 +  Æ
 
         (4.19)  
where:                                                
    Æ = 𝐸𝑓𝑒𝑚𝑡𝑜1
𝑗𝑖 {𝐼0} + 𝜎𝐴𝑊𝐺𝑁
2     
 (4.20) 
or simply: 
𝑃𝑖𝑗
∗ = [
1
𝜛+ 𝜉𝑖 + ∑ 𝜚𝑗
ϒ
𝑗=1 œ𝑗
−  Æ ]
+
⋀  𝑃𝑚𝑎𝑥     (4.21) 
Where [a]+ means max(0,a) and a⋀b means min(a,b). Since the problem has three sets of langrangian 
parameters. 
4.3. Simulation Results and Discussion 
The system parameters used for the network model are presented in Table 4.1 and Table 4.2. For this 
scenario, MATLAB and Wireless InSite®  have been used for the simulation. Four simulations were 
considered with and without users in the power allocation simulations. The simulations were 
developed based on the possible layout of the live femtocell network. A functioning area was declared 
by creating both fixed and random deployment of femtocells and users in the simulation area to analyse 
the performance of the system. In all simulations, higher weight value was considered for coverage 
gap reduction compared to that of an overlapping reduction. 
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Table 4. 1 Simulator Initialised Parameters 
 
Parameters 
 
Value 
 
Macrocell  radios 
 
 
250 m 
 
Macrocell  TX power 
 
46 dBm 
 
Femtocell default power 
 
18 dBm 
 
PL for outdoor walls 
 
20 dB 
 
PL for indoor walls 
 
5 dB 
 
Sub-carrier spacing 
 
15 KHz 
 
Bandwidth (MHz) 
 
20        15               10     5       3    0.25 
 
Modulation 
 
64QAM,    64QAM,      16QAM,   16QAM,   QPSK,   QPSK 
 
Sub-carrier spacing 
 
15 KHz 
Table 4. 2 Simulation Parameter Settings 
 
Parameters 
 
Value 
 
Simulation area 
 
10 m * 10m and 30m *30m 
 
Femtocell max power 
 
23 dBm 
 
User movement probability 
 
0.4 
 
Power increase in constant 
 
1 
 
Power decrease in constant 
 
0.1 
 
Overlap threshold 
 
0.2 
 
Overlap user threshold 
 
0.2 
 
Unwanted handover threshold 
 
0.2 
Table 4. 3Four Scenarios for Simulation 
 
 
 
Functioning area Number of 
femtocells 
Femtocell Position Number of 
femtocell users 
Femtocell Users’  
Position 
 
1 
 
10 m x 10 m 
 
4 
 
Static 
- - 
 
2 
 
30 m x 30 m 
 
20 
 
Static 
- - 
 
3 
 
30 m x 30 m 
 
20 
 
Randomly 
distributed 
 
40 
 
Static 
 
4 
 
30 m x 30 m 
 
20 
 
Randomly  
distributed 
 
40 
 
Randomly 
distributed 
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In the first simulation, the 10 m × 10 m functioning area was considered with no femtocell user. The 
femtocells were kept at equal distances from each other in such a manner that they covered the whole 
coverage area. The second simulation was larger than the first one, and 20 femtocells having a static 
position inside the map were considered; no users were associated. In the third simulation, femtocells 
were distributed on a partially random basis and 40 femtocell users were introduced with fixed 
positions. 
                          
In the final simulation, the deployment of both the femtocell and the users was kept random and 
positioned in such a way that none of the femtocells or users overlapped with each other at the same 
point. The simulations considered in this section are summarised in Table 4.3. 
 
 
 
Figure 4. 4 Femtocell BS position in the operating area for simulation 1 (2D) 
 
 
 
110 
              
In simulation 1, the primary purpose was to create a smaller area so that it would be easy to understand 
the nature of the power allocation change in the femtocell. Four femtocells were deployed in the 
functioning area while placing them at equal distances from each other. Figure 4.4 shows the positions 
of the femtocells in the functioning area. 
After placing the femtocells in their fixed positions, the network was simulated based on the proposed 
optimisation technique to cover up the gap in coverage and reduce the overshooting events. Because 
in the first two simulations, users were not considered, users performance evolution were not 
performed. Initially, the system was simulated in each of the femtocells using 20 dBm power. The 
initial coverage of all the femtocells is presented in Figure 4.5. 
As can be seen in Figure 4.5, zero coverage gaps exist in the network because the femtocells were 
transmitting at a higher transmit power in the functioning area. The z-axis represents the value of SNR 
in dBm. Due to higher transmit power in this simulation, some overlapping zone pop-up occurred in 
the radius direction of the femtocell. 
 
Figure 4. 5 The cumulative coverage of functioning area for femtocells  
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Figure 4.6 represents the coverage overlap areas by subtracting from RX sensitivity. The overlapping 
zones can be seen in the middle of the 3D plot together with their received power. Such unwanted 
overlapping zones in a particular network initiates an unwanted handover request to the user who was 
in that coverage overlap zone. 
                         
 
Figure 4. 6 Overlap of coverage zone with transmitting power at 20 dBm 
Figure 4. 7 Coverage overlaps  of the functioning area during the optimisation 
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Figure 4.7 shows the coverage simulations after the proposed power allocation process. The coverage 
overlap in the middle of the working area has been minimised by reducing the transmit power of 
femtocell number 1, hence reducing its coverage zone. However, due to the reduction of transmit 
power, some coverage gaps were created in the opposite direction of the overlapping zone from the 
femtocell and near to the border of the functioning area. 
As the priority for the coverage gap was set at the highest value, the network first performed coverage 
gap reduction and then coverage overshooting reduction. The system initially observed network 
coverage gaps. After that, it checked whether the functioning area had any overshooting zones. The 
operation procedure was performed in ascending order from femtocell 1 to femtocell 4 and it kept 
running in a continuous loop optimising the allocated power after the end of each loop. The transmit  
                                     
power of femtocells decreases or increases periodically after every iteration based on the coverage gap 
and overshooting zone. The proposed optimisation technique was developed for real-time operation 
considering heterogeneous networks; it will keep running until it reached the best possible combination 
of transmit power from each femtocell for a certain number of femtocell users. In an ideal case, it will 
continuously sense the radio environment and will keep updating the system based on the intelligent 
Figure 4. 8 Coverage zone of four femtocells during the optimisation process 
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algorithm structure. 
                             
The area marked in Figure 4.8 is the area where the coverage gap was induced in the functioning area 
during the operation. After optimisation, the cumulative coverage showed a coverage gap in the 
functioning area that was not there before the optimisation process. 
Figure 4.9 shows the power allocation of the femtocells in the functioning area, where the power of 
femtocell one was reduced during the optimisation process. However, another simulation was run 
where the initial power level was changed from 20 dBm to 15 dBm for each of the femtocells. With 
the initial power of 15 dBm, the existence of a large coverage gap with no overlapping in the 
functioning area was revealed (Figure 4.10). In that case, the power allocation process gradually 
increased the power level, ending up at 20 dBm, and then focused on the overlapping simulations. 
 
 
 
 
Figure 4. 9 Change in femtocell TX power during the optimisation process 
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Figure 4. 10 Femtocells coverage at 15 dBm TX power. 
Figure 4. 11 Position of the femtocell for simulation 2. 
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In simulation 2, 20 femtocells were considered at pre-defined locations. The functioning area 
considered in this case was 30 m × 30 m. A sample layout of the functioning area and the femtocell 
positions are depicted in Figure 4.11. The simulation was performed with 20 dBm initial power in the 
femtocells. Figure 4.12 shows a three-dimensional view of the coverage functioning area. 
                       
                              
Figure 4. 12 Coverage zone of femtocells in 3D. 
Figure 4. 13 Coverage gaps of the femtocells after the coverage optimisation process. 
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Even though the optimisation technique was settled for continuous updates of the functioning area, a 
certain number of iterations was performed for the proposed method to verify the effect in the 
functioning area. This showed that the coverage gaps in the functioning area were almost reduced. 
Figure 4.13 represents the threshold limit of the coverage gaps. Figure 4.14 shows the changes that 
were made to the TX power of femtocells during the optimisation process. The initial TX power was 
20 dBm for all the femtocells. After a certain number of iterations during the optimisation process, the 
power of all the femtocells increased based on the best possible combination to cover up the coverage 
gaps in the network. After the optimisation process, four femtocells ended up transmitting 26 dBm,  
                            
which is the maximum. Some of the femtocells increased their power by 1 or 2 dBm, and two 
femtocells stayed the same. This indicates that the allocated power of 20 dBm was not enough for the 
femtocell to cover the operation area (Figure 4.15). 
 
 
 
Figure 4. 14 Variation in TX power level of the femtocells after optimisation. 
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20dBm power was allocated initially to the all active femtocell. When all the femtocell were active 
with SU and PU user, the initial allocated power of 20 dBm was not enough for the femtocell to cover 
the operation area. (Figure 4.15). 
                           
 
Figure 4. 15 Coverage gaps after optimisation. 
 
Figure 4. 16 Position of the femtocells and users in simulation 3 
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In simulation 3, femtocell users were considered in the functioning area. Figure 4.16 shows the 
positions of the users and the femtocells in the functioning area. 
                              
A 2D view of the coverage area before the optimisation is given in Figure 4.17. The illustration shows 
that due to the random deployment of femtocells, random coverage gaps exist for femtocells 
Figure 4. 17 Coverage area of the femtocells in simulation 3. 
Figure 4. 18 Coverage gaps in the functioning area for simulation 3. 
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transmitting at a pre-defined TX power without optimisation. Figure 4.18 shows the target coverage 
zone, which needs to be optimised. 
                        
                   
Figure 4.19 presents the combined coverage of the femtocells after the optimisation process. It shows 
that the coverage gaps have been reduced by adjusting the TX power level of  femtocells during the 
Figure 4. 19 Combined coverage of the femtocells after optimisation. 
Figure 4. 20 Change of the femtocell TX power after the optimisation process. 
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optimisation process. 
                          
Figure 4.20 represents the newly allocated TX power of each femtocell after the optimisation process. 
Figure 4.21 shows the average SNR of the users under the coverage of the femtocell network and how 
it improves after each iteration. The line graph gradually improves as the optimisation process reduces 
the coverage zone after each step. The average SNR improvement is approximately 15 dBm in this 
distribution of femtocells. 
The increment of the SNR of the users is an outcome of the TX power of femtocell that has been 
allocated intelligently using the optimisation technique. It can also be noticed by observing the upward 
trend of the line graph for every iteration. When the curves started to become parallel to the horizontal 
plane, the SNR has reached the maximum. The optimisation technique kept updating the system until 
the system performance reached the highest level.  
 
 
Figure 4. 21 Average SNR of the users during the optimisation process. 
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In simulation 4, both femtocells and femtocell users were randomly deployed within the functioning 
area (coverage). Twenty (20) femtocells were deployed randomly and forty (40) random femtocell 
users were considered. A sample layout of the coverage functioning area and femtocell position is 
given in Figure 4.22.  
                        
Figure 4. 22  Position of the femtocells in simulation 4 
Figure 4. 23 Femtocells coverage in simulation 4 
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Figure 4.23 shows the existing coverage gaps. In this case, the coverage gaps show the same pattern 
as in simulation 3. Figure 4.24 shows the coverage of the femtocells after the optimisation process has 
been performed. 
                         
                           
Figure 4. 24 Combined coverage of the femtocells after optimisation. 
Figure 4. 25 Change of TX power after optimisation. 
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Figure 4.25 shows the change of TX power in each femtocell. In this simulation, the initial TX power 
for each femtocell was also 20 dBm. After the optimisation process, the TX power of the femtocell 
was adjusted based on the coverage gaps in the network. Similar to simulation 3, the average SNR 
( Figure 4.26)  of the users in simulation 4 increased after every iteration. Even when the femtocells 
were deployed randomly in the system, the optimisation technique successfully managed to increase 
the SNR of the users. 
4.4. Summary 
Femtocells improve network radio resource utilisation by increasing spectral efficiency and enhancing 
QoS, especially indoors. In this research, a coverage optimisation technique was proposed based on 
femtocell network priority settings. The coverage optimisation technique included a coverage gap 
reduction scheme and a coverage overshooting reduction scheme. The priority of each scheme was set 
by assigning a weight value within the coverage optimisation technique. Four simulation simulations 
were used to analyse the coverage optimisation technique performance and, in all cases, the results 
demonstrated that the approach improved coverage and reduced femtocell overshooting. 
Figure 4. 26 Average SNR of the users during the optimisation process. 
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 Channel Scheduling of LTE-A Femtocell 
5.1. Overview 
In LTE-A, uplink channel allocation is mandated by the contiguity paradigm, which requires 
computational complexity and intricacy. With the massive deployment of small cells, e.g. a femtocell 
in recent days, user experience in the uplink is as vital as in the downlink. PAPR is the critical factor 
in the SC-FDMA network that allows low power consumption and contiguous resource allocation. 
The high peak-to-average ratio is the main obstacle that causes non-linearity at the receiving end of 
the transmission. PAPR increases complexity in the channel allocation and power transmission in the 
uplink. Therefore, an uplink channel scheduling scheme should be considered with a trade-off between 
low computation complexity and system performance. As a solution to this, SC-FDMA has been chosen 
as the uplink access scheme of the LTE-A network. In SC-FDMA, a contiguous RB is required to take 
advantage of the PARP. 
A proper uplink channel scheduling algorithm for uplink operation can reduce the PAPR in 
transmission. In previous studies, different algorithms have been proposed to improve performance in 
the frequency domain and uplink channel usage [Referred to section 2.6.1.3]. However, a more 
efficient and compact channel scheduling algorithm is yet to be found. An efficient and optimised 
uplink channel scheduling algorithm will allow the system to maximise resource occupation and uplink 
channel allocation. In this research, a NWCS algorithm was proposed to improve the network 
performance in the LTE-A uplink femtocell network. Simulation results show that the NWCS performs 
better for uplink and eliminates the gap of the current channel scheduling algorithms for the LTE-A 
femtocell. 
SC-FDMA is the most suitable option for the LTE-A uplink. Contiguity characteristics are required 
for optimum channel scheduling in an SC-FDMA system. The right scheduling in the uplink will 
maximise the user experience and network efficiency. Channel scheduling requires a proper formation 
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of the matrix as an input. The structure of the matrix should be intelligent enough to consider the 
allocated bandwidth and number of serving users within the range of the active serving cell. In such a 
process, LTE-A uses a channel sounding process that allows the eNodeB to monitor the channel 
condition for all users over the allocated bandwidth. By extracting the channel condition information 
(CCI) from the users, the eNodeB manages the matrix for each user for each RB. This matrix is called 
a channel gain matrix that is updated every 1 ms by the CCI that is sent periodically by the users. 
Channel scheduling algorithms are performed based on this channel state condition matrix. 
5.2. Proposed Channel Scheduling Algorithm 
Channel scheduling algorithms consist of a formation of the matrix that requires a resource allocation 
matrix as input. The formulation is performed in the proposed channel scheduling algorithm, which is 
a channel-dependent (CD) paradigm. In a multi-user scenario, different users experience different 
channel condition because of variables such as PL, the motion of the users, shadowing, and so on. In 
the channel scheduling algorithm, the target is to achieve the multi-user diversity gain by distributing 
resources to the users based on the channel condition. LTE-A uses a channel sounding technique that 
allows the eNodeB to monitor the channel condition of all UEs over the entire bandwidth. Each single 
UE periodically (1 ms) sends a sounding reference signal to the eNodeB, which extracts CCI and 
forwards it to the CCI manager. The CCI manager generates a metric value for each RB for each UE, 
creating a matrix called the channel conditions matrix. Before any performing channel scheduling, this 
channel gain matrix is utilised to enhance the performance of the system by allocating the correct 
channel blocks to the right user. In the CD paradigm, the allocation aims to achieve the maximum 
utilisation of the channel based on the channel gain matrix. Unfortunately, due to the channel 
contiguity characteristic of SC-FDMA, discrete channel block allocation is not possible. Intelligent 
block allocation is necessary to find the best utilisation of the channels based on the channel gain 
matrix. 
The proposed NWCS algorithm evaluates a new technique channel scheduling algorithm that utilises 
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both row and column allocation. Before the allocation, the algorithm performs a few steps of pre-
processing in the channel gain matrix. 
 
The initial allocation of the channel schedule is followed by using the highest continuous RB in a row. 
Because it is a CD paradigm, the priority is set to ensure the maximum channel state matrix while 
maintaining the continuity of RB allocation. The algorithm optimises the selection of row and column 
through such a principle that allows better allocation of RB to the UE based on their channel state 
matrix. During the initial stage, the channel state matrix is normalised based on the user experience for 
the entire bandwidth. However, at any given time, there will be at least two users in any particular cell. 
Therefore, out of the entire bandwidth, almost half of the RBs are considered for possible allocation 
to a specific user. At first, the highest possible values in each row are considered and, taking a 
particular maximum value; the channel condition matrix is normalised. Using the ‘break point’ 
 
Figure 5. 1 Flowchart of the channel scheduling process 
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benchmark, the highest possible continuous RBs are marked. The highest possible continuous values 
are then listed for consideration. Starting from the highest order, the system allocates the RBs and they 
are blocked for any further allocation. After that, it repeats the allocation of highest continuous value 
and exempts all RBs that are already allocated. The allocations are made from the highest order as 
long as the RBs are available in the contiguity paradigm. Figure 5.1 shows the flowchart of the 
proposed channel scheduling algorithms for resource allocation. 
 
 Uplink Sub-channel and Power Allocation  
According to the 3GPP LTE-A uplink, the following constraints have been satisfied with a subchannel 
and power allocation. 
 Each subchannel 𝑘, 𝑘𝜖𝐾, is allocated to the UE in each slot 𝑡. 𝑋𝑖𝑗𝑘
𝑓 (𝑡) the binary subchannel allocation 
decision variables are defined as: 
𝑋𝑖𝑗𝑘
𝑓 (𝑡) =
{
 
 
1,
  𝑆𝑢𝑏𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑘 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑈𝐸 𝑖𝑛 𝑓𝑒𝑚𝑡𝑜𝑐𝑒𝑙𝑙
𝑖, 𝑖𝜖𝔗𝑗
𝑓𝑏𝑦 𝐹𝑒𝑚𝑡𝑜𝑐𝑒𝑙𝑙 𝑗 𝑑𝑢𝑟𝑖𝑛𝑔 𝑠𝑙𝑜𝑡 𝑡
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
    (5.1) 
To ensure allocation of each subchannel in the femtocell: 
NWCS algorithm: for i = number of rows 
Resource Block (RB) = RB / A; where, A= (total number of RB in ith row)/2 + 1 
end for 
for i = number of rows       
while 0 exists in each row 
replace RB≤0 with “break points.” 
               end while 
end for 
% continuous RB in each row is considered as a cluster 
while any user is not assigned with RB 
for i = number of rows 
calculate the cluster for highest continuous RB 
end for 
delete the row and column of the RB 
if no RB is available 
break while 
end while 
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∑ 𝑋𝑖𝑗𝑘
𝑓 (𝑡) ≤ 1 ∀𝑗 𝜖 𝒥 ∀𝑘 ∈ 𝒦
𝑖𝜖𝔗
𝑗
𝑓                            (5.2) 
Multiple subchannels allocated to a UE is contiguous. 𝑘𝑖𝑗
𝑓 (𝑡) denotes the set of subchannels allocated 
to UE 𝑖, 𝑖 ∈  𝔗𝑗
𝑓
 in slot 𝑡, respectively. To ensure contiguous subchannel allocation for each UE: 
|𝑘𝑖𝑗
𝑓 (𝑡)| = 𝑟𝑎𝑛[𝑘𝑖𝑗
𝑓 (𝑡)] + 1 ∀𝑖 ∈ 𝔗𝑗
𝑓∀𝑗 ∈ 𝒥       (5.3) 
where, |𝑘𝑖𝑗
𝑓 (𝑡)| is the cardinality of a set and [𝑘𝑖𝑗
𝑓 (𝑡)] denotes the difference between the maximum and 
minimum of a set. It can be similar to: 
 |𝑘𝑖𝑗
𝑓 (𝑡)| = ∑ 𝑋𝑖𝑗𝑘
𝑓 (𝑡)𝑘∈𝒦                         (5.4) 
To illustrate uplink subchannel allocation in a femto BS, consider an FC with three FUEs and 
accessibility to six subchannels. In each slot 𝑡, the FBS performs the uplink subchannel allocation by 
constructing a binary matrix 𝐻3∗6as follows:  
H=[
1 1 0
0 0 0
0 0 1
   
0 0 0
1 1 0
0 0 1
]       (5.5) 
In the matrix H, each row represents the allocation scheme to a particular UE and each column 
represents a subchannel. The total transmit power of a UE on all allocated subchannels cannot exceed 
some maximum allowable power level 𝑃𝑚𝑎𝑥. 
The transmit power of a UE on each subchannel is less than some peak transmit power level. To satisfy 
total UE power and peak power constraint, UEs use the minimum allowable power level, which 
ensures the maximise capacity of each cell.  
The transmit power is constant on all subchannels, which has been allocated to the UE already. 
Assuming equal power allocation over the subchannels similar to the 3GPP LTE-A standards [10] to 
preserve the low PAPR of SC-FDMA [6], [22], then: 
𝑃𝑖𝑗𝑘
𝑓 (𝑡) = {
𝑚𝑖𝑛 [?̂?𝑖𝑗𝑘
𝑓 ,
𝑃𝑚𝑎𝑥
|𝑘
𝑖𝑗
𝑓 (𝑡)|
] , 𝑖𝑓 𝑋𝑖𝑗𝑘
𝑓 (𝑡) = 1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
     (5.6) 
?̂?𝑖𝑗𝑘
𝑓
 denotes the peak transmit power of UE 𝑖, 𝑖𝜖𝔗𝑗
𝑓
on subchannel 𝑘, 𝑘𝜖𝒦. 
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 Calculation and Problem Formulation 
The proposed algorithm considered three key components to analyse the performance, which are 
throughput optimisation, fairness and a number of served users with QoS. The primary objective was 
to allocate the RB to the users based on their requirements and to maximise user throughput without 
compromising fairness criteria. In the proposed algorithm, the RB allocation policy considers the SC-
FDMA constraints; therefore, RBs cannot be allocated freely and must be contiguous. Moreover, 
contiguous RBs have been allocated exclusively to one UE. 
Consider that N is the total number of users that need to be scheduled and M is the available bandwidth/ 
RB for scheduling. 𝑚𝑖𝑗is the scheduling metric of 𝑈𝐸𝑖 that corresponds to the 𝑗
𝑡ℎRB. 𝑅𝐵𝑗, where 1 ≤
𝑗 ≤ 𝑀,is allocated to 𝑈𝐸𝑖, where 1 ≤ 𝑗 ≤ 𝑁, if 𝑚𝑖𝑗is maximum. The main idea is to search for the 
combination (𝑈𝐸𝑖, 𝑅𝐵𝑗) with the i
th highest metric value. The scheduler receives in input a resource 
allocation matrix as shown in Table 5.1.  
The pseudo-code of the proposed NWCS algorithm is: 
Number of UEs ->N  
Number of RBs-> M. 
       Set of UEs : 𝐼= {1…, i, ..N}. 
         Set of RBs : ?́?= {1…, j, ..M}. 
Calculate the matrices M1  
        While (𝐼 ‡ ∅) et (?́? ‡ ∅) do 
Calculate i, 
i= M/2 + 1 
Find (𝑖, 𝑗)such that M1 (𝑖, 𝑗) is the ith maximum of M1, with (𝑖, 𝑗) ∈ 𝐼 ∗ ?́?. 
Continue to UEN 
Add ith maximum of M1 ->𝐴𝑉𝐺 = ∑ 𝑖𝑡ℎ
𝑁
1
 / N; 
Find the weight value P=AVG- ith maximum of M1, with (𝑖, 𝑗) ∈ 𝐼 ∗ ?́?. 
    If P <=0; 
          Replace with value 0; 
    Else  
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       P= assigned  
Find the contiguous value of 0 in the RBs; 
   Add break point, 
Calculate the adjacent RBs value of UE 
Find the highest values, 
Assign 𝑅𝐵𝑗 to 𝑈𝐸𝑖. 
Update  ?́? : ?́? =  ?́? \ { j }. 
The weighted based channel scheduling algorithm presented in this chapter significantly improves 
performance compared to the previous static process. Initially, the channel gain matrix was normalised 
using the ith number of maximum values of a matrix that contains all the ith maximum values of each 
row. The algorithm utilises a combination of both rows and columns. Initially, the algorithm considers 
the highest value in the channel gain matrix and process with intelligent selection. Let consider an 
uplink scenario where the number of users is N, and the number of available RBs within the allocated 
bandwidth is M.  
     
Here, RB is the resource block and UE is the user equipment. Let us consider a channel gain matrix 
for M = 10 RBs and N = 5 AUs transmitting connected to the serving cell in the uplink. 
 
 
 
Table 5. 1 Channel Gain Matrix 
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For this particular example, all the steps in the given flowchart are explained below for a clear understanding of the 
proposed algorithm. 
 5.2.2.1. NWCS Processing Steps 
STEP 1 
In step 1, determine the maximum value in each row and take the average of the values. The number 
of RBs, in this case, is 10. Therefore, we consider (10/2 + 1) = 6th value of each row to calculate the 
average. 
Then, the mean value is used to normalise the entire matrix channel state matrix. 
For UE1, the 6th maximum value RB value is 29. 
For UE2, the 6th maximum value RB value is 31. 
For UE3, the 6th maximum value RB value is 26. 
For UE4, the 6th maximum value RB value is 32. 
For UE5, the 6th maximum value RB value is 24. 
Therefore, the average value is (29 + 31 + 26 + 32 +24)/5 = 28.4 
After computing the average value of its maximum value of each row (Table 5.3), the matrix is 
normalised and the normalised values of the channel gain matrix are shown in Table 5.4. 
 
Table 5. 2 Channel Gain Matrix with values 
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STEP 2 
In step 2, replace all the elements in the entire RB that have values less than or equal to zero (≤ 0). 
Consider that all zeros are breakpoints and all zeros that are next to each other are called a block of a 
break. The concept of using a break will allow us to see the possible blocks of continuous value without 
any interruption. Therefore, after replacing the zeros with ‘break’, add all the other values and put 
them as a weight of each consecutive blocks (Table 5.5). Table 5.6 shows that the break and continuous 
blocks are clear and shows the highest possible continuous blocks. 
 
Table 5. 3 Maximum RB values of each UE 
. 
Table 5. 4 Channel gain matrix (Normalised) 
. 
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STEP 3 
In step 3, select the highest value among the clusters initially and assign them to the corresponding 
user. In this case, 64.4 is the highest cluster, which occupies rb7-rb10 for UE 1. Therefore, allocate the 
64.4 to UE 1. Once rb7-rb10 is assigned to UE 1, it cannot be used for any other UE and the columns 
will be blocked (Tables 5.7, 5.8 and 5.9). 
 
 
 
 
Table 5. 5 Replacing the RB values (less than or equal to zero (≤ 0). 
. 
Table 5. 6 Adding breakpoint 
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Table 5. 7 Allocation RB to UE (step 3) 
Table 5. 8 Allocation RB to UE (step 3) 
Table 5. 9 Allocation RB to UE (step 3). 
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STEP 4 
In step 4, block the RB7-RB10 for UE 1 and create a new virtual subset of the gain matrix consisting 
of rows UE2–UE5 and columns RB1–RB6. 
STEPS 5 and 6 
In steps 5 and 6, again calculate the clusters for the new subset and continue the process by assigning 
the highest blocks to the use. After that, block the columns for the next new subset. The process 
continues until the very last RB is available to be assigned (Tables 5.10 and 5.11). 
 
 
 
Table 5. 10 Calculate the clusters for the new subset and assigning RB (steps 5 and 6) 
Table 5. 11 Calculate the clusters for the new subset and assigning RB (steps 5 and 6) 
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After step 6, the assigned RBs are as shown in Table 5.12. 
However, in this particular case, UE 4 did not receive any blocks. The CD paradigm focuses on the 
performance of the system and individual users are not the priority. After every 1 ms, the channel gain 
matrix is updated, and the entire process is computed again for the new allocation of the channel 
blocks. 
 
5.3. Simulation Results and Discussion 
 
The performance of the proposed NWCS algorithm was evaluated and compared to two previous 
popular algorithms, RME and IRME, using the simulation in MATLAB. Each of the three algorithms 
was evaluated using different platforms. During the allocation of the RBs, the different amplitude of 
power was allocated to a group of RBs. In practice, equal-bit-equal power is used to ease the power 
allocation complexity. 
The power assumption of each subcarrier starts with the following assumption: 
  P𝑘
(𝑠𝑢𝑏)
=
𝑃𝑘
|𝐼𝑠𝑢𝑏,𝑘|
                                      (5.7) 
where, P𝑘
(𝑠𝑢𝑏)
, 𝐼𝑠𝑢𝑏,𝑘 and |𝐼𝑠𝑢𝑏,𝑘|  are the total transmit power, subcarrier index and several subcarriers assigned 
to kth user, respectively. 
𝐼𝑠𝑢𝑏,𝑘 = ⋃ 𝐼𝑠𝑢𝑏
(𝑛)
𝑛𝜖𝐼𝑐ℎ,𝑘                   (5.8) 
Table 5. 12 Assigned resource block 
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The SNR of the power chunks can be expressed as:  
𝛾(𝑃𝑘, 𝐼𝑐ℎ,𝑘) = (
1
1
|𝐼𝑠𝑢𝑏,𝑘|
∑ 𝑖∈𝐼𝑠𝑢𝑏,𝑘
𝛾𝑖,𝑘
𝛾𝑖,𝑘+1
− 1)
−1
      (5.9)  
𝛾𝑖,𝑘 =
P𝑘
(𝑠𝑢𝑏)
𝐻𝑖,𝑘
𝜎𝑖
2       (5.10) 
𝜎𝑖
2 and 𝐻𝑖,𝑘 is the nose power and channel gain of each subcarrier, respectively. 
Using Shannon’s law, the extracted data rate has the upper bound: 
𝐶𝑘(𝑃𝑘 , 𝐼𝑐ℎ,𝑘) =
𝐵|𝐼𝑐ℎ,𝑘|
𝑁
. 𝑙𝑜𝑔2[1 + 𝛾(𝑃𝑘 , 𝐼𝑐ℎ,𝑘)]                       (5.11) 
   
             
The Simulation parameters are given in Table 5.13. Mobility range is not limited to 30km/hr. It varies 
on the simulation scenarios. In this simulation scenario, the mobility speed was varied from 20 to 30km/h. 
[158]. For RME, the maximum channel state matrix value was 394. The RB scheduling of the RME is 
shown in Table 5.14.  
 
 
 
 
 
Table 5. 13 Simulation parameter 
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For IRME, the maximum highest channel state matrix value was 401 (N = 2). The RB scheduling of 
the IRME is shown in Table 5.15. 
 
 
 
 
 
 
 
 
In NWCS, the maximum channel state matrix was 416, which was the highest. The RB scheduling of 
the NWCS is shown in Table 5.16. 
By normalising the channel state condition matrix with the ith value of the RBs are filtered out for the 
best possible UEs. Introducing the ‘breakpoint’, the operation proceeded with the highest possible 
chunk of values. The performance achieved was an improvement over the alternatives found in the 
literature. 
 
Table 5. 14 RB scheduling based on RME 
Table 5. 15 RB scheduling based on IRME 
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The system throughput of the three channel scheduling algorithms using the system parameters 
mentioned above (Table 5.13). The system throughput is the parameter that defines the overall data 
carried by the system. In Figure 5.2, NWCS ensures a higher throughput to the users than RME and  
IRME. This is because NWCS allocates RB to the users with the highest possible channel state 
condition. NWCS shows approximately 40% and 65% higher throughput than that of RME and IRME, 
Table 5. 16 RB scheduling based on NWCS 
Figure 5. 2 System throughput 
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respectively. 
 Fairness Index 
The fairness index was determined using Jain’s fairness index. The formula is formatted as:  
 𝑓(𝑥1, 𝑥2, …… , 𝑥𝑛) =
(∑ 𝑥𝑖)
𝑛
𝑖=1
2
𝑛 ×∑ 𝑥𝑖2
𝑛
𝑖=1
      (5.12) 
where, n and xi are numbers of users in the system and number of resources allocated to the i
th user, 
Jain’s Index returns a value between 0 and 1. Figure 5.3 shows the fairness index of the system with 
different active channel scheduling algorithms. NWCS shows 30% and 50% higher fairness index than 
that of RME and IRME, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 User Served 
With the low fairness index, there is always a concern regarding the number of users that are served. 
In Figure 5.4, the number of users that has access to the resources are shown and shows how unfair 
distribution is performed in the case of RME and IRME. Because of the normalisation of the channel 
state matrix, the allocation gets higher and, with a greater number of users, it ensures that a higher 
Figure 5. 3 Fairness index 
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number of the user are served to utilise the available RBs. For a better trade-off between spectral 
efficiency and computational complexities, NWCS is an novel algorithm that improves performance 
and the number of users served. 
 
5.4. Conclusion 
By introducing the normalisation and breakpoint concept, a weight-based clustering concept has 
proposed that allow to filter out the highest possible clusters. With some pre-processing steps and 
intelligent computation of weight-based cluster selection, the algorithm has an improved performance 
compared with the selected channel scheduling methods found in the literature. The simulation results 
show that, compared to RME and IRME, approximately 40% and 65% higher throughput can be 
achieved with the NWSC algorithm, respectively. Our proposed algorithm also attained approximately 
30% and 50% higher fairness index when compared to RME and IRME, respectively. Therefore, 
NWCS can be considered as a promising channel scheduling algorithm for SC-FDMA with acceptable 
computational complexity. 
Figure 5. 4 Users served 
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 Conclusion and Future Work 
The fundamental building block of future wireless communication systems is a robust communication 
network with a high number of small cells or femtocells in the network. In the femtocell literature, 
there is a focus on proposing solutions to the diverse challenges associated with the femtocell. A wide 
range of issues must be addressed to satisfy the end user QoS. In this context, femtocell technologies 
used for the LTE-A cellular networks should be enhanced to overcome the challenges, such as 
integration of vast numbers of femto devices, excellent network performance with minimal 
interference and scalability of the network components and applications. Thus, implementing a robust 
communication system with well-planned end-to-end network architecture, with the capability to 
manage the network configuration, is a vital step for the femtocell to become the norm. 
In this thesis, the research questions and challenges identified were considered sequentially. The key 
research questions were identified and addressed successfully. In this thesis, a range of new and 
innovative solutions were proposed for resource allocation, coverage gap and overshooting 
optimisation, as well as an uplink scheduling algorithm. 
6.1. Contribution Summary 
The first chapter of the thesis is designated as a general introduction. It explained the problem 
statement, objective and motivations of the research. After that, the contributions of this thesis were 
presented, including a list of publications completed and published during the thesis period.  
In Chapter 2, the history of LTE-A femtocell network technologies and the present study on LTE-A 
femtocells has been discussed, and contemplated three significant components including resource 
allocation, uplink monitoring, and spectrum accessibility methods in LTE-A femtocell networks.  
An extensive literature survey on spectrum access for the PU and SU was performed and discussed. 
Technical, economic and regulatory issues were also identified. Current DSA techniques in LTE-A 
were investigated and presented together with significant works found in the literature. Key technical 
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methods and algorithms, which have been proposed by the research community were also described. 
Methods for DSA for TVWS, relaying, femtocell and macrocell operation to work in practice were 
summarised in the survey. 
In Chapter 3, three different radio access and optimisation techniques were presented, where a hybrid 
access femtocell network was considered for the performance analysis. A capacity-based cognitive 
cell selection resource allocation algorithm was proposed for LTE-A femtocell architecture. The 
performance of dedicated and co-channel deployment for LTE-A cluster-based femtocells were 
compared with the proposed algorithm. Based on the simulation results, the QoS deviation of the users 
within the cluster was balanced and ensured the maximum spectral efficiency of each FAP. Capacity-
based cognitive co-channel deployment in LTE-A femtocell also maximised the efficient use of the 
spectrum in the indoor scenario. It overcomes the demand for additional macrocells for indoor 
coverage and allows the existing macrocell to offload user traffic through the FAPs backhaul. Another 
focus in Chapter 3 was the deployment of more femtocells using DSA under the macrocell coverage 
area, which can solve the problem of limited coverage areas. Interference between femtocells and the 
macrocell arises when femtocells are deployed randomly. As the first contribution, implementing 
distributed spectrum access technique between macrocell and femtocells, the interference level can be 
minimised and will enhance the overall performance of the LTE-A system. The second contribution 
investigated a more accurate approach, wherein the QoS of the PU and SU within the femtocell was 
balanced and ensured the maximum spectral efficiency of each FAP. This will overcome the demand 
for additional macrocell for indoor coverage and allow the existing macrocell to offload user traffic 
through the FAPs backhaul.  
In Chapter 4, a femtocell coverage optimisation algorithm was proposed, which reduces the coverage 
gaps and cell interference while increasing the SNR of the femto users. The proposed coverage 
optimisation algorithm utilised two power allocation techniques that continuously update the femtocell 
network transmission power levels by including a weighted value based on performance. The proposed 
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algorithm enhanced the coverage and cell edge throughput of the overall network. The coverage 
optimisation technique also included a coverage gap reduction scheme and a coverage overshooting 
reduction scheme. 
In Chapter 5, a NWCS algorithm was proposed to improve the channel scheduling performance in the 
LTE-A uplink femtocell network. A weight-based clustering concept has been proposed that allowed 
us to filter out the highest possible clusters. With some pre-processing steps and intelligent 
computation of weight-based cluster selection, the algorithm achieved an improved performance 
compared with the selected channel scheduling methods found in the literature. Therefore, NWCS can 
be considered as a promising channel scheduling algorithm for SC-FDMA with acceptable 
computational complexity 
6.2. Future Research Direction 
Although this research presents the details of LTE-A femtocell network systems, some prospective 
future research directions still exist. The proposed algorithms can be regarded as a starting point for 
future work in this field, as there remain questions regarding a range of small cell deployment scenarios 
and applications.  
The research on DSA in an LTE-A environment is still in an early stage, and many issues need to be 
overcome before commercial implementations. 
 DSA for Public Safety Communications 
Commercial mobile cellular networks have thrived and development is fast moving towards LTE-A. 
Public safety communication systems are still utilising aged technologies in some instances due to the 
lack of strong business motivation, technical difficulties in enabling the direction communication mode 
under LTE-A and the lack of a standard architecture for swift emergency recovery network [199] . The 
direction communication mode is vital for public safety systems, as the network coverage might be 
disrupted during natural and other disasters. The device-to-device (D2D)/M2M communication feature 
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is likely to be included with the next LTE-A release, enhancing the opportunities for DSA inclusion 
[200] [204]. A standard architecture for a swift emergency recovery network is essential and network 
scenarios are currently being researched. It is anticipated that DSA will play an important role in 
emergency recovery networks. DSA should address the rapid nature of emergency network 
deployments because fixed spectrum planning and assignment might not be possible during a disaster. 
DSA should allow the sharing of spectrum with the damaged infrastructure and the gradual evacuation 
of the spectrum during network recovery. Figure 6.1 depicts an example of a promising emergency 
network [201], where three different eNB types are expected to contribute to the overall coverage: (1) 
an airborne aerial eNB (AeNB), (2) Terrestrial eNB or RNs and (3) the recovering terrestrial 
infrastructure. 
                         
 DSA for Device-to-Device 
In D2D/MTM communication, users are allowed to communicate directly between each other in a 
peer-to-peer manner bypassing the cellular eNB. D2D/MTM peer-to-peer communications provide a 
promising opportunity to improve local services, spectrum efficiency and network throughput. For 
example, if two UEs are near each other and have payloads (such as file transfer or voice call) to 
Figure 6.1 DSA for rapid emergency networks 
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transfer, then an appropriate communication approach is to permit the UEs to connect with each other 
rather than occupying radio and backhaul resources that might otherwise be better utilised. 
Furthermore, studies suggest that the overall network throughput improvement can reach 65% [202]. 
Another important application of D2D is during natural disasters when the telecommunication 
infrastructure is severely affected. However, various difficulties are associated with implementing 
D2D, mainly related to spectrum utilisation and resource allocation. DSA techniques and methods are 
believed to be a viable solution for effectively implementing the D2D concept in LTE-A networks 
[203] [205]. The D2D concept is depicted in Figure 6.2, where D2D pairs are established between 
peers without passing traffic through eNB; however, the macro network will still play a significant 
role in the authorisation and authentication of users. 
 
 
 
 
 
 
 
 
 
The communication industry is now focusing on LTE-A and a key outcome is to allow users to utilise 
potentially segmented spectrum bands more efficiently and with flexible bandwidth allocation. 
Although this is not a general application of DSA, it offers an excellent opportunity to demonstrate the 
concept and benefit of spectrum sharing without facing the issues of spectrum regulation and primary 
system protection. Recent developments such as the FCC T VWS ruling are an example of DSA based 
on a primary–secondary user model and LTE-A, which relies on flexible spectrum use, and offers 
Figure 6. 2 DSA for device-to-device communication 
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opportunities to demonstrate the potential value of cognitive networks and DSA. Failure to act on these 
opportunities could delay commercial deployment for many years. The research community has made 
significant progress in addressing the many research challenges associated with LTE-A, cognitive 
networks and DSA. However, there is a large gap between individual research results, useful building 
blocks and the large-scale deployment of cognitive networks that dynamically optimise spectrum use. 
Bridging this gap is one of the major research challenges, while other research challenges include 
spectrum policy alternatives and system models, CR architectures, software abstraction, DSA 
technologies and algorithms, protocol architectures for cognitive networks, and cognitive algorithms 
for adaptation and resource management in LTE-A. 
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Stackelberg Game Theory  
To solve the resource allocation problem, the Lagrangian of Mus utility can be derived as: 
L(α, mi, λ0, λi) = Ωmμ 
(𝑤−𝛼𝑤𝑓)(𝑚𝑖𝑤𝑖𝑍𝑖)
∑  𝑘𝑗=1 𝑤𝑗𝑍𝑗  .  ∑  
𝑘
𝑗=1 𝑚𝑗
 - 𝑚𝑖 + ∑ 𝑤𝑗𝑍𝑗  .
𝑘
𝑗=1
∑ 𝑚𝑗
k
𝑗=1  
λ0(𝑤 − 𝛼𝑤𝑓)[ ∑  
𝑘
𝑗=1 𝑤𝑗𝑍𝑗  .  ∑  
𝑘
𝑗=1 𝑚𝑗 - μ∑ 𝑤𝑗𝑍𝑗𝑚𝑗
𝑘
𝑗=1
] + ∑  𝑘𝑗=1 λ𝑗. [∑  
𝑘
𝑗=1 𝑤𝑗𝑍𝑗 − (𝑤 − 𝛼𝑤𝑓)𝑍𝑗] 
             
              (1) 
where λ0 and λ𝑗are the Lagrange multiplier. Based on KKT condition, λ𝑗 should be equal to 0. To prove the 
convexity of macro users’ utility in Lagrangian form, the second derivative on mi is calculated as: 
∂𝐿(𝛼,𝑚𝑖,λ0,) 
∂𝑚𝑖
= Ωmμ 
(𝑤−𝛼𝑤𝑓)∑  
𝑘
𝑖≠𝑗 𝑚𝑗
∑  𝑘𝑗=1 𝑤𝑗𝑍𝑗 .  (∑  
𝑘
𝑗=1 𝑚𝑗)
2
 𝑤𝑖𝑍𝑖 – 1 + λ0(𝑤 − 𝛼𝑤𝑓)[ ∑  
𝑘
𝑗=1 𝑤𝑗𝑍𝑗 - μ𝑤𝑖𝑍𝑖]        (2) 
            
∂2𝐿(𝛼,𝑚𝑖,λ0,) 
∂𝑚𝑖
2  = -2 Ωmμ 
(𝑤−𝛼𝑤𝑓)∑  
𝑘
𝑖≠𝑗 𝑚𝑗
∑  𝑘𝑗=1 𝑤𝑗𝑍𝑗 .  (∑  
𝑘
𝑗=1 𝑚𝑗)
3
 𝑤𝑖𝑍𝑖 < 0.
       (3)  
 
The second order derivative of L with respect to mi is always negative, so the problem in (1) is convex; hence, 
this function has a maximum. In order to solve the convex optimization problem, 𝑚𝑖
∗ should be obtained under 
Karush-Kuhn-Tucker (KKT) condition. Therefore, 𝑚𝑖
∗ is given by: 
   𝑚𝑖
∗ = 
(𝐴𝑋−𝑌𝑋2) 
𝐴
 + 
𝐵𝑋2 
𝐴μ𝑤𝑖𝑍𝑖
      (4) 
    𝑋 = 
(𝑘−1)𝐴 
𝑘𝑌−𝐵(𝐷/μ)
      (5) 
In which: 
    𝐴 =  Ω𝑚  
𝑤−𝛼𝑤𝑓
𝑤𝑥 
     (6) 
B = -1 + λ0 (𝑤 − 𝛼𝑤𝑓) 𝑤𝑥      (7) 
Y = λ0 (𝑤 − 𝛼𝑤𝑓)                  (8) 
D = ∑  𝑘𝑗=1 
1
𝑤𝑗𝑍𝑗 
                  (9)  
𝑤𝑥 = ∑  
𝑘
𝑗=1 𝑤𝑗𝑍𝑗       (10) 
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X = ∑  𝑘𝑗=1 𝑚𝑖.      (11) 
 
Because B is a dependent variable with respect to λ0, X and 𝑚𝑖
∗ also depend on λ0, λ0 can be obtained 
from the above condition as: 
          λ0 = 
𝐷𝑤𝑥− μ(𝑘 − k
2 + 𝐷𝑤𝑥)
(𝑤−𝛼𝑤𝑓) 𝑤𝑥(μ2+𝐷𝑤𝑥+ μ(−2𝑘+ k2−𝐷𝑤𝑥)) 
 .     (12) 
 
Appendix A provides detailed analytical discussion for derivation of (12).  
By putting λ0 in B, X is obtained as follows:  
X =Ω𝑚 
(𝑤−𝛼𝑤𝑓)( μ
2−2μk + μk2+ 𝐷𝑤𝑥− μ𝐷𝑤𝑥)
 μ( k2−𝐷𝑤𝑥)
                            
(13) 
where X shows the revenue the FBS. The value of parameter μ has a vital role in the allocation and 
price. This parameter both affects the sign of 𝑚𝑖
∗ and determines the strategy of allocation. At first, the 
condition that μ is acceptable should be obtained, then, how μ determines a strategy should be specified 
as well as each bandwidth assigning strategy. The condition that leads to turning the sign of 𝑚𝑖
∗ to a 
positive state is as follows: 
max{
(𝑤𝑖𝑍𝑖𝐷−𝑘)𝑤𝑥
𝑘𝑤𝑖𝑍𝑖− 𝑤𝑥 
 , 
𝐷𝑤𝑥
2 + 2𝑘𝑤𝑥 − k
2𝑤𝑥 −√−4𝐷𝑤𝑥
3 + (−𝐷𝑤𝑥
2 −  2𝑘𝑤𝑥 + k2𝑤𝑥)2 
 2𝑤𝑥
} < 
μ < min{
(𝑤𝑖𝑍𝑖𝐷−𝑘)𝑤𝑥
𝑘𝑤𝑖𝑍𝑖− 𝑤𝑥 
 , 
𝐷𝑤𝑥
2 + 2𝑘𝑤𝑥 − k
2𝑤𝑥 +√−4𝐷𝑤𝑥
3 + (−𝐷𝑤𝑥
2 −  2𝑘𝑤𝑥 + k2𝑤𝑥)2 
 2𝑤𝑥
} 
            (14) 
if the priority factor Zi is assumed to be one, i.e.,: 
      
𝑤𝑖
∗
𝑤𝑖 
∝ Zi      (15) 
the utility function of FBS is expressed as:  
UFBS = Ω𝑓 (
1
1+e
−𝑎(𝛼𝑤𝑓−𝑤0) 
) + (
w
𝑤𝑓 
− α)ղ,     (16) 
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where ղ = Ω𝑚
𝑤𝑓 (μ
2−2μk+μk2+𝐷𝑤𝑥− μ𝐷𝑤𝑥)
μ(k2−𝐷𝑤𝑥)
 . 
In order to find the optimum value of α*, first, the utility function of FBS that has a maximum point 
should be proved. Next, based on the first derivative, the maximum point will be obtained. The first 
and second derivatives of FBS with respect to α are calculated as: 
 
∂𝑈𝐹𝐵𝑆
∂𝑈𝛼 
 = = 
𝛼Ω𝑓 𝑤𝑓e
−𝑎(𝛼𝑤𝑓−𝑤0)
(1+e
−𝑎(𝛼𝑤𝑓−𝑤0) )2
 - ղ,     (17) 
∂2𝑈𝐹𝐵𝑆
∂𝛼2
 = = Ω𝑓
𝛼2e
−𝑎(𝛼𝑤𝑓−𝑤0) (−1+e
−𝑎(𝛼𝑤𝑓−𝑤0))𝑤2𝑓
(1+e
−𝑎(𝛼𝑤𝑓−𝑤0) )3
 .     (18) 
 
where α > 
𝑤0
𝑤𝑓 
, the second derivative of FBS with respect to α, is always negative. it goes up and reaches 
the maximum point of FBS in α* and the function decreases again. 
When the following conditions are satisfied: 
ղ ≤ 
𝛼Ω𝑓𝑤𝑓
4
       (19) 
Ω𝑓 ≥ ղ 
𝑤𝑓
𝑤𝑓−1 
 α*      (20) 
the optimum α* by assigning the first derivative of UFBS to 0 can be found. In this case, there are a 
local minimum point α1 and a maximum point α2 which are obtained as follows:  
α1 = 
𝛼𝑤0−ln (
𝛼Ω𝑓𝑤𝑓−2ղ+√(𝛼Ω𝑓𝑤𝑓)
2−4ղ +𝛼Ω𝑓𝑤𝑓
2ղ 
)
𝛼𝑤𝑓 
     (21) 
α2 =
𝛼𝑤0−ln(
𝛼Ω𝑓𝑤𝑓−2ղ − √(𝛼Ω𝑓𝑤𝑓)
2−4ղ +𝛼Ω𝑓𝑤𝑓
2ղ 
)
𝛼𝑤𝑓 
    (22) 
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Power Allocation Cognitive Femtocell 
Obtain optimal power allocation by solving the following convex optimization problem:  
 
𝑚𝑎𝑥𝑝𝑓,𝑘,𝑛
𝐹 ∑  𝐹𝑓=1 ∑ ∑   
𝑁
𝑛=1 
𝐾
𝑘=1 
Ƭ𝑓,𝑘,𝑛
∗  𝑅𝑓,𝑘,𝑛
𝐹   
s.t.   C1-C3   
C7: - 𝐼𝑡ℎ𝑟𝑒,𝑠
 +  ∑  𝐹𝑓=1 ∑ ∑  (ϒ𝑓,𝑘,𝑛
𝑠 + √2
1
𝑁
ln (
1
𝜀
)𝜎𝑛
𝑠𝛼𝑓,𝑘,𝑛
𝑠 ) 
𝑁
𝑛=1 
𝐾
𝑘=1 
𝑝𝑓,𝑘,𝑛
𝐹  ≤ 0 
 
(1) 
which can be solved by applying the Lagrangian dual decomposition method. By introducing dual 
variables λ, v, and 𝛿, the Lagrangian function is given by 
 
L({𝑝𝑓,𝑘,𝑛
𝐹 }), λ, v, 𝛿 
= ∑  𝐹𝑓=1 ∑ ∑   
𝑁
𝑛=1 
𝐾
𝑘=1 
Ƭ𝑓,𝑘,𝑛
∗  𝑅𝑓,𝑘,𝑛
𝐹  – ∑  ∑  𝐾𝑘=1 
𝐹
𝑓=1 
λ𝑓,𝑘  (𝑃𝑚𝑎𝑥 − ∑ 𝑝𝑓,𝑘,𝑛
𝐹  
𝑁
𝑛=1 
)  
-∑  ∑  𝐾𝑘=1 
𝐹
𝑓=1 
𝑣𝑓,𝑘  ( ∑ Ƭ𝑓,𝑘,𝑛
∗  𝑅𝑓,𝑘,𝑛
𝐹 − 𝑅𝑓,𝑘
0  
𝑁
𝑛=1 
) 
- 𝛿 
- 𝛿
(
 
 
𝐼𝑡ℎ𝑟𝑒,𝑠 −∑ ∑  ∑ (ϒ𝑓,𝑘,𝑛
𝑠 + √2
1
𝑁
ln (
1
𝜀
)𝜎𝑛
𝑠𝛼𝑓,𝑘,𝑛
𝑠 ) 𝑝𝑓,𝑘,𝑛
𝐹
𝑁
𝑛=1 
𝐾
𝑘=1 
𝐹
𝑓=1 
)
 
  
 
(2) 
In OFDMA-based cognitive femtocell system, a subchannel can be assigned to only one FUE in the 
same FBS; thus, the subchannel set allocated to each FUE in the same FBS is independent of each 
other. Hence, the Lagrange dual problem can be decomposed into a master problem and FxN 
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subproblems, which can be solved iteratively. Accordingly,  
 
L({𝑝𝑓,𝑘,𝑛
𝐹 }, λ, v, 𝛿)  
= ∑  𝐹𝑓=1 ∑   
𝑁
𝑛=1 𝐿𝑓,𝑛({𝑝𝑓,𝑘,𝑛
𝐹 , λ, v, 𝛿}) 
- ∑  𝐹𝑓=1  ∑  
𝐾
𝑘=1 λ𝑓,𝑘 𝑃𝑚𝑎𝑥
 + ∑  𝐹𝑓=1  ∑  
𝐾
𝑘=1 𝑣𝑓,𝑘 𝑅𝑓,𝑘
0  - 𝛿𝐼𝑡ℎ𝑟𝑒,𝑠 
    (3) 
𝐿𝑓,𝑛({𝑝𝑓,𝑘,𝑛
𝐹 , λ, v, 𝛿}) 
= ∑  𝑘𝑘=1 Ƭ𝑓,𝑘,𝑛
∗  𝑅𝑓,𝑘,𝑛
𝐹  + ∑  𝑘𝑘=1 λ𝑓,𝑘𝑝𝑓,𝑘,𝑛
𝐹  - ∑  𝑣𝑓,𝑘
𝑘
𝑘=1 
Ƭ𝑓,𝑘,𝑛
∗  𝑅𝑓,𝑘,𝑛
𝐹  
+ ∑  𝑘𝑘=1  𝛿
 (ϒ𝑓,𝑘,𝑛
𝑠 + √2
1
𝑁
ln (
1
𝜀
) 𝜎𝑛
𝑠𝛼𝑓,𝑘,𝑛
𝑠 ) 𝑝𝑓,𝑘,𝑛
𝐹  
      (4) 
The Karush-Kuhn-Tucker (KKT) condition  can be expressed as 
∂𝐿𝑓,𝑛({𝑝𝑓,𝑘,𝑛
𝐹 ,λ,v,𝛿}) 
∂𝑝𝑓,𝑘,𝑛
𝐹  = ∑  
𝑘
𝑘=1 (Ω𝑓,𝑘,𝑛 − θ𝑓,𝑘,𝑛) = 0           (5) 
λ𝑓,𝑘 (𝑃𝑚𝑎𝑥 − ∑ 𝑝𝑓,𝑘,𝑛
𝐹  
𝑁
𝑛=1 
) = 0      (6) 
𝑣𝑓,𝑘  (∑ 𝑅𝑓,𝑘,𝑛
𝐹 − 𝑅𝑓,𝑘
0
𝑁
𝑛=1 
) = 0       (7) 
𝛿
(
 
 
𝐼𝑡ℎ𝑟𝑒,𝑠 −∑ ∑  ∑ (ϒ𝑓,𝑘,𝑛
𝑠 + √2
1
𝑁
ln (
1
𝜀
) 𝜎𝑛
𝑠𝛼𝑓,𝑘,𝑛
𝑠 ) 𝑝𝑓,𝑘,𝑛
𝐹
𝑁
𝑛=1 
𝐾
𝑘=1 
𝐹
𝑓=1 
)
 
  = 0 
       (8) 
where 
Ω𝑓,𝑘,𝑛 = 
𝐵𝑤/𝑁 (1− 𝑣𝑓,𝑘) Ƭ𝑓,𝑘,𝑛
∗ 𝑔𝑓,𝑘,𝑛 
𝐼+ 𝑝𝑓,𝑘,𝑛
𝐹  𝑔𝑓,𝑘,𝑛+ 𝑁0
            (9) 
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θ𝑓,𝑘,𝑛
 = λ𝑓,𝑘
 + 𝛿 (ϒ𝑓,𝑘,𝑛
𝑠 + √2
1
𝑁
ln (
1
𝜀
) 𝜎𝑛
𝑠𝛼𝑓,𝑘,𝑛
𝑠 )                 (10) 
The optimal power allocation for FBS f to FUE k on subchannel n can be expressed as  
 
𝑝𝑓,𝑘,𝑛
∗ = [
𝐵𝑤/𝑁 (1− 𝑣𝑓,𝑘) Ƭ𝑓,𝑘,𝑛
∗  
θ𝑓,𝑘,𝑛 ln 2
−
𝐼
𝑔𝑓,𝑘,𝑛
− 
𝑁0
𝑔𝑓,𝑘,𝑛
]
+
   (11) 
The subgradient search algorithm is used to calculate the non-negative Lagrange multipliers λ𝑓,𝑘, 
𝑣𝑓,𝑘, and 𝛿, given by  
λ𝑓,𝑘
(𝑡+1)
= [λ𝑓,𝑘
(𝑡)
+ ε1
(𝑡)
 (𝑃𝑚𝑎𝑥 − ∑ 𝑝𝑓,𝑘,𝑛
∗  
𝑁
𝑛=1 
)]
+
              (12) 
𝑣𝑓,𝑘
(𝑡+1)
= [𝑣𝑓,𝑘
(𝑡)
+ ε2
(𝑡)
 (∑  Ƭ𝑓,𝑘,𝑛
∗ 𝑅𝑓,𝑘,𝑛
𝐹 − 𝑅𝑓,𝑘
0
𝑁
𝑛=1 
)]
+
  (13) 
𝛿(𝑡+1) = [𝛿(𝑡) + ε3
(𝑡)
 (𝐼𝑡ℎ𝑟𝑒,𝑠 − ∑  
𝐹
𝑓=1 ∑ ∑   
𝑁
𝑛=1  
𝑘
𝑘=1 
(ϒ𝑓,𝑘,𝑛
𝑠 + √2
1
𝑁
ln (
1
𝜀
) 𝜎𝑛
𝑠𝛼𝑓,𝑘,𝑛
𝑠 )𝑝𝑓,𝑘,𝑛
∗ )    ]
+
            (14) 
 
where ε1
(𝑡) , ε2
(𝑡)
, and ε3
(𝑡)
 are step sizes and t is the iteration number. 
  
 
 
 
 
