The composition of gas and solids in protoplanetary discs sets the composition of planets that form out of them. Recent chemical models have shown that the composition of gas and dust in discs evolves on Myr time-scales, with volatile species disappearing from the gas phase. However, discs evolve due to gas accretion and radial drift of dust on time-scales similar to these chemical time-scales. Here we present the first model coupling the chemical evolution in the disc mid-planes with the evolution of discs due to accretion and radial drift of dust. Our models show that transport will always overcome the depletion of CO 2 from the gas phase, and can also overcome the depletion of CO and CH 4 unless both transport is slow (viscous α 10 −3 ) and the ionization rate is high (ζ ≈ 10 −17 ). Including radial drift further enhances the abundances of volatile species because they are carried in on the surface of grains before evaporating left at their ice lines. Due to large differences in the abundances within 10 au for models with and without efficient radial drift, we argue that composition can be used to constrain models of planet formation via pebble accretion.
INTRODUCTION
The structure and composition of protoplanetary discs are fundamental pieces in the puzzle of how planets form and evolve. In the most direct sense, planets form via the accretion of gas and solids -in the form of planetesimals, pebbles, or dust, which together with the gas are the main components of protoplanetary discs. This provides the opportunity to learn about planet formation by connecting the composition of planets to the discs in which they form. A challenge for the protoplanetary disc community is thus to determine the composition of the planetary building blocks, a task complicated by uncertainties in the processes governing disc evolution and the associated difficulties with the interpretation observational constraints. Here, we explore one aspect of this problem -namely how differences in the transport of gas and solids through the disc compete with their chemical evolution to control the composition of discs.
We frame our investigation in terms of a recent idea, which is to use the atmospheric C/O ratio in hot Jupiters to determine their building blocks. The observational utility E-mail: rab200@ast.cam.ac.uk (RAB) † E-mail: j.d.ilee@leeds.ac.uk (JDI) of the C/O ratio comes from the relative ease with which it can be constrained in hot Jupiter atmospheres. This is because the abundance of the observed molecules can vary by orders of magnitude for only small changes in the C/O ratio (see Lodders 2010; Madhusudhan 2012) . Öberg et al. (2011) realised that the C/O ratio could be used to constrain the radial location within a disc from which a planet formed. This is possible because the C/O ratio of the gas and ices changes across the ice lines (places where molecular species transition from being predominantly in the gas phase to ices in the solid phase) of the dominant carbon and oxygen bearing species, such as CO, CO 2 and H 2 O. Numerous studies have since explored how planet formation and migration affect the C/O ratio of the planet (Madhusudhan et al. 2014; Mordasini et al. 2016; Cridland et al. 2016 Cridland et al. , 2017 AliDib 2017; Booth et al. 2017; Madhusudhan et al. 2017 ). Although there are differences in the composition of the model planets in these studies, there is general agreement that the partitioning of the carbon and oxygen between the gas and solid phases, along with the amount these species accreted, is important in determining the planet's composition.
However, the composition of discs is not static in time, which needs to be taken into account in planet formation models. Although Cridland et al. (2016 Cridland et al. ( , 2017 recently cou-pled a planet formation model to a disc model including chemical kinetics, they focused on planets that accreted their envelopes inside the water ice line, where the majority of volatile carbon and oxygen bearing species are in the gas phase. Further out in the disc, in regions where the temperatures are lower and molecular species freeze out, chemical kinetics can have a greater impact on the gas and solid phase composition by exchanging carbon and oxygen between species that are in ices on grains or in the gas phase. Using an extensive gas-grain network Eistrup et al. (2016) showed that CH 4 and CO can be removed from the gas phase, with the net effect of lowering the gas-phase C/O ratio inside of around 10 au. However, this process is slow, taking several million years (Eistrup et al. 2018; Bosman et al. 2018b) , by which time gas giant must be well underway (Greaves & Rice 2010; Najita & Kenyon 2014; Manara et al. 2018) .
By comparison, it is becoming clear that the transport of molecular species is important on time-scales comparable to chemical processes. Bosman et al. (2018a) showed that even conservatively slow models of transport were enough to raise the CO 2 abundance above levels that has previously been assumed. Furthermore, transport is an essential component of a popular new model for planet formation -pebble accretion (Ormel & Klahr 2010; Lambrechts & Johansen 2012 ) -which relies on dust grains large enough that they decouple from the gas (e.g. Lambrechts & Johansen 2014; Morbidelli et al. 2015; Bitsch et al. 2015 . Johansen et al. 2018 invoke smaller pebbles, although they are still large enough to migrate). These pebbles thus migrate rapidly towards the star (Weidenschilling 1977) carrying the volatile molecular species frozen out onto their surfaces with them as they migrate. These volatile species then enter the gas phase when the pebbles cross their respective ice lines. Under the conditions often assumed in pebble accretion models, radial drift enhances the gas phase abundances by a factor of a few within a Myr (Booth et al. 2017; Krijt et al. 2018) .
Previous studies investigating the interplay between chemical kinetics and transport typically assume that dust and gas are coupled (e.g. Aikawa et al. 1999; Tscharnuter & Gail 2007; Nomura et al. 2009; Semenov & Wiebe 2011; Heinzeller et al. 2011; Walsh et al. 2014; Gail & Trieloff 2017; see Henning & Semenov 2013 , for a review). These studies suggest that the transport has two predominant effects: 1) diffusion weakens concentration gradients and 2) transport limits the amount of time molecular species spend at a given location, reducing the influence of chemical processes that act on time scales longer than the transport time-scale. While a number of studies have treated the transport of gas and solids separately (e.g. in the context of CO sequestration in disc mid-planes; Piso et al. 2015 Piso et al. , 2016 Bergin et al. 2016; Kama et al. 2016; Booth et al. 2017; Krijt et al. 2018;  or the destruction of carbon grains in the terrestrial planetforming region; Klarmann et al. 2018) , to our knowledge this is the first study to treat gas and dust transport independently and gas-phase kinetics in detail. We emphasise that differences in the transport of gas and dust is the only way that the bulk atomic abundances (i.e. gas+dust abundance of carbon, oxygen, and nitrogen, etc) can vary in the disc; the partitioning of different molecular species between the gas and ice phase changes the atomic abundance of the each phase separately, but not the total abundance.
In this work we investigate the competition between chemical kinetics and transport in the mid-plane of protoplanetary discs. To this end, we couple a chemical kinetics network (Ilee et al. 2011 ) with a 1D disc evolution model. Our disc evolution model includes gas evolution (which is treated as viscous), grain growth and radial drift (Booth et al. 2017) 1 . We allow for differences in the transport of gas and ice phase molecular species, tracking their motion with the gas and dust, respectively. We examine how transport and chemical kinetics compete, focusing on the classical giant planet forming region (1-10 au).
METHODS

Physical evolution
We consider the physical evolution of gas and dust following Booth et al. (2017) . The gas evolution is treated assuming a viscous disc, with a constant α = 10 −3 or 10 −2 . The justification of these choices is given in subsection 2.2. Grain growth and radial drift are treated based upon Birnstiel et al. (2012) . The mid-plane temperature is computed taking into account viscous heating and irradiation from the central star, along with external irradiation with a temperature of 10 K.
We self-consistently take into account the motion of each of the chemical species included in the model, treating the motion of gas and ice phase species independently. The gas phase species are advected at the gas velocity, which is determined by viscous evolution. Ice phase species are advected along with the dust. The dust radial velocity is set by a combination of both the gas velocity due to viscosity and radial drift (e.g. Takeuchi & Lin 2002) .
The grain growth model assumes that there are two populations of grains, small and large, here we assume that the ice species are partitioned across the two populations in the same way as the dust. This results in the advection of ice phase species being dominated by the large grain population, in good agreement with calculations treating the full distribution of sizes (Stammler et al. 2017) . In addition to advection, we include turbulent diffusion. The diffusion coefficient D of the gas is given by D = ν/Sc, where ν is the viscosity and the Sc the Schmidt number, for which we take Sc = 1. For the dust and ice phases the diffusion coefficient is scaled to the gas coefficient following Youdin & Lithwick (2007) and assuming the eddy turnover time-scale equals the dynamical time-scale, Ω −1 . For the dust sizes considered here, the diffusion coefficients of the dust and gas are the same to within one per cent.
The opacity used in the mid-plane temperature calculation has been updated. In Booth et al. (2017) we used the Rosseland mean opacity tables similar to Bell & Lin (1994) , as computed by Zhu et al. (2012) . Since these opacities assume a grain size distribution appropriate for the interstellar medium they can considerably overestimate the dust opacity once the grains have grown and begin to migrate.
Here we instead use Rosseland mean opacity computed selfconsistently for grain size distributions with number density n(a) ∝ a −3.5 with the maximum grain size taken from the grain growth model. The dust properties follow Tazzari et al. (2016) , based on the composition of Pollack et al. (1994) and assuming a porosity of 30 per cent.
In addition the models that include the effects of transport processes: viscous evolution, radial drift and diffusion; we also consider models that switch off some or all of these processes. This allows us to separate out the effects of physical and chemical processes on the composition.
Physical parameters
We explore two models for the evolution of the disc, with the same initial surface density profile, but choices of the turbulent α parameter -and correspondingly different accretion rates. Unless otherwise stated, in each model we set the initial disc mass to 0.01 M and stellar mass to 1 M . The surface density profile is initialised to a Lynden- Bell & Pringle (1974) profile,
We assume that the initial ratio of refractory dust-to-gas surface density is 0.01 everywhere. The total dust-to-gas ratio is higher than this by approximately factor of 2 due to the presence of ices frozen onto grain surfaces. The initial grain size is also taken to be 0.1µm.
For the turbulent α parameter we use α = 10 −3 and α = 10 −2 . While we note that recent observations suggest turbulence in the outer regions of discs is weaker than this (Pinte et al. 2016; Flaherty et al. 2017 Flaherty et al. , 2018 Teague et al. 2018) , there is evidence that the accretion rate through discs is more compatible with higher values of α. In the absence of direct measurements of the radial flow of gas through discs, the accretion rate onto the star combined with the disc mass provide the most reasonable estimates. For example, Boneberg et al. (2016) found that an effective α ∼ 0.1 was required to match the accretion rate of HD 163296, while the turbulent mixing in the vertical direction was lower. Furthermore, based on the surface density profile and accretion rate Clarke et al. (2018) derive α ∼ 0.01 for CI Tau. Even TW Hya, which is an old system and has a low accretion rate, has an accretion rate compatible with α ∼ 10 −3 (Calvet et al. 2002; Bergin et al. 2013; Ercolano et al. 2017) . Based on dust disc sizes and ages, Andrews & Williams (2007) and Guilloteau et al. (2011) suggest α in the range 10 −3 -10 −2 . Similarly, for most discs Rafikov (2017) inferred α in the range 10 −3 -10 −2 based on the disc radii and masses inferred from dust emission in Lupus and their associated accretion rates. High dust-to-gas ratios in Lupus, as suggested by Miotello et al. (2017) , would result in higher estimates of α for Lupus; however, Manara et al. (2016) suggest that the dust mass is well matched to the accretion rate (but see Mulders et al. 2017 and Lodato et al. 2017 for a discussion). Differences between the accretion rate and inferred turbulence levels may point to MHD winds as the source of angular momentum transport instead of viscosity (Suzuki & Inutsuka 2009; Fromang et al. 2013; Bai & Stone 2013) . However, since we are mainly concerned with the speed of mass transport through the disc, this distinction is not critical. Thus we model the discs as viscous, considering α in the range 10 −3 -10 −2 to be typical for nearby, low mass protoplanetary discs.
For the dust evolution, we use the same parameters as Booth et al. (2017) , for which the standard parameters are based on fits to more detailed models , except that we use the ice fraction to specify the location where the fragmentation velocity transitions from water icelike (10 m s −1 ) to silicate-like (1 m s −1 ). Rather than varying these parameters, we choose instead to simply run models with radial drift included or neglected (in which case the dust moves with the gas). Combined with the two choices of α, this spans the commonly studied parameter space. For example α = 10 −3 is commonly considered (e.g. Birnstiel et al. 2012) , for which dust grows large enough to be in the radial drift dominated regime at large radii, leading to rapid evolution of the dust-to-gas ratio. This model is also comparable to the parameters assumed in pebble accretion models of Lambrechts & Johansen (2014) ; Morbidelli et al. (2015) and Bitsch et al. (2015) . In the α = 10 −2 model, dust growth is initially limited by fragmentation everywhere, resulting in smaller grains and slower radial drift. Slower radial drift combined with a faster gas radial velocity results in the dust-to-gas ratio decreasing more slowly. Such a model may be in better agreement with observed disc properties, where low dust-to-gas ratios are typically not inferred (Boneberg et al. 2016; Ansdell et al. 2016 ; although note that masses determined from CO observations are uncertain), and is also comparable to the parameters assumed in the pebble accretion model of Johansen et al. (2018) .
The evolution of the surface density, dust-to-gas ratio, temperature, and maximum grain size for our two canonical models are shown in Figure 1 (α = 10 −2 ) and Figure 2 (α = 10 −3 ). The evolution of combined dust-gas models has been described at length in Birnstiel et al. (2012) , and Booth et al. (2017) in the case where adsorption and desorption at ice lines is included. Thus we only describe the salient differences here and refer the readers to the above references for further details. The main features of note are: the slower evolution of dust-to-gas ratio at α = 10 −2 , in which the dustto-gas ratio is enhanced by a factor ∼ 2 inside 10 au, and only decreases outside the scaling radius (100 au). In comparison the dust-to-gas ratio falls to 10 −4 on Myr time-scales in the α = 10 −3 model, a consequence of larger grain maximum grain size. Note also that gas surface density decreases in the α = 10 −2 model, but barely changes after 1 Myr at α = 10 −3 . Another consequence of the higher accretion rate at α = 10 −2 is the warmer temperature in the disc inside of ∼ 5 au, due to both the larger contribution of viscous heating and also a higher optical depth because of smaller grains.
The time-scale for the evolution of the gas and dust surface densities are given by the time-scale for the accretion of gas and dust onto the star. These time-scales will be useful in the following sections for interpreting the competition between chemical evolution and transport. In the case of the gas, the accretion time-scale is controlled by the viscous velocity, v ν , from which we can estimate a viscous time-scale, The long viscous time-scale at 100 au explains the slow change in gas surface density in α = 10 −3 model. However, at 1 au the viscous transport time is always much less than 1 Myr, and for α = 10 −2 the viscous transport time is less than 1 Myr everywhere inside of approximately 50 au.
In addition to transport with the gas, the dust surface density also evolves due to radial drift, with the associated radial drift time-scale, t drift = R/v drift . In this case, the evolution of the dust surface density is always on the shorter of radial drift and viscous time-scales. The radial drift time-scale depends on both the dust grain size and gas surface density profile. Taking the gas surface density to be Σ = Σ 0 (R/au) −1 , we estimate the radial drift time-scale as
Typical grain sizes are 0.1-1 mm for α = 10 −2 and 1-10 mm for α = 10 −3 . Hence the dust evolves on approximately the viscous time-scale for α = 10 −2 , which explains the slow evolution of dust-to-gas ratio. However, for α = 10 −3 the dust evolves faster than the gas, and the dust-to-gas ratio decreases.
Chemical evolution
Within the physical model discussed above, we embed a time-dependent gas-grain chemical evolution model that self-consistently calculates the chemical evolution of each grid cell. For this, we utilise the krome chemical evolution package 2 (Grassi et al. 2014) . For the chemical reaction network, we adopt the network previously used in Ilee et al. 2011; Evans et al. 2015 and Ilee et al. 2017 , with modifications described here to provide consistency with more recent disc evolution models. The network consists of 1485 reactions involving 136 species containing the elements H, He, C, N, O, Na and S. These reactions were originally selected from a subset of the UMIST Rate 95 database (Millar et al. 1997) . Data from the Kinetic Database For Astrochemistry, KIDA 3 , were used to update some of the rates and rate coefficients. In addition to the chemical reactions, adsorption, and desorption processes; we self-consistently follow the advection and diffusion of each of the gas and ice phase species following Booth et al. (2017) . We overview the key aspects of our chemical model below.
The fundamental variables integrated in the disc evolution and transport code are the total surface density, dust fraction, and mass fraction of each chemical species. These are used to compute the mid-plane number density, n(i), and dust-to-gas ratio, , assuming a Gaussian vertical structure using the scale-height computed from the mid-plane temperature. The fractional abundance relative to the total number of hydrogen nuclei, n, is X(i) ≡ n(i)/n. The rate equation for the gas-phase fractional abundance of species i is therefore
where k( j) is the rate coefficient of the jth reaction, and the summations are restricted so that only reactions involved in the formation or removal of the ith species are included. We denote this total rate S(i). These rate coefficients are of the standard Arrhenius form
where α( j) is the room temperature rate coefficient of the reaction (at 300 K), β( j) describes the temperature dependence and γ( j) is the activation energy of the reaction. The terms S rad (i)X(i), S 3 , S a and S d represent radiative destruction processes, three-body gas phase reactions, adsorption on to dust grains, and desorption from dust grains, respectively.
For three body reactions, we assume that the only third body of importance is H 2 , and therefore
The rate of destruction of species i due to radiative processes is given by
for photoreactions (where α is a proportionality constant containing the dust grain albedo, which we take to be 0.5).
3 http://kida.obs.u-bordeaux1.fr
For cosmic ray ionisation, we take S rad = ζ = 10 −17 s −1 everywhere, unless otherwise specified. Though photoabsorption of radiation from external sources will affect the chemistry in the upper layers of a disc, we focus on the bulk of the planet forming material toward the disc mid-plane. We therefore assume that all material is well shielded from external sources of photons, setting A V = 30 mag everywhere. However, we do include photoreactions due to secondary photons generated by cosmic rays, using the rates from Heays et al. (2017) .
For the adsorption of species from the gas phase onto the surfaces of icy grain mantles, we assume
where X dust is the dust number density, S(i) is the sticking coefficient (taken to be 0.3), m(i) is the atomic mass of the adsorbed species, and πa 2 is the average dust grain area. The average grain radius is computed using the maximum grain size from the dust evolution code, assuming a grain size distribution n(a)da ∝ a −3.5 da with the minimum grainsize equal to 0.1µm. However, we note that our results are only very weakly dependent on this choice (as shown in section A).
For unsaturated C, N and O species on the surfaces of dust grains, we assume hydrogenation occurs via the Eley-Rideal mechanism, at the rate of adsorption of H from the gas multiplied by the probability of encounter with the species on the grain surface, e.g., gC → gCH → . . . → gCH 4 (where g denotes a species on a grain surface, see Visser et al. 2011 ).
For the thermal desorption of species from dust grain surfaces into the gas phase, we assume
where σ = 1.5 × 10 15 cm −2 is the surface density of binding sites, E b (i) is the binding energy of the ith species on the surface of the dust grain, and T is the dust temperature (which we assume to be in equilibrium with the gas temperature), and ν 0 is the characteristic vibrational frequency of the species attached to the grain.
Integration of the rate equations in each cell is performed independently, using the dlsodes package (Hindmarsh 1983) within the krome package (Grassi et al. 2014) to yield the time-dependent evolution of fractional abundance for each species throughout the disc.
Combined chemical evolution and transport
The coupling to the disc evolution model is achieved in a a first-order operator-split fashion, which we briefly describe here. The full equation for the surface density of a given species, Σ(i), may be written as
where v r (i) is the radial velocity of the species (either the gas velocity or dust velocity, depending on whether the species is in the gas or ice phase), and S(i) is the source terms due to chemical reactions (Equation 4). We discretize this equation Table 1 . Initial abundances relative to the number of hydrogen nuclei, X(i) ≡ n(i)/n. Based on Eistrup et al. (2016) .
on a fixed Eulerian grid, as described in Booth et al. (2017) . We then proceed by splitting these equations into two steps, first a transport step without the chemical reactions:
where the amount of each species being transported between the different radial cells between times t and t + dt is computed as described in Booth et al. (2017) . This produces a new estimate for the surface density in each cell, Σ * (i), at time t + dt.
The second step in the computation is to integrate
over a time dt starting from Σ * (i). To do this, we first compute mid-plane density of each chemical species via
, where H is the disc-scale height. We then pass n(i) = ρ(i)/m(i), where m(i) is the mass of the species, into the chemical solver, krome, which integrates the number density from t to t + dt. The new n(i) can then be converted back to Σ(i). Finally, the grain size is updated as described in Booth et al. (2017) and the temperature in the disc updated.
Chemical initial conditions
For the initial abundances, we assume the gas is molecular with the abundance of key molecular species given in Table 1 , which follow Eistrup et al. (2016) , which are comparable to the abundances in comets (Mumma & Charnley 2011) . These abundances correspond to C/H, N/H, and O/H ratios of 0.47, 0.89, and 0.85 times solar, respectively (Asplund et al. 2009 ). The C/O ratio is 0.29, which is below the protosolar value of approximately 0.54. These lower abundances are consistent with the remaining species being locked up in refractory solids (Pollack et al. 1994) . Where relevant, we thus assume the remaining C, N, and O atoms are locked up in the cores of dust grains, which for the purpose of this study are considered inert.
CHEMICAL EVOLUTION
Chemical evolution without transport
We first begin with a simple test case in which all transport terms are turned off in the disc evolution model, i.e. the chemical reaction network for each cell is integrated independently with the density fixed at the initial value. This allows a direct comparison with recent works exploring the impact of chemistry on the composition of planets (Eistrup et al. 2016; Cridland et al. 2016; Yu et al. 2016; Cridland et al. 2017; Eistrup et al. 2018) , with which we can benchmark the smaller chemical network used in this study. For this test we present results from the standard disc model with a mass of 0.01M and α = 10 −3 . The evolution in these models is almost entirely driven by ionization due to cosmic rays (see Appendix A or Eistrup et al. 2016) . The abundances of the dominant carbon and oxygen carriers at 0 and 10 6 yr are shown in Figure 3 , which can be compared with Figures 2 and 3 of Eistrup et al. (2016) . The time evolution can also be seen in Figure A2 .
Our model without transport is in good qualitative agreement with the results from the more extensive networks used by Eistrup et al. (2016 Eistrup et al. ( , 2018 , and Yu et al. (2016) . The most significant effect is the depletion of CH 4 inside of 10 au, where CH 4 is in the gas phase. The primary pathway for the removal of CH 4 are reactions with C + , which in turn is produced via reactions between CO and He + that is generated by cosmic ray ionization. The reactions between CH 4 and C + produce C 2 H + 2 and C 2 H +
3
, which can recombine with electrons to form C 2 H and C 2 H 2 (Walsh et al. 2015; Yu et al. 2016 ). C 2 H 2 then freezes out, acting as the main reservoir in our network. In reality, C 2 H 2 is likely further hydrogenated on the grain surfaces - Eistrup et al. (2018) find that the main reservoir in this region is the saturated hydrocarbon C 2 H 6 , which is also frozen out. We therefore argue that the conversion of CH 4 to larger molecules is adequately captured in our model because the time-scale for depletion (a few 10 5 yr) is captured properly. Furthermore, since the binding energies of these two species are similar (Collings et al. 2004; Öberg et al. 2009 , see also Penteado et al. 2017 ) they will be in the ice phase for similar ranges of parameter space, resulting in similar transport efficiency too. We thus argue that the differences are not significant for our goal, i.e. to asses how the carbon and oxygen abundance of the gas and solids during planet-formation is affected by the competition between transport and chemistry.
The most significant differences come from the fact that we do not include detailed grain surface chemistry. However, besides the aforementioned hydrogenation of small hydrocarbons, these differences are most significant on time-scales of a few Myr. E.g. Eistrup et al. (2018) show that this leads to the conversion of CO into CO 2 on time-scales of a few Myr in the outer disc where CO is frozen out (see also Bosman et al. 2018b) . Without grain surface chemistry CO can only be destroyed in the gas phase, which takes several to 10 Myr. For this reason we focus on the first 1 Myr, where the differences in the CO abundance are within a factor of 2.
Viscously evolving discs
We now turn our attention to models involving transport, first considering models with viscous evolution but no radial drift. In this model, the dust and gas move together as they move towards the star, similar to the models by Aikawa et al. (1999) . The differences in the chemical evolution between the models with and without transport are thus due to the gas at a given location having come from larger radii in the disc, where the temperatures and densities are lower. Since Figure 3 . Abundances relative to hydrogen, X(i), of the major carbon and oxygen carriers after 10 6 yr in models without radial drift. In the left panel transport is neglected entirely, while the other two panels show models in which the dust moves at the same speed as the gas. Solid lines denote gas phase species and dashed lines denote ice phase species and the dotted lines show the initial abundance of each species. The vertical bars show the approximate ice line locations. Note that C 2 H 2 should be considered a proxy for hydrocarbons more generally. each parcel of gas now spends a limited amount of time in the regions where a given chemical process is happening (e.g. the depletion of CH 4 ), this naturally leads to competition between the chemical time-scales and transport time-scales (which are given in subsection 2.2).
Transport thus reduces the impact of chemical reactions on the composition in the inner regions. Even in our low accretion rate model with α = 10 −3 , viscous transport carries gas from 2 au onto the star more rapidly than CO 2 depletes ( 10 6 yr), as discussed in detail by Bosman et al. (2018a) . However, at α = 10 −3 , viscous transport is not able to overcome the depletion of CH 4 , due to a combination of a shorter chemical time-scale (a few 10 5 yr) and the longer time that material spends at 10 au than at 2 au.
At α = 10 −2 , viscous transport becomes efficient enough that gas-phase chemistry no longer has a significant effect on the abundance of the major carbon and oxygen carriers inside 10 au. While there is still some conversion of CH 4 to larger hydrocarbons, this only reduces the abundance of CH 4 by a factor of ∼ 2. Thus the composition of the mid-plane inside the CO ice line (∼ 30 au) is largely set by the composition of the material being carried in from larger radii.
Influence of radial drift
The primary effect of radial drift is to enhance the transport of molecular ices from the outer disc (Booth et al. 2017 ). The molecular species frozen out enter the gas phase when the grains pass each species' respective ice lines, enhancing the local volatile abundance inside the ice line. The strength of this enhancement is controlled by the relative time-scales on which the gas and dust evolve: rapid radial drift leads to a rapid increase of volatile abundance inside the ice line. In the opposite limit, when radial drift is slow, there is no enhancement of the abundances because the gas and dust move together. Thus the volatile species are transported away from the ice lines in the gas phase at the same rate they are brought there in ices on the grains.
The influence of radial drift can be most clearly seen in the left hand panel of Figure 4 , which shows the α = 10 −3 model including radial drift and adsorption/desorption, but neglecting other chemical processes. The rapid dust transport in this model means that 90 per cent of the volatiles are delivered into the inner disc within 0.5 Myr. Combined with the low gas accretion rate, this results in high gas phase molecular abundances in the inner disc, along with a reduced dust-to-gas ratio (Figure 2 ).
For CO, which enters the gas phase at around 40 au where viscous transport is slow, this results in a spike in the gas phase CO abundance. Inside 5 au the CO abundance is dominated by gas that originated inside the ice line and has been carried inwards by the gas; thus, the CO abundance returns to its initial value. For the species that have their ice lines closer to the star, such as CH 4 , CO 2 and H 2 O, the abundance inside the ice lines has become close to constant because the transport time-scale is less than 1 Myr. Outside their ice lines, the gas phase abundance of all molecular species remains low because any molecules that diffuse beyond the ice line freeze out and are carried back on the grain surfaces. This results in the ice-to-dust abundance of individual species being enhanced by as much as a factor of ∼ 10 near their ice lines.
The interplay between gas-phase chemistry, radial drift and viscous evolution can be seen in the middle panel of Figure 4, for the model with α = 10 −3 . Here we see again that the conversion of CH 4 to larger hydrocarbons is efficient inside of 10 au, removing the spike in CH 4 at the ice line. However, radial drift is efficient enough that the the CH 4 abundance is still high after 1 Myr. The high CH 4 abundance at ∼ 10 au also translates into a higher rate of hydrocarbon formation, which can be seen through the higher abundance of C 2 H 2 ice relative to water ice in the middle panel of Figure 4 compared to Figure 3 . However, efficient radial drift prevents the newly formed ice reaching high abundances, with the ice instead being transported in to its own ice line, as suggested in Booth et al. (2017) . A similar process is responsible for the higher CO abundance in the inner region. In this case it is the formation of H 2 CO from CO near the ice line that is responsible. Once formed, the H 2 CO freezes out and is transported on the grains to around 5 au, where it enters the gas phase and is converted back to CO. The enhancement of CO in the inner regions thus relies on the formation of H 2 CO. We note that when grain surface reactions are included Eistrup et al. (2016) find CO 2 is formed instead. While CO 2 would freeze out also and be transported inwards, the conversion of CO 2 into CO is slow compared to the transport. Thus the effect of CO conversion to CO 2 and transport on the grain surfaces would be to further enhance the CO 2 abundance in the inner regions, rather than CO.
The evolution of species such as CO, CH 4 , CO 2 and H 2 O after 1 Myr would be characterized with an inside-out depletion of the species in order of their snow line locations, because species closest to the star accreted onto the star first (Booth et al. 2017) . Including chemical reactions only slightly modifies this picture, with the depletion of CO and CH 4 being slightly accelerated with respect to the results without chemical reactions through their processing to CO 2 and larger hydrocarbon ices, respectively.
In the α = 10 −2 model the evolution is similar both with and without radial drift. This is due to the viscous time-scale (t ν ) and radial drift time-scale (t drift ) being comparable, so radial drift only modestly affects the transport of dust. Furthermore, both of the transport time-scales are shorter than the chemical time-scales for the depletion of the major carbon and oxygen carriers. At α = 10 −2 the impact of radial drift is to increase the abundances by a factor ∼ 3 due to the radial drift of ices. The enhancement in molecular abundances is only slightly higher than the enhancement in dust-to-gas ratio because the dust drifts inwards at only slightly higher speeds than the gas. However, suppressing the influence of radial drift entirely would require t ν t drift . Similar to the α = 10 −2 models without radial drift, we again see that gas-phase reactions only have a modest effect on the abundances, although the abundance of hydrocarbons produced from CH 4 still reaches 20 per cent of CH 4 abundance.
In Figure 5 we show how transport influences the evolution of the main nitrogen reservoirs, N 2 and NH 3 . In the outer disc we find that the evolution is slow(time-scales 1 Myr), even in the absence of transport. We find that N 2 converts to NH 3 , as found by Schwarz & Bergin (2014) in models with a high initial N 2 abundance. Conversely, Eistrup et al. (2016) report the conversion of NH 3 to N 2 in the outer disc, again on time-scales much longer than 1 Myr. The difference is due to the destruction of NH 3 ice by cosmic-ray induced photons, which is neglected in this work. Nevertheless, the evolution of the nitrogen abundance in the outer disc is expected to be slow.
In the inner disc NH 3 is depleted and the N 2 abundance increases. The remaining NH 3 abundance inside the NH 3 ice line is sensitive to the rate of NH 3 production from N 2 . We find that this is fastest via the pathway
Outside the water ice line where water is not present in the gas phase the NH + 3 → NH + 4 step occurs more slowly via reactions with H 2 , resulting in lower abundances. In the colder regions further out NH 3 formation can also occur on grain surfaces.
As in the case of carbon and oxygen bearing species, we see that even low levels of transport prevent the depletion of NH 3 , largely because the depletion time-scale, ∼ 0.5 M yr, is long compared to the transport time-scales in the inner disc. We note that high NH 3 abundances inside the NH 3 ice line is in conflict with recent measurements of the NH 3 abundance in the inner regions of discs (< 10 −7 ; Pontoppidan et al. 2019) , even for α = 10 −3 . However, it may be possible that the NH 3 abundance observed in the upper layers is not representative of the bulk abundance on the disc. A similar conflict between observed CO 2 abundances and models including transport was reported by Bosman et al. (2018a) .
Neither the conversion of N 2 to NH 3 nor the reverse process change the total gas phase nitrogen abundance significantly -in the inner disc both species are in the gas phase, while in the outer disc the destruction of N 2 is slow. However, due to the long viscous time in the outer disc (1 Myr at 50 au for α = 10 −2 ), transport only has a modest effect on the evolution of nitrogen in the outer disc. Conversely, in the inner disc where the viscous time is much shorter, transport reduces the conversion of NH 3 to N 2 .
Models with radial drift also have a similar effect on the nitrogen reservoirs as the carbon and oxygen reservoirs. Radial drift causes enhancements in the gas phase N 2 abundance inside the N 2 ice line by a factor 2 -3. The NH 3 abundance increases by factors of 3-10 due to radial drift and is further enhanced by the formation of extra NH 3 in the outer disc, which freezes out and is carried in by the drifting grains.
We briefly consider how sensitive the results presented here are to assumptions about the disc model. Notably, the radial drift and viscous time-scales are not very sensitive to model assumptions, apart from the dependence on α. For this reason, we investigated how the chemical time-scales vary in models without transport, varying the disc mass, cosmic-ray ionization rate and average grain size used in the chemical models. The results are presented in detail in Appendix A, which shows that the time-scale for the depletion of CH 4 and CO are only sensitive to the cosmic-ray ionization rate. Since we adopt the canonical value of cosmic-ray ionization rate (10 −17 s −1 ), which assumes no shielding of the interstellar cosmic ray flux via stellar winds or magnetic fields (Cleeves et al. 2013a ), our results likely represent a lower limit of the importance of transport relative to midplane chemical kinetics.
Abundance ratios
The bulk abundances of the main atomic species, e.g. carbon, oxygen, and nitrogen, are of particular interest in the context of planet formation since the composition of exoplanet atmospheres must be connected to the competition of gas and solids in discs (e.g. Öberg et al. 2011; Madhusudhan et al. 2014) . We first explore the evolution of the C/O ratio in models without radial drift (Figure 6 ). In these models, the total abundance (gas and ice phase) of carbon and oxygen bearing species does not change, only the partitioning of these species between the gas and ice phases.
The changes in composition driven by chemical pro- cesses are best seen in the model without transport (and α = 10 −3 ). Inside the water ice line (0.5 au), all of the major carbon and oxygen are in the gas phase and thus chemical processing does not change the gas phase carbon or oxygen abundance. Between the water and CO 2 ice lines (1.5 au) the gas phase carbon and oxygen abundance is dominated by CO and CO 2 , with a small contribution from hydrocarbons (CH 4 and C 2 H 2 -a proxy for C 2 H 6 ; see subsection 3.1). Here, the C/O ratio increases as CO 2 is destroyed, producing CO and O, with O eventually forming H 2 O, which freezes out. Between the CO 2 and CH 4 ice lines (10 au), CO and CH 4 are initially the main gas phase carbon and oxygen carriers. CH 4 gets converted to larger hydrocarbons (C 2 H 2 ), which freeze out causing the C/O ratio to reduce to 1. The spike in C/O ratio near the CO 2 ice line is due to the slightly lower binding energy of C 2 H 2 than CO 2 (note that C 2 H 6 also has a lower binding energy than CO 2 , so Eistrup et al. 2018 see a similar spike in C/O). Outside of the CH 4 ice line CO is always the dominant the gas phase carbon and oxygen carrier, so the C/O ratio does not evolve. The nitrogen abundance evolution can be derived from Figure 5 and is is slow, thus the C/N of N/O ratio evolution will be driven primarly by the evolution of carbon and oxygen, respectively.
As the speed of the viscous transport increases, the changes in composition driven by chemical reactions become restricted to regions of the disc at larger and larger radii. Already at α = 10 −3 the effect of transport is first noticeable between the H 2 O and CO 2 ice lines, since CO 2 no longer depletes (see also Bosman et al. 2018a ), while at α = 10 −2 the carbon and oxygen abundance hardly evolve. At α = 10 −2 the inward movement of the ice lines as the disc cools generates the only significant changes in abundance ratio.
The influence of radial drift on the bulk abundances is sensitive to whether radial drift or viscous evolution is faster. When radial drift is included we see spikes in the gas phase C/H ratio at α = 10 −3 (Figure 7) , as reported by Booth et al. (2017) . These spikes are driven by volatile species being left at their snow lines when grains drift past them. We also see a peak in the C/O ratio inside of 10 au, which is driven by CH 4 entering the gas phase. Since radial drift depletes the disc of dust (and ice phase species) within a few 0.1 Myr the C/O ratio at 10 au begins to decline. This decline is due to a combination of the conversion of CH 4 to C 2 H 2 and the viscous transport of CH 4 inwards from the ice line. After ∼ 0.5 Myr, conversion of CH 4 to C 2 H 2 generates a second spike in C/O ratio at a few au (where C 2 H 2 enters the gas phase). At α = 10 −2 the viscous and radial drift times are comparable, reducing the influence of radial drift. Nevertheless, we still find an enhancement in the gas phase C/H ratio by a factor 2 -3, since radial drift is still able to bring extra material into the inner regions. We again find C/O > 1 between the CH 4 and CO 2 snow lines since CH 4 is transported into this region faster than it is converted to C 2 H 2 .
DISCUSSION
Impact of transport on disc composition
In this paper we have investigated how the abundances of the main carbon, oxygen, and nitrogen carriers in the midplane of protoplanetary discs evolve under the competition between chemical kinetics and radial transport. The effects of transport differ between gas dominated transport (viscous evolution, and the transport of small grains at the viscous speed) and radial drift dominated transport. The main effect of gas dominated transport is to reduce the amount of time that a parcel of gas spends in regions where the processing occurs. Thus gas transport weakens the depletion of CO 2 , CH 4 and CO from the gas phase that otherwise occurs inside their ice lines. Radial drift acts differently, enhancing the transport of molecular species inwards on grain surfaces. The molecules are then left at in the gas phase as they sublimate at their ice lines. Thus the main effect of radial drift is to enhance the abundances of molecular species inside their ice lines. Their subsequent evolution is controlled by transport further inward in the gas phase, along with processing by chemical reactions. A secondary effect of radial drift is that new species produced by chemical processing (e.g. C 2 H 2 or H 2 CO) can freeze out and be carried further in before reentering the gas phase.
The results presented here are relatively insensitive to the parameters in the model, except those that govern the rate of transport. In Appendix A we explore how the chemical depletion time-scales depend on model parameters in the absence of transport, showing that the results are only sensitive to the cosmic-ray ionization rate, ζ, which facilitates the removal of CH 4 and CO from the gas phase. If ζ is lower than the canonical value of 10 −17 (as suggested by Cleeves et al. 2013a ), then transport is expected to dominate for α 10 −3 , which is likely the case for most discs. Our results are otherwise insensitive to the disc mass or assumptions about the grain size distribution. This means that α and ζ essentially control the relative importance of transport and chemical reactions. There will also be a weak dependence on the temperature of the disc as the ice lines move to larger radius where the viscous time is longer.
The models presented here support the ideas put forward in Booth et al. (2017) , using similar assumptions for the transport of chemical species but simpler assumptions about their abundances. I.e. in models with efficient grain growth and radial drift the abundances inside ice lines are mostly controlled by the inward transport of molecular species from larger distances on grain surfaces, together with transport in the gas phase inside the ice line. Reducing the grain sizes weakens radial drift and results in the compositions being set largely by the composition at larger radii. The exception to this is when transport times are long ( 1Myr at 10 au) and ionization rates are high (ζ 10 −17 ), in which case chemical processing in the mid-plane may be able to remove CH 4 (and eventually CO) from the gas phase. We also verify the suggestion that, by processing molecules to less volatile species (such as CH 4 to C 2 H 2 ), chemical reactions act to aid the transport of volatile species to smaller radii ( Figure 7 ).
The models presented here assume a turbulent viscosity, but it is possible that accretion in protoplanetary discs is primarily laminar, as discussed in subsection 2.2. However, a low level of radial diffusion associated with weak turbulence would not affect the results presented here because the effects of radial diffusion are already localised to regions close to the snow lines. The primary effect of weak turbulence on the models is thus on grain growth and radial drift, which is limited by turbulent fragmentation in our α = 0.01 model. Lowering the strength of turbulence in that model by a factor 10 would result in efficient grain growth and radial drift, as in the α = 10 −3 model. Reducing the strength of turbulence further would have little effect because grain growth becomes limited by radial drift instead.
A potentially more important effect associated with laminar accretion in discs is the possibility that the accretion occurs in a narrow layer far away from the mid-plane (e.g. Gressel et al. 2015) . In this case, vertical mixing is needed to couple the effects of accretion to the composition of the mid-plane. Two-dimensional models are needed to explore this in detail, but it is unlikely that the accretion flow can be completely decoupled from the mid-plane because vertical mixing should occur a factor of (R/H) 2 ∼ 10 2 -10 3 times faster than the radial mixing for the same α. Thus an extraordinarily low α would be required to prevent vertical mixing altogether.
Dust traps, if widely present in protoplanetary discs, could have a significant impact on the abundance evolution. Such traps have typically been invoked to explain why dust grains can survive in discs for several Myr (e.g. Pinilla et al. 2012) . The impact of traps on the composition will depend on the evolution of the traps themselves. If the traps were to move with the gas, then the net effect would be similar to our models neglecting radial drift. However, if the traps remain stationary, preventing the inflow of dust entirely, the chemical evolution could be different as volatiles remain trapped at their original location. This would lead to the depletion of volatile species from the gas phase as the gas in the inner disc is accreted onto the star. This effect has been invoked to explain the depletion of refractory material accreting onto Herbig stars with transition discs (Kama et al. 2015) .
Although the high CO abundance in our models appears in conflict with the observed depletion of CO in TW Hydra (Favre et al. 2013; Zhang et al. 2017) , this can potentially be reconciled due to TW Hydra's age (8 Myr) and low accretion rate (Calvet et al. 2002; Donaldson et al. 2016) , as long as the ionization rate is not too low (ζ ∼ 10 −17 ). In this case the viscous time-scale near the CO ice line is ∼ 5 Myr, long enough that grain surface processes could deplete the CO abundance (requiring ∼ 3 Myr, Bosman et al. 2018b) . The low CO line fluxes observed for a range of discs (e.g. those in Lupus; Miotello et al. 2017) point to a more general depletion of CO within a few Myr. However, for systems requiring a higher α (e.g. HD 163296; Boneberg et al. 2016) or low ionization rate (Cleeves et al. 2013a) , grain surface processes are unlikely to be able to deplete CO rapidly enough.
Implications for planet formation via pebble accretion
The large difference in the gas-phase abundances in models with and without efficient radial drift (e.g. models with α = 10 −3 and 10 −2 , respectively) suggests that exoplanet composition will be a powerful way to constrain planet formation by pebble accretion. Most models of giant planet formation by via pebble accretion assume large pebble sizes that drift efficiently (Lambrechts & Johansen 2014; Morbidelli et al. 2015; Bitsch et al. 2015 Bitsch et al. , 2019 Ida et al. 2016) . Planets forming in these models will have super-solar abundances unless they accrete their envelopes beyond the CO ice line (Booth et al. 2017) . Our results suggest that these planets will likely also have C/O > 1 and possibly C/O 1 if they accrete their envelopes inside the CH 4 ice line (which is the case in the models of Bitsch et al. 2019, for example) . Recently, Johansen et al. (2018) suggested that giant planet formation via pebble accretion can occur for more modest pebble sizes, as long as the pebbles have settled to the mid-plane. Such models will be associated with more modest enhancements in the abundances, more similar to our α = 10 −2 model (including radial drift).
CONCLUSIONS
We have explored the competition between chemical reactions in the mid-plane and transport due to viscous evolution and radial drift on the composition of protoplanetary discs. Our models show that the radial transport associated with accretion is able to transport material faster than it can be depleted due to chemical processing if the viscous α parameter is high (α ∼ 10 −2 , Figure 3 ) or the ionization rate is low (ζ ∼ 10 −18 , Figure A2 ). For α = 10 −3 and ζ = 10 −17 , transport will still overcome the depletion of CO 2 from the gas phase inside its ice line, but CO and CH 4 will remain depleted.
Including radial drift enhances the gas phase abundances of the dominant molecular species inside their ice lines (Figure 4 ). The strength of enhancement depends on how much faster radial drift is than transport in the gas. For commonly assumed parameters in models of dust evolution and planet formation pebble accretion Lambrechts & Johansen 2014; Bitsch et al. 2015, e.g.) , this leads to factor ∼ 10 enhancements in the abundances. In models with more modest radial drift (grain sizes in the range 0.1-1 mm), radial drift can still lead to a factor 2-3 enhancement in the abundances inside 10 au.
In the coming years, the joint operation of the James Webb Space Telescope (JWST) and the Atacama Large Millimetre/submillimetre Array (ALMA) will enable robust measurements of the elemental composition of hot Jupiter atmospheres (such as C/O) alongside measurements of the chemical composition of planet forming discs. Our results demonstrate the need to consider the interplay between both physical and chemical processes during protoplanetary disc evolution when interpretting such observations, with implications for the connection of planet composition to the composition of the disc from which they formed. of the SciPy stack (Jones et al. 2001) , including NumPy (Oliphant 2007) and Matplotlib (Hunter 2007) . Figure A2 . Time evolution of the CO, CH 4 and N 2 abundance at 5 au in models with varying cosmic-ray ionization rates.
