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We do the numerical analysis and simulations for the time fractional radial diffusion
equation used to describe the anomalous subdiffusive transport processes on the
symmetric diffusive field. Based on rewriting the equation in a new form, we first present
two kinds of implicit finite difference schemes for numerically solving the equation. Then
we strictly establish the stability and convergence results. We prove that the two schemes
are both unconditionally stable and second order convergentwith respect to themaximum
norm. Some numerical results are presented to confirm the rates of convergence and
the robustness of the numerical schemes. Finally, we do the physical simulations. Some
interesting physical phenomena are revealed; we verify that the long time asymptotic
survival probability ∝ t−α , but independent of the dimension, where α is the anomalous
diffusion exponent.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, the fractional calculus and fractional kinetic equations have been widely used to describe a range of
problems in physical, chemical andmechanical engineering, signal processing and systems identification, biology, electrical
and control theory, finance etc. [1–3]. A typical application is to describe the anomalous processeswhich arise from complex
systems. Unlike the classicmathematical and physical model for describing the diffusion, the anomalous diffusion processes
no longer obey Fourier’s or Fick’s law, the mean square displacement of the anomalous diffusing species ⟨x2(t)⟩ scales as
the following nonlinear power law
⟨x2(t)⟩ ∼ καtα,
where α is the anomalous diffusion exponent and κα the diffusion coefficient. According to α the anomalous diffusions are
distinguished into subdiffusion (0 < α < 1), normal diffusion (α = 1), superdiffusion (1 < α < 2), and ballistic diffusion
(α = 2) [1]. Several effective methods are restored to describe the anomalous subdiffusive transport processes, such as
continuous time randomwalk (CTRW)models [1], fractal diffusion equation [4], fractional Klein–Kramers equation [1,5], and
fractional Brownian and Langevin motion (FBM) [6]. In the continuous time randomwalk (CTRW)models of one dimension,
when the probability distribution for the waiting time of the walkers between two successive steps follows the power-law
decay t−1−α at long times, the spatiotemporal behavior of the probability density function (PDF) P(x, t) of the continuous
time random walkers can be described by the following subdiffusion equation
∂P(x, t)
∂t
=0 D1−αt

κα
∂2P(x, t)
∂x2

, (1.1)
∗ Corresponding author. Tel.: +86 13669360519; fax: +86 931 8912481.
E-mail addresses: lic07@lzu.cn (C. Li), dengwh@lzu.edu.cn, dengwhmath@gmail.com, dengwhmath@yahoo.com.cn (W. Deng), myjaw@lzu.edu.cn
(Y. Wu).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.04.020
C. Li et al. / Computers and Mathematics with Applications 62 (2011) 1024–1037 1025
Fig. 1.1. The illustration of radially symmetrical diffusion.
where 0D1−αt is the Riemann–Liouville fractional derivative of order 1− α defined by
0D1−αt P(x, t) =
1
Γ (α)
∂
∂t
∫ t
0
P(x, s)ds
(t − s)1−α , 0 < α < 1. (1.2)
Here instead of discussing (1.1), we consider an important class of diffusion problems with radial symmetry, which can be
any dimensions. This kind of anomalous subdiffusive transport is frequently found in disordered and fractal media such
as amorphous semiconductors [7,8,3]. For a test particle staying at time t at a distance r from the origin, the mean square
displacement of subdiffusion in d-dimensions grows sublinearly, i.e.,
⟨r2(t)⟩ = 2dκα
Γ (1+ α) t
α, 0 < α < 1,
where κα is a constant which depends on the physical properties of the system. Denoting P(r, t)dr be the probability of
finding a point particle at a distance between r and r + dr from the origin at time t (see Fig. 1.1), then the PDF obeys the
following d-dimensional fractional radial diffusion equation [9–13]
∂P(r, t)
∂t
= κα0D1−αt

∂2P(r, t)
∂r2
+ d− 1
r
∂P(r, t)
∂r
+ f (r, t)

, r ∈ (0, R), t ∈ (0, T ], (1.3)
where d denotes geometry: d = 1 (planar), d = 2 (cylindrical), d = 3 (spherical), d > 3 (hyperspherical) symmetric
diffusive field, and R is the radius of the domain on which problem formulation is considered and f (r, t) the external source
term. Obviously, if α → 1 the system reduce to the classic radial diffusion equation.
Letting 0Dα−1t perform on both sides of (1.3) and using the relation between the Riemann–Liouville and the Caputo
derivatives [2] and compactly rewriting the radial derivative, we have
C
0D
α
t P(r, t) = κα

1
rd−1
∂
∂r

rd−1
∂P(r, t)
∂r

+ f (r, t)

, r ∈ (0, R), t ∈ (0, T ], (1.4)
where C0D
α
t is the Caputo fractional operator defined by
C
0D
α
t P(r, t) =
1
Γ (1− α)
∫ t
0
∂P(r, s)
∂s
ds
(t − s)α , 0 < α < 1. (1.5)
There appears limited works on the numerical solutions of (1.4). Yuste et al. in [9,13] discuss anomalous d-dimensional
diffusion problems in the presence of an absorbing boundary with radial symmetry and the long time behavior of the
survival probability of a subdiffusive particle is investigated by Laplace transformmethod. However, the numerical methods
for solving the time fractional diffusion equation (1.1) are well developed. Yuste and Acedo in [14] present an explicit
difference method for (1.1), and the stability is given by von Neumannmethod. In [15], Langlands and Henry investigate the
accuracy and stability of an implicit numerical scheme for (1.1) by the L1-approximation for the fractional derivative (1.5).
A discrete randomwalk approach to (1.1) is presented in [16] by Gorenflo et al. Lin and Xu [17] combine the finite difference
scheme in time with Legendre spectral methods in space to solve (1.1), and the order of the convergence is exactly given by
O(τ 2−α + N−m), where τ ,N and m are the time step, polynomial degree, and regularity of the exact solution respectively.
Combining the predictor–corrector approach with the method of lines, Deng in [18] discusses an algorithm for the time
fractional Fokker–Planck equation. Zhuang et al. in [19] present a new unconditionally stable numerical scheme, and the
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global accuracy of the numerical scheme is established bymeans of energymethods. In [20,10], some closed solutions of axis-
symmetric time fractional diffusion-wave equation with the homogeneous boundary conditions is presented by Özdemir
et al., which is based on combining the method of separation of variables and numerical method. And using this method
they discuss the optimal control problem of a distributed system in cylindrical coordinates [21]. Povstenko in [11] present
different time radial diffusion-wave equations in a sphere and cylindrical coordinates, and the solutions of those equations
are given by Laplace and Fourier transforms. Our goal in this work are to develop finite difference methods for (1.4) and do
the detailed numerical stability and error analysis; and then simulate the physical systems. For discussing the numerical
schemes, we specify (1.4) with the initial condition
P(r, 0) = g(r), (1.6)
and boundary conditions
P(0, t) = φ1(t), P(R, t) = φ2(t), t ∈ (0, T ]. (1.7)
For ensuring the existence of the solution of (1.4), we need P(r, t) to be bounded at r = 0, i.e. |φ1(t)| < +∞. The first
boundary condition in (1.7) is required mathematically but it seems a little odd from a physical perspective. For d > 1, it
means that one imposes the value of the solution at the center, r = 0, of the d-dimensional sphere, a place that usually is
not a ‘‘boundary’’! We show that the numerical schemes are unconditionally stable with respect to the maximum norm and
the desired convergent orders are proved. And extensive numerical experiments are performed to confirm the theoretical
results and show the physical phenomena, e.g., the long time asymptotic survival probability∝ t−α , but independent of the
dimension, where α is the anomalous diffusion exponent.
The paper is organized as follows. We first discretize the time fractional derivative and the radial derivative, then we
present two numerical schemes. The stability and convergence of the numerical schemes are strictly established in Section 3.
Numerical simulations are performed in Section 4 for verifying the theoretical analyses and showing the robustness of the
schemes and revealing some physical phenomena. We make some conclusions in the last section.
2. Two numerical schemes
First we give the equidistant partitions, i.e. tn = nτ , n = 0, 1, . . . ,N and rj = j1r, j = 0, 1, . . . , J . Supposing
Pn = {Pnj | j = 0, 1, . . . , J, n ≥ 0} are two grid functions, we define a discrete maximum norm by
‖Pn‖∞ = max
0≤j≤J
|Pnj |.
And for convenience, we take the diffusion coefficient κα = 1 in the following sections. The time fractional derivative can
be discretized as [22,23]
C
0D
α
t P(rj, tn) =
1
Γ (1− α)
n−
l=1
∫ tl
tl−1
∂P(rj, s)
∂s
ds
(tn − s)α
= 1
Γ (2− α)
n−
l=1
P lj − P l−1j
τ
∫ tl
tl−1
ds
(tn − s)α + T
n
j
= τ
−α
Γ (2− α)

a0Pnj −
n−1
l=1
(an−l−1 − an−l)P lj − an−1P0j

+ T nj , (2.1)
where al := (l+ 1)1−α − l1−α, l = 0, 1, . . . , n; and the truncation error T nj = O(τ 2−α) being rigorously proved in [17]. An
alternative approach is Grünwald–Letnikov approximation [2] given by
C
0D
α
t P(rj, tn)=0 Dαt P(rj, tn)−
P(rj, 0)t−αn
Γ (1− α) = τ
−α
n−
k=0
ω
(α)
k P
n−k
j − τ−α
n−
k=0
ω
(α)
k P
0
j + O(τ ), (2.2)
wherew(α)k := Γ (k−α)Γ (−α)Γ (k+1) = (−1)k

α
k

being the normalized Grünwald weights.
The right hand side radial derivative of (1.4) is approximated as
1
rd−1
∂
∂r

rd−1
∂P(r, t)
∂r

n
j
≈ 1
rd−1j
rd−1j+1/2
Pnj+1−Pnj
1r − rd−1j−1/2
Pnj −Pnj−1
1r
1r
= 1
rd−1j 1r2

rd−1j+1/2(P
n
j+1 − Pnj )− rd−1j−1/2(Pnj − Pnj−1)

. (2.3)
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By Taylor expansion, we have
rd−1j−1/2
Pnj − Pnj−1
1r
=

rd−1
∂P
∂r
n
j− 12
+ 1r
2
24

rd−1
∂3P
∂3r
n
j− 12
+ O(1r3), (2.4)
rd−1j+1/2
Pnj+1 − Pnj
1r
=

rd−1
∂P
∂r
n
j+ 12
+ 1r
2
24

rd−1
∂3P
∂3r
n
j+ 12
+ O(1r3). (2.5)
Combining (2.4) and (2.5) we get
1
1r

rd−1j+1/2
Pnj+1 − Pnj
1r
− rd−1j−1/2
Pnj − Pnj−1
1r

= 1
1r

rd−1
∂P
∂r
n
j+ 12
−

rd−1
∂P
∂r
n
j− 12

+ O(1r2)
=

∂
∂r

rd−1
∂P
∂r
n
j
+ O(1r2), (2.6)
so the approximation is second order accuracy O(1r2). Here, we remove rj by 1r2 in r direction in order to avoid the
singularity r = 0 falls on the grid line, and our numerical approximations are implemented on a uniform grid [24]. If the
grid becomes nonuniform, then the truncation error in (2.3) loses accuracy and reduces from second order to first order.
Collecting above approximations (2.1) and (2.3) we get L1-implicit difference scheme (L1-IDS)
τ−α
Γ (2− α)

a0Pnj −
n−1
l=1
(an−l−1 − an−l)P lj − an−1P0j

= 1
rd−1j 1r2

rd−1j+1/2(P
n
j+1 − Pnj )− rd−1j−1/2(Pnj − Pnj−1)

+ f nj , (2.7)
with the truncation error O(τ 2−α + (1r)2). Collecting above approximations (2.2) and (2.3) we get GL-implicit difference
scheme (GL-IDS)
τ−α
n−
k=0
ω
(α)
k P
n−k
j − τ−α
n−
k=0
ω
(α)
k P
0
j =
1
rd−1j 1r2

rd−1j+1/2(P
n
j+1 − Pnj )− rd−1j−1/2(Pnj − Pnj−1)

+ f nj , (2.8)
with the truncation error O(τ + (1r)2). And the initial boundary conditions (1.6) and (1.7) are approximated as
P0j = g(rj), j = 0, 1, . . . , J, (2.9)
and
Pn0 = φ1(tn), PnJ = φ2(tn), n = 1, . . . ,N. (2.10)
3. Stability and convergence of the numerical schemes
We are now in a position to do the detailed stability and convergence analyses for L1-IDS (2.7) and GL-IDS (2.8). First we
present two lemmas that will be used in the proof. The first one is on the properties of aj, w
(α)
k defined in (2.1) and (2.2).
Lemma 1. The coefficients aj, w
(α)
k which defined in (2.1) and (2.2) satisfy
(1) 1 = a0 > a1 > a2 > · · · > an → 0, as n →∞; and an−1 > 1−αnα ;
(2)
∑n−1
k=0(an−k−1 − an−k)+ an−1 = 1;
(3) w(α)0 = 1, w(α)k < 0, (k = 1, 2, . . .),
∑n−1
k=0 w
(α)
k > 0; and
∑∞
k=0w
(α)
k = 0;
(4) −∑∞k=nw(α)k > 1nαΓ (1−α) .
For the detailed proof, one can refer to [25,17,22,2,19]. In fact, some of the above results can be derived directly by
discussing the monotone increasing function φ(x) = (x + 1)β − xβ , β ∈ R+ for x ∈ R+. The following lemma is essential
for proving the theoretical results of this paper. Its similar version can be found in [26]. For the self-containess of the paper,
we still provide a simple proof in the Appendix.
Lemma 2. Let {Pj}Jj=0 be the grid functions defined on gridΩ = {xj}Jj=0. For the difference operator equation
L1rPj := −AjPj−1 + BjPj − CjPj+1 = ϕj, xj ∈ Ω = {xj}J−1j=1
P0 = 0, PJ = 0, (3.1)
where Aj, Bj, Cj > 0 and Ej = −Aj + Bj − Cj > 0, j = 1, 2, . . . , J; we have
max
1≤j≤J−1
|Pj| ≤ max
1≤j≤J−1
|ϕj|
Ej
. (3.2)
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3.1. Stability
LetPnj , j = 0, 1, . . . , J , be the other approximate solution of the difference scheme (2.7) (or (2.8)) and εnj =Pnj − Pnj , j =
0, 1, . . . , J . For the numerical schemes (2.7) and (2.8), we have the following stability results.
Theorem 3. The numerical schemes (2.7) and (2.8) are both unconditionally stable and the following holds,
‖En‖∞ ≤ ‖E0‖∞, n = 1, 2, . . . ,N, (3.3)
where En = (εn1, εn2, . . . , εnJ−1)T .
Proof. (1) For the L1-IDS, we have perturbation equation of (2.7) as
a0 + Γ (2− α)τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
εnj −
Γ (2− α)τ α
1r2

1+ 1
2j
d−1
εnj+1
− Γ (2− α)τ
α
1r2

1− 1
2j
d−1
εnj−1 =

n−1
l=1
(an−l−1 − an−l)εlj − an−1ε0j

(3.4)
and εn0 = εnJ = 0. We can use the method of induction to prove (3.3). For n = 1, from (3.4) we have,
a0 + Γ (2− α)τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
ε1j
−Γ (2− α)τ
α
1r2

1+ 1
2j
d−1
ε1j+1 +

1− 1
2j
d−1
ε1j−1

= −ε0j . (3.5)
According to Lemma 2, we get
max
1≤j≤J−1
|ε1j | ≤ max1≤j≤J−1 |ε
0
j |, (3.6)
i.e.
‖E1‖∞ ≤ ‖E0‖∞.
Now assuming
‖Em‖∞ ≤ ‖E0‖∞, m = 1, 2, . . . , n− 1, (3.7)
and using Lemma 2 again, we obtain
max
1≤j≤J−1
|εnj | ≤ max1≤j≤J−1
n−1
l=1
(an−l−1 − an−l)εlj − an−1ε0j

≤
n−1
l=1
(an−l−1 − an−l) max
1≤j≤J−1
|εlj| + an−1 max1≤j≤J−1 |ε
0
j |
≤ max
1≤j≤J−1
|ε0j |, (3.8)
i.e.,
‖En‖∞ ≤ ‖E0‖∞.
(2) For the GL-IDS, we recover the perturbation equation of (2.8) as
− τ
α
1r2

1− 1
2j
d−1
εnj−1 +

1+ τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
εnj −
τ α
1r2

1+ 1
2j
d−1
εnj+1
= −
n−1
k=1
ω
(α)
k ε
n−k
j +
n−1
k=0
ω
(α)
k ε
0
j . (3.9)
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For n = 1, from (3.9) we have,
1+ τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
εnj −
τ α
1r2

1+ 1
2j
d−1
εnj+1 +

1− 1
2j
d−1
εnj−1

= ε0j . (3.10)
Using Lemma 2, there exists
max
1≤j≤J−1
|ε1j | ≤ max1≤j≤J−1 |ε
0
j |, (3.11)
i.e.
‖E1‖∞ ≤ ‖E0‖∞.
Supposing
‖Em‖∞ ≤ ‖E0‖∞, m = 1, 2, . . . , n− 1, (3.12)
and using Lemmas 1 and 2, we get
max
1≤j≤J−1
|εnj | ≤ max1≤j≤J−1
− n−1
k=1
ω
(α)
k ε
n−k
j +
n−1
k=0
ω
(α)
k ε
0
j

≤ −
n−1
k=1
ω
(α)
k max1≤j≤J−1
|εn−kj | +
n−1
k=0
ω
(α)
k max1≤j≤J−1
|ε0j |
≤ max
1≤j≤J−1
|ε0|, (3.13)
i.e.,
‖En‖∞ ≤ ‖E0‖∞. 
3.2. Convergence
In this section, we investigate the convergence of the numerical scheme (2.7) and (2.8). Let enj = P(rj, tn) − Pnj , En =
(en1, e
n
2, . . . , e
n
J−1)T , where P(rj, tn) and P
n
j are the exact solution and numerical solution at (rj, tn), respectively. The main
results are as follows.
Theorem 4. The numerical schemes (2.7) and (2.8) are convergent, and hold the following error estimates
‖En‖∞ ≤ Cα(τ 2−α +1r2); (3.14)
and
‖En‖∞ ≤ C ′α(τ +1r2), (3.15)
respectively, where Cα, C ′α are constants depending only on α and T .
Proof. (1) For L1-IDS (2.7), we get the following error equation
a0 + Γ (2− α)τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
enj −
Γ (2− α)τ α
1r2

1+ 1
2j
d−1
enj+1
− Γ (2− α)τ
α
1r2

1− 1
2j
d−1
enj−1 =

n−1
j=1
(an−l−1 − an−l)elj − an−1e0j

+ Rnj , (3.16)
where 1 ≤ j ≤ J − 1, Rnj ≤ C1τ α(τ 2−α +1r2), C1 only depends on T , and en0 = 0, enJ = 0. The mathematical induction will
be used once again as in Theorem 3. For n = 1, we have the error equation
a0 + Γ (2− α)τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
e1j −
Γ (2− α)τ α
1r2

1+ 1
2j
d−1
e1j+1
− Γ (2− α)τ
α
1r2

1− 1
2j
d−1
e1j−1 = −e0j + R1j , (3.17)
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where e0j = 0. Using Lemma 2 in the above equation, we get
max
1≤j≤J−1
|e1j | ≤ max1≤j≤J−1 |R
n
j | ≤ C1τ α(τ 2−α +1r2) = a−10 C1τα(τ 2−α +1r2),
i.e.
‖E1‖∞ ≤ a−10 C1τ α(τ 2−α +1r2). (3.18)
Now supposing
‖Em−1‖∞ ≤ a−1m−1C1τ α(τ 2−α +1r2), m = 1, 2, . . . , n− 1, (3.19)
and using Lemma 2, from (3.16) we have
max
1≤j≤J−1
|enj | ≤ max1≤j≤J−1
n−1
l=1
(an−l−1 − an−l)elj + an−1e0j + C1τ α(τ 2−α +1r2)

≤ max
1≤j≤J−1
n−1
l=1
(an−l−1 − an−l)elj
+ C1τα(τ 2−α +1r2)
≤
n−1
l=1
(an−l−1 − an−l) max
1≤j≤J−1
|elj| + C1τ α(τ 2−α +1r2)
≤

n−1
l=1
(an−l−1 − an−l)

a−1n−1C1τ
α(τ 2−α +1r2)+ C1τ α(τ 2−α +1r2)
= C1a−1n−1τ α(τ 2−α +1r2). (3.20)
In above argument the fact a−1n−1 ≥ a−1m−1, m = 1, . . . , n− 2 in Lemma 1 is used. Again applying the result in Lemma 1, we
get
‖En‖∞ < C1a−1n−1τ α(τ 2−α +1r2) ≤
C1(nτ)α
1− α (τ
2−α +1r2) ≤ C1T
α
1− α (τ
2−α +1r2). (3.21)
Then (3.14) is proved and Cα = C1Tα1−α .
(2) Now we show the convergence of GL-IDS, from (2.8) we recover the following error equation
− τ
α
1r2

1− 1
2j
d−1
enj−1 +

1+ τ
α
1r2

1+ 1
2j
d−1
+

1− 1
2j
d−1
enj −
τ α
1r2

1+ 1
2j
d−1
enj+1
= −
n−1
k=1
ω
(α)
k e
n−k
j +
n−1
k=0
ω
(α)
k e
0
j +Rnj , (3.22)
whereRnj ≤C1τ α(τ +1r2),C1 is only dependent on T , and en0 = 0, enJ = 0. Using the method of induction we try to prove
‖En‖∞ ≤C1− ∞−
k=n
ω
(α)
k
−1
τ α(τ +1r2). (3.23)
For n = 1, using Lemma 2, (3.23) holds obviously. Now suppose that
‖Em‖∞ ≤C1− ∞−
k=m
ω
(α)
k
−1
τ α(τ +1r2), m = 1, 2, . . . , n− 1. (3.24)
It follows, still using Lemma 2, that
max
1≤j≤J−1
|enj | ≤ −
n−1
k=1
ω
(α)
k |en−kj | +C1τ α(τ +1r2)
≤ −C1 n−1
k=1
ω
(α)
k

−
∞−
i=n−k
ω
(α)
i
−1
τ α(τ +1r2)+C1τ α(τ +1r2)
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≤ −C1 n−1
k=1
ω
(α)
k

−
∞−
i=n
ω
(α)
i
−1
τ α(τ +1r2)+C1τ α(τ +1r2)
≤ C11+ ∞−
k=n
ω
(α)
k

−
∞−
i=n
ω
(α)
i
−1
τ α(τ +1r2)+C1τ α(τ +1r2)
≤ C1− ∞−
k=n
ω
(α)
k
−1
τ α(τ +1r2). (3.25)
Applying the fact−∑∞k=nw(α)k > 1nαΓ (1−α) in Lemma 1, we get
‖En‖∞ <C1Γ (1− α)(nτ)α(τ + h2) ≤ C ′α(τ + h2), (3.26)
where C ′α =C1TαΓ (1− α). 
3.3. Solvability
Let P0 = (g(r1), g(r2), . . . , g(rJ−1))T , and Pn = (Pn1 , Pn2 , . . . , PnJ−1)T , n = 1, 2, . . . ,N . Then the numerical schemes (2.7)
can be rewritten in the matrix form
APn = Fn−1, (3.27)
where
A =

z1 b1
c2 z2 b2
. . .
. . .
. . .
cj zj bj
. . .
. . .
cJ−2 zJ−2 bJ−2
cJ−1 zJ−1

(J−1)×(J−1)
and Fn−1 =

F n−11
F n−12
...
F n−1J−2
F n−1J−1

with zj = −a0 − Γ (2−α)τα1r2

1− 12j
d−1
+

1+ 12j
d−1
, bj =

1+ 12j
d−1
Γ (2−α)τα
1r2
, cj =

1− 12j
d−1
Γ (2−α)τα
1r2
, and
F n−11 =

−
n−1
l=1
(an−l−1 − an−l)P l1 − an−1P01

− Γ (2− α)τ α f n1 − c1φ1(tn),
F n−1J−1 =

−
n−1
l=1
(an−l−1 − an−l)P lJ−1 − an−1P0J−1

− Γ (2− α)τ α f nJ−1 − bJ−1φ2(tn),
and
F n−1j =

−
n−1
l=1
(an−l−1 − an−l)P lj − an−1P0j

− Γ (2− α)τ α f nj .
Obviously, the coefficient matrix of linear system (3.27) is symmetric strictly diagonally dominant, hence the numerical
scheme (2.7) admits a unique solution and the Thomas algorithm can be applied. And the GL-IDS can also be represented in
the matrix form and its coefficient matrix is strictly diagonally dominant too, here we omit it.
4. Numerical tests and physical simulations
We do the numerical experiments by two parts. First we verify the theoretical results provided in the above sections,
then the physical simulations are performed to reveal some physical phenomena.
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Table 1
The error and convergent rate of the L1-IDS (2.7) at T = 1, for fixed d = 2,1r = 0.001.
τ E∞(τ , 1/1000) Convergent rate
α = 0.3
0.1000 1.6043E−004 –
0.0500 5.3256E−005 1.5909
0.0250 1.8573E−005 1.5197
α = 0.5
0.1000 4.3406E−004 –
0.0500 1.5805E−004 1.4575
0.0250 5.8119E−005 1.4433
α = 0.8
0.1000 1.5113E−003 –
0.0500 6.6166E−004 1.1916
0.0250 2.8988E−004 1.1906
Table 2
The error and convergent rate of the L1-IDS (2.7) at T = 1, for fixed d = 2, τ = 0.001.
1r E∞(1/1000,1r) Convergent rate
α = 0.3
0.1000 4.6739E−002 –
0.0500 1.1021E−002 2.0844
0.0250 2.6593E−003 2.0511
α = 0.5
0.1000 4.6228E−002 –
0.0500 1.0900E−002 2.0845
0.0250 2.6301E−003 2.0511
α = 0.8
0.1000 4.5422E−002 –
0.0500 1.0710E−002 2.0844
0.0250 2.5860E−003 2.0502
Example 1. Consider the following axis-symmetric fractional diffusion equation
C
0D
α
t P(r, t) =

∂2P(r, t)
∂r2
+ 1
r
∂P(r, t)
∂r

− 2π(d− 1)
r
t2 cos(2πr)+ (2π)2t2 sin(2πr)
+ Γ (3)
Γ (3− α) t
2−α sin(2πr), (4.1)
subject to the boundary and initial conditions
P(0, t) = 0, P(1, t) = 0, t ∈ (0, 1]; (4.2)
and
P(r, 0) = 0.
By direct evaluation, the exact solution of (4.1) gives
P(r, t) = t2 sin(2πr). (4.3)
Tables 1–4 show that the convergent rates of both of the two schemes (2.7) and (2.8) are in good agreement with the
theoretical analyses in Theorem 4, where
E∞(τ ,1r) = max
1≤n≤N−1

max
1≤j≤J−1
|P(rj, tn)− Pnj |

.
In the following two examples, we simulate the physical systems. And the pictures shown are computed by L1-IDS (the
same ones are obtained by GL-IDS).
Example 2. To simulate the real physical systems with absorbing boundary conditions, like (4.2), we take the zero source
f (r, t) = 0, κα = 1, and initial Dirac’s conditions
P(r, 0) = δ(r − 1), 0 < r < 2, (4.4)
where δ(·) is the Dirac’s function.
Figs. 4.1–4.3 show the simulation results for the behavior of the probability density function P(r, t)with different anomalous
diffusion exponents at different times. The probability density function P(r, t)with different dimensions are given in Fig. 4.4.
One of the striking features is the appearance of cusps.
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Table 3
The error and convergent rate of the GL-IDS (2.8) at T = 1, for fixed d = 2,1r = 0.001.
τ E∞(τ , 1/1000) Convergent rate
α = 0.3
0.1000 9.9809E−004 –
0.0500 5.0294E−004 0.9888
0.0250 2.5328E−004 0.9897
α = 0.5
0.1000 1.7139E−003 –
0.0500 8.6282E−004 0.9901
0.0250 4.3370E−004 0.9924
α = 0.8
0.1000 2.7146E−003 –
0.0500 1.3634E−003 0.9935
0.0250 6.8404E−004 0.9951
Table 4
The error and convergent rate of the GL-IDS (2.8) at T = 1, for fixed d = 2, τ = 0.001.
1r E∞(1/1000,1r) Convergent rate
α = 0.3
0.1000 2.5053E−002 –
0.0500 6.2638E−003 1.9999
0.0250 1.5816E−003 1.9857
α = 0.5
0.1000 2.5037E−002 –
0.0500 6.2637E−003 1.9990
0.0250 1.5867E−003 1.9810
α = 0.8
0.1000 2.5025E−002 –
0.0500 6.2654E−003 1.9979
0.0250 1.5948E−003 1.9740
(a) α = 0.3. (b) α = 0.5.
(c) α = 0.8. (d) α = 0.95.
Fig. 4.1. The evolution of P(r, t|0, 0) with absorbing boundary conditions (4.2), where the solid line – stands for the solution when t = 0.5, the dashdot
line –– stands for the solution when t = 1.0, and the dashed line –. stands for the solution when t = 1.5, where d = 1.
Example 3. We still take the absorbing boundary conditions, like (4.2), f (r, t) = 0, but the initial Dirac’s conditions
P(r, 0) = δ(r) = δ+(r)
sd(r)
, 0 < r < R, (4.5)
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(a) α = 0.3. (b) α = 0.5.
(c) α = 0.6. (d) α = 0.9.
Fig. 4.2. The evolution of P(r, t|0, 0) with absorbing boundary conditions (4.2), where the solid line – stands for the solution when t = 0.5, the dashdot
line –– stands for the solution when t = 1.0, and the dashed line –. stands for the solution when t = 1.5, where d = 2.
where δ+(r) is the slightly modified delta function with the property
 R
0 δ+(r)dr = 1, R > 0, and sd(r) is the surface of a
d-dimensional hypersphere of radius r defined by
sd(r) = 2π
d/2rd−1
Γ (d/2)
.
We simulate the survival probability [9,27,13],
W (R, t) =
∫ R
0
sd(r)P(r, t)dr = 2π
d/2
Γ (d/2)
∫ R
0
rd−1P(r, t)dr, (4.6)
which is computed by the following approximation formula
W (R, t) ≈ 2π
d/2
Γ (d/2)
J−
j=0
1r(j1r)d−1P(rj, t). (4.7)
The notable characteristics we observer from Fig. 4.5 are that the survival probabilities decay algebraically and the decay
exponent is independent of the dimensions, but with the increase of dimensions, the coefficients before the convergent rate
reduce. From Fig. 4.6, we note the asymptotic survive probability∝ t−α , which further confirms the results given in [13].
5. Conclusion
Two finite difference schemes for the radial diffusion equation with time fractional derivative have been designed, and
the detailed stability and error analyses performed. We show that the two schemes are both unconditionally stable. The
extensive numerical experiments confirm the robustness of the schemes. The simulations to the physical systems including
various dimensions reveal some interesting physical phenomena.
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(a) α = 0.3. (b) α = 0.5.
(c) α = 0.6. (d) α = 0.9.
Fig. 4.3. The evolution of P(r, t|0, 0) with absorbing boundary conditions, where the solid line – stands for the solution when t = 0.5, the dashdot line
–– stands for the solution when t = 1.0, and the dashed line –. stands for the solution when t = 1.5, where d = 3.
Fig. 4.4. Comparison of P(r, t)with different dimensions and at time t = 1 with α = 0.3, τ = 1r = 1/40.
Acknowledgments
This work was partly supported by the Program for New Century Excellent Talents in University under Grant No.
NCET-09-0438, the National Natural Science Foundation of China under Grant No. 10801067, the Fundamental Research
Funds for the Central Universities under Grant No. lzujbky-2010-63, and Gansu Sci-Tech Planning Fund under Grant No.
0804NKCA073.
1036 C. Li et al. / Computers and Mathematics with Applications 62 (2011) 1024–1037
Fig. 4.5. The survival probability W (R, t) in an sphere of radius R = 1 with different dimensions and absorbing surface at time t = 10, and
α = 0.5, τ = 1r = 1/100.
Fig. 4.6. The survival probability W (R, t) with different anomalous diffusion exponents α in a two-dimensional sphere of radius R = 1 at time t = 10,
and the absorbing surface is used, and τ = 1r = 1/100.
Appendix
Proof of Lemma 2. We first give the result
Vj ≥ 0 ifL1rVj ≥ 0 and V0 = VJ = 0, (A.1)
using proof by contradiction. Suppose the smallest one of Vj, j = 1, 2, . . . , J is Vi being negative, then there exists
0 ≤ −AiVi−1 + BiVi − CiVi+1 ≤ −AiVi + BiVi − CiVi = (−Ai + Bi − Ci)Vi < 0.
That is contractive, so we get (A.1). Denoting
|ϕi0 | = max1≤j≤J−1 |ϕj|, (A.2)
we consider the following equation
L1rWj = |ϕi0 |, 1 ≤ j ≤ J − 1,
W0 = 0, WJ = 0. (A.3)
Noting that,
L1r

Wj ± Pj

≥ 0, 1 ≤ j ≤ J − 1; W0 + P0 = 0, WJ + PJ = 0 (A.4)
and applying (A.1), we have
Wj ≥ |Pj| ≥ 0, 1 ≤ j ≤ J − 1. (A.5)
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SinceW0 = WJ = 0, we conclude that themaximal value ofWj must be obtained inΩ . Now assumingWj0 = max1≤j≤J−1 Wj,
we have
|ϕj0 | = −Aj0Wj0−1 + Bj0Wj0 − Cj0Wj0+1
= Ej0Wj0 + Aj0

Wj0 −Wj0−1

+ Cj0

Wj0 −Wj0+1

≥ Ej0Wj0 . (A.6)
Hence,
max
1≤j≤J−1
|Pj| ≤ max
1≤j≤J−1
Wj ≤ |ϕj0 |Ej0
≤ |ϕi0 |
Ej0
= max
1≤j≤J−1
|ϕj|
Ej
. (A.7)
Then the desired result is obtained. 
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