Main results
Let G be a group and F be a eld. When is the lattice of the (two-sided) ideals of the group algebra FG as simple as possible? More precisely, every group algebra has the augmentation ideal. It is natural to ask when FG has no other proper nonzero ideals. In this case the group algebra FG is called almost simple. The following problem goes back to Kaplansky (1965) .
Problem. For a eld F, nd a group-theoretic characterization of the groups G for which FG is almost simple.
In fact, this is a question about in nite simple groups because it is easy for G nite, and because a non-trivial normal subgroup gives rise to a non-trivial ideal di erent from the augmentation ideal. Also note that the problem reduces easily to the question on when the augmentation ideal is simple as a ring.
The rst interesting class of groups with almost simple FG was discovered in 3]. This class is rather exotic and contains groups like the universal Hall group and algebraically closed groups. For locally nite groups G a substantial progress was achieved recently by using representation theory of nite groups, see 16, 17, 14] , and others. The representation theory approach transforms the problems on ideals to certain problems on asymptotic behavior of representations of nite groups, which are often of independent interest. The method is more e ective over elds of characteristic zero as the theory of ordinary representations is much better elaborated than the modular theory. This paper is devoted to the modular aspect of the theory. One of our main results deals with the case where G is a direct limit of alternating groups and F is any eld of characteristic p > 2. We note that the case where char F = 0 was considered in 16] . Let N be the set of natural numbers. Denote by Alt( ) and Sym( ) (or, simply, A n and n ) the alternating and symmetric groups, respectively, on a set with j j = n. Let Alt( 1 ) Alt ( 2 ) Alt( i ) : : :
(1) be a chain of (strict) embeddings of nite alternating groups. Then we can consider the union (more precisely, the direct limit)
which is a locally nite group. We call such G a limit alternating group. We emphasize that the embeddings in (1) natural then G is the nitary alternating group Alt 1 , which consists of all permutations of N xing all but nitely many numbers. In general G has no natural permutation representation, like in the case of non-diagonal limit permutation groups de ned below, see 16] for more details. We note that for diagonal G the natural permutation set may be identi ed with N but the action of each Alt( i ) has in nitely many non-trivial orbits unless G is the nitary alternating group.
De nition 1.1. (i) An embedding Alt( 1 ) ! Alt ( 2 ) is called diagonal if the orbits of Alt( 1 ) on 2 have lengths 1 or j 1 j.
(ii) A limit alternating group G is called diagonal if all but nitely many embeddings Alt( i ) ! Alt( i+1 ) are diagonal. Otherwise G is called non-diagonal.
The next theorem explains the ring theoretic importance of non-diagonal groups.
Theorem A. Let char F 6 = 2, and G be a limit alternating group. Then FG is almost simple if and only if G is non-diagonal.
The proof of Theorem A (see also a more general Theorem 3.13) relies on four powerful tools. The rst one is a general result of Passman and Zalesskii 13] which implies that the Jacobson radical of FG is trivial. The second one is the inductive systems techniques introduced by Zalesskii (see e.g. the exposition 18] and references there). These tools allow us to reduce the problem to some questions on the asymptotic behavior of representations of nite alternating groups. To answer these questions we need one of the main results of 14]. This result shows that if the embeddings in (1) are non-diagonal, then for any n 2 N there exists N > n such that, for any i > N, the group Alt( n ) has a regular orbit on i , i.e. an orbit of length j Alt( n )j. Finally, we need to prove some new asymptotic results on the branching rules for symmetric groups in characteristic p. We believe these results might be of independent interest so we present them in this section.
Recall that the representations 1 n : g 7 ! 1 and sgn n : g 7 ! sign(g) are the only 1-dimensional representations of n . All the other representations of n are faithful. Suppose rst that char F = 0. Then the natural permutation F n -module M (of dimension n) splits as a direct sum M = 1 n V where V is the natural irreducible n -module.
Denote by V the module V sgn n . Using the classical branching rule one can easily deduce the following simple but useful fact.
Asymptotic Theorem. Let char F = 0.
(i) For any n 2 N there exists M > n such that, for every i M, the restriction of any i -module to n has a 1-dimensional composition factor.
(ii) For any n 2 N there exists N > n such that, for every i M, the restriction of any faithful irreducible i -module to n has either the natural irreducible module V or the module V as a composition factor.
It is the analogue of this theorem which we need to nd in characteristic p in order to prove Theorem A. Note that in positive characteristic the result is wrong as stated.
From now on let char F = p > 0. If p does not divide n then the natural permutation module M splits, as in characteristic 0, into a direct sum of 1 n and an irreducible module V of dimension n ? 1. Otherwise M is uniserial with composition factors 1 n ; V; 1 n where V is an irreducible module of dimension n ? 2. In any case we still call V the natural irreducible ( n -)module. We recall from 8] that the irreducible F n -modules are labelled by the p-regular partitions of n, i.e. the partitions of n in which each part appears with multiplicity < p. If is such a partition, we denote the corresponding irreducible module by D . We make use of an important class of irreducible n -modules introduced in 10]. (i) Assume p > 2. There exists M = M(n) > n such that, for any i M, the restriction of any i -module to n contains a completely splittable n -module as a composition factor.
(ii) Assume p > 3. There exists N = N(n) > n such that, for any i N, the restriction of any faithful irreducible i -module to n contains either the natural irreducible module V , or the module V , or a faithful completely splittable n -module as a composition factor.
(ii 0 ) Assume p = 3. There exists N = N(n) > n such that, for any i N, the 
We have
Now, in view of (2) (1) = , (i) = (i?1) nfp-edge of (i?1) g for 1 < i k. Since 1 ? p?1 > 1, the number of nodes of the p-edge of (1) is n 1 p with n 1 2. This implies (2) 1 ? (2) p?1 > 1.
Also (2) p?1 The following two lemmas follow immediately from the modular branching rule. Lemma 2.14. Let = ( 1 ; 2 ; : : :) be a non-empty p-regular partition, f > j j + 1, e = f ? j j, n = j (m; e)j, n 0 = j (m; e + 1; (1) De nition 2.16. 18, 1.1] Let n be a non-empty set of the isomorphism classes of irreducible FG n -modules (n = 1; 2; : : :). We say that the collection = f n g n2N is an inductive system (for G) if for any n 2 N we have n = Irr( n+1 # Gn ): The following result explains our interest in inductive systems. Note that G always has at least two inductive systems: the inductive system ? = f? n g n2N with ? n = Irr G n for all n and the unitary inductive system with n = f1 Gn g for all n. Any It follows that , as required. 
Choose j max(k(i); k(i + 1)). Then
so is an inductive system.
If the corollary is false, there exists j k(n) such that j contains a faithful module D.
In view of (6), n contains a faithful module. Therefore is non-trivial. By Theorem 2.29, contains one of the systems (4). Therefore n \ T n 6 = ;. On the other hand, since n n , n \ T n n \ T n = ;:
The contradiction obtained proves the corollary. Now parts (ii) and (iii) of the Modular Asymptotic Theorem stated in Section 1 follow from Corollary 2.30. Part (i) follows from the following proposition. Proposition 2.31. Let p > 2 and n > (p?1) 2 . There exists N = N(n) > n such that, for any i N, the restriction of any simple i -module to n contains a completely splittable D as a composition factor (see Section 1).
Proof. The proof is similar to that of Corollary 2.30, but uses 1, 5.7] instead of Theorem 2.29.
Diagonal and Non-diagonal groups
Throughout this section we denote by M n and V n the natural permutation module (of dimension n) and the natural irreducible module, respectively, for both FA n and F n . If G and H are two groups, L is an FG-module and M is an FH-module we write L M for the outer tensor product of L and M (which is a module over G H). If N is another FG-module we write L N for the inner tensor product of L and N (which is a G-module).
Diagonal embeddings. In this subsection we prove the easier direction of Theorem A.
Any diagonal embedding A n ! A m is obtained by composing a diagonal embedding A n ! A n A n | {z } ( 2 ) Alt ( Assume that X has at least 2(d ? 1) regular orbits on the set , and j j 2d(d ? 1). Then, for any faithful Alt( )-module E we have Irr(E# X ) = Irr(X). Proof. Obviously, there are X-invariant subsets 1 , 2 , and 3 of such that j 1 j = j 2 j = n d(d ? 1) , i (i = 1; 2) involves at least d ? 1 regular X-orbits, and the permutation representations X ! Sym( 1 ) and X ! Sym( 2 ) are equivalent. Therefore X < H = f( ; ; ) j 2 n ; 2 Alt( 3 )g < Alt( ): Denote = f( ; ; 1) j 2 n g. Then = n and H = Alt( 3 ). Clearly, the restriction E# has a faithful composition factor. Therefore the restriction of E to H contains a subfactor D B with faithful D 2 Irr . Now by Proposition 3.10, Irr(D# X ) = Irr X. Therefore Irr(E# X ) = Irr X, as required. Theorem 3.12. Let p > 2 and G be a non-diagonal limit alternating group. Then G has no proper inductive systems, di erent from the unitary one.
Proof. Let G i = Alt( i ), i=1,2, : : : , and = f i g i2N be an inductive system for G = S i2N G i . Assume that i contains a faithful G i -module (i.e. a module di erent from 1 G i ). Then j contains a faithful G j -module for any j i. We have to prove that in this case i = Irr(G i ) for every i 2 N. We may assume that i is large enough since for any k < i we have Irr((Irr G i )# G k ) = Irr(G k ). By Lemma 3.5, the group G i has arbitrarily many regular orbits on j , provided j is big enough. Now Corollary 3.11 shows that the restriction of any faithful irreducible G j -module to G i contains all irreducible G i -modules as composition factors, provided j is big enough. It is well known that any countably in nite, locally nite, simple group G is a union of nite subgroups fG i j i 2 Ng such that for each i we have G i G i+1 and G i \N i+1 = f1g for some maximal normal subgroup N i+1 of G i+1 . The set of pairs K = f(G i ; N i ) j i 2 Ng is called a Kegel sequence for G. Assume that G i =N i = Alt( i ) for all i. We say that G is diagonal if there exists n 2 N such that for all i > n the embedding G i G i+1 is diagonal, i.e. for every point 2 i+1 the index jG i : (G i ) N i j is 1 or j i j, and nondiagonal otherwise. Here (G i ) denotes the stabilizer of in the natural action of G i on i+1 . Assume that char F = p > 0 and all N i are p-groups. Then N i acts trivially on any irreducible G i -module, in particular Irr G i can be identi ed with Irr Alt( i ). Clearly, if G is diagonal then it has a proper inductive system di erent from the unitary one (cf. 1.7 and 3.1], for each i and k there exists n > i such that G i has at least k regular orbits on n . Now, using Corollary 3.11 as in the proof of Theorem 3.12, we conclude that G has no proper inductive systems di erent from the unitary one, so FG is almost simple.
