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Quantum Nucleation and Macroscopic Quantum Tunneling in Cold-Atom
Boson-Fermion Mixtures
Dmitry Solenov∗ and Dmitry Mozyrsky†
Theoretical Division (T-4), Los Alamos National Laboratory, Los Alamos, NM 87545, USA
Kinetics of phase separation transition in boson-fermion cold atom mixtures is investigated. We
identify the parameters at which the transition is governed by quantum nucleation mechanism,
responsible for the formation of critical nuclei of a stable phase. We demonstrate that for low
fermion-boson mass ratio the density dependence of quantum nucleation transition rate is experi-
mentally observable. The crossover to macroscopic quantum tunneling regime is analyzed. Based
on a microscopic description of interacting cold atom boson-fermion mixtures we derive an effective
action for the critical droplet and obtain an asymptotic expression for the nucleation rate in the
vicinity of the phase transition and near the spinodal instability of the mixed phase. We show that
dissipation due to excitations in fermion subsystem play a dominant role close to the transition
point.
PACS numbers: 03.75.Kk, 03.75.Mn, 67.90.+z, 37.10.Gh
I. INTRODUCTION
Macroscopic metastable states of trapped cold atom
systems have been a subject of active experimental and
theoretical study for more than a decade [1]. Unlike
a homogeneous system of bosons, where infinitesimally
small attractive interaction between atoms leads to a
collapse, trapped bosons are known to form long lived
Bose-Einstein Condensates [1, 2] (BEC) due to zero-point
energy which, for sufficiently low densities, can compen-
sate the negative interaction energy thus maintaining the
system in equilibrium. Upon increasing the BEC den-
sity, interaction energy grows, and, at some instability
point (i.e., at a certain number of particles in the trap
Nc, with Nc ∼ 103 for a typical trap), zero-point energy
can no longer sustain the negative pressure due to the
interactions and the system collapses. It has been ar-
gued in the literature [1] that near the instability point
(for BEC densities slightly lower than the instability den-
sity), the effective energy barrier that prevents BEC from
collapsing becomes so low that the system can quantum
mechanically tunnel into the dense (collapsed) state.
Such phenomenon of Macroscopic Quantum Tunneling
(MQT), however, has never been observed experimen-
tally due to a strong dependence of the barrier height
on the total number of particles in the trap (N). In-
deed it has been shown [1] that the tunneling exponent
for such a transition near the instability point scales as
N(1−N/Nc)5/4 and therefore very fine tuning of the total
particle number N is required in order to keep the tun-
neling exponent relatively small [(1−N/Nc)≪ 1]. Since
for most BEC setups the total number of the trapped
atoms fluctuates and typically obeys Poissonian statis-
tics, the error in N scales as N1/2 and therefore such a
stringent requirement is hard to fulfill. Thus the system
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is typically either in a sub-critical state with no barrier
present (N ≥ Nc) or is in the state with very high energy
barrier and therefore very low MQT rate.
In this paper we propose another paradigm for obser-
vation of tunneling driven phase transition effects in cold
atom systems based on the theory of quantum nucleation
[3, 4, 5]. It has long been known that a mixture of 3He-
4He undergoes a phase separation transition at relative
concentration of 3He in 4He of around 6% at tempera-
tures close to the absolute zero [6]. Since such a phase
separation is a first order phase transition (it is observed
to be accompanied by the latent heat release down to
mK temperatures), the order parameter must have some
finite (microscopic) correlation length and therefore the
transition is expected to occur through the formation of
nuclei of the new stable phase in the old metastable one.
As usual, dynamics of the nucleation process is controlled
by the competition of the surface and bulk energies of the
nuclei and therefore, in order for a given nucleus to be-
come stable (supercritical), it must overcome a potential
barrier formed by the two above contributions. While
in most systems such a transition is a thermally acti-
vated process, it has been argued that in the 3He-4He
mixture at sufficiently low temperatures (below 100 mK)
the transition is driven by the quantum tunneling. In
particular, it was predicted [3, 5] that near the transition
line the tunneling exponent for such a transition rate is
proportional to ∆µ−7/2, where ∆µ is the difference in
the chemical potentials of the two phases. It has later
been found experimentally [7] that below 80 mK kinetics
of such phase separation transition becomes independent
on temperature and therefore it must be driven by the
quantum tunneling. However, the experiments have been
unable to verify the expected dependence of the nucle-
ation rate on the systems’s parameters (i.e., ∆µ, etc) -
partly due to the poor knowledge of microscopic inter-
actions between particles in such a strongly correlated
system.
We argue that contemporary cold atom systems pro-
vide an excellent candidate for studying and observ-
2ing the kinetics of such a phase separation transi-
tion in boson-fermion mixtures [8]. Mixtures of bo-
son and fermion atoms are typically realized in exper-
iments studying fermionic superfluidity, where bosons
play role of a coolant [9]. Another interesting realiza-
tion of boson-fermion mixture has been demonstrated in
two-component fermion system, where strongly bound
Cooper pairs correspond to bosons interacting with un-
paired fermion atoms [10]. In the present paper we begin
with detailed derivation and analysis of the results out-
lined in Ref. 8. Significant attention is given to supercrit-
ical dynamics, which reflects the dissipative mechanisms
and is measurable in less interacting system.
Starting from a microscopic description of a boson-
fermion mixture we derive an effective action for the
order parameter (the BEC density) taking into account
fermion-boson interaction. We show explicitly that the
classical potential for the order parameter due to such
interaction has two minima corresponding to the two
phases of the system (mixed and phase separated), see
Sec. III. We analyze the coherence length associated with
the system and demonstrate that it varies from finite to
divergent and therefore allows different mechanisms for
the phase transition, see Sec. IV. At low fermion densi-
ties the two minima of the potential are separated by the
finite energy barrier resulting in finite coherence length,
which points out that such a transition is of the first or-
der [11, 12]. We then derive an expression for the nucle-
ation (tunneling) rate of the critical droplet of the pure
fermion phase near the phase transition line and near the
line of absolute (spinodal) instability of the mixed phase
in Secs. VI and VII. We show that the transition rate is
measurable (of the order 0.1 − 1s−1µm−3) for densities
reasonably close to the phase transition line and small
fermion-boson mass ratio. The limitation on the mass
ratio comes as the result of dissipative dynamics due ex-
citations in fermion system. Near the phase transition
line it leads to significant modification (increase) of the
transition rate for the system with high fermion-boson
mass ratio, in which case the observable transition rates
exist closer to the line of absolute instability (where the
dissipation is less effective and the tunneling exponent
becomes reasonably small). Our results for this regime
are similar to those obtained in Ref. 1 for the MQT in the
systems of trapped bosons with attractive interactions.
However, in the case of boson-fermion separation tran-
sition the height of the potential barrier and, thus, the
tunneling exponent are controlled not by the total num-
ber of particles in the trap, but their densities, scaling as
(1 − n/nc)1/2. Therefore, for sufficiently large numbers
of particles in the trap the tunneling exponent can be
fine-tuned with a desired accuracy which makes it pos-
sible to observe the MQT rate in a well controlled and
predictable regime.
II. MODEL
We consider a Bose-Einstein Condensate (BEC) in-
teracting with a single species of fermions (in the
same spin state). Interactions in such the mixture are
characterized by two scattering lengths aBB and aBF .
Fermions and bosons interact through contact poten-
tial λBF δ(r − r′), contributing term λBFψ†Bψ†FψBψF ,
where λBF = 2pi~
2aBF (1/mB + 1/mF ); ψB and ψF
are boson and fermion fields respectively. In addi-
tion, boson-boson particle interaction give rise to an-
other term λBBψ
†
Bψ
†
BψBψB/2 in the Hamiltonian den-
sity, with λBB = 4pi~
2aBB/mB. The direct coupling
between fermions is negligible: s-scattering channel is
forbidden for the fermions in the same spin state, while
p-wave scattering is small compared to boson-boson and
boson-fermion contact interaction. The potential part of
the energy density can be cast in the form
Ep = − µB|ψB|2 − µFψ†FψF (2.1)
+
λBB
2
|ψB|4 + λBF |ψB|2ψ†FψF
For the purposes of the present calculation we can ne-
glect the spatial dependence of the trapping potential and
assume that the local densities of fermions and bosons
are set by the constant chemical potentials µF and µB.
Indeed, since the nucleation occurs at finite coherence
length (to be defined below), the shape of the trapping
potential should play little role in the dynamics of the
phase transition as long as the effective size of the trap
is much greater than the coherence length.
It is convenient to describe the system in terms of the
boson field only, tracing e−H/kBT (H is the overall Hamil-
tonian) with respect to the fermion field. Such averag-
ing can be easily carried out within mean field, i.e., the
Thomas-Fermi approximation [13, 14, 15], so that the
calculation reduces to the evaluation of the canonical par-
tition function (or free energy) of the free fermions with
effective chemical potential µ˜F = µF −λBF |ψB |2. Later,
in Sec. IV, we will proceed beyond this approximation
and account for the fermion excitations interacting with
the condensate. For the purpose of this and the following
section such a correction is not necessary.
Within Thomas-Fermi approximation [13] we deal
with the energy density of free fermions in the zero-
temperature limit. It can be easily found differentiating
fermion free energy
√
2V m
3/2
F µ˜
5/2
F /5pi
2
~
3 with respect to
the volume (note that µ˜F ∼ V −2/3). We finally obtain
the effective classical potential density for the bosons
E(ρ) = − µBρ+ 1
2
λBBρ
2 (2.2)
− λ0 (µF − λBF ρ)5/2 θ(µF − λBF ρ),
where θ(x ≥ 0) = 1, θ(x < 0) = 0, λ0 =
(2mF )
3/2/15pi2~3, and we have used the density–phase
variables, i.e. ψB =
√
ρeiφ, for the condensate field. The
3approximation discussed above ignores gradient terms
in the diagrammatic expansion of the partition function
[16, 17]. This terms are not important for the phase
structure of the equilibrium system and will be discussed
in Sec. IV.
In the next section we discuss the structure of the phase
diagram describing possible configurations in the equi-
librium boson-fermion system. Subsequent sections are
devoted to the kinetics of the transition. The transition
rates are calculated in Secs. VI and VII. Sections VIII
and IX are devoted to the discussion of thermal activation
and supercritical expansion. The results are discussed in
Sec. X.
III. SYSTEM IN EQUILIBRIUM: THE PHASE
DIAGRAM
Equation (2.2) was obtained tracing over the fermionic
part of the partition function. In this respect, it can be
viewed as effective potential energy of boson condensate.
The structure of the fast fermionic part of the system, in
particular the density of fermions, is directly related to
the state of the boson condensate. In the limit of zero
temperatures we obtain the fermion density in the form
ρF (ρ) =
5
2
λ0(µF − λBF ρ)3/2θ(µF − λBF ρ) (3.1)
where the chemical potential µF is the same for all parts
of the system in the mixture as far as the time scale of
slow boson subsystem is of interest.
It was shown within Thomas-Fermi approximation [14]
that the equilibrium boson-fermion system with interac-
tions introduced above can exist in three configurations
(phases): (i) mixture, (ii) coexistence of pure fermion
fraction with (spatially separated) mixture, and (iii) co-
existence of pure boson and pure fermion fractions, see
Fig. 1. In this section we show that the structure of the
entire phase diagram can be obtained from the energy
density (2.2). Indeed, we notice that E(ρ) has either
one or two local minima. The first one (if present) is at
ρ = 0. It clearly describes pure fermion fraction with
the density of fermion ρF (0). The position of the second
minimum is found from ∂ρE(ρ0) = 0. It describes either
the mixture with fermion density ρF (ρ0) > 0, or the pure
boson fraction with ρF (ρ0) = 0 due to the step function
in Eq. (3.1).
We first discuss the situation when the thickness of
the transition region (boundary) between the fractions,
or the coherence length, l, is microscopic (i.e. small with
respect to the characteristic size of the fractions). In
this case it is natural to introduce the overall (average)
fermion ρF = ρF (0)VF + ρF (ρ)VB and boson ρB = VBρ
densities of a larger system. Here VF and VB = 1 − VF
are relative volumes for each fraction.
When the densities ρB and ρF are small, the minimum
at ρ = ρ0 is the only one present. At low temperatures
the equilibrium system will occupy this minimum cre-
ating uniform mixture (phase i) with ρF = ρF (ρ0) and
ρB = ρ0 (vF = 0). At higher densities the minimum at
ρ = 0—the pure fermion fraction—forms. As a result, in
equilibrium, the two minima align, E(0) = E(ρ0), which
defines the volume of the spatially separated fermion frac-
tion.
For clarity of further discussion it is convenient to in-
troduce dimensionless densities [14] as
nF ≡ ρFa3BB/g21 and nB ≡ ρ(B)a3BB/g20. (3.2)
Here and throughout the paper we adopt the convention
of using “n” for dimensionless densities corresponding to
original densities denoted by “ρ”. The conversion param-
eters of Eq. (3.2) are
g20 =
4a3BBλ
2
BB
25λ20λ
5
BF
=
9pi
4
a5BB
a5BF
m2F
m2B
(
mF
mB
+ 1
)−5
(3.3)
and
g21 =
4a3BBλ
3
BB
25λ20λ
6
BF
=
9pi
2
a6BB
a6BF
m3F
m3B
(
mF
mB
+ 1
)−6
(3.4)
where g0 is related to boson gas parameter (defined [18]
via gB =
√
ρBa3BB) as g
2
B = g
2
0nB.
The separation between phases i and ii on the phase
diagram (nF vs nB) occurs when VF sets to zero. The
corresponding phase separation curve can be easily ob-
tained in a parametric form as follows. Introducing
A ≡ λBB/5λ0λ2BFµ1/2F and y2 ≡ 1 − ρ0λBF /µF one can
write the boson and fermion densities in the mixture frac-
tion as
n0F =
y3
8A3
and n0B =
1− y2
4A2
. (3.5)
The equilibrium mixture coexists with unoccupied
(VF → 0) pure fermion minima only at the i-ii phase
transition curve. In terms of A and y, the equation
E(0) = E(ρ0) takes the form
A =
2 + 4y + 6y2 + 3y3
5(1 + y)2
(3.6)
which, together with Eq. (3.5) defines the phase tran-
sition curve: n0F vs n
0
B. From Eq. (3.6) we also see
that A varies within 2/5 ≤ A ≤ 3/4 (since by definition
0 ≤ y ≤ 1 within phase ii).
The complete separation on pure fermion and pure bo-
son fractions (phase iii) occurs for higher densities when
ρ0 ≥ µF /λBF . This situation is not considered in the
present paper.
In the discussion above, it was assumed that in the
phase ii the fermion fraction is spatially separated from
the mixture and the volume of the surface layer is neg-
ligible. This is not always the case as will be demon-
strated in the next section. However when l is large, one
4FIG. 1: The phase diagram of the uniform boson-fermion mix-
tures. Three phase are possible: (i) mixture, (ii) coexistence
of pure fermions with mixed fraction, (iii) coexistence of pure
fermion and pure boson fractions. The arrow indicates the
path of the mixture fraction as the system equilibrates. The
instability level is represented by the dashed horizontal line
on the phase diagram. The densities are in units of g20/a
3
BB
and g21/a
3
BB for bosons and fermions respectively, as defined
in Eq. (3.2). The inset (b) shows the sketch of E(ρ) at equi-
librium for the corresponding phases. The inset (c) gives the
sketch of E(ρ) near (below) the instability line and (above)
the phase separation curve. The arrow indicates (schemati-
cally) modification of E(ρ) during the equilibration.
can still define effective partial volumes VF and VB , as-
suming that the densities discussed above are the peak
densities. While the relation between VF and VB is now
complicated, the limit VF → 0 with VB → 1 still exists.
Therefore, the i-ii separation curve found above is valid.
IV. DYNAMICS OF QUANTUM TRANSITION
We are interested in the kinetics of the phase transition
between phases i and ii, which is manifested by separation
of pure fermion fraction out of the mixture. When the
uniform mixture is prepared with the densities nF and nB
above the i-ii separation curve, e.g. point X, it occupies
the second minima of E(ρ) and is metastable, see Fig. 1c.
As nF increases towards the point Y (and further) the
barrier that separates local minima ρ0 becomes smaller
and eventually disappears from nF ≥ nsF , with nsF =
8/27 (the absolute, spinodal, instability line). From this
point the mixture becomes unstable.
The decay of the metastable mixture results in spatial
separation of pure fermion fraction. At low temperatures
this transition is governed by quantum tunneling (in con-
trast to high temperatures, when thermal activation be-
comes effective and transition is due to thermal fluctu-
ations rather then tunneling). To illustrate the equili-
bration process, let us assume that the coherence length,
l, is small enough so that the spatial separation of the
fermion fraction is well defined. Towards the end of this
section we will show where such condition is met. During
the equilibration, the relative volume VF of the fermion
fraction increases from 0 to some equilibrium value V 0F .
The densities ρ0 and ρF (ρ0) of the remaining mixture
will change, as well as E(ρ). The point (ρ0, ρF (ρ0)) will
drift towards i-ii separation curve where E(0) = E(ρ0),
as shown by the arrow in Figs. 1a and 1c. As it can be
easily verified, the drift line is parallel to ii-iii separation
line and its intersection with the nF axis gives the equilib-
rium value for the density in pure fermion fraction, ρF (0).
The partial volume of the later is V 0F = (n
0
B − nB)/n0B.
In what follows we will obtain the density profile for the
fermion droplet in various regions of the phase diagram
(within phase ii) and set up equations to describe the
transition rate in the system. The rates are calculated in
the next sections.
The dynamics of the boson condensate due to tunnel-
ing part of the equilibration is given by the transition
amplitude 〈ii′|e−iHt|i′〉 = ∫ DψBDψ∗Bei R dtdrL(ψB,ψ∗B),
where the rhs is Feynman’s sum over the histories [16, 19].
The state |i′〉 represent the (non-equilibrium) metastable
mixture residing in the second minimum of E(ρ), at
ρ → ρ0. The state |ii′〉 correspond to the state after
the tunneling with ρ → ρ1, E(ρ1) = E(ρ0). Beyond
this point the system hydrodynamically equilibrates to
the state |ii〉 where the two minima get aligned, see
Fig 1b, curve ii. The Lagrangian density is defined as
L(ψB, ψ
∗
B) = ψ
∗
Bi~∂tψB −H(ψB, ψ∗B), where the Hamil-
tonian density contains the kinetic ~2|∇ψB |2/2mB and
potential E(ρ) contributions, where the latter is con-
sidered within the Thomas-Fermi approximation, see
Eq. (2.2).
As it has been pointed out earlier, approximation for
E(ρ), i.e. Eq. (2.2), does not account for the gradient
terms which arise due to inhomogeneity of the fermion
subsystem and add to ~2|∇ψB|2/2mB term of the La-
grangian density. In other words, the approximation im-
plies that renormalization of the boson kinetic energy
arising due to the non-locality of the fermionic response
function is relatively small. A straightforward perturba-
tive estimate [16] to the second order in λBF yields the
gradient term correction to the Thomas-Fermi of the or-
der ∼ (m3/2F λ2BFµ1/2F /~3k2F )(∇ρ)2. Comparing this term
with the bare boson kinetic energy, we see that near
the phase transition line it is smaller by the factor of
∼ (mB/mF )2/5g2/5B n4/5B /n2/3F . Therefore, for sufficiently
low gB and not very small fermion densities the renor-
malization correction is negligible. This is clearly the
case in the region near the spinodal instability line. In
the vicinity of the phase separation line the renormaliza-
tion correction can become important (e.g. closer to the
tricritical point where nF → 0). In this case the cor-
rection is given by the factor of ∼ (kF l)−2, where the
coherence length l is of the order aBB/gB or greater (as
will be demonstrated shortly). For gB . 0.1 and not too
small nF (e.g. for nB ∼ 0.4), (kF l)2 ∼ 50, and thus the
Thomas-Fermi approximation is well justified.
Considering the above arguments, the transition can
5be described by the effective Lagrangian density of the
form
L = ~ρ
d
dt
φ+
~
2ρ
2mB
(∇φ)2 + ~
2
2mB
(∇ρ)2
4ρ
+ E(ρ). (4.1)
Here the first term can be viewed as the Berry phase;
the second and the third terms arise due to the kinetic
energy; the dissipative terms due to particle-whole exci-
tations in the fermion subsystem will be included later.
The contribution due to non-condensate component of
bosonic system is already accounted for by the above
treatment and therefore separate consideration is not
necessary for the purpose of the present calculation.
The decay rate from a metastable state can be obtained
[19] by calculating the classical action for the transition
amplitude in imaginary time formalism, it→ t. Namely,
Γ/V = (Γ0/V ) exp(−S/~) (4.2)
where the action S =
∫
dtdrL(ρcl, φcl) is evaluated over
the classical (extremal) trajectory, ρcl(φcl). As will be
shown below, for the parameters of interest, the rate
is dominated by the exponent and is less sensitive to
the changes in prefactor Γ0/V . Therefore precise eval-
uation of Γ0/V is not crucial. It can be estimated as
Γ0/V ∼ ω0l3, where l is boson coherence length as before,
and ω0 is an “attempt” frequency. From the uncertainty
principle ω0 ∼ ~/2mBl2 and thus Γ0/V ∼ ~/mBl5.
The extremal action S is calculated by setting the cor-
responding functional derivatives to zero, i.e. δL/δρ = 0
and δL/δφ = 0. The second derivative is trivial. It leads
to the continuity equation
∂tρ+∇(ρu) = 0 (4.3)
with u = ~∇φ/mB and can be used to eliminate φ. Equa-
tion. (4.3) can be easily solved for the velocity of the
condensate assuming spherical symmetry. The result is
u = (rˆ/r2ρ)
∫ r
0
drr2∂tρ. After a straightforward algebra
the action becomes
S = 4pi
∫
dtdrr2
[
mB
2ρ
(
1
r2
∫ r
0
drr2∂tρ
)2
(4.4)
+
~
2
2mB
(∇ρ)2
4ρ
+ E(ρ)
]
.
The pure fermion fraction to be formed during the
equilibration corresponds to the bubble in the boson
system. Its shape is defined by the last two terms of
Eq. (4.4), i.e. the equation δS/δρ = 0 in the static case,
∂2r
√
ρ+
2
r
∂r
√
ρ =
mB
~2
∂√ρE(ρ) (4.5)
To solve it, let us first ignore the the second term of
the left-hand side, which is a reasonable approximation
for large enough bubbles. The solution of the remaining
equation can be easily estimated for all relevant area of
FIG. 2: (a) The reciprocal coherence length as a func-
tion of dimensionless fermion density, nF , for different val-
ues of dimensionless boson density of the mixture: nB =
0.1, 0.2, ..., 1.5 (from bottom to top). The dashed curve repre-
sents reciprocal coherence length at the i-ii phase separation
curve.
the pase diagram, see Appendix A. Near the i-ii separa-
tion curve we obtain
ρ(r) ∼ ρ0
1 + exp[−4(r −R)/l0] (4.6)
where the coherence length, l→ l0 is
l0
aBB
∼ 1
g0nB
(4.7)
Near the spinodal instability the first-derrivative term
becomes important. The density ρ(r) varies between ρ1
and ρ0. The coherence length l → ls is found, see Ap-
pendix A, in the form
ls
aBB
=
√
3
g0
√
pinB
(
1− nF
nsF
)−1/2
+O
(
1− nF
nsF
)
(4.8)
The estimate of l for all the densities of phase ii be-
low instability is given in Fig. 2a (see Appendix A for
derivations). For not too small g0 the characteristic
length associated with the transition region is micro-
scopic, i.e. l ∼ aBB. This is the case for large part
of the interval n0F ≤ nF < nsF , see Fig. 2a. There-
fore formation of a distinct fermion fraction with thin
boundary (nucleation) is expected for this range of pa-
rameters. It is straightforward to obtain the character-
istic (critical) radius, Rc of such a nuclei. Integrating
both sides of Eq. (4.5) with respect to
√
ρ we obtain
mB∆E/~
2 = 2
∫ ρ0
0 d
√
ρ∂r
√
ρ/r. When l ≪ R, we have
Rc = σ/∆E, where σ ≡ (2~2/mB)
∫ ρ0
0 d
√
ρ∂r
√
ρ is the
surface tension.
V. EFFECT OF DISSIPATION
We now consider the effect of dissipation which was ig-
nored so far in our description of the kinetics. Excitation
6of the particle-hole pairs in the fermion subsystem in-
teracting with the condensate affects the transition, as
it happens for other systems with quantum tunneling
[20, 21, 22, 23, 24]. As will be demonstrated further,
the resulting dissipation is important and can lead to
significant modifications of the transition rate.
The dissipation terms arise naturally from more accu-
rate treatment of the boson-fermion interaction. Indeed,
the Thomas-Fermi approximation utilized in the deriva-
tion of the effective potential E(ρ), see Secs. II and IV,
implies that fermions instantaneously (on a much shorter
time scale) adjust to the local variation of boson density:
it ignores the ω-dependent terms in the diagrammatic
expansion of the partition function. The effect can be
analyzed by considering the second order correction pro-
duced by the interaction λBFψ
†
FψF ρ.
λ2BF
2~2
∫
dq
(2pi)
3
dω
2pi
(
~
2k3F
4pi2µF
+
m2F |ω|
4pi~2q
+ ...
)
|ρ(q, ω)|2.
(5.1)
The first ω independent term is already present in
Eq. (2.2). We are after the frequency dependent term
m2F |ω|/4pi~2q responsible for Landau damping.
In the limit l ≪ R, i.e. near the phase separation
curve and far enough from the instability line, we can use
ρ(r) ≈ ρ0θ(r−R) as suggested by Eq. (4.6). Substitution
into Eq. (5.1) gives the correction to S in the form
∆S → γ0
64pi
P
∫
dtdt′
(t− t′)2
{
R(t)3R(t′) (5.2)
+R(t)R(t′)3 +
1
2
[R(t)2 −R(t′)2]2 ln
∣∣∣∣R(t)−R(t′)R(t) +R(t′)
∣∣∣∣
}
.
Here γ0 = 4λ
2
BFm
2
F ρ
2
0/pi~
3. The first two terms in
the right-hand side arise due to the restructuring of the
fermionic density of states inside the droplet in the course
of its expansion, while the last term can be viewed as
coupling between droplet’s surface and particle-hole ex-
citation in Fermi sea.
Near spinodal instability the tunneling barrier is small
and the correction is due to small variation of the density
ρ = ρ0 + δρ around the metastable minima, thus
∆S → λ
2
BF
2~3
∫
dq
(2pi)3
dω
2pi
m2F |ω|
4piq
|δρ(q, ω)|2. (5.3)
VI. NUCLEATION NEAR THE PHASE
TRANSITION LINE
In this section we evaluate the i-ii transition rate near
the phase separation curve, see Fig. 1a. Evaluation of
the extremum action with the structure of Eq. (4.4) has
been address in Ref. 3. In the vicinity of the transition
curve the coherence length, l → l0, is given by Eq. (4.7).
At the same time ∆E → 0 as we approach the i-ii transi-
tion curve (the two minima of E(ρ) align) and, therefore,
Rc → ∞. As the result l0 ≪ Rc and the boson density
FIG. 3: Dimensionless surface tension coefficient along
the phase separation curve (numerical solution), σ0 =√
pi~2g30/2mBa
4
BB . Approximation, Eq. (6.3), is shown by
the dashed curve.
entering Eq. (4.6) can be approximated by a step func-
tion ρ(r, t) ≈ ρ0θ[r−R(t)] (the thin wall approximation),
where ρ0 is bosonic density of the mixed phase as before.
Within such an approximation the action S can be for-
mulated [3] in terms of R(t). Evaluating the integral in
Eq. (4.4) over r we obtain
S = 4pi
∫
dt
[
mBρ0
2
R3 (∂tR)
2
+ σR2− ρ0∆µ
3
R3
]
, (6.1)
Here σ is the surface tension defined earlier. In the
present case (since l ≪ R), the second term of Eq. (4.5)
is negligible and a simple energy conservation equation
~
2
2mB
(∂r
√
ρ)2 + E(ρ) = const corresponding to the static
part of action S holds. Therefore we can rewrite the
surface tension as
σ =
√
~2
2mB
ρ0∫
0
d
√
ρ
√
E(ρ)− E(ρ0) (6.2)
This integral is evaluated in Appendix B. The numerical
result is shown in Fig. 3. It can be approximated by
σ ≈ 0.304
√
pi~2
2mBa4BB
g30n
2
B (6.3)
with the error of a few percents along the entire curve,
see Appendixes A and B.
It is expected that the surface tension coefficient will
decrease as one departs from the phase separation curve.
However near the transition line this change is not signif-
icant compared to the change in the bulk energy. There-
fore to estimate nucleation rates it is sufficient to use
Eq. (6.3). The bulk energy is given by the integral of
E(ρ) over the volume of the bubble. Therefore ρ0∆µ is
the energy difference ∆µρ0 ≡ E(ρ0) − E(0) or the de-
gree of metastability, see Fig. 1c. When nF → n0F , ∆µ
vanishes and therefore along the large part of the phase
separation curve ∆µ ∼ ∆nF . However, this in not the
case near the end of the curve when n0F → 0. Generally,
∆µa3BB
λBF g21
= K∆nF +K
′
[
3
2
(n
2/3
F n
0 1/3
F,2 − n0F )−∆nF
]
(6.4)
7where
K ′ =
2
3
(n
0 2/3
F + nB)
3/2
nBn
0 1/3
F
K = K ′− 2
3
n
0 2/3
F
nB
−1 (6.5)
One can see that when ∆nF ≪ n0F the second term
in Eq. (6.4) vanished and we can use ∆µ ∼ K∆nF as
pointed out earlier. In the opposite case K ∼ K ′ →
2n
1/2
B /3n
0 1/3
F and ∆µ ∼ n1/2B ∆n2/3F . In this last limit,
however, one has to account for renormalization of the
boson kinetic term and, thus, the surface tension coeffi-
cient σ, as discussed earlier.
The phase transition and formation of the fermion
droplet is due to the interplay between the surface tension
and bulk energy of the droplet [the last two term in S, see
Eq. (6.1)], which creates a potential barrier. The system
(instanton) has to tunnel through this barrier creating
the critical droplet of radius Rc = 3σ/ρ0∆µ. The rate
of such the nucleation process is found from δS/δR = 0,
with the result ln Γ/Γ0 = −5pi2√mBρ0σR7/2c /29/2~2. In
terms of dimensionless densities of Fig. 1a, for ∆nF ≪
n0F we obtain
ln Γ′/Γ0 = −0.0056 n
11/2
B
gBK7/2
(
nsF
∆nF
)7/2
. (6.6)
Here gB is the conventional boson gas parameter as define
earlier.
As expected, the tunneling exponent, i.e. the rhs of
Eq. (6.6), is singular in the degree of metastability ∆nF
and diverges as ∆n
−7/2
F . Equation (6.6) also indicates
that the rate of nucleation is exponentially small in the
dilute limit, i.e., for gB ≪ 1. Since the thin wall ap-
proximation (nucleation) requires sufficiently high en-
ergy barrier, e.g. Fig. 1(b,c), the rhs of Eq. (6.6) can
not be reduce significantly decreasing nB, see Eq. (4.7)
and Fig. 2a. However, due to the smallness of the nu-
merical coefficient one can hope that quantum nucle-
ation is observable in sufficiently strongly coupled sys-
tems (which are presently realizable with the use of Fes-
hbach resonance). Indeed, for gB ∼ 0.1, nB ∼ 0.4, and
∆nF /n
s
F = 0.15, the coefficient K ∼ 0.27 and the tun-
neling exponent, is ∼ −27. For the same parameters and
aBB ∼ 20 a.u. the estimate of the prefactor Γ0/V gives
1011 s−1µm−3. As the result the nucleation rate Γ/V is
of the order 1 s−1µm−3. This is readily observable.
Let us now include dissipation terms (5.2). Exact eval-
uation of extremal action S+∆S, Eqs. (6.1) and (5.2), is
not possible and we use the variational technique. A nat-
ural anzats is R(t) = pRce
−αt2 , where coefficients α and
p are variational parameters. The expression for ∆S,
Eq. (5.2), does not depend on the time scale of R(t).
Rescaling of R(t) yields ∆S ∼ p4R4c . The proportion-
ality coefficient depends only on the shape of the trial
function, and, thus, can be estimated separately. The
system ∂p(S +∆S) = 0, ∂αS = 0 leads to the solution
p =
75
√
6γ2 + 42
√
10pi + 15γ
√
150γ2 + 7
√
15pi
300γ2 + 32
√
15pi
(6.7)
where for ∆nF ≪ n0F
γ = 0.742g
1/5
0 nB
(
mF
mB
)4/5√
nsF
K∆nF
(6.8)
Note that p → 7√3/8√2 for γ → 0 and p →
√
3/2 for
γ → ∞. The second limit gives the leading asymptotic
in the vicinity of the phase separation curve
ln Γ′′/Γ0 ∼ −0.01 n
32/5
B
g
4/5
B K
4
(
mF
mB
)4/5(
nsF
∆nF
)4
, (6.9)
The other limit gives expression (6.6) with slight overesti-
mate of the numerical prefactor due to variational nature
of the calculation. The overall solution is
ln Γ/Γ0
ln Γ′/Γ0
=
(
8
√
2
7
√
3
)7/2√8p7/2
√
1−
√
2
3
p+γ
53/421/4√
pi
p4


(6.10)
where we have rescaled the overall numerical coefficient
to mach expression (6.6) in the underdamped limit γ →
0. The exponent ln Γ/Γ0 as a function of ∆nF /n
s
F is
shown in Fig. 4.
The crossover between power 4 and 7/2 asymptotic
curves take place at γ ∼ 1, or
K∆nF /n
s
F ∼ g2/5B n9/5B
(
mF
mB
)8/5
(6.11)
Thus, we find that correction due to dissipation term,
∆S, strongly alters the tunneling exponent in the region
K∆nF/n
s
F≪g2/5B n9/5B (mF/mB)8/5, while in the opposite
(non-dissipative) limit the tunneling exponent is given
by Eq. (6.6). From Eqs. (6.9) and (6.11) we conclude
that the influence of dissipation is significant for large
mF /mB mass ratio. From the crossover condition we
also see that the dissipative regime is realized near the
phase separation curve within a “band” of width ∆nF
determined by the relation (6.11). For mixtures with
small fermion-boson mass ratio this “band” is relatively
narrow and for large enough fermion density the system
stays in non-dissipative regime, where the nucleation rate
is given by Eq. (6.6).
Let us consider the previous example (with gB ∼ 0.1,
nB ∼ 0.4, etc.) assuming mF = mB. For this set of
parameters the system is in the crossover region (at the
edge of the dissipative “band” on the phase diagram).
Using Eq. (6.10) we obtain ln Γ/Γ0 ∼ −70, which means
that the transition is not observable. Choosing a smaller
mass ratio, e.g. mF /mB ∼ 1/4 (the right-hand side of
Eq. (6.11) becomes smaller by an order of magnitude), we
shrink the dissipative region around the phase transition
curve. The system now is in “quiet” (non-dissipative)
regime and the previous estimates for the rate obtained
with Eq. (6.6) are valid. Therefore the dynamics of quan-
tum nucleation can be systematically observable only
for cold atom systems with sufficiently small mass ratio
mF /mB.
8VII. TUNNELING NEAR SPINODAL
INSTABILITY
In this section we evaluate the transition rate near the
absolute instability line, i.e. nsF −nF ≪ nsF . In this case
the barrier separating the metastable mixture becomes
small, see Fig. 1c, curve Y. To compute the tunneling
part of the transition based on action (4.4) it is sufficient
to retain only a few terms in the expansion of E(ρ) at
ρ → ρ0. The terms of the second and the third order in
δρ = ρ − ρ0 will form the barrier (we set E(ρ0) = 0 for
convenience). It is clear that in the kinetic part of the ac-
tion only the second order terms should be kept (the third
order terms containing gradients are small compared to
the third order potential terms). We obtain
S = 4pi
∫
dtdrr2
[
mB
2ρ0
(
1
r2
∫ r
0
dr′r′2∂tδρ
)2
(7.1)
+
~
2
8mB
(∇δρ)2
ρ0
+ aδρ2 + bδρ3
]
,
where
a =
2pi~2aBB
3mB
(
1− nF
nsF
)
and
b =
~
2a5BFmB
3aBBm2F
(
1 +
mF
mB
)5
.
The dependence of action (7.1) on nF and nB can be ob-
tained rescaling r, t, and δρ, similarly to Ref. 3. By in-
troducing dimensionless variables [25] x = r
√
8mBρ0a/~,
τ = 4ρ0at/~, and p = δρb/a, the action S can be
rewritten as const × s, where s[p(x, τ)] is a parameter-
independent functional, the extremum of which is a c-
number. Its value can be estimated by variational anzats
p = −p0 exp (−αx2 − βτ2), where α, β and p0 are vari-
ational parameters. We find α = β = 4/3, p0 = 9, and
s ≈ 8.95. Upon a straightforward calculation one obtains
ln ΓY /Γ0 = − 0.324
gBn2B
(
1− nF
nsF
)1/2
, (7.2)
Again we see that tunneling exponent is controlled by
the inverse boson gas parameter gB.
The exponent vanishes when fermion density nF
reaches the instability line nsF , where effective energy
barrier disappears, see Fig. 1c. In this case the transition
rate is defined by the prefactor Γ0/V rather then expo-
nent, which is especially troublesome for a dense system.
This limit, however, is not of interest here. Moreover, for
not very small nB the observable transition occurs much
closer to the phase separation curve (far from the insta-
bility point) and is described by Eq. (6.10) of Sec. VI.
When gB . 0.01 and nB ∼ 0.1−1, the phase transition
is not observable near the transition curve, see Eqs. (6.6)
FIG. 4: Transition rate exponent, ln Γ/Γ0, as a function of
fermion density, nF = n
0
F+∆nF , for nB = 0.4, gB = 0.1 (left)
and gB = 0.01 (right). Asymptotics near the i-ii phase sep-
aration curve are plotted for mF/mB = 0.01, 0.1, 1, 10 (solid
curves, bottom to top). The dashed line represents the rate
without dissipation, see Eq. (6.6). The asymptotic near the
instability region, Eq. (7.2), is given in the right plot (for the
same variation of mF/mB).
and (6.9),—one has to chose the values of nF closer to
the spinodal instability. In this case the exponent (7.2)
is significant. It rises rapidly as the function of nsF − nF
defining the transition rate near the instability region. In
this respect Eq. (7.2) is similar to the results on Macro-
scopic Quantum Tunneling (MQT) in systems of trapped
bosons with attractive interactions [1]. When the coher-
ence length ls, see Eq. (4.8) is still much smaller then the
size of the condensate, the height of the potential barrier
and thus the tunneling exponent for the critical droplet
are controlled not by the total number of particles in the
trap, but the local densities. Therefore, for sufficiently
large numbers of particles in the trap the tunneling ex-
ponent can be fine-tuned with a desired accuracy, which
can make observation of the MQT rate possible in a well
controlled and predictable regime.
The contribution of dissipation, e.g., action ∆S in
Eq. (5.3), can be estimated by using the same variational
anzats as above. Rewriting the integral in Eq. (5.3) in
terms of x, τ and p one finds that ∆S does not depend on
a and thus nF −nsF . Therefore for large enough nF −nsF
and small gB one can treat the dissipation perturbatively
substituting p(x, τ) from the above calculations. As the
result the tunneling exponent acquires an additional term
∼ −(gBn2BmF /mB)4/5. This term is again controlled by
the mass ratio mF /mB. For not too high fermion/boson
mass ratio, it is of the order gB and thus dissipation does
not significantly alter the dynamics of the phase transi-
tion (MQT) in this region, see Fig. 4.
VIII. THERMAL NUCLEATION
It is instructive to analyze the influence of the classi-
cal (thermal) activation mechanism. In order leave the
metastable state finite temperature system can (in addi-
tion to direct tunneling leakage from its false “ground”
9state) use its entire spectrum tunneling from high en-
ergy states or going over the barrier. The rate of
such transition is proportional to the sum [3, 26] of
Γ(En) exp[−(En−E0)/kT ], where the prefactor accounts
for possible tunneling from n-th exited state of the
metastable mixture. This regime becomes effective when
the largest energy gap—between the first exited and the
ground state energies of the mixture—is of the order
kBT . This energy difference enters the expression for
quantum nucleation rate and can be easily estimated in
a similar manner
E1 − E0 ∼ p
2
2mB
∼ 1
2mB
(
~
l
)2
. (8.1)
Here the characteristic length scale is the coherence
length of boson-fermion mixture.
Near the phase transition curve l is given by Eq. (4.7),
i.e. l ∼ aBB/g0nB. This gives the relation
g2BnB ∼
mBa
2
BBkBT
~2
(8.2)
Critical temperature of BEC transition can be estimate
by that of the uniform non-interacting three-dimensional
boson gas kBTc ∼ ~2n2/3B /mB, and we finally obtain con-
dition for thermal assisted transition in the form
g
2/3
B nB ∼
T
Tc
(8.3)
Our boson system is in deep BEC state, i.e. T ≪ Tc,
therefore thermal fluctuations are not significant for ob-
servable quantum nucleation that occurs in sufficiently
dense systems (nB ∼ 1).
In dilute systems, where direct tunneling from low lay-
ing states is extremely slow, one has two compute the
entire sum
Γ =
∑
n
Γ0(En)e
−Sn/~−(En−E0)/kT (8.4)
up to the continuum states where Sn → 0. The sum-
mation can be carried out semiclassically minimizing the
new energy functional, i.e. exponent of Eq. (8.4), see e.g.
Ref. 3.
Closer to the spinodal instability the barrier becomes
smaller and the tunneling is effective even for relatively
dilute systems. For the crossover temperature we obtain
g
2/3
B (1 − nF /nsF ) ∼ T/Tc. (8.5)
In this case, as expected, the zero-temperature MQT
mechanism can be observed in certain distance from the
instability line, i.e. when the left-hand side of Eq. (8.5)
is greater.
IX. EXPANSION OF SUPERCRITICAL
DROPLET
As soon as a critical droplet is created as the result
of tunneling or temperature fluctuations, it should grow
equilibrating the system as pointed out in Sec. IV. Below
we discuss only the case of finite coherent length—the sit-
uation when a distinct stable droplet is created (thin-wall
approximation). We will estimate the expansion rate for
l≪ Rc ≪ R in the limits of large and small dissipation.
After a given nuclei passes (tunnel trough) the energy
barrier, its growth can be described by classical equa-
tion of motion for radius R, δS/δR + fd = 0. Here fd
is the dissipative force (external time-dependent force is
negligible at low temperatures), and the action S should
be formulated in real (original) time, i.e. in action (6.1)
one replaces it → t. In the underdamped limit, fd → 0
(energy conserved), the expansion is described by
mBρ0R
3
2
(∂tR)
2
= −σR2 +∆µρ0R
3
3
. (9.1)
For large droplets (R ≫ Rc) the surface tension term is
negligible and the expansion is linear in time R ≃ α0t,
with
α0 =
√
2∆µ/3mB. (9.2)
Fermion particle-hole excitations affect the the expan-
sion dynamics, renormalizing the expansion rate α0. To
estimate this effect we need to account for the dissipa-
tive part of the action. This can be done by analytical
continuation of Matsubara action, Eq. (5.1), to Keldysh
contour. Following Ref. 27 we obtain
∆S =
m2Fλ
2
BF
2pi~3
∫
dt
dq
(2pi)3
1
q
ρ˙cl(q, t)ρq(q, t) + Ø(ρ
2
q(q, t)),
(9.3)
where ρcl/q = (ρ+ ± ρ−)/
√
2 and ρ± resides on forward
(backward) branch. In the nucleation limit (thin wall
approximation) the time dependance of ρ(r, t) enters only
via radius of the droplet, R(t), therefore ρ± = ρ{R±}. In
the classical limit we keep only terms linear in Rq. The
dissipative force becomes
f =
m2Fλ
2
BF
2pi~3
∫
dt
dq
(2pi)3
1
q
ρ˙cl(q, t)
δρq(q, t)
δR
. (9.4)
Substitution of ρ(r, t) = ρ0θ(r − R(t)) will lead to the
logarithmic divergence in the integration over the mo-
mentum. The divergence is due to the high q. The cut-
off comes from the thickness of the surface area of the
droplet. Using a more accurate expression for ρ(r, t), i.e.
Eq. (4.6), we obtain
f = −γeγ0R˙(t)R(t)2 ln 4R(t)
pil
, (9.5)
where γe = 0.577... is the Euler constant, and l is the
coherence length. As the result, expansion of a large
supercritical droplet is governed by
mBρ0R∂
2
tR +
3mBρ0
2
(∂tR)
2 (9.6)
+ γeγ0(∂tR) ln
4R
pil
− ρ0∆µ = 0.
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This equation can be analyzed numerically for dimen-
sionless variables. Define t = t0τ , R(t) = Rcχ(τ), then
Eq. (9.6) becomes
− χ∂2τχ−
3
2
(∂τχ)
2 − f0(∂τχ) ln(χ/ξ) + 1 = 0. (9.7)
Here f0 = γeγ0t0/mBρ0Rc, ξ = pil/4Rc, and t
2
0 =
R2cmB/∆µ. Numerical integration shows that for f0 & 1
and τ & 100f0 the first and the second terms remain
smaller by several orders of magnitude. Therefore we
can ignore this terms in such the limit. Moreover, we
notice that logarithmic pre-factor of the third term does
not change significantly for large supercritical droplets.
Therefore with sufficient accuracy the growth is still lin-
ear in time R(t) ≃ αt ln−1 (4αt/pil) with
α =
ρ0∆µ
γeγ0
, (9.8)
One can notice that f0 ∼ 1/
√
∆µ and therefore di-
verges at the phase separation curve. As the result, the
above solution is valid near the phase separation line.
When the system is placed farther away from the phase
separation curve, ∆µ increases and f0 becomes smaller.
In this case we have to retain the first two derivative
terms in Eq. (9.7). It changes the asymptotic behavior.
In the limit f0 → 0 we arrive to Eq. (9.1) with the solu-
tion R(t) ⋍ α0t, where α0 is given by Eq. (9.2).
Similar to nucleation, the expansion of a supercriti-
cal droplet is controlled by particle-whole excitations if
the system is prepared within a certain “dissipative” re-
gion around the phase separation line, e.g., Sec. VI. For
larger degree of supersaturation, dissipation is less ef-
fective. The “dissipative” region can be approximately
estimated from condition f0(∆µ) & 1. We should note
that measurement of the growth rate does not necessar-
ily require extremely dense systems in which nucleation
is observable. Supercritical droplet can be created ex-
ternally, e.g. by some laser fields or trapped atoms of
different sort. For such initiated supercritical droplet the
growth rate could be readily observable.
X. DISCUSSION
In the previous sections we have considered dynamics
of the nuclei of a new phase (i.e., pure fermion phase) in
the fermion-boson mixture in the metastable state. We
have derived asymptotic expressions for the nucleation
rates for the system in two regimes: in the regime of
weak metastability, e.g., near the phase transition line
(Sec. VI) and near the spinodal (absolute) instability.
Analysis of Sec. VI leads to the conclusion that in the
vicinity of the phase transition line the nucleation dy-
namics is practically not observable for sufficiently di-
lute systems. e. g., with gB ≪ 1. It may appear
that the dependence of Eqs. (6.6), (6.9), and (6.10) on
nB contradicts to this statement. Indeed the transition
rate decreases with nB if ∆nF is kept constant. Such
limit, however, is incorrect, since the nucleation condi-
tion l0 . Rc in not satisfied, l0 ∼ 1/nB (or 1/√nB if
gB is constant). Evaluating Rc in terms of ∆nF one
obtains the condition on ∆nF for which the asymptotes
(6.6), (6.9), and (6.10) are valid. We have Rc/aBB =
0.219(n
3/2
B /gBK)(n
s
F /∆nF ). In the limit nB → 0 it gives
∆nF /n
s
F . nB (where the densities are dimensionless,
i.e. in units of Fig. 1a, as before). Therefore in nB → 0
limit the power 7/2 and 4 asymptotes are not measurable.
Measurable transition rates for dilute systems can be
found closer to the instability region. In this case one
enters a crossover between nucleation and MQT regimes.
As an example, let us consider the mixture with the bo-
son gas parameter gB ∼ 0.01. For aBB ∼ 10nm and
about 108 confined particles. This corresponds to the
densities of the order 1014cm−3 with size of the trapped
condensate ∼ 100µm. For this parameters the posi-
tion of the metastable mixture on the phase diagram,
Fig. 1a, is primarily defined by the ratio aBB/aBF , see
Eqs. (3.3) and (3.4), and can be controlled by chang-
ing the scattering lengths. The transition rate is Γ/V ∼
x5 exp(−x/gBn2B) where x2 = 1−nF/nsF , see Eqs. (7.2),
(4.8). The change of the prefactor is not significant due
to fast decay of the exponent form x & 0.1n2B (for smaller
x accurate evaluation of Γ0/V is necessary). Therefore
we conclude that for (nsF−nF )/nsF & 0.01n4B and nB . 1
the dependence of the exponent (7.2) on the densities is
measurable. In this case the coherence length ls & 1µm.
It rises for small nsF − nF , however at ls ≪ 100µm (or
1 − nF /nsF ≫ 10−4) the transition is still controlled by
local densities.
We have also found, e.g. Sections V and VI, that dis-
sipation can rather strongly alter the dependence of the
nucleation rate in the vicinity of the phase transition line.
While the results obtained in these sections are likely
to be correct only quantitatively, they show that in the
vicinity of the transition line excitation of particle-hole
pairs in the Fermi sea plays crucial role. As a result
the Thomas-Fermi approximation is inapplicable within
the “band” controlled by the fermion-boson interaction
strength as well as fermion-boson mass ratio; see Sec. VI.
Finally we considered the dynamics of supercritical
droplets, i.e, the ones which have tunneled to the super-
critical size. We have found that in the non-dissipative
regime the radius of the droplet grows linearly with
time with the expansion rate coefficient proportional to√
∆nF . In dissipative region, which occurs near the
phase transition line, the situation is quite similar: up
to logarithmic corrections the radii of the droplets still
grow linearly with time, with rate now being dependent
on friction coefficient, see Sec. IX.
Acknowledgments
We thank Eddy Timmermans for valuable discussions
and comments. DS acknowledges stimulating discussions
11
with Vladimir Privman. The work is supported by the
US DOE.
APPENDIX A: DENSITY PROFILE
To analyze the shape of the condensate density func-
tion ρ(r) of the bubble, i.e. the solution of Eq. (4.5),
it is convenient to introduce dimensionless quantities as
x = r/r, ξ = t/t, ε = E/E, s = S/S, u = ρλBF /µF , and
write the action (4.4) in the form
s =
∫
dξx2dx

 1
u

 1
x2
x∫
0
x2∂ξudx


2
+
(∂xu)
2
u
+ ε(u)


(A.1)
with
ε(u) = −
[
5Au0 +
5
2
(1 − u0)3/2
]
u+
5
2
Au2 − (1− u)5/2
(A.2)
where u0 = λBF ρ0/µF = 1 − y2, t = ~/4λ0λBFµ3/2F ,
r
2 = ~t/2mB, and E = λ0µ
5/2
F . Note that the parameters
A and y (or u0), introduced in Sec. III, are generally
independent and define the position on the phase diagram
via the same relation as in Eq. (3.5). The relation (3.6)
between them defines the special case—the equilibrium
state (residing on the phase separation curve).
Here we are after the time-independent part of the ac-
tion s. In the current notation equation (4.5) reads
∂2x
√
u+
2
x
∂x
√
u =
1
4
∂ε(u)
∂
√
u
(A.3)
Let us first discuss the case when the second term of the
left-hand side is negligible (which is clearly the case near
the phase transition curve). Equation (A.3) can, then,
be simplified to
∂xu =
√
u
√
ε(u)− ε(u0), (A.4)
noticing that (∂x
√
u)∂√u = ∂x. This is also the conse-
quence of energy conservation at large x corresponding to
the static part of action s. The right-hand side of (A.4) is
too complicated for the equation to be solved analytically.
However, for the purpose of integration, ε(u) − ε(u0)
can be approximated in the range u1 ≤ u ≤ u0, where
ε(u1) = ε(u0) = 0, as√
ε(u)− ε(u0) ≈ 4W(u− u1)1/2(u0 − u) (A.5)
with
W
2 =
ε(um)− ε(u0)
42(um − u1)(u0 − um)2 (A.6)
Here u1 < um < u0 and um ∼ (u1 + u0)/2. This
approximation is exact at u = um, i.e. close to the
maximum of the right-hand side of Eq. (A.4) and there-
fore should lead to correct estimate of the characteristic
length scale of u(x). The maximal absolute deviation
η(u)≡ 1−42M2(u−u1)(u0−u)2/[ε(u)−ε(u0)] occurs at
u→ u0 and u→ u1 at the end of the i-ii separation curve
(u0 → 1), as can be easily verified numerically. At that
point we obtain η(u0) ≈ 0.421. The error vanishes at the
limit of small barrier, i.e. near the instability line on the
phase diagram. With this approximation Eq. (A.4) can
be easily solved with the result
exp
[
4W
√
u0
√
u0 − u1(x − const)
]
= (A.7)
=
(√
u+
√
u0
) (√
uu0 +
√
u− u1
√
u0 − u1 − u1
)(√
u−√u0
) (√
uu0 −
√
u− u1
√
u0 − u1 − u1
)
Here the characteristic size of the bubble, R, enters into
the constant of integration. The characteristic length-
scale on the surface of the bubble (the coherence length)
is
l =
r
Wu0
√
1− u1/u0
(A.8)
where r/aBB =
√
5/4A3/2/
√
2pig0.
In the vicinity of the i-ii separation curve u1 → 0,
A is a function of u0 according to Eq.(3.6), and we use
um = u0/2. Substitution to Eq. (A.6) yields
W
2 =
1− (1− u0/2)5/2
2u30
− 15
16
A
u0
− 5
8
(1− u0)3/2
u20
(A.9)
As the function of u0,W
√
A varies from 0.1195 to 0.1212
with the mean value of 0.1203 (the root-mean-square de-
viation is 0.0004). Therefore near the i-ii separation curve
with the same precision the coherence length, l0, becomes
l0
aBB
=
1
g0nB
(A.10)
In the vicinity of spinodal instability u0−u1 ≈ 25A2(1−
nF /n
s
F )/9 as can be verified by expanding ε in powers of
u0−u1, and we use um = (u0+2u1)/3. Substitution into
Eq. (A.6) yields
W
2 =
5u0
256
√
1− u0
+O(u0 − u1) (A.11)
Therefore the coherence length, ls, clearly diverges as
1/
√
1− nF /nsF . Collecting all dimensional factors we
obtain
ls
aBB
=
√
3
g0
√
pinB
(
1− nF
nsF
)−1/2
+O
(
1− nF
nsF
)
(A.12)
In the above analysis we have ignored the first deriva-
tive term in Eq. (A.3). It is strictly speaking negligi-
ble only near the phase transition curve for large thin-
boundary bubbles. In the instability region solution
(A.7) will change. Nevertheless, the analysis of Eq. (A.3)
12
FIG. 5: Normalized energy deviation, see Eq. (B.2), for u0 =
0.1, 0.2, ..., 0.9. Inset (a) gives absolute error of this expression
with respect to a straight line approximation (for the same set
of u0). Inset (b) shows the relative error between the result
of numerical integration in the lhs of Eq. (B.2) and Wu
3/2
0
as
a function of nB (solid line). The dashed line is a linear fit of
the form 0.035nB .
shows taht the characteristic length scale still has to be
inverse-proportional to Mu0 and incorporate the diver-
gence of 1/
√
1− u1/u0. Therefore relation (A.8) still
holds. This can be demonstrated by expanding the right-
hand side of Eq. (A.3) in terms of 1 − u1/u0. In the
intermediate region, i.e. 0 < u0 − u1 < u0, the order-of-
magnitude agrement is expected since no other features
are present, as can also be verified numerically.
APPENDIX B: SURFACE TENSION NEAR THE
TRANSITION CURVE
The surface tension has been defined as
σ =
√
~2g20E
2mBa3BB
u
1/2
0
2A
1∫
0
d
√
z
√
ε(u0z) + 1 (B.1)
where we used the notations of Appendix A. Utilizing
the approximation (A.5) at the i-ii transiiton curve, i.e.
setting u1 = 0, we obtain
1∫
0
d
√
z
√
ε(u0z) + 1 = Wu
3/2
0 [1 +O(nB/100)] (B.2)
The left-hand side can be integrated numerically for var-
ious u0 to verify the result, see Fig. 5. Significant relative
error of Eq. (A.5) at u → u0 is suppressed in the above
integral and the approximation (B.2) is accurate along
the entire phase separation curve. Using the value of M
found earlier (see Appendix A) we finally obtain
σ = 0.304
√
pi~2
2mBa4BB
g30n
2
B [1 +O(1/100)] (B.3)
For large nB, closer to “tricritical” point, the effective
surface tension will deviate from the one obtained above
due to additional gradient terms in Eq. (4.4). This is
due to renormalization of the boson kinetic energy which
is ignored by the Thomas-Fermi approximation. This
correction is negligible for the parameters of interest, as
explained in Sec. IV.
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