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SEMITORIC DEGENERATIONS OF HIBI VARIETIES AND
FLAG VARIETIES
EVGENY FEIGIN AND IGOR MAKHLIN
Dedicated to the memory of our teacher and colleague Ernest Borisovich Vinberg.
Abstract. We construct a family of flat semitoric degenerations for the Hibi
variety of every finite distributive lattice. The irreducible components of each
degeneration are the toric varieties associated with polytopes forming a regular
subdivision of the order polytope of the underlying poset. These components
are themselves Hibi varieties. For each degeneration in our family we also
define the corresponding weight polytope and embed the degeneration into
the associated toric variety as the union of orbit closures given by a set of
faces. Every such weight polytope projects onto the order polytope with the
chosen faces projecting into the parts of the corresponding regular subdivision.
We apply these constructions to obtain a family of flat semitoric degenerations
for every type A Grassmannian and complete flag variety.
Introduction
The construction and study of flat degenerations of Lie theoretic varieties such
as flag and Schubert varieties has been a popular subject for the last three decades.
Historical overviews of the results obtained in this field can be found in [Kn]
and [FaFL]. The latter text considers a particularly popular subgenre where the flat
degeneration is a toric variety. This allows one to apply the powerful machinery of
toric geometry to the study of Lie theory. A natural development of this idea is to
consider semitoric degenerations: those with toric irreducible components. Papers
obtaining degenerations of this type include [Ch, KM, MG].
This paper constructs a new family of flat semitoric degenerations of type A flag
varieties. More specifically, we construct a family of semitoric varieties for every
Hibi variety and then apply this construction to Grassmannians and complete flag
varieties. The Hibi variety H (also referred to as the “Hibi toric variety”) is a
projective toric variety associated with every finite distributive lattice L. It is the
subvariety in P(CL) cut out by the Hibi ideal Ih in the ring R = C[{Xa, a ∈ L}]
generated by the expressions
XaXb −Xa∧bXa∨b.
These varieties owe their name to the paper [H] and were studied in works of various
authors such as [GL, BL, FL].
It is not hard to see ([BL, FL]) that H has a flat degeneration cut out by the
ideal Im ⊂ R generated by products XaXb for incomparable a, b. In fact, this is
a Gro¨bner degeneration of H , meaning that the ideal Im is an initial ideal of Ih.
Both authors were partially supported by the grant RSF 19-11-00056. I. Makhlin was supported
in part by the Young Russian Mathematics award.
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One may consider the intermediate degenerations: those cut out by ideals which
are initial ideals of Ih and have Im as an initial ideal. This is precisely the family
of degenerations studied in this paper. Note that since Im is a monomial ideal, its
zero set is a union of projective spaces which can be viewed as a simple example
of a semitoric variety. We show that all the intermediate degenerations are also
semitoric and describe them explicitly in two different ways.
Before presenting our first description let us recall several key notions which are
covered in detail in Section 1. Every initial ideal of Ih can be obtained by choosing
a point w ∈ RL, defining a grading on R by gradw(Xa) = wa and considering the
initial ideal ingradw I
h. The set of w ∈ RL with a given initial ideal ingradw I
h is
a polyhedral cone and together these cones compose the Gro¨bner fan of I. The
monomial ideal Im corresponds to a maximal cone K in the Gro¨bner fan, this max-
imal cone is described explicitly in [M]. The faces of K enumerate the intermediate
degenerations studied here. We denote by IF the initial ideal corresponding to a
face F ⊂ K and by Y F ⊂ P(CL) the zero set of IF .
Another important attribute of the lattice L is its poset of join-irreducible ele-
ments (P,<). The Hibi variety H is known to be the toric variety associated with
the order polytope O(P,<) ⊂ RP of this poset ([St]). The vertices of O(P,<) are
the indicator functions of order ideals in (P,<) and are, therefore, enumerated by
L. This means that every w ∈ RL defines a regular polyhedral subdivision Θ(w)
([GKZ]) of O(P,<). The main result of Section 2 is as follows.
Theorem A (cf. Theorem 2.2). Choose a face F of K and a point w in the
relative interior of F . The regular subdivision Θ(w) is independent of the choice
of w and every part in the subdivision is an order polytope of some order relation
on P . The irreducible components of the degeneration Y F are the toric varieties
associated with the parts of the subdivision Θ(w) (and are, therefore, themselves
Hibi varieties).
Moreover, this correspondence between points in K and regular subdivisions
identifiesK with a maximal cone in the secondary fan ofO(P,<), see Corollary 2.12.
In the extreme case of F = K the regular subdivision is a triangulation of O(P,<)
into simplices indexed by the maximal chains in L. We note that this triangulation
is discussed in the paper [FL].
In Section 3 we give the second description, to do so we introduce the notion
of weight polytopes. For every face F of K and every a ∈ L the coordinate in
RL corresponding to a can be viewed as a functional λFa on span(F ). The weight
polytope ΠF ⊂ span(F )∗ is defined as the convex hull of the λFa . This polytope
arises naturally as the weight diagram of the linear component of R/IF under the
action of a certain torus. The polytope ΠK corresponding to the maximal face is
a |L| − 1 dimensional simplex while the polytope ΠF0 corresponding to the apex
F0 ⊂ K is identified with the order polytope O(P,<). Together the polytopes
ΠF form a projective system indexed by the face lattice of K: one has a linear
surjection πGF : Π
G → ΠF for every pair of faces F ⊂ G.
Theorem B (cf. Theorem 3.5). Choose a face F of K. The polytope ΠF has
a distinguished set of |P |-dimensional faces ΦF1 , . . . ,Φ
F
m(F ) which are mapped bi-
jectively by πFF0 into Π
F0 = O(P,<). The images πFF0(Φ
F
1 ), . . . , π
F
F0
(ΦF
m(F )) are
precisely the parts in the subdivision considered in Theorem A. The degeneration
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Y F is embedded into the toric variety associated with ΠF as the union of toric
subvarieties corresponding to the faces ΦF1 , . . . ,Φ
F
m(F ).
In particular, Theorem B shows that Y F is not simply a union of toric varieties
but is a union of torus orbit closures inside a larger toric variety. This is a property
shared by other semitoric degenerations considered in the literature such as those
found in [Ch, KM, MG].
In the final Section 4 we apply the above constructions to the study of flag
varieties. First Theorems A and B are applied directly to obtain a family of flat
semitoric degenerations for every type A Grassmannian Grk(n). This is done by
specializing to a certain lattice L indexed by k-subsets in {1, . . . , n}. In this case
the varieties cut out by the ideals Ih and Im are well known to be flat degenerations
of Grk(n): the case of I
h is due to [GL] while the case of Im can be traced to the
work of W. V. D. Hodge. This means that all the intermediate degenerations are
also flat degenerations of Grk(n) with their structure described by Theorems A
and B.
The case of the variety Fn of complete flags requires somewhat more care. Here
one considers a specific lattice L indexed by nonempty proper subsets of {1, . . . , n}.
The paper [GL] shows that the corresponding Hibi ideal Ih also defines a flat
degeneration of Fn, however, in a multiprojective sense: one views R as the multi-
homogeneous coordinate ring of
P(∧1Cn)× · · · × P(∧n−1Cn)
and considers the zero set in this product. The obtained degeneration is again
toric, the associated polytope is the Gelfand–Tsetlin polytope (as shown in [KM]).
The Gelfand–Tsetlin polytope is known to be a marked order polytope ([ABS])
for the underlying poset (P,<). The task here is to adjust Theorem A to this
multiprojective and marked setting.
Theorem C (cf. Theorem 4.11). Consider a face F of K and let Y Fmult be the
multiprojective variety cut out by IF . Then Y F is a flat degeneration of Fn. Its
irreducible components are the toric varieties associated with marked order poly-
topes of certain orders on P . Together these polytopes form a regular subdivision
of the Gelfand–Tsetlin polytope.
To avoid overloading the paper we do not explicitly prove a version of Theorem B
for this case. Nevertheless, we believe that such a version does exist. We briefly
define the relevant objects and write what the corresponding statements should be
while only partially outlining a proof.
1. Preliminaries
1.1. Gro¨bner degenerations and Gro¨bner fans. For a positive integer N con-
sider the polynomial ring R = C[X1, . . . , XN ]. For d = (d1, . . . , dN ) ∈ Z
N
≥0 let
Xd =
∏
Xdii and let (, ) be the standard scalar product in R
N . For a set of vectors
dj ∈ ZN≥0 consider p =
∑
j cjX
dj ∈ R with cj 6= 0. Consider a vector w ∈ R
N and
let minj(w, d
j) = m. The corresponding initial part of p is then
inw p =
∑
j|(w,dj)=m
cjX
dj .
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In other words, we define a grading on R by setting the grading of Xi equal to
wi and then take the nonzero homogeneous component of p of the least possible
grading. For an ideal I ⊂ R its initial ideal inw I is the linear span of {inw p, p ∈ I}
which is easily seen to be an ideal in R.
An important property of this construction is that the algebra R/ inw I is a flat
degeneration of the algebra R/I, i.e. there exists a flat C-family of algebras with
all general fibres isomorphic to R/I and the special fibre isomorphic to R/ inw I.
Theorem 1.1 (see, for instance, [HH, Corollary 3.2.6]). There exists a flat C[t]-
algebra S such that S/〈t− a〉 ≃ R/I for all nonzero a ∈ C while S/〈t〉 ≃ R/ inw I.
Now let I be homogeneous with respect to the standard grading by total degree
and let inw I be a radical ideal. The former obviously implies that inw I is also
homogeneous while the latter implies that I is itself radical (see [HH, Proposition
3.3.7]). In this case I is the vanishing ideal of a variety X ⊂ P(CN ) and inw I is
the vanishing ideal of a variety Xw ⊂ P(CN ). We obtain the following geometric
reformulation of the above theorem.
Corollary 1.2. There exists a flat family X ⊂ P(CN )×C over C such that for the
projection π onto C any general fibre π−1(a) with a 6= 0 is isomorphic to X while
the special fibre π−1(0) is isomorphic to Xw.
This corollary states that Xw is a flat degeneration of X , a flat degeneration of
this form is known as a Gro¨bner degeneration.
We now move on to define the Gro¨bner fan of I which parametrizes its initial
ideals. We retain the assumption that I is homogeneous but I need not be radical
here.
For an ideal J ⊂ R denote C(I, J) ⊂ RN the set of points w for which inw I = J .
The nonempty sets C(I, J) form a partition of RN with w contained in C(I, inw I).
This partition is known as the Gro¨bner fan of I (introduced in [MR]), its basic
properties are summed up in the below theorem. This information can be found in
Chapters 1 and 2 of [S] (modulo a switch between the min and max conventions).
Theorem 1.3.
(a) There are only finitely many different nonempty sets C(I, J).
(b) Every nonempty C(I, J) is a relatively open polyhedral cone.
(c) Together all the nonempty C(I, J) form a polyhedral fan with support RN .
This means that every face of the closure C(I, J) is itself the closure of
some C(I, J ′).
(d) If C(I, J ′) is a face of C(I, J), then the set C(J ′, J) is nonempty. Con-
versely, if the sets C(I, J ′) and C(J ′, J) are both nonempty, then so is
C(I, J) and C(I, J ′) is a face of C(I, J).
(e) A nonempty cone C(I, J) is maximal in the Gro¨bner fan if and only if J is
monomial.
1.2. Hibi varieties and order polytopes. Let (L,∨,∧) be a finite distributive
lattice with induced order relation < (so, for instance, a = b ∨ c is the <-minimal
element such that b < a and c < a). For each a ∈ L introduce the variable Xa and
consider the polynomial ring R(L) = C[{Xa, a ∈ L}]. The Hibi ideal of L is the
ideal Ih(L) ⊂ R(L) generated by the elements
d(a, b) = XaXb −Xa∨bXa∧b
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for all a, b ∈ L, note that d(a, b) 6= 0 only if a and b are <-incomparable. This
notion originates from [H].
The correspondingHibi variety is the subvarietyH(L) ⊂ P(CL) cut out by Ih(L).
It turns out that this variety is the toric variety associated with the order polytope
of the poset of join-irreducible elements in L. Below we define these notions.
First we will need the fundamental theorem of finite distributive lattices. An
element a ∈ L is called join-irreducible if a is not minimal in L and a = b ∨ c
implies a = b or a = c. This is equivalent to a covering exactly one element. Let
P (L) denote the set of join-irreducible elements in L, we have the poset (P (L), <)
with the induced order relation.
A small remark on notation: when speaking of distributive lattices we will often
use the underlying set to denote the whole lattice, e.g. write L instead of (L,∨,∧) or
(L, <). This will be unambiguous because we will not be considering two different
distributive lattice structures on the same set. However, when speaking of general
posets (P,<) (which appear in this paper as posets of join-irreducible elements
in lattices) we will always differentiate between (P,<) and P , since we will be
considering multiple order relations on the same set.
Now, for a poset (P,<) let J (P,<) be the set of order ideals in (P,<) (we use
the term “order ideal” synonymously to “lower set”). It is easy to see that J (P,<)
is a distributive lattice with union (of order ideals) as join, intersection as meet and
inclusion as the order relation. The following classical result due to Garret Birkhoff
is known as Birkhoff’s representation theorem or the fundamental theorem of finite
distributive lattices, a proof can be found in [HH, Theorem 9.1.7].
Theorem 1.4. The distributive lattices L and J (P (L), <) are isomorphic. An
isomorphism ιL is obtained by mapping a ∈ L to the order ideal in P (L) composed
of all join-irreducible elements p with p ≤ a.
In the next proposition we list some basic properties of this correspondence that
are straightforward from the definitions. Recall that the height of L is the number
of elements in any maximal chain in L and that the height |a| of a ∈ L is the
distance in the Hasse diagram between a and the minimal element in L.
Proposition 1.5.
(a) ι−1L (∅) is the unique minimal element in L and ι
−1
L (P ) is the unique max-
imal element.
(b) a covers b in L if and only if ιL(a) is obtained from ιL(b) by adding a single
element, the cardinality |ιL(a)| is equal to the height |a|.
(c) The height of L is equal to |P |+ 1.
(d) p ∈ L is join-irreducible if and only if the order ideal ιL(p) is principal: it
consists of all q ∈ P (L) with q ≤ p.
(e) Every a ∈ L is equal to the join of all join-irreducible elements p ∈ ιL(a).
We have the following alternative interpretation of the Hibi ideal. Consider
variables zp indexed by p ∈ P (L) and let S = C[{zp}, t]. Define a homomorphism
ϕ : R(L)→ S given by
ϕ(Xa) = t
∏
p∈ιL(a)
zp.
It is immediate from the fundamental theorem that the generators d(a, b) of Ih(L)
lie in the kernel of ϕ. Moreover, the following holds.
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Proposition 1.6 ([H, Section 2]). Ih(L) is the kernel of ϕ.
Next, for an arbitrary finite poset (P,<) we define its order polytope O(P,<).
This is a convex polytope in the space RP consisting of points x with coordinates
(xp, p ∈ P ) satisfying 0 ≤ xp ≤ 1 for all p and xp ≤ xq whenever p > q. It is
immediate from the definition that the set of integer points in O(P,<) is the set
of indicator functions 1J of order ideals J ⊂ P . It is also easily seen that each
of these integer points is a vertex of O(P,<) (see [St, Corollary 1.3]). This shows
that the vertices (and integer points) of O(P (L), <) are in natural bijection with
J (P (L), <) and, via the fundamental theorem, with L.
It should be pointed out that the original definition in [St] contains the reverse
(and, perhaps, more natural) inequality xp ≤ xq whenever p < q, this amounts to
reflecting O(P,<) in the point (12 , . . . ,
1
2 ). We use the above definition to adhere
to the standard convention of considering join-irreducibles and order ideals in the
fundamental theorem (rather than meet-irreducibles and order filters).
The order polytope O(P (L), <) has the important property of being normal
(see, for instance, [FF, Theorem 2.5]). This means that for any integer k > 0 every
integer point in its dilation kO(P (L), <) can be expressed as the sum of k (not
necessarily distinct) integer points in O(P (L), <). In other words, this means that
the set kO(P (L), <) ∩ ZL is the k-fold Minkowski sum of O(P (L), <) ∩ ZL with
itself.
The toric variety associated with a normal polytope is easy to describe, its ho-
mogeneous coordinate ring is the semigroup ring of the semigroup generated by the
polytope’s integer points, see [CLS, §2.3]. In the case of O(P (L), <) this ring is
precisely the image of the map ϕ considered in Proposition 1.6. This leads to the
following fact which is also sometimes attributed to [H].
Proposition 1.7. H(L) is isomorphic to the toric variety associated with the
polytope O(P (L), <).
1.3. The monomial ideal and the maximal cone. As before, let L be a finite
distributive lattice. We consider the monomial ideal Im(L) ⊂ R(L) generated by
products XaXb for all incomparable pairs {a, b} ⊂ L. Call a monomial Xa1 . . . Xak
standard if the elements a1, . . . , ak are pairwise comparable (they form a weak
chain). Then one sees that non-standard monomials form a basis in Im(L).
It is easily seen that Im(L) is an initial ideal of Ih(L), i.e. the cone C(Ih(L), Im(L))
is nonempty (for instance, see [M, Proposition 2.1]). By part (e) of Theorem 1.3, the
cone C(Ih(L), Im(L)) is maximal in the Gro¨bner fan of I, the paper [M] provides
an explicit description of this maximal cone.
We say that {a, b} ⊂ L is a diamond pair if a ∨ b covers both a and b (in terms
of the order < on L) or, equivalently, both a and b cover a ∧ b. This means that
in the Hasse diagram of the poset (L, <) (we view Hasse diagrams as abstract
oriented graphs with edges directed from the lesser vertex to the greater) we have
the following “diamond” as a subgraph:
a ∨ b
a b
a ∧ b
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Note that by part (b) of Proposition 1.5 for a diamond pair {a, b} we have
|a| = |b| = |a ∧ b|+ 1 = |a ∨ b| − 1.
The same part (b) shows that order ideals ιL(a) and ιL(b) are both obtained from
ιL(a∧ b) by adding one element and ιL(a∨ b) is obtained from ιL(a∧ b) by adding
both of these elements. Now to the minimal H-description.
Theorem 1.8 ([M, Theorem 2.3]). The cone C(Ih(L), Im(L)) consists of those
w ∈ RL that satisfy
wa + wb < wa∧b + wa∨b
for all diamond pairs {a, b} in L. This H-description is minimal: for every diamond
pair {a, b} points in C(Ih(L), Im(L)) satisfying wa+wb = wa∧b+wa∨b form a facet
of C(Ih(L), Im(L)).
1.4. Regular subdivisions and secondary fans. The notions and results here
are due to Gelfand, Kapranov and Zelevinsky, see [GKZ, Chapter 7]. They, how-
ever, use the terms “coherent subdivision” and “coherent triangulation” rather than
“regular subdivision” and “regular triangulation” that are commonly used today.
Consider a convex polytope Q ⊂ Rn of dimension n with set of vertices V =
{v1, . . . , vk} and a point c = (c1, . . . , ck) ∈ R
V . Let S ⊂ Rn × R be the union of
rays vi ×{x ≤ ci} for i ∈ [1, k] and let T be the convex hull of S. It is evident that
T is an (n + 1)-dimensional convex polyhedron with ρ(T ) = Q where ρ denotes
the projection onto Rn. Furthermore, T has two kinds of facets F : those with
dim ρ(F ) = n and those with dim ρ(F ) = n − 1. Each of the former facets is
bounded and is the convex hull of some subset of the points vk × ck. Each of the
latter facets is an unbounded convex hull of a union of rays in S. One could say
that the bounded facets are the ones you see when you “look at T from above”.
Let F1, . . . , Fm be the bounded facets of T and denote Qi = ρ(Fi). The set
{Q1, . . . , Qm} is a polyhedral subdivision of Q which we denote ΘQ(c). This means
that
⋃
Qi = Q, all dimQi = n and the Qi together with all their faces form a
polyhedral complex. A polyhedral subdivision of the form ΘQ(c) is known as a
regular subdivision.
Note that the union of the bounded facets Fi is the graph of a continuous convex
piecewise linear function on Q and that the Qi are the (maximal) domains of
linearity of this function. A remark on the terminology: we say that a function
f(x) is (piecewise) linear on a subset of a real space if it is (piecewise) of the form
(u, x) + b, functions of the form (u, x) will be referred to as “functionals”.
Regular subdivisions of Q are also parametrized by a polyhedral fan. For a
regular subdivision Θ denote C(Θ) ⊂ RV the set of c such that ΘQ(c) = Θ.
Theorem 1.9.
(a) Every C(Θ) is a relatively open polyhedral cone, together these cones form
a polyhedral fan with support RV known as the secondary fan of Q.
(b) C(Θ′) is a face of C(Θ) if and only if Θ is a refinement of Θ′.
(c) C(Θ) is a maximal cone in the secondary fan if and only if Θ is a triangu-
lation of Q (such triangulations are known as regular triangulations).
(d) C({Q}) is the minimal cone in the secondary fan, it is a linear space of
dimension n+ 1.
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2. Semitoric degenerations from regular subdivisions
We fix a finite distributive lattice L and denote R = R(L), Ih = Ih(L), Im =
Im(L), H = H(L), P = P (L) and ι = ιL. We also let K denote the closure
C(Ih, Im).
In view of part (d) of Theorem 1.3 the faces of K enumerate all ideals I such
that I is an initial ideal of Ih and Im is an initial ideal of I (i.e. the cones C(Ih, I)
and C(I, Im) are both nonempty). Choose a face F of K and denote by IF the
corresponding ideal and by Y F the variety cut out by IF in P = P(CL). The
monomial ideal Im is squarefree and thus radical, therefore, IF is also radical and
Y F is a flat degeneration of H as in Corollary 1.2.
Before we state our main theorem we make a few simple order-theoretic obser-
vations. Consider a partial order <′ on P that is stronger than <: for any p, q ∈ P
with p < q we have p <′ q. For a ∈ L let va = 1ι(a) ∈ R
P be the corresponding
vertex of O(P,<). Then the following hold.
Proposition 2.1.
(a) We have inclusions of order polytopes O(P,<′) ⊂ O(P,<) ⊂ RP and sets
of order ideals J (P,<′) ⊂ J (P,<).
(b) The vertices of O(P,<′) are those va for which ι(a) ∈ J (P,<
′), in partic-
ular, every vertex of O(P,<′) is a vertex of O(P,<).
(c) The set ι−1(J (P,<′)) is a sublattice in L.
Proof. The inclusions in (a) are immediate from the definitions. Part (b) is just
the characterization of the vertices of an order polytope as indicator functions
of order ideals. Part (c) holds because the set of order ideals J(P,<′) is closed
under intersection and union while ι is a lattice isomorphism from (L,∧,∨) and
(J (P,<),∩,∪). 
Denote the sublattice ι−1(J (P,<′)) byM<′ . Note that the map ιM<′ coincides
with the restriction of ι to J (P,<′). We have the natural embedding H(M<′) ⊂
P(CM<′ ) ⊂ P. Next, let V be the set of vertices of O(P,<). The bijection from L
to V mapping a to va provides a linear isomorphism ψ : R
L → RV . We now state
the main results of this section.
Theorem 2.2.
(a) For every face F of K there exists m(F ) ∈ N together with order relations
<F1 , . . . , <
F
m(F ) on P such that for any w ∈ C(I
h, IF ) (relative interior of
F ) we have
ΘO(P,<)(ψ(w)) = {O(P,<
F
1 ), . . . , O(P,<
F
m(F ))}.
(b) For every face F of K the variety Y F is semitoric with irreducible com-
ponents H(M<F1 ), . . . , H(M<Fm(F )
) ⊂ P for the orders <F1 , . . . , <
F
m(F ) pro-
vided by part (a).
(c) The map sending F to {O(P,<F1 ), . . . , O(P,<
F
m(F ))} is a bijection between
the faces of K and regular subdivisions of O(P,<) into order polytopes of
partial orders on P .
We proceed to prove the theorem in a series of statements. First, let ≺ be a
linearization of < (a linear order on P that is stronger than <) given by p1 ≺ · · · ≺
SEMITORIC DEGENERATIONS OF HIBI VARIETIES AND FLAG VARIETIES 9
p|P |. The polytope O(P,≺) is a simplex given by
(1) 0 ≤ xp1 ≤ · · · ≤ xp|P | ≤ 1.
Suppose that the vertices of this simplex are va1 , . . . , va|P |+1 for some a1, . . . , a|P |+1 ∈
L. We denote the subset {a1, . . . , a|P |+1} = C≺.
Proposition 2.3.
(a) The simplices O(P,≺) where ≺ ranges over all linearizations of < form a
triangulation of O(P,<).
(b) For every linearization ≺ the set C≺ is a maximal chain in L and every
maximal chain has the form C≺ for some linearization ≺.
(c) For two linearizations ≺ and ≺′ the simplices O(P,≺) and O(P,≺′) have
a common facet if and only if the symmetric difference of C≺ and C≺′ is a
diamond pair.
Proof. Every x ∈ O(P,<) satisfies (1) for some {p1, . . . , p|P |} = P where the order
≺ given by p1 ≺ · · · ≺ p|P | is a linearization of <. This shows that the union of
these simplices is indeed O(P,<). It is also evident that if x ∈ O(P,<) has pairwise
distinct coordinates, then it is only contained in a single simplex O(P,≺). We see
that the interiors of the simplices are pairwise disjoint. This means that they indeed
form a triangulation, since each of them is a convex hull of a set vertices of O(P,<).
This proves part (a).
For part (b), let ≺ be given by p1 ≺ · · · ≺ p|P |. Then J (P,≺) consists of the
sets {p1, . . . , pi}, these sets form a chain with respect to inclusion. This means that
ι−1(J (P,≺)) = C≺ is indeed a chain. The maximality of this chain follows from
part (c) of Proposition 1.5.
Conversely, consider a maximal chain C ⊂ L consisting of c0 < · · · < c|P |. Every
difference ι(ci)\ι(ci−1) consists of a single element pi by part (b) of Proposition 1.5.
We then have ι(ci) = {p1, . . . , pi} for all i. Let ≺ be the linear order given by
p1 ≺ · · · ≺ p|P |. Then J (P,≺) consists of the sets {p1, . . . , pi} so that
C≺ = ι
−1(J (P,≺)) = C
as desired.
For part (c), O(P,≺) and O(P,≺′) have a common facet if and only if the
symmetric difference of their vertex sets has size 2. Now, whenever the symmetric
difference of maximal chains C≺ and C≺′ consists of two elements a and b, we have
|a| = |b|, |a ∧ b| = |a| − 1 and |a ∨ b| = |a|+ 1, i.e. {a, b} is a diamond pair. 
Example 2.4. Before we continue, let us explain how parts (a) and (b) of Theo-
rem 2.2 work in the two extremal cases when F is all of K and the apex (minimal
face) of K.
First suppose that F is the apex. Then we have inw I
h = Ih which means that
Ih is homogeneous with respect to the grading on R that equals wa on Xa. It is
not hard to check (see proof of Proposition 3.3) that every such w is obtained by
choosing a linear function f on RP and setting wa = f(va). Consequently, the
regular subdivision ΘO(P,<)(ψ(w)) must consist of the single part O(P,<), this is
in accordance with part (a) of the theorem. The variety Y F is the Hibi variety H
which is indeed the toric variety of the polytope O(P,<) as required by part (b).
Now let F = K. Then we have inw I
h = Im. One may then check (see proof of
Theorem 2.2 below) that the subdivision ΘO(P,<)(ψ(w)) is the triangulation into
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the simplices O(P,≺) given by linearizations of <, this provides part (a). Now for
a maximal chain C in L consider the ideal IC generated by the elements Xa with
a /∈ C. The ideal Im is spanned by monomialsXa1 . . . XaN such that some ai and aj
are incomparable. Therefore, it is the intersection of the ideals IC with C ranging
over all maximal chains and these ideals cut out the irreducible components of Y F .
However, for a maximal chain C≺ corresponding to the linearization ≺ the ideal
IC≺ is seen to cut out the variety H(M≺) ⊂ P (note that M≺ = C≺ is a linearly
ordered lattice with a trivial Hibi ideal). This variety is simply a |P |-dimensional
projective space, so indeed the toric variety of the simplex.
Lemma 2.5. Let Q be any convex polytope and let Q1, . . . , Qn form a polyhedral
subdivision of Q. Let f : Q → R be linear on every Qi. Suppose that f is convex
on every union Qi ∪Qj where Qi and Qj have a common facet. Then f is convex
on all of Q.
Proof. We are to show that for every pair of points a, b ∈ Q all points of the segment
[a×f(a), b×f(b)]⊂ Q×R lie on or below the graph of f . Evidently, this condition
is closed: it is sufficient to verify it for a set of pairs (a, b) that is dense in Q2.
Therefore, we may assume that the segment [a, b] does not intersect any face of
codimension greater than 1 of any Qi.
For such a and b let {a0, . . . , ak} consist of a, b and all points where [a, b] inter-
sects a facet of some Qi. The points a0, . . . , ak are ordered by distance from a, so
that a0 = a and ak = b. We see that f is linear on every segment [ai−1, ai] and is
convex on every union [ai−1, ai] ∪ [ai, ai+1]. However, the lemma is obvious when
Q has dimension 1 and by applying the lemma to the segment [a, b] we see that f
is convex on [a, b] which implies the desired condition. 
We now fix a face F of K and a point w ∈ C(Ih, IF ) for the rest of this section
and prove the first statement in part (a) of Theorem 2.2.
Proposition 2.6. The regular subdivision ΘO(P,<)(ψ(w)) is composed of polytopes
of the form O(P,<′) with <′ stronger than <.
Proof. Let f be the convex function on O(P,<) that has f(va) = ψ(w)va = wa
for all a ∈ L and is linear on every polytope in ΘO(P,<)(ψ(w)) (as discussed in
Subsection 1.4). If a convex polytope is a union of simplices of the form O(P,≺)
with ≺ a linearization of <, then all of its facets are given by inequalities of the
forms xp ≤ xq, xp ≥ 0 and xp ≤ 1. This means that any such polytope is necessarily
an order polytope and to prove the proposition it suffices to show that f is linear
on every simplex O(P,≺).
There exists a unique function g on O(P,<) such that g(va) = wa for all a ∈ L
and g is linear on every simplex O(P,≺). We are to show that f and g coincide or,
equivalently, that g is convex. By Lemma 2.5 it suffices to check that g is convex
on every union of two simplices O(P,≺) and O(P,≺′) with a common facet.
Thus we have two simplices O(P,≺) and O(P,≺′) with a common facet and a
function g which is linear on each of them. Let h and h′ be linear functions on RP
such that h and g coincide on O(P,≺) while h′ and g coincide on O(P,≺′). Let va
be the vertex of O(P,≺) not contained in O(P,≺′) and va′ be the vertex of O(P,≺
′)
not contained in O(P,≺). The convexity of g on O(P,≺) ∪ O(P,≺′) is equivalent
to either of the inequalities h(va′) ≥ h
′(va′ ) = wa′ and h
′(va) ≥ h(va) = wa.
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We have seen that {a, a′} is a diamond pair and that a∧a′ and a∨a′ are contained
in C≺ ∩C≺′ . The latter means that the points va∧a′ and va∨a′ are vertices of both
O(P,≺) and O(P,≺′). Now observe that va + va′ = va∧a′ + va∨a′ . We deduce
(2) h(va′) = h(va∧a′) + h(va∨a′)− h(va) = wa∧a′ + wa∨a′ − wa ≥ wa′
where the last inequality follows from Theorem 1.8. 
Remark 2.7. Consider the graph Γ the vertices in which are linearizations of <
with ≺ and ≺′ adjacent when O(P,≺) and O(P,≺′) have a common facet. This
is sometimes referred to as the adjacency graph of the triangulation formed by the
simplices O(P,≺). Let ≺ and≺′ be linearizations given by p1 ≺ · · · ≺ p|P | and p
′
1 ≺
′
· · · ≺′ p′|P |. It is not hard to see that O(P,≺) and O(P,≺
′) have a common facet if
and only if the tuples (p1, . . . , p|P |) and (p
′
1, . . . , p
′
|P |) are obtained from each other
by exchanging two consecutive elements. If one views these tuples as permutations
of the set P , then the above condition means that the two permutations are obtained
from each other via multiplication by an elementary transposition. This shows that
Γ is a full subgraph of the Hasse diagram of the weak Bruhat order on permutations.
The latter graph can also be represented as the 1-skeleton of the permutahedron.
This observation is closely related to Remark 2.13.
We have obtained orders <1, . . . , <m on P such that
ΘO(P,<)(ψ(w)) = {O(P,<1), . . . , O(P,<m)}.
Our next goal is to prove that YF is the union of the Hibi varieties H(M<i) ⊂
P. This will imply part (b) and will also complete the proof of part (a), since
part (b) is seen to imply that the subdivision is independent of w ∈ C(Ih, IF ).
Because H(M<i) is a Hibi variety, its vanishing ideal Ii is described as follows.
Ii is generated by the expressions d(a, b) for incomparable a, b ∈ M<i and the
variables Xc for c /∈ M<i . Denote I˜
F =
⋂
i Ii, we are to prove that I˜
F = IF .
For each i ∈ [1,m] consider a polynomial ring Si = C[{zp,i, p ∈ P}, ti]. Let ϕ
h
i
be the map from R to Si with
ϕhi (Xa) = ti
∏
p∈ι(a)
zp,i.
By Proposition 1.6, the kernel of ϕhi is I
h. Consequently, the kernel of the map
ϕh =
⊕
i ϕ
h
i from R to S
F =
⊕
i Si is also I
h.
Furthermore, for i ∈ [1,m] let ϕFi be the map from R to Si with
(3) ϕFi (Xa) = ti
∏
p∈ι(a)
zp,i
if va ∈ O(P,<i) (equivalently, a ∈ M<i) and ϕ
F
i (Xa) = 0 otherwise. In view of
Proposition 1.6 and the above description of Ii, the kernel of ϕi is Ii. Consequently,
the kernel of the map ϕF =
⊕
i ϕ
F
i from R to S
F is I˜F .
Proposition 2.8. We have IF ⊂ I˜F .
Proof. First suppose that wa0 = 0 for the minimal element a0 of L. Let f be the
convex function with f(va) = wa that is linear on every O(P,<i). Since 0 = va0
is a vertex of every O(P,<i) and f(va0) = 0, we have vectors αi ∈ R
P such that
f(x) = (αi, x) for x ∈ O(P,<i).
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Consider the R-grading grad on R given by gradXa = wa. If we decompose
a polynomial r ∈ R into a sum of nonzero grad-homogeneous polynomials, then
the summand with the least grading will equal inw r. We also define an R-grading
gradS on S
F by setting gradS zp,i = (αi)p and gradS ti = 0. For any a ∈ L and
any i ∈ [1,m] we have gradS ϕ
h
i (Xa) = (αi, va), in particular, gradS ϕ
h
i (Xa) = wa
when va ∈ O(P,<i). Furthermore, the convexity of f implies that if va ∈ O(P,<i)
and va /∈ O(P,<j), then
wa = (αi, va) < (αj , va) = gradS ϕ
h
j (Xa).
We see that for any a and i either gradS ϕ
h
i (Xa) = wa and ϕ
F
i (Xa) = ϕ
h
i (Xa) or
gradS ϕ
h
i (Xa) > wa and ϕ
F
i (Xa) = 0. In other words, one could say that ϕ
F (Xa) is
the initial part of ϕh(Xa) with respect to gradS . This statement immediately gener-
alizes to any monomialM in the Xa: for any a and i either gradS ϕ
h
i (M) = gradM
and ϕFi (M) = ϕ
h
i (M) or gradS ϕ
h
i (M) > gradM and ϕ
F
i (M) = 0. Consequently,
the gradS-homogeneous component of ϕ
h(M) of grading gradM is equal to ϕF (M)
while the gradS-homogeneous component of any grading β < gradM is 0.
Consider a polynomial r ∈ Ih, denote grad(inw r) = γ. Since ϕ
h(r) = 0, the
gradS-homogeneous component of ϕ
h(r) of grading γ is also zero. However, the
above shows that the only monomials M occurring in r for which ϕh(M) can have
a nonzero gradS-homogeneous component of grading γ are those occurring in inw r.
As a result, the gradS-homogeneous component of ϕ
h(r) of grading γ is equal to
ϕF (inw r). Hence ϕ
F (inw r) = 0 and I
F = inw I
h is contained in the kernel of ϕF
which is I˜F .
Now, if wa0 6= 0, consider w
′ given by w′a = wa − wa0 . Then w
′
a0
= 0 and
ΘO(P,<)(ψ(w)) = ΘO(P,<)(ψ(w
′)) which reduces the proposition to the above case.

To prove that the ideals coincide we will need the following general property of
polyhedral subdivisions.
Lemma 2.9. Consider equisized tuples (a1, . . . , ak) and (b1, . . . , bk) of elements
of L such that
∑
vaj =
∑
vbj . Suppose that for some i1, i2 ∈ [1,m] all vaj are
vertices of O(P,<i1 ) and all vbj are vertices of O(P,<i2 ). Then all vaj and all vbj
are contained in O(P,<i1 ) ∩O(P,<i2 ).
Proof. The point x =
∑
vaj/k =
∑
vbj/k is contained in O(P,<i1 )∩O(P,<i2 ) as a
convex linear combination of vertices of each of the polytopes. Recall that all faces
of all O(P,<i) form a polyhedral complex, let Q be the minimal polytope in this
complex which contains x. Evidently, Q is a face of both O(P,<i1 ) and O(P,<i2 ).
We claim that all vaj and all vbj lie in Q. Indeed, there exists a linear function h
on RP such that h(y) = 0 for any y ∈ Q and h(y) > 0 for any other y ∈ O(P,<i1 ).
In particular, h(x) = 0 but h(x) is also the average of the of the nonnegative values
h(vaj ), hence all h(vaj ) = 0. The proof that Q contains all vbj is similar. 
Proposition 2.10. We have IF = I˜F .
Proof. We introduce another pair of gradings on R and SF . Let the Z-grading deg
on R be the total degree in all Xa. The ideals I
F and I˜F are deg-homogeneous. Let
the Z-grading degS on S
F be the total degree in all ti. For a deg-homogeneous poly-
nomial r ∈ R we have degS ϕ
h(r) = degS ϕ
F (r) = deg r. For a deg-homogeneous
subspace U ⊂ R and ℓ ∈ Z we denote Uℓ the deg-homogeneous component of U
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of grading ℓ. Similarly, for a degS-homogeneous subspace T ⊂ S
F and ℓ ∈ Z we
denote Tℓ the degS-homogeneous component of T of grading ℓ.
In view of Proposition 2.8, to show that IF = I˜F it suffices to show that dim IFℓ =
dim I˜Fℓ for all ℓ. Since I
F is an initial ideal of Ih we have dim IFℓ = dim I
h
ℓ for all
ℓ. Therefore, in view of kerϕh = Ih and kerϕF = I˜F , it suffices to show that
dimϕF (R)ℓ = dimϕ
h(R)ℓ for all ℓ.
Choose ℓ ∈ Z≥0. Consider the monomial M = Xa1 . . .Xaℓ and the point x =
va1 + · · ·+ vaℓ . Then ϕ
h(M) is determined by the point x: every ϕhi (M) is equal
to tℓi
∏
p∈P z
xp
p,i. Therefore, dimϕ
h(R)ℓ is equal to the cardinality of the ℓ-fold
Minkowski sum Vℓ = V + · · ·+ V .
We are to show that dimϕF (R)ℓ is also equal to the cardinality of Vℓ. First, let
us show that for every x ∈ Vℓ we may choose a monomial aM(x) = Xa1(x) . . . Xaℓ(x)
such that x = va1(x) + · · · + vaℓ(x) and ϕ
F (M(x)) 6= 0. Note that ϕFi (M(x)) 6= 0
if O(P,<i) contains all vaj(x). Suppose that there exist a1 ≤ · · · ≤ aℓ such that
x = va1 + · · · + vaℓ . Then there exists a maximal chain C in L containing all the
aj. However, by part (b) of Proposition 2.3, C = C≺ for some linearization ≺ of <
and all the vaj are vertices of O(P,≺). The simplex O(P,≺) is contained in some
O(P,<i) and ϕ
h
i (Mx) 6= 0 so we may set aj(x) = aj .
Now we show that for every x ∈ Vℓ there exist elements a1 ≤ · · · ≤ aℓ with
x = va1 + · · ·+ vaℓ . Choose any a
0
1, . . . , a
0
ℓ with x = va01 + · · ·+ va0ℓ . If some a
0
j and
a0k are incomparable, then let the tuple (a
1
1, . . . , a
1
ℓ) be obtained from (a
0
1, . . . , a
0
ℓ)
by replacing a0j and a
0
k with a
0
j ∧ a
0
k and a
0
j ∨ a
0
k. Note that va11 + · · ·+ va1ℓ = x and
|a0i |
2 + |a0j |
2 < |a0j ∧ a
0
k|
2 + |a0j ∨ a
0
k|
2.
Consequently, after a finite number of such replacements we will obtain a tuple
(aN1 , . . . , a
N
ℓ ) with vaN1 + · · ·+vaNℓ = x in which every two elements are comparable.
Such a tuple may be reordered to obtain a weakly increasing tuple a1 ≤ · · · ≤ aℓ.
For the chosen monomials M(x) the images ϕF (M(x)) are seen to be linearly
independent. We are left to prove that they span ϕF (R)ℓ. To do so we consider a
monomialM = Xa1 . . . Xaℓ with x = va1+· · ·+vaℓ and show that either ϕ
F (M) = 0
or ϕF (M) = ϕF (M(x)). Indeed, suppose that ϕF (M) 6= 0. Then we claim that
ϕFi (M) = ϕ
F
i (M(x)) for all i, i.e. the set of O(P,<i) which contain all vaj coincides
with the set of O(P,<i) which contain all vaj(x). This, however, follows directly
from Lemma 2.9. 
Remark 2.11. Consider orders <′1, . . . , <
′
m′ such that the O(P,<
′
i) form a poly-
hedral but non-regular subdivision of O(P,<). Let I ′i be the vanishing ideal of
H(M<′
i
) ⊂ P and let I˜ ′ be the intersection of these vanishing ideals. One can use
the above argument to show that Im is still an initial ideal I˜ ′ in this generality, i.e.
the union of the H(M<′
i
) still degenerates into Y K (however, this union is not a
degeneration of H). Such polyhedral but non-regular subdivisions can be shown to
exist.
Theorem 2.2 is now easily deduced.
Proof of Theorem 2.2. In the above setting we have seen that Y F is the union of
the toric varieties H(M<i). All of these varieties have dimension |P | = dimY
F ,
hence they are the irreducible components of Y F . This shows that the subdivision
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ΘO(P,<)(ψ(w)) is independent of w ∈ C(I
h, IF ). We set m(F ) = m and <Fi =<i
and obtain parts (a) and (b) of the Theorem.
We are left to show that every regular subdivision of O(P,<) that consists of
polytopes of the form O(P,<′) has the form ΘO(P,<)(u) for some u ∈ ψ(K), this
will prove part (c). In view of part (a) of the theorem, the subdivision ΘO(P,<)(u)
is the same for all points u in the interior of ψ(K). Moreover, if u lies on the
boundary of ψ(K), then the subdivision ΘO(P,<)(u) is different then that obtained
for an interior point, since ψ−1(u) is contained in a proper face of K. Together
with the fact that dimψ(K) = dimK = |V | this shows that ψ(K) is a maximal
cone in the secondary fan of O(P,<), in view of part (a) of Theorem 1.9.
By part (c) of Theorem 1.9, the subdivision ΘO(P,<)(u) obtained for any u in
the interior of ψ(K) is a triangulation. However, this triangulation consists of
the polytopes O(P,<Ki ). Since they must be simplices, the orders <
K
1 , . . . , <
K
m(K)
are precisely the linearizations of <. By part (b) of Theorem 1.9, every regular
subdivision that coarsens this triangulation is obtained as ΘO(P,<)(u) for some u
on the boundary of ψ(K), in other words, it equals {O(P,<F1 ), . . . , O(P,<
F
m(F ))}
for some face F of K. However, we have seen that a subpolytope of O(P,<) has the
form form O(P,<′) if and only if it is a union of the simplices O(P,≺). Therefore,
a regular subdivision of O(P,<) coarsens the triangulation formed by the simplices
O(P,≺) if and only if it consists of polytopes of the form O(P,<′). 
Corollary 2.12. The cone ψ(C(Ih, Im)) is a maximal cone in the secondary fan
of O(P,<).
It is known that the secondary fan of a polytope is refined by the Gro¨bner fan of
the corresponding toric ideal, see [S, Proposition 8.15]. The above corollary shows
that they, in fact, share at least one maximal cone when the polytope in question
is an order polytope.
Remark 2.13. Let L be the lattice of all subsets in {1, . . . , n} with intersection
as meet, union as join and inclusion as the order relation. Functions u : L → R
satisfying
u(a) + u(b) ≥ u(a ∩ b) + u(a ∪ b)
are known as submodular functions. Evidently, the set of submodular functions can
be viewed as polyhedral cone in RL (known as the submodular cone) which coincides
with −K. Submodular functions are in correspondence ([MPSSW, Proposition 12])
with an important family of polytopes known as generalized permutahedra ([P]). In
fact, this correspondence is easily expressed in terms of the above construction. For
a submodular function u suppose that −u = w ∈ K. As above, let f be the func-
tion on O(P,<) (the unit cube) with all f(va) = wa and linear on every O(P,<
F
i ).
Then the restriction of f to O(P,<Fi ) has the form (αi, x) + w∅. The convex hull
of the points −αi is the generalized permutahedron corresponding to u. Further-
more, using the notions of extended submodular functions and extended generalized
permutahedra (see [AA, Subsection 12.4]) one could generalize this observation to
an arbitrary lattice L. It would be interesting to explore the relationship between
the algebraic and geometric objects studied in this paper and the corresponding
generalized permutahedra and associated combinatorial objects.
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3. Semitoric subdivisions from weight polytopes
In this section we will explain an alternative method of describing the variety
Y F and the corresponding subdivision of the order polytope. We will start with
a few simple Gro¨bner theoretic observations that apply equally well to arbitrary
ideals in polynomial rings.
As already mentioned, every point w ∈ RL defines a grading gradw on R by
gradw(Xa) = wa.
Proposition 3.1. For an ideal I ⊂ R the set U(I) ⊂ RL consisting of w ∈ RL for
which I is gradw-homogeneous is a linear subspace.
Proof. Suppose that I is homogeneous with respect to gradw1 and gradw2 . Then any
p ∈ I decomposes as p = p1+ · · ·+pk where the pi are gradw1 -homogeneous and lie
in I. Every pi further decomposes into a sum of gradw2 -homogeneous polynomials
that lie in I. This expresses p as sum of polynomials that are homogeneous with
respect to both gradw1 and gradw2 and, therefore, any gradα1w1+α2w2 . 
Proposition 3.2. Let ideals I, I ′ ⊂ R be such that C(I, I ′) is nonempty. Then
U(I ′) is the linear span of C(I, I ′).
Proof. Every w ∈ C(I, I ′) satisfies inw I = I
′ which implies that I ′ is gradw-
homogeneous. Therefore, the linear span of C(I, I ′) is contained in U(I ′). Now
suppose that w′ ∈ U(I ′) does not lie in the linear span of C(I, I ′) and consider
w ∈ C(I, I ′). Note that inw′ I
′ = I ′. By [S, Proposition 1.13] we have
inw′(inw I) = inw+εw′ I
for sufficiently small ε > 0. However, the left-hand side above is equal to I ′ which
means that w + εw′ ∈ C(I, I ′), this contradicts our choice of w′ and w. 
We now define the key new object considered in this section. Every a ∈ L defines
a functional λa on R
L by λa(w) = wa. For a face F of K let λ
F
a ∈ U(I
F )∗ be the
restriction of λa to U(IF ) (which is the linear hull of F ). We define the weight
polytope ΠF ⊂ U(IF )∗ as the convex hull of the set {λFa , a ∈ L}.
The terminology is due to the fact that the points λFa are, in fact, the weights of
a certain torus representation. The torus T = (C∗)L acts on R with a torus point
(ta, a ∈ L) mapping each Xa to taXa. The lattice Hom(C
∗, T ) is naturally isomor-
phic to the lattice ZL ⊂ RL. The saturated sublattice U(IF )∩ZL corresponds to a
subtorus TF ⊂ T (which is also seen to be the identity component of the stabilizer
of IF ). The dual lattice Hom(TF ,C∗), the elements of which are variously known
as weights, coweights and characters, is naturally embedded into U(IF )∗. Thus we
have distinguished a lattice of integer points within the space U(IF )∗. Note that
the functionals λFa take integer values on the sublattice U(I
F ) ∩ ZL which lets us
view them as weights and makes ΠF a lattice polytope.
Recall the grading deg on R defined in the previous section, in fact, deg =
grad(1,...,1). Since the ideal I
F is deg-homogeneous, deg induces a grading on the
quotient R/IF which we also denote deg. Since elements of TF preserve IF , we
obtain a TF -action on the variety Y F and on its homogeneous coordinate ring
R/IF . Moreover, we obtain a TF action on every deg-homogeneous component
(R/IF )ℓ of R/I
F . If we now view (R/IF )1 as a T
F -representation, it decomposes
into the direct sum of |L| one-dimensional representations: the lines spanned by
the images of the Xa. Each of these one-dimensional representations corresponds
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to an element of Hom(TF ,C∗). In fact, by tracing the definitions one sees that the
representation given by Xa corresponds to λ
F
a ∈ Hom(T
F ,C∗). This allows us to
say that the λFa are the weights of the representation (R/I
F )1 and form its weight
diagram the convex hull of which is the weight polytope ΠF .
We establish a few basic properties of the polytopes ΠF . First of all, note that
IK = Im and U(IK) = RL. Consider the basis in U(IK)∗ dual to the standard
basis in RL, the elements of this basis are the weights λa. Hence the polytope ΠK is
the (|L|−1)-dimensional simplex with these basis vectors as vertices. The polytope
obtained in the other extremal case can be identified with O(P,<). Let F0 denote
the apex of K, then IF0 = Ih.
Proposition 3.3. There exists a nondegenerate affine map ζ from RP to U(Ih)∗
taking va to λ
F0
a . In particular, ζ(O(P,<)) = Π
F0 .
Proof. First, for a functional f ∈ (RP )∗ and c ∈ R consider the point w ∈ RL with
wa = f(va)+ c for all a ∈ L. It is evident that w ∈ U(I
h): for any a, b ∈ L we have
wa + wb = wa∧b + wa∨b
so that d(a, b) is gradw-homogeneous. This provides a nondegenerate linear map
η : (RP )∗ ⊕ R→ U(Ih).
Moreover, by Corollary 2.12 and part (d) of Theorem 1.9 the dimension of F 0 is
equal to |P | + 1. This means that η identifies (RP )∗ ⊕ R with U(Ih). The dual
of the inverse map (η−1)∗ identifies RP ⊕ R∗ with U(Ih)∗. This allows us to set
ζ(x) = (η−1)∗(x, 1) for x ∈ RP where 1 ∈ R∗ is the functional with 1(c) = c. For
w ∈ U(Ih) we then indeed have
ζ(va)(w) = (va, 1)(η
−1(w)) = wa. 
For two faces with F ⊂ G we have the inclusion U(IF ) ⊂ U(IG) and the projec-
tion πGF from U(I
G)∗ to U(IF )∗. For any a we have πGF (λ
G
a ) = λ
F
a and, consequently,
πGF (Π
G) = ΠF .
Proposition 3.4. For any face F of K the following hold.
(a) Every λFa is a vertex of Π
F .
(b) ΠF contains no integer points other than the λFa .
(c) ΠF is a codimension 1 polytope in U(IF )∗, i.e. dimΠF = dimF − 1.
Proof. Proposition 3.3 implies that ΠF0 has precisely |L| vertices. Since πFF0(Π
F ) =
ΠF0 , the polytope ΠF has at least as many vertices as ΠF0 . Since ΠF is the convex
hull of the |L| points λFa , all of these points must be its vertices, part (a) follows.
First we prove part (b) in the case F = F0. Since O(P,<) contains no integer
points other than its vertices, it suffices to show that ζ identifies ZP with the set
of integer point in the affine span of ΠF0 . This, however, follows immediately from
the fact that the map η considered in the proof of Proposition 3.3 identifies the sets
of integer points in (RP )∗ ⊕ R and U(Ih).
Now let F be arbitrary and suppose that an integer point µ ∈ ΠF is not a vertex.
Then we have µ =
∑
caλ
F
a where
∑
ca = 1, all ca ≥ 0 and ca > 0 for at least two
different a. On one hand, since πFF0(µ) is an integer point it must be equal to
some λF0b . On the other, π
F
F0
(µ) =
∑
caλ
F0
a and, consequently, vb =
∑
cava. The
latter equality, however, implies that cb = 1 while all other ca = 0 and we reach a
contradiction.
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To prove part (c) note that, since πKF (Π
K) = ΠF , the codimension of ΠF is no
greater than that of the simplex ΠK which is 1. Similarly, the codimension of ΠF
is no less than that of ΠF0 which is also 1. 
The next theorem will consider the toric variety associated with the polytope ΠF .
Since ΠF is not a full-dimensional polytope, this notion needs a brief clarification.
Consider an arbitrary lattice polytope Q ⊂ RN . Choose an integer point x in
the affine span of Q. Then Q − x is a full-dimensional polytope in the real space
span(Q − x) with lattice of integer points span(Q − x) ∩ ZN . This allows us to
define the associated toric variety ZQ as the toric variety of the normal fan of Q−x
in span(Q − x). This definition is evidently independent of the choice of x. For
a discussion of this approach see, for instance, [CLS, Proposition 3.2.9] and the
preceding paragraph. In particular, the proposition asserts that the torus orbit
closure in ZQ corresponding to a face Q
′ is isomorphic to ZQ′ .
We will also be considering a different kind of toric variety corresponding to the
lattice polytope Q. This is the not necessarily normal projective toric variety ẐQ
defined by the semigroup of integer points in the cone over Q. For every integer
point y ∈ Q ∩ ZN consider the variable X ′y and let R
′ = C[{X ′y, y ∈ Q ∩ Z
N}].
We also consider the polynomial ring S = C[z1, . . . , zN , t] and let I
′ be the kernel
of the homomorphism from R′ to S mapping X ′y to t
∏
zyii where (y1, . . . , yN)
are the coordinates of y. Then ẐQ is the subvariety in P(C
Q∩ZN ) cut out by the
ideal I ′ where we view the X ′y as homogeneous coordinates. If the polytope Q is
normal, then ẐQ is isomorphic to ZQ, more generally, ZQ is the normalization of
ẐQ. For example, when Q = O(P,<), the ring R
′ can be identified with R and
the homomorphism considered above is the map ϕ considered in Proposition 1.6.
Under this identification I ′ becomes Ih and H ≃ ẐQ while Proposition 1.7 holds
because the order polytope is normal.
The torus (C∗)N acts on ẐQ with an open orbit. Moreover, the torus orbits in
ẐQ also correspond to the faces of Q. The closure of the orbit corresponding to a
face Q′ is cut out in ẐQ by the equations X ′y = 0 for all y /∈ Q
′. This orbit closure
is isomorphic to ẐQ′ . See [CLS, Appendix 3.A] for a treatment of non-normal toric
varieties.
Now consider a linearization ≺ of < and let the maximal chain C≺ ⊂ L consist
of a0, . . . , a|P |. Then we let ∆≺ denote the |P |-dimensional face of the simplex
ΠK with vertices λKa0 , . . . , λ
K
a|P |
. Recall that for every face F of K Theorem 2.2
provides orders <F1 , . . . , <
F
m(F ) on P which enumerate the parts O(P,<
F
i ) in the
corresponding subdivision of O(P,<) and the irreducible components H(M<Fi ) of
the degeneration Y F . We are ready to prove the main result of this section.
Theorem 3.5. For any face F of K the following hold.
(a) The union of the images πKF (∆≺) over all linearizations ≺ of < is a union
of m(F ) faces ΦF1 , . . . ,Φ
F
m(F ) of Π
F , each of these faces has dimension |P |.
For every i the map ζ−1πFF0 restricts to a linear bijection from Φ
F
i to the
polytope O(P,<Fi ).
(b) In the toric variety ZΠF consider the subvariety Y˜
F that is the union of the
torus orbit closures corresponding to the faces ΦF1 , . . . ,Φ
F
m(F ). Then Y˜
F is
isomorphic to Y F .
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Proof. First observe that in the cases of F = K and F = F0 part (a) would follow
from the claim that ζ−1πKF0(∆≺) = O(P,≺) for all ≺. However, for any a ∈ L we
have
πKF0(λ
K
a ) = λ
F0
a = ζ(va).
The vertices of ∆≺ are the λ
K
a with a ∈ C≺ while the vertices of O(P,≺) are the
va with a ∈ C≺ and the claim follows.
For an arbitrary F choose i ∈ [1,m(F )]. Let ≺1, . . . ,≺k be those linearizations
of < for which O(P,≺j) ⊂ O(P,<
F
i ). These are precisely the linearizations of <
F
i .
We have seen that πKF0(∆≺j ) = ζ(O(P,≺j)) for all j. We also have π
F
F0
πKF = π
K
F0
,
therefore, the image of the union of πKF (∆≺j ) under π
F
F0
is ζ(O(P,<Fi )). To prove
part (a) it remains to show that the union of πKF (∆≺j ) over all j ∈ [1, k] is a face
ΠF , this face will then be ΦFi and have the desired properties.
A point w ∈ U(IF ) is a functional on U(IF )∗ taking value wa on the vertex λ
F
a of
ΠF . Therefore, it suffices to find a w ∈ U(IF ) such that wa = 0 when va is a vertex
of one of the O(P,≺j) and wa > 0 otherwise. Evidently, va is a vertex of one of
the O(P,≺j) if and only if it is a vertex of O(P,<
F
i ). Consider any w ∈ C(I
h, IF ),
we have the convex function f on O(P,<) which is linear on every O(P,<Fℓ ) and
satisfies f(va) = wa. Let h be the linear function on R
P such that h(x) = f(x)
for x ∈ O(P,<Fi ). Define w
′ ∈ RL by w′a = h(va) − f(va). We have w
′
a = 0 when
a ∈ O(P,<Fi ) and w
′
a > 0 for all other a, the latter due to the convexity of f .
We move on to the proof of part (b). Before identifying Y F with the subvariety
Y˜ F ⊂ ZΠF we identify it with a subvariety in ẐΠF . By part (b) of Proposition 3.4
the integer points in ΠF are parametrized by L, this lets us view ẐΠF as a subvariety
in P. Moreover, the torus orbit closure in ẐΠF corresponding to the face Φ
F
i is cut
out by the equations Xa = 0 for va /∈ O(P,<
F
i ). The linear bijection between Φ
F
i
and O(P,<Fi ) then shows that this orbit closure is precisely H(M<Fi ) ⊂ P and we
obtain Y F ⊂ ẐΠF .
In particular, we have seen that H(M<Fi ) is isomorphic to ẐΦFi . However, since
O(P,<Fi ) is normal and the linear bijection with Φ
F
i identifies the sets of integer
points in the polytopes (which consist of their vertices), we see that ΦFi is also
normal. This means that ẐΦFi ≃ ZΦFi which already shows that Y˜
F has the same
irreducible components as Y F .
If ΠF is a normal polytope, then ẐΠF = ZΠF and part (b) follows. We are left
to consider the case of a non-normal ΠF . It is known ([CLS, Theorem 2.2.12]) that
there exists an integer k > 0 such that the dilation kΠF is a normal polytope. ZΠF
is then isomorphic to ẐkΠF . Let Λ
F = Hom(TF ,C∗) be the lattice of integer points
in U(IF )∗. Then ZΠF is embedded into the projective space P(C
kΠF∩ΛF ).
Above we have obtained an isomorphism between H(M<Fi ) ⊂ Y
F and ZΦFi ⊂
Y˜ F , let us give an explicit description of this isomorphism ξi in coordinates. Indeed,
let y ∈ H(M<Fi ) have homogeneous coordinates (ya, a ∈ L). Then the point ξi(y)
with homogeneous coordinates (ξi(y)ν , ν ∈ kΠ
F ∩ ΛF ) is defined as follows. First,
if ν is not contained in the face kΦFi of kΠ
F , then ξi(y)ν = 0. Now, since Φ
F
i is
a normal polytope, if ν lies in kΦFi , then ν is equal to
∑
λFa ∈Φ
F
i
caλ
F
a for integers
ca ≥ 0 with
∑
ca = k. This allows us to set ξi(y)ν =
∏
ycaa . The fact that
y ∈ H(M<Fi ) ensures that ξi(y)ν is independent of the choice of the ca.
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Moreover, it is evident that for a point y ∈ H(M<Fi ) ∩ H(M<Fj ) the defined
values ξi(y)ν and ξj(y)ν coincide for any ν. Therefore, the isomorphisms ξi can
be “glued” into a single bijective morphism ξ from Y F to Y˜ F . However, there
exists a canonical torus-equivariant surjective morphism ρ : ZΠF → ẐΠF , see [CLS,
Proposition 5.4.7]. Since ρ is torus-equivariant, it maps ZΦ onto ẐΦ for every
face Φ of ΠF . In particular, its restriction to ZΦFi is the natural isomorphism to
ẐΦFi = H(M<Fi ), i.e. the inverse of ξi. This shows that the restriction of ρ to Y˜
F
is the inverse of ξ and they are both isomorphisms. 
Remark 3.6. Evidently, the proof of part (b) would be shorter and more concep-
tual if it were known that ΠF is a normal polytope. This is seen to be the case when
F is the apex and when F = K, it would be interesting to know if this property
holds in general.
Remark 3.7. It can be easily deduced from the above that the map ζ−1πFF0 re-
stricts to a homeomorphism from the union of the faces ΦFi onto O(P,<). In
particular, this union of faces is contractible and also combinatorially equivalent to
the subdivision {O(P,<Fi ), i ∈ [1,m(F )]} as a polyhedral complex.
4. Degenerations of flag varieties
In this section we apply the above constructions to obtain semitoric flat degen-
erations of type A Grassmannians and complete flag varieties. We start with the
Grassmannian case which reduces to specializing the above construction.
Choose integers n ≥ 0 and k ∈ [1, n− 1]. Suppose that the lattice L is composed
of the
(
n
k
)
elements ai1,...,ik with 1 ≤ i1 < · · · < ik ≤ n where ai1,...,ik ≤ ai′1,...,i′k
when ij ≤ i
′
j for all j. One then has
ai1,...,ik ∧ aj1,...,jk = amin(i1,j1),...,min(ik,jk)
and
ai1,...,ik ∨ aj1,...,jk = amax(i1,j1),...,max(ik,jk).
Let H , K and other attributes of L be as in the above sections. Since the
Plu¨cker coordinates on the Grassmannian Grk(n) are also enumerated by k-subsets
in {1, . . . , n}, we may identify the variables Xa with the corresponding Plu¨cker
variables. This lets us view that the Plu¨cker embedding as a map Grk(n) →֒ P
given by the Plu¨cker ideal I ⊂ R. The following is a well known result due to
Gonciulea and Lakshmibai.
Theorem 4.1 ([GL]). Ih is an initial ideal of I, in particular, the Hibi variety H
is a flat degeneration of Grk(n).
We immediately obtain the following.
Corollary 4.2. For every face F of K the ideal IF is an initial ideal of I and
the semitoric variety Y F is a flat degeneration of Grk(n). The structure of Y
F is
described by Theorems 2.2 and 3.5.
Remark 4.3. Some of the Grassmannians in other types also have flat degenera-
tions that are Hibi varieties. For instance, the results in [L] and [Ca] show that the
toric variety associated with a type C Gelfand-Tsetlin polytope is a flat degenera-
tion of the corresponding type C flag variety. However, the type C Gelfand-Tsetlin
polytope corresponding to a fundamental weight is seen to be an order polytope
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which makes the toric degeneration a Hibi variety. We may then apply the results
in Sections 2 and 3 to obtain a family of semitoric degenerations of any type C
Grassmannian.
We move on to case of the complete flag variety. We consider a different lattice L.
We choose an integer n ≥ 2 and let L consist of elements ai1,...,ik where k ∈ [1, n−1]
and 1 ≤ i1 < · · · < ik ≤ n. We set ai1,...,ik ≤ ai′1,...,i′ℓ when k ≥ ℓ and ij ≤ i
′
j for
j ∈ [1, ℓ]. Note that when k ≥ ℓ one has
ai1,...,ik ∧ ai′1,...,i′ℓ = amin(i1,i′1),...,min(iℓ,i′ℓ),iℓ+1,...,ik
and
ai1,...,ik ∨ ai′1,...,i′ℓ = amax(i1,i′1),...,max(iℓ,i′ℓ).
Again, we will denote the attributes of L as in the above sections, we will also
use the shorthand notation Xi1,...,ik = Xai1,...,ik for the variables in R. Note that
R can be viewed as the multihomogeneous coordinate ring of the product
Pmult = P(∧
1
C
n)× · · · × P(∧n−1Cn)
where the variableXi1,...,ik corresponds to the basis vector ei1∧· · ·∧eik ∈ ∧
kCn. We
will call an ideal I ⊂ R multihomogeneous if for each k ∈ [1, n−1] it is homogeneous
with respect to total degree in the variablesXi1,...,ik . Every multihomogeneous ideal
cuts out a subvariety in Pmult. It is easily seen that I
h is multihomogeneous and,
consequently, so is IF for every face F of K. We denote by Hmult the subvariety in
Pmult cut out by I
h and by Y Fmult the subvariety cut out by I
F . Now, recall that the
Plu¨cker embedding of the variety Fn of complete flags realizes Fn as a subvariety
in Pmult and is given by the Plu¨cker ideal I ⊂ R.
Theorem 4.4 ([GL]). Ih is an initial ideal of I and the variety Hmult is a flat
degeneration of Fn.
Corollary 4.5. For every face F of K the variety Y Fmult is a flat degeneration of
Fn.
Proof. In view of the above theorem IF is an initial ideal of I. By Theorem 1.1
the algebra R/IF is a flat degeneration of the algebra R/I. To obtain a flat family
of multiprojective varieties over C with Fn as the general fiber and Y
F
mult as the
special fiber it remains to show that R/IF is the multihomogeneous coordinate ring
of Y Fmult. This means showing that I
F is the entire vanishing ideal of Y Fmult. However,
by a multiprojective version of Hilbert’s Nullstellensatz, IF is the vanishing ideal of
its zero set if and only if it is radical and saturated with respect to the “irrelevant”
ideals Mk = 〈{Xi1,...,ik}〉 for all k (see Remark 4.6). The latter condition can be
written as (IF : Mk) = I
F where (IF : Mk) is the ideal {r ∈ R|rMk ⊂ I
F }.
We have already seen that IF is radical while the saturatedness can be checked as
follows.
In Section 2 we described IF as the intersection of prime ideals I1, . . . , Im(F ).
Suppose that (IF : Mk) 6= I
F for some k, then for some r ∈ R with r /∈ IF we
have rMk ⊂ I
F . We must have r /∈ Ii for some i and, in view of Ii being prime, all
Xi1,...,ik ∈ Ii. By the definition of the ideals Ii this means that all ai1,...,ik /∈M<Fi .
However,M<Fi contains at least one chain which is maximal in L and such a chain
is seen to contain at least one element of the form ai1,...,ik . 
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Remark 4.6. Somewhat surprisingly, the authors were unable to find this “mul-
tiprojective Nullstellensatz” in the literature, see [MO]. A short proof can be ob-
tained by looking at the affine cones. Indeed, for a multihomogeneous ideal I ⊂ R
let V (I) ⊂ Pmult bet its zero set in Pmult and let Vaff(I) be its zero set in the affine
space A = ∧1Cn⊕ · · ·⊕∧n−1Cn. Let Ak ⊂ A be the coordinate subspace where all
Xi1,...,ik = 0. Then for multihomogeneous ideals I, J ⊂ R we have V (I) = V (J) if
and only if
Vaff(I)\(A1 ∪ · · · ∪ Ak) = Vaff(J)\(A1 ∪ · · · ∪ Ak).
Therefore, I is the vanishing ideal of V (I) if and only if Vaff(I) coincides with the
closure Vaff(I)\(A1 ∪ · · · ∪ Ak). The given condition now follows via standard affine
algebraic geometry.
Having established that the varieties Y Fmult are flat degenerations of the flag
variety, we next aim to show that these varieties are semitoric and describe them
with an analog of Theorem 2.2. We start by describing the poset (P,<).
Consider the set P˜ composed of elements pr,s where 1 ≤ r ≤ s ≤ n and (r, s)
is not one of (1, 1) and (n, n). Define a partial order <˜ on P˜ by setting pr,s≤˜pu,v
when r ≤ u and s ≤ v. The poset (P˜ , <˜) is easy to visualize, for instance, when
n = 4 its Hasse diagram looks like this:
(4)
p2,2 p3,3
p1,2 p2,3 p3,4
p1,3 p2,4
p1,4
Proposition 4.7. The poset (P,<) is isomorphic to (P˜ , <˜).
Proof. Although this fact can be found in [M, Proposition 6.1], we give a more
direct proof by identifying the elements of L with the order ideals in (P˜ , <˜). Indeed,
define a map φ : L → J (P˜ , <˜) by the following rule. The set φ(ai1,...,ik) contains
the ij − j elements p1,n−j+1, . . . , pij−j,n−j+1 for each j ∈ [1, k] as well as all pr,s
with s < n−k+1. Then one sees that φ(ai1,...,ik) is indeed an order ideal and that
φ is an isomorphism between the lattices L and J (P˜ , <˜). 
We will identify (P,<) with (P˜ , <˜) viewing the pr,s as elements of P . Further-
more, we will assume that the map ι coincides with the map φ from the above
proof. We will not explicitly identify the pr,s with join-irreducible elements in L
although such an identification can be found in [M]. For a point x ∈ RP we will
denote its coordinate corresponding to pr,s by xr,s for short.
Consider an order <′ on P which is stronger than <. We define the polytope
Omult(P,<
′) ⊂ O(P,<′) consisting of points x for which xr,r =
n−r
n−1 . In other words,
in terms of the visualization in (4) we can describe Omult(P,<
′) as the section of
O(P,<′) by the
(
n
2
)
-dimensional subspace where the coordinates corresponding to
the top row are equal to n−2
n−1 , . . . ,
1
n−1 .
Omult(P,<) can be identified with amarked order polytope, a notion due to [ABS].
Consider an arbitrary poset (P ,≪) with a subsetM ⊂ P of marked elements which
contains all maximal and minimal elements. For λ ∈ RM the corresponding marked
order polytope OM,λ(P ,≪) ⊂ R
P consists of x ∈ RP for which xp = λp for all
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p ∈ M and xp ≥ xq whenever p ≪ q. In particular, let the set P be obtained
from P by adding elements p1,1 and pn,n. We extend any order ≪ on P to P by
making p1,1 the unique minimal element and pn,n the unique maximal element. Let
the subset M ⊂ P of marked elements consist of pr,r with r ∈ [1, n]. Identify R
P
with the affine subspace in RP consisting of x with x1,1 = 1 and xn,n = 0. Then
Omult(P,<
′) is identified with OM,µ(P ,<
′) where µ ∈ RM is given by µpr,r =
n−r
n−1 .
Now recall that we have the inclusion J (P,<′) ⊂ J (P,<) and the sublattice
M<′ = ι
−1(J (P,<′)). This lets us view Ih(M<′) as a subspace of I
h and define
I<′ ⊂ R as the ideal generated by I
h(M<′) and all Xi1,...,ik with ai1,...,ik /∈ M<′ .
In other words, this is the vanishing ideal for the embedding H(M<′) ⊂ P which
was discussed in Section 2. This ideal is easily seen to be multihomogeneous.
Lemma 4.8. The subvariety cut out by I<′ in Pmult is isomorphic to the toric
variety ZOM,µ(P,<′) associated with the marked order polytope OM,µ(P ,<
′).
Proof. The variety ZOM,µ(P,<′) is isomorphic to Z = ZOM,(n−1)µ(P,<′), since
OM,(n−1)µ(P ,<
′) = (n− 1)OM,µ(P ,<
′).
Furthermore, note that (n − 1)µ = µ1 + · · · + µn−1 where µk ∈ RM is given by
µkpr,r = 1 for r ≤ k and µ
k
pr,r
= 0 otherwise. This implies that
OM,(n−1)µ(P ,<
′) = OM,µ1(P ,<
′) + · · ·+OM,µn−1(P ,<
′).
We now make use of the Minkowski sum property of marked order polytopes,
see [FF, Theorem 2.5]. By this property, for any λ1, . . . , λN ∈ ZM the set of integer
points in OM,λ1+···+λN (P ,<
′) is the Minowski sum of the sets of integer points
in the polytopes OM,λi(P ,<
′). This has two implications for us. First, by setting
λ1 = · · · = λN we see that every OM,λ(P ,<
′) with λ ∈ ZM is normal. In particular,
OM,(n−1)µ(P ,<
′) is normal which gives us an embedding of Z into P(CΞ) where
Ξ = OM,(n−1)µ(P ,<
′)∩ZP . Second, we see that Ξ is equal to the Minkowski sum of
the sets Ξk = OM,µk(P ,<
′)∩ZP where k ∈ [1, n− 1]. This provides an embedding
(5) P(CΞ) →֒ P(CΞ1 ⊗ · · · ⊗ CΞn−1)
as follows. Consider n − 1 points xk ∈ Ξk, let e
k
xk
∈ RΞk be the corresponding
basis vectors and set e = e1x1 ⊗ · · · ⊗ e
n−1
xn−1
. Consider a point y ∈ P(CΞ) with
homogeneous coordinates (yx, x ∈ Ξ). Then the homogeneous coordinate of the
image of y under (5) corresponding to the basis vector e is equal to yx1+···+xn−1 .
Now recall that RP is embedded into RP as the subspace of points x with x1,1 = 1
and xn,n = 0. We then obviously have the inclusions OM,µk(P ,<
′) ⊂ O(P,<′) for
all k. We claim that under this inclusion the set of integer points Ξk is identified
with the set of those integer points in O(P,<′) which have the form vai1,...,ik , i.e.
for which the corresponding element in M<′ ⊂ L has k subscripts. Indeed, the
description of the map ι given in the proof of Proposition 4.7 shows that ι(ai1,...,ik)
contains precisely those pr,r for which r ≤ n − k. This means that, with respect
to the chosen inclusion RP ⊂ RP , the point vai1,...,ik is contained in Ξk and is
not contained in any other Ξℓ. This gives us an inclusion of C
Ξk ⊂ ∧kCn where
ekvai1,...,ik
∈ CΞk is identified with ei1 ∧ · · · ∧ eik ∈ ∧
kCn.
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Combining with (5) we obtain the chain of embeddings
Z →֒ P(CΞ) →֒ P(CΞ1 ⊗ · · · ⊗ CΞn−1) →֒ P(∧1Cn ⊗ · · · ⊗ ∧n−1Cn).
Note that, by defintion, the image of the embedding Z →֒ P(CΞ) is the closure
of the image of the torus (C∗)P under the map sending (tpr,s , pr,s ∈ P ) to the
point in P(CΞ) with homogeneous coordinate corresponding to x ∈ Ξ equal to∏
t
xr,s
pr,s . Combining with the other two inclusions above we see that the image of
the embedding of Z into P(∧1Cn ⊗ · · · ⊗ ∧n−1Cn) is the image closure ξ((C∗)P ) of
the following map ξ on the torus. The homogeneous coordinate of ξ(tpr,s , pr,s ∈ P )
corresponding to the basis vector
(ei11)⊗ · · · ⊗ (ein−11
∧ · · · ∧ ein−1n−1
)
is equal to
(i) 0 if we have aik1 ,...,ikk /∈M<
′ for some k, and otherwise
(ii)
∏
t
xr,s
pr,s where, in terms of the chosen embedding R
P ⊂ RP ,
x =
n−1∑
k=1
va
ik
1
,...,ik
k
∈ RP .
Having obtained the above realization of Z we move on to the subvariety Z ′ ⊂
Pmult cut out by I<′ . We can express I<′ as kernel of a map to a polynomial ring
similarly to (3). Consider the polynomial ring S = C[{zp, p ∈ P}, t]. Then I<′ is
the kernel of the map ϕ<′ from R to S with
(6) ϕ<′(Xa) = t
∏
p∈ι(a)
zp
if a ∈ M<′ and ϕ<′(Xa) = 0 otherwise. This means that Z
′ is the image clo-
sure ξ′((C∗)P ) ⊂ Pmult where the homogeneous coordinate of ξ
′(tpr,s , pr,s ∈ P )
corresponding to the basis vector ei1 ∧ · · · ∧ eik is equal to
∏
p∈ι(ai1,...,ik )
tp if
ai1,...,ik ∈M<′ and is 0 otherwise.
Now consider the Segre embedding
S : Pmult →֒ P(∧
1
C
n ⊗ · · · ⊗ ∧n−1Cn).
Let ρ : (C∗)P → (C∗)P be the surjective map taking (tpr,s , pr,s ∈ P ) to (tpr,s , pr,s ∈
P ). One sees that the maps Sξ′ρ and ξ from (C∗)P to P(∧1Cn ⊗ · · · ⊗ ∧n−1Cn)
coincide. However, the image closure of the first map is Z ′ while the image closure
of the second is Z. 
An important special case of the above lemma is <′=<. First we point out
that when λ ∈ RM is such that λp1,1 > · · · > λpn,n , it can be viewed as a strictly
dominant GLn weight. The marked order polytope OM,λ(P ,<) is known as the
Gelfand–Tsetlin polytope ([GT]) corresponding to this strictly dominant weight. All
such polytopes are pairwise strongly combinatorially equivalent. Note that I< = I
h,
so by applying Lemma 4.8 we obtain the following fact which is a well known result
due to Kogan and Miller.
Theorem 4.9 ([KM]). The variety Hmult is isomorphic to the toric variety associ-
ated with the Gelfand–Tsetlin polytope OM,µ(P ,<) and, therefore, with any other
Gelfand–Tsetlin polytope corresponding to a strictly dominant weight.
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Remark 4.10. In fact, the polytopes OM,µk(P,<) are also Gelfand–Tsetlin poly-
topes: those corresponding to the fundamental weights (1, . . . , 1, 0, . . . , 0). These
Gelfand–Tsetlin polytopes are easily identified with the order polytopes appearing
in the Grassmannian case considered in the beginning of this section.
Now let VGT denote the set of vertices of the Gelfand–Tsetlin polytope OM,µ(P ,<).
Since OM,µ(P ,<) is the Minkowski sum of the polytopes O
M,
µk
n−1
(P ,<), every
v ∈ VGT is uniquely expressed as v
1 + · · ·+ vn−1 with vk a vertex O
M,
µk
n−1
(P ,<).
However, in the proof of Lemma 4.8 we have obtained a description of the vertices
of OM,µk(P ,<). Scaling by a factor of
1
n−1 we see that the vertices of OM, µk
n−1
(P ,<)
are the
(
n
k
)
points
vai1,...,ik
n−1 (under the chosen embedding R
P ⊂ RP ). Thus, given
a point w ∈ RL we can define a point c(w) ∈ RVGT by letting the coordinate c(w)v
equal
wa
i11
+ · · ·+ wa
i
n−1
1 ,...,i
n−1
n−1
where
v =
va
i11
+ · · ·+ va
i
n−1
1 ,...,i
n−1
n−1
n− 1
.
We now prove the analog of Theorem 2.2.
Theorem 4.11. For any face F of K the following hold.
(a) Let w be a point in the relative interior of F . The regular subdivision
ΘOM,µ(P,<)(c(w)) of the Gelfand-Tsetlin polytope consists of the polytopes
OM,µ(P ,<
F
i ) where i ∈ [1,m(F )] and the orders <
F
i are as in Theorem 2.2.
(b) The variety Y Fmult is semitoric. It has m(F ) irreducible components that are
isomorphic to the toric varietes associated with the parts of the subdivision
ΘOM,µ(P,<)(c(w)).
Proof. Note that the subdivision of OM,µ(P ,<) into the polytopes OM,µ(P ,<
F
i )
is the section of the subdivision of O(P,<) into the O(P,<Fi ) by the subspace of
points x with xr,r =
n−r
n−1 for r ∈ [1, n]. Consider the function f on O(P,<) which
is linear on each O(P,<Fi ) and satisfies f(va) = wa for all a. The restriction of
f to OM,µ(P ,<) is a convex piecewise linear function with domains of linearity
OM,µ(P ,<
F
i ). To prove part (a) we show that for every vertex v ∈ VGT we have
f(v) = c(w)v
n−1 (scaling by
1
n−1 obviously preserves the subdivision).
Indeed, consider v ∈ VGT with
v =
va
i1
1
+ · · ·+ va
i
n−1
1 ,...,i
n−1
n−1
n− 1
.
The fact that v is a vertex is seen to imply that every coordinate vr,s is equal to
some vt,t =
n−t
n−1 (see, for example, [M0, Proposition 2.1]). The set Jr ⊂ P of p
such that vp ≥
n−r
n−1 is an order ideal in P . We see that
v =
vι−1(J1) + · · ·+ vι−1(Jn−1)
n− 1
which shows that aik1 ,...,ikk = ι
−1(Jk) for all k. However, J1 ⊂ · · · ⊂ Jn−1 and, con-
sequently ai11 < · · · < ain−11 ,...,i
n−1
n−1
. The chain ai11 , . . . , ain−11 ,...,i
n−1
n−1
can be extended
to a maximal chain C in L, let C = C≺ for a linearization ≺ of <. We see that the
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simplex O(P,≺) contains the points va
i11
, . . . , va
i
n−1
1
,...,i
n−1
n−1
as well as their centroid
v. However, since f is linear on O(P,≺), we obtain
f(v) =
f(va
i1
1
) + · · ·+ f
(
va
i
n−1
1
,...,i
n−1
n−1
)
n− 1
=
c(w)v
n− 1
.
To prove part (b) note that, by part (b) of Theorem 2.2, the ideals I<Fi are
the primary components of IF . Therefore, the irreducible components of Y Fmult are
the zero sets of the I<Fi in Pmult. These are the toric varieties associated with the
polytopes OM,µ(P ,<
F
i ) by Lemma 4.8. 
Example 4.12. Consider the case F = K. The orders <Fi are then the lineariza-
tions of<, choose an i ∈ [1,m(F )]. For k ∈ [1, n−1] let dk be the number of elements
p ∈ P satisfying pk,k <
F
i p <
F
i pk+1,k+1. One then sees that OM,µ(P ,<
F
i ) is the
product of simplices of dimensions d1, . . . , dn−1, note that
∑
dk =
(
n
2
)
. The above
theorem now implies that every irreducible component of the flat degeneration
Y multF is a
(
n
2
)
-dimensional product of projective spaces of dimensions d1, . . . , dn−1.
For instance, by looking at (4) one may check that there is a total of 12 lin-
earizations when n = 4. As a result, Y Fmult has 12 irreducible components: 8 of the
form P3 × P2 × P1, 2 of the form P2 × P2 × P2 and 2 of the form P4 × P1 × P1. It
would be interesting to describe the components when F = K for an arbitrary n.
To avoid overloading the paper we will not prove an analog of Theorem 3.5 for
this setting. Instead we outline the construction omitting the details. For every
face F of K a polytope ΠFmult ⊂ U(I
F )∗ can be defined as the convex hull of all
centroids of the form
λa
i1
1
+ · · ·+ λa
i
n−1
1 ,...,i
n−1
n−1
n− 1
.
Similarly to ΠF , this polytope can be interpreted as a weight diagram (scaled by a
factor of 1
n−1 ) of a certain homogeneous component of the ring R/I
F .
One sees that for faces F ⊂ G one has πFG(Π
G
mult) = Π
F
mult, in particular, the
map ζ−1πFF0 is a projection of Π
F
mult onto the Gelfand–Tsetlin polytope Omult(P,<).
One also deduces that ΠFmult is, in fact, a codimension n−2 section of Π
F . It is then
easily shown that the faces ΦFi ∩ Π
F
mult of Π
F
mult are mapped bijectively by ζ
−1πFF0
onto the parts Omult(P,<
F
i ) of the subdivision of the Gelfand–Tsetlin polytope.
This provides an analog of part (a) of Theorem 3.5.
An analog of part (b) would state that Y Fmult can be embedded into ZΠFmult as
the union of the orbit closures corresponding to the faces ΦFi ∩Π
F
mult. Proving this
claim is more involved and requires combining the methods used in the proof of
Theorem 3.5 with those used in the proof of Lemma 4.8.
Remark 4.13. One may check that the results obtained in this section can be
straightforwardly adapted to a more general multiprojective setting of a marked
poset in which the marked elements compose a linearly ordered subset. It would
be interesting to find further generalizations that would provide semitoric degener-
ations of toric varieties associated with arbitrary marked order polytopes.
Remark 4.14. To expand on the previous remark we point out that there exist
several generalizations of order polytopes and marked order polytopes. The most
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general construction is, likely, that of marked poset polytopes found in [FFLP]. It
would be interesting to generalize the above results to produce semitoric degenera-
tions of toric varieties associated with polytopes from this broad family. A special
case of particular interest is that of Feigin–Fourier–Littelmann–Vinberg polytopes
([FFL1]), since the corresponding toric varieties are also flat degenerations of flag
varieties ([FFL2]).
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