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a b s t r a c t
In this paper we show that the problem of identifying an edge (i, j) of a graph G such
that there exists an optimal vertex cover S of G containing exactly one of the vertices
i and j is NP-hard. Such an edge is called a weak edge. We then develop a polynomial
time approximation algorithm for the vertex cover problem with performance guarantee
2 − 11+σ , where σ is an upper bound on a measure related to a weak edge of a graph.
A related problem of identifying an edge (i, j) such that there exists an optimal vertex
cover containing both vertices i and j is also shown to be NP-hard. Further, we discuss a
new relaxation of the vertex cover problem which is used in our approximation algorithm
to obtain smaller values of σ . We also obtain linear programming representations of the
vertex cover problem on special graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be an undirected graph with vertex set V = {1, 2, . . . , n}. A vertex cover of G is a subset S of V such
that each edge of G has at least one endpoint in S. The vertex cover problem (VC) is to compute a vertex cover of smallest
cardinality in G. VC is NP-hard on an arbitrary graph but solvable in polynomial time on a bipartite graph [11]. A vertex cover
S is said to be γ -optimal if |S| ≤ γ |S0|where γ ≥ 1 and S0 is an optimal solution to the VC.
It is well known that a 2-optimal vertex cover of a graph can be obtained in polynomial time by taking all the vertices
of a maximal (not necessarily maximum) matching in the graph or by rounding up the LP relaxation solution of an
integer programming formulation of VC [18]. There has been considerable work (see e.g. the survey paper [11]) on the
problem over the past 30 years on finding polynomial-time approximation algorithms with an improved performance
guarantee. The current best known bound on the performance ratio of a polynomial time approximation algorithm for VC is
2−Θ

1√
log n

[12]. It is also known that computing a γ -optimal solution of VC is NP-Hard for any 1 ≤ γ ≤ 10√5− 21 ≃
1.36 [6]. In fact, no polynomial-time (2 − ϵ)-approximation algorithm is known for VC for any constant ϵ > 0 and the
existence of such an algorithm is one of themost outstanding open questions in approximation algorithms for combinatorial
optimization problems. Under the assumption that the unique game conjecture [9,13,14] is true, a polynomial time (2− ϵ)-
approximation algorithm with constant ϵ > 0 is not possible for VC [14]. The approximability of VC has been studied by
many authors. For a list of recent references we refer to [1,4–8,10,12,15,16]. Recently Asgeirsson and Stein [3,2] reported
extensive experimental results using a heuristic algorithm which obtained no worse than 32 -optimal solutions for all the
test problems they considered. Also, Han et al. [8] proposed a
 3
2 + ξ

-approximation algorithm for VC, where ξ is a data
dependent parameter.
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A natural integer programming formulation of VC can be described as follows:
IP: Minimize
n−
i=1
xi
Subject to xi + xj ≥ 1, (i, j) ∈ E,
xi ∈ {0, 1}, i = 1, 2, . . . , n.
Let x¯ = (x¯1, x¯2, . . . , x¯n) be an optimal solution to IP. Then SIP = {i | x¯i = 1} is an optimal vertex cover of G. The linear
programming relaxation of IP is
LPR: Minimize
n−
i=1
xi
Subject to xi + xj ≥ 1, (i, j) ∈ E,
1 ≥ xi ≥ 0, i = 1, 2, . . . , n.
It is well known that any optimal basic feasible solution (BFS) x∗ = (x∗1, x∗2, . . . , x∗n) of LPR satisfies x∗i ∈ {0, 12 , 1} (see
e.g. [17]). Let SLP = {i | x∗i = 12 or x∗i = 1}, then it is easy to see that SLP is a 2-approximate solution of VC. Nemhauser
and Trotter [18] have further proved that there exists an optimal integer solution to IP, which agrees with x∗ in its integer
components.
An (i, j) ∈ E is said to be aweak edge if there exists an optimal vertex cover V 0 of G such that |V 0∩{i, j}| = 1. Likewise, an
(i, j) ∈ E is said to be a strong edge if there exists an optimal vertex cover V 0 of G such that |V 0 ∩ {i, j}| = 2. An edge (i, j) is
uniformly strong if |V 0 ∩ {i, j}| = 2 for any optimal vertex cover V 0. Note that it is possible for an edge to be both strong and
weak. Also an (i, j) ∈ E is uniformly strong if and only if it is not a weak edge. In this paper, we show that the problems of
identifying a weak edge or a strong edge is NP-hard.We also present a polynomial time (2− 1
σ+1 )-approximation algorithm
for VC where σ is an appropriate graph theoretic measure (to be introduced in Section 3). Thus for all graphs for which σ is
bounded above by a constant, we have a polynomial time (2− ϵ)-approximation algorithm for VC. We give some examples
of graphs with σ = 0. However, establishing tight bounds on σ , independent of graph structures and/or characterizing
graphs for which σ is a constant remains an open question. VC is trivial on a complete graph since any collection of n − 1
vertices serves as an optimal solution. However, the LPR only gives an objective function value of n2 on such graphs. We give
a stronger relaxation for VC and a linear programming description of VC on a complete graph, wheels, among others.
For a graph G, we sometimes use the notation V (G) to represent its vertex set and E(G) to represent its edge set.
2. Complexity of weak and strong edge problems
The strong edge problem (SEP) can be stated as follows: ‘‘Given a graph G, identify a strong edge of G or declare that no
such edges exist’’. Note that if G is a non-bipartite graph, it contains at least one odd cycle, sayω. Any vertex cover of such a G
must contain at least two adjacent vertices ofω and hence Gmust contain at least one strong edge. Bipartite graphs however
need not contain a strong edge. An even cycle is bipartite and contains no strong edge whereas a path on four vertices is also
bipartite and contains a strong edge.
Theorem 1. SEP on a non-bipartite graph is NP-complete.
Proof. The recognition version of SEP (RSEP) can be stated as follows: ‘‘Given a graph G and an edge (i, j) ∈ E(G), is (i, j)
a strong edge?’’. This problem is clearly in NP since a vertex cover containing both i and j acts as a certificate for an ‘yes’
instance and its validity can be verified in polynomial time. Suppose that we have a polynomial time oracle available to
solve RSEP. By calling this oracle at most O(|E(G)|) times a strong edge (i, j) of G can be identified. Remove the vertices i and
j from G and replace G by G− {i, j}. Repeat the process and eventually we reach a bipartite graph or a null graph for which
an optimal vertex cover Vˆ can be identified in polynomial time. Then Vˆ together with the vertices removed so far will form
an optimal vertex cover of G. Thus if RSEP can be solved in polynomial time, then the VC can be solved in polynomial time.
The result now follows from the NP-completeness of VC. 
The problem of identifying a weak edge is more elusive. Theweak edge problem (WEP) can be stated as follows: ‘‘Given a
graph G, identify a weak edge of G’’. It may be noted that unlike a strong edge, all graphs contain at least one weak edge.
Let us now consider a reduction operation which is used in the proof of the next lemma and theorem. Let (i, j) be an
edge of G. Define ∆ij = {k | (i, k) ∈ E(G) and (j, k) ∈ E(G)}, Di = {s ∈ V (G) | (i, s) ∈ E(G), s ≠ j, s ∉ ∆ij}, and
Dj = {t ∈ V (G) | (j, t) ∈ E(G), t ≠ i, t ∉ ∆ij}. Construct the new graph G(i,j) as follows. From graph G, delete ∆ij and
all the incident edges, connect each vertex s ∈ Di to each vertex t ∈ Dj whenever such an edge is not already present, and
delete vertices i and jwith all the incident edges. The operation of constructing G(i,j) from G is called an (i, j)-reduction. The
subgraph of G(i,j) induced by Di ∪ Dj is a complete bipartite graph if both Di and Dj are non-empty. When (i, j) is selected as
a weak edge, then the corresponding (i, j)-reduction is called aweak-edge reduction. The weak-edge reduction is a modified
version of the active-edge reduction introduced in [8].
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Lemma 1. Let (i, j) be a weak edge of G, R ⊆ V (G(i,j)) and
R∗ =

R ∪∆ij ∪ {j} if Di ⊆ R;
R ∪∆ij ∪ {i} otherwise.
If R is a γ -optimal vertex cover of G(i,j), then R∗ is a γ -optimal vertex cover of G for any γ ≥ 1.
Proof. Let R be a vertex cover of G(i,j). If Di ⊆ R then all arcs in G incident on i, except possibly (i, j) and (i, k) for k ∈ ∆ij, are
covered by R. Then R∗ = R ∪ ∆ij ∪ {j} covers all arcs incident on j, including (i, j), (i, k) and (j, k) for k ∈ ∆ij, and hence R∗
is a vertex cover in G. If at least one vertex of Di is not in R, then all vertices in Dj must be in R by construction of G(i,j). Thus
R∗ = R ∪ ∆ij ∪ {i} must be a vertex cover of G. Suppose R is an γ -optimal vertex cover of G(i,j) and let V (i,j) be an optimal
vertex cover in G(i,j). Then
|R| ≤ γ |V (i,j)|. (1)
Let V 0 be an optimal vertex cover in G. Without loss of generality assume i ∈ V 0 and since (i, j) is weak, j ∉ V 0. Let
V 1 = V 0 − ({i} ∪∆ij). Then |V 1| = |V (i,j)|. Thus from (1), |R| ≤ γ |V 1|. Thus
|R∗| ≤ γ |V 1| + |∆ij| + 1 ≤ γ (|V 1| + |∆ij| + 1) ≤ γ |V 0|.
Thus R∗ is a γ -optimal solution for VC on G. 
Using Lemma 1 and the weak-edge reduction operation, we now establish the complexity of WEP.
Theorem 2. WEP is NP-complete.
Proof. The recognition version of WEP (RWEP) is stated as follows: ‘‘Given a graph G and an edge (i, j) of G, is (i, j) a weak
edge?’’. This problem is clearly in NP since a vertex cover containing exactly one of i or jwill serve as a certificate for a ‘yes’
instance, the validity of which can be verified in polynomial time. Suppose we have a polynomial time oracle available to
solve RWEP. Calling this at most |E(G)| times, a weak edge, say (i, j) of G can be identified. Using (i, j) perform a weak-edge
reduction to obtain the graph G(ij). By Lemma 1 an optimal solution to VC on G can be obtained from an optimal solution to
VC on G(i,j). If G(i,j) is bipartite or a null graph, then an optimal vertex cover of G(i,j) can be identified in polynomial time. If
not replace G by G(i,j) and continue the process until we get a graph on which an optimal vertex cover can be identified in
polynomial time. Starting from this solution and backtracking through the reduction steps an optimal vertex cover can be
recovered using Lemma 1. Since the number of vertices is reduced after each weak-edge reduction operation, the reduction
process terminates in polynomial time and hence an optimal vertex cover of G can be identified in polynomial time. The
NP-completeness of WEP now follows from that of VC. 
3. An approximation algorithm for VC
Consider the restricted vertex cover problem VC(i, j) where we want to find a vertex cover of G of smallest cardinality that
uses exactly one of the vertices i and j. Let δ and δ¯(i, j) be the optimal objective function values of VC and VC(i, j) respectively.
If (i, j) is a weak edge of G then δ = δ¯(i, j). Otherwise,
δ¯(i, j) = δ + σ(i, j), (2)
for some non-negative integer σ(i, j).
Lemma 2. Let (i, j) ∈ E(G) and G(i,j) be the graph obtained by the (i, j)-reduction operation. If R is a vertex cover of G(i,j) then
R∗ is a vertex cover of G where
R∗ =

R ∪∆ij ∪ {j} if Di ⊆ R;
R ∪∆ij ∪ {i} otherwise.
Further, if R is an optimal vertex cover of G(i,j) then R∗ is an optimal solution to VC(i, j) on G.
The proof of this Lemma 2 follows by simple modifications of the proof of Lemma 1 and hence is omitted. As a direct
consequence of this lemma, we have
ζij +∆ij + 1 = δ¯(i, j), (3)
where ζij is the optimal objective function value of VC on G(i,j).
Consider the optimization problem
WEAK-OPT: Minimize σ(i, j)
Subject to (i, j) ∈ E(G).
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WEAK-OPT is precisely the weak edge problem in the optimization form and its optimal objective function value is always
zero. However by Theorem2 this problem isNP-hard.Wenow show that an upper boundσ on the optimal objective function
value of WEAK-OPT and a solution (i, j) with σ(i, j) ≤ σ can be used to obtain a (2 − 11+σ )-approximation algorithm for
VC. Let APPROX-WEAK-OPT(G, i, j) be an oracle whichwith input G computes an approximate solution (i∗, j∗) toWEAK-OPT
such that σ(i∗, j∗) ≤ σ for some prescribed σ . Using this oracle, we now develop an approximation algorithm for VC.
The basic idea of the algorithm is very simple. We apply APPROX-WEAK-OPT(G, i, j) to identify an edge (i, j) such that
σ(i, j) ≤ σ . Then perform (i, j)-reduction to obtain a reduced graph. Replace G by this new graph and continue the process
until we reach a null graph. Backtracking using Lemma 2, a heuristic solution to VC can be identified. A formal description
of this algorithm is summarized in Algorithm 1.
Algorithm 1: Algorithm VC-APPROX(G)
1 k ← 1;Gk ← G;
2 repeat
3 Call APPROX-WEAK-OPT(Gk, i, j) to identify an edge (i, j) of Gk;
4 Compute∆ij for Gk as defined in the (i, j)-reduction;
5 Let G(i,j)k be the graph obtained from Gk using the (i, j)-reduction operation.;
6 ∆k ← ∆ij; ik ← i; jk ← j; Gk+1 ← G(i,j)k ; k ← k+ 1;
7 until |E(Gk)| = 0;
8 ℓ← k, Sℓ ← ∅;
9 while ℓ ≠ 1 do
10 if Diℓ−1 ⊆ Sℓ then
11 Sℓ−1 ← Sℓ ∪∆ℓ−1 ∪ {jℓ−1}
12 else
13 Sℓ−1 ← Sℓ ∪∆ℓ−1 ∪ {iℓ−1}
14 end
15 ℓ← ℓ− 1;
16 end
17 return S1
Let x∗ = (x∗1, x∗2, . . . , x∗n) be an optimal BFS of LPR. Consider the sets I0 = {i: x∗i = 0} and I1 = {i: x∗i = 1}.
Lemma 3 ([18]). If R is a γ -optimal vertex cover of G \ {I0 ∪ I1}, then R ∪ I1 is a γ -optimal vertex cover of G for any γ ≥ 1.
Theorem 3. Algorithm 1 identifies a vertex cover S1 such that |S1| ≤ (2− 11+σ )|S∗|where S∗ is an optimal solution to the VC on
G. Further, the algorithm runs in polynomial time whenever APPROX-WEAK-OPT(G, i, j) runs in polynomial time.
Proof. Let G1 = G and Gk, k = 2, . . . , t be the sequence of graphs generated during the (i, j)-reduction operations of
the algorithm. Let (ik, jk) be the approximate solution to WEAK-OPT on Gk, k = 1, 2, . . . , t identified by APPROX-WEAK-
OPT(Gk, ik, jk). Without loss of generality, we assume that an optimal basic feasible solution x0 = (x01, x02, . . . , x0n) of LPR
satisfies x0i = 12 for all i. If this is not true, then we could replace G by a new graph G¯ = G \ {I1 ∪ I0} and by Lemma 3, if S¯ is a
γ -optimal solution for VC on G¯ then S¯ ∪ I1 is a γ -optimal solution on G for any γ ≥ 1. Thus, under this assumption we have
n ≤ 2|S∗|. (4)
Let t be the total number of (i, j)-reductions carried out in the algorithm. For simplicity of notation, we denote σk = σ(ik, jk)
and δ¯k = δ¯(ik, jk). Note that δk and δ¯k are optimal objective function values of VC and VC(ik, jk), respectively, on the graph
Gk. From Eq. (2) we have,
δ¯k = δk + σk, k = 1, 2, . . . , t (5)
and from Eq. (3)
δk+1 + |∆ik,jk | + 1 = δ¯k, k = 1, 2, . . . , t. (6)
Using (5) and (6) we get
δk+1 − δk = σk − |∆ik,jk | − 1, k = 1, 2, . . . , t. (7)
Adding equations in (7) for k = 1, 2, . . . , t and using the fact that δt+1 = 0, we have,
|S1| = |S∗| +
t−
k=1
σk, (8)
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where |S∗| = δ1, and by construction,
|S1| =
t−
k=1
∆k + t. (9)
But,
|V (G)| =
t−
k=1
∆k + 2t. (10)
From (8)–(10), we have
t = 1
2

|V (G)| −
t−
k=1
∆k

≤ 1
2

|V (G)| − |S∗| −
t−
k=1
(σk − 1)

. (11)
From inequalities (4) and (11), we have
t ≤ 1
2
|S∗| − t(σ¯ − 1) ,
where σ¯ = 1t
∑t
k=1 σk. Then we have
t ≤ |S
∗|
σ¯ + 1 .
Thus,
|S1|
|S∗| =
|S∗| +
t∑
k=1
σk
|S∗| =
|S∗| + tσ¯
|S∗| ≤ 1+
σ¯
σ¯ + 1 ≤ 1+
σ
σ + 1 = 2−
1
1+ σ .
The complexity of the algorithm can easily be verified. 
The performance bound established in Theorem 3 is useful only if we can find an efficient oracle APPROX-WEAK-
OPT(G, i, j) that identifies a ‘good’ (i, j) in each iteration. If APPROX-WEAK-OPT(G, i, j) simply generates a random edge,
then σ(i, j) could be as large as O(n). To see this consider a 3D-wheel (see Fig. 1) on n vertices with central axis (n− 1, n).
It can be verified that for this graph σ(n−1, n) =  n2 − 2. However, when (i, j) is chosen as any other edge, σ(i, j) = 0.
A trivial upper bound on σ is n2 for any graph on n vertices. Let us now explore the possibilities of improving this trivial
bound.
Any vertex covermust contain at least s+1 vertices of an odd cycle of length 2s+1. Thismotivates the following extended
linear programming relaxation (ELP) of the VC, studied in [1,8].
(ELP) Minimize
n−
i=1
xi
Subject to xi + xj ≥ 1, (i, j) ∈ E,−
i∈ωk
xi ≥ sk + 1, ωk ∈ Ω,
1 ≥ xi ≥ 0, i = 1, 2, . . . , n,
whereΩ denotes the set of all odd-cycles of G and ωk ∈ Ω contains 2sk+ 1 vertices for some integer sk. Note that although
there may be an exponential number of odd-cycles in G, the odd cycle inequalities have a polynomial-time separation
scheme and hence ELP is polynomially solvable. Further, it is possible to compute an optimal BFS of ELP in polynomial
time.
Let x0 be an optimal basic feasible solution of ELP. An edge (r, s) ∈ E is said to be an active edge [8] with respect to x0 if
x0i + x0j = 1. There may or may not exist an active edge corresponding to an optimal BFS of the ELP as shown in [8]. For any
arc (r, s), consider the restricted ELP (RELP(r, s)) given by
(RELP(r, s)) Minimize
n−
i=1
xi
Subject to xi + xj ≥ 1, (i, j) ∈ E \ {(r, s)},
xr + xs = 1,−
i∈ωk
xi ≥ sk + 1, ωk ∈ Ω,
1 ≥ xi ≥ 0, i = 1, 2, . . . , n.
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Fig. 1. A 3D-wheel on 7 vertices with central axis (6, 7).
Let Z(r, s) be the optimal objective function value of RELP(r, s). Choose (p, q) ∈ E(G) such that
Z(p, q) = min{Z(i, j): (i, j) ∈ E(G)}.
An optimal basic feasible solution to RELP(p, q) is called a RELP solution. It may be noted that if an optimal solution x∗ of
the ELP contains an active edge, then x∗ is also an RELP solution. Further Z(p, q) is always a lower bound on the optimal
objective function value of VC.
The VC on a complete graph is trivial since any collection of (n − 1) vertices form an optimal vertex cover. However,
for a complete graph, LPR only yields an optimal objective function value of n2 and ELP yields an optimal objective function
value of 2n3 . Interestingly, the optimal objective function value of RELP on a complete graph is n− 1, and a RELP solution is
indeed an optimal vertex cover on a complete graph. In fact a stronger version of this observation can be proved. Consider
the linear program
(LP(r, s)) Minimize
n∑
i=1
xi
Subject to xi + xj ≥ 1, (i, j) ∈ E \ {(r, s)},
xr + xs = 1,∑
i∈ω
xi ≥ 2, ω ∈ ∆,
1 ≥ xi ≥ 0, i = 1, 2, . . . , n,
where∆ is the collection of all 3-cycles of G and (r, s) is an edge of G.
Theorem 4. For any (i, j) ∈ E(G), an optimal BFS of the linear program LP(i, j) gives an optimal vertex cover of G whenever G is
a complete graph or a wheel.
Proof. Suppose G is a complete graph with V (G) = {1, 2, . . . , n}. Let x0 = (x01, x02, . . . , x0n) be an optimal basic solution of
LP(i, j). Without loss of generality assume (i, j) = (1, 2). Thus
x01 + x02 = 1. (12)
Using (12) in the inequalities corresponding to the 3-cycles on {1, 2, k} for k = 3, 4, . . . , n, we have
x01 + x02 + x0k = 2, k = 3, . . . , n. (13)
Hence x0k = 1 for k = 3, 4, . . . , n. Now we have to establish that x01 and x02 cannot be fractional. If x01 + x0r + x0s = 2 for any
r, s ≠ 2 then x01 = 0 and hence x02 = 1. Similarly if x02 + x0r + x0s = 2 for any r, s ≠ 1 then x02 = 0 and hence x01 = 1. If
x0r + x0s + x0t > 2 for all 3-cycles other than those in (13) it can be shown that there must exist an edge inequality, other
than (12), satisfied as an equality. Such an equality must be of the form x01 + x0r = 1 or x02 + x0r = 1 for r ∈ {3, 4, . . . , n} and
hence x01 and x
0
2 can take only values of zero or one. Note that both {2, 3, . . . , n} and {1, 3, . . . , n} are optimal vertex covers
for G. The proof for the case of a wheel can be obtained using similar analysis and we skip the details. 
It may be noted that an optimal BFS of RELP(i, j) also gives an optimal vertex cover on a 3D-wheel (Fig. 1) when (i, j) is
not the central axis.
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Extending the notion of an active edge corresponding to an ELP solution [8], an edge (i, j) ∈ E is said to be an active edge
with respect to a RELP solution x0 if x0i + x0j = 1. Unlike ELP, a RELP solution always contains an active edge. In Algorithm 1,
the output of ALMOST-WEAK-OPT(G, i, j) can be selected as an active edge with respect to a RELP solution.
We believe that the value of σ(i, j), i.e. the absolute difference between the optimal objective function value of VC and
the optimal objective function value of VC(i, j), when (i, j) is an active edge corresponding to a RELP solution is a constant
for a large class of graphs. Characterizing such graphs is an open question. Nevertheless, our results provide new insight into
the approximability of the vertex cover problem.
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