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Dynnikov and train track transition matrices of pseudo-Anosov
braids
S. O¨YKU¨ YURTTAS¸
Abstract
We compare the spectra of Dynnikov matrices with the spectra of
the train track transition matrices of a given pseudo-Anosov braid on the
finitely punctured disk, and show that these matrices are isospectral up
to roots of unity and zeros under some particular conditions. It is shown,
via examples, that Dynnikov matrices are much easier to compute than
transition matrices, and so yield data that was previously inaccessible.
1 Introduction and statement of results
The Nielsen-Thurston classification theorem states that every homeomorphism
of a compact orientable surface is isotopic to either a finite order or a pseudo-
Anosov or a reducible [14] homeomorphism. If some iterate of a homeomorphism
is the identity, it is called finite order. If a homeomorphism preserves a trans-
verse pair of measured foliations [7, 14] on the surface, stretching one foliation
uniformly by a real number λ > 1 (dilatation) and contracting the other uni-
formly by 1/λ, then it is called pseudo -Anosov. If a homeomorphism preserves
a collection of mutually disjoint essential simple closed curves (reducing curves),
it is called reducible.
The usual way to study the dynamics of an isotopy class of surface homeo-
morphisms is to use Thurston’s train tracks [3, 16]. In [3], the algorithm starts
with a graph G which is a spine of the surface and the isotopy class is repre-
sented by a graph map. The algorithm repeatedly modifies G and the associated
graph map until it either finds an explicit reducing curve for the isotopy class
, or a graph map which is the simplest possible. If the isotopy class is pseudo -
Anosov, this simplest graph map can be used to construct a train track and
train track transition matrix from which the dilatation of the isotopy class, the
singularity structure of the invariant foliations and the periodic orbit structure
are obtained. However, for isotopy classes with high dilatation the lengths of
the image edge paths (represented by words whose letters label the edges) of
the train track are so long such that even a computer cannot store them.
In this paper we introduce an alternative matrix for a given pseudo-Anosov
isotopy class which can give us the same dynamical information as the train
track transition matrix does. That is, we present Dynnikov matrices as a new
tool to study the dynamics of pseudo-Anosov isotopy classes on the n-punctured
disk Dn (n ≥ 3). These matrices are much easier to compute than computing
train-track transition matrices (Section 3 gives an example to contrast the com-
putation of a Dynnikov matrix with that of the train track transition matrix
of a given pseudo-Anosov isotopy class on D4). Roughly speaking, a Dynnikov
matrix is an integer matrix which describes the action of a given pseudo-Anosov
isotopy class in a neighbourhood of its invariant unstable measured foliation in
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terms of Dynnikov’s coordinates [6, 17, 20–22] on the space of projective mea-
sured foliations on Dn. The dilatation of a given a pseudo-Anosov isotopy class
equals the spectral radius of its Dynnikov matrix. Making use of this fact, in
[20] we gave an alternative approach to compute the dilatation of each member
of an infinite family of pseudo-Anosov isotopy classes on Dn using Dynnikov
matrices. The aim of this paper is to show that it is not only the dilatation but
the whole set of eigenvalues (up to roots of unity) that train track transition
and Dynnikov matrices share. This will yield a computationally much more ef-
ficient way to study the dynamics of pseudo-Anosov isotopy classes on Dn. Let
us briefly explain the idea behind our method and then describe the Dynnikov
coordinate system.
Let M be a compact, orientable surface (perhaps with boundary) with neg-
ative Euler characteristic. Let MF(M) be the space of measured foliations on
M and PMF(M) be the corresponding space of projective measured foliations.
The method developed in this paper lies in Thurston’s seminal paper on the
geometry and dynamics of surface automorphisms [14] and builds on more recent
work of Moussafir [18]. The Teichmu¨ller space T (M) of M is an open ball and
PMF(M) forms its boundary. The closure T (M) is a closed ball on which the
mapping class group MCG(M) acts continuously. Let [f ] be a pseudo -Anosov
isotopy class with invariant measured foliations (Fs, µs) and (Fu, µu) and di-
latation λ > 1. Let [Fu, µu] and [Fs, µs] denote the projective classes of its
invariant foliations on PMF(M). The only fixed points of the induced action
of [f ] in T are [Fu, µu] and [Fs, µs] on PMF(M) and every other point on
PMF(M) converges to [Fu, µu] rapidly under the action of [f ].
The induced action of [f ] on PMF(M) is piecewise linear and is locally de-
scribed by integer matrices. The matrix on any piece which contains [Fu, µu] on
its closure has an eigenvalue λ > 1 since [Fu, µu] is a fixed point on PMF(M).
Therefore, in order to compute the dilatation of [f ] one should compute the
action of [f ] on PMF(M) and find a matrix with an eigenvalue λ > 1 with
associated eigenvector contained in the relevant piece. Then the eigenvector
corresponds to [Fu, µu] and λ gives the dilatation. In [20] we realized this idea
on Dn, coordinatizing the space of measured foliations MFn on Dn using the
Dynnikov coordinates and describing the action of MCG(Dn) onMFn in terms
of Dynnikov coordinates using the update rules [6].
The next section describes the Dynnikov coordinate system which puts global
coordinates on MFn [6, 17, 20–22].
1.1 Dynnikov coordinates
Take a standard model of Dn as depicted in Figure 1. Let An be the set of
arcs in Dn which have each endpoint either on the boundary or at a puncture.
Consider the arcs αi ∈ An (1 ≤ i ≤ 2n − 4) and βi ∈ An (1 ≤ i ≤ n − 1) as
depicted in Figure 1. Let (F , µ) ∈ MFn.
The Dynnikov coordinate function ρ :MFn → R2n−4 \ {0} defined by
2
ρ(F , µ) = (a, b) = (a1, . . . , an−2, b1, . . . , bn−2),
where for 1 ≤ i ≤ n− 2
ai =
µ([α2i])− µ([α2i−1])
2
and bi =
µ([βi])− µ([βi+1])
2
is a homeomorphism [6, 20, 21].
Let Ln denote the set of integral laminations (disjoint unions of finitely
many essential simple closed curves) on Dn. The Dynnikov coordinate function
restricts to a bijection ρ : Ln → Z2n−4 \ {0} [20, 21]. Figure 2 depicts the
Dynnikov coordinates of an integral lamination L ∈ L5.
Let Sn = R2n−4\{0} denote the space of Dynnikov coordinates. Projectiviz-
ing Sn we get a homeomorphism between PMFn and PSn. The next section
gives the update rules which describe the action of Bn on Sn and hence on PSn,
and introduces Dynnikov matrices with illustrative examples.
1.2 Update Rules and Dynnikov matrices
Since MCG(Dn) is canonically isomorphic to Artin’s braid group Bn [1, 2],
the isotopy classes in MCG(Dn) are represented by sequences of Artin’s braid
generators. The action of Artin’s braid generators σi, σ
−1
i , (1 ≤ i ≤ n − 1) on
MFn in terms of Dynnikov coordinates is described by the update rules [6, 20].
Therefore, using the update rules one can compute β : Sn → Sn given by,
β(a, b) = ρ ◦ β ◦ ρ−1(a, b)
for each β ∈ Bn.
For computational and notational convenience, we will work in the max-
plus semiring (R,⊕,⊗) [20]. It will be convenient to use normal additive and
multiplicative notation, and to indicate that these are to be interpreted in
the max-plus sense by enclosing the formulae in square brackets. Therefore,
[a+ b] = max(a, b), [ab] = a+ b, [a/b] = a− b, [1] = 0.
For example, the formula a′i =
[
ai−1aibi
ai−1(1+bi)+ai
]
will be just another way
of writing a′i = ai−1 + ai + bi − max(ai−1 + max(0, bi), ai). Note that both
addition and multiplication are commutative and multiplication is distributive
over addition:
[a+ b] = max(a, b) = max(b, a) = [b+ a] ,
[ab] = a+ b = b+ a = [ba] ,
[a(b+ c)] = a+max(b, c) = max(a+ b, a+ c) = [ab+ ac] .
Let (a, b) ∈ Sn and 1 ≤ i ≤ n− 1, and write σi(a, b) = (a′, b′), σ−1i (a, b) =
(a′′, b′′).
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Figure 2: ρ(L) = (−1, 1,−1, 1, 1, 0).
Theorem 1.1 (see [6] and [20]).
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• if i = 1 then
a′1 =
[
a1b1
a1 + 1+ b1
]
, b′1 =
[
1 + b1
a1
]
a′′1 =
[
1 + a1(1 + b1)
b1
]
, b′′1 = [ a1(1 + b1) ] ;
• if 2 ≤ i ≤ n− 2 then
a′i−1 = [ ai−1(1 + bi−1) + aibi−1 ] , b
′
i−1 =
[
aibi−1bi
ai−1(1 + bi−1)(1 + bi) + aibi−1
]
a′i =
[
ai−1aibi
ai−1(1 + bi) + ai
]
, b′i =
[
ai−1(1 + bi−1)(1 + bi) + aibi−1
ai
]
;
a′′i−1 =
[
ai−1ai
ai−1bi−1 + ai(1 + bi−1)
]
, b′′i−1 =
[
ai−1bi−1bi
ai−1bi−1 + ai(1 + bi−1)(1 + bi)
]
,
a′′i =
[
ai−1 + ai(1 + bi)
bi
]
, b′′i =
[
ai−1bi−1 + ai(1 + bi−1)(1 + bi)
ai−1
]
;
• if i = n− 1 then
a′n−2 = [an−2(1 + bn−2) + bn−2 ] , b
′
n−2 =
[
bn−2
an−2(1 + bn−2)
]
a′′n−2 =
[
an−2
an−2bn−2 + 1 + bn−2
]
, b′′n−2 =
[
an−2bn−2
1 + bn−2
]
.
In all other cases a′j = a
′′
j = aj, b
′
j = b
′′
j = bj.
Example 1.2. Let PMF3 ∼= S1 be the space of projective measured foliations
on D3. Using Theorem 1.1, that is using the update rules given there, one can
explicitly compute the 2×2 integer matrices which describe the piecewise linear
action of β = σ1σ
−1
2 on PMF3.
We remark that this example concretely illustrates the action of a pseudo -
Anosov braid (which is the simplest possible) on the whole space PMF3. See
Figure 4.
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Figure 4: The action of σ1σ
−1
2 on PS3
Let ℓ1 and ℓ2 denote the lines a = b and a = 2b in the first quadrant. Let
+a (−a) and +b (−b) denote the positive (negative) a-axis and b-axis respec-
tively. Write x → y if x is sent onto y by the action of σ1σ−12 . Then we have
ℓ1 → +b → −a, ℓ2 → +a → −b and then −a and −b are sent into the interior
of E. Hence A → F → E and C → D → E. Therefore, we can see that
pu = [au, bu] lies in region E and ps = [as, bs] lies in region B.
Indeed the matrix
D =
[
2 1
1 1
]
has an eigenvalue λ = 3+
√
5
2 , and the corresponding eigenvector p
u = −(1+
√
5
2 , 1)
belongs to E since au ≤ 0 and bu ≤ 0. Hence pu is a fixed point for σ1σ−12
on PS3. Hence, pu = [au, bu] corresponds to the invariant unstable foliation
[Fu, µu]. Similarly, the matrix [
1 −1
−1 2
]
has an eigenvalue 1/λ and the associated eigenvector ps belongs to the region
a ≥ 0, b ≥ 0, b ≤ a ≤ 2b. Hence ps is a fixed point and corresponds to the
invariant stable foliation [Fs, µs].
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The collection of linear equations (not necessarily independent) in various
maxima in update rules give each region on PSn the structure of a polyhedron.
One can see this in Figure 4 by observing that each region is a solution set for
a system of linear inequalities induced by these equations. Let pu = (au, bu)
and ps = (as, bs) denote the Dynnikov coordinates of (Fu, µu) and (Fs, µs)
respectively. Next we define the Dynnikov matrices which describe the action
of β near pu.
Definition 1.3. Let β ∈ Bn be a pseudo -Anosov braid with invariant unstable
measured foliation (Fu, µu) given by the Dynnikov coordinates pu = (au, bu).
The action of β on Sn is piecewise linear and each closed piece Ri ⊂ Sn contain-
ing (au, bu) is called a Dynnikov region. Then a Dynnikov matrix Di : Ri → Sn,
(1 ≤ i ≤ k) is a (2n−4)× (2n−4) integer matrix which describes the behaviour
of the braid on a Dynnikov region Ri. That is,
ρ(β(F , µ)) = Di(a, b) for (a, b) ∈ Ri.
In contrast with the example above there can be more than one Dynnikov
region for a given pseudo -Anosov braid β. This happens when (au, bu) is on the
boundary of several regions on Sn.
Example 1.4. Let β = σ1σ2σ3σ
−1
4 ∈ B5. Using Theorem 1.2 we compute that
the action of σ1σ2σ3σ
−1
4 on S5 in a region where ai ≤ 0 and bi ≤ 0 for all i
is given by two matrices D1 (when b1 ≤ a2 − a1) and D2 (when b1 ≥ a2 − a1)
where D1 and D2 are given as follows.
D1 =


−1 1 0 0 0 0
0 0 0 1 1 0
0 0 2 −1 −1 1
0 0 0 0 1 0
−1 0 1 −1 −1 1
0 0 1 0 0 1

 , D2 =


0 0 0 1 0 0
0 0 0 1 1 0
0 0 2 −1 −1 1
−1 1 0 −1 1 0
0 −1 1 0 −1 1
0 0 1 0 0 1


Both of these matrices have eigenvalue 3+
√
5+
√
6
√
5−2
4 , with the corresponding
eigenvector pu having all negative entries and satisfying the equality a2 = a1+b1.
Therefore, both D1 and D2 are Dynnikov matrices.
1.3 Main results
Knowing from [16, 20] that both Dynnikov matrices and train track transition
matrices record the action of a pseudo-Anosov braid on the same space PMFn,
we would like to know exactly what the new action tells us. Note that the
dimensions of a Dynnikov and train track transition matrix for the same braid
are in general different.
Our aim in this paper is to show that Dynnikov matrices and train track
transition matrices of a given pseudo-Anosov isotopy class are isospectral up
to roots of unity and zeros under some particular conditions. It turns out
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that the isospectrality of these matrices depends on the singularity structure of
the invariant foliations and how the prongs (a leaf starting at a singularity) of
the singularities are permuted under the action of the isotopy class. We also
note that this result is relatively straightforward when the unstable measured
foliation lies in a single Dynnikov region: the difficulty arises in dealing with
the case when it lies on the boundary of several regions, particularly when the
action of the isotopy class permutes the regions, in which case the spectrum
of the various Dynnikov matrices does not have an obvious interpretation (see
Remark 2.29).
Our first main result is for the case where (Fu, µu) has only unpunctured
3-pronged and punctured 1-pronged singularities. The notion of a “regular”
train track in the following theorems will be clarified in Section 2.1.
Theorem 1.5. Let β ∈ Bn be a pseudo -Anosov braid with unstable invariant
foliation (Fu, µu) and dilatation λ > 1. Let τ be a regular invariant train track
with associated transition matrix T . If (Fu, µu) has only unpunctured 3-pronged
and punctured 1-pronged singularities, then β has a unique Dynnikov matrix D,
and D and T are isospectral.
A similar result (Corollary 2.15) follows for general train tracks from the
next two results. The proof of Lemma 1.7 is given in Section 2.3. The author
noticed that a similar proof was given in [4].
Theorem 1.6 (Rykken [19]). Let f :M →M be a pseudo -Anosov homeomor-
phism on an orientable surface M of genus g with oriented unstable manifolds.
Let T be a train track transition matrix for f . If f preserves the orientation of
unstable manifolds, then the eigenvalues of f1∗ : H1(M ;R)→ H1(M ;R) are the
same as those of T , including multiplicity, up to roots of unity and zeros.
Lemma 1.7. Let β be a pseudo -Anosov isotopy class on Dn with invariant
train track τ and associated transition matrix T . Let f˜ be the lift of f to the
orientation double cover M . Let τ˜ and T˜ be the lifted invariant train track and
transition matrix associated to [f˜ ]. Then T and T˜ are isospectral up to roots of
unity.
Our following results are for the case when (Fu, µu) has singularities other
than unpunctured 3-pronged and punctured 1- pronged singularities. Lemma
2.25 will play a key role in proving our following results.
Theorem 1.8. Let β ∈ Bn be a pseudo -Anosov braid with unstable invariant
measured foliation (Fu, µu) and dilatation λ > 1. Let τ be a regular invari-
ant train track of β with associated transition matrix T . If β fixes the prongs
at all singularities other than unpunctured 3-pronged and punctured 1-pronged
singularities, then any Dynnikov matrix Di is isospectral to T up to some eigen-
values 1.
Again a similar result (Corollary 2.26) follows for general train tracks from
Theorem 1.6 and Lemma 1.7. The next theorem shows that if Dn − τ has only
odd-gons all of the Dynnikov matrices are equal and hence there is only one
Dynnikov region in the fixed-pronged case.
8
Theorem 1.9. Let β ∈ Bn be a pseudo -Anosov braid with unstable invariant
measured foliation (Fu, µu) and dilatation λ > 1. Let τ be a regular invariant
train track of β with associated transition matrix T . If all components of Dn−τ
are odd-gons and β fixes the prongs at all singularities other than unpunctured 3-
pronged and punctured 1-pronged singularities, then there is a unique Dynnikov
region.
We note that the Dynnikov matrices and train track transition matrices
throughout this paper were computed using Dynnikov and train track programs
implemented by Toby Hall both of which can be found at [8].
In the next section we shall review some necessary background from [3, 11,
12] that are necessary to prove our results in Section 2.3.
2 Proof of theorems 1.5, 1.8 and 1.9
2.1 Train track coordinates and transition matrices
A train track τ on Dn is a one dimensional CW complex made up of vertices
(switches) and edges (branches) smoothly embedded on Dn such that at each
switch there is a unique tangent vector, and every component of Dn − τ is
either a once-punctured p-gon with p ≥ 1 or an unpunctured k-gon with k ≥ 3
(where the boundary of Dn is regarded as a puncture). A train track τ is called
complete if each component of Dn − τ is either a trigon or a once punctured
monogon. A transverse measure on τ is a function which assigns a measure to
each branch of τ such that these measures satisfy the switch conditions at each
switch of τ . That is, for each switch v of τ∑
incoming branches at v
µ(e) =
∑
outgoing branches at v
µ(e)
Train tracks equipped with a transverse measure are called measured train
tracks : they provide another way to coordinatize measured foliations and in-
tegral laminations. We denote by W(τ) and W+(τ) the space of transverse
measures and non-negative transverse measures associated to τ .
Constructing measured foliations from train tracks
Given a measured train track τ define a function φτ : W+(τ) → MFn as fol-
lows: Replace each branch ei of τ which has non-zero measure with a Euclidean
rectangle Ri of length 1 and height µ(ei) and endow each Ri with a “horizontal”
measured foliation where the transverse measure is induced from the Euclidean
metrics on the rectangles. At each switch glue the vertical sides of the rectangles
and denote this union of glued rectangles R∗. Since τ satisfies the switch con-
dition at each switch there is a unique measure preserving way to glue together
the horizontal leaves, hence there is a well defined transverse measure on R∗. A
pre-foliation F∗ is the collection of leaves on R∗. Collapsing each component of
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Dn −F∗ which doesn’t contain any branch of zero measure onto a spine yields
a measured foliation φτ (µ) = (F , µ) [3, 12]. We say that (F , µ) ∈ MFn is
carried by τ if it arises from some transverse measure µ on τ in this way. We
write MF(τ) = φτ (W+(τ)) for the set of measured foliations carried by τ and
PMF(τ) for the corresponding projective space.
Remark 2.1. Note that if (F , µ) has only 1-pronged singularities at punctures
and 3-pronged singularities elsewhere it is carried by a complete train track. It
is carried by a non-complete train track otherwise.
Since MFn and PMFn are homeomorphic to R2n−4 \ {0} and S2n−5 re-
spectively,MF(τ) and PMF(τ) have the subspace topology. Furthermore, the
functions φτ :W+(τ)→MF(τ) and φˆτ : PW+(τ)→ PMF(τ) are homeomor-
phisms whereW+(τ) has the subspace and PW+(τ) has the quotient topology.
Let rank(τ) denote the dimension of W(τ). The switch conditions on τ are lin-
early independent and hence rank(τ) = k−s where k is the number of branches
and s the number of switches of τ . Therefore, W(τ) ∼= Rk−s \ {0} and τ is
complete if and only if rank(τ) = 2n− 4. That is, τ is complete if and only if
rank(τ) is the same as the dimension ofMFn. The complete train tracks on Dn
give an atlas for the piecewise integral linear structure of MFn and PMFn.
That is, the transition functions between charts are piecewise linear with integer
coefficients [11, 12].
Definitions 2.2. Endowing a regular neighborhood Nτ of τ with fibres of the
retraction r : Nτ ց τ , we obtain a fibred neighbourhood Nτ of τ . Let τ and τ ′
be two train tracks on Dn. We say that τ is carried by τ
′ and write τ < τ ′ if
there is a homeomorphism ψ : Dn → Dn isotopic to the identity such that
• ψ(τ) ⊆ Nτ ′ ,
• Each branch of ψ(τ) is transverse to the fibers in Nτ ′,
• for each branch ei of τ the end points of ψ(ei) are contained in singular
leaves of Nτ ′.
Let {ei}1≤i≤k and {fi}1≤i≤k′ be the oriented branches of τ and τ ′ respectively.
Let r′ : Nτ ′ → τ ′ be the retraction. For each 1 ≤ i ≤ k, r′(ψ(ei)) is an edge
path in τ ′: r′(ψ(ei)) = f
ǫ1
i1
f ǫ2i2 . . . f
ǫs
is
, ǫj = ±1. The incidence matrix associated
to τ and τ ′ is the k′×k matrix G :W(τ)→W(τ ′) whose ijth entry Gij is given
by the number of occurences of f±1i in r
′(ψ(ej)).
Lemma 2.3 ([11]). Let τ < τ ′. Then MF(τ) ⊂ MF(τ ′) and the following
diagram commutes:
W+(τ) G−→ W+(τ ′)
↓φτ ↓φτ′
MF(τ) →֒ MF(τ ′).
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Definition 2.4. A train track τ is invariant under β ∈ Bn, if β(τ) is carried by
τ . Let τ be an invariant train track of β and e1, . . . , ek be the oriented branches
of τ . Then, for each 1 ≤ i ≤ k, r(ψ(β(ei))) is of the form r(ψ(β(ei))) =
eǫ1i1 e
ǫ2
i2
. . . eǫkik , ǫj = ±1. The transition matrix T associated to τ is the k × k
incidence matrix T :W(β(τ))→W(τ) described as in Definitions 2.2.
Theorem 2.5 ([3]). Every pseudo -Anosov braid β ∈ Bn has an invariant train
track τ . This train track τ can be chosen so that
• The branches which bound interior p-gons (i.e. those which are disjoint
from ∂Dn) are permuted by β
• The transition matrix is of the form
T ′ =
(
T 0
A P
)
where P is a permutation matrix giving the action on the permuted branches
and T is the matrix that gives the action on the other branches.
• For each p, there are the same number of unpunctured (resp. punctured)
p-gons in τ as there are unpunctured (resp. punctured) p-pronged singu-
larities in (Fu, µu) (this includes the “exterior” punctured p-gon and the
singularity at infinity).
We shall call a train track τ of the type in Theorem 2.5 a regular train track
[3]. A branch of a regular train track is called infinitesimal if it is permuted
under the action of β (that is, if it bounds an interior p-gon), it is called main
otherwise.
1
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Figure 5: Constructing a basis for W(τ) when Dn − τ consists of odd-gons
Lemma 2.6 ([3]). Let β ∈ Bn be a pseudo -Anosov braid with dilatation λ,
unstable foliation (Fu, µu) and invariant regular train track τ with associated
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transition matrix T ′. The largest eigenvalue of T ′ equals λ and the entries of the
unique associated column eigenvector vu (up to scale) are strictly positive. vu
defines a transverse measure on τ which yields a pre-foliation F∗ as described
above whose prongs do not join and from which (Fu, µu) is constructed. That
is, φτ (v
u) = (Fu, µu).
See [4] for a proof Lemma 2.7. See also Figure 5.
Lemma 2.7. Let τ be an invariant train track for β ∈ Bn. If all components
of Dn − τ are odd-gons (in particular, if τ is complete), then there is a basis
for W(τ) consisting of transverse measures µ such that µ(e) 6= 0 for exactly one
main branch e.
Remark 2.8. Lemma 2.3 gives the following commutative diagram
W+(τ) T
′
−→ W+(τ)
↓φτ ↓φτ
MF(τ) β−→ MF(τ).
Hence the action on W(τ) ⊆ Rk is given by the k × k transition matrix
T ′ =
(
T 0
A P
)
where T is the m × m matrix which gives the action on the main branches
of τ by Lemma 2.5. When all components of Dn − τ are odd-gons, a basis for
W(τ) ∼= Rm can be constructed as described in Lemma 2.7 and hence the action
on W(τ) ∼= Rm is given by the m×m transition matrix T .
We note that such a basis can not be taken ifDn−τ has an even-gon since the
switch conditions are satisfied only when the alternating sum of the incoming
measures on the switches of each even-gon is zero. However, there is still a basis
consisting of weights on edges which may include infinitesimal ones, see [4].
2.2 Train track coordinates and Dynnikov coordinates
In this section we show that, for any train track τ on Dn, the change of coordi-
nate function L : W+(τ) → Sn between train track coordinates and Dynnikov
coordinates is piecewise linear.
Definitions 2.9. Suppose τ is a train track with oriented branches e1, . . . , ek.
A train path p = eǫ1i1 e
ǫ2
i2
. . . eǫmim , ǫj = ±1 is a smooth oriented edge-path in τ .
Given a train path p on τ we define pˆ : W+(τ) → R≥0 as follows: for each
µ ∈ W+(τ), pˆ(µ) is the total measure of leaves of φτ (µ) following the train path
p.
Lemma 2.10. For each train path p in τ , the map pˆ :W+(τ) ⊆ Rk+ → R≥0 is
piecewise linear.
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Figure 6: The space K for a train path p
Proof. Let R1, . . . Rk be the rectangles used in the construction of φτ (µ) as
described above. Associate a copy of Rij to each branch e
ǫj
ij
in p, and glue Rij
to Rij−1 and Rij+1 using the described identifications. Denote the identification
space K. Then pˆ(µ) is the width of the largest rectangle which fits in K with
edges parallel to the edges of each Rij . This is clearly a piecewise linear function
of the widths of the rectangles (observe that pˆ(µ) is the measure of leaves that
pass along the shaded rectangle in Figure 6).
Remark 2.11. Note that Lemma 2.10 implies that pˆ :W+(τ) ⊆ Rk+ → R≥0 is
linear in a neighbourhood of any measure for which the prongs of pre-foliation
F∗ are not connected.
Definitions 2.12. Let τ be a train track on Dn and An ⊂ Dn be the set of
Dynnikov arcs αi (1 ≤ i ≤ 2n−4) and βi (1 ≤ i ≤ n−1). A standard embedding
of τ in Dn with respect to An satisfies the following:
• each branch ei of τ is tight (that is ei doesn’t bound any unpunctured
disk with any Dynnikov arc)
• the arcs αi (1 ≤ i ≤ 2n− 4) and βi (1 ≤ i ≤ n− 1) do not pass through
the switches of τ .
We shall always take a standard embedding of a given train track τ as
described in Definitions 2.12 throughout the text.
We say that a train path p in τ is non-tight with respect to a Dynnikov arc γ
if some subarc of p together with some subarc of γ bounds a disk containing
no punctures. For each Dynnikov arc γ write Πγ for the set of all train paths
13
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which are non-tight with respect to γ. There is a partial order ≤ on Πγ defined
as follows: p1 ≤ p2 if p1 is a subpath of p2. We define Π′γ ⊆ Πγ as the subset
of minimal train paths with respect to the relation ≤. Then any minimal non-
tight train path p ∈ Π′γ is the concatenation p = δ1δ2δ3 of three paths (not train
paths) where δ2 is the subarc bounding a disk with some subarc of γ and δ1 and
δ3 are contained in single branches of τ (Figure 7).
Lemma 2.13. Let τ be a train track. Then, the change of coordinate function
L :W+(τ)→ Sn is piecewise linear.
Proof. Given a Dynnikov arc γ and the branches {e1, . . . , ek} of τ (standardly
embedded) let ni be the number of intersections of ei with γ. To compute µ(γ)
we need to subtract the measure on all independent train paths which form a
loop with γ. The only condition is that a train path should not be a subpath
of another (two train paths neither of which is a subpath of the other define
disjoint packets of leaves except perhaps their boundary leaves).
Thus the measure µ(γ) of γ is given by
µ(γ) =
k∑
i=1
niµ(ei)− 2
∑
p∈Π′γ
pˆ(µ).
We know that any p ∈ Π′γ is of the form eǫ1i1 p˜eǫ2i2 , where eǫ1i1 and eǫ2i2 cross
γ (ei1 contains δ1 and ei2 contains δ3). Note that p˜ cannot contain the same
branch with the same orientation twice since then it would contain a non-trivial
loop which is impossible (a non-tight train path which contains a non-trivial
loop is not minimal). Hence µ(γ) is piecewise linear since Π′γ is finite and for
each of these train paths pˆ(µ) is piecewise linear by Lemma 2.10. Therefore the
map W+(τ)→ Sn is piecewise linear.
Next, we shall illustrate Lemma 2.13 in the following example:
Example 2.14. Consider the 4-braid β = σ1σ2σ
−1
3 on D4. A standard em-
bedding of the invariant train track τ of β with respect to Dynnikov arcs is as
depicted in Figure 8. Let a, b, c, d and m1,m2,m3,m4,m5,m6,m7 denote the
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Figure 9: pˆ1(µ) = m6 on the left and pˆ1(µ) = b/2 on the right
measures on the main and infinitesimal branches of τ . We first observe that the
measures on the infinitesimal branches of τ are determined by a, b, c, d since the
switch conditions give
m1 = a/2, m2 = b/2, m3 = (c+ d)/2, m4 = d/2
m5 = (a+ b− c)/2, m6 = (b+ c− a)/2, m7 = (a+ c− b)/2.
Since Dn − τ only has an unpunctured trigon and punctured monogons, τ is
complete and rank(τ) = 4. We shall find the change of coordinate function
(a, b, c, d) 7→ (a1, a2, b1, b2) from train track coordinates to Dynnikov coordi-
nates.
We have β1 = a, β2 = c and β3 = d since Π
′
βi
= ∅ for i = 1, 2, 3. Hence,
b1 =
a− c
2
and b2 =
c− d
2
.
We also have Π′α1 = Π
′
α3
= ∅, and Π′α2 = {p1}, Π′α4 = {p2} where p1 and p2
15
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are as depicted in Figure 8.
We observe from Figure 9 and Figure 10 that
pˆ1(µ) = min(m2,m6) and pˆ2(µ) = min(d,m3)
We have that
α1 = m2 = b/2 and α2 = m2 + c− 2pˆ1(µ).
Hence
α2 =
b
2
+ c−min(b, b+ c− a) = max(a, c)− b
2
,
and so,
a1 =
α2 − α1
2
=
max(a, c)− b
2
Similar computations give a2 =
α4−α3
2 =
max(−c,−d)
2 , and hence we get
(a1, a2, b1, b2) =
(
max(a, c)− b
2
,
max(−c,−d)
2
,
a− c
2
,
c− d
2
)
.
2.3 The spectrum of a Dynnikov matrix and a train track
transition matrix
The aim of this section is to compare the spectra of Dynnikov matrices with the
spectra of the train track transition matrices of β ∈ Bn.
Case 1: (Fu, µu) has only unpunctured 3-pronged and punc-
tured 1-pronged singularities
Let β ∈ Bn be a pseudo -Anosov braid with unstable invariant foliation (Fu, µu)
and an invariant train track τ with transition matrix T . Let (Fu, µu) have only
unpunctured 3-pronged and punctured 1-pronged singularities.
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Proof of Theorem 1.5. Since (Fu, µu) has only unpunctured 3-pronged and
punctured 1-pronged singularities, τ is complete. That is, W+(τ) has dimen-
sion 2n − 4. Therefore, MF(τ) is a chart on MFn [11, 12]. By Lemma 2.6,
the eigenvector v associated with the dilatation λ > 1 is a transverse measure
on τ with (Fu, µu) = φτ (v). Furthermore, the entries of v are strictly pos-
itive. Therefore, W+(τ) and MF(τ) are neighbourhoods of v and (Fu, µu)
respectively. Construct the pre-foliation F∗ from τ as described in Section 2.1.
Because none of the prongs of the pre-foliation F∗ are connected by Lemma
2.6, it follows from Remark 2.11 that there is a neighbourhood U of v ∈ W+(τ)
on which the change of coordinate function L = ρ ◦ φτ from train track coor-
dinates to Dynnikov coordinates is linear. Write R = L(U) ⊆ Sn which is a
neighbourhood of L(v). We have the following commutative diagram:
W+(τ) T−−−−→ W+(τ)
φτ
y φτy
MF(τ) β−−−−→ MF(τ)
ρ
y ρy
R ⊆ Sn F−−−−→ Sn
Then F |R = D = L ◦ T ◦ L−1 is linear and isospectral to T .
Proof of Lemma 1.7. Let {ei}1≤i≤N be the oriented branches of τ . Take
a copy e′i of each ei and endow it with the opposite orientation. The lifted
train track τ˜ is obtained by gluing together the branches ei and e
′
i following the
pattern of the original train track τ , but in such a way that the orientations
of all of the branches at each switch are consistent. By construction, the edge
path f˜(ei) is obtained from the edge path f(ei) by replacing each occurence
of ej with e
′
j ; and similarly, the edge path f˜(e
′
i) is obtained from the edge
path f(ei) by replacing each occurence of ej with e
′
j. Let Aij be the number of
occurences of ei in f˜(ej) (that is, the number of occurences of ei in f(ej)), which
by construction is equal to the number of occurences of e′i in f˜(e
′
j); and let Bij
be the number of occurences of e′i in f˜(ej) (that is, the number of occurences
of ei in f(ej)), which by construction is equal to the number of occurences of ei
in f˜(e′j). Hence the lifted transition matrix T˜ is of the form
T˜ =
(
A B
B A
)
,
where A+ B = T (and we have restricted to the main branches ei (1 ≤ i ≤ k)
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and their copies e′i). Hence we have
χ(T˜ ) =
∣∣∣xI2k − T˜ ∣∣∣ =
∣∣∣∣ xIk −A −B−B xIk −A
∣∣∣∣ =
∣∣∣∣ xIk −A xIk − T−B xIk − T
∣∣∣∣
=
∣∣∣∣ xIk −A+B 0k−B xIk − T
∣∣∣∣
= |xIk −A+B| |xIk − T |
That is, the set of eigenvalues of T˜ is the union of the set of eigenvalues of T
and the set of eigenvalues of A−B. It remains to show that the eigenvalues of
A−B are roots of unity.
Now for each m ≥ 1, let A(m)ij denote the number of occurences of ei in
fm(ej), and B
(m)
ij denote the number of occurences of ei in f
m(ej). A straight-
forward induction shows that the matrix A(m) is the sum of all products of m
copies of A and B having an even number of Bs, and B(m) is the sum of
all products of m copies of A and B having an odd number of Bs: therefore
A(m) − B(m) = (A − B)m. Let m be such that fm fixes all of the prongs of τ .
Then for each ei, the initial and terminal points of ei and of f
m(ei) are the
same. Since each real branch disconnects τ , it follows that A
(m)
ij = B
(m)
ij for all
i 6= j, and A(m)ii = B(m)ii +1 for all i (the number of times that fm(ei) crosses ei
in the positive direction is one more than the number of times it crosses in the
negative direction). That is
(A−B)m = A(m) −B(m) = Id,
so that all of the eigenvalues of A−B are roots of unity as required.
Corollary 2.15. Let [f ] ∈ MCG(Dn) be a pseudo -Anosov isotopy class with
unstable invariant foliation (Fu, µu) and dilatation λ > 1. Let τ be any complete
invariant train track with associated transition matrix T . Then T and D are
isospectral up to roots of unity and zeros.
Proof. If f : Dn → Dn is a pseudo -Anosov homeomorphism it lifts to a pseudo -
Anosov homeomorphism f˜ : M → M where M is the orientation double
cover [19]. Pick a regular invariant train track τr and an arbitrary invariant
train track τ of f : Dn → Dn with associated transition matrices Tr and T .
Given two matrices A and B, write A ∼ B if A and B are isospectral up to
roots of unity and zeros. Then, D ∼ Tr by Theorem 1.5, Tr ∼ T˜r by Lemma
1.7, T˜r ∼ T˜ by Theorem 1.6 and T˜ ∼ T by Lemma 1.7. Therefore, D ∼ T .
Example 2.16. The 4-braid β = σ1σ
−1
2 σ
3
3σ2σ1σ
−1
2 has an invariant train track
as depicted in Figure 11 with associated transition matrix
T =


2 0 2 1
2 0 3 1
1 1 2 0
1 0 4 0

 ,
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and the coordinates of the eigenvector of T corresponding to the Perron-Frobenius
eigenvalue λ = 4.61158 are given by
(0.50135, 0.59215, 0.41871, 0.47190).
(Fu, µu) is in the interior of a Dynnikov region R and the action on this
region is given by the Dynnikov matrix
D =


5 −2 3 1
3 0 1 −2
1 −1 1 1
1 1 0 −2

 .
Both D and T have spectrum
{1 +
√
2±
√
2 + 2
√
2, 1−
√
2± i
√
2
√
2− 2}.
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Figure 11: Invariant train track for σ1σ
−1
2 σ
3
3σ2σ1σ
−1
2
Case 2: (Fu, µu) has singularities other than punctured 1-
pronged and unpunctured 3-pronged singularities
This section studies the case where the invariant unstable measured foliation
(Fu, µu) has other than punctured 1-pronged and unpunctured 3-pronged sin-
gularities. In this case τ is not complete and since rank(τ) < 2n − 4, MF(τ)
does not define a chart on MFn. We shall study this case considering the two
possibilities: first, where the prongs of the invariant foliations are fixed by β;
and second, where they are permuted non-trivially.
If β fixes the prongs, we shall see that every Dynnikov matrix is isospectral
to T up to some eigenvalues 1. If β permutes the prongs non-trivially, then for
some power m, βm fixes the prongs and it follows that every Dynnikov matrix
for βm is isospectral to Tm up to some eigenvalues 1 and zeros.
However, since the induced action of βm on PSn is a product of several
Dynnikov matrices, we can not conclude in the permuted prongs case that a
Dynnikov matrix Di and T are isospectral up to roots of unity.
The main tool to prove our results will be to extend non-complete train
tracks to those which are complete. We shall use two basic moves pinching and
diagonal extension [11, 12] as described as follows.
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Definition 2.17 (Pinching unpunctured t-gons). Let τ be a train track
with an unpunctured t-gon P , where t ≥ 4. Let e1, . . . , et denote the (infinites-
imal) edges of P . Pinching across ei is a move which constructs a new train
track τ ′ > τ by pinching together the two edges ei−1 and ei+1 adjacent to ei1.
See Figure 12. The train track τ ′ has three additional edges denoted e′i−1, e
′
i+1
and ǫ: in place of the t-gon P it has a (t − 1)-gon and a trigon. The function
ψei :W(τ)→W(τ ′) is defined as follows.
If w = (w1, . . . , wt, wt+1, . . . , wk) ∈ W(τ), then ψei(w) gives weights wi−1
to e′i−1, wi+1 to e
′
i+1, wi−1 + wi+1 to ǫ and wj to ej for 1 ≤ j ≤ k. We remark
that if every component of w is positive, then the same is true for ψei(w).
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Figure 12: Pinching move (across e2) on an unpunctured 5-gon
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Figure 13: Pinching move (of e1) on a punctured bigon and a punctured trigon
Definition 2.18 (Pinching punctured t-gons). Let τ be a train track with
a punctured t-gon P where t ≥ 2. Let e1, . . . , et denote the (infinitesimal) edges
of P . Pinching of ei is a move which constructs a new train track τ
′ > τ by
pinching ei to itself around the puncture as depicted in Figure 13. The train
track τ ′ has three additional edges denoted ǫ, e′i, e
′′
i : in place of the punctured
t-gon, it has an unpunctured (t+ 1)-gon and a punctured monogon.
The function ψei :W(τ)→W(τ ′) is given as follows.
If w = (w1, . . . , wt, wt+1, . . . wk) ∈ W(τ), ψei(w) gives weights 2wi to ǫ, wi to
e′i and e
′′
i , and wj to ej for 1 ≤ j ≤ k. We remark again that if every component
of w is positive, then the same is true for ψei(w).
1Here and in what follows, indices are taken modulo t
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Definition 2.19. We say that a complete train track τp on Dn is a pinching
of τ if it is constructed from τ by a sequence of pinching moves.
Remark 2.20. Given a train track τ , pinching each punctured t-gon with t ≥ 2
yields a train track with only punctured monogons and unpunctured t-gons for
t ≥ 3. Pinching each unpunctured t-gon t− 3 times then yields a pinching of τ .
Observe that there are many different pinchings of τ (Figure 14). The main
result about pinched train tracks in Lemma 2.25 doesn’t depend on the choice
of pinching.
PSfrag replacements
e′1
e′2e
′
3 e
′
4
e1
e1
e1
e2
e2
e2
e3
e3
e3
e4
e4
e4
v1
v1
v1
v2
v2
v2
v3
v3
v3
v4
v4
v4
Figure 14: Two different pinchings of an unpunctured 4-gon
Therefore, pinching constructs a complete train track τp from a non-complete
one τ in such a way that τ < τp, with the important feature that a strictly
positive measure on τ induces a strictly positive measure on τp. Hence,MF(τp)
defines a chart on MFn which contains (Fu, µu) in its interior. However, it
should be noted that if τ is an invariant train track for β, τp will not be invariant
unless relevant prongs of (Fu, µu) are fixed by β. Therefore, we need a set of
charts that fit nicely in MF(τp) with the property that the action in each of
them is described explicitly.
We shall use the diagonal extension move to describe such charts. Diagonal
extension gives a collection of diagonally extended train tracks τi in such a way
that τ < τi. The disadvantage of diagonal extension is that a strictly positive
measure on τ induces zero measure on the additional branches of τi and hence
(Fu, µu) is on the boundary of eachMF(τi). However, Lemma 2.25 gives that
the charts MF(τi) fit together nicely and have union MF(τp): moreover for
each i there is some j such that β(MF(τi)) =MF(τj), and this action can be
simply described with respect to appropriate bases.
Definition 2.21 (Diagonal extension on unpunctured t-gons). Let τ be
a train track with an unpunctured t-gon P where t ≥ 4. Let v1, . . . , vt denote
the vertices of P . Diagonal extension of P is a move which constructs a new
train track τ ′ > τ by adding t − 3 branches (with disjoint interiors) inside P
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such that each additional branch joins two non-consecutive vertices vi and vj
and is tangent to the (infinitesimal) edges of P at these vertices. See Figure 15.
The train track τ ′ has t− 3 additional edges denoted ǫij for appropriate choices
of i and j with |i−j| > 1: in place of the t-gon, it has t−2 unpunctured trigons.
The function ψ :W(τ)→W(τ ′) is given as follows.
If w = (w1, . . . , wk) ∈ W(τ), ψ(w) gives zero weights to each ǫij , and weight
wi to ei for 1 ≤ i ≤ k.
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Figure 15: Diagonal extension on an unpunctured 5-gon
Definition 2.22 (Diagonal extension on punctured t-gons). Let τ be a
train track with a punctured t-gon P where t ≥ 2. Let v1, . . . , vt denote the
vertices of P . Diagonal extension of P is a move which constructs a new train
track τ ′ > τ by first adding a branch ǫii which encircles the puncture with both
end points at a single vertex vi (so that P is divided into a punctured monogon
and an unpunctured (t+ 1)-gon); and then adding t− 2 additional branches to
divide the (t+1)-gon into t−1 trigons as in the unpunctured case. See Figure 16.
The train track τ ′ therefore has a punctured monogon and t − 1 unpunctured
trigons in place of the punctured t-gon P . The function ψ : W(τ) → W(τ ′) is
given as follows.
If w = (w1, . . . , wk) ∈ W(τ), ψ(w) gives weight wj to ej for 1 ≤ j ≤ k, and
weight zero to the other edges.
Definition 2.23. We say that a complete train track τ ′ on Dn is a diagonal
extension of τ if it is constructed from τ by a sequence of diagonal extensions.
We write τ1, τ2, . . . , τξ to denote the different diagonal extensions of τ .
Remark 2.24. Note that the number of diagonal extensions of an unpunctured
t-gon is ξ = ct−2 where
ct =
(
2t
t
)
−
(
2t
t− 1
)
is the tth Catalan number, since the Catalan number gives the number of differ-
ent ways to divide a polygon into triangles by joining its vertices with additional
edges.
Similarly, the number of diagonal extensions of a punctured t-gon is ξ =
t · ct−1: after adding the encircling branch ǫii at vertex vi (t choices), P is
divided into an unpunctured (t+1)-gon and a punctured monogon. Since there
22
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Figure 16: Diagonal extension on a punctured bigon and a punctured trigon
are ct−1 different ways to divide an unpunctured (t + 1)-gon into triangles the
result follows.
Given a train track τ , let G denote the set of unpunctured polygons of τ ,
and given P ∈ G write nP for the number of vertices of P . Similarly, let G′
denote the set of punctured polygons of τ , and given P ∈ G′ write nP for the
number of vertices of P . Then the number of diagonal extensions of τ is given
by
ξ =
(∏
P∈G
cnP−2
)
·
( ∏
P∈G′
nP · cnP−1
)
.
ξ can be large for relatively simple train tracks and hence there can be many
Dynnikov regions for braids on relatively few strings
It will be seen from the proof of Theorem 2.25 that there is a unique Dyn-
nikov region that corresponds to a diagonal extension τi of τ . Therefore, it
follows that the number of Dynnikov regions is bounded above by the number
of diagonal extensions of τ (which is given by the formula above).
Since each pinching τp and diagonal extension τi of τ is complete, they
define charts onMFn. The following key lemma describes how these charts fit
together.
Lemma 2.25. Let τ be a regular invariant train track for β with associated
matrix T : W(τ) → W(τ). Let τp be a pinching of τ , and let τ1, . . . , τξ denote
the diagonal extensions of τ . Then,
i.
⋃
1≤i≤ξ
MF(τi) =MF(τp).
ii. If i 6= j, then MF(τi) and MF(τj) intersect only on their boundaries.
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iii. For each i there is some j such that β(MF(τi)) =MF(τj), and the induced
action of β :W(τi)→W(τj) is given by a matrix of the form
T˜ =
[
T X
0 Id
]
with respect to an appropriate choice of bases of W(τi) and W(τj).
iv. For each i, the change of coordinate function ρ◦φτi :W+(τi)→ Sn is linear
in a neighbourhood in W+(τi) of vu = φ−1τi (Fu, µu).
Proof. Assume first that every component of Dn − τ is a punctured mono-
gon or unpunctured trigon, except for one unpunctured t-gon P (t ≥ 4). Let
v1, v2, . . . , vt denote the vertices of P . Let τp be a pinching of τ and N denote
a regular neighbourhood of the pinched t-gon. Let a1, . . . , at denote the gates
of N (that is, the components of the subset of ∂N which is not comprised of
leaves). See Figure 17.
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Figure 17: The regular neighbourhood N of a pinched unpunctured 5-gon
To each (F , µ) ∈ MF(τp) we associate the collection of two element sets
{j, k} (|j − k| > 1) such that (F , µ) has a leaf which enters N through aj and
exits through ak. Denote this label set Γ(F , µ) and observe that the cardinality
|Γ(F , µ)| ≤ t− 3 since leaves don’t cross.
Similarly, to each diagonal extension τi of τ , we associate the two element
sets {j, k} such that τi has a branch joining vj to vk. Denote this label set ∆(τi).
It is clear that (F , µ) ∈MF(τi) if and only if Γ(F , µ) ⊆ ∆(τi).
If |Γ(F , µ)| = t− 3, then there is a unique τi with Γ(F , µ) = ∆(τi); while if
|Γ(F , µ)| < t− 3 then there are several τi with Γ(F , µ) ⊂ ∆(τi) and for each of
these τi, φ
−1
τi
(F , µ) has some zero coordinates (see Figure 18). This establishes
that
i. MF(τp) ⊆
ξ⋃
i=1
MF(τi); and
ii. If τi 6= τj , then MF(τi) andMF(τj) can only intersect along their bound-
ary.
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Figure 18: If Γ(F , µ) = {{2, 5}}, then (F , µ) ∈ MF(τ1) ∩MF(τ2).
To show that
ξ⋃
i=1
MF(τi) ⊆ MF(τp), we observe that any two vertices of
the pinched polygon of τp can be connected by a smooth path in τp and hence
if (F , µ) is carried by any τi, it is also carried by τp.
Next assume that every component of Dn − τ is a punctured monogon or
unpunctured trigon, except for one punctured t-gon P (t ≥ 2). Let v1, v2, . . . , vt
denote the vertices of P . Let τp be a pinching of τ and N denote a regular
neighbourhood of the pinched t-gon. Label the gates a1, . . . , at of N in anti-
clockwise cyclic order and let li (1 ≤ i ≤ t) denote the leaf of (F , µ) in ∂N
which joins ai−1 to ai. See Figure 19.
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Figure 19: The regular neighbourhood N of a pinched punctured trigon
The label set Γ(F , µ) of a measured foliation (F , µ) ∈MF(τp) will consist of
pairs (j, k) ∈ {1, . . . , t}×{1, . . . , t}. This contrasts with the case for unpunctured
t-gons, since there are two possible paths for leaves joining the gates aj and ak,
one on each side of the puncture. To describe this label set, first orient each
gate ai and each leaf li anticlockwise around ∂N . Then (j, k) ∈ Γ(F , µ) if and
only if
• there is a leaf segment L of (F , µ) in N which joins aj to ak;
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• when L is oriented from aj to ak, the oriented loop consisting of L and a
subset of ∂N bounds a disk containing the puncture in its interior; and
• k 6= j + 1 (we don’t include leaves which must necessarily be part of N).
See Figure 20. Notice that (j, j) ∈ Γ(F , µ) if and only if the leaf from the 1-
pronged singularity exits N through aj . Of course, it is possible that this leaf
doesn’t exit N (e.g. if (F , µ) = (Fu, µu)). Also, observe that the cardinality
|Γ(F , µ)| ≤ t− 1 since leaves don’t cross.
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Figure 20: The label set Γ(F , µ) is given by {(1, 1), (1, 5), (1, 4), (2, 4)}.
To describe the label set ∆(τi) for a diagonal extension τi of τ , we label the
vertices v1, . . . , vt of P in the anticlockwise cyclic order and put arrows on the
edges of P pointing from vj to vj+1. For each additional branch, we place an
arrow on the branch so that the loop composed of the branch and of edges of
P which encloses the puncture is oriented consistently. Then ∆(τi) is the set
of pairs (j, k) such that there is an additional branch from vj to vk. See Figure
21. It is clear that (F , µ) ∈MF(τi) if and only if Γ(F , µ) ⊆ ∆(τi).
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Figure 21: The label set ∆(τi) is given by {(1, 1), (1, 5), (1, 4), (2, 4)}
If |Γ(F , µ)| = t− 1, then there is a unique τi with Γ(F , µ) = ∆(τi), while if
|Γ(F , µ)| < t− 1 then there are several τi with Γ(F , µ) ⊂ ∆(τi) and for each of
these τi, φ
−1
τi
(F , µ) has some zero coordinates. See Figure 22.
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Figure 22: If Γ(F , µ) = {(3, 3)}, then (F , µ) ∈ MF(τ1) ∩MF(τ2).
This establishes that
i. MF(τp) ⊆
ξ⋃
i=1
MF(τi); and
ii. If τi 6= τj , then MF(τi) andMF(τj) can only intersect along their bound-
ary.
To show that
ξ⋃
i=1
MF(τi) ⊆ MF(τp), we observe that any two vertices of the
pinched polygon of τp can be connected by a smooth path in τp and hence if
(F , µ) is carried by any τi, it is also carried by τp.
Therefore, we have proved the first two statements of the lemma in the
case where τ has only one polygon which is not a punctured monogon or an
unpunctured trigon. For the general case, we argue for each punctured and
unpunctured polygon of τ in the same way as above and observe that if (F , µ) ∈
MF(τp), then there is a diagonal extension τi of τ so that (F , µ) ∈ MF(τi).
Conversely, if (F , µ) ∈ MF(τi) for some diagonal extension τi of τ , then (F , µ) ∈
MF(τp) since any two vertices of each pinched polygon of τp can be connected
by a smooth path. Also, if (F , µ) is carried by two diagonal extensions τi and τj ,
then φ−1τi (F , µ) has some zero coordinates from the argument above and henceMF(τi) and MF(τj) can only intersect along their boundary.
For the proof of the third statement, we first note that β permutes the
vertices of τ . Hence, given a diagonal extension τi of τ , the permutation on
the vertices of τ sends each additional branch of τi onto another additional
branch, and so gives another diagonal extension τj of τ . Therefore, we have
β(MF(τi)) = MF(τj). Then, β : W+(τi) → W+(τj) is described by the
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matrix
T˜ =
[
T X
0 Id
]
with respect to the natural coherent choice of bases of W+(τi) and W+(τj).
We remark that if all components of Dn − τ are odd-gons then W+(τi) and
W+(τj) have bases consisting of weights on the main branches of τ and the
additional branches and hence X is zero. If Dn− τ has an even-gon then X can
be non-zero since the bases of W+(τi) and W+(τj) consists of weights on edges
which includes infinitesimal and additional ones. For some main branch ek of
τi, the corresponding weight wk is the sum of weights on some infinitesimal and
additional branches and f(ek) may cover some basis elements.
For the fourth statement, we recall from (the proof of) Lemma 2.13, that
the fact that each change of coordinates from train track coordinatesW+(τi) to
Dynnikov coordinates is only piecewise linear is a consequence of the piecewise
linearity of the function pˆ :W+(τi)→ R+, where pˆ is a minimal non-tight train
path with respect to some Dynnikov arc. The function pˆ makes a transition
from one linear region to another at measures for which some leaf which follows
the train path p connects two singularities (see the proof of Lemma 2.10).
At vu = φ−1τi (Fu, µu) ∈ MF(τi) there are several such leaves connecting
singularities but the choice of diagonal extension τi is precisely a choice of the
relative configurations of these leaves when the connection between singularities
are broken, and therefore L :W+(τi)→ Sn is linear near vu.
Next we shall prove that when β fixes the prongs of τ , then every Dynnikov
matrix is isospectral to T up to some eigenvalues 1.
Proof of Theorem 1.8. Let τp be a pinching of τ and τi (1 ≤ i ≤ ξ)
be the diagonal extensions of τ . Since each strictly positive measure on τ
induces a strictly positive measure on τp, W+(τp) and MF(τp) are neigh-
bourhoods of vu and (Fu, µu) respectively. Furthermore, by Lemma 2.25,⋃
1≤i≤ξ
MF(τi) = MF(τp) and for i 6= j, MF(τi) and MF(τj) intersect only
on their boundaries. Since β fixes the prongs at all singularities other than
unpunctured 3-pronged and punctured 1-pronged singularities, for each τi we
have β(MF(τi)) = MF(τi) and the induced action β : W+(τi) → W+(τi) is
given by the matrix
T˜ =
[
T X
0 Id
]
.
By the fourth statement of Lemma 2.25, ρ ◦ φτi : W+(τi) → Sn is linear in a
neighbourhood inW+(τi) of vu = φ−1τi (F , µ). Therefore, for each τi we have the
following commutative diagram:
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W+(τi) T˜−−−−→ W+(τi)
φτi
y φτiy
MF(τi) β−−−−→ MF(τi)
ρ
y ρy
Sn F−−−−→ Sn
where the change of coordinate function Li = ρ◦φτi is linear in a neighbourhood
Ui ⊆ W+(τi) of vu. Let (au, bu) denote the Dynnikov coordinates of (Fu, µu).
For each 1 ≤ i ≤ ξ, write Ri = Li(Ui): by the above,
⋃
1≤i≤ξ
Ri is a neighbour-
hood of (au, bu). Then in Ri, Di = F |Ri = Li ◦ T˜ ◦L−1i is linear and isospectral
to T up to some eigenvalues 1. These matrices Di (1 ≤ i ≤ ξ) are precisely the
Dynnikov matrices for β ∈ Bn.
In fact, the proof of Theorem 1.9 shows that if Dn − τ has only odd-gons
all of the Dynnikov matrices are equal and hence there is only one Dynnikov
region in the fixed-pronged case.
Proof of Theorem 1.9. We use the notation in the proof of Theorem 1.8. Let
k = rank(τ) and N = 2n− 4 be the dimension of Sn. We first note that each
Li is of the form (L|Xi) for some fixed N × k matrix L, where L is the change
of coordinates from W+(τ) to Sn on the hyperplane MF(τ). Then each L−1i
is of the form
(
A
Yi
)
for some fixed k × N matrix A which gives the change of
coordinates from the k-dimensional subspace of Sn corresponding toMF(τ) to
W+(τ). Therefore we have,
L−1i Li =
(
A
Yi
)
(L|Xi)
Since L−1i Li = Id , AXi and YiL are zero matrices for all i. It follows that for
any i, j we have
L−1j Li =
[
Idk 0
0 Pij
]
.
for some (N −k)× (N −k) matrix Pij . In particular, L−1j Li commutes with
T˜ =
[
T 0
0 Id
]
.
Hence, Di = LiT˜L
−1
i = Lj T˜L
−1
j = Dj for all i and j.
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Corollary 2.26. Let β ∈ MCG(Dn) be a pseudo -Anosov braid with unstable
invariant foliation (Fu, µu) and dilatation λ > 1. Let τ be any invariant train
track with associated transition matrix T . If β fixes the prongs at all singular-
ities other than unpunctured 3-pronged and punctured 1-pronged singularities,
then any Dynnikov matrix is isospectral to T up to roots of unity and zeros. Fur-
thermore, if Dn − τ consists of only odd-gons then there is a unique Dynnikov
matrix.
Example 2.27. Consider the 4-braid γ = σ21σ
2
2σ1σ2σ
2
3σ2σ
4
1σ2σ
2
1σ
2
3σ2σ1. γ has
Dynnikov matrix (as given by the Dynn.exe program [8])
D =


17 0 12 4
28 1 20 6
24 0 17 4
0 0 0 1


and transition matrix
T =
[
5 8 4
12 21 8
12 20 9
]
associated to the invariant train track τ depicted in Figure 23. T has spec-
trum {1, 17± 12√2} and the eigenvector vu corresponding to the largest eigen-
value λ = 17 + 12
√
2 is (1, 1 +
√
2, 1 +
√
2). That is,
vu = φ−1τ (Fu, µu) = (1, 1 +
√
2, 1 +
√
2).
Since Dn − τ contains a punctured bigon, τ is not complete and we have
rank(τ) = 3. Pinching across an edge of the punctured bigon gives a complete
pinched train track τp. We depict a standard embedding of τp with respect to
the Dynnikov arcs in Figure 24. Since γ fixes the prongs of τ , the transition
matrix associated to τp is given by
Tp =


5 8 4 0
12 21 8 0
12 20 9 0
x y z 1


for some x, y, z which will be determined later as x = 2, y = 3, z = 1.
We now compute the change of coordinate function L : W+(τp) → S4 in a
neighbourhood of vu. First observe that β1 = a, β2 = b, β3 = c. Therefore,
b1 =
a− b
2
and b2 =
b− c
2
.
We have α1 =
a+b
2 , α3 =
b+c
2 − d. Since α2i−1 + α2i = max(βi, βi+1) we have,
α2 = max(a, b)− a+ b
2
and α4 = max(b, c)− b+ c
2
+ d.
Since b > a at vu, α2 =
b−a
2 and
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Figure 23: Invariant train track for γ
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Figure 24: A standard embedding of the pinched train track τp
α4 =
{
b−c
2 + d b ≥ c
c−b
2 + d b ≤ c
so a1 = −a2 and
a2 =
α4 − α3
2
=
max(b, c)
2
− b+ c
2
+ d =
{
d− c2 b ≥ c
d− b2 b ≤ c
Therefore, when b ≥ c, L :W+(τp)→ Sn is given by
L1 =


−1/2 0 0 0
0 −1/2 0 1
1/2 −1/2 0 0
0 1/2 −1/2 0

 ,
and when b ≤ c, L :W+(τp)→ Sn is given by
L2 =


−1/2 0 0 0
0 0 −1/2 1
1/2 −1/2 0 0
0 1/2 −1/2 0

 .
The Dynnikov matrices of β are therefore D1 = L1TpL
−1
1 and D2 = L2TpL
−1
2 .
Using
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Figure 25: Diagonal extensions of τ
Tp =


5 8 4 0
12 21 8 0
12 20 9 0
x y z 1

 ,
we compute that, for both i = 1 and i = 2, Di is given by
Di =


17 0 12 4
40 − 2 x− 2 y − 2 z 1 28 − 2 y − 2 z 8 − 2 z
24 0 17 4
0 0 0 1

.
Therefore, there is a unique Dynnikov matrix D as expected by Theorem
1.9. Comparing the second row of Di with the known Dynnikov matrix D gives
x = 2, y = 3, z = 1 as claimed above. The spectrum of Tp and D is
{1, 1, 17± 12
√
2}.
Figure 25 depicts the two possible diagonal extensions τ1 and τ2 of τ . Ob-
serve that, given (F , µ) ∈ MF(τp), (F , µ) ∈ MF(τ1) if and only if b ≥ c, and
(F , µ) ∈ MF(τ2) if and only if c ≥ b, corresponding to the two linear regions
in the above coordinate change.
Question 2.28. Let β ∈ Bn be a pseudo -Anosov braid with unstable invariant
foliation (Fu, µu), dilatation λ > 1 and regular invariant train track τ having
transition matrix T . If β permutes the prongs of (Fu, µu) non-trivially, is every
Dynnikov matrix Di isospectral to T up to roots of unity?
The claim in Question 2.28 has been confirmed with a wide range of exam-
ples. The difficulty which arises in this case is explained in Remark 2.29.
Remark 2.29. Let τi be the diagonal extensions of τ 1 ≤ i ≤ ξ. When
β permutes the singularities of (Fu, µu) non-trivially we have β(MF(τi)) =
MF(τi+1) for each 1 ≤ i ≤ ξ and the induced action β : W(τi) → W(τi+1) is
given by the matrix
T˜ =
[
T 0
0 Id
]
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with respect to the above choice of bases of W(τi) and W(τi+1). We therefore
have the commutative diagram for each i:
W+(τi) T˜−−−−→ W+(τi+1)
φτi
y φτi+1y
MF(τi) β−−−−→ MF(τi+1)
ρ
y ρy
Sn F−−−−→ Sn
where Li = ρ◦φτi is linear in a neighbourhood Ui of vu inW+(τi). For 1 ≤ i ≤ ξ,
letRi = Li(Ui) and (au, bu) denote the Dynnikov coordinates of (Fu, µu). Then,⋃
1≤i≤ξ
Ri is a neighbourhood of (au, bu), and in Ri the Dynnikov matrices are
given by Di = F |Ri = Li+1 ◦ T˜ ◦L−1i . Therefore the spectrum of Di (1 ≤ i ≤ ξ)
for β ∈ Bn does not have an obvious interpretation.
Note that when β permutes the prongs of (Fu, µu) non-trivially, then for
some m ∈ Z+, βm fixes the prongs. The transition matrix for βm on a diagonal
extension of τ is of the form
T ′ =
[
Tm 0
0 Id
]
.
By Theorem 1.9 the Dynnikov matrices for βm are the same and isospectral
to Tm up to some eigenvalues 1.
3 A comparison with known algorithms
The main reasons that our method works much faster than the train track ap-
proach are: first, because of the simple way we put global coordinates onMFn;
and second, because it is easy to find the Dynnikov coordinates of [Fu, µu] on
PMFn numerically since it is a globally attracting fixed point of the induced
action. In addition, the method is more transparent since it relies on algebraic
calculations rather than on understanding the image of a train track under the
action of an isotopy class. We encourage the reader to take a random braid and
try the two different methods using the train track and Dynnikov program [8].
To give an explicit example, let β be the 4-braid
σ−11 σ
−3
2 σ
−5
3 σ
4
1σ
−2
2 σ
−1
3 σ1σ2σ
−2
3 (σ2σ
−2
3 )
19σ−81 σ
−1
3 σ
−2
1 σ
2
2σ
−1
3 σ
−1
1 σ2σ3σ1σ
−1
2 σ
−1
3 .
Using Dynn.exe program in [8] we find that β has a unique Dynnikov matrix
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given by


−68900596045753 200002959211464 146825523685804 −943752747512
−181490417757959 526825930446403 386751743244292 −2485930314639
−188609831321041 547491989409364 401923043417627 −2583447121425
76020009608848 −220669018174468 −161996823859176 1041269554295


.
which has dilatation approximately 8.6 × 1014 (entropy is ∼ 34.38). This means the
initial image edge paths have length approximately 8.6 × 1014. An edge path of this
length occupies approximately 105 GB of memory and hence the train track program
can not even start, whereas its Dynnikov matrix is found in less than a second.
Remark 3.1. We note that providing explicit bounds on the complexity of the algo-
rithm used to compute Dynnikov matrices is difficult, since we don’t know the size of
the Dynnikov regions and hence how many iterates are needed to land in it.
Finally, we remark that the method developed in this paper and in [20] can be
realized on any compact, orientable surface using for instance the well known Dehn-
Thurston coordinates [12]. The main reason we use the Dynnikov coordinates is that
it gives us a much easier calculational approach and so is particularly suitable for our
problems on the finitely punctured disk. However, it would be very interesting to
relate Dynnikov coordinates to Dehn-Thurston coordinates and generalize our results
to higher genus surfaces.
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