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Change orders occur frequently in most construction projects, where contract 
modifications that increase the contract value between 5 to 10% are expected. Changes 
occur not only because of errors and omissions, but also for other reasons such as scope 
of work changes, or changes because of unforeseen conditions encountered on the site; a 
problem which is very common in most heavy construction projects. Changes themselves 
might not cause productivity losses; in this case the damage calculation will be 
straightforward. However, changes may cause disruption in unchanged work where the 
working conditions are impacted, and as a result, lost productivity (inefficiency) is 
encountered.  
 
Delay and loss of productivity are the two main types of damages experienced by the 
contractor when the owner issues a change order. Courts have recognized Critical Path 
Method (CPM) schedule analysis as the preferred method of identifying and quantifying 
critical delays. As for the inefficiency damages, there is no way of directly measuring 
inefficiency due to its qualitative nature and the difficulty of linking the cause of the 
productivity loss to the damage. 
 
Most of the scholarly work published in this area was based on productivity data supplied 
by the contractors. The owner’s viewpoint was seldom considered; and that explains why 
there are discrepancies between what the contractor asks for and what the owner believes 
the contractor is entitled. 
 iv
 
This research focuses on analyzing the change orders and the productivity loss from 
public owner data.  The study addresses the need for a statistical model to quantify the 
change orders and the productivity loss from verifiable owner’s data such as owner’s 
daily reports, change orders, drawing, and specifications, rather than rely on contractor 
surveys.  
 
Two models are developed and validated; the first model is to quantify the percent 
increase in the contract price due to the change orders. This model will provide the owner 
with an estimate of the cost of the changed work, where it can be used for forward pricing 
or retrospective pricing of the change orders. The second is to quantify the productivity 
loss of the piping work due to the change orders. The productivity loss study analyzed 
two set of data; the first included all the predictor variables which both parties, the owner 
and the contractor, contributed to the productivity loss, and the second one included the 
predictor variables, from the legal view point, only the owner is responsible for. The 
study showed the difference between what the contractor asked for and what he is 
actually entitled.   This model can be used by both the owner and the contractor to 
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CHAPTER 1: INTRODUCTION 
 
1.1  Background 
 
Change orders are frequently encountered in any construction project. Contract 
modifications that increase the contract value from 5 to 10% are expected in most 
construction projects (Finke, 1998a). The value of construction work put in place in 
2003 was $ 870 billion (US Census Bureau).  A 5% change rate on this $ 870 billion 
means that just the direct costs of change approach $44 billion per year.  In addition 
there are other indirect costs such as higher insurance rates, delayed completion of 
projects; and lost opportunity of bidding in other projects due to extended completion; 
and so forth.  
 
 It is important to understand the types of costs in any construction projects to provide 
a good estimate of the change costs. There are two types of costs in any construction 
contract and they are fixed and variable costs. Fixed cost-items are the ones that the 
contractor purchases on a fixed-price subcontract or purchase order. The risks 
allocated in the fixed price are relatively low as the contractor has them fixed in the 
agreement between him and the owner. The risks associated with the fixed cost-items 
can be financial crisis, or a mistake done by the subcontractor that can lead to 
defective work. The variable cost-items are items such as the labor, equipment and 
overhead. The major variable risk item in any construction project is the labor as they 
are frequently the most variable cost for the contractor. The main areas of labor cost 
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increase include schedule acceleration, changes in the scope of work, project 
management, project location and external characteristics. Each of these areas has 
main subcategories that can affect the labor cost. Schedule acceleration may lead to 
overcrowding, stacking of trades, and overtime. Changes in the scope of work may 
lead to additional quantities of material, learning curve changes, delays, engineering 
errors and omissions, rework of already installed work, and changes to the plans and 
specifications. As for the management characteristics, any deficiency in this area 
might negatively affect the material and tool availability, the coordination between 
the team members, and the effectiveness of the supervision. Project location and 
external conditions include weather, altitude, availability of skilled labor and the 
economic market in the area where the project is constructed (Shawartzkoph, 1995). 
 
1.2  Productive vs. Non-Productive labor 
 
Productivity is the units of work accomplished for the units of labor expended in such 
work. The U.S. Department of Commerce defines productivity as dollars of output 
per person-hour of labor input.  Such definition does not infer that improving 
productivity is achieved through greater labor effort, yet there are many ways to 
improve productivity such as better combination of equipment and labor, more 
efficient equipment and tools, improve production management, control in adverse 
weather environments, and improving the training of the labor.  
 
According to Adrian, 1987, the two main problems in the construction industry are 
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the productivity inefficiency and the lack of productivity standards. Statistics on 
productivity in the United States published by governmental agencies or collected 
from industry standards showed that over the last ten years industrial productivity has 
increased at a rate of 2.7% annually. Compared to other countries like Japan, the rate 
of increase is 5% annually. Thus examining these numbers it is obvious that the 
United States has an overall productivity problem. U.S. Department of Commerce 
reported that although the whole industrial productivity in the U.S. is increasing at a 
rate of 2.7% annually, the construction industry productivity is improving at a rate of 
less than 1% per year. 
 
When examining the typical construction process, it is found to include about 45% 
non-productive time. This is considered a relatively high number that is attributed to 
the nature of the construction that includes variable physical environment and how 
the process of construction is unique from one project to the other.  Such high 
percentage of non-productive time affects the construction cost and estimating time. 
 
There are several factors that contribute to non-productive time namely industry 
factors, labor factors and management factors: 
 
1.2.1 Industry Related Factors 
 
1. Uniqueness of the Construction Projects: each construction 
project is unique. Owners and designers are usually seeking new 
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technologies and new ideas in every project, and thus there is a 
minimal benefit to learn for the learning curves of previous 
projects. 
2. Varied Locations: construction projects takes place at the project 
site and that involves that all the materials, labor and equipment be 
brought to the site.  
 
3. Adverse, Uncertain Weather and Seasonality: Construction 
Projects are often constructed in an open environment that affects 
the labor as well as the equipment productivity. 
 
4. Dependence one the Economy: Federal and state governments 
often use monetary policy, or tax laws to regulate construction 
activity. For instance, if the inflation is high, the government might 
cut back on building projects in an attempt to lower the pace of 
construction investment leading to a decrease in inflation.  
 
5. Lack of Research and Development (R&D): It is rare to find a 
construction company that has an R&D department and this is due 
to the competition nature of the construction where all contractors 
aim to win bids by having lower project cost. 
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1.2.2 Labor Related Factors 
 
1. High Percentage of Labor Cost:  Construction industry is a labor 
intensive one. The output of the labor, doing the same nature of 
work, is different from one crew to the other and from one time to 
the other. For instance, framing a wall over certain period of time, 
the output produced varies 34% from one hour to the next. 
 
2. Little Potential for Learning: every construction project is unique 
in design and construction method. Even within a certain project, 
the craft person do different work everyday. This may prevent 
boredom yet affects the labor productivity as it constraints the 
learning process. 
 
3. Lack of Worker Motivation: the construction field is always 
referred to as the “we /they” industry. The “we” referred to the 
contracting firm and its supervisory staff and the “they” referred to 
the craftspeople. Thus, the craftsperson might not have the pride of 
his work and might not have a good motivation to give full effort 




1.2.3 Management Related Factors 
 
Contractors are often short-sighted in their view to the project. They spend more 
money on tangible items like tools and equipment, yet they are reluctant to use 
management tools or techniques whose benefits may be harder to quantify in the short 
run. 
 
1.3  How Changes Cause Loss of Productivity 
 
Essentially every construction contract contains a “changes clause” that defines the 
process for identifying and documenting changes. The two main types of damages 
encountered by the contractor when the owner issue a change order are namely; delay 
damages and inefficiency damages. Delay might be the inevitable result of the change 
order to execute the change.  
 
A schedule delay analysis and a loss of labor efficiency analysis are not the same. 
With a loss of labor efficiency it means that it takes longer to perform a certain task. 
There need not to be a work stoppage or delay that is necessary to perform a schedule 
analysis. 
Although loss of labor productivity may result in delayed completion, loss of 
efficiency is not included as an element of delay damages. When permitted by the 
contract, both the delay damages and losses of labor efficiency can be recovered (S.L. 
Harmonet, Inc. V. Binks Mfg. Co., 587 F.Supp.1014, 1984). It is not considered 
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double recovery to receive both types of damages (U.S. Industries, Inc. V. Blake 
Construction Co., 671 F.2d 539, 1982) (Thomas & Oloufa, 2001). 
 
As defined by Meyers (1994), “disruption is a material alteration in the performance 
condition that was expected at the time of the bid from those actually encountered; 
resulting in increased difficulty and cost of performance…Lost productivity is a 
classic result of disruption, because in the end more labor and equipment will be 
required to do the same job”. Changes themselves might not cause productivity 
losses, as in this case the damage calculation will be straight forward. However, they 
do cause disruption in unchanged work where the working conditions are changed, 
and as a result, lost productivity may occur (Thomas, 1995 a, b). 
 
1.4 Labor Productivity Inefficiency 
 
Inefficiency is loss of productivity, expressed as a percentage of the actual or the 
optimum productivity. It the difference between what was actually performed and 
what “would have been” performed in the absence of the impact. The main reasons 
for inefficiency are the following: 
 
1. Restricted Site Access, Work Space and Site Conditions:   
Can lead to the following:  
a. Excessive travel time from an assembly area to the work area  
b. Crowding on the site. 
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c. Limited access that results in delays and excessive use of labor instead 
of equipment.   
d. Inadequate work areas for storage. 
 
2.  Adverse weather conditions: rain/cold/wind/snow/heat/ humidity  
 
3.  Delay: 
Can lead to the following: 
a. Idle labor. 
b. Working at a reduced pace due to smaller crews, worker slowdown, 
and insufficient equipment. 
c. Equipment standby. 
d. Performing work in different conditions than would have occurred. 
 
4. Acceleration:  
To perform schedule acceleration the contractor need to perform schedule 
overtime, hire more craftsmen (over manning), and or shift work. 
Table 1 summarizes the advantages and disadvantages of acceleration and 













• Can be done quickly and for 
short periods of time 
• Perhaps the least costly of the 
three options because of the way 
the pay roll burden is determined 
• Owners may agree to pay the 
premium portion of the labor 
cost 
• Working prolonged 
periods of overtime will 
lead to fatigue, low 
morale and possibly 
increased accidents 
• May need to develop an 
individual work rotation 








• Can avoid the overtime problems 
of fatigue 
 
• It takes longer to get up 
to speed because the 
work force will be 
inexperienced in the site. 
• New hires may be poorly 
trained 
• The cost per unit work 
hour will be more than 
overtime 
• Site congestion may 
become a problem 
 
Shift work • Will usually alleviate site 
congestion problems 
• Can do work with special 
requirements during off hours 
• May be able to minimize the cost 
of equipment rentals ($/day) 
• Not all work is suited for 
a second or third shift 
• Coordination between 
shifts is more difficult. 
 
Therefore acceleration can lead to the following: 
a. Overtime. 
b. Fatigue/boredom. 
c. Absenteeism and poor morale. 
d. Multiple-shift operation. 
e. Mobilization and demobilization of additional labor and equipment. 
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f. Overworked supervisors who are unable to handle the faster pace or 
larger workforce.  
 
5. Poor Contract Administration by the Owner: 
 Can lead to the following: 
a. Failure to obtain the permits. 
b. Late response to request of information, submittals, or value 
Engineering proposals. 
c. Failure to inspect or improper inspection. 
d. Late delivery of owner furnished materials. 
e. Untimely payment or rejection to pay for legitimate changes. 
 
6.  Multiple Changes:  
The cumulative impact of multiple changes is greater than the sum of 
individual impacts from each change.  Such cumulative impact is reached 
when the project is experiencing continuous changes that exceed the 
contractor ability to quantify, estimate, schedule, negotiate and implement any 
change. The owner’s representative takes time to resolve any pending change 
order request, thus the contractor experiences a financial burden from the 





1.5 Measuring Inefficiency 
 
As mentioned previously, delay and loss of productivity are the two main types of 
damages experienced by the contractor when the owner issues a change order. Courts 
have recognized Critical Path Method (CPM) schedule analysis as the preferred 
method of identifying and quantifying critical delays (Singh, 2002; Crowley and 
Livengood, 2002). 
 
As for the inefficiency damages, there is no way of directly measuring inefficiency 
due to its qualitative nature. The courts and most owners recognize this and accept a 
lesser degree of proof for inefficiency damages. The presence of labor cost overrun is 
not a proof that the contractor is entitled to damages as such overrun costs can be due 
to many reasons of which some may not allow the contractor for an entitlement. It is 
difficult to link the causation to the damages.  
 
In Appeal of Clark Construction Group, Inc. (2000 WL 37542) VABCA No. 5674, 
00-1BCA  30,870 ( Clark), the Board of Contract Appeals noted, with regard to the 
inherently perplexing nature of calculating damages in loss of productivity claims, 
that: “Quantification of loss of efficiency or impact claims is a particularly vexing 
and complex problem. We have recognized that maintaining cost records identifying 
and separating inefficiency costs to be both impractical and essentially impossible”. 
 
Most jurisdictions similarly realize that, once liability for a loss is established, 
difficulty in establishing the precise amount of the loss does not allow the responsible 
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party to escape paying damages. In this regard, the courts have established real-world 
recognition that once it is established that a party has caused damages, preciseness in 
calculating those damages is not required for recovery. As stated in Hanlon D&S Co. 
v. S.Pac. Co. (1928) 92 Cal.App. 230, 235), “The fact that the amount of damages 
cannot be precisely measured by a damaged party does not prevent the recovery of 
damages by that party”. As stated in Elte, Inc. S.S. Mullen, Inc. (9th Cir. 1972) 469 
F.2d 1127), “The difficulty of ascertainment of the amount of damages is not to be 
confused with the right of recovery”. 
 
Within the past years there has been a vast amount of research carried out that 
provides empirical data for the effect of various factors on labor productivity. The 
main methods that are used to measure labor productivity inefficiency are: 
 
1. Total Cost Method 
2. Modified Total Cost Method 
3. Industry Standards 
4. Learning Curve 
5. Measured Mile 
6. Baseline Productivity 
7. Statistical Approaches 
8. Neural Network 
 
In the following Chapter the application, advantages and limitations of these methods 
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will be discussed in details. 
 
1.6  Problem Statement 
 
Change orders are frequently encountered in any construction project. Change orders 
damages are mainly delay damages and loss of productivity damages. The Critical 
Path Method (CPM) is accredited by the court to provide entitlement for delay 
damages experienced by the contractor due to the owner changes.  As for loss of 
productivity damages, the calculation is very complex and hard to prove as there are 
no accepted empirically-based statistical models that are prepared from the 
perspective of parties, owner and contractor, to assist in the quantification of the 
potential loss of labor productivity experienced from the changed work. 
 
Several researchers have worked in the area of quantification of change orders and 
labor productivity inefficiency damages. They attempted to pinpoint the problem of 
how to prove that the changes carried out by the owner have led to a negative impact 
on the contractor’s labor productivity. They also included the impact of changes such 
as delay, overtime, over manning, congestion and other factors, which affect the labor 
productivity.  
 
Most of the scholarly work published in this area like the Mechanical Contractors 
Association of America (MCAA) in1994, and 2004, and National Electrical 
Contractors Association (NECA) since 1962 till now, and the Construction Industry 
Institute in 1999, was based on data supplied by the contractors. Most of the studies 
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relied on surveys from contractors who funded the research, which is a reason that 
made these studies criticized of bias towards one party over the other, which is 
obviously the contractor in this case. Furthermore, the data source and the number of 
data points in some of these studies were not identified which made the owner 
reluctant to use them to provide entitlement to contractors claiming productivity 
losses.  
 
In addition, the owner viewpoint was seldom considered in previous studies; that 
explains why there are discrepancies between what the contractor asks for and what 
the owner believes the contractor deserves.  The owner is in need for a statistical 
model that predicts the impact of change orders on labor productivity.  The change 
order model will provide a guide to the owner to estimate the percent increase in the 
contract price due to the change orders and the productivity loss model will provide a 
guide to the owner and the contractor to quantify the loss of productivity encountered 
due to change orders. 
 
1.7  Research Objective 
 
The main objective of the research is the following: 
1. Analyze the change orders issued by the owner and their effect on project 
cost.  The data collected from the change order log will be used to 
pinpoint to the owner the problem areas that are negatively affected 
because of the change orders issued at different phases during the lifetime 
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of the project. 
 
2. Develop a model to assist the owner to quantify the increase in the 
contract price resulting from change orders. This model will provide the 
owner with an estimate of the cost increase in the contract price. 
 
3. Analyze the productivity loss of the sanitary/storm water piping as most of 
the productivity loss claims are encountered in the piping activities. This is 
due to the unforeseen conditions and conflicts encountered during the 
piping work. 
 
4. Develop a model to assist the owner to quantify the productivity loss of 
the sanitary/storm water piping due to the owner changes and segregate 
any factors that the contractor might have contributed to increase the 
productivity loss. 
 
1.8 Research Methodology 
 
The research methodology will be as follows: 
1. Problem Identification & Definition:  The first step is to identify the problem of 
how most of the change order and loss of productivity studies are tackled from data 
supplied by contractors. This led to several disagreements between the owner and the 
contractor regarding the quantification method and hence the value of the change 
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order and the productivity loss. Understanding the problem was achieved through 
interviewing a public owner and revisions of claims with claims consultant. In 
addition reviewing the most recent literature in this area provided the researchers with 
global view of the problem. The literature review is explained in detail in Chapter 2. 
 
 2. Development of Data Criteria: Prior to the data collection phase, the researchers 
reviewed different claims and conducted interviews with a public owner and claims 
consultants (dealing with both owners and contractors). Accordingly the problem 
areas were identified, and the research data criteria were defined and conveyed to the 
owner to make sure of the availability of the requested data. 
 
3. Data Collection & Data Preparation: Public owner was contacted and a meeting 
was carried out to explain the main objective of the research and the data requested to 
achieve the objective. After collecting the raw data from the owner and their claims 
consultants, data preparation step has to be followed to arrange the data in a way to 
start building the model. 
 
4. Hypothesis Development: Two hypotheses are being tested in this research; the 
first one is for the change order study to test different predictor variables to quantify 
the percent increase in the contract price due to change orders.  Performing the study 
on the change order opens the opportunity to test another important hypothesis 
concerning the predictor variables to quantify the percentage of productivity loss. The 
second hypothesis is for the productivity loss in the piping work to test different 
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predictor variables that contribute to the productivity loss of the piping work due to 
the change orders. 
 
 5. Development of Models: A multiple linear regression model was developed for the 
quantification of the change order and the loss of productivity. The model is 
presented in Chapter 4. 
 
6. Model Validation:  The two models developed have to be validated with new data 
set not used in the model formulation. This step is important to confirm the 
applicability of the model for future data. 
 
7. Highlight the Research Methodology Strength: It is important to highlight the 
main contributions of the research; however, prior to this step it was important to 
highlight the strength of the researchers’ methodology and how the researchers 
corrected the limitations of previous statistical model that was published in this area. 
 
8. Define the Research Contributions & Future Recommendations: Finally, the 
research contribution is presented along with a list of future research that can be 
conducted in this area. 
 
9. Model Implementation: A case study is presented to guide the owner and the 
contractor to the application of the model. A step-by-step implementation of the 
change order and the productivity loss model is presented. 
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1.9 Scope of Work 
 
The research will focus on heavy construction projects that encountered change 
orders and where change orders were issued for modifications or conflicts in the 
piping work activities; both the sanitary and the storm water pipes. Projects studied 
are 100% completed and where all the disputes and claims between both parties were 
settled. In this way, the researchers will base their study on actual values of 
entitlement, either cost of the change order, or loss of productivity. 
 
The dissertation is divided into two parts as follows: 
A. Change Order Study: 
In this study the change orders encountered for each project will be analyzed in terms 
of cost, time, reason, and other factors explained in Chapter 3.  This model will be 
used by the owner for retrospective and forward pricing of the change orders. 
 
B. Loss of Productivity Study: 
The study will focus on the loss of labor productivity of the sanitary/storm water 
piping due to the owner changes.  The loss of productivity will be measured against 
several variables that measure not only the owner factors but as well the contractor 
management in site during periods that are impacted by change orders. The 
researchers then separated the factors that are attributed to the contractor and 




The dissertation consists of five chapters and an appendix. Chapter one includes an 
introduction to the research, highlighting the research problem, scope, objective and 
methodology. 
 
Chapter 2 includes the literature review of the past studies carried out in the area of 
the change order and productivity loss quantification.  
 
Chapter 3 includes the methodology followed in the research. It highlights the 
procedures followed since the data collection phase, followed by the data preparation 
and finally model building and validation. 
 
Chapter 4 presents the final models for both the quantification of percent increase in 
the contract price due to change orders, and the loss of productivity. Also the 
validation for both models is presented in this chapter. A case study is presented for 
both the change order and the productivity loss model to aid the end users in the 
implementation of the models 
  
Chapter 5 highlights the research methodology strength that distinguishes it from the 
previous studies carried out in this area followed by the research contributions and 
future recommendations for future research in this area. 
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The dissertation appendix includes the Mechanical Contractors Association of 
America (MCAA) standards for productivity loss, and the factors used in the building 
of decision tree model presented in Chapter 2. 
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In any Construction project, changes in the scope of work, time schedule, or the time 
of the year in which the work is carried out, can cause contractors to request for 
additional cost for these changes. 
 
Essentially every construction contract contains a “changes clause” that defines the 
process for identifying and documenting changes. The owner and contractors might 
have some disagreements regarding quantification of the change order concerning 
cost, scope, delay, differing site conditions, time of performance, etc., which is called 
a dispute. In this case the disagreement in time or money or both is not yet formalized 
into a request for contract adjustment or a lawsuit. However if such initial 
disagreements are not resolved successfully, a formal request for additional money in 
a lawsuit is prepared, which is called a claim. A claim is a formal process with 
contractual and legal implications.  
 
There are several reasons that contribute to the common occurrence of changes in 
most construction projects mainly the following (NECA, 2000): 
1. Owners, design professionals, contractors, subcontractors and suppliers are 
faced with shortage of capital and high interest rate on borrowed money. Very 
little margin is set for the contingency allowance in the bids or the budgets. 
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2. The difficulties which owners have in raising money to finance the 
construction project and to get construction permit results in delays in starting 
the design process and as a result, they rush in the design that results in errors 
and omissions. 
 
3. Owners may set tight construction schedules for the projects to be completed 
in less than the normal time so that the facility becomes a profit-producing 
asset instead of liability under construction. 
 
4. Some owners may take bids on incomplete or inadequate plans assuming it 
will cost less to settle the claims and the change order resulted from this rush; 
rather waiting until the design is complete. These owners assume that the cost 
increase due to the inflation during a long design phase is greater than the cost 
of the claims and change orders that result from incomplete design and an 
earlier start. Similarly, some contractors may underestimate the bids and 
believe that they will get their profit from the change orders. In other words, 
they view claims as their profit center. 
 
5. New products, assemblies and construction techniques add to the complexity 
of coordinating the work of various contractors that might result in delays, 
restricted access, and stacking of trades. 
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6. Changes in population and markets often result in alterations in the owner’s 
needs since the conceptual stage of the project and until the time it is 
completed. The factor may not just lead to change orders to accommodate the 
owner needs but to the acceleration or deceleration of the payments if the 
owner decides he does not need the facilities as soon as he had expected. 
 
There are two main components of the change request submitted by the contractor to 
the owner; namely the delay damages and inefficiency. “A delay is an act or an event 
that extends the time required to perform tasks under a contract” (Stumph, 2000).  At 
the present times courts and other administrative boards of appeal have accepted the 
Critical Path Method (CPM) as a method to prove liability and damages for the delay 
claims (Singh, 2002; Crowley and Livengood, 2002). Inefficiency is the loss of 
productivity, or in other words the difference between what was actually performed 
and what “would have been” performed in the absence of the impact. Proving 
inefficiency is hard due to the qualitative nature of such damages and the difficulty of 
linking the causation to the damage.  
 
Several studies have been carried out to study the effect of change orders in the 
increase of the contract price and on the labor productivity inefficiency. In this 
chapter, an overview of the measurement and impacts to construction labor 
productivity is presented. The current methods of quantifying labor productivity 
inefficiency will be analyzed together with their advantages and limitations. 
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2.2  Methods of Measuring Inefficiency 
 
The following are the current inefficiency quantification methods 
1. Total Cost Method 
2. Modified Total Cost Method 
3. Industry Standards 
4. Learning Curve 
5. Measured Mile 
6. Baseline Productivity 
7. Statistical Approaches 
8. Neural Network 
 
2.2.1 Total Cost Method 
 
In this approach, the actual cost is subtracted from the estimated cost and the 
contractor claims for the difference plus a markup. 
According to California Supreme Court no. S091069, filed 2/4/2002 between Amelco 
vs. City of Thousand Oaks, Total cost method applies when: 
1. The contractor’s actual losses are impractical to prove 
2. The contractor’s bid estimate was reasonable 
3. The contractor’s actual costs were reasonable 




Total cost method is an imprecise method as it is really a quantification of damages 
rather than a measurement of inefficiency. Also, in case where there are multiple 
causes of inefficiency, using this method the contractor won’t be able to segregate the 
impact of changes of each cause. This method is not usually accepted in the courts 
and is not recommended for claims (Pinnel, 1998). In addition, since it requires actual 
man-hour expenditures, it can be used only retrospectively (i.e. after work is 
performed) (Finke, 1998b). 
 
2.2.2 Modified Total Cost Method 
 
If the impact of the changes is so much, where the determination of the productivity 
loss from each is impossible, “Total Cost Method” can be modified. Modified Total 
Cost Method is applied to individual cost codes instead of the entire project and is 
used only if no other method is applicable. 
 
This method allows the contractor’s estimated costs to be corrected for errors in the 
bid and/or for those parts of the cost overruns that are the responsibility of the 
contractor so that they are removed out of the calculations of the claims submitted to 
the owner (Pinnel, 1998). Yet it will still be a hard and time consuming job to be able 
to segregate the effect of changes that has been contributed by the owner from those 
contributed to the changes issued by the owner. 
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2.2.3 Industry Standards 
 
Some industries used their past project data to form a study on the labor productivity 
losses due to owner changes. Some of these are the U.S Army Corps of Engineers, 
National Electrical Contractors Association (NECA), Mechanical Contractor 
Association of America, Business Round Table and others. The idea behind these 
studies is to be able to have guidelines of how to quantify the effect of changes on 
labor productivity inefficiency.  
 
To explain how these industry standards are used in the calculation, U.S. Army Corps 
of Engineers, NECA, and MCAA factors will be explained. 
 
2.2.3.1 U.S. Army Corps of Engineers 
 
In 1979, the Corps of Engineers published the “Construction Modification Impact 
Evaluation Guide” to evaluate impacts with respect to change. For instance, with 
respect to overtime, the guide specifies that working more hours per day or more days 
per week lead to efficiency losses. It stated as well that if overtime is necessary, the 
government must be able to recognize efficiency losses.  Several curves were 
developed to provide guidelines for the inefficiency calculation yet; the origin of the 
data used in the guide is unknown, which is a reason that discourages the owner and 
the courts to accept them as a method of damages calculations (Brunies, 2001). 
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2.2.3.2 National Electrical Contractors Association (NECA) 
 
The NECA published several studies for evaluating the impacts of changes and the 
effect of changes in productivity loss.  
 For instance concerning overtime, in 1962 a study was carried based on surveys 
filled by 289 members. The survey involved four questions concerning overtime on 
infrequent, short duration basis and two questions concerning continuous overtime 
over several successive weeks.  The responses yielded the following results in table 2.  
 
 





In 1969, NECA published “Overtime and productivity in Electrical Construction” a 
study carried out by NECA Southeastern Michigan Chapter. The origin of the data 
and the work environment are unknown. Figure 1 shows the declining of the 
productivity over periods of one to four weeks and where productivity losses over 
four weeks is unrecognized and represented by a question mark. 
 
 
Figure 1: NECA Overtime Chart (NECA, 1969) 
 
In 1989, NECA published a second edition of “Overtime and Productivity in 
Electrical Construction”. The research presented information on low, average, and 
high productivity loss for 5, 6, and 7-day work weeks and 8, 10, and 12 hours per day 
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for sixteen successive work weeks. Several other researches have been conducted by 
NECA, for example on the effect of the stacking of trade on productivity, effect of 
temperature, effect of the multistory building on the productivity of the electrical 
labor and others. All of these studies are based on surveys filled by the contractors 
who funded the research. In addition, the number of the data points used to build such 
graphs is not mentioned. 
 
2.2.3.3 Mechanical Contractors Association of America (MCAA) 
 
Mechanical Contractors Association of America (MCAA) has published Bulletin No. 
58 in 1976, which was rewritten into PD-2 in 1994, to provide a guideline for 
quantifying the loss of productivity due to 16 different factors presented in Appendix 
A. The guidelines quantify the effect of different variables in percent losses with each 
factor as minor, average and severe condition.  Such approach is quantitative yet the 
classification of the effect as minor, average, and severe is very subjective. They are 
qualitatively derived from opinions of experts on the field who agreed on these 
factors in 1971 (Hanna, 2004).  
 
This report was used in some claims and was both rejected and accepted by the US 
courts. Though it has some qualitative identification as for the damage degree, yet it 
has been used by the courts for unquantifiable factors such as worker’s morale, 
attitude and fatigue. The General Services Board of Contract Appeals awarded a 
contractor more than $1.5 million using the MCAA factors in PD-2 to quantify the 
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impact of various unforeseeable conditions on the contractor’s productivity (Hanna, 
2004). 
 
MCAA guidelines have the following disadvantages: 
 There are no guidelines as to how to handle multiple or overlapping 
factors affecting labor productivity. It does not show whether multiple 
factors should be summed, weighted, or combined in some other way. 
 
 Some of these factors are repetitive, for instance, stacking of trade and 
joint occupancy are results of other situations that are not the actual causes 
of inefficiency, like reassignment of manpower and dilution of 
supervision. 
 
 The factors if applied in a claim can only be used in the mechanical 
contracting industry. 
 
Later Hanna developed a study in 2004 to analyze the factors affecting labor 
Productivity for electrical contractors and develop a definition of how different 
factors affect productivity. The study concentrated on quantifying seven main terms 
that affect the productivity and they are as follows: 
1. Overtime 
2. Over manning 
3. Shift work 
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4. Stacking of trade 
5. Owner-furnished items 
6. Beneficial occupancy 
7. Cumulative impact or “Ripple Effect”. Such effect is due to: 
• Dilution of supervision 
• Out-of-sequence work 
• Piecemeal work 
• Reassignment of manpower 
• Loss of learning 
• Change order/request for information processing time 




The data used in this report are based on the study of 152 projects including 
commercial, institutional (schools, hospitals), and industrial projects. The projects 
used has a man-hour ranging from 2000 man-hour to 150,000 man-hour (except for 
the study of the man-hour, the projects exceeded 1.5 million man-hours). All the 
projects are awarded based on competitive bidding under a design-bid-build delivery 
system. 
 
A regression equation is developed for each reason listed above to help in the 
quantification of the productivity loss. The main disadvantage of this study is that the 
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number of data points is not listed, and the coefficient of determination R2, a measure 
that allows us to determine how certain one can be in making  predictions from a 
certain model, is not listed. It is only mentioned once, and a value of 0.53 is achieved 
which is very low to encourage the owners and the courts to accept quantification 
based upon it.  
 
Some applications require R2 of at least 0.7 or 0.8 to have confidence that the total 
variation in the observed values of Y is explained by the observed values of X.  A 
model with R2 < 0.25 is not a reliable model as this means that the predictors explain 
only 25% of the variation of the response variables, which is a very low value to 
recommend this model for future application. 
 
2.2.4 Learning Curve  
 
Learning curve graphs the improvement in productivity when a labor repeats the same 
task. The amount of improvement is expressed as a percentage of the effort to 
accomplish a unit work when the number of units doubles. The curve is hyperbolic 
when plotting on an arithmetic scale as shown in figure 2 and is a straight line when 





Figure 2: Hyperbolic Learning Curve (Wideman, 1994) 
 
 
Figure 3: Straight Line Learning Curve (Wideman, 1994) 
 
 
When expressed in a formula, the value of the current units produced is: 
Log Cn = Log U1 + s. Log n………………………….………………...………..Eq. 1 
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Where: 
Cn = y ordinate = Cumulative Average Time over ‘n’ units 
n = x ordinate = number of units 
U1 = Time to Produce first unit (constant) = T1 
U1n = Time to Produce nth  unit 
s = Slope of the line on log-log plot = log r/log2 (shown in figure 6). 
r = the constant ration, known as the learning curve ratio. 
 
 
Figure 4: Learning Curve Equation Elaboration (Wideman, 1994) 
 
Normal Construction learning curves range from 70 to 90 percent, with a lower value 
for more complex labor intensive operations (Wideman, 1994). 
 
Applied in the construction industry where the work is repetitive and continuous, 
learning curves are used to forecast manpower requirements as shown in table 3 





Table 3: Learning Curve in Productivity Estimation (Wideman, 1994) 
 
 
Learning curves can be used to predict the expected productivity over the lifetime of 
the project. However, it can’t be used as a proof of loss of productivity entitlement as 
there is no link of causation to the damage, which is a very important criterion to 
prove entitlement (Emir, 1999). 
 
2.2.5 Measured Mile Approach 
 
Of all the quantification methods available, the measured mile is the most widely 
accepted one (Shwartzkoph, 1992). The measured mile approach compares the 
impacted period with unimpacted period from the same project. Once the contractor 
has performed a sufficient quantity of work prior to the change and the quantities are 
recorded, then a productivity baseline can be established by multiplying the physical 
units of the work installed by the estimated unit rate to determine the earned hours. 
The earned man-hours are compared with the actual man-hours in the project.  
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When applying the measured mile approach, it is important to separate the variables 
that can affect the productivity but are not connected to the change order. For 
example, weather, contractor management, overtime, acceleration, delay, crowding, 
and the nature of the work completed (Shwartzkoph, 1995). 
 
The impacted period has to be identified and must be compared with an unimpacted 
period. The impacted and the unimpacted period must have the same resources. Only 
the working condition will differ, and only due to changes because of the owner. The 
difference in productivity is the inefficiency due to changes. 
 
2.2.5.1 Sources of Extracting Data to Use Measured Mile 
 
1. Monthly productivity from progress payment request: If a certain job 
continued several months then the work quantities in the progress payment 
requests to the owner may be used to determine average monthly productivity. 
 
2. Productivity reconstructed from other job records: If the daily records have 
enough information to determine the productivity rate yet there is a variability 
of the productivity in performing various tasks then such variation can be 
accounted for by converting the task in question with an equivalent standard 
item and adjusts its productivity. This is the case in the piping work, for 
instance, on a sewer claim, the estimated productivity ranged from 33 to 75 
linear feet per day for different sections depending on the working conditions. 
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Some sections include manholes, lateral connections, utilities, and other work 
items. The variation in the estimated production was accounted for by 
converting such work item into equivalent linear feet of pipe. 
 
3. Productivity from historical records on other projects: If the data are not 
present, the contractor can use data from past projects of the same nature to 
identify their measured mile or unimpacted period. Yet the owner might not 
be convinced that the data are similar, so with the contractor should be ready 
with convincing tools, statistical analysis and documents to win the case. 
 
4. Patterns of Productivity: A correlation between the impact and the cost 
overrun might show the damage (Shwartzkoph, 1995). 
 
The basic concept of the measured mile is to determine an unimpacted period and 
linearly extrapolates the cumulative unimpacted hours to the end of an impacted 
period and the difference between the unimpacted and impacted is the amount of 
damage. As shown in figure 5, the first 30 data points are used as the measured mile. 
The projection of the measured mile leads to an approximate of 3,745 h at “100% 
complete” assuming that these are the cumulative hours that would have been earned 
without any owner-caused impacts. The actual hours expended on the project are 




Figure 5: Measured Mile Approach (Gulezian and Samelian,  2003) 
 
 
2.2.5.2 Proof of Causation 
 
A contractor who is trying to recover disruption damages must be able to prove 
entitlement and provide a reasonable calculation of damage. As stated by the General 
Services Board of Contract Appeals: 
“It has always been the law that in order to prove entitlement to an adjustment under 
the contract or for its breach, a contractor must establish the fundamental facts of 
liability, causation, and damage” (Warwick Construction Inc.). 
 
The court claimant has noted: 
“A claimant need not prove his damages with absolute certainty or mathematical 
exactitude…It is sufficient if he furnishes the court with reasonable basis for 
computation even, even though the result is only approximate…Yet this leniency as 
to the actual measurement of computation does not relieve the contractor of his 
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essential burden of establishing the fundamental facts of liability, causation, and 
resultant injury” (Wunderlich Contracting Co.). 
 
The contractor may try to use the difference between the impacted and the measured 
mile unimpacted productivity rates as a proof of causation. Such a use can be done 
with the “total cost” type of argument in which the contractor proves owner liability 
and damage incurred due to the owner then infer causation by proving that the 
contractor is not responsible for the lost productivity. 
 
2.2.5.3 Measured Mile Process 
The categories of production information needed to effectively track production 
efficiencies and support the measured mile method include the following: 
– Defining the work activity or cost. 
– Account for work performed. 
–  Logging accurate worker-hours used to perform the work and accurate 
quantities of work completed for the period. 
– Briefly defining any condition or event that prevented optimum 
production such as material deliveries, insufficient design information, 






2.2.5.4 Measured Mile Advantages 
 
1. Relies on data obtained during actual contract performance. 
 
2. Labor productivity levels for both affected and normal periods are derived 
from project records as job cost reports, payroll records, daily logs, and 
inspection reports.  
 
3. Avoids the shortcomings of industry studies and estimating guidelines 
(Loulakis, Michael C., 1999). 
 
2.2.5.5 Measured Mile Limitations 
 
1. The required data for a detailed productivity analysis might not be 
available. Even when the information is contained in the project records it, 
can be difficult and time consuming to obtain the data in the format 
necessary to perform the calculations.  As a result, it can be expensive. 
 
2. It assumes the presence of an unimpacted period at the beginning of the 
project (Eden, 2003). 
 
3. The choice of the time at which the base measured mile is very subjective 
and can differ from one person to another. Reference to  figure 5 above,  
the base line can be the first 17 points, or the next 13 points (day 18-30) 
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and that would differ in an amount of damage of 1,420 h and 895 h 
respectively according to the choice of the baseline period. 
 
4. Does not provide any causal logic to explain why the impact of changes 
would lead to additional work. 
 
5. Can’t separate the effect of changes on the productivity. It assumes that all 
the loss in inefficiency is due to the owner. In some projects, contractors 
might have some drawbacks in their schedule like underestimating, or 
mismanagement. 
 
2.2.6 Baseline Productivity 
 
Regardless of the method discussed above, used to calculate the labor productivity 
inefficiency, baseline productivity has to be developed. The measured mile is a 
preferred approach, but the baseline for demonstration what the contractor could have 
done without the change must be unimpeachable (Loulakis, 2003). The following 
studies have been carried out to determine a baseline productivity that the contractor 





2.2.6.1 Thomas Approach 
 
In 2000, Thomas performed a study on how to determine the baseline period. The 
baseline period as defined by the authors is “a period of time that represents the best 
performance by the contractor”. To define the baseline, it is not a condition to have 
continuous, unimpacted time period. The inefficiency due to the owner and the 
contractor may be present throughout the project. If the unimpacted period is 
continuous then the baseline period and the measured mile are similar. According to 
the author, a baseline period can be established without a measured mile analysis. The 
difference between the measured mile and the base line is summarized in the table 4 
below: 
 






The negative impacts should be limited to 
those caused solely by the contractor 
The baseline period need not be free 
of owner impacts 
The measured mile time frame should be 
several or more consecutive reporting 
periods 
The baseline time frame need not be 
consecutive reporting periods 
The focus is on finding periods of time 
where there are no owner-caused impacts 
The focus is on finding the best 





Calculations for both approaches depend upon the actual contract performance as 
stated in the cost and payroll records. Also both approaches avoid the short coming of 
the industry manuals as they rely on data from the same project. 
 
Thomas started by defining the steps to calculate the baseline productivity as follows: 
1. Determine the number of reporting periods that comprises 10% of the total 
reporting periods. 
2. Round this number to the next highest odd number; this number shouldn’t be 
less than 5. This number, n, defines the size of (number of reporting period) 
the baseline subset. 
 
3. The contents of the baseline subset are the n reporting periods that have the 
highest unit production. 
4. For these periods, record the unit productivity. 
5. The baseline productivity is the median of the unit productivity values in the 
baseline subset. 
 
After defining the baseline productivity a data base consisting of 23 masonry projects 
was used   to present the basis of baseline productivity measurement. For each project 
the data were collected using standardized data collection procedures. The data were 
processed and converted to a standard item of working using conversion factor. 




• Hypothesis 1—Projects that have good labor performance based on the 
cumulative productivity also exhibit minimal variability in daily productivity 
values. Poorly performing projects have high variability. Good and poorly 
performing projects can be differentiated by the variability in unit productivity 
values. 
 
This hypothesis is consistent with the statistical methods used in total quality 
management where variation is a measure of quality and consistency. The 
hypothesis is evaluated numerically through the use of the disruption index 




    
    
= ………………………......................Eq. 2 
 
• Hypothesis 2—the baseline productivity is a function of the complexity of the 
design or WC (work content). As the WC increases (more complexity), the 
baseline productivity also increases (worsens). As shown in the table 5 below, 












Table 5: Proposed Work Content for Masonry Database (Thomas, 1999) 
WC Scale Description 
1 Long straight walls, many greater than 8 m (25 ft) in 
length; considerable scope of work for each layout; few 
openings 
 
2 Facades with ordinary window and door openings; openings 
tend to be at regular intervals, thus minimizing 
need for different layouts 
 
3 Facades with numerous window or door openings; numerous 
short, straight walls less than 8 m (25 ft); some 
ornamental work may be necessary 
4 Interfacing with structural steel frame, numerous cutting 
of masonry units; some poor design details, walls consisting 
of multiple size units; extensive ornamental 
work, some corners not 907 
 
5 Numerous corners and walls not at 907; many walls consisting 
of multiple size units; minimal consistent scope 
of work 
 
To mathematically test this hypothesis, a linear regression model was developed  
Baseline productivity (wh/ft) = 0.045 + 0.016 WC…………………………………Eq. 3 
 
According to Thomas, 2000, the baseline period can be at different periods of time as 
follows: 
• The baseline is the initial part of the work followed by the impacted 
work: Cumulative productivity data can be used if the baseline is at the 
beginning of the project. The analysis is similar to a modified total 
cost method except that the actual performance is used instead of the 
estimated or budgeted productivity. 
 
• The baseline is in the middle portion of the work with impacted work 
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before and after. When the baseline is in the middle, unit productivity 
data has to be used. 
 
• Disruption occurs at the end of the work followed by the baseline. If 
the baseline occurs at the end it might be affected by the ripple effect.  
 
• The baseline period is sporadic and occurs one day, week, or month at 
a time. The author suggested the use of multiple regression to quantify 
the loss of each cause. 
 
In the first three cases, the measured mile can be applied, yet the baseline can be 
applied in the fourth as it is based on the contractor’s best performance. 
 
2.2.6.2 Control Charts 
 
Another study has been conducted by Ronald Gulezian and Frederic Samelian in 
2003 to statistically define the baseline productivity. According to the authors, there 
are two types of variations; natural and assignable variations. Natural variations are 
those due to common causes of variation. Such variations must be accepted as part of 
the performance. For instance, the crew will not perform the same productivity for the 
same task from one period to another, even if there are no external conditions. 
Assignable causes are those that are not subject to chance and are subject to the 
control of the contractor, for instance, scheduling and resource allocation.  
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A control chart is a graphic tool to monitor, asses, and control the quality of a 
manufacturing process. Figure 6 illustrates the basic concept of a control chart: 
 
 
Figure 6: Basic Control Chart Structure (Gulezian and Samelian, 2003) 
 
The metric is the individual productivity value at a particular unit of time. 
The Center line is the Arithmetic mean= ∑Productivity values/number of values. 
The control limits, Upper Center Line (UCL), and the Lower Center Line (LCL) are 
calculated as follows: 
UCL/LCL= Center line +/- (3*standard deviation)……………….…………….Eq. 4 
 
Values falling within the center limits are categorized to normal variations, and those 
falling outside either control limits are categorized to assignable causes. 
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To determine the baseline under normal operating condition, a control chart is 
developed. 
Unusual points will fall outside of the set of the control limits will be removed and a 
new CL and control limits will be applied till a final iteration where no point lies 
outside the control limits and the mean will be the baseline productivity. Further 
recommendation is to disaggregate the data so as to account for other factors such as 
worker type, types of skill, and other conditions. The following is the approach 
recommended by the authors: 
 
1. Use daily labor productivity as a basis for the analysis rather than cumulative 
ones to account for the variability in the productivity both in the unimpacted 
and impacted. 
2. Apply control charts to the productivity values so as to eliminate unusual 
values to come up with a productivity value that represents the contractor 
normal one. 
3. Calculate the baseline productivity as the mean productivity of the 








2.2.7 Statistical Approaches 
 
2.2.7.1 Leonard Study 
 
Leonard,1987 performed a study that focused on 90 different case studies from 57 
different projects to develop a model for predicting the productivity impacts of 
change orders on the base contract work. He examined the relationship between 
change orders and productivity. Leonard considered studying three variables and 
checked their effect on the productivity and they are: (1) the frequency of change 
orders, which was measured as the number of change orders divided by the number of 
months of the contract; (2) the average size of change orders, which was measured as 
the change order hours divided by the number of change orders; and (3) the 
percentage of change order hours, which was measured as the number of change 
order hours divided by the actual contract hours, expressed as a percent. 
 
Leonard study showed that the number of change orders issued was not a precise 
reflection of the productivity loss, as the correlation coefficient is low. The 
correlation coefficient was low as well when comparing the average size of change 
order and productivity loss. However a high correlation was found between the % of 
change order hours to the total actual hours and the loss of productivity. 
 
He performed a statistical study on the actual change order hours as compared to the 
actual base contract hours and showed that there is no correlation between the change 
order hours and loss of productivity when the change order hours are less than 10% of 
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the base contract hours. 
 
Leonard study produced six curves to predict inefficiency. His study was classified 
into two sections the first one is electrical/mechanical contracts as shown in figure 7 
below, and the second is civil/architectural contracts. He looked at the productivity in 
both classes as follows: 
- Type (1): lost productivity when no other productivity impacting 
factor is present (when the only major impact on productivity is 
change order). 
- Type (2): lost productivity when one other impacting factor is present 




Figure 7: Results of Leonard Study (1987) 
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The following equations were used to calculate the inefficiency: 
hoursorderchangeactualTotalhoursmanactualTotalhoursbaseActual         −−=  
Eq. 5 
 
hourscontractbaseactualhoursorderchangeActualorderChange    /     % = …..Eq. 6 
 
The percentage of inefficiency is multiplied by the actual base contract hours to 
determine the inefficient man-hours. 
 
The main advantage of his study is that it does not rely on the contractor’s original 
estimate. It is based entirely on the actual labor hours. However, his study is based on 
a biased sample where the data used were collected from projects that reached the 
dispute stage. He did not  compare impacted and unimpacted projects. In addition, the 
study combined the data for electrical and mechanical trades, where there might be a 
chance that the loss of efficiency between the two trades may be different. The study 
considered the amount of change as the only factor that caused loss of efficiency. He 
did not consider other factors such as timing of change and/or project percent 
complete (Hanna, 1999b). 
 
2.2.7.2 Construction Industry Institute Study 
 
The construction Industry Institute CII carried out a study by Ibbs and Allen, 1995. 
They studied 89 projects from CII member companies and they had three hypotheses 
to be tested: 
• Changes at the later stage of the project are carried out less efficiently than 
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those early ones. 
• The greater the change, the greater the negative effect on the productivity. 
• The hidden or unanticipated cost of change increase with more project change. 
 
According to Hanna, 1999a, such study revealed several limitations and they are 
follows: 
• In their study to relate independent variables affecting productivity to the 
changes, low coefficient of determination, R2, values were recorded. 
• In the study, it was assumed that the ratio between the installed material cost 
and the total cost is an indication of efficiency for changes that occur late in 
the project are carried out less efficiently. Such an assumption can lead to 
difficulties when there is a change in scope, or when changes do not  affect the 
material consumption. 
• The study couldn’t prove the fact that changes that occur late in the project are 
implemented in a less efficient way than those occur at earlier stages in the 
project. 
 
2.2.7.3 Thomas Approach 
 
Thomas (1995b) carried out a study to quantify the impact of changes on labor 
productivity and the relationship between changes and various type of disruption. 
Electrical and piping crafts were studied. The work performed by such crafts was 
narrowed to the crews related to the production work as installing conduit and pulling 
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cable. The projects selected are ones that were not anticipated to experience lots of 
changes. In addition, the early phase and the start up phase were not considered in 
such study. The author stated that although many changes may be experienced at this 
phase, statistical analysis using this data is hard to be performed plus the work at this 
stage is not conducive to good productivity. 
 
The data were collected with the aid of seven forms filled everyday and one filled for 
each project the forms are: 
• Form 1: Manpower/labor pool crew size, crew composition (skilled or 
unskilled), and absenteeism. 
• Form 2: Quantity measurement. 
• Form 3: Design features and work content. 
• Form 4: Environmental site conditions; temperature humidity. 
• Form 5: Management practices; delays, material, equipment and information 
availability, congestion and work sequence. 
• Form 6: Construction method work day, overtime schedule and working 
foreman. 
• Form 7: Project organization; type of the project workforce, other site-support 
personnel and number of foreman. 




Following the form completion, a data processing phase was carried out. The purpose 
of this phase is to calculate the daily productivity and screen the data for any unusual 
trend so that the productivity is related to a baseline when there are no changes or 
disruption to the work. 
 
Through conversion factors the productivity of crews doing a variety of work can 
have their output expressed as an equivalent item of a single standard item. In this 
way, the productivity of all crews can be calculated for the same standard item during 
each period regardless of the work done. Similarly, the data from different projects 





 tan    
       = …………………………Eq. 7 
 
Equivalent quantities are the number of units of the standard item that will yield the 
same number of earned hours as was actually earned by installing nonstandard item. 
 
Equivalent quantity = ∑ (Conversion factor X Actual qty.) for the total item installed. 
 
Baseline productivity is determined for each data set by choosing the work hours and 
quantities installed on days when no changes or rework, disruption or bad weather 
were reported. The deviation of the actual productivity from the baseline is measured 






= ……………………………………………………Eq. 8 
 
PR more than one indicates that more hours were spent than the baseline. In other 
words, the productivity is worse than the baseline. 
 
Multiple regression was used in the quantification of the effect of changes on labor 
productivity. The first phase of the study is hypothesis testing, where the hypothesis 
examined is:  
Ho= an independent variable produces statistically no differences in the dependant 
variable. 
 
H1= an independent variable produces statistically significant differences in the 
dependant variable. 
 
For the significance of individual variables, an ANOVA test was done for each factor 
at a time with the PR as the dependant variable. 
 
Multiple regression equation was developed in which the performance ratio is the 
dependant variable and the disruptions are the independent variable; the quantitative 







Table 6: Quantitative Effect of Disruption (Thomas, 1995b) 
Disruption Type Efficiency 
Material Availability 0.74 
Tool Availability 1.06 
Equipment Availability 1.05 
Information Availability 0.53 
Sequencing 0.71 
 
The author concluded that, the time of the change is a crucial element. The change its 
self does not cause loss of efficiency, yet it’s how the change affects other variables, 
and these are the ones that reduce efficiency (Thomas, 1995b). 
 
The main disadvantage of this model in most construction projects several problems 
might occur at the same time so it is important to develop a model that tests how 
significant the results will be when some/all the potential variables are present.  
 
2.2.7.4 % Delta Approach (Hanna, 1999a, b) 
 
Hanna conducted several studies on Electrical/Mechanical projects. The loss of 
efficiency is determined by factor “delta”, which is the difference between the base 
project labor hours (actual total project hours less the estimate of change order hours) 
and the original estimate of labor hours at the contract award. 
 
As shown in figure 8, positive delta indicates an actual productivity less than planned 
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and that might be due to several reasons such as contractor’s low estimate, 
contractor’s inefficiency, and the impact of other factors such as weather, work 
interruptions, and others. 
 
hourslaboractualTotal





Figure 8: Graphical Illustration of Delta (Hanna, 1999b) 
 
According to the authors, at least the first and one of the other following criteria 
would decide whether the project is impacted or unimpacted. 
 
1. Planned versus actual loading curve—Coffman (1997) indicated that a project 
is considered impacted by change orders when the actual and planned 
cumulative work hours vary substantially. The actual loading curve can take 
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two forms. One form is a loading curve without time extension, and the other 
is a loading curve with time extension as shown in figure 9. 
 
 
Figure 9: Planned and Actual Loading Curves (Hanna, 1999b) 
 
2.  Time extension—Projects that are impacted by changes are characterized by 
an extension beyond the originally planned duration. 
 
3.  Timing of change orders—Changes issued in the latter part of projects tend to 
have a more negative impact than changes issued when the project is <50% 
complete (Ibbs and Allen 1995). 
 
4. Lead-time—Lead-time is defined as the amount of time available between 
making a change and the actual completion the work. If the lead-time is small, 
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loss of efficiency tends to be much higher than when the lead-time is 
adequate. 
 
5. Ripple effect—There is a strong correlation between projects impacted by 
changes and schedule compression, stacking of trades, and over manning. 
This indicates that change orders can create another set of productivity-related 
problems such as schedule compression. Such a trend supports the need for 
macro analysis to quantify the impact of change orders on labor efficiency. 
 
After the projects are classified according to the above criteria as impacted or 
unimpacted, the contractors participating in the research fill another questionnaire, to 
define the sources of impact on labor efficiency and their effect. For each source of 
impact, contractors give a score from 0-5 that indicates the degree of  impact. 
 
The data analysis was divided into two parts; the first part is hypothesis testing to 
determine whether the projects are impacted or unimpacted. The second step is a 
regression analysis to develop a model for the impact of changes on the labor 
efficiency. 
 
In hypothesis testing step, the data was grouped into two discrete categories 
• Projects that experience any of the criterion mentioned above (at least the 
first one and one more of the other) 
• Projects that do not experience any type of productivity losses. 
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The amount of change was calculated in two ways, to determine if there is any 
relation ship between the amount of change and the amount of impact on labor 
efficiency. 
a. The total amount of change order hours that occur in a project. 
b. Amount of change measured as a percent of the project size. This is 
achieved by taking the estimated change order hours as a percent of 
the estimated base hours and the total actual hours.  
 
The results showed that the percent of the change of labor hours over the estimated 
base hours is very significant. The relationship of the amount of change, measured as 
a percent of the change order hours/ estimated base hours and delta as a percent of the 
total labor hours for both impacted and unimpacted projects were plotted, and a 
significant relationship is shown between the amount of change and the amount of 
impact on labor productivity. 
 
The author was interested in exploring the timing effect of the change order and its 
effect on the labor productivity. The cost of change increases as the project moves 
toward completion. The impact of the changes later in the project tend to have more 
impact on the labor productivity due to the limited time to perform the changed work, 
large amount of material to be delivered and installed and crew interruption (Chick, 
1999). In an attempt to test this concept, a questionnaire was developed where the 
respondents were asked when during the project, the change orders took place. The 
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variable weighted timing (WTIMING) was used to measure when the change orders 
occurred. The project was divided into six equal segments. Each segment was given 
an indicator variable beginning with 1 for the segment before construction and ending 
with 6 for the final segment from 80 to 100% as shown in table 7. The fraction of 
change that occurred during that portion of the project was then multiplied by the 
specific indicator variable. The sum of these values for a given project is defined as 
WTIMING.   After the WTIMING value was calculated, a comparison was held 
between the outcomes for both the impacted and unimpacted projects. The p-value for 
the statistical test is 0.7478.This shows that there is no statistically significant 
difference in the value of WTIMING between impacted and unimpacted projects. The 
WTIMING for the projects versus the dependent variable, delta as a percent of total 
labor hours, was then plotted. The results do, however, appear to show a relationship 
in WTIMING and the amount to which labor efficiency is impacted. 
 
Table 7: Weighted Timing Example (Hanna, 1999b) 
Fraction of Change Orders Occurring in Portion of Project X Indicator Value 
(Segment of Project) 
Project  
1(<0%) 2(0-20%) 3(20-40%) 4(40-60%) 5(60-80%) 6(80-100%) 
WTIMING  
1802 0.00 0.00 0.25 0.00 0.50 0.25 4.75 
1605 0.00 0.10 0.35 0.00 0.35 0.20 4.2 
114 0.00 0.20 0.40 0.00 0.40 0.00 3.6 
 
The second step after the hypothesis testing is the model building. Stepwise 
regression is used to allow adding one variable at a time to the model and removing 
from it as well at any time. SAS software was used to analyze the data. A total of 61 
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projects were used for model formulation and 10 extra for the model validation. Delta 
as a percent of the total labor hours was selected to be the dependent variable.  
 
For the model validation ten projects were used, which are not used in the model 
formulation. A confidence interval of 90% was chosen in the study. All except one 
project fall within the limits. 
 
In another study by Hanna, 2002, he aimed to quantitatively define whether an 
electrical or mechanical project is impacted by change orders. He developed a 
questionnaire that included three sections. The first section consisted of general 
background questions about the contractor, and the other two were for projects 
selected by the contractor, of which one section was for an ‘‘on budget’’ project and 
the other was for an ‘‘over budget’’ project caused by change orders. Also, actual and 
estimated manpower loading curves or weekly labor hours were requested for each 
project along with a change order log. 
 
The authors define the project as impacted or unimpacted based on a question on the 
survey of whether the project is over budget or on budget based on the budget labor 
hours defined as the total estimated hours that the contractors used to allocate the 
labor resources. Impacted project less than 5% delta are considered to be unimpacted.  
The study involves a hypothesis testing and a logistic regression analysis 
The % delta approach has several limitations. In a Discussion performed by Ossman, 
2002 on Hanna’s model, he mentioned the following concerning Hanna’s approach: 
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Reference to the equation to determine % delta which is,  
hourslaboractualTotal
hoursorderchangehoursbudgetedhourslaboractualTotalDelta 100*)   (   % +−=  
Eq. 9 
Since impacted hours = Total actual labor hours-budgeted hours-change order hours, 
which is the same calculation used in the total cost method that is mainly rejected in 
the courts. As stated in Amelco V. City of Thousand Oaks (California Supreme Court 
No. S091069, filed 2/4/02) the following four actions have to be considered before 
using the total cost method, which should be the same precautions before using 
%delta indicator: 
- “the impracticality of proving actual losses directly” 
- “the plaintiff’s bid was reasonable  
In addition, Hanna assumes that the budgeted hours are reasonable calculation. Since 
the survey was filled by contractors where they were asked to fill the questionnaire 
for projects they have cost overruns, the contractor might unknowingly regard the 
project losses as to be due to change orders rather than other causes that can be in his 
control. 
- “its actual losses were reasonable, and  
- it was not responsible for the added cost” 
 
According to Ossman, %delta is not an appropriate indicator of disruption or impact 
as if the contractor experiences a labor hour overrun because of changes for which the 
owner is held responsible, he has to be compensated for it. Applying the % delta 
equation in this case, %delta =0. Thus this case which both parties equivocally agreed 
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that change orders affect the work is not represented by this equation. 
 
Ossman suggested that a study of the projects where are all parties involved, 
including owner, contractor and subcontractor, are interviewed to study their 
individual assessment of the use of labor hours originally planned for the project 
versus the ones actually used. This would provide a broader view of the problem 
allowing a more reliable quantitative measure of impact.  
In another discussion by  
 
The use of questionnaire led to a biased study especially that it is filled by contractors 
who are encountered productivity losses because of the owner change orders. The 
way the questionnaire was developed directed the contractors to consider the projects 
impacted if it is over budget. Over budget is not an indication of productivity loss as 
the contractor might unconsciously ignore his management on site or underestimation 
of bid prices to get the job in the first place. Some contractors underestimate their 
bids to get the job and view the change orders as a profit center where they will get 
the profit from. In addition, the model builder did not rely on the actual plans, specs, 
daily productivity and changes of the project, just relied on the reply of the contractor 
filling survey. 
 
In another discussion by Farbaric, 2002 on the study performed by Hanna on the 
impact of change orders on labor efficiency of electrical projects, 1999b, he discussed 
that the authors performed an error in stating that “a strong relationship between each 
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of two independent variables and a dependent variable implies a strong relationship 
between the two independent variables. This is an error both in statistical data 
interpretation and in basic logic “. (‘‘All cows have four legs. All horses have four 
legs. All cows are horses”) (Farbaric, 2002). 
 
In addition, Stepwise regression, which was used in the model building stage, has 
several limitations especially in this application, and they are as follows: 
- Automated model building does not facilitate subjective modeler input. 
The choice of the factors is performed by the researchers and there is 
always a possibility of bias or prejudiced choice. Also, according to the 
author, the statistical significance tests (t-tests and p-values) are used for 
the selection of the factors. However, such approaches have limited ability 
to produce an unbiased factor selection in the case where there are 
complicated interactions between factors with different characteristics 
(numerical, categorical, and split). 
 
- The degree of correlation between the predictor variables affected the 
frequency with which predictor variables found their way into the final 
model. 
 
- Stepwise methods will not necessarily produce the best model if there are 
redundant predictors (common problem). 
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- The size of the sample was of little practical importance in determining the 
number of variables contained in the final model. 
 
- Models identified by stepwise methods often fail when applied to new 
datasets so we can’t generalize it to be used for other projects. 
 
- The lack of the ability to show the relationship between the factors. 
 
- It is based on methods (e.g. F tests for nested models) that were intended 
to be used to test pre-specified hypotheses (Dreksen, 1992). 
 
2.2.7.5 Decision Tree (Lee, 2004) 
 
In 2004 Lee et. al adopted the use of decision tree to quantify the effect of change 
orders in increasing the productivity loss. In this study, two types of decision trees are 
used: 
1. Classification tree: In this study, classification rule with unbiased interaction 
selection and estimation (CRUISE) is used to develop a model that can 
classify project impacted by change orders. In this study 142 case studies were 
used in which 69 projects were impacted and 73 unimpacted. The projects are 
classified as impacted or unimpacted by change orders according to a survey 
filled by contractors participating in the research. Each case study is 
composed of around 70 independent variables and one dependant variable 
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(independent & dependant variables are listed on Appendix B). The input 
features include numerical, binary and categorical inputs. The output feature 
has a binary case only of 1 if the project was impacted by a change and 0 if it 
was not impacted. As shown in figure 10, a decision tree is developed to 
classify whether the project is impacted by the change orders or not. 
 
 
Figure 10: Impact Classification Tree (Lee, 2004) 
 
2. Regression Tree: In this study, generalized, unbiased, interaction detection 
and estimation (GUIDE) is used to develop a model that can quantify the loss 
in the productivity caused by the change order impacts. Once the project is 
proved to be impacted, GUIDE algorithm can be used to quantify the impact 
of changes. A regression tree for impacted projects is shown in figure 11. It 
 68
was developed using the stepwise regression.  
 
Figure 11: Quantification Tree model (Lee, 2004) 
 
A model is developed for each node. Reference to the above figure, having good AE 
coordination with more than 15%of change orders caused by design problems and a 
delayed project greater than 33% of the original duration lead the user to terminal 
node 5. The regression equation at node 5 is as follows:  
% delta = 0.401-0.162XEA/PA-0.0315XProcess+0.003XPERdESIGN……….Eq. 10 
 
The average error in %delta is 20.7% for the tree model while it is 53% for the 
regression model prepared by Hanna 1999a. The tree model represents the actual loss 
through the entire range whereas the regression model gives poor representation in 
the area under 20 % ( %delta) of the actual loss range. 
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Though decision trees are easy to apply however, decision tree algorithms are 
unstable. Slight variations in the training data, which the data set used to build the 
model, can result it different attribute selections at each choice point within the tree. 
The effect can be significant since attribute choices affect all descendent sub trees. 
Thus we can’t generalize this decision tree to the entire industry and the courts can’t 
rely upon it as a tool to prove entitlement. In addition, in case where there are 
qualitative variables, there is a necessity of factoring in the qualitative factors which 
will be discussed in details in Chapter 3, and if there are many qualitative variables, 
which is the case in this study the tree can be long and complicated. 
 
2.2.8 Neural Network 
 
Several researches have used the AI tools like the neural network to quantify the 
impact of change orders on labor productivity. One of the most recent studies is a 
research done by Moselhi et al 2005. The main goal of this study was to develop a 
neural network model to predict the effect of change orders on the labor productivity. 
The model was done in three main stages, first identifying change order factors that 
affect labor productivity. Second modeling the timing impact, and finally developing 
a neural network model 
Based on a thorough study of field labor productivity the following factors affect the 
impact of change order on labor productivity: 
a. Intensity: This factor can be represented as number of change orders, their 
frequency; and/or the ratio of change orders hours to contract hours. The 
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ratio of change orders hours to planned or actual contract hours is mostly 
used to represent this factor. (Leonard, 1987; Moselhi et al. 1991; Ibbs 
1997; Vandenberg 1997; Hanna et al. 1999a, b). 
 
b. Timing in relation to project duration: Coffman, 1997 pointed out the 
significance of the timing factor stating: “When evaluating change orders, 
regardless of their cause, the most significant factor is when the change 
occurs.” The timing factor has been pinpointed by Hanna et al. 1999b 
assuming that the timing impact increases from project inception to 
completion in a linear manner. This assumes higher labor productivity 
losses to occur toward the end of project duration, and therefore it does not 
consider the ripple effect of change orders on the remaining unchanged 
work. 
 
c. Work type: The impact of the changes on productivity differs according to 
the type of work i.e., civil, architectural, electrical, or mechanical 
(Leonard, 1988).  This is mainly due to the differences in the level of skill 
required to perform the work and its degree of complexity; the 
interdependency which varies from one type of work to another and 
among work types (Coffman 1997; Leonard 1987). 
 
d. Type of impact: Change order themselves does not cause a negative 
impact on the productivity, yet it’s the other variables that are affected due 
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to this change like overtime, over manning, congestion and other related 
factors.  
 
e. Project phase: This factor differentiates between changes introduced 
during the design phase and the construction phase. 
 
f. On-site management: This factor relates to the Project Manager’s years of 
experience (Hanna et al. 1999b). 
 
As introduced by Hanna 1999a, he had a hypothesis that assumes that the impact of 
the changes increase from project start to completion in a linear trend. Such 
hypothesis was not supported by the results of other researchers.  For instance, 
Bruggink, 1997 and Coffman, 1997 stated that the highest impact of change orders 
takes place in the third quarter of the project duration. Also, Ibbs and Allen, 1995 did 
not find that changes which occur late in a project are carried out in a less efficient 
way than changes that occur early.  In this study, 33 cases were analyzed by plotting 
the direct manpower loading curve over the duration of the project. 
To compare this study with Hanna study, 1999a, the project was divided into 5 
portions. Man hour loading ratio, which is the ratio of the hours in time to the entire 
project, was calculated for each segment.   
 
Bent and Thuman, 1988 and the AACE Education Board, 1989 suggested a typical 
trapezoidal shape to model the direct manpower loading in construction. The National 
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Electrical Contractors Organization NECA 1983 developed an industry-average type 
curve, to represent the manpower distribution along the electrical project. In this 
study the first approach was used for general construction projects, whereas the 
NECA was used for the electrical projects. 
 





tHCOtTP = ………………………………………………………………Eq. 11 
 
TP= timing impact of change order in period t 
HCO= actual change order hours in period t 
PH= planned hours in period t 
t=time when the change order occur, where t= 1 to 5. 
 
The model was developed using NeuroShell2 which operates in the MS Windows 
environment and offers a number of ready-to-use neural network models. 
A prototype software system was created to provide a tool for quantifying the 
negative impact of change orders on labor productivity. The software provides a user-
friendly interface and incorporates the newly developed neural network model; and 
the previously developed models for general construction which includes, Moselhi, 
1991a; Ibbs 1997, mechanical construction, Hanna 1999a and electrical construction 
Hanna et al., 1999b. 
 
A comparison of the results revealed that the proposed model was a better tool than 
the available models in estimating the impact of change orders on productivity losses. 
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The average estimating error of the proposed model for the analyzed eight cases was 
17.8%, which is significantly lower than those 30.5% and 40.5%associated with the 
general regression model of Moselhi 1991 and the electrical regression model of 
Hanna 1999b. The average absolute estimating error of the proposed model, the 
general regression model, and the electrical regression model was also calculated to 
be 19.4%, 25.3%, and 30%. This shows that taking into account the timing impact in 
the developed neural network model was vital in enhancing the accuracy and 
reliability of estimating the impact of change orders on productivity losses. 
 
Neural network however has several disadvantages especially in these applications. 
Neural Network models are in a sense the ultimate 'black boxes'. Initially seeding it 
with a random numbers, the user has no other role than to feed it input and watch it 
train and await the output. In fact, "you almost do not know what you're doing". The 
final product of this activity is a trained network that provides no equations or 
coefficients defining a relationship (as in regression) beyond its own internal 
mathematics (Donald, 2002). 
 
Thus concerning the application of neural networks in the quantifying the change 
orders, it appears that it is not an applicable tool as the model builder need to have 





2.3 Summary  
 
As shown in the above section, the previous researches in this area suffer from 
drawbacks that limit their use and made the entitlement to loss pf productivity 
damages hard to prove. The main drawbacks are the use of questionnaires reflecting 
only the perspective of one part over the other; in this case it is the contractor, the use 
of the bid-hours, which is not a reliable value, to compare with the actual damages as 
a proof of entitlement, the statistical approaches used to build the productivity loss 
models, and the missing information in the industry standards. All of these drawbacks 
might discourage owners and courts to provide entitlement to the contractor in case of 
productivity loss due to change orders. 
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The objectives of this study are: 1) To analyze and develop a model to quantify the 
percentage increase of the contract value due to change orders. 2) To quantify the loss 
of labor productivity for the sanitary sewer/storm water piping work due to change 
orders. The study is applied on heavy construction projects that encountered change 
orders and where the change orders impacted the contractor’s performance in the 
changed area. In this way the researchers will be able to determine the main causes 
that contribute to the increase in the contract value and the ones that contribute to the 
contractor’s labor productivity losses due to change orders. 
 
The study will be divided into two parts. The first part will concentrate on the percent 
increase in the contract price due to change orders and the second part will focus on 
the labor productivity loss. 
 
3.2 Data Collection 
 
The most important step is to define the projects criteria under study.  This is 
achieved through running multiple interviews with several claims consultants that 
handled construction claims for both the owner and the contractor. In addition 
interviews were conducted with a public owner to understand the major problems 
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they believe might be the cause of the increase in the contract price due to change 
orders and productivity loss. 
 
The main projects criteria are: 
 Projects Type: Heavy Construction (road projects). 
 Owner Type: Public Owners. 
 Delivery Method: Design-Bid-Build. 
 Data Source: Daily Reports, Plans, Contract, log of changes & Claims 
documents. 
 Projects 100% completed. 
 Projects where claims were encountered and resolved. 
 
Projects studied are ones where the original contract amount ranges between $10M-
$25M projects. The second most important step is to define what are the data required 
to build the model. The researchers will rely on the actual owner daily reports and 
change orders that are mainly used by the contractor when they claim entitlement to 
damage. The researchers did not use questionnaires to avoid any potential bias. 
 
Figure 12 summarizes the data collection steps performed to collect the data. 
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Figure 12: Data Collection Procedures 
 
3.3 Data Preparation 
 
After collecting the data from the projects it is important to prepare the data to start 




Explain Research Objective 
Contact District Construction Office & 
Hold Meeting  
Collect Data from Each District 
Start Data Preparation for Model Building 
Study the Projects Selected: 
Problem areas, reason for changes/claims 
Identify Projects Criteria 
• Road Projects 
• Design-Bid-Build 
• 100% completed 
• Claims are resolved 
Identify Documents Required for each 
Project Selected 
• Contract 
• Daily Reports 




3.3.1 Change Order Study 
Change orders are very common in most construction projects. Changes occur not 
only because of errors and omissions, but for other reasons like changes in the scope 
of work, or changes because of unforeseen conditions encountered on the site; a 
problem which is very common in most roadway projects. 
 
The first step in this research is to study the change orders. The main aim of this study 
is to understand how various attributes for the change order affect the value of the 
change. 
The change order value is measured as the value of the change order over the total 
amount of accepted change order value. It will be referred to in this study as the 
dependant variable. 
 
3.3.1.1 Dependant Variable (Response): 
 
The main objective of this study is to quantify the percent increase in the contract 
price due to change orders to be used by the owner for forward or retrospective 
pricing of the change. The percent increase is measured as the cumulative cost of the 
change order over the original cost of the project. The owner will be able to use this 
model to provide a retrospective or forward pricing of the change orders especially 
when facing with exaggerated change order cost proposals from the contractors when 
the change order is issued. 
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($)         
($)                              %
projecttheofCostOriginal
DatetoOrderChangetheofCostCumulativechangetoduepriceconractinIncrease =  
Eq. 12 
 
3.3.1.2 Predictor Variables 
 
As shown in figure 13, eleven predictors are applied to analyze and quantify their 
effect on the price increase of the contract due to change orders; they will be referred 




Figure 13: Predictor Variables for Change Order Study 
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Timing of the Change Order:  
The cost of change increases as the project moves toward completion. The impact of 
the changes later in the project tend to have more impact on the labor productivity 
due to the limited time to perform the changed work, large amount of material to be 
delivered, and constructed and crew interruption (Chick, 1999). 
 
There are many types of construction changes and each type can have an effect on 
labor productivity.  The change itself may not lead to lost productivity, as the change 
can be for a constructive reason like reducing a project’s cost or improve its overall 
lifecycle value. To a great extent, the type of the change is not as important as the 
existence of the change, the effect of the change on the unchanged work, and the time 
such change was issued. 
 
Changes occur during the life time of the project for various reasons. Changes occur 
not only because of errors and omissions, but for other reasons like changes in the 
scope of work, or changes because of unforeseen conditions encountered on the site; a 
problem which is very common in most roadway projects. Changes can also be to 
overcome the contractors errors either errors in the bidding stages; or errors during 
construction.  
 
Changes may occur late for several reasons. One reason is that some discrepancies, 
omissions and needed work changes are not discovered until latter stages of the 
project. Another reason for late changes is that the project parties may be hopeful that 
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they can agreeably solve disagreements. Eventually all of the issues in conflict may 
have to be raised to the attention of a higher organizational or formal level of review, 
by which time, the cost and time impacts have increased. Another reason for late 
change may be that owners may want to add more features to the project if there are 
available funds as the project going to later stages. Unspent contingency moneys may 
be a source of such “scope additions” (Ibbs, 2003).   
 
The “Timing of the Change Order” factor is measured in % as: 
)(  
))(  *   (
DaysdurationcontractOriginal
DaysproceedtoNoticeresolvedorderchangeDate − X100………..……Eq. 13 
*Date CO resolved: the earlier of the issuance of the Change Order date or the 
clarification date of a request for information (RFI) that led to changed work with a 
directive from the owner to construct the change till CO is issued. 
 
Reason for the Change: 
There are several reasons for the owner to issue a change order. The magnitude of the 
amount of the change differs from one reason to the other. The following are potential 
reasons for why an owner may issue a change order for: 
A. To provide for major quantity differences, which results in the 
contractor's work effort exceeding the original contract amount. 
B. To provide for unforeseen work, grade changes, or alterations in the 
plans which couldn't reasonably have been contemplated in the 
original plans and specifications 
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C. To change the limits of the construction to meet field conditions, for 
example extending the project construction limits. 
D. To make the projects more functionally operational; for example 
asking the contractor to perform extra work on site that was not agreed 
upon in the contract just because the contractor is on site and hiring a 
subcontractor to do this work might be more expensive and time 
consuming. 
E. Deterioration or damage to the project after design due to accidents, 
weather conditions, and others. 
 
The Party Implementing the Change Order: 
A study of the party implementing the change order whether it is the contractor or the 
subcontractor is important. If the change order is performed by the subcontractor, the 
process might take more time and hence increase the cost of the change as the owner 
will request a cost proposal for the change order from the contractor and then the 
contractor will pass the request to the subcontractor. This process can be very timely 




It is not uncommon that the contractor has to stop the work when a change order is 
issued. The contractor might need to take labor from one area to the area where 
change order will be executed, or when the contractor encountered a conflict and 
waiting for the owner to direct him of what to do.  
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This problem is very common when the contractor is lacking the management 
experience in handling the change order. According to most of the contracts, the 
contractor has to continue the work even when there is a disagreement on the cost 
proposal provided by the contractor. 
 
This factor is a binary variable of whether the change led to the work stoppage and 
this factor is very much related to the reason of the change. 
 
Change Order Expended as Rework/ Credit (either addition or deletion)/ 
Idle: 
This variable is to check how the way the change order is expended affects the cost of 
the change order. Does the change order when it is due to work addition or deletion 
cost more, or when it is a rework of an activity already completed, or when it is 
issued to compensate for idle labor due to the change.  
 
Credit: 
 Addition: “An item of work not provided for in the contract as 
awarded but found essential to the satisfactory completion of 
the contract”. 
 Deletion: “items contained in the Schedule of Pay Items are 




 “Redoing work in the field regardless of initiating cause or 
source”. 
Idle: 
 “Labor who stopped their normal planned work due to the 
change order issued”. 
 
The Way the Change Order is Compensated: 
Usually the contractor provides a cost proposal to the owner for performing the 
changed work and if the party with whom he has a contract accepts the price, the 
contract is modified in accordance with the terms of contract.  When the contractor is 
preparing a cost proposal for the changed work, it is important to include all the costs, 
overhead and profit. In addition to the actual cost of performing the changed work, 
the contractor should include as well the cost effects on other activities under the 
contract. For example, performance of the change order may require taking a crew or 
a supervisor or both from the planned contract work to work on the change. This will 
cause disruption in the planned contract work and increase the cost of the unchanged 
work. 
 
In addition, there is additional home office or field engineering, estimating and 
purchasing services, which has to be added to the cost of the change.  
A separate item of the contractor cost proposal should be for the cost of preparing the 
change order quotation and the proposal should state  entitlement to that cost, with 
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overhead and profit whether the change is ordered or not. The change order can be 
compensated as unit price or time and material or as a lump sum amount negotiated 
between the contractor and the owner.  
 
This variable will show to the owner which way of compensating for the change will 
lead to an increase of the cost of the change order. The change order can be 
compensated as: 
Unit Price:  
If the bid contract is based on unit prices or lump sum bid supplemented by unit price 
quotation, contractor will have to follow those unit prices unless the original 
quotation made provisions for higher unit prices for smaller quantities. Prices based 
on larger quantities are seldom adequate to cover the cost of change orders. Some 
contract documents allow for equitable adjustments for unit prices if substantial 
inequity would result from their use for change order pricing. 
 
Different unit prices for deleted items are appropriate when a large deletion will 
significantly increase your cost of remaining units. 
 
Time & Material: 
In some case the contractor may be authorized to proceed with the change order and 
bill the owner for time and material spent to perform the changed work. This may 
initially appear to be the most acceptable method of pricing, but it will not prove so if 
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the owner refuses to pay the bill as he might consider the time and material to be 
excessive.  
 
In as much as, most owners, architects and general contractors does not have the 
awareness of how much extra the change order can cost more than the bid work. 
 
Lump sum: 
Change orders may be paid by reimbursing the contractor for direct cost plus a 
percentage or fixed amount for overhead and profit. Agreement may be difficult to be 
reached on what is the direct cost and what would be paid by the contractor out of his 




Sometimes the owner issues a change order and this change lead to restricted access 
by the contractor labor, and hence reduces the labor productivity and increase the cost 
of the change. The owner needs to give more attention to this problem when he issues 
a change. This factor will be an indication to the owner of the effect of the restricted 
access as a result of the change to the cost of the change. 
 
Change Order Work Season: 
This is to check the effect of the season of the changed work relative to the planned 
work at the time of the bid.  
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Stacking of Trades: 
Stacking of trades occurs when worker from different trades work at the same area 
(Sullivan, 2002). Workers from different trades might work in the same area as a 
result of the change and this cause loss of productivity due to the congested site. 
Staking of trades can occur due to different causes; rework, scope change, change 
order, project acceleration, complexity of work, poor planning, and delay in 
preceding activity. 
 
 Approved Change Order Hours: 
Most of the consultants interviewed believed that the greater the approved change 
orders, the higher is the percent increase of the change order. As approved change 
order hours will consist of labor and equipment hours, either operating or idle. 
This variable is measured as: 
 
100)
      
       ( X
projectthefororderchangeapprovedTotal
orderchangeeachforissuedorderchangeApproved …………….…Eq. 14 
 
Extension: 
According to the type of the delay, the change order cost is calculated. For excusable 
but non-compensable type of delay, change orders will be issued with days of 
extension but no extra cost. When the change order affects a controlling work item 
(critical activity) the change order will be issued for extra time and money. This 
factor to check if there is any relation with the extension of days granted and the 
increase of the contract price due to the change orders. 
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This factor is measured as: 
100)
      
          ( X
daysinprojecttheofdurationOrginal
orderchangeeachforcontractorthetoentitledextensionofDays …...Eq. 15 
 




The heavy Construction include establishments whose primary activity is the 
construction of entire engineering projects (e.g., highways and dams), and specialty 
trade contractors, whose primary activity is the production of a specific component 
for such projects. Specialty trade contractors in heavy Construction generally are 
performing activities that are specific to heavy and civil engineering construction 
projects and are not normally performed on buildings. Activities that are common in 
most heavy construction projects include, clearing and grubbing, excavation work, 
utility work (includes sanitary sewer, storm water drainage and potable water), 
paving, and traffic control.  
 
Utility work is a one of the most crucial activities in roadway projects. Failure to 
properly drain a pavement can cause many problems. Water on the surface 
encourages mosses, algae and other vegetation to colonize the paving; in icy 
conditions even shallow puddles can become extremely dangerous ice rinks and over 
the longer term, standing water can actually damage the paving itself.  
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Studying the change order of roadway projects, it was discovered that several change 
orders are issued because of conflicts encountered in the piping work, or for design 
errors and where productivity loss is encountered by the contractor. In most cases, the 
contractor passes the full blame of the productivity loss due to change orders to the 
owner. There are several factors attributed to the contractor beside the change orders 
that can affect the productivity due to changes such as dewatering problems, accident 
on site by the contractor’s resources, and material problems. 
 
In the past 3 years, Florida Department of Transportation (FDOT) experienced 
increased change orders due to utility adjustment delays, changes to utility Joint 
Project agreement, utility work with wrong size, wrong location, or changes to 
accommodate required drainage modification. 
 
This study will focus on measuring the loss of the productivity for the piping work. 
The productivity measure will be expressed as man-hours per unit length. 
 
The following are the activities that are used to measure the productivity as shown in 
figure 14: 
A. Trench Excavation: 
B. Pipe Bedding:  
C. Pipe laying 




Figure 14: Piping Activities (A J Mccormack & Son, 2006) 
 
The productivity for the piping work that includes the above activities will be 
measured from one structure to another. Man-hours and quantities will be extracted 
from the daily report of the owner and the drainage plans. A sample of a drainage 
plan from a state project under Florida Department of Transportation (FDOT) is 
shown in figure 15 below. 
 
 
Figure 15: Drainage Plan (FDOT) 
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The day’s footage of cut trench should exceed only by a small amount the pipe 
footage to be laid (and partially backfilled) in order to minimize the exposure of the 
empty trench to be affected by rain.  The day’s production will depend on the slowest 
of the excavation and the pipe laying crew. Thus in a deep trench the extra excavation 
required may reduce the footage of the pipe laying crew. 
 
Wherever excavations of the trench expose unsuitable materials such as peat, soft 
clay, quicksand or other unstable material in the bottom of the trench, unsuitable 
foundation to support the pipe, backfill and expected superimposed loads, such 
unsuitable materials must be removed to a depth necessary to reach material having 
adequate bearing capacity and at a width of trench at least equal to the minimum 
trench width as specified.  
 
The pipe laying operation starts by hand trimming till the proper sub grade, then the 
pipe is lowered to position. “Pipes should be laid in straight lines to a steady gradient. 
A taut string line, sight rails or, more commonly nowadays, a laser line is used to 
ensure accuracy in alignment and level. Pipes should be laid on a full bed of granular 
material and not propped up on bricks, bits of stone, broken flagstones etc. The pipe 
should be consolidated into the bedding or have the bedding packed beneath it until it 





3.3.2.2 Dependant Variable 
 
As discussed in Chapter two, numerous studies have been conducted to quantify the 
productivity loss due to the change orders. Most of the studies compared the actual 
productivity to baseline productivity and they considered the bid hours as the baseline 
productivity (Hanna, 199a, b). As previously mentioned, the bid hours are not 
considered as a reliable source to compare to in claims as this method of comparison 
is similar to the “Total Cost Method” that is rejected in court and similarly most 
owners are strict in providing any kind of entitlement for contractors using this 
method as a proof of damage. 
 
In this study, the baseline productivity is the average best productivity achieved by 
the contractor. This method is similar to the measured mile, and Thomas baseline 
approach discussed in Chapter 2 except that the researchers do not only include man-
hours, but also quantities in the productivity equation.  Previous studies showed that 
there is a correlation between the quantities installed and the productivity rates and 
this concept is supported by the learning curve theory explained in Chapter 2. 
 










    
     






*Baseline Productivity: It is the average best productivity that the contractor achieves 
during periods that are not impacted by the change order.  
 
This is a fair comparison as it relies on data obtained during actual contract 
performance. 
Labor productivity levels for both affected and normal periods are derived from 
project records as job cost reports, payroll records, and daily logs. In addition the 
researchers avoided the use of bid hours that might not reflect the actual productivity 
rates on site. 
 
3.3.2.3 Predictor Variables 
 
As shown in figure 16, fifteen predictors are applied to analyze and quantify their 
effect on the productivity loss of the piping work; they will be referred to in this study 
as the independent variables. Factors that are attributable to both parties, the owner 
and the contractor, will be analyzed to aid both parties to understand the factors that 








This factor expresses the learning curve idea where the labor got to be more 
productive over time where they are doing the same type of work.  In addition, it tests 
how changes later on in the project might have more effect on the productivity loss. 
 
This factor is measured as: 
)(     
)( )        (   
daysprojecttheofdurationOriginal
daysproceedtoNoticeStoSfromworkofdateStart ji − ………………....Eq. 17 
 
Rain:  
Almost every activity in heavy construction projects will be hindered with a wet site 
from rain. As an assumption in this study, a rainy day is considered excusable but 
non-compensable type of delay, which means that the contractor will be waived from 
paying liquidated damages due to the delay for this day; however he won’t be 
compensated for idle labor, or equipment.  
 
However, we need to check how a rainy day, which is already excusable, affects the 
activities that are right after it as the site, might be still affected from the previous 
rainy day. As well, the effect if the rainy day was encountered in the middle of the 
work from one structure to another. 
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Dewatering Problem: 
Construction dewatering is a necessary operation in most construction sites. Almost 
all heavy construction work needs to be performed out in such a way that rain water 
and ground water will not affect the construction operation. The contractor who 
ignores such need will be bogged down in costly, time-consuming, and unnecessary 
drying activities. 
 
All pipe trenches or structure excavation shall be kept free from water during pipe 
laying and other related work. The method of dewatering shall be provided for a 
completely dry foundation at the final lines and grades of the excavation. No water 
shall be drained into other work being completed or under construction. 
 
The dewatering operation shall continue until it is safe, so as not to allow the water 
level to rise in the excavations. Pipe trenches shall contain enough backfill to prevent 
pipe flotation of the carrier or casing pipe.  Improper dewatering systems might cause 
the flotation of the pipes which will increase the productivity loss of the labor. 
 
 Conflicts /Unforeseen Condition:  
Unforeseen conditions are frequently encountered in heavy construction projects; 
especially in underground and excavation work. As a legal term, “it means that 
adverse conditions are found which are far worse than any prudent contractor would 
have predicted before letting (after a careful review of the plans and specs, inspection 
of the site and perhaps some specific testing at the site)” (Ringwald, 1993). 
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The level of change from the bid conditions has to be far worse for such doctrine to 
apply. Several disagreements occur between the owner and the contractor on whether 
the change resulted in unforeseen condition or not. This disagreement is really time 
consuming and costly and in most occasions leads to claims. 
 
Rework:  
According to the Construction Industry Institute (CII) definition, rework is defined as: 
“Activities in the field that have to be done more than once in the field or activities 
which remove work previously installed as part of the project”. 
 
Rework can be due to faulty construction by the contractor or as a part of the owner 
changes. According to Robinson, 2003, rework cost is defined as: “Total direct cost 
of redoing work in the field regardless of initiating cause or source” (Robinson, 
2003). 
This definition will be adopted in this study where rework is the extra man-hours used 
for the rework regardless of the initiating cause. 
 
This factor is measured in percentage as man-hours expended in the rework between 
one structure to the other over the number of Man-hours expended from one structure 
to another as follows: 
 
100)
      










The scope of work is an important factor that affects the productivity of labor. For 
instance a crew, who are used to install 320 LF per day on production type work, will 
not be as productive when they are asked to install 40 LF as a change order. The 
overall work hours may be greater than what is required because the initial planning 
will be distributed over a much smaller scope. As a result, more work hours will be 
expended. It is not surprising to find that the work bid at a certain rate may take 2-4 
times more work hours than when it is done as a changed work (Thomas, 1995). 
 
This factor is measured as the installed quantity from one structure to another relative 
to the total piping quantity installed for the project. 
 
100)
      
      ( X
projecttheforquantitypipeinstalledTotal
StoSfromquatnitypipeInstalled ji ………….………………Eq. 19 
 
Trench Box: 
Storm water pipe that carries rain water is called the storm water system, while those 
that carry water are sanitary sewer drains. Both of them depend on gravity to move 
the water, thus they have to be of variable depth below the ground surface. 
 
Sanitary sewer trenches are usually cut by a backhoe. Trenches must be wide enough 
to accommodate the pipe diameter plus room for the pipe layers, which is usually an 
extra foot on both sides and it has to be supported so as not to heave.  A difficulty is 
the right of way boundaries limitations that often can’t accommodate the trench plus 
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the soil pile that must be stored at its edges. Also, there must be room for pipe to be 
stored and more important for the equipment to operate. 
 
Equipment must have eight feet or more clear space on each side of the trench so as 
to lower pipe into the trench, dig into the soil pile and backfill over the pipe. Even at a 
shallow depth when the trench is wide, the front end loader can no longer reach the 
trench centerline (Ringwald, 1993). 
 
Usually the sloping at the sides is important and there are strict guidelines by the 
OSHA to avoid trench wall collapse on the workers. Sloping Requirements accelerate 
the CY/LF of excavation as depth increases (Ringwald, 1993). 
 
The cost of the trench box system includes the material plus the labor and equipment 
needed to install and remove it. The crew time to install the support system can 
sometimes exceed what is required for the excavation or the pipe laying and as a 
result can limit the rate of work. The efficient contractor should have an enough 
quantity of trench boxes so that at least one stack is in place while another is moved 
around in front. In this way, pipe laying will not be stopped during the protective 
work (Ringwald, 1993). 
 
Pipe Diameter:  
Man-hours per foot of pipe required for the actual setting of the pipe varies with the 
diameter of the pipe.  It is important to analyze the effect of the pipe diameter on the 
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labor productivity. The pipe diameter is measured in mm. Most of the sanitary sewer 
pipes have a smaller pipe diameter mainly 152 mm, 203mm, 254 mm, and 305mm, 
and the larger diameter pipes are for the storm drainage pipes. 
 
Pipe Material: 
Drainage and sewer pipes are made from a range of different materials including clay, 
PVC, concrete, iron and asbestos. Similarly, the pipe material is an important factor 
to analyze its effect on the labor productivity.  
 
For instance, Plastic pipes are much lighter and therefore easier to handle than 
clayware, and can be easily cut with a hacksaw, whereas clayware is heavy and needs 
to be cut with special pipe cutters or a power-saw. Furthermore, the Clay Pipe 
Development Association is promoting the selling points that clayware is completely 
resistant to gnawing by the ever increasing rat/rodent population and is less likely to 
be damaged by high-pressure jetting techniques, which are becoming the most 
popular method of drain and sewer cleaning. 
 
Most of the sanitary sewer pipes are PVC pipes. Sewer pipe must be located beneath 
the water pipes or storm drainage pipe. This as well might affect the productivity as 
the deeper the pipe will be laid, the more conflicts or unforeseen condition that might 
be encountered. In addition, the deeper the excavation goes, the higher the chance of 
getting close to the water table and it might be more effort to keep the trench dry. 
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 Work Started as Planned/ Delayed:. 
The time of the year where the contractor planned his bid may differ than the actual 
construction. There are lots of studies that show the effect of the weather in the 
productivity at different times of the year. Other factors may as well be taken in 
consideration which is the availability of the labor at the delayed time and as well the 
loss due to the learning curve.  
 
 Location: 
This factor is to evaluate how the location change due to the change order affects the 
labor productivity. Change in location might involve remobilization of work from one 




Changes in the design whether to correct errors and omissions or to account for 
unforeseen condition or other conditions are inevitable in most construction projects. 
Any changes in the design will affect the contractor especially if the change will 
involve rework of items already constructed.   
 
The most common reasons for design changes are: 
A. To provide for major quantity differences, which results in the 
contractor's work effort exceeding the original contract amount. 
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B. To provide for unforeseen work, grade changes, or alterations in the 
plans which couldn't reasonably have been contemplated in the 
original plans and specifications 
C. To change the limits of the construction to meet field conditions 
D. To make the projects more functionally operational 
E. Deterioration or damage to the project after design 
 
Material: 
The material purchased by the contractor has to be according to the specification 
listed in the contract documents. The contractor has to prepare a thorough 
procurement schedule to make sure that the materials are present prior to the work 
starts. Any delay in the materials delivery might cause the contractor to have idle 
labor and equipment till the material is delivered. 
It is measured as: 
A. Not according to the project specs. 
B. Late Material delivery 
C. No material problem 
 
Accident on Site:  
Accidents on the site are very common especially if it’s a project with lots of change 
orders and where the contractor is not taking into account accelerated work for 
example. 
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Unless a contractor have a site management plan to manage and maintain a safety 
environment lots of accidents may occur.  
 
This factor is measured as: 
A. Accident due to the contractor resources. 
B. Accident due to the owner resources. 
C. Third party Damage 
D. No accident 
 
3.4 Model Development 
 
3.4.1 Need for a Simple Model 
 
In general when researchers want to create a model, they start with a comprehensive 
model that includes all the potential variables that explains the variation of the 
response variable under investigation. Then they test the components of the initial 
comprehensive model, to define the less comprehensive sub models that accurately 
explain the phenomena under investigation. Finally from these candidate sub models, 
they single out the simplest sub model, which is the "best" explanation for the 
phenomena under investigation (Stat soft, 2005). 
 
“Simple models are preferred not just for philosophical but also for practical reasons. 
Simple models are easier to put to test again in replication and cross-validation 
studies. Simple models are less costly to put into practice in predicting and 
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controlling the outcome in the future. Simple models are easier to understand and 
appreciate, and therefore they have a "beauty" that their more complicated 
counterparts often miss” (Stat soft, 2005). 
 
Model-building techniques begin with the specification of the design for a 
comprehensive "Complete model." Less comprehensive sub models are then tested to 
determine if they adequately account for the outcome under investigation. Finally, the 
simplest of the adequate is adopted as the "best". 
 
3.4.2 Too Many Variables 
 
Inadequate specification of the variables may result in biased estimate of coefficients, 
while the inclusion of too many parameters will not. For this reason, the estimation of 
the parameters of large models is important, and therefore, it is more customary to 
include all the parameters that are highly relevant and the ones that are even remotely 
relevant. 
 
However the inclusion of large number of parameters often produces large models 
which are difficult to be interpreted. In addition such large models might suffer from 
multicollinearity. In addition, when there are too many variables in a model i.e. the 
number of parameters to be estimated are larger than the number of observations, the 
model experiences a lack of degrees of freedom. 
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When there is an absence of a properly specified model, it is very common to include 
a large number of variables then to select a subset of variables which appears most 
relevant and finally specify a model on the basis of selected terms. The most 
important is which variables to be included in the final model. 
 
3.4.2.1 Interaction Variables 
 
Statistical interaction terms are routinely generated and assessed for significance in 
most N-way Analysis of Variance (ANOVA) algorithms, but nowadays researchers 
tend towards field studies, like the current study, that involve more complex designs 
(with control variables, lagged variables, continuous, rather than categorical, 
independent measures, and the explicit modeling of expected outcomes). These 
methods, which include multiple regression, discriminant analysis, and multivariate 
analysis of variance (MANOVA), vastly increase the researchers’ control of, and 
flexibility in performing the data analysis while increasing the information value of 
the main effects, but do not generate nor assess interaction effects.  
 
The interaction variable is created by multiplying, for each case, the values of two or 
more component variables (main effects). As the product of two or more variables, 
the interaction is clearly related to those component variables, but this relationship 
implies neither causation nor correlation. The interaction comes into being when its 
components come into being. Thus the interaction cannot be said to be caused by its 
components. The causes of the interaction are the causes of the component variables. 
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Neither this causality nor the relationship to the component variables may be 
observable. The statistical interaction variable can be entirely uncorrelated with any 
or all of the variables from which it was constructed. By implication, the interaction 
variable may be entirely uncorrelated with its causes (Foulger, 1979). 
 
If an interaction exists in the data there are several advantages for including the 
multiplicative term. First, if an interaction does in fact exist and is not included in the 
estimation, this may result in a specification error in the form of omitted variable bias.  
 
If the estimated model does not include the interaction variable, it will not provide an 
accurate estimation of the true relationship between the dependent and independent 
variables. A model that includes the interaction term provides a clear description of 
the relationship between the independent and dependent variables. In addition, the 
inclusion of the interaction term will provide a more accurate estimation of the 
relationship and explain more of the variation in the dependent variable. Finally, if an 
interaction term is included, according to Friedrich (1982), this is a "low-risk 
strategy" in that if the product term is significant then keeping it in the model 
otherwise one can drop the product term out of the model. There has been lots of 
criticism for the inclusion of "product terms" in regression analysis; however, there 




Some researchers believed that since the inclusion of a product term in a regression 
model referred to as non-additive, this might mean that it will not add to the model, 
and this is not true.  In regular regression, the relationship between the independent 
and dependent variables is referred to as additive. This is based on the assumption 
that the effect of an independent variable on a dependent variable is constant 
regardless of the value of any other independent variable. The inclusion of an 
interaction term is "non-additive", meaning that the effect of one independent variable 
on the dependent variable varies according the value of a second independent 
variable.  
 
When performing the regression analysis, the constituent variables of the interaction 
model should always be included regardless of whether they are significant or not 
significant.  In this type of model X1 represents the effect of X1 on the dependent 
variable when X2 equals zero, and vice versa. The fact that the constituent variables 
are non-significant does not imply that they are dispensable. If the product term is 
significant this means that the effect of X1 at some other value of X2 has a significant 
effect on the dependent variable. The significance of X1 can vary at differing values 
of X2 and in some instances this can involve the constituent variables (Branton, 
2006). 
 
Critics assert that increased levels of collinearity in models including a multiplicative 
term distort the beta coefficients. The beta coefficients in the multiplicative model 
often differ drastically from the additive model because the interactive model and 
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additive model are describing different relationships. The additive model is 
describing a constant effect of the independent variable on the dependent variable. 
The interactive model describes the relationship as a conditional relationship, 
meaning the effects of each independent variable on the dependent variable varying 
according to the level of the other independent variable (Branton, 2006). 
 
It is possible that significant coefficients in an additive model can be non-significant 
in the interactive model.  It is important to recognize that this occurrence does not 
mean that the parameter estimates of the interactive model are wrong; rather these 
coefficients are estimates of particular trends of change in Y with changes in the 
independent variables.  Specifically, β1 and β2 in the interactive model are estimates 
of the change in Y with changes in X1 and X 2, when X2 and X1 respectively equal 
zero.   These beta coefficients estimate particular conditional relationships rather than 
general ones.  Thus it is possible that at this level, the effect of the independent 
variables on the dependent variables is non-significant (Branton, 2006). 
Thus with the above mentioned advantages of including the interaction variables, a 
two interaction will be performed in both studies, change order and loss of 
productivity study, between each of the independent variables as shown in figure 17 
and figure 18. 
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As shown in the above figures some of the variables are qualitative in nature. For the 
qualitative variables, they have to be coded in a certain way to be included in the 
model. If we have a qualitative variable with k levels we create K-1 dummy variables. 
These variables are not meaningful independent variables as for the case of 
quantitative independent variable. They are variables that make the model function. 
For instance if there is a qualitative variable, pipe type, with three levels; PVC, RCP 
& CMP , two variables has be added as shown in table 8:  
 




CMP 1 0 
PVC 0 1 
RCP 0 0 
 
Tables 9 and 10 summarize the variables used in both the change order model and the 
piping model after coding the qualitative variables. 
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E. Deterioration or damage to the project after design 
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F. Deterioration or damage to the project after design due to accidents, 
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3.4.2.2 Multicollinearity Problem with Too Many Variables 
 
Often two or more of the independent variables used in the model will contribute 
redundant information. That is the independent variables will be correlated with each 
other and contribute redundant information to the final model. 
 
Serious problems arise when multicollinearity is present in the regression analysis.  
1. High correlation among the independent variables increase the likelihood of 
rounding errors in the calculation of the β estimates, standard errors. 
 
2. The regression results may be confusing and misleading. For example, if the 
model contains two correlated variables  
E(y) = βo+ β1x1+ β2x2 
We might find that the t values (least squares estimate) for both β1 and β2 are 
non-significant. However the F test for Ho: β1= β2 =0 would probably be 
highly significant. The tests seem to be contradictory but in fact they are not. 
In fact both are contributing to the F significant test but the contribution of 
one overlaps with that of the other. 
 
3. Multicollinearity can have an effect on the signs of the parameter estimate. 
 
Model builders must be able to detect multicollinearity and try to eliminate one of the 
two variables that are collinear to one another. 
One method of detecting multicollinearity is to calculate the Pearson correlation 
coefficient between each pair of the independent variables in the model. If one or 
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more of the “r” values is statistically different from 0 then the variables in question 
are correlated and a severe multicollinearity may exist. In this study a value more 
than 0.5 will be evaluated for multicollinearity. Anything correlated at 0.9 or higher is 
a problem. If two variables are that highly correlated, one has to go.  
 
Another tool to detect multicollinearity is the variance inflation factor (VIF). The VIF 
essentially is the coefficient of determination of each independent variable with all 
others. A general rule of thumb is that a VIF of 10 or more is "too much". If a 
situation like that exists, consider dropping one variable, combining the two variables 
into one, or just be very careful in what you do or say with your regression model. 
The inverse of VIF is tolerance. We are looking for low VIF and high tolerance 
(approaching 1). 
 
3.4.3 Scatter Plots 
 
A scatter plot is a graphical display that can be quite useful for showing how the 
conditional distribution of y/x changes with the value of x. Two dimensional scatter 
plots for the regression with a single predictor are usually constructed with the 
response assigned to the vertical axis and the predictor to the horizontal axis. 
Due to the large number of variables included in the study we need to check which 
variables to be included and again to avoid the multicollinearity problem with other 
variables. 
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Scatter plots were developed between each of the independent variables and the 
dependant variable y. In addition, two way interactions between the variable is 
examined against the dependant variable in each study; namely the change order 
study and the loss of productivity study. The main point is to detect if there is a trend, 
or any sign of interaction otherwise this variable can be eliminated from the model.  
 
3.5 Hypothesis Testing  
 
3.5.1 Multiple Regression 
 
The general purpose of multiple regression (the term was first used by Pearson, 1908) 
is to learn more about the relationship between several independent or predictor 
variables and a dependent or criterion variable. 
 
Conducting t-tests on each of the β parameter in a model with a large number of terms 
is not a good way to determine whether a model is contributing information for the 
prediction of y. Doing so may include a large number if insignificant variables and 
exclude some useful ones. If the overall adequacy of the regression model is required, 
a global test, one that encompasses all the β parameters is needed. 
 
The first step is to start with scatter plots between each of the independent variables 
and the dependant variable. 
As previously mentioned, an interaction variable as well will be added and test its 
relation ship with the dependant variable.  
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The following H0 is the null hypothesis, where all of the independent variables are 
insignificant, and the alternative hypothesis H1 is that at least one of the independent 
variables is significant. 
 
The number of the independent variables after coding the qualitative variables totaled 
136 for the change order and 284 for the loss of productivity model.  
H0: β1= β2= …..βk=0 











F …………………………………………….………………Eq. 20 
 
Rejection region: F>Fα where υ1=k and υ2= (n-(k+1) 
K= number of the parameters excluding βo 
K=136 for the change order model & 284 for the loss of productivity Model. 
 
3.6 Model Building Procedures 
Statistical software, Minitab 14, was used for the model building. Minitab is accurate 
and easy to use software that offers methods needed to implement every phase of a 
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quality project which helps in understanding and communicating the final results. 
Figure 19 summarizes the steps that are used for the model building. 
There are important parameters that need to be defined: 
Input: 
 
 Alpha: probability of rejecting the null hypothesis when in fact 
it is true equal to 0.05 in this study. 
Output: 
 
 P-value: a measure of how much evidence we have against the 
null hypotheses Ho. The smaller the p-value, the more 
evidence we have against Ho. Researchers will reject a 
hypothesis if the p-value is less than alpha. 
 Coefficient of Determination ( ): measures how well a 
multiple regression model fits a set of data. 
 Mean Square Error (MSE): the average of the square of the 
difference between the desired response and the actual system 
output (the error). 
 Variable of Inflation (VIF):  common way for detecting 
multicollinearity.  
 
As shown in figure 19, the decision of whether to keep a variable or not was based on 
its statistical significance, the significance of the variable from the engineering view 
point, and it's functional form. The main objectives of this approach were to achieve a 
simple model, to be able to reduce any potential multicollinearity in the model, and to 
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keep the variables that are meaningful to the engineer practitioner. The goal was a 
model with statistically and practically significant variables with low 
multicollinearity and minimum MSE.  The VIF was used to detect multicollinearity 
and a low variable of inflation (preferably 10, but perhaps up to 100) was used. To 
insure practically significant variables,  the researchers involved experts in this area 
who worked for both parties, the owner and the contractor,  to make sure that the 
factors eliminated will not cause a the model to suffer from omitted variable bias. 
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3.7 Assessing Model Adequacy: 
 
The coefficient of determination,  R2,  ,measures how well a multiple regression 
model fits a set of data. It represents the fraction of sample variation of the y values 
that is attributable to the regression model. 
 
More intuitive evaluation of the contribution of the model based on the computed 
value of R2 must be examined. The value of R2 will increase as more variables are 
added to the model. Thus, R2a , which increases only because of the variable 
contribution to explain the variation of the response, is important to record. 
 
In any case both R2 and R2a are just test statistic and we shouldn’t rely on them. The 
use of F test to make inferences about the model accuracy can be used. 
 
3.8 Multiple Regression Assumption 
 
There are four main assumptions for the multiple linear regression that must be 
checked and they are as follows: 
 
Detecting Model Misspecification: 
It is assumed that the relationship between variables is linear. In other words the β 
coefficients are linear, yet the predictors can take any form. In practice this 
assumption can virtually never be confirmed; fortunately, multiple regression 
procedures are not greatly affected by minor deviations from this assumption. 
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However, as a rule it is important to always look at  scatter plot of the variables of 
interest. Plot the value of the residual versus the corresponding value of the 
independent variable x. This plot will aid in detecting whether the deterministic 
component of the model has been misspecified (for example using x instead of x2 
component).  If curvature in the relationships is evident, one may consider either 
transforming the variables, or explicitly allowing for nonlinear components.  
 
Detecting Non-normality: 
It is assumed in multiple regression that the residuals (predicted minus observed 
values) are distributed normally (i.e., follow the normal distribution). Again, even 
though most tests (specifically the F-test) are quite robust with regard to violations of 
this assumption, it is always a good idea, before giving final conclusions, to review 
the distributions of the major variables of interest.  
 
For moderate to large samples, the simplest way is to determine whether the data 
violate the assumption of the normality is to construct a relative frequency histogram. 
If the distribution is mound shape, then normality assumption is met. If nonnormality 




Detecting Outliers and Influential Observations: 
This is achieved by locating the residual that lie a distance of 3 s (standard deviation) 
or more above or below 0 on a residual plot versus ŷ. Before eliminating an outlier 
from the analysis, an investigation should be conducted to determine its cause. 
 
Detecting Correlated Errors: 
Check for correlated errors by plotting the residual in time order. If runs of positive 
and negative residuals are detected, a time series model is proposed to account for the 
residual correlation.  
 
3.8.1 Variable Transformation 
 
The great advantage of the simple linear regression is that it is straightforward in 
terms of interpretation. Unfortunately, even though the linear regression formulas can 
be used to estimate the regression line, it won’t necessarily be valid. This is because 
the regression assumptions might not be met. There can be some violations where the 
residual versus predicted plot is fan-shaped because the residuals do not have a 
constant variance, and the residual versus predicted plot has a curved shape because a 
linear form is not appropriate. 
 
Figure 20 is an example of the case where the assumption of equal variances does not 
hold in a very specific way: the variances of the errors increases with increasing 




Figure 20: Unequal Variance (Habing, 2004) 
 
The residual plot of the residual (absolute difference between the actual value and the 
value predicted from the model) and the predicted value from the model makes a fan 
shape (<) opening to the right, where the taller people (who are predicted to be 
heavier) have a wider range of estimated errors. What is needed for this data set is to 
shrink the values of y in such a way that large values of y are affected much more 
than small values are. Two functions that have this effect are the square root and the 
natural logarithm. 
 
Figures 21 show an example of “specification error” where the error does not have 
zero mean because a line is not appropriate.  It is often easier to see the pattern in the 
points when observing the residual versus predicted plot. This is because the focus is 
no longer on the linear trend in the data, but instead the focus is on the lack of a 
horizontal pattern. The residuals have a Ω pattern, with the mean of the residuals 
being negative, then positive, and finally slightly negative again. It should be a 
straight line to meet the normality assumption. In order to overcome this violation, y 
 129
could be expanded in such a way that the larger the y-value the larger the expansion. 
Examples of functions that do this include Y2,  Y3  , and exponent of Y (Habing, 2004). 
 
 
Figure 21: Lack of Linearity (Habing, 2004) 
 
3.9 Model Validation 
 
Model validation is possibly the most important step in the model building sequence. 
Often the validation of a model seems to consist of nothing more than quoting the R2 
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statistic from the fit. Unfortunately, a high value does not guarantee that the model 
fits the data well. Use of a model that does not fit the data well cannot be generalized 
to provide answers to the underlying engineering or scientific questions under 
investigation. 
 
The residuals from a fitted model are the differences between the responses observed 
at each combination values of the explanatory variables and the corresponding 
prediction of the response computed using the regression function. Mathematically, 
the definition of the residual for the ith observation in the data set is written as: 
……..…………………………………………………………….Eq. 21 
 
With denoting the ith response in the data set and  represents the list of 
explanatory variables, each set at the corresponding values found in the ith 
observation in the data set. 
 
It is very important to validate the model with data that are not used in the model 
building and check the prediction accuracy of the model with the new data set.  
 
Data from 4 projects that are not used in the ether the change order or the productivity 
loss model is used for the validation. The percentage error will be calculated for each 
model as follows:  
Xe
XdXeError −=% ……………………………………………………….….Eq. 22 
 
Xe=estimated output from the model  
Xd= desired output from actual response. 
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After the data collection and data preparation stages discussed in Chapter 3, the data 
analysis stage was performed to capture the most significant factors that contribute to 
the increase in the contract price due to change orders and the loss of productivity in 
the piping work of heavy construction projects and to segregate the factors that the 
contractor contributed to increase the productivity loss. A regression model is 
developed for both the change order, and productivity loss quantification. In addition, 
validation of the model is performed with new data set, not used in the model 
building. 
 
4.2 Data Exploration Stage 
 
This stage usually follows the data preparation stage; which may involve data 
transformations, as discussed in Chapter 3, if needed. In case of data sets with large 
numbers of variables ("fields"), performing some preliminary feature selection 
operations to bring the number of variables to a manageable range is required. In the 
model building stage the model builder can think of hundreds of predictors that he 
thinks might contribute to the response variable. The standard analytic methods such 
as neural network analyses, classification regression trees, or general linear models 
become impractical when the number of predictors exceeds a few hundred variables. 
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In this research the change order model initial consists of 136 variables and the 
productivity model includes 284 variables.  
As opposed to traditional hypothesis testing designed to verify a priori hypotheses 
about relations between variables, exploratory data analysis (EDA) is used to identify 
systematic relations between variables when there are no (or  incomplete)  priori 
expectations as to the nature of those relations. In an exploratory data analysis process 
many variables are taken into account and compared using a variety of techniques in 
the search for systematic patterns. Therefore, EDA is used as a pre-processor phase, 
to select for further analyses manageable sets of predictors that are likely related to 
the dependent (outcome) variable of interest. 
The basic exploratory methods include techniques such as examining distributions of 
variables (e.g., to identify highly skewed or non-normal), and reviewing large 
correlation matrices for coefficients that meet certain thresholds (Stat soft , 2005). 
In the following section, the data collected will be visualized to define the frequency 
of the data collected during the research and the range of percent increase in the 
change order and the productivity loss recorded. This will aid in defining the limits of 






4.2.1 Data Range 
 
To define the limits of the data, both the predictors and the response, a “Multi Plot” is 
created between each of the predictor variables and the response. Two plots are 
created; the first one is the plot that shows the frequency of the predictor variable 
values and the second plot is between each of the predictor variables and the average 
value of the response. 
 
SAS software is used as shown in the figure 22 to create multi plots.  “Multiplot” 
node is a visualization tool that enables us to explore larger volumes of data 
graphically. Multiplot node automatically creates bar charts and scatter plots for the 
input and target variables without requiring any user input, and the SAS code used to 
create these plots are available for batch run as well.  
 
Figure 22: Multi Plot Node (SAS): 
 
4.2.1.1 Change Order Model 
 
As discussed in the previous chapter, the main aim of this study is to understand how 
several attributes for the change order affect the value of the change and increase of 
the contract price. 
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The change order value is measured as the cumulative value of the change order to 
date over the original cost of the project, as referred to in equation 12. It will be 
referred to in this study as the dependant variable. 
($)         
($)                             %
projecttheofCostOriginal
DatetoOrderChangetheofCostCumulativechangetoduepriceconractinIncrease =  
Eq. 12 
 
The change order data base is created from of 16 different projects that consist of 457 
data points, where each data point represents a change order issued by the owner. The 
range of the data is shown in figure 23 as follows: 
 
Figure 23: Distribution of the Response Variable "PERCINC" in % 
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As shown in figure 23, the data collected are for projects that encountered an increase 
in the contract price from 0.01% to 15%. The last point of 23% will be eliminated 
from the study due to low frequency of occurrence so it is considered an outlier. 
 
There are eleven possible predictors, defined in Chapter 3, that have been selected to 
predict the percent increase in the contract price due to change orders issued by the 
owner. In addition, two way interaction has been carried between each variable and 
the other and that totaled at the start of the model with 121 possible predictors ( 136 
after coding the qualitative variables) to predict the outcome; i.e. % increase of the 
contract price due to the change order. 
 
Timing of the Change Order:  
Timing of the change order was the focus of most of the previous research, some of 
which failed to prove the hypothesis that change orders issued at later stages are 
carried out less efficiently than those at earlier ones.  A hypothesis commonly 
claimed that the later the change order issued during the life time of the project the 
more expensive it is.   
 
In this research the timing of the change order is measured as: 
100
)(  
))(  *   ( X
DaysdurationcontractOriginal
DaysproceedtoNoticeresolvedorderchangeDate − …………….Eq. 13 
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*Date change order resolved: the earliest of issuing the change order or the owner 
sending the contractor a directive to perform the changed work till the change order 
is issued 
 
Figure 24 shows the range of the data used in the study. The timing is measured from 
the notice to proceed. A timing factor more than 100% means that the project has 
extended beyond the original duration of the project. The study will include timing 
factor up to an average of 180% and therefore, the 330% points will be eliminated 
from the study. 
 
Figure 24: Frequency of Time Factor in % 
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 Figure 25 shows the timing factor versus the percent increase in the contract price 
due to the change order. There is a big jump of the cost of the change order when the 
project goes beyond the planned completion date. This might occur for various 
reasons; the change order might need some re-allocation of resources that the 
contractor was not planning for during the original planning of the project. Resources 
can be skilled labor that might not be available, or the need for certain equipment to 
perform this change and that might explains this big jump in the cost after the as 
planned contract completion date. 
 
 




Reason for the Change: 
There are five potential reasons for the changes that the researchers found to be 
applicable to the data set collected after reviewing several heavy construction projects 
that encountered change orders and they are: 
A. To provide for major quantity differences, which results in the 
contractor's work effort exceeding the original contract amount. 
B. To provide for unforeseen work, grade changes, or alterations in the 
plans which couldn't reasonably have been contemplated in the 
original plans and specifications 
C. To change the limits of the construction to meet field conditions 
D. To make the projects more functionally operational 
E. Deterioration or damage to the project after design 
 
As shown in figure 26, reason B, to account for changes and alterations in the plans 
and for unforeseen condition, was the most frequent reason for the change orders 
issued. This is a problem that most of the heavy construction projects contractors and 
owners face. This can be due to several reasons, poor as-built drawings that do not 
show buried pipes that might hinder the work of the contractor in case of 
modifications to existing roads, and also the owner has to pay for the change order 
due to such unforeseen condition. It can also be that the owner might have rushed to 
the design without studying the area to have the project out for bid. Several other 
reasons might be the cause of such high frequency of occurring changes due to 
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unforeseen condition, and the owner needs to pay more attention to why these types 
of change orders occur that often.   
 
The second most frequent reason is reason D, which is to make the project more 
functionally operational. This reason might occur as the owner might offer jobs to the 
contractor just because he has his equipment mobilized on site instead of hiring a new 
subcontractor and pay for his mobilization fees. In addition bringing another 
subcontractor might cause congestion in the site and a reduced productivity will 
occur. 
 
The third frequent reason is reason E, which is for deterioration or damage to the 
project after the design. This really raises the flag to the contractor to give more 
attention to the site layout plan and why there are accidents that occur regardless of 
who the initiating party is. The researchers through studying the daily reports of 
construction for various projects noticed the occurrence of several accidents due to 
the labor operating the contractor’s equipment on site.  
 
Changes to account for increasing the quantities than the original bid; reason A, does 
not occur very frequently and the least frequent reason for the change order is change 
the limits of the construction to meet the field conditions for example extending the 
limits of the construction and in this case additional maintenance of traffic has to be 




Figure 26: Frequency of Reason Factor 
 
Figure 27 shows the reason of the change vs. the percent increase of the contract price 
due to the change order. Though reason E does not occur as frequently as reason B, 
however the change orders due to reason E yield the most expensive increase in the 
contract price (5.82%). This might be that due to the materials that have to be 
procured to the site to replace the damaged product, and that such material might take 
time to be delivered to the site. In addition if an accident occurs, and a labor is 
injured, the labor might return back to the site with a lower productivity than before, 
or he might be replaced by another labor whose learning curve will restart from the 
beginning and in both cases loss of productivity is encountered. Reason B, can lead to 
an average increase in the contract price of 4.8%, and finally followed by reason D; to 
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make the project more functionally operational and the reason why reason D lead to 
such increase in the contract price is that  the owner might ask the contractor to do 
new work  where there is no predetermined and agreed prices and the owner might 
ask the contractor/subcontractor to do such work  because they are already on site  
and getting another subcontractor might lead to congestion on  site and hence reduce 
the labor productivity. 
 
 
Figure 27: Reason vs. % Increase 
 
Party Implementing the Change Order: 
The party executing the change order might be a dominant factor in the cost of the 
change. Some of the consultants interviewed by the researcher believed that when the 
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work assigned in the change order is executed by the subcontractor, the cost will be 
higher as the contractor will add profit to the subcontractor price and submit to the 
owner. 
 
Figure 28 shows that most of the time the contractor is the one executing the change 
order and this might be due to the fact of saving the money and self perform the work. 
 
 
Figure 28: Frequency of Party Factor 
 
Figure 29 shows that the percent increase can reach to an average of 6.32% when the 
subcontractor is performing the change compared to an average of 4.03% when the 





Figure 29: Party vs. % Increase 
 
Approved Change Order Hours (APPCO): 
As discussed in Chapter three, and reference to equation 13,  this factor is measured 
as: 
100)
      




As shown in figure 30, the data range of the of the approved change order hours are 
from 0 to 100%. This factor depends on the way the change order is compensated; if 
it is compensated as a lump sum, there is no information on the breakdown of the 
change order cost by the hours used to perform the change order. If the change order 
 144
is compensated as unit price, the hourly rate and the expected hours expended are 
sometimes recorded. Time and material basis way of compensation is the only 
detailed method that states in detail form the daily reports the number of hours 
expended is the time and material basis. 
 
 
Figure 30: Frequency of Approved Change Order Hours in % Factor  
 
Figure 31 shows the approved change order hours vs. the percent increase. As for the 
range of the percent increase of the change order cost it ranges from 4.667 % to 
16.21% increase in the contract price.  
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Figure 31: Approved Change Order Hours in % vs. % Increase 
 
Work Stoppage: 
It is not uncommon that the contractor has to stop the work when a change order is 
issued.  Figure 32 shows the frequency of the work stoppage in the sample of projects 
studied. Work stoppage does not occur very frequently and this is due to the fact that 
according to the contract clauses of most construction contracts, the contractor has to 
continue the work and express his intent to file a claim if he is not satisfied with the 
owner decision for the changed work whether for money or time compensation. 
 
That might explain figure 33 where the price difference is not striking when the work 
stoppage is present versus when there is no stoppage. If the contractor stopped the 
work he will be violating the contract agreement and he will do the stoppage of the 
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work at his own risk. Some contractors might stop work assuming that the owner will 
issue a change order to compensate them for their idle labor and equipment because 
of the changed work, and then after further investigation the owner decides that there 
will be no change order to be issued as the contractor should have continued the work 
according the contract. 
 
 





Figure 33: Work Stoppage vs. % Increase 
 
Restricted Access: 
Change resulted in restricted access for both the work area and the nearness of other 
trades components' will definitely affect the cost of the change order. Restricted 
access negatively affects the productivity of the labor as they expend more hours to 
do their work. 
 
As shown in figure 34 restricted access did not occur frequently in the projects 
studied. However when this problem emerged in the project, the percent increase in 
the contract price can reach an average of almost 5 % as shown in figure 35. This 
might be due to the reduced productivity of the labor when there is a restricted access 
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in the area they are working so they spend more time in doing the work and hence the 
work performed at restricted access is more expensive. 
 
 
Figure 34: Frequency of Restricted Access Factor 
 
 
Figure 35: Restricted Access vs. % Increase 
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Change Order Expended as Credit (addition or deletion)/ Rework/Idle: 
Change orders issued to compensate the contractor can be for extra work or work that 
has to be removed and redone or for idle labor and equipment due to the changed 
work. 
Figure 36 shows that most of the change orders issued are expended as credit work, 
and then rework comes second.  
 
Figure 37 shows that the most increase in the contract price is when the labor is idle 
with an average of 6.19%. This might be due to the fact that when the contractor is 
experiencing idle labor he is putting himself in a risk of losing them to another project 
and they might become unavailable when the work is resumed. The lack of 
availability of labors might make the contractor hire labor with a higher hourly rate so 
as not to put his project in the risk of getting delayed and hence pay liquidated 
damages. 
 
The second most expensive is the rework. The labor productivity declines when they 
are redoing the work. The rework process is elaborated in the figure 38 where it 













Figure 37: Way Change Order Expended vs. % Increase 
 







The Way the Change Order Compensated: 
The way the change order was compensated might influence the price of the change 
order. Figure 39 shows that most of the times the change is expended as time and 
material basis. This might be due to the fact that according to the time and material 
basis method of compensation, the labor, equipment and material compensation will 
be derived from the actual daily reports and invoices for extra materials if any.  This 
might be explained by figure 40 where the average increase in the contract price is the 
least if compensated as time and material basis. 
 
The least common way of compensating the change order is the lump sum method 
where the contractor submits a price without a break down of the costs incurred due 
to the change order   Agreement may be difficult to be reached on what is the direct 
cost and what would be paid by the contractor out of his overhead and fee. As shown 
in figure 40 the compensation for change orders compensated as lump sum is the 
most expensive and can increase the contract price to an average of 6.86%. 
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Figure 39: Frequency of the Way Change Order Compensated Factor 
 
 
Figure 40: Way Change Order Compensated vs. % Increase 
A= Lump sum 
B= Time & Material Basis 




As previously discussed in Chapter 3, and reference to equation 15, this factor is 
measured as: 
100)
      





Change orders that provide the contractor entitlement to time extension do not 
necessarily provide entitlement for an increase in the contract price as some changes 
are excusable but non-compensable delays.  
Granting time extensions depends whether this item is a controlling work item 
(critical activity) or not. As shown in the figure 41 the time extension ranges from an 
average of 1.5% to 31 % as measured by the above equation. 
 
As shown in figure 42, the price increase when extension is present is mostly an 
average of 5% to 8%, however when the extension exceeded 25%, the price increase 




Figure 41: Frequency of Extension Factor in % 
 
 
Figure 42: Extension vs. % Increase 
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Change Order Work Season: 
Most construction contracts clearly give direction to the contractor on studying the 
time of the year that the work will be performed and identify the change clauses and 
the potential reason for issuing a change order. In such changes clause, the owner 
states what the situations that are considered “Changed site conditions”.  
Accordingly, contractors need to study the project and their expected start date of 
construction. Contractors might mistakenly assign their resources and duration based 
on the time of bid preparation not the time of the construction. 
 
Contractors should put some contingency in their duration or cost for any unexpected 
conditions like rain for example. A contractor who is studying a bid and knows that 
the project area is experiencing continuous rain during the lifetime of the project has 
to increase his cost and duration to account for this problem. Some contractors 
believes that adding a contingency of time and cost to account for such risks might 
put them in a condition of losing the bid. That’s why in many situations the 
contractors asks for compensation for a rainy days and in most cases the owners 
rejects their request and does not provide entitlement whether for time or money.  
 
As shown in the figure 43, this problem of different seasons does not occur a lot in 
the project studied as most owners are  strict in terms of defining changed site 
conditions and that explains figure 44 of how there is almost no cost difference 








Figure 44: Season vs. % Increase 
 
 158
Stacking of Trades: 
The problem of stacking of trades occurs when the change orders force the 
contractor/subcontractor to work in an area where another contractor is already 
working. This leads to congestion in the site and such congestion affects the mobility 
of labor while doing their work and hence reducing their productivity. 
 
As shown in the figure 45 this problem did not occur frequently in the projects 
studied and when it appears, it does not increase the contract price as shown in figure 
46. This factor will be eliminated from the model as few observations were recorded 
when stacking of trades occur.   
 
 
Figure 45: Frequency of Stacking of Trade Factor 
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Figure 46: Stacking of Trade vs. % Increase 
 
4.2.1.2 Piping Model 
 
 
The main aim of this study is to define and quantify the effects of various attributes 
that contribute to the productivity loss of the piping operation explained in Chapter 3. 
Both the owner and the contractor-contributed factors will be studied to aid both 
parties in quantifying the expected productivity loss. The owner will only be 






As discussed in Chapter 3, and reference to equation 16, the response is measured as: 
 









    





*Baseline Productivity: It is the average best productivity that the contractor 
encounters during the periods that were not impacted by the change order.  
 
There are fifteen possible predictors defined in Chapter 3 that have been selected to 
predict the productivity loss of piping work that are attributed to both the owner and 
the contractor. In addition, two way interaction has been carried between each 
variable and the other and that totaled at the start of the model with 225 possible 
predictors (284 after coding the qualitative variables) to predict the outcome; % 
productivity loss of the piping work. 
 
The distribution of the productivity loss is shown in figure 47. Database collected 
from 16 projects that consists of 542 data points for the piping work is used in this 
research. Each data point represents productivity from one structure to another in 
each project.  As previously motioned, productivity is tracked for all the piping work 
in each project and measured from one structure to another as explained in Chapter 3. 
As shown the productivity loss “PRLOSS” factor ranged from -87% to 470%. A 
negative “PRLOSS” means a productivity that exceeds the average best productivity 
that the contractor achieves during the lifetime of the project. 
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Figure 47: Distribution of the Response Variable "PRLOSS" 
 
Time Factor: 
As shown in figure 48 the data were collected for piping activities from the start till 
the end of the project. Reference to equation 17, the timing factor is measured as: 
)(     
)( )        (   
daysprojecttheofdurationOriginal
daysproceedtoNoticeStoSfromworkofdateStart ji −
 ………….…..….Eq. 17 
 
The timing factor can be more than 100% when the project is extended beyond the 




Figure 48: Frequency of Time Factor in % 
 
As shown in the figure 49 below, the productivity loss is higher in the first 10% of the 
job, with an average productivity loss of 67%, and this is due to the learning curve 
theory where at the first 10% the labor are mobilizing their equipment and getting 
used to the site. Similarly the last 10% of the work the productivity loss went up to 
36% when they are working in the punch list and the productivity drops while 
finishing up the work (Thomas, 1995b). 
 
When the project exceeded the as planned project completion date (Time 
factor>100%), the productivity loss increases dramatically and this is due to the fact 
that the contractor did not  put such extension of time into consideration when they 
were creating their resource allocation.  Extension of time might be expended for 
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credit work whether addition or deletion and the contractor might not have the labor 
to do this work, or they are waiting for materials to be delivered and hence the 
productivity loss decreases. It as well can be extended for rework the activities that 
have been previously done, and as mentioned before, the rework scenario can 
negatively affect the productivity rate of the labor.  After they got the instructions for 
the changed work, it is shown that the productivity loss went down again. 
 
 
Figure 49: Time in % vs. % Productivity Loss 
 
Rain: 
As stated in Chapter 3, the researchers had an assumption in this study that a rainy 
day is considered excusable but non-compensable delay, which means that the 
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contractor will be waived from paying liquidated damages due to the delay for this 
day; however he won’t be paid any for idle labor, or equipment.  
 
The consecutive day of a rainy day will still impact the contractor’s work as the site 
will still be wet. Similarly if the work was performed and then a rainy day hindered 
the work between two structures, then piping work between the two structures resume 
after rain. 
 
As shown in the figure 50, most of the data collected were not affected by rain. 
 
Figure 50: Frequency of Rain Factor 
 
Figure 51 shows the effect of the rain on the productivity loss. When rain occurs just 
before the piping work between two structures starts, the productivity loss is an 
A=Rain During work 
B= Rain just before the 
work starts  
C= No rain 
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average of 18%. The productivity loss reaches 133% when the rain is encountered 
during the work and this is due to the fact that the site is still wet and the piping 
excavation and laying operation is affected especially that they might meet need to 
redo some of the pipe previously laid and damaged by rain. Also, they will have to 




Figure 51: Rain vs. % Productivity Loss 
 
Dewatering Problem: 
Almost every activity in heavy construction projects needs to be performed in such a 
way that rain water and ground water will not affect the construction operation. The 
A=Rain During work 
B= Rain just before the work 
starts  
C= No rain 
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contractor who ignores such need will be bogged down in costly, time-consuming, 
and unnecessary drying activities.  
 
As shown in figure 52, most of the data collected were for projects that did not have 
dewatering problem. When the dewatering problem exists, the productivity loss can 
reach up to 125% on average as shown in figure 53. 
 
 
Figure 52: Frequency of Dewatering Factor 
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Figure 53: Dewatering vs. % Productivity Loss 
 
Conflicts /Unforeseen Condition:  
Conflicts are commonly encountered in heavy construction projects and that might be 
due to design errors or omissions. When the contractor encounters a conflict on site 
they have to report it to the owner and wait for direction on how to proceed.  The 
owner representative might direct them to relocate the pipe or remove the 
obstructions encountered to continue the pipe laying operations. All of that will lead 
to an increase in the productivity loss of the contractor’s labor. 
 
When the contractor faced a conflict during the pipe laying operation as shown in 




Figure 54: Frequency of Conflict Factor 
 
 
Figure 55: Conflict vs. % Productivity Loss 
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Rework: 
As previously discussed, rework negatively affect the productivity. Rework can be 
due to faulty construction by the contractor or as a part of the owner changes.  
 
Reference to equation 18, rework factor is measured as: 
100)
      






− ……………………………..Eq. 18 
 
There is few data collected where rework was encountered as shown in figure 56. 
Figure 57 shows how the percentage of rework, as measured by the above equation, 
vs. productivity loss distribution is mound shape which means that the productivity 
loss increase till a certain level of rework percentage till reach a maximum then drops 
again and this might be due to the fact that labor got acquainted with the work being 








Figure 57: Rework vs. % Productivity Loss 
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Quantity Installed: 
The quantity of the piping installed from one structure to another affects the 
productivity. A crew who are used to install a certain linear footage per day might not 
be as productive if they installed a lesser quantity than what they are used to and 
especially if it is a changed work. It is not surprising to find that the work bid at a 
certain productivity rate may take 2-4 times more work hours than when it is done as 
a changed work (Thomas, 1995b). 
 
Reference to equation 19, this factor is measured as: 
100)
      
      ( X
projecttheforquantitypipeinstalledTotal
StoSfromquatnitypipeInstalled ji …………………………Eq. 19 
 
The data collected range is shown in the figure 58. In most of the projects studied, 





Figure 58: Frequency of % Quantity Installed 
 
As shown in figure 59, the greater the quantity installed form one structure to another, 
the better the productivity. A negative productivity loss means that the contractor 
achieved a productivity higher than average. The data in figure 59 are supported by 
the learning curve theory and the economy of the scale. Economy of the scale is 
defined as “Reduction in cost per unit resulting from increased production, realized 
through operational efficiencies. Economies of scale can be accomplished because as 
production increases, the cost of producing each additional unit falls”. 
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Figure 59: %Quantity Installed vs. % Productivity Loss 
 
Trench Box: 
The use of the trench box is a requirement by the OSHA according to the depth of the 
excavation and should be specified as part of the contract. The use of the trench box 
in the pipe laying operation affects the productivity of the labor and this is due to the 
nature of trench box installation as the time to install the trench box might exceeds 
that for the trench excavation and pipe laying.  
 
As shown in the figure 60, most of the data collected are without trench boxes. 
However as shown in the figure 61, the productivity loss encountered when a trench 
box is used can reach up to 100%. . The efficient contractor should have an enough 
quantity of trench boxes so that at least one stack is in place while another is moved 
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around in front. In this way, pipe laying will not be stopped during the protective 
work. If the site is wet, the production rate of the excavation, trench box installation 
and pipe laying will be negatively affected. 
 
 




Figure 61: Trench Box vs. % Productivity Loss 
 
Pipe Diameter:  
The pipe diameter is measured in mm. Figure 62 shows the pipe diameter installed in 
the projects studied and they are mainly: 152, 203, 254, 305, 450, 600, 750, 900, 




Figure 62: Frequency of Pipe Diameter Factor 
 
As shown in figure 63, the smaller the pipe diameter the higher the productivity loss. 
This might be attributed to the fact that the smaller diameter pipes, 152mm, 203mm, 
254, and 305mm were for sanitary sewer pipes. Sanitary Sewer pipes must be laid at 
the bottom beneath the storm water, and potable water pipes. This depth requirement 
might affect the productivity as the deeper the excavation, the more conflicts or 
unforeseen condition might be encountered and the higher the chance of getting close 




Figure 63: Pipe Diameter vs. % Productivity Loss 
 
Pipe Material: 
The pipe material might play a role in the pipe laying productivity. The weight of the 
pipe is a function of how the labor will handle the pipe and lay it in the trench as well 
the type of bedding used.  Figure 64 illustrates how the type of the material affect the 
type of bedding used and hence affects the productivity of the piping work activities. 
This might be attributed to the fact that PVC pipes are mainly used for sanitary sewer 
pipes. Sewer pipes are laid beneath the storm water and potable water pipes and there 
are strict guidelines about the horizontal and vertical separation of the sanitary sewer 
from other types of pipes.  
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Figure 64: Types of Stone Bedding (A J Mccormack & Son, 2006) 
 
Figure 65 shows the main types of pipes that are installed in the projects under study 
and they are  
A. PVC 
B. Corrugated Metal Pipe (CMP) 
C. Reinforced concrete pipes (RCP) 
 
Granular material - 10mm single size or 
14-5mm graded 
Selected Fill or Granular material  
Selected Fill - no stones over 40mm, no 
lumps of clay over 100mm, no organic or 












Figure 65: Frequency of Pipe Type Factor 
 
As shown in figure 66, when PVC pipes are used, the productivity loss was the 
highest, followed by concrete pipes and the least is the CMP. This might be attributed 
to the fact that PVC pipes are mainly used for sanitary sewer pipes. Sewer mains that 
are laid in the vicinity of existing or proposed pipelines, and that are designated to 
carry water or reuse water (wastewater effluent) shall meet the horizontal and vertical 
separations as follows (City of Melbourne Specs): “As for the horizontal separation 
sewer mains shall be located at least 10 feet horizontally from water mains or reuse 
water (unless used for unrestricted public access) and three (3) feet horizontally or 
five (5) feet center to center whichever is greater from pipes carrying reuse water 
used for unrestricted public access. The distance shall be measured from inside edge 





main may be laid closer to a pipe carrying water or reuse water provided that the 
bottom of the water main is at least 18 inches above the top of the sewer pipe and the 
water main is laid in a separate trench. As for the vertical separation, sewer mains 
shall be laid to provide a separation of at least 18 inches between the bottom of the 
water main and the top of the sewer”. 
 
Productivity losses in concrete pipes can reach an average of 38%. This might be 
attributed to the weight of the pipe and the handling precautions that the labor need to 
take into account while laying the pipe.  
 
 







Work Started As Planned/ Delayed: 
Whether the activity started at its planned time of the year or not might affect the 
productivity rate of the labor. This is an important factor especially when the work 
requires certain types of labor and an owner caused delay can put the contractor in a 
risk of finding the skilled labor at the suitable time.  
 
As shown in figure 67, most of the time in the projects studied  the work started as 
planned. The productivity loss is considerably higher when the work is delayed than 
the planned start date and it can reach up to 70% loss as shown in figure 68. 
 
 




Figure 68: Start of Work vs. % Productivity Loss 
 
Location: 
In most of the data collected, the work was performed in the planned location as 
shown in figure 69. Changes in location might involve remobilization of labor and 
equipment from one area to another and that will affect the productivity of the labor 
as well as their learning curve. That explains the jump in the productivity loss of an 
average of 60% when there is a change in location versus 32% when the work is done 





Figure 69: Frequency of Location Factor 
 
 
Figure 70: Location vs. Productivity Loss 
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Design Accuracy: 
Changes in the design whether to correct errors and omissions or to account for 
unforeseen condition or other conditions are inevitable in any construction project. 
As previously discussed there are main five main reasons for why change orders are 
issued as shown in figure 71 and they are: 
A. To provide for major quantity differences, which results in the 
contractor's work effort exceeding the original contract amount. 
B. To provide for unforeseen work, grade changes, or alterations in the 
plans which couldn't reasonably have been contemplated in the 
original plans and specifications 
C. To change the limits of the construction to meet field conditions 
D. To make the projects more functionally operational 




Figure 71: Frequency of the Design Factor 
 
As shown in figure 72, most of the changes issued in the piping work are due to 
reason B that accounts for unforeseen condition. This is a problem that most of the 
heavy construction projects contractors and owners face. This can be due to several 
reasons, It might be due to the fact the owner might have rushed to the design without 
studying the area to have the project out for bid and the contractor to start on the 
construction phase. Several other reasons might be the cause of such high frequency 
of occurring changes due to unforeseen condition, but definitely the owner needs to 




Figure 72: Design vs. % Productivity Loss 
 
Material: 
The contractor has to make sure that the material required for the project has to be 
delivered on time and according to contract specifications. Late material delivery or 
materials not specified in the bids will put the contractor in a risk of delay and 
productivity loss by his labor. As discussed in Chapter three, this factor is measured 
as: 
A. Not according to the project specs. 
B. Late material delivery 
C. No material problem 
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 As shown in figure 73 most of the times there was no material problem. However as 
shown in figure 74, when the materials are not according to the project specifications, 
the productivity loss can reach an average of 128%, and when the materials are 
delayed very few data were collected when this problem occurred. When this problem 
occurs the productivity loss can reach an average of 110%.  When there is no material 
problem there is still a loss which means that there is another factor contributing to 
the loss when there is no materials problem. 
 
 
Figure 73: Frequency of Material Factor 
A= Not according to the project 
specs. 
B=Late material delivery 




Figure 74: Material vs. % Productivity Loss 
 
Accident on Site: 
As shown in figure 75, most of the projects studied did not encounter accidents and 
when accidents on site occurred, they are caused by the contractor resources. Thus the 





Figure 75: Frequency of Accident Factor 
 
As shown in Figure 76, when there is an accident caused by the contractor’s 
resources, the productivity loss can reach up to 129%.  
 
 
Figure 76: Accident vs. % Productivity Loss 
A=Accidents caused by 
contractor’s resources 
D= No accident 
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4.2.2 Data Visualization 
 
Scatter plots were developed between each of the independent variables and the 
dependant variable y. In addition, two way interactions between the predictor 
variables is examined against the dependant variable in each study; namely the 
change order study and the loss of productivity study. The main point is to detect if 
there is a trend, either positive or negative, and as well to check the distribution of the 
data whether linear, quadratic, or other. If the slope is straight then the variable will 
be eliminated. 
 
The following figures 77-81 are samples of scatter plots for different variables. 
As shown in figure 77 of time vs. percent increase there is an increasing trend of time 
and percent increase, the later the change order is issued the greater the percent 
increase in the contract price due to change. The scatter plot as well shows that there 
are outliers that will be removed from the study which are the points at time =350% 
















Scatterplot of PERCINC vs TIME(X1)
 
Figure 77: Scatter Plot of Time vs. % Increase 
 
As shown in figure 78, party vs. percent increase in the contract price, the cost of the 















Scatterplot of PERCINC vs PARTY(X3)
 
Figure 78: Scatter Plot of Party vs. % Increase 
 
Similarly as shown in figure 79, the productivity loss decreases with time; a trend 
















Scatterplot of PRLOSS vs TIME(X1)
 
Figure 79: Scatter Plot of Time vs. % Productivity Loss 
 
As shown in figure 80, rain during work factor vs. productivity loss, the productivity 
loss of piping increases when rain is encountered during work between two 
structures.  
 
As shown in figure 81, dewatering factor vs. productivity loss, the productivity loss of 














Scatterplot of PRLOSS vs RDURWK(X2A)
 













Scatterplot of PRLOSS vs DEWP(X3)
 
Figure 81: Scatter Plot of Dewatering vs. % Productivity Loss 
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4.3 Model Building 
 
4.3.1 Model without Interaction 
 
As discussed in Chapter 3, two ways interaction will be performed between each of 
the independent variables. The researchers first developed a model without the 
interaction variables to check how the “main effects” will be able to determine the 
variation in the dependent variable so as to have a simpler model. 
 
4.3.1.1 Change Order Model 
 
The model building procedures discussed in Chapter 3 were followed and the 
following model was achieved: 
PERCINC =  
1.13 + 0.0381 TIME(X1) - 0.206 REASON (X2A) + 0.136 REASON (X2B) 
          - 0.88 REASON (X2C) - 0.532 REASON (X2D) - 2.84 PARTY(X3) 
          + 0.0629 APPCO (X4) - 1.63 STOP(X5) - 1.19 RESTAC(X6) 
          + 0.530 COEXP(X7A) + 1.28 COEXP(X7B) + 1.17 COCOMP(X8A) 
          - 1.38 COCOMP (X8B) + 0.012 EXT (X9) + 2.44SEASON(X10)…….Eq. 23 
 
Table 11 shows the P-value for the predictor variables. Variables are considered to be 
significant if the P-value is less than α (0.05). As shown in the tables below the only 
statistically significant variables are time and the party executing the change whether 
contractor or subcontractor. The standard deviation (S) = 3.78729 with R-Sq = 38.0% 
and R-Sq (adj) = 35.2%. The coefficient of determination R2 is very low; it means 
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that only 35% of the variability of the % increase in the contract price due to the 
change order is explained by the predictor variables thus this model can’t be relied 
upon for future prediction of the percent increase of contract price due to change 
orders. Such low value of R2 might be an indication that there are not enough 
variables to explain the variation of the response variable, thus interaction terms 
between each of the predictor variables as discussed in Chapter 3 will be added to the 
model. 
Table 11: Change Order Model without Interaction Variables 
Predictor P VIF 
Constant       0.42   
TIME(X1)      0.000 1.3 
REASON (X2A)    0.836 1.8 
REASON (X2B)    0.843 2.7 
REASON (X2C)     0.548 1.3 
REASON (X2D)   0.518 2.2 
PARTY(X3)       0.000 1.1 
APPCO (X4)      0.005 1.2 
STOP(X5)        0.009 1.5 
RESTAC(X6)     0.395 1.1 
COEXP(X7A)    0.594 5.6 
COEXP(X7B)     0.196 4.8 
COCOMP(X8A)      0.077 1.3 
COCOMP(X8B)     0.007 1.5 
EXT (X9)       0.915 1.1 




4.3.1.2 Piping Model 
Similarly, the model building procedures discussed in Chapter 3 were followed and 
the following model was achieved: 
 
PRLOSS = 
64.5 + 0.196 TIME(X1) + 52.6 RDURWK (X2A) - 1.3 RJUSBRSTR (X2B) 
         + 102 DEWP(X3) + 78.7 NTSP (X4A) + 4.5 MATOK (X4B)  
          + 38.1 CONF(X5) 
         + 1.01 RWK (X6) + 78.5 C0EQ (X7A) - 8.85 PERINST(X8) - 17.3 TRBX(X9) 
         - 29.3 PTYPEA (X10A) - 18.7 PTYPEB (X10B) + 14.9 PTYPEC (X10C) 
         + 0.0053 Pipe DI (mm) (X11) - 23.7 ASPLN(X12) - 59.5 DSA (X13A) 
         + 36.6 DSA (X13B) - 18.7 DSA (X13C) - 21.5 LOC(X14)…………..…. Eq. 24 
 
Table 12 shows the P-value for the predictor variables. Variables are considered to be 
significant if the P-value is less than α (0.05). As shown in the table below the only 
statistically significant variables are when rain is encountered during work from one 
structure to another, when dewatering problem exists, when materials are not 
according to specifications, when a conflict is encountered,  accidents on site by 
contractor’s resources, the quantity installed and the pipe type is RCP. The standard 
deviation (S) is 68.1239 with R-Sq = 38.9% and R-Sq (adj) = 36.5%. The coefficient 
of determination R2 is very low; it means that only 36.5% of the variability of the % 
of productivity loss of the piping work is explained by the predictor variables thus 
this model can’t be relied upon for future prediction of the percent increase of 
contract price due to change orders. 
 198
Such low value of R2 might be an indication that there are not enough variables to 
explain the variation of the response variables, thus interaction terms between each of 
the predictor variables as discussed in Chapter 3 will be added to the model. 
 
 
Table 12: Piping Model without Interaction Variables 
Predictor              P VIF 
Constant              0.000   
TIME(X1)            0.057 1.2 
RDURWK(X2A)           0.007 1.3 
RJUSBRSTR(X2B)        0.945 1.1 
DEWP(X3)             0.000 1.3 
NTSP(X4A)           0.000 1.3 
MATLT(X4B)            0.953 38.5 
CONF(X5)             0.001 1.1 
RWK (X6)             0.228 1.4 
C0EQ(X7A)           0.000 1.2 
PERINST(X8)         0.000 1.1 
TRBX(X9)            0.473 2.1 
PTYPEA(X10A)        0.734 52.5 
PTYPEB(X10B)         0.064 1.6 
PTYPEC(X10C)        0.04 1.4 
Pipe DI (mm)(X11)  0.703 1.7 
ASPLN(X12)         0.699 7.1 
DSA(X13A)           0.000 2.7 
DSA(X13B)            0.385 10.5 
DSA(X13C)          0.273 2.4 
LOC(X14)            0.365 2.2 
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4.3.2 Model with Interaction 
 
As previously discussed models, the change order model and the piping model 
produced a very low R2, which means that such models can’t be used by the owner as 
a reliable tool to predict the percent increase in the contract price due to change 
orders and the productivity loss of the piping work.  
A low R2 , indicates that the predictor variables might not be enough o explain the 
response variable. Therefore, Interaction variables will be added between each of the 
predictor variables and similarly the procedures for building a model discussed in 
Chapter 3 will be followed. 
 
4.3.2.1 Change Order (Total Model) 
A database of the change orders that consists of 456 observations (percent increase of 
the contract price due to the change order) is used to build the model. The model 




 - 1.69 + 0.0879 TIME(X1) - 7.37 REASON (X2A) + 0.784 REASON (X2B) 
          - 8.28 REASON (X2C) + 1.77 REASON (X2D) + 3.26 PARTY(X3) 
          + 0.0443 APPCO (X4) + 5.03 STOP(X5) - 7.46 RESTAC(X6) 
          + 1.55 COEXP (X7A) - 2.10 COCOMP (X8A) - 1.17 COCOMP (X8B) 
          - 0.132 EXT (X9) - 0.0173 TIME(X1) REASON (X2A) 
          - 0.0657 TIME(X1)PARTY(X3) - 0.0462 TIME(X1)STOP(X5) 
          + 0.0277 TIME(X1)COEXP(X7A) + 0.0388 TIME(X1)COEXP(X7B) 
          - 0.0248 TIME(X1)COCOMP(X8B) + 6.21 REASON (X2A)PARTY(X3) 
          + 2.65 REASON (X2A)COCOMP(X8B) - 4.19 REASON (X2B)PARTY(X3) 
          + 4.20 REASON (X2B)COCOMP(X8A)  
          + 2.27 REASON (X2B)COCOMP(X8B) 
          - 3.37 REASON (X2D)COEXP(X7A) 
          + 1.99 PARTY(X3)STOP(X5) + 9.60 PARTY(X3)RESTAC(X6) 
          + 4.57 PARTY(X3)COCOMP(X8A) - 0.504 APPCO (X4)RESTAC(X6) 
          - 4.77 STOP(X5)COEXP(X7A) - 4.57 STOP(X5)COEXP(X7B) 
          - 2.95 COEXP(X7A)COCOMP(X8A) + 0.294 COCOMP(X8B)EXT (X9)  
Eq. 25 
 
The model produced a standard deviation (S) of 2.94949, and coefficient of 
determination    R-Sq = 64.6%   and R-Sq (adj) = 60.7%.  A model of R2 higher than 
70-75% is more desired, where the predictors explain the majority of the variations of 
the response variable. 
 
Table 13 shows the variables and their level of significance. Even though some of the 
variables have a P-value less than α (0.5), however, removing them increase the MSE 
so they were kept in the model. 
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Table 13: Change Order Model with Interaction Variables (Total Model) 
Predictor P VIF 
Constant       0.163  
TIME(X1)      0.000 12.6 
REASON (X2A)    0.001 13.3 
REASON (X2B)    0.331 6.1 
REASON (X2C)     0.007 9.5 
REASON (X2D)   0.107 6.5 
PARTY(X3)       0.000 6.8 
APPCO (X4)      0.015 1.3 
STOP(X5)        0.002 16.1 
RESTAC(X6)     0.001 4.1 
COEXP(X7A)    0.089 7.6 
COCOMP(X8A)      0.088 7.4 
COCOMP(X8B)     0.214 8.7 
EXT (X9)       0.173 1.4 
TIME (X1) REASON (X2A) 0.110 4.3 
TIME (X1) PARTY(X3) 0.000 7.2 
TIME (X1) STOP (X5) 0.000 16 
TIME (X1) COEXP (7A) 0.003 8.9 
TIME (X1) COEXP (7B) 0.000 5.8 
TIME (X1) COCOMP (X8A) 0.003 10.8 
REASON (X2A) PARTY (X3) 0.003 11.4 
REASON (X2A) COCOMP (X8B) 0.061 2.8 
REASON (X2B) PARTY (X3) 0.000 6.1 
REASON (X2B) COCOMP (X8A) 0.000 3.2 
REASON (X2B) COCOMP (X8B) 0.008 6.3 
REASON (X2D) COEXP (X7A) 0.003 5.9 
PARTY (X3) STOP (X5) 0.038 3.7 
PARTY (X3) RESTAX (X6) 0.000 4.9 
PARTY (X3) COCOMP (X8A) 0.000 4.6 
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APPCO (X4) RESTAC (X6) 0.136 1.7 
STOP (X5) COEXP (X7A) 0.000 4.5 
STOP (X5) COEXP (X7B) 0.000 4.0 
COEXP (X7A) COCOMP (X8A) 0.008 4.4 
COCOMP (X8B) EXT (X9) 0.222 1.7 
 
 
The second step is to check the linear regression assumptions mentioned in Chapter 3. 
To achieve this step four plots are created as shown in figure 82 below: 
 
It is assumed in multiple regression that the residuals (predicted minus observed 
values) are distributed normally (i.e., follow the normal distribution).  
 
For moderate to large samples, the simplest way is to determine whether the data 
violate the assumption of the normality is to construct a relative frequency histogram 
and the normal probability plot. If the distribution is mound shape, and then the 
inferences derived from the regression analysis are valid. If no normality is detected, 
variable transformation can be performed to enhance its performance in the model. 
 
As shown in the normal probability plot and the residual histogram the data seems to 
follow a normal distribution. In addition, a constant variance is assumed in the linear 
regression this means that the residual versus fitted values are not following a trend 
either positive or negative.  
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As shown in the residual versus fitted value the data seems to follow a trend (fan<) 
from 0 to 5% percent increase of contract price due to the change order and another 
trend (fan>) when the percent increase exceeded 5%. In other words, the variance is 




Figure 82: Residual Plots for PERCINC (Total Model) 
 
 
The data were divided into two sets; the first set is for observations with a percent 
increase in the contract price less than 5% and the second set is for data with percent 
increase more than 5%. This limit of 5% is supported previous research by Adrian 
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change orders that increase the contract price by 5% and more than 5% is a problem 
that might lead to claims and disputes;  a problem that causes loss of money and time 
to both parties. 
Two models are created as follows: 
 The first to predict the percent increase in the contract price due to 
change orders when the cumulative increase in the contract price due 
to change orders is less than 5%. 
 The second to predict the percent increase in the contract price due to 
change orders when the cumulative increase in the contract price due 
to change orders is more than 5%. 
 
4.3.2.2 Change Order Model for Percent Increase More Than 5% 
 
In order to meet the constant variance assumption, transformation of the response 
variables, discussed in Chapter 3, is performed. Inverse square root transformation for 
the percent increase is performed. A sample of the data used to build the model is 
shown in Appendix C.  




0.343 + 0.000865 TIME(X1) - 0.0539 REASON (X2A) + 0.0566 REASON 
(X2B) - 0.114 REASON (X2D) + 0.0315 PARTY(X3)  
        - 0.00137 APPCO (X4) 
       - 0.241 RESTAC(X6) + 0.0318 COEXP(X7A) + 0.0462 COEXP(X7B) 
      + 0.0580 COCOMP(X8A) + 0.106 COCOMP(X8B) - 0.00978 EXT (X9) 
      + 0.000501 TIME(X1)REASON (X2A) + 0.000018 TIME(X1)APPCO(X4) 
      + 0.00239 TIME(X1)RESTAC(X6) - 0.000277 TIME(X1)COEXP(X7A) 
      - 0.000706 TIME(X1)COEXP(X7B) - 0.00111 TIME(X1)COCOMP(X8A) 
      - 0.000946 TIME(X1)COCOMP(X8B) - 0.0513 REASON (X2B)COEXP(X7A) 
      - 0.0567 REASON (X2B)COCOMP(X8B) + 0.0133 REASON (X2B)EXT (X9) 
      - 0.102 REASON (X2D)PARTY(X3) + 0.0834 REASON (X2D)COEXP(X7A) 
+ 0.0961 REASON (X2D)COEXP(X7B)  + 0.0629 REASON           
(X2D)COCOMP(X8A) + 0.0578 PARTY(X3)COCOMP(X8B).................Eq. 26 
 
As shown in table 14, even though some of the variables have a P-value< α (0.05) 
which means they are not significant, the researchers included them in the model 
because of their significance in the field. The researchers want to rely as well on the 
Engineering experience and not only rely on the statistical significance of the 
variables. As shown as well most of the variables have low variables of inflation 
(VIF) and this is important to make sure that the model is not suffering from 
multicollinearity. The literature stated a VIF up to 10; however practically it can 
reach up to 100. 
 
When the change order increases the contract price by more than 5%, the most 
significant factors that explain the percent increase in the contract price due to change 
orders are: 
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• Time,  
• Reason of the change (A,B&D), 
• Party performing the changed work,  
• The way change order is compensated.  
• Extension 
As for the interaction variables, the most significant interaction of variables that 
contribute to the increase in the contract price due to the change order: 
• Time and (reason of the change (A), approved change order, restricted 
access, the way the change order is expended, and how the change order is 
compensated). 
• Reason (B) and (change order is expended as credit, change order is 
compensated as time and material basis, extension is granted). 
• Reason (D) and (party, way the change order is expended, when the 




Table 14: P-Values & VIF Change Order model for PERCINC >5% 
Predictor P VIF 
Constant       0.000  
TIME(X1)      0.000 24.4 
REASON (X2A)    0.025 8.1 
REASON (X2B)    0.000 10.5 
REASON (X2D)   0.000 1.5 
PARTY(X3)       0.000 3.4 
APPCO (X4)      0.069 10.1 
RESTAC(X6)     0.032 74.9 
COEXP(X7A)    0.161 26.8 
COEXP(X7B)    0.032 20.8 
COCOMP(X8A)      0.004 12.0 
COCOMP(X8B)     0.000 16.8 
EXT (X9)       0.002 3.3 
TIME (X1) REASON (X2A) 0.006 10.3 
TIME (X1) APPCO(X34) 0.006 13.0 
TIME (X1) RESTAC (X6) 0.029 75.6 
TIME (X1) COEXP (7A) 0.017 11.9 
TIME (X1) COEXP (7B) 0.000 12.5 
TIME (X1) COCOMP (X8A) 0.000 18.6 
TIME (X1) COCOMP (X8B) 0.000 36.0 
REASON (X2B) COEXP (X7A) 0.001 10.8 
REASON (X2B) COCOMP (X8B) 0.000 6.8 
REASON (X2B) EXT (X9) 0.001 3.1 
REASON (X2D) PARTY (X3) 0.000 3.9 
REASON (X2D) COEXP (X7A) 0.000 5.5 
REASON (X2D) COEXP (X7B) 0.000 3.3 
REASON (X2D) COCOMP (X8A) 0.001 1.7 
PARTY (X3) COCOMP (X8B) 0.000 5.1 
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The number of data points used to create this model is 137 data points. The standard 
deviation (S) achieved is 0.0253270, R-Sq = 80.2% and   R-Sq (adj) = 75.3%. This 
means that 75% of the variability in the response variable, percent increase in the 
contract price due to change orders, is explained by the predictor variables. 
 
As shown in figure 83, the normal distribution assumption is checked using the 
normality plot and the histogram of the residuals. As for the constant variance 
assumption, the data has improved from the first trial (when all the data of the change 
order are evaluated in one model for PERCIN from 0-16.5%) and the data are not 
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Figure 83: Residual Plots for PERCINC >5% 
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4.3.2.3 Change Order Model for Percent Increase Less than 5% 
 
In order to meet the constant variance assumption, transformation of the response 
variables is performed for the percent increase. A sample of the data used to build the 
model is shown in Appendix C.  
 The model achieved is as follows: 
 
PERCINC^0.4 =   
1.56 + 0.00763 TIME(X1) + 0.365 REASON (X2A) + 0.139 REASON (X2B) 
         - 0.160 REASON (X2C) + 0.295 REASON (X2D) + 0.149 PARTY(X3) 
        + 0.00308 APPCO (X4) + 0.354 STOP(X5) - 0.947 COEXP(X7A) 
        - 0.912 COEXP(X7B) + 0.256 COCOMP(X8A) - 0.519 COCOMP(X8B) 
        + 0.00832 EXT (X9) - 0.00699 TIME(X1)REASON (X2A) 
        - 0.00535 TIME(X1)REASON (X2C) - 0.00535 TIME(X1)REASON (X2D) 
        + 0.112 REASON (X2A)APPCO (X4) - 0.480 REASON (X2A)STOP(X5) 
        - 0.385 REASON (X2B)PARTY(X3) - 0.342 REASON (X2B)STOP(X5) 
       + 0.224 REASON (X2B)COCOMP(X8B)  
 + 0.679REASON(X2C)COCOMP(X8A) 
        + 0.850 REASON (X2C)COCOMP(X8B) - 0.263 PARTY(X3)STOP(X5) 
        + 0.175 PARTY(X3)COEXP(X7A) - 0.401 PARTY(X3)COCOMP(X8B) 
        - 0.164 STOP(X5)COEXP(X7B) + 0.594 COEXP(X7A)COCOMP(X8B) 
        + 0.759 COEXP(X7B)COCOMP(X8B)…………………………….……Eq. 27 
 
The number of data points used to create this model is 208 data points The model has 
a standard deviation (S ) of 0.25959,  R-Sq = 62.9%  and  R-Sq(adj) = 57%. This 
means that only 57% of the variation of the response variable percent increase in the 
contract price due to change order is explained by the predictors. This is a 
considerably low value of R-Sq (adj), however as supported by the literature most of 
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construction projects experience change orders up to 5% and more than 5% is where 
problems of quantification arise. 
As shown in table 15, though some of the variables have P-value less than alpha, 
which means they are not statistically significant, however from the researchers 
experience and the consultants interviewed these variables will be kept in the model. 
Most of the variables have a variable of inflation less than 100; a threshold which 
above multicollinearity is present. The most significant factors that explain the 
percent increase in the contract price due to change orders are: 
• Time,  
• Reason for the change (A&D), 
• Way the change order is expended,  
• How the change order is compensated.  
As for the interaction variables, the most significant interaction of variables that 
contribute to the increase in the contract price due to the change order are: 
• Time and the reason of the change (A&D),  
• Reason (A) and (approved change order hours) 
• Reason (B) and (the party performing the change, and when the change 
order is compensated as time and material basis) 
• Reason (C) and the way the change order is compensated, 
• Party and the when the change order is compensated as time and material 
basis 
• The way the change order is expended and when the change order is 
compensated as time and material basis. 
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Table 15: P-Values & VIF Change Order model for PERCINC <5% 
Predictor P VIF 
Constant       0.000  
TIME(X1)      0.000 2.3 
REASON (X2A)    0.011 5.2 
REASON (X2B)    0.139 6.6 
REASON (X2C)   0.413 11.6 
REASON (X2D)   0.008 6.5 
PARTY(X3)       0.215 8 
APPCO (X4)      0.307 1.3 
STOP (X5) 0.022 11.6 
COEXP(X7A)    0.000 29.3 
COEXP(X7B)    0.000 27.3 
COCOMP(X8A)      0.000 1.6 
COCOMP(X8B)     0.042 49.7 
EXT (X9)       0.365 1.2 
TIME (X1) REASON (X2A) 0.000 5.4 
TIME (X1) REASON (X2C) 0.013 13.6 
TIME (X1) REASON (X2D) 0.000 7.2 
REASON (X2A) APPCO (X4) 0.008 2.4 
REASON (X2A) STOP (X5) 0.022 2.5 
REASON (X2B) PARTY (X3) 0.000 7.3 
REASON (X2B) STOP (X5) 0.007 6.0 
REASON (X2B)  COCOMP (X8B) 0.015 5.6 
REASON (X2C) COCOMP (X8A) 0.002 2.0 
REASON (X2C)  COCOMP (X8B) 0.000 3.9 
PARTY (X3) STOP (X5)  0.048 7.1 
PARTY (X3) COEXP (X7A) 0.133 10.4 
PARTY (X3) COCOMP (X8B) 0.000 9.7 
STOP (X5) COEXP (X7B) 0.142 2.1 
COEXP (X7A) COCOMP (X8B) 0.009 33.0 
COEXP (X7B) COCOMP (X8B) 0.001 23.9 
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As shown in figure 84,  the normal probability plot and the histogram of the residuals 
the data follows a normal distribution, and the residual versus the fitted value the 
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Figure 84: Residual Plot for PERCINC<5% 
 
4.3.2.4 Piping Model (Total Model) 
A database of the daily productivity of the piping work from one structure to another 
that consists of 410 observations is used to build the model.  





PRLOSS =  
- 15.2 + 0.0474 TIME(X1) - 35.5 RJUSBRSTR(X2B) + 184 DEWP(X3) 
+ 212 NTSP(X4A) + 393 C0EQ(X7A) - 13.0 PERINST(X8) 
+89.6PTYPEA(X10A) 
         - 22.8 PTYPEB(X10B) + 0.0347 Pipe DI (mm)(X11) 
         + 0.750 TIME(X1)RDURWK(X2A) + 0.395 TIME(X1)CONF(X5) 
         + 0.0716 TIME(X1)RWK (X6) - 1.51 TIME(X1)C0EQ(X7A) 
         - 3.58 TIME(X1)TRBX(X9) + 5.28 TIME(X1)ASPLN(X12) 
         + 0.727 TIME(X1)DSA(X13C) - 3.79 TIME(X1)LOC(X14) 
         - 7.24 RJUSBRSTR(X2B)RWK (X6) - 25.7 DEWP(X3)PERINST(X8) 
         - 84.3 DEWP(X3)PTYPEA(X10A) - 49.1 DEWP(X3)PTYPEB(X10B) 
         - 42.0 NTSP(X4A)PERINST(X8) - 9.60 MATOK(X4B)RWK (X6) 
- 193 CONF(X5)C0EQ(X7A) - 284 CONF(X5)ASPLN(X12)  
+ 291 CONF(X5)LOC(X14) - 0.257 C0EQ(X7A)Pipe DI (mm)(X11) 
         - 0.00767 PERINST(X8)Pipe DI (mm)(X11) + 18.3 PERINST(X8)LOC(X14) 
         + 107 TRBX(X9)DSA(X13B) + 13.2 PERINST(X8)DSA(X13A) 
         + 44.8 PTYPEB(X10B)LOC(X14)……………………………..……..Eq. 28 
 
The model has a standard deviation (S) of 40.379, R-Sq = 64.8% and R-Sq (adj) = 
61.8%. This means that only 61.8% of the variation of the response variable 
productivity loss is explained by the predictors. 
 
As shown in table 16, though some of the variables have P-value less than alpha, 
which means they are not statistically significant, however from the researchers 
experience and the consultants interviewed these variables will be kept in the model. 
 
Most of the variables have a variable of inflation less than 100; a threshold which 
above multicollinearity is present. 
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Table 16: Piping Model with Interaction Variables (Total Model) 
Predictor                          P VIF 
Constant                          0.15  
TIME(X1)                        0.492 1.3 
RJUSBRSTR(X2B)                    0.007 1.2 
DEWP(X3)                         0.000 13.8 
NTSP(X4A)                         0.000 4.2 
C0EQ(X7A)                       0.000 16.5 
PERINST(X8)                    0.004 18.5 
PTYPEA(X10A)                       0.000 4.5 
PTYPEB(X10B)                     0.000 1.7 
Pipe DI (mm)(X11)               0.008 3.5 
TIME(X1)RDURWK(X2A)            0.046 2.6 
TIME(X1)CONF(X5)                0.002 1.5 
TIME(X1)RWK (X6)              0.000 3.3 
TIME(X1)C0EQ(X7A)            0.000 6.2 
TIME(X1)TRBX(X9)              0.000 15.1 
TIME(X1)ASPLN(X12)            0.000 32.8 
TIME(X1)DSA(X13C)                0.029 6.5 
TIME(X1)LOC(X14)               0.000 28.5 
RJUSBRSTR(X2B)RWK (X6)           0.000 2.2 
DEWP(X3)PERINST(X8)              0.001 7.2 
DEWP(X3)PTYPEA(X10A)             0.008 4.3 
DEWP(X3)PTYPEB(X10B)             0.049 3.3 
NTSP(X4A)PERINST(X8)          0.000 3.3 
MATOK(X4B)RWK (X6)              0.000 3.5 
CONF(X5)C0EQ(X7A)               0.000 2.4 
CONF(X5)ASPLN(X12)               0.000 2.9 
CONF(X5)LOC(X14)               0.000 5.2 
C0EQ(X7A)Pipe DI (mm)(X11)      0.000 8.3 
PERINST(X8)Pipe DI (mm)(X11)  0.038 8.6 
PERINST(X8)LOC(X14)                0.126 9.2 
TRBX(X9)DSA(X13B)                 0.001 1.9 
PERINST(X8)DSA(X13A)              0.006 21.3 
PTYPEB(X10B)LOC(X14)               0.187 2.1 
 
As shown in figure 85, the data follow a normal distribution as shown in the normal 
probability plot and the histogram of the residuals. 
In the residual versus the fitted value graph, the data seems to be divided into two 
sets, the first set of data where there is an enhancement of productivity loss 
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(PRLOSS<0) and the second set of data for those where productivity loss is 
encountered (PRLOSS>0). 
 
The main objective is to focus on the data set where productivity loss is encountered 
and analyze the factors that contribute to this loss. The researchers will focus only on 
the data where productivity loss is encountered (PRLOSS>0). 
 
 
Figure 85: Residual Plot for PRLOSS (Total Model) 
 
4.3.2.5 Piping Model for PRLOSS>0% Suffered by the Contractor: 
 
The data for productivity loss more than 0 is separated and the procedures listed in 
Chapter 3 for model building procedures are followed. A sample of the data used to 
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The model includes both the contractor and the owner factors that contribute to the 
increase in the productivity losses. The owner will issue a change order only for the 
productivity loss factors that he is responsible for. Both models are presented to show 
the difference between what the contractor usually asks for and what he is entitled to. 
 
 Square root transformation is achieved to meet the assumption of constant variance.  
The following is the final model produced to quantify the productivity loss of the 
piping work. 
PRLOSS^0.5 =  
9.54 - 0.102 TIME(X1) + 10.2 RDURWK(X2A) - 0.265 RJUSBRSTR(X2B) 
        + 6.72 DEWP(X3) + 5.83 NTSP(X4A) + 0.356 CONF(X5) - 0.0855 RWK (X6) 
        + 4.96 C0EQ(X7A) - 1.51 PERINST(X8) - 4.84 TRBX(X9)   
        + 3.86 PTYPEA(X10A) 
       - 0.36 PTYPEB(X10B) - 0.00267 Pipe DI (mm)(X11) - 1.12 ASPLN(X12) 
        + 3.29 DSA(X13A) - 1.96 DSA(X13B) + 0.20 DSA(X13C) 
        + 0.0177 TIME(X1)PERINST(X8) - 0.0652 TIME(X1)PTYPEB(X10B) 
        + 0.000053 TIME(X1)Pipe DI (mm)(X11) + 0.0434 TIME(X1)DSA(X13A) 
        + 0.0586 TIME(X1)DSA(X13C) - 9.61 RDURWK(X2A)DSA(X13A) 
        - 3.55 DEWP(X3)PTYPEB(X10B) - 4.47 CONF(X5)C0EQ(X7A) 
        + 0.639 CONF(X5)PERINST(X8) - 8.43 CONF(X5)DSA(X13C) 
        - 0.500 C0EQ(X7A)PERINST(X8) + 11.4 C0EQ(X7A)TRBX(X9) 
        - 8.70 TRBX(X9)PTYPEA(X10A)  
        + 0.00386 PTYPEB(X10B)Pipe DI (mm)(X11) 
        - 0.00616 Pipe DI (mm)(X11)DSA(X13A)……………………..………Eq. 29 
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The data base used to build the productivity loss model consists of 144 data points 
from 12 different projects. The model has a standard deviation of S = 0.953469   R-
Sq = 86.0%   R-Sq (adj) = 82.0%.  
 
As shown in table 17, though some of the variables have P-value less than alpha, 
which means they are not statistically significant, however from the researchers 
experience and the consultants interviewed these variables will be kept in the model. 
 
Most of the variables have a variable of inflation less than 100; a threshold which 
above multicollinearity is present. 
Analyzing all the productivity loss suffered by the contractor, and including all the 
factors that are attributed to both parties, the most significant variables that contribute 
to the productivity loss are:  
• Time,  
• Rain during work,  
• When dewatering problem is encountered,  
• When the materials are not according to the project specifications,  
• Rework,  
• When there is an accident caused by the contractor’s resources,  
• Quantity installed, and the use of trench box. .  
As for the interaction variables, the most significant interaction variables that 
contribute to the productivity loss quantification are: 
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• Time and (percent installed, pipe type, time and pipe diameter, when there 
is a change order issued for unforeseen conditions). 
• When there is a dewatering problem and the pipe type. 
• When there is a conflict and (an accident on site due to  the contractor’s 
resources, the quantity installed). 
• Accident on site and (quantity installed, and where trench box is used). 
• The use of trench box and the installation of PVC pipe, and  
• Finally the use of CM and the pipe diameter. 
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Table 17: P-Values for PRLOSS>0 Suffered by the Contractor 
Predictor                               P    VIF 
Constant                         0.000   
TIME(X1)                        0.000 37.3 
RDURWK(X2A)                     0.000 6.2 
RJUSBRSTR(X2B)                    0.685 1.8 
DEWP(X3)                          0.000 6.5 
NTSP(X4A)                          0.000 2.1 
CONF(X5)                          0.461 3.6 
RWK (X6)                         0.000 2.6 
C0EQ(X7A)                         0.000 4.9 
PERINST(X8)                       0.000 20.1 
TRBX(X9)                           0.000 8.7 
PTYPEA(X10A)                       0.001 12.4 
PTYPEB(X10B)                        0.755 26.7 
Pipe DI (mm)(X11)               0.008 11.7 
ASPLN(X12)                          0.455 12 
DSA(X13A)                          0.001 26.2 
DSA(X13B)                          0.020 5 
DSA(X13C)                          0.850 20 
TIME(X1)PERINST(X8)               0.000 19.8 
TIME(X1)PTYPEB(X10B)             0.000 9.8 
TIME(X1)Pipe DI (mm)(X11)       0.000 19.5 
TIME(X1)DSA(X13A)                  0.000 30.1 
TIME(X1)DSA(X13C)                 0.002 31.7 
RDURWK(X2A)DSA(X13A)              0.000 4.1 
DEWP(X3)PTYPEB(X10B)               0.000 4.1 
CONF(X5)C0EQ(X7A)                  0.000 2.3 
CONF(X5)PERINST(X8)              0.000 5.1 
CONF(X5)DSA(X13C)                   0.000 3.8 
C0EQ(X7A)PERINST(X8)              0.009 5.2 
C0EQ(X7A)TRBX(X9)                  0.000 3.2 
TRBX(X9)PTYPEA(X10A)               0.000 12 
PTYPEB(X10B)Pipe DI (mm)(X11)   0.000 19.4 




As shown in figure 86, the normality assumption is met as shown in the normal 
probability plot and the histogram of the residuals. As well, the data are not following 
a trend as shown in the residual versus the fitted value plot, which means that the 
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Histogram of the Residuals Residuals Versus the Order of the Data
Residual Plots for Y^1/2
 
 
Figure 86: Residual Plot for PRLOSS>0% Suffered by the Contractor 
 
4.3.2.6 Piping Model for PRLOSS>0% Legal View Point  
 
In this model, the factors that are contributed to the contractor namely, dewatering 
problem, material problem, accident on site caused by the contractor resources, and 
rework will be eliminated. In this model, only the factors that are attributable to the 
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owner will be included. A sample of the data used to build the model is shown in 
Appendix C.  
 
Log transformation is achieved to meet the assumption of constant variance.  The 
following is the final model produced to quantify the productivity loss of the piping 
work due to the owner changes. 
 
Log PRLOSS = 
 2.35 - 0.00560 TIME(X1) + 0.785 RDURWK(X2A) + 0.182 CONF(X5) 
             - 0.251 PERINST(X8) + 0.348 PTYPEA(X10A) + 0.548 PTYPEB(X10B) 
             - 0.000694 Pipe DI (mm)(X11) - 0.0712 DSA(X13A) - 0.500 DSA(X13B) 
             - 0.169 DSA(X13C) + 0.00304 TIME(X1)PERINST(X8) 
             - 0.0189 TIME(X1)PTYPEB(X10B) + 0.00816 TIME(X1)DSA(X13C) 
+ 0.894 RDURWK(X2A)CONF(X5) 
 - 0.345 RDURWK(X2A)PERINST(X8)……………………….……..Eq. 30 
 
The data base used to build the productivity loss model consists of 88 data points 
from 12 different projects. The model has a standard deviation of  S = 0.1397   R-Sq 
= 76.5%, and   R-Sq(adj) = 71.6%.  
 
As shown in table 18, though some of the variables have P-value less than alpha, 
which means they are not statistically significant, however from the researchers 
experience and the consultants interviewed these variables will be kept in the model. 
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Most of the variables have a variable of inflation less than 100; a threshold which 
above multicollinearity is present. 
 
When analyzing only the productivity loss factors that are attributed to the owner, the 
most significant factors are: 
• Time,  
• When rain is during work,  
• When there is a conflict encountered,  
• Quantity installed,  
• The pipe type and diameter.  
As for the interaction variables, the most significant interaction variables that 
contribute to the productivity loss quantification are: 
• Time and the quantity installed,  
• Time and pipe type,   
• Time and when there is a change in design due to conflicts or unforeseen 
conditions, and  




Table 18: P-Values for PRLOSS>0 Legal View Point 
Predictor                               P    VIF 
Constant                         0.000  
TIME(X1)                        0.000 6.6 
RDURWK(X2A)            0.001 8.1 
CONF(X5)                          0.003 1.3 
PERINST(X8)                       0.000 11.6 
PTYPEA(X10A)                       0.044 4.3 
PTYPEB(X10B)                        0.001 7.5 
Pipe DI (mm)(X11)               0.000 2.2 
DSA(X13A)                          0.301 3.7 
DSA(X13B)                          0.002 4.8 
DSA(X13C)                          0.330 12.3 
TIME(X1)PERINST(X8)               0.000 16.5 
TIME(X1)PTYPEB(X10B)             0.000 6.6 
TIME(X1)DSA(X13C)                 0.002 11.7 
RDURWK(X2A)CONF(X5)               0.009 5.6 
RDURWK(X2A)PERINST(X8)           0.017 16.6 
 
As shown in figure 86, the normality assumption is met as shown in the normal 
probability plot and the histogram of the residuals. As well, the data are not following 
a trend as shown in the residual versus the fitted value plot, which means that the 
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Figure 87: Residual Plot for PRLOSS>0% Legal View Point 
 
4.4 Model Validation 
 
A model should be evaluated to determine its robustness. Data from different projects 
that were not used in the model building should be used in the model validation. 
The following sections show the validation results for the change order models, both 
for cumulative increase in the contract price due to change orders less and greater 
than 5% and the piping model for productivity loss >0%, both from the owner and the 





4.4.1 Change Order Model PERCINC >5% 
 
The validation data set consists of 29 observations from four projects that were not 
used in the model building.  The actual percent increase in the contract price due to 
change order is compared to the predicted percent increase from the model. The 
average percentage of error is 28.61% which is lower than 30.5%, 40.5%, and 53% 
associated with the general regression model of Moselhi 1991, the electrical 




















1 0.41 5.90 5.6359 4.74 4.74 
2 0.55 3.29 6.0146 -45.34 45.34 
3 0.41 6.00 6.3766 -5.87 5.87 
4 0.34 8.90 6.6576 33.69 33.69 
5 0.32 9.55 6.7358 41.83 41.83 
6 0.32 9.75 6.8644 42.05 42.05 
7 0.37 7.15 7.7909 -8.20 8.20 
8 0.43 5.33 7.9211 -32.75 32.75 
9 0.31 10.63 8.0265 32.47 32.47 
10 0.31 10.63 8.2527 28.84 28.84 
11 0.39 6.61 8.4407 -21.68 21.68 
12 0.53 3.55 9.0554 -60.85 60.85 
13 0.40 6.24 9.1043 -31.46 31.46 
14 0.41 6.01 10.3313 -41.86 41.86 
15 0.46 4.76 5.0398 -5.52 5.52 
16 0.46 4.64 5.136 -9.58 9.58 
17 0.46 4.64 6.2331 -25.49 25.49 
18 0.44 5.10 7.5726 -32.63 32.63 
19 0.50 4.07 9.4943 -57.08 57.08 
20 0.37 7.50 12.3219 -39.09 39.09 
21 0.35 8.19 12.3347 -33.57 33.57 
22 0.32 9.88 12.4048 -20.37 20.37 
23 0.32 9.88 12.4196 -20.46 20.46 
24 0.42 5.56 12.4714 -55.38 55.38 
25 0.48 4.38 5.48 -20.03 20.03 
26 0.48 4.38 5.5587 -21.16 21.16 
27 0.41 5.87 6.7131 -12.55 12.55 
28 0.35 7.96 8.9846 -11.45 11.45 
29 0.41 6.02 9.071 -33.63 33.63 








4.4.2 Change order Model PERCINC<5% 
The validation data set consists of 28 observations from four projects that were not 
used in the model building. The actual percent increase in the contract price due to 
change order is compared to the predicted percent increase from the model. The 
average percentage of error is 43.94%, which is lower than 53% associated with the 
mechanical regression for Hanna 1999a. 
 

















1 1.42 2.40 2.0927 14.74 14.74 
2 1.41 2.37 2.0997 12.74 12.74 
3 1.41 2.37 2.1388 10.68 10.68 
4 0.89 0.75 2.1949 -65.98 65.98 
5 1.40 2.32 2.9814 -22.10 22.10 
6 1.45 2.55 3.1076 -18.03 18.03 
7 1.51 2.81 3.4235 -17.82 17.82 
8 1.10 1.26 0.8509 48.22 48.22 
9 1.10 1.26 0.9936 26.93 26.93 
10 0.83 0.63 1.1473 -45.52 45.52 
11 1.41 2.38 1.2277 93.60 93.60 
12 0.93 0.82 1.2986 -36.55 36.55 
13 1.05 1.14 1.4748 -22.96 22.96 
14 1.29 1.89 4.5508 -58.41 58.41 
15 0.76 0.51 0.2848 77.99 77.99 
16 0.61 0.30 0.3021 -2.33 2.33 
17 0.52 0.19 0.3506 -45.35 45.35 
18 0.62 0.30 0.7152 -58.13 58.13 
19 0.77 0.52 0.8124 -36.50 36.50 
20 0.57 0.24 2.2396 -89.11 89.11 
21 0.80 0.58 3.3365 -82.60 82.60 
22 0.77 0.52 3.3492 -84.47 84.47 
23 0.77 0.52 4.2554 -87.70 87.70 
24 1.11 1.31 0.8911 46.89 46.89 
25 1.24 1.70 1.0838 56.55 56.55 
26 1.12 1.33 1.3283 -0.14 0.14 
27 1.26 1.77 1.4302 23.44 23.44 
28 1.24 1.72 1.189 44.88 44.88 
Average %Error 43.94% 
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4.4.3 Piping Model with PRLOSS >0% Suffered by the Contractor 
 
The validation data set consists of 28 observations from four projects that were not 
used in the model building. The actual percent loss is compared to the predicted 
percent loss from the model. The average % of error is 35%, which is lower than 
40.5%, and 53% associated with the electrical regression model of Hanna 1999b, and 
the mechanical regression for Hanna 1999a. 
 
















1 8.74 76.37 150.00 -49.09 49.09 
2 5.56 30.90 86.28 -64.19 64.19 
3 -4.21 17.77 32.12 -44.70 44.70 
4 -3.22 10.36 59.72 -82.65 82.65 
5 13.02 169.57 400.00 -57.61 57.61 
6 22.10 488.43 391.07 24.90 24.90 
7 8.79 77.22 77.63 -0.53 0.53 
8 10.51 110.47 127.37 -13.27 13.27 
9 12.57 157.94 195.89 -19.37 19.37 
10 5.48 30.07 41.67 -27.82 27.82 
11 -1.90 3.62 4.74 -23.70 23.70 
12 9.67 93.52 113.01 -17.24 17.24 
13 5.45 29.73 19.12 55.48 55.48 
14 6.92 47.93 123.79 -61.28 61.28 
15 5.90 34.82 33.47 4.04 4.04 
16 12.90 166.34 147.46 12.81 12.81 
17 5.13 26.28 54.91 -52.14 52.14 
18 2.94 8.67 6.61 31.21 31.21 
19 4.41 19.44 25.00 -22.22 22.22 
20 4.88 23.79 42.05 -43.42 43.42 
21 3.31 10.95 14.04 -22.01 22.01 
22 -2.36 5.56 4.88 13.94 13.94 
23 3.39 11.49 15.27 -24.75 24.75 
24 -3.34 11.13 20.46 -45.60 45.60 
25 4.85 23.54 78.02 -69.82 69.82 
26 -4.52 20.41 18.61 9.67 9.67 
27 4.45 19.80 29.37 -32.58 32.58 
28 5.29 28.00 60.49 -53.71 53.71 
Average% Error 34.99% 
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4.4.4 Piping Model with PRLOSS >0% Legal View Point 
 
The validation data set consists of 12 observations from four projects that were not 
used in the model building. The actual percent loss is compared to the predicted 
percent loss from the model. The average % of error is 38%, which is lower than 
40.5%, and 53% associated with the electrical regression model of Hanna 1999b, and 
the mechanical regression model of Hanna 1999a. 
 















1 1.32 21.02 41.67 -49.55 49.55 
2 2.05 113.00 113.01 0.00 0.00 
3 1.06 11.51 19.12 -39.78 39.78 
4 1.62 41.74 123.79 -66.28 66.28 
5 1.31 20.38 33.47 -39.09 39.09 
6 1.65 44.45 54.91 -19.04 19.04 
7 1.62 41.72 25.00 66.88 66.88 
8 1.67 47.04 42.05 11.87 11.87 
9 1.16 14.56 20.46 -28.83 28.83 
10 1.81 64.72 78.02 -17.05 17.05 
11 1.50 31.50 18.61 69.23 69.23 
12 1.96 91.59 60.49 51.41 51.41 

















To demonstrate how the change order model and the productivity loss model are 
implemented, two case studies will be presented in this section (The name of the 
contractor presented in the example does not represent a real contractor). 
4.5.2 Loss of Productivity Case Study 
 
Johnsons contracting company is a major contractor for Florida Department of 
Transportation (FDOT). This contracting company is a General Contractor 
specializing in heavy highway construction, site work and underground utilities. 
Johnsons contracting was the lowest bidder for state project “XXXX-XXX”.  The 
scope of work included all the necessary demolition and clearing, installation of new 
drainage structures, construction of new sanitary sewer and water lines and a 
substantial amount of earthwork, re-grading, and paving to be done. The project 
original duration is 605 days with the notice to proceed in August 22nd, 2002. 
 
In June 1st, 2003 while the contractor was working on the storm drainage, a conflict 
was encountered between structure 1 and structure 2. The contractor had to relocate 
the piping to overcome this obstruction and asked the owner to issue a change order 
to compensate them for the changed work. FDOT requested the contractor to prepare 
a cost proposal for the changed work. 
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The contractor claimed there is a loss of productivity because of the conflict 
encountered. The owner decided to investigate the problem to be able to determine 
the actual loss encountered. 
 
FDOT daily reports showed that the contractor had some dewatering problems during 
the work from structure 1 to structure 2.  Daily reports as well showed that while 
excavation the piping crew encountered the telephone line and that they damaged the 
line. The length of piping installed in between structure 1 and structure 2 is 80 m. The 
total quantity of piping for the project is 4000 m. The pipe between structures 1 to 
structure 2 is 900 mm RCP pipe. 
 
The contractor started quantifying the productivity loss by filling the following table: 
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C. To provide for unforeseen work, grade changes, or alterations 
in the plans which couldn't reasonably have been contemplated in 



















n X15 0 Same Season as planned during bid 
 
 
According to the contractor, he used the values in table 23 to substitute in equation 
29, which to quantify the productivity loss suffered by the contractor, to quantify the 
loss of productivity encountered because of the conflict.  
 
PRLOSS^0.5 =  
        9.54 - 0.102 TIME(X1) + 10.2 RDURWK(X2A) - 0.265 RJUSBRSTR(X2B) 
        + 6.72 DEWP(X3) + 5.83 NTSP(X4A) + 0.356 CONF(X5) - 0.0855 RWK (X6) 
        + 4.96 C0EQ(X7A) - 1.51 PERINST(X8) - 4.84 TRBX(X9)  
       + 3.86 PTYPEA(X10A) 
        - 0.36 PTYPEB(X10B) - 0.00267 Pipe DI (mm)(X11) - 1.12 ASPLN(X12) 
        + 3.29 DSA(X13A) - 1.96 DSA(X13B) + 0.20 DSA(X13C) 
        + 0.0177 TIME(X1)PERINST(X8) - 0.0652 TIME(X1)PTYPEB(X10B) 
        + 0.000053 TIME(X1)Pipe DI (mm)(X11) + 0.0434 TIME(X1)DSA(X13A) 
        + 0.0586 TIME(X1)DSA(X13C) - 9.61 RDURWK(X2A)DSA(X13A) 
        - 3.55 DEWP(X3)PTYPEB(X10B) - 4.47 CONF(X5)C0EQ(X7A) 
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        + 0.639 CONF(X5)PERINST(X8) - 8.43 CONF(X5)DSA(X13C) 
        - 0.500 C0EQ(X7A)PERINST(X8) + 11.4 C0EQ(X7A)TRBX(X9) 
        - 8.70 TRBX(X9)PTYPEA(X10A)  
         + 0.00386 PTYPEB(X10B)Pipe DI (mm)(X11) 
        - 0.00616 Pipe DI (mm)(X11)DSA(X13A)…………………………..……Eq. 29 
 
By substituting in equation 29, PRLOSS= 141.5%. 
The contractor best performance on site for the piping work is almost 4 man-
hour/Linear meter working in the following from one structure to another: 
 
 Trench excavation 
 Pipe bedding 
 Pipe laying 
 Backfilling & compaction 
Thus he submits to the owner that his expected productivity after experiencing the 
conflict is not 4 mh/m but equals to: 
 New Productivity due to loss= 4(1.45) + 4= 9.8mh/m 
The contractor submit the cost proposal to the owner that as 9.88mh/m and multiplies 
it by quantity from structure 1 to structure 2.  
 
Man-hours expended from structure 1 to structure 2= 9.8 (mh/m) X 80m = 784 man-
hours 




Therefore, the contractor asks the owner to compensate him for: 
784-320= 464 man-hours for loss of productivity 
The owner started reviewing the cost proposal; the owner will issue a change order 
and compensate the contractor for the loss of productivity due to the changed work. 
 
The owner started quantifying the loss and used the variables in table 22 and 
substitute in equation 30, which is to quantify the productivity loss from the owner 
view point where all the factors that are contributed by the contractor are eliminated. 
 
Log PRLOSS = 
 2.35 - 0.00560 TIME(X1) + 0.785 RDURWK(X2A) + 0.182 CONF(X5) 
             - 0.251 PERINST(X8) + 0.348 PTYPEA(X10A) + 0.548 PTYPEB(X10B) 
             - 0.000694 Pipe DI (mm)(X11) - 0.0712 DSA(X13A) - 0.500 DSA(X13B) 
             - 0.169 DSA(X13C) + 0.00304 TIME(X1)PERINST(X8) 
             - 0.0189 TIME(X1)PTYPEB(X10B) + 0.00816 TIME(X1)DSA(X13C) 
+ 0.894 RDURWK(X2A)CONF(X5) 
-0.345 RDURWK(X2A)PERINST(X8)……………………….……..Eq. 30 
 
By substituting in equation 30, PRLOSS= 43.82%. 
The contractor best performance on site for the piping work is almost 4 man-
hour/Linear meter working in the following from one structure to another: 
 
 Trench excavation 
 Pipe bedding 
 Pipe laying 
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 Backfilling & compaction 
Thus he submits to the owner that his expected productivity after experiencing the 
conflict is not 4 mh/m but equals to: 
New Productivity due to loss= 4(0.43) + 4= 5.72 mh/m 
Man-hours expended from structure 1 to structure 2 due to the conflict= 5.72 (mh/m) 
X 80m = 457.6 man-hours 
Less what the contractor should have without the conflict =4 (mh/m) X 80m = 320 
man-hours 
 
Therefore, the owner should compensate the contractor for loss productivity: 
457.6mh-320mh= 137.6 man-hours  
(vs. 464 man-hours requested by the contractor) 
 
4.5.2.1 Loss of Productivity: Practical Application 
 
Practically, the owner and the contractor can negotiate the difference between the 
legal entitlement to the contractor versus the cumulative impact due to the change 
order suffered by the contractor. This is an effort to reach a consensus of an amount 
of entitlement to the loss of productivity due to change orders. 
 
Reference to the previous example, the difference between the contractor and the 
owner computation of productivity loss (470 man-hours -137.6 man-hours =332.4 
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man-hours) is the presence of dewatering problem, which is the responsibility of the 
contractor, and the accident that took place due to the contractor’s resources.  
The negotiation for the difference in the amount of entitlement can differ according to 
the project nature, the schedule preparation and most important the amount of risk 
that the contractor allocated for the project. 
 
Each contract will have its own risk allocation plan between the parties that vary 
between standard forms, clients and countries. The contractor should develop a 
change order management plan to avoid the risks allocated with potential 
mismanagement on site during change orders. In the change order management plan, 
the contractor should discuss the risk of the productivity loss due to change orders 
and any potential mismanagement on site during the change order periods.  The use 
of equation 29, “Productivity Loss Suffered by the Contractor”, will aid the contractor 
to quantify the amount of potential risks caused by the contractor’s resources.  This 
will ease the negotiation between the owner and the contractor to reach a consensus 
regarding entitlement. 
 
4.5.3 Change Order Case Study 
 
FDOT decided to extend the project limits in the north side of the road for state 
project “XXXX-XXX. The project original duration is 605 days with the notice to 
proceed in August 22nd, 2002. 
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 FDOT aimed to have an estimate of expected cost of the change order to check if the 
contingency amount will be enough, given that up to date, July 30th 2003, several 
change orders have been issued and the cumulative percent increase in the contract 
price due to change orders is 2.1%. The project original cost is $15million. It is not a 
critical item and thus won’t extend the project completion date. 
 
The owner filled table 24 below and substitute the values in equation 27, which is to 
quantify the cumulative percent increase due to the change orders when cumulative 
increase of the change orders to date are less than 5%. 
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PERCINC^0.4 =  
1.56 + 0.00763 TIME(X1) + 0.365 REASON (X2A) + 0.139 REASON (X2B) 
- 0.160 REASON (X2C) + 0.295 REASON (X2D) + 0.149 PARTY(X3) 
        + 0.00308 APPCO (X4) + 0.354 STOP(X5) - 0.947 COEXP(X7A) 
        - 0.912 COEXP(X7B) + 0.256 COCOMP(X8A) - 0.519 COCOMP(X8B) 
        + 0.00832 EXT (X9) - 0.00699 TIME(X1)REASON (X2A) 
        - 0.00535 TIME(X1)REASON (X2C) - 0.00535 TIME(X1)REASON (X2D) 
        + 0.112 REASON (X2A)APPCO (X4) - 0.480 REASON (X2A)STOP(X5) 
- 0.385 REASON (X2B)PARTY(X3) - 0.342 REASON (X2B)STOP(X5)+ 
0.224 REASON (X2B)COCOMP(X8B) + 0.679 REASON 
(X2C)COCOMP(X8A) 
        + 0.850 REASON (X2C)COCOMP(X8B) - 0.263 PARTY(X3)STOP(X5) 
        + 0.175 PARTY(X3)COEXP(X7A) - 0.401 PARTY(X3)COCOMP(X8B) 
        - 0.164 STOP(X5)COEXP(X7B) + 0.594 COEXP(X7A)COCOMP(X8B) 
        + 0.759 COEXP(X7B)COCOMP(X8B)……………………………..……Eq. 27 
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By substituting in equation 27, the cumulative percent increase is 2.53%. 
 
Thus the percent increase due to this change order is 2.53-2.1=0.43%. 
Therefore, the expected percent increase due to this change order will be:  
0.43%X ($15M) = $64,500 
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This dissertation highlighted the problem of change orders in construction projects 
and specifically in the heavy construction sector. In addition, the problem of 
productivity loss and the effect of the change orders and other contractor-contributed 
problem are analyzed. The dissertation is divided into two studies; the first part is the 
change order study in heavy construction projects. This study involves studying the 
change orders, and the reasons that contributed to the increase in the contract price 
due to the change orders, develop and validate a mode to be used by the owner to 
quantify the increase in the contract price due to change orders .A need for a model to 
quantify the increase in the contract price due to the change order from the owner 
verifiable date is essential as most of the studies in the quantification of the change 
orders were based on contractors data, which results in disagreements regarding the 
value of the change order and the development of claims between the owner and the 
contractor. This model will be a tool that aids the owner in the forward or 
retrospective pricing of the change orders impact at various phases of the project. The 
second study involves analyzing the productivity of piping work in heavy 
construction projects to develop and validate a model to quantify the productivity loss 
of the piping work due to change orders. Piping activities were selected after 
analyzing the change orders and where the researchers discovered several change 
orders issued because of design errors and omissions, or conflicts in the piping work. 
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Most of the disagreements between the owner and the contractor is due to the 
quantification method and amount of entitlement of productivity loss due to the 
owner changes.  Therefore, the need for a model that quantifies the productivity loss 
of the piping work from the owner’s data; daily reports, log of changes, plans and 
specifications is essential. This model will aid the owner to quantify the productivity 
loss due to change orders, and to reduce the reliance on the use of the present models 
that were based on productivity data supplied by the contractor, and which may be 
biased against the owner. 
 
5.2 Research Strength 
 
The dissertation tackled the change orders and the loss pf productivity problems from 
the owner’s verifiable data. The researchers conducted several interviews with a 
public owner and claims consultants who work for parties, the owner and the 
contractor. This research methodology distinguished it from similar studies conducted 
in this area. The strength of the research includes: 
− Data source: The database for both studies, the change order study and the 
productivity study is based on the daily reports of the owner (usually used by 
contractors when claims occur), the log of the change orders, drawings, 
specifications and the claim documents. 
 
− Base line Productivity: Most of the previous studies used the bid hours and 
compared them to the actual earned hours to prove entitlement to productivity 
 244
loss. This is not a fair comparison as the contractor might unknowingly 
disregard his mismanagement on the site or underestimation in the bid hours 
to win the bid. The average best productivity achieved by the contractor is the 
baseline productivity that the actual productivity is compared to; so as to 
prove entitlement of the productivity loss due to the owner changes. 
 
− The change order information is analyzed by the researchers from the log of 
changes issued by the owner. For every project, each change order is recorded 
together with the reason behind the change, the time of the change, the  way 
the change order is compensated (lump sum, unit price or time and material 
basis), how the change order is expended (Credit, rework, or idle), which part 
is performing the change (contractor/subcontractor), and the approved change 
order hours. All of these factors will assist in accurate quantification of the 
increase in the contract price due to change order and not only rely on 
interviews and surveys filled by the contractors. 
 
− The productivity loss model included the quantity in the model not just the 
work-hours. Most of the previous studies just included the hours; either earned 
or bid hours and did not take into account the quantity installed. From 
analyzing productivity data of piping work as presented in Chapter four, the 
productivity seems to improve with the increase in the quantity installed from 
one structure to another; a phenomena which is explained by the learning 
curve theory. Thus including the quantity installed not just the work hours will 
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provide an accurate representation when discussing productivity loss 
problems. 
 
− Avoided the use of questionnaires: The source of the data used to build a 
statistical model to quantify the impact of the change orders and its effect on 
the productivity loss has been a point of discussion recently. Some of the 
studies did not mention origin of the data; one reason that discourages the 
owner and the courts from accepting them as a method of damages 
calculations. In this research the origin of the data is stated plus the number of 
the data points used in each study.  Also, not mentioning the number of the 
data points used to build the statistical models to quantify the impact of the 
change orders on the productivity discourages owners or consultants from 
using them. In this study, the number of data points is stated for the change 
order and productivity studies plus all the statistical information for each 
model in terms of coefficient of determination R2 and the P-value for the 
variables, variable of inflation (VIF), and the % error. These are variables that 
owners and consultants want to see before attempting to use a study to prove 
damage entitlement. 
 
− Model Predictors: The choice of the predictors of the response variable in the 
present models was based on survey results filled by contractors. The owner 
perspective of the predictor variables, or in other words the factors that 
contribute to the percent increase in the cost of the change order or the 
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productivity loss, was seldom mentioned.  In addition, the predictor variables 
were screened after that based on statistical significance tests.  This research 
developed a set of predictors for the change order model and the piping model 
based on studying different claims of heavy construction projects and 
specifically related to loss of productivity in the piping work and as well from 
interviews with consultants that handled claims for both owners and 
contractors.  
 
− Statistical Method: Stepwise regression was used in most of the previous 
empirical models developed in this area. Stepwise regression does not allow 
the user input and the selection of the predictor is based entirely on the 
statistical significance tests. In this study, the researchers performed backward 
selection in the choice of the predictors. Though some of the variables were 
statistically insignificant, the researchers kept them as they are significant 
from the perspective of the experts interviewed. 
 
− Contractor & Owner View Point: In the productivity study all the factors that 
might contribute to the productivity loss caused by both the owner and the 
contractor are included, then two models are developed; one that includes the 
factors that both parties contribute to the increase in the productivity loss, and 
another that include only the owner caused factors. The difference in the 
entitlement amount, as shown in the case study in Chapter 4, explains the 
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reasons why the owners are reluctant to use the current models that are based 
on data supplied by the contractor. 
 
5.3 Major Findings 
 
The research presented two studies, the first analyzed and quantified the percent 
increase in the contract price due to change orders; and the second analyzed and 
quantified the productivity loss of the piping work. The first step before building the 
model was to visualize the data and observe trends between the response variable and 
each of the predictors followed by the model formulation and validation. The 
following section discusses the trends observed in each study. 
 
5.3.1 Change Order Study 
 
- The percent increase in the contract price in the contract price increases 
with time. The percent increase jumps drastically after the planned 
completion date of the project, which means that change orders issued 
after the planned completion date is very expensive. This is due to the fact 
that the contractor did not take such extension in consideration while 
allocating his resources and charge the owner more money for the change 
order. 
 
- The most common reason for the owner issuing a change order is to 
account for unforeseen conditions and alterations in the plan. A problem 
 248
that is very common in heavy construction projects as a lot of work is 
done under the ground. This might be due poor design prepared by the 
owner consultants or lack of a thorough study of the area before preparing 
the design. 
 
- Though issuing a change order for the deterioration or damage to the 
project after design does not occur as frequently, it yielded the highest 
percent increase in the contract price.  
 
- Change orders performed by the subcontractor are more expensive than 
those performed by the contractor. This is due to the fact that the 
contractor adds overhead and profit to the subcontractor quote before 
submitting to the owner. 
 
- Work stoppage might not occur frequently due to the fact that the 
contractor under the contract has to continue the work with his right to 
submit a request for claim if he is not satisfied by the owner’s decisions.  
 
- The highest percent increase in the contract price is when the change order 
work is expended as idle work; where the owner compensate the 
contractor for idle labor/ or equipment. The least percent increase in the 
contract price when the change order is expended for credit work, either 
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addition or deletion, and this is due to the fact that the prices might be 
agreed upon in the contract.  
 
- The most expensive way of compensating the change order is as lump sum 
followed by unit price and time and material basis (4.25%, 4.54%). 
 
- Interaction of the variables is important to study the effect of the 
increase/decrease of two independent variables together. 
 
- Change orders less than 5% are almost common in most construction 
projects. More than 5% is where quantification of the change order might 
lead to disagreement between the owner and the contractor. The 5% limit 
is supported by previous research by Adrian and Hanna; however there 
was no reason listed behind this 5% limit. 
 
- When the change order increases the contract price by more than 5%, the 
most significant factors that explain the percent increase in the contract 
price due to change orders are: 
o Time  
o Reason of the change (A,B&D) 
o Party performing the changed work  
o The way change order is compensated 
o Extension 
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As for the interaction variables, the most significant interaction 
variables that contribute to the increase in the contract price due to the 
change order: 
o Time and (reason of the change (A), approved change order 
o restricted access, the way the change order is expended, and 
how the change order is compensated) 
o Reason (B) and (change order is expended as credit, change 
order is compensated as time and material basis, extension is 
granted) 
o Reason (D) and (party, way the change order is expended, 
when the change order is compensated as lump sum) 
 
- When the change order increases the contract price by less than 5%, the 
most significant factors that explain the percent increase in the contract 
price due to change orders are: 
o Time 
o Reason for the change (A&D) 
o Way the change order is expended  
o How the change order is compensated 
As for the interaction variables, the most significant interaction 
variables that contribute to the increase in the contract price due to the 
change order are: 
o Time and the reason of the change (A&D) 
 251
o Reason (A) and (approved change order hours) 
o Reason (B) and (the party performing the change, and when the 
change order is compensated as time and material basis) 
o Reason (C) and the way the change order is compensated 
o Party and the when the change order is compensated as time 
and material basis 
o The way the change order is expended and when the change 
order is compensated as time and material basis 
 
5.3.2 Loss of Productivity Study 
 
- Productivity loss is high in the first 10% of the project as the labor is 
mobilizing their equipment on site and getting adapted to the work type 
and area. Also, Productivity loss is high in the last 10% of the project 
during the punch list work item. Productivity loss increases dramatically 
after the planned completion date for the project. 
 
- Time is a very significant factor for the productivity loss, the later the 
change order issued, the higher the productivity loss. 
 
- Though the rainy days might be excusable non-compensable, productivity 
loss is the highest when rain is encountered during the work from one 
structure to another. 
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- Contractors have to plan their dewatering system adequately.  If the 
dewatering system is not adequately planned and installed in the site, 
productivity loss will be encountered and the owner won’t be responsible 
for such type of damage. 
 
- When the contractor encounters conflicts/unforeseen conditions, this will 
be entirely the responsibility of the owner, and the change order cost can 
be very high. 
 
- The quantity installed has a great impact on the productivity enhancement; 
a phenomenon that is explained by the learning curve theory. 
 
- When trench box is used, a requirement by the OSHA, the loss of 
productivity is higher and this is due to the fact of the nature of installing 
the trench box followed by the pipe laying operation. 
 
- The pipe diameter is really a function of the pipe type. The smaller pipe 
diameters are usually the sanitary sewer pipes. These pipes are usually 
installed at the deepest level so as not to contaminate the potable water or 
the storm water pipes. The deeper the excavation goes the higher the 
probability of encountering conflicts, a factor that might explain the 
highest loss of productivity in such type of pipes. 
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- CMP pipes tend to have the least productivity losses followed by RCP and 
the highest is the PVC pipes which are mainly used for the sanitary sewer 
pipes. 
 
- Most of the change orders related to the piping work are due 
conflicts/unforeseen conditions. 
 
- When the materials purchased are not according to the projects 
specifications the productivity loss is the highest followed by late material 
delivery. 
 
- Analyzing all the productivity loss suffered by the contractor,  and 
including all the factors that are attributed to both parties, the most 
significant variables that contribute to the productivity loss are:  
o Time 
o Rain during work 
o When dewatering problem is encountered 
o When the materials are not according to the project specifications 
o Rework 
o When there is an accident caused by the contractor’s resources 
o Quantity installed, and the use of trench box 
As for the interaction variables, the most significant interaction 
variables that contribute to the productivity loss quantification are: 
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o Time and (percent installed, pipe type, time and pipe diameter 
o when there is a change order issued for unforeseen conditions) 
o When there is a dewatering problem and the pipe type 
o When there is a conflict and (an accident on site due to  the 
contractor’s resources, the quantity installed) 
o Accident on site and (quantity installed, and where trench box is 
used) 
o The use of trench box and the installation of PVC pipe 
o Finally the use of CM and the pipe diameter 
 
- When analyzing only the productivity loss factors that are attributed to the 
owner, the most significant factors are: 
o Time 
o When rain is during work 
o When there is a conflict encountered 
o Quantity installed 
o The pipe type and diameter 
As for the interaction variables, the most significant interaction 
variables that contribute to the productivity loss quantification are: 
o Time and the quantity installed 
o Time and pipe type 
o Time and when there is a change in design due to conflicts or 
unforeseen conditions 
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o When there is a rain during work and a conflict encountered 
 
5.4 Research Contributions 
 
This is the first study to tackle the problem of loss of productivity and cost of the 
change order from the owner verifiable data in heavy construction projects.  
 
The change order model provided a tool to the owner to perform a forward or 
retrospective pricing of change orders. It aids in forecasting the cash flow of the 
owner and to make sure that the contingency money available for the project will 
cover the cost of the change orders. 
 
 The productivity loss study analyzed all of the factors that contributed to the 
productivity loss of the piping work and segregated the factors that are attributable to 
the contractor. In this way both view points are presented, and both parties will be 
able to quantify the damage encountered, where the contractor will learn from his 
mistakes and develop a change order management system to handle the changes on 
site, and the owner will be able to have an estimate of the productivity loss 
encountered due the change orders. 
 
The study avoided the bias of the existing models prepared from data supplied by the 
contractor as the contractor might unknowingly disregard the loss of productivity 
factors that can be in his control such as mismanagement in the site or 
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underestimation of the bid.  
 
In the presence of the change order and the productivity loss models, where both 
parties agree upon, the process of handling the changes and the quantification of the 
damage will be easier and hence the owner’s and the contractor’s time and money 
allocated for the dispute resolution will be minimized. 
 
In addition, the research provided a tool to help the owners in heavy construction 
projects, a trade that was seldom studied, to quantify the cost of the change orders at 
different period of times during the lifetime of the project.  
 
5.5 Future Work 
 
The research analyzed piping work of heavy construction projects and a model was 
developed to quantify the productivity loss of the piping work activities. Other trades 
in heavy construction projects can be analyzed like clearing and grubbing, excavation 
and milling and paving activities. This is very important as the type of the activities 
will impact the predictors used to explain the response variable. This is one 
disadvantage on the previous studies where one model is developed for the entire 
sector of construction, for example electrical work, without breaking up into activities 
and study each separately. 
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The study was based on heavy construction projects where design-bid-build is the 
delivery method. Other delivery methods should be analyzed like the design-build 
delivery method. 
 
The number of predictors in the projects selected was eleven for the change order 
study and fifteen for the piping work study. More variables should be studied to 
check their impact on the percent increase of the change order cost and the 
productivity loss. 
 
Since the quantity installed seem to have a major impact on the productivity loss 
model and its interaction with time. A model can be developed to estimate the 
productivity improvement over time and include other variables such as the use of 
trench box, pipe diameter and pipe material. This will be similar to the learning curve 
theory and will be applicable to heavy construction projects in specific as most of the 
learning curves are developed from the manufacturing industries. 
 
The time, that the owner representative takes to review the request for information 
(RFI) of the contractors on certain activities, and specifically for critical activities, 
might have an impact on the increase on the contract price due to change orders. A 
study should be developed to quantify the impact of the request for information time 
and related factor on the percent increase in the contract price due to change orders. 
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The study was based on heavy construction projects constructed in Florida. The 
impact of the predictor variables on the response, the percent increase in the change 
order and the productivity loss might differ according to the weather and soil type.  
Similar research procedures should be applied to other states to quantify the percent 
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Table A 1: MCAA Factors 
Percent of Loss If 
Condition Factor 
Minor Average Severe
1. Stacking of Trades: Operations take place with physically limited 
space. Results in congestions of personnel, inability to locate tools 
conveniently, increased loss of tools, additional safety hazards. 
Optimum crew sized cannot be utilized 
10% 20% 30% 
2. Morale and Attitude: excessive hazard, competition for overtime, 
over-inspection, multiple contract changes and rework, disruption of 
labor rhythm and scheduling, poor site conditions, etc.. 
5% 15% 39% 
3. Reassignment of Manpower: loss occurs with move-on, move off 
because of unexpected changes, excessive changes, or demand made to 
expedite or reschedule completion of certain work phases. Preparation 
not possible for orderly change 
5% 10% 15% 
4. Crew Size Inefficiency: additional men to existing crews “breaks up” 
original team effort, affect labor rhythm. Applies to basic contract hours 
also 
10% 20% 30% 
5. Concurrent Operations: stacking of the contractor’s own forces. 
Effect of adding operation to already planned sequence of operations. 
Unless gradual and controlled implementation of additional operations 
made, factor will apply to all remaining and proposed contract hours 
5% 15% 25% 
6. Dilution of Supervision: Applies to both basic contract and proposed 
change. Supervision must be diverted to a) analyze and plan change b) 
stop and re-plan affected work c) take off, order and expedite material 
and equipment. d) Incorporate changes into schedule. e) Instruct 
foreman and journeyman f) supervise work in progress, and g) revise 
10% 15% 25% 
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punch lists, testing and start up requirements. 
7. Learning Curve: Period of Orientation in order to become familiar 
with changed condition. If new men are added to projects, effects more 
sever as they learn tool location, work procedures, etc. Turn over of 
crew 
5% 15% 30% 
8. Errors and omissions: increase in errors and omissions because 
changes usually performed on crash basis, out of sequence or cause 
dilution of supervision or any other negative factor. 
1% 3% 6% 
9. Beneficial Occupancy: working over, around or in close proximity to 
owner’s personnel or production equipment. Also, dust and special 
safety requirements and access restriction because of owner. Using 
premises by owner prior to contract completion. 
15% 25% 40% 
10. Joint Occupancy: change causes work to be performed while 
facility occupied by other trades and not anticipated under original bid 5% 12% 20% 
11. Site Access: Interference with convenient access to work areas, poor 
man-lift management or large and congested worksites. 5% 12% 30% 
12. Logistics: owner-furnished materials and problems of dealing his 
storehouse people, no control over material flow of work areas. Also, 
contract changes causing problems of procurement and delivery of 
materials and re-handling of substituted materials at site 
15% 25% 40% 
13. Fatigue: unusual physical exertion. If on change order work and 
men return to base contract work, effects also affect performance on 
base contract. 
8% 10% 12% 
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14. Ripple: changes in other trades’ work affecting our work such as 
alteration of our schedule. A solution id to request at first job meeting 
that all change notices/bulletins be sent to our Contract Manager 
10% 15% 20% 
15. Overtime: lower worker output and efficiency through physical 
fatigue and poor mental attitude. 10% 15% 20% 
16. Season and Weather Change: either very hot or very cold  
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Table A 2: Independent Variables for Tree Model, Lee 2004 
Symbol How measured 
Project 0=electrical 1=mechanical 
Impact 0=unimpacted, 1=impacted 
Indu 0=not, 1= industrial 
New Land 0=not, 1= new land 
Renov 0=not, 1= renovation 
Comp  1=prime, 2=separate prime, 3=subcontractor 
Operunit Percent operating Unit 
OwnConc  Owner concerned with 1=cost, 2=schedule, 3=both 
PerChange Percent change (decimals) 
PerDelta Percent delta 
PerExtend Percent duration extended (decimal) 
Team 0=not, 1=dedicated team 
Owner 0=public, 1=private 
Worktg  Owner/contractor work together before, 0=no, 1=yes 
OwnExp  Owner experience with same type work, 0=no, 1=yes 
PEAIPA  Percent estimate/actualIpeak/average 
PEAIA  Percent estimate/actualIaverage 
PEAIP  Percent estimate/actualIpeak 
PAIPA  Percent actualIpeak/average 
FED  Fixed end date, 0=no, 1=yes 
ExtReq  Extension requested, 0=no, 1=yes 
ExtGrant   Extension granted, 0=no, 1=yes 
PerDesPA  Percent design completed prior to award 
PerDesPC  Percent design completed prior to construction 
AECoord  A/E coordinate design, 0=no, 1=yes 
AESupport  A/E support during construction, 0=no, 1=yes 
NoDoc  Number of design documents, 1–6 
PerMater Percent material purchased by others 
PerEquip  Percent equipment purchased by others 
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PMTCon  PM time in construction, 1=(1–5), 2=(6–10), 3=(11–20), 4=21+ 
PMTPM  PM time as PM, 1=(1–5)!, 2=(6–10), 3=(11–20), 4=21+ 
PMTComp  PM time in company, 1=(1–5)!, 2=(6–10), 3=(11–20), 4=21+ 
PMPTT  PM project, this type, 1=(1–5), 2=(6–20), 3=(21+) 
PMPTS  PM project, this size, 1=(1–5), 2=(6–20), 3=(21+) 
PMNoProj  PM, total number of project, 1=(1–5), 2=(6–10), 3=(11–20), 
PMPerTime PM, percent time on this project 
CPM  CPM software usage, 0=no, 1=yes 
UPCPM  CPM, how often updated, 0=no, 1=yes 
GCReq  GC request for input, 0=no, 1=yes 
Manpower  Make manpower loading, 0=no, 1=yes 
UPMan  Update manpower loading, 0=no, 1=yes 
EarnVal  Track percent complete by earned value, 0=no, 1=yes 
ActHours  Track percent complete by actual hours, 0=no, 1=yes 
Install   Track percent complete by installed quantity, 0=no, 1=yes 
Prdtv  Track productivity, 0=no, 1=yes 
CompCM  Comprehensive change order management, 0=no, 1=yes 
OwnMeet  Owner management meeting, 0=no, 1=yes 
OtherMeet  Other management meeting, 0=no, 1=yes 
MPShortSt Manpower shortage at start, 0=no, 1=yes 
MPShortD Manpower shortage during construction, 0=no, 1=yes 
PWR  Percent wage rate of estimate/actual 
Lump Lump sum 
TnM T&M 
Ctiming  
Change order timing, 1=before, 2=<25, 3=25–50, 4=50–75, 5=75-
100 
Process  Processing time, 1=1–7, 2=8–14, 3=15–21, 4=22–28, 5=>28 
Stop  Work stoppage, 0=no, 1=yes 
Lead  Lead time, 1–5 
POICO  Percent owner initiated change order 
PCOA  Percent change order approved 
PCOHA  Percent change order hours approved 
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PerAdd  Percent addition or deletion 
PerDesign  Percent design 
Absentee  Absenteeism, 1–4 
Turnover Turnover, 1-4 
PerOvert  Percent overtime 
overtime overtime, 0=no, 1=yes 
Shiftwork  Shift work, 0=no, 1=yes 
Overman  Overmanning, 0=no, 1=yes 
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APPENDIX C: A SAMPLE OF THE INPUT DATA 
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Table A 3: Sample Data Input for Change Order Model with PERCINC >5% 

























6.27 86.4 0 1 0 1 1 0 0 0 1 0 0 0 0 1 
6.29 86.4 0 1 0 1 1 0 0 0 1 0 0 0 0 1 
6.36 86.5 0 1 0 1 1 0.66 1 0 0 1 0 1 0 1 
6.42 86.5 0 1 0 1 1 5.81 0 0 0 1 0 1 0 1 
6.43 86.5 0 1 0 1 1 0.77 0 0 0 1 0 1 0 1 
6.35 86.5 0 1 0 1 1 0.14 0 0 1 0 0 1 0 1 
6.52 87.2 1 0 0 1 1 0.29 1 0 0 1 0 1 0 1 
6.87 87.2 1 0 0 1 1 0 1 0 1 0 0 1 4.3 1 
6.95 87.2 1 0 0 1 1 0 0 1 1 0 0 1 0.33 1 
7.08 92 0 1 0 1 1 1.01 0 0 0 1 0 1 0 1 
7.1 92 0 1 0 1 1 0.41 0 1 0 1 0 1 0 1 
7.07 92 0 1 0 1 1 1.67 0 0 1 0 0 1 0 1 
7.24 98.2 0 1 0 1 1 11.79 0 0 0 1 0 1 1.65 1 
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Table A 4: Sample Data Input for Change Order Model with PERCINC <5% 

























2.76 33.43 0 1 0 0 1 0 0 0 1 0 1 0 23.14 1 
2.78 34.4 0 0 0 1 0 0.57 0 0 1 0 0 1 0 1 
3.03 44.61 1 0 0 0 1 0 0 0 0 1 1 0 0 1 
3.13 44.61 0 1 0 0 0 0 0 0 1 0 0 1 0 1 
2.76 46.45 0 0 0 0 0 0 0 0 0 1 1 0 0 1 
3.72 54.62 1 0 0 0 1 0 0 0 1 0 1 0 7.44 1 
4.06 55.1 0 0 0 1 1 0 0 0 1 0 1 0 0 1 
2.77 62.29 0 1 0 0 1 0.16 0 0 1 0 0 1 0 1 
2.11 87.692 0 1 0 0 1 0 0 0 1 0 0 0 0.84 1 
2.17 89.231 0 1 0 0 1 8.12 0 0 0 1 0 1 0 1 
2.76 33.43 0 1 0 0 1 0 0 0 1 0 1 0 23.14 1 
2.78 34.4 0 0 0 1 0 0.57 0 0 1 0 0 1 0 1 
3.03 44.61 1 0 0 0 1 0 0 0 0 1 1 0 0 1 
 
 270
Table A 5: Sample Data Input for Piping Model with PRLOSS>0% Suffered by the Contractor 





































10.39 61.8 0 0 0 0 0 0 0 0 0.8337 0 0 1 1050 0 1 0 0 0 
46.093 66.7 0 0 0 0 0 0 0 1 1.0645 0 0 1 1200 0 1 0 0 0 
3.214 67.8 0 0 0 0 0 0 0 0 0.4318 0 0 1 1200 0 1 0 0 0 
0.215 71.6 0 0 0 0 0 1 0 0 0.9454 0 0 1 1050 0 0 1 0 1 
7.498 37.5 0 0 0 0 0 0 0 0 0.8114 0 0 0 900 0 1 0 0 0 
19.836 38.5 0 0 0 0 0 0 0 0 0.6551 0 0 0 900 0 1 0 0 0 
36.702 47.6 0 0 0 0 0 0 0 0 0.3573 0 0 0 750 0 1 0 0 0 
71.99 32.7 0 0 0 0 0 0 0 0 0.1638 0 0 0 450 0 1 0 0 0 
14.626 34.4 0 0 0 0 0 0 0 0 0.5211 0 0 0 600 0 0 1 0 0 
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Table A 6: Sample Data Input for Piping Model PRLOSS>0% Legal View Point 



























74.353 21.65 0 0 1 1.4026 0 1 0 254 0 0 1 0 0 
40.265 22.31 0 0 0 2.3471 0 1 0 203 0 0 1 0 0 
28.603 22.81 0 0 0 1.7789 0 1 0 203 0 0 1 0 0 
20.048 23.64 0 0 0 0.5062 0 0 1 1200 0 1 0 0 0 
28.458 24.48 0 0 0 0.6848 0 0 1 1050 0 1 0 0 0 
71.99 32.73 0 0 0 0.1638  0 0 0 450 0 1 0 0 0 
11.065 37.34 0 0 0 0.3648 0 0 1 1200 0 1 0 0 0 
19.836 38.46 0 0 0 0.6551 0 0 0 900 0 1 0 0 0 
9.091 44.62 0 0 0 0.4466 0 0 1 1050 0 1 0 0 0 
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