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Abstract
We consider algorithms to schedule packets with values and deadlines in a size-bounded buffer.
At any time, the buffer can store at most B packets. Packets arrive over time. Each packet has
a non-negative value and an integer deadline. In each time step, at most one packet can be sent.
Packets can be dropped at any time before they are sent. The objective is to maximize the total
value gained by delivering packets no later than their respective deadlines. This model generalizes
the well-studied bounded-delay model (Hajek. CISS 2001. Kesselman et al. STOC 2001). We first
provide an optimal offline algorithm for this model. Then we present an alternative proof of the
2-competitive deterministic online algorithm (Fung. arXiv July 2009). We also prove that the lower
bound of competitive ratio of a family of (deterministic and randomized) algorithms is 2− 1/B.
1 Introduction
In this paper, we study a model called the bounded buffer model for Quality-of-Service (QoS) buffer
management. Time is discrete. Packets arrive over time. Each packet p has a non-negative value
vp ∈ R+ and an integer deadline dp ∈ Z+. The deadline dp specifies the time by which p should be
sent. There is a buffer with a limited size of B ∈ Z+. At any time, the buffer can store no more than B
packets. Packets already existing in the buffers can be dropped at any time before they are served. A
dropped packet cannot be delivered any more. In each time step, at most one packet from the buffer can
be sent. The objective is to maximize weighted throughput, defined as the total value of the transmitted
packets by their respective deadlines.
We design both offline and online algorithms for this model. We use competitive ratio to measure
an online algorithm’s performance versus an optimal clairvoyant algorithm who knows the whole input
in advance. A deterministic (randomized) online algorithm is called k-competitive if its (expected)
weighted throughput on any finite instance is at least 1/k of the weighted throughput of an optimal
offline algorithm on this instance. k is known as the online algorithm’s competitive ratio [4].
1.1 Related work. Since the bounded-delay model for QoS buffer management was introduced
in [13, 11], many researchers have considered this model as well as its variants [13, 11, 6, 5, 8, 17, 18, 9].
Most research results assume that the buffer has sufficient space to accommodate all released packets
before they are delivered or they expire. Instead, we consider a more practical model in this paper.
In our model, the buffer has a finite size B ∈ Z+ such that at any time, no more than B packets can
be concurrently staying in the buffer. The bounded buffer model generalizes the bounded-delay model,
given that we allow the buffer size B to be larger than any packet’s slack time. (A packet’s slack time
is defined as the difference between its deadline and release time.)
For the bounded-delay model, an optimal offline algorithm has been proposed in [13], running in
O(n log n) time where n is the number of packets released. For online algorithms, the best known lower
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bound of competitive ratio of deterministic algorithms is φ = (1 +
√
5)/2 ≈ 1.618 [11, 6, 2]; this lower-
bound also applies to instances in which the deadlines of the packets (weakly) increase with their release
dates. A simple greedy algorithm that always schedules the maximum-value packet in the buffer is 2-
competitive [11, 13]. A generalization of the greedy algorithm, which always schedules the earliest packet
with a value at least 1/α (α ≥ 1) times of the maximum-value of a packet [5], has a competitive ratio of
asymptotically 2. Chrobak et al. [8] discuss a modification with one status bit that results in an algorithm
with a competitive ratio of 64/33 ≈ 1.939. For a variant in which the deadlines of the packets (weakly)
increase with their release dates, Li et al. [17] propose an optimal deterministic φ-competitive algorithm.
Using the same analysis, but in a more complicated way, Li et al. provide a (3/φ ≈ 1.854)-competitive
deterministic algorithm [17] for the general model. Independently, Englert and Westermann present a
1.894-competitive deterministic memoryless algorithm and a (2
√
2−1 ≈ 1.828)-competitive deterministic
algorithm [9]. Closing the gap [1.618, 1.828] of competitive ratio for deterministic algorithms is a difficult
open problem. A randomized online algorithm with a competitive ratio of e/(e−1) ≈ 1.582 is proposed
in [5]. The lower bound of competitive ratio of randomized algorithms is 1.25. How to tighten the gap
[1.25, 1.582] in the randomized bounded-delay model remains open. Recently, an algorithm achieving
a competitive ratio of 4/3 ≈ 1.33 against an oblivious adversary has been proposed in [12] for instances
in which packet deadlines weakly increase with their release time.
The bounded buffer model is studied by Li [15]. Its generalization, called the multi-buffer
model, is considered by Azar and Levy [3]. In [15], a 3-competitive deterministic algorithm and
a (φ2 ≈ 2.618)-competitive randomized algorithms are given. Fung [10] provides a 2-competitive
deterministic algorithm and in this paper, we present an alternative proof. Azar and Levy [3] provide
a 9.82-competitive deterministic algorithm, which also works for the multi-buffer model. For the multi-
buffer model, Li [16] improves the competitive ratio to 3 +
√
3 ≈ 4.723.
1.2 Our contributions. The paper is organized as follows. In Section 2, we present an optimal
offline algorithm for the bounded buffer model. Then in Section 3, we provide an alternative proof of
the 2-competitive algorithm given by Fung, as well as the lower bound 2 − 1/B for a broad family of
online algorithms.
2 An Offline Algorithm
We define a canonical order of delivering packets: If two packets are both in the buffer and are to be
delivered by the specified algorithm, the one with an earlier deadline is sent. We call this order EDF
(Earliest-Deadline-First).
Theorem 2.1. For the bounded buffer model, there exists an optimal offline algorithm running in O(n2)
time, where n is the number of packets released.
Proof. Fix an input sequence I. We sort all packets in I in non-increasing value order, with ties broken
in favor of the one with a later deadline. We start from a set of packets S = ∅. For each packet
j ∈ (I \ S), we pick up j in order and run EDF to examine whether all packets in S ∪ {j} can be
delivered successfully by their respective deadlines. If “yes”, we update S with S ∪ {j}. For each
examined packet j, no matter whether we insert j into S or not, we drop it out of I. We examine all
packets in I in order till I gets empty. We claim that the schedule on S we finally have is optimal,
based on the matroid property of this model.
Let |I| = n. Sorting packets in I takes O(n log n) time. The buffer has at most B packets at any
time, thus, each packet insertion (in increasing deadline order) takes O(logB) time. Running EDF over
a set of packets S ∪ {j} takes time |S| + 1 + logB ≤ n + logB. Thus, the total running time of the
algorithm is O(n log n + n(n + logB)) = O(n2 + n logB). Note B < n (otherwise, this model is the
bounded-delay model and has a running time of O(n log n) [13]), thus, our algorithm has a running time
of O(n2). 
Corollary 2.1. For the variant in which all packets are with the same value, an online algorithm
EDF is optimal with a running time of O(n logB).
Proof. If all packets are with the same value, our objective is to maximize the number of packets
delivered by their deadlines. Thus, we simply send packets using the policy EDF. For each packet,
inserting it in the buffer (in increasing deadline order) takes O(logB) time. Thus, the total running
time of EDF is O(n+ n logB) = O(n logB). 
3 Online Algorithms
At first, we introduce a few concepts. Then we prove the lower bound 2− 1/B of competitive ratio for
a broad family of deterministic and randomized online algorithms. At last, we present a deterministic
2-competitive online algorithm and its analysis.
Definition 3.1. Provisional schedule [7, 9]. At any time t, a provisional schedule is a schedule for
the pending packets at time t (assuming no future arriving packets). This schedule specifies the set of
packets to be transmitted, and for each it specifies the delivery time.
Definition 3.2. Optimal provisional schedule [7, 9]. Given a set of pending packets, an optimal
provisional schedule is the one achieving the maximum total value of packets among all provisional
schedules.
We use St to denote both the provisional schedule for time steps [t, +∞) and the set of
packets delivered successfully in the schedule. All known online algorithms for the bounded-delay
model [17, 8, 18, 9] calculate the optimal provisional schedules at the beginning of each time step.
These algorithms differ only by the packets they select to send. The online algorithms in such a broad
family are defined as the best-effort admission algorithms.
Definition 3.3. Best-effort admission algorithm. Consider an online algorithm ON and a set of
pending packets Pt at any time t. If ON calculates the optimal provisional schedule St on Pt and selects
one packet from St to send in each step t, we call ON a best-effort admission algorithm.
3.1 The lower bound of competitive ratio. In this section, we create an instance to prove that
the lower bound of competitive ratio for all best-effort admission algorithms is 2 − 1/B. Note that
for the bounded-delay model, the buffer size B is implicitly specified by +∞ and the lower bound of
competitive ratio is φ [1, 11, 6]. This lower bound holds for the best-effort admission algorithms as well.
Here, we improve the lower bound from φ to max{φ, 2− 1/B} for the bounded buffer model in which
the buffer size is restricted by B.
Theorem 3.1. For the bounded buffer model, the lower bound of competitive ratio for the best-effort
admission algorithms is max{φ, 2− 1/B}, where B is the buffer size.
Proof. In the following instance, we will show: If the buffer size is bounded, the packets that the optimal
offline algorithm chooses to send may not be from the optimal provisional schedule calculated by the
online algorithm, even if both algorithms have the same set of pending packets. This property does not
hold in the bounded-delay model; and it leads that any deterministic best-effort admission algorithm
cannot achieve a competitive ratio better than 2.
Assume the buffer size is B. Let a best-effort admission online algorithm be ON. We use (vp, dp) to
represent a packet p with a value vp and a deadline dp. Initially, the buffer is empty. A set of packets, from
which the optimal offline algorithm will accept b−1 packets from them and eventually send, are released:
(1, B+1), (1, B+2), . . . , (1, B+B). Notice that all packets released have deadlines larger than the
buffer size B. The optimal offline algorithm drops (1, B + 1), and keeps (1, B + 2), . . . , (1, B + B)
in its buffer. In the same time step, B packets (1 + ǫ, 1), (1 + ǫ, 2), . . . , (1 + ǫ, B) are released
afterwards. There are no more new packets arriving in this step. The optimal offline algorithm only
accepts (1 + ǫ, 1). Thus, after processing arrivals in step 1, the optimal offline algorithm send the
packet (1 + ǫ, 1). Instead, ON calculates the optimal provisional schedule in step 1 which includes all
these newly arriving packets with value 1+ ǫ. All such packets will be accepted by ON, but the packets
(1, B+ i), ∀i = 1, 2, . . . , B, will be dropped due to the buffer size constraint. ON sends a packet with
value 1 + ǫ in the first step.
At the beginning of each step i = 2, 3, . . . , B, only one packet (1 + ǫ, i) is released. At the
end of step B, no new packets will be released in the future. Since the time after the first step, all
packets available to ON have their deadlines ≤ B. Thus, ON cannot schedule sending packets with a
total value ≥ (1 + ǫ)(B − 1) in the time steps 2, 3, . . . , B. Since there is one empty buffer slot at
the beginning of each time step i = 2, 3, . . . , B, the optimal offline algorithm can accept and send
all newly released packets (1 + ǫ, i) in steps i = 2, 3, . . . , B. At the end of step B, the packets
(1, B+2), (1, B+3), . . . , (1, B+B) are still remained in the optimal offline algorithm’s buffer (they
are not in ON’s buffer though). Since there is no future arrivals, these b− 1 packets will be transmitted
eventually by the optimal algorithm in the following b − 1 steps. The total value of ON achieves is
(1+ ǫ)B while the optimal offline algorithm gets a total value (1+ ǫ)B+(B− 1). The competitive ratio
for this instance is
c =
(1 + ǫ)B + (B − 1)
(1 + ǫ)B
= 2− 1 +B · ǫ
b+B · ǫ ≥ 2−
2
B
, if ǫ ·B = 1 and B ≥ 2. (3.1)
If B is large, ON cannot perform asymptotically better than 2-competitive. This lose is due to ON
calculating an optimal provisional schedule to find out the packet to send in each time step. Theorem 3.1
is proved. 
3.2 A deterministic algorithm GRQ and its analysis. The algorithm GRQ [10] works as follows
at each time t.
1. Align packets in the buffer slots in non-increasing value order. If a packet j cannot be scheduled
in the time slot t+ S[i]− 1, where S[i] is the first available buffer slot, drop j.
2. Send the first packet.
Theorem 3.2. For the bounded buffer model, GRQ is 2-competitive.
Proof. We prove Theorem 3.2 using a potential function method. Our proof is motivated by Kimbrel’s
simple proof [14] for the 2-competitive greedy algorithm for the FIFO buffer model.
We give some notation. Fix an input sequence of arriving packets. This input sequence can be
regarded as a sequence of packet arrival events and packet delivery events. Then, in our analysis, if not
mentioning, we use the subscript t to denote an event, instead of a time step t. A single time step may
involve more than one arrival events but only one delivery event. We use QALGt to denote the algorithm
ALG’s buffer at time t. The buffer’s slots are denoted as S[1], S[2], . . . , S[B]. We use j ∈ S[i] to denote
that a packet j is in the buffer slot S[i] in GRQ’s buffer. For GRQ, each buffer slot S[i] corresponds to
a time step GRQ sends a packet at time t+ S[i] − 1 in the current provisional schedule.
Without loss of generality, we assume OPT only stores the packets it sends. We compare QGRQt and
QOPTt . Define Xt as the set of packets in OPT’s buffer that should be sent by time t+ |QGRQt | − 1; let
z(t) = |Xt|; 1 ≤ z(t) ≤ B. We define a potential
Φ = 2
∑
j∈S[i],i≤z(t)
vj +
∑
j∈S[i],i>z(t)
vj −
∑
k∈Xt
vk. (3.2)
Let Vt and Wt denote the values of the algorithms GRQ and OPT gain respectively in step t. We
will show that at any time, the change of 2Vt −Wt + ∆Φ is always non-negative. We will prove the
following Equation 3.3 holds all the time, separately for the events of packet arrivals and deliveries.
Thus, it yields Theorem 3.2.
2Vt +∆(2
∑
j∈S[i],i≤z(t)
vj +
∑
j∈S[i],i>z(t)
vj) ≥Wt +∆(
∑
k∈Xt
vk). (3.3)
Initially, Φ is 0. We study cases of packet arrivals and deliveries.
3.2.1 Packet deliveries. z(t) is reduced by 1 if OPT has a packet to send. The right side of
Inequality 3.3 is always 0. The left side of Inequality 3.3 is 0 if OPT sends a packet. If OPT sends
nothing, the left side of Inequality 3.3 is strict positive when GRQ sends a packet or 0 if GRQ sends
nothing.
3.2.2 Packet arrivals. Consider a new arrival p. Vt and Wt are 0. If both algorithms reject p, Φ
does not change at all. We consider the cases that at least one algorithm accepts p. We will show that
∆Φ never goes to negative.
1. Assume OPT rejects p. (GRQ accepts p.)
The change of the third term of Φ of Inequality 3.2 is 0. Note z(t) is unchanged. If p is accepted,
it has more value than the packet j evicted, if any. Otherwise, GRQ will keep j instead of p in
the buffer. Both the first term and the second term will not decrease.
2. Assume OPT accepts p.
Assume p is rejected by GRQ. Any packet stored in the buffer slot S[i] with 1 ≤ i ≤
max{B, dp − t + 1} has a value ≥ vp. Otherwise, GRQ will use p to replace that less-value
packet. If p is sent by OPT by time t+ |QGRQt | − 1, the change of the third term of Inequality 3.2
is increased by vp. We claim that z(t) is increased by 1 and before p arrives, there is at least one
packet in GRQ’s buffer in a buffer position beyond z(t) with a value ≥ vp. If not, either OPT
reject p or GRQ accepts p. We increase z(t) by 1 and the first term of Φ of Inequality 3.2 is
increased by at least vp. The second term of Φ of Inequality 3.2 is not changed. If p is sent by
OPT later than t+ |QGRQt | − 1, nothing is changed for Inequality 3.2.
Assume p is accepted by GRQ. Any packet in GRQ’s buffer in a buffer slot S[i] with 1 ≤ i ≤
max{B, dp − t+ 1} has a not-less-value packet than the one it previously stored. We apply the
same analysis as above and conclude that Inequality 3.3 holds.
Based on our case study above, Theorem 3.2 is proved. 
References
[1] W. Aiello, Y. Mansour, S. Rajagopolan, and A. Rosen. Competitive queue policies for differentiated services.
Journal of Algorithms, 55(2):113–141, 2005.
[2] N. Andelman, Y. Mansour, and A. Zhu. Competitive queuing polices for QoS switches. In Proceedings of
the 14th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 761–770, 2003.
[3] Y. Azar and N. Levy. Multiplexing packets with arbitrary deadlines in bounded buffers. Lecture Notes in
Computer Science (SWAT), pages 5–16, 2006.
[4] A. Borodin and R. El-Yaniv. Online Computation and Competitive Analysis. Cambridge University Press,
1998.
[5] F. Y. L. Chin, M. Chrobak, S. P. Y. Fung, W. Jawor, J. Sgall, and T. Tichy. Online competitive algorithms
for maximizing weighted throughput of unit jobs. Journal of Discrete Algorithms, 4(2):255–276, 2006.
[6] F. Y. L. Chin and S. P. Y. Fung. Online scheduling with partial job values: Does timesharing or
randomization help? Algorithmica, 37(3):149–164, 2003.
[7] M. Chrobak, W. Jawor, J. Sgall, and T. Tichy. Online scheduling of equal-length jobs: Randomization and
restart help? SIAM Journal on Computing (SICOMP), 36(6):1709–1728, 2007.
[8] M. Chrobak, W. Jawor, J. Sgall, and T. Tichy. Improved online algorithms for buffer management in QoS
switches. ACM Transactions on Algorithms, 3(4), Article number 50, 2007.
[9] M. Englert and M. Westermann. Considering suppressed packets improves buffer management in QoS
switches. In Proceedings of the 18th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages
209–218, 2007.
[10] S. P. Y. Fung. Bounded delay packet scheduling in a bounded buffer. arXiv:0907.2741v1[cs.DS], July 2009.
[11] B. Hajek. On the competitiveness of online scheduling of unit-length packets with hard deadlines in slotted
time. In Proceedings of 2001 Conference on Information Sciences and Systems (CISS), pages 434–438, 2001.
[12] L. Jez, F. Li, J. Sethuraman, and C. Stein. Online scheduling of packets with agreeable deadlines. submitted
for a journal publication, 2009.
[13] A. Kesselman, Z. Lotker, Y. Mansour, B. Patt-Shamir, B. Schieber, and M. Sviridenko. Buffer overflow
management in QoS switches. SIAM Journal of Computing (SICOMP), 33(3):563–583, 2004.
[14] T. Kimbrel. A simple proof of the 2-competitiveness of the greedy FIFO buffering algorithm. Technical
report, RC23272, IBM Research, 2004.
[15] F. Li. Competitive scheduling of packets with hard deadlines in a finite capacity queue. In Proceedings
of the 28th IEEE International Conference on Computer Communications (INFOCOM), pages 1062–1070,
2009.
[16] F. Li. Improved online algorithms for multiplexing weighted packets in bounded buffers. Lecture Notes in
Computer Science. Proceedings of the 5th International Conference on Algorithmic Aspects in Information
and Management (AAIM), 5564:265–278, 2009.
[17] F. Li, J. Sethuraman, and C. Stein. An optimal online algorithm for packet scheduling with agreeable
deadlines. In Proceedings of the 16th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 801–802, 2005.
[18] F. Li, J. Sethuraman, and C. Stein. Better online buffer management. In Proceedings of the 18th Annual
ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 199–208, 2007.
