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1. INTRODUCCIÓN 
1.1 MOTIVACIÓN 
La potencia de cálculo de las tarjetas gráficas actuales se desarrolla sensiblemente más 
deprisa que la de los procesadores convencionales, ya que las aplicaciones y 
videojuegos de última generación requieren el cálculo de un gran número de datos. 
Algunos de los cálculos más habituales de los que se encargan las tarjetas gráficas o 
GPU (Graphic Process Unit) son el procesado de vértices, de los cuales se calcula su 
posición, y de píxeles de los cuales se calcula su color. Estos cálculos son fácilmente 
paralelizables ya que no existen dependencias durante el cálculo ni entre vértices ni 
entre píxeles. Debido a esta característica de los algoritmos de visualización las tarjetas 
gráficas han desarrollado arquitecturas paralelas muy potentes que ofrecen grandes 
rendimientos como se puede observar en la figura 1. 
 
Figura 1 Gráfico comparativo de los GFLOP/s que consiguen diferentes CPU y 
GPU a lo largo de los últimos 5 años 
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El deseo de poder utilizar toda esta capacidad de cálculo para cualquier propósito ha 
llevado al desarrollo de la tecnología CUDA (Compute Unified Device Architecture) 
por parte de la compañía NVIDIA. CUDA es una tecnología muy reciente, pero en los 
casi dos años transcurridos des de que se hizo público el primer SDK (Febrero 2007) se 
ha aplicado a numerosos campos consiguiendo considerables incrementos del 
rendimiento de algoritmos y aplicaciones como la búsqueda de los k-nearest 
neighbours, ray-tracing, dinámica de fluidos, protein-docking, etc. 
Este proyecto se va a centrar en adaptar el algoritmo de space-carving y algunos 
procesos de tratamiento de imágenes a CUDA. El space-carving permite obtener 
representación 3D de un objeto a partir de varias imágenes del objeto tomadas desde 
diferentes ángulos. Este algoritmo tiene numerosas aplicaciones como: 
 Obtención del modelo 3D de pequeñas piezas o estatuas para arqueología. 
 Obtención de modelos 3D de objetos reales para ser usados en sistemas de 
realidad aumentada, videojuegos o realidad virtual. 
 Presentación de objetos a distancia, para su venta por Internet. 
En este proyecto se va a usar la capacidad de CUDA para tratar algoritmos de 
visualización y pretende ser útil a futuros proyectos que deseen emplear CUDA, de 
manera que sirva como apoyo en la comprensión y uso de esta tecnología. 
1.2 OBJETIVOS 
El proyecto se divide esencialmente en dos partes. El objetivo de la primera parte 
corresponde a la tarea de familiarizarse con la tecnología CUDA y asentar los 
conocimientos suficientes para poder enfocar con garantías la segunda parte. El objetivo 
de la segunda parte es la implementación de una aplicación que permita la 
reconstrucción de modelos 3D a partir de imágenes de objetos reales mediante dicha 
tecnología y que tenga un rendimiento superior a las aplicaciones clásicas ejecutadas en 
la CPU. 
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Estas dos partes no tienen una separación clara y se superponen, ya que para poder 
comprender el funcionamiento de una tecnología de manera profunda hay que usarla, 
por lo que una vez completado un periodo de aprendizaje básico es necesario comenzar 
la implementación de aplicaciones cada vez más complejas. 
CUDA, aunque es una tecnología muy joven, está bastante bien documentada por parte 
de sus creadores, NVIDIA, y existen documentos y manuales disponibles. Además, su 
popularidad en el mundo de la programación en general y en especial en el mundo 
académico, ha ocasionado la aparición de tutoriales, cursos online y cursos en varias 
universidades de todo el mundo dedicados a conocer y desarrollar programas en CUDA. 
Aunque hay que hacer notar que detrás de muchas de estas iniciativas se encuentra 
NVIDIA, que es la primera interesada en la popularización de la tecnología. 
La primera parte del proyecto, es decir, conocer el funcionamiento básico de CUDA es 
naturalmente la base para el resto del proyecto, ya que un buen conocimiento de la 
tecnología acelera todo el desarrollo de las aplicaciones futuras y permite sacarle un 
mayor rendimiento a la tarjeta gráfica. 
El problema de realizar una reconstrucción 3D de un objeto a partir de datos 
fotométricos es una cuestión ya abordada de muchas formas y usando numerosas 
técnicas. El objetivo de este proyecto no es buscar nuevos algoritmos que permitan una 
reconstrucción de mayor calidad, sino usar algoritmos convencionales, adaptarlos a la 
arquitectura paralela de las tarjetas gráficas apoyándose en CUDA y de esta manera 
conseguir un mejor rendimiento, es decir, una reducción del tiempo de ejecución gracias 
a la potencia del cálculo de las tarjetas gráficas. 
Otro objetivo que se podría encuadrar en la segunda parte del proyecto sería hacer una 
comparativa entre el rendimiento de aplicaciones clásicas de space-carving bajo varias 
implementaciones y el rendimiento de las aplicaciones desarrolladas en este proyecto. 
Esta comparativa permitirá conocer si los resultados obtenidos cumplen el objetivo de 
mejorar el rendimiento de este algoritmo. 
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2. ANTECEDENTES 
Este proyecto toma como punto de partida el proyecto de final de carrera “Sistema 
d’obtenció de l’estructura 3D i fotomètrica d’un objecte” [1]. En dicho proyecto se 
consigue mediante el algoritmo space-carving la reconstrucción de un objeto 3D a partir 
de imágenes capturadas, segmentadas y procesadas por la aplicación desarrollada en el 
proyecto. También se detalla el proceso de captura de las imágenes de los objetos 
mediante el siguiente robot: 
 
Figura 2 - Robot de adquisición de imágenes 
Este robot fue desarrollado en el proyecto “Sistema para la obtención de la descripción 
fotométrica de un objeto”[2] y permite realizar la captura de imágenes de un objeto. 
Este robot posicionador tiene dos grados de libertad, posee un plato giratorio y su brazo 
es capaz de girar des de la posición horizontal hasta la vertical. El robot permite 
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posicionar la cámara en cualquier punto de la mitad superior de una esfera situada en el 
centro de la plataforma giratoria. 
Un robot de este tipo permite la adquisición de suficientes imágenes (des de diferentes 
posiciones) para obtener una representación aceptable en tres dimensiones de un objeto 
mediante el algoritmo de space-carving, tal y como se observa en la siguiente figura. 
 
Figura 3 - Ejemplos de modelos obtenidos mediante space-carving 
Durante el proyecto “Sistema d’obtenció de l’estructura 3D i fotomètrica d’un objecte” 
se utilizó el robot posicionador para obtener imágenes de varios objetos para después 
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obtener sus correspondientes representaciones en tres dimensiones. En el proyecto 
desarrollado se han utilizado estas capturas como entrada de la aplicación. 
A diferencia de los proyectos mencionados anteriormente, en éste se ha optado por una 
versión más sencilla del algoritmo de space-carving ya que es más fácil de paralelizar e 
implementar sobre una arquitectura como la de CUDA. Más adelante se explicarán 
ambas versiones del algoritmo. Además de las diferencias en el algoritmo utilizado, las 
imágenes pertenecientes a la Figura 3 no son la salida del algoritmo de space-carving. 
El color de las representaciones 3D se ha obtenido en un paso posterior y se ha generado 
una malla de triángulos para un mejor y más rápido renderizado. 
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3. HISTORIA 
Para situar CUDA dentro del mundo de la visualización por computador y en el mundo 
del 3D en general es necesario conocer un poco la historia de las tarjetas gráficas. 
3.1 EVOLUCIÓN DE LAS TARJETAS GRÁFICAS 
3.1.1 LAS PRIMERAS TARJETAS GRÁFICAS 
Hasta poder usar las tarjetas gráficas para computación de propósito general la 
tecnología de las tarjetas gráficas ha tenido que evolucionar mucho desde la aparición 
de los primeros sistemas de visualización en los años 60. 
En los inicios de la informática los resultados se mostraban mediante impresoras, no fue 
hasta la década de los 60 que aparecieron los primeros monitores capaces de mostrar los 
resultados de las computaciones de los ordenadores de la época gracias a las primeras 
tarjetas gráficas.  
Con la aparición del Personal Computer de IBM se inicia la verdadera expansión del 
mundo de la informática de las empresas a los hogares y aparecen los primeros 
estándares de visualización que permitían mostrar 80x25 líneas de texto de verde sobre 
negro. Poco a poco fueron apareciendo nuevas tarjetas, siempre orientadas a la 
visualización 2D, con mayor profundidad de color y mayor resolución. Tal como se 
muestra en la tabla siguiente. 
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Formato Año M. Texto M. Gráfico Colores Memoria 
MDA Monochrome Display Adapter 1981 80*25 - 2 4 KB 
CGA Color Graphics Adapter 1981 80*25 640*200 4 16 KB 
HGC Hercules Graphic Card 1982 80*25 720*348 2 64 KB 
EGA Enhanced Graphics Adapter 1984 80*25 640*350 16 256 KB 
IBM 8514 8514/A Display Adapter 1987 80*25 1024*768 256 - 
MCGA Multi-Color Graphics Array 1987 80*25 320*200 256 - 
VGA Video Graphics Array 1987 80*25 640*480 256 256 KB 
SVGA Super Video Graphics Array 1989 80*25 800*600 256 512 KB 
XGA Extended Graphics Array 1990 80*25 1024*768 65K 2 MB 
Tabla 1 - Evolución de los formatos de videos hasta 1990 
Estas primeras tarjetas gráficas, aunque aún no realizaban ninguna aceleración 3D por 
hardware, era habitual que tuvieran aceleración 2D para procesos como el rellenado de 
polígonos o el pintado de líneas, especialmente a partir de la IBM 8514 en adelante. 
Los modos gráficos han continuado evolucionando y han aparecido numerosos formatos 
con más resolución y con mayor profundidad y se han ido diversificando con la 
aparición de múltiples aspectos de pantalla, tal y como se muestra en la imagen 
siguiente. 
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Figura 4 - Formatos de video y sus resoluciones 
3.1.2 LAS TARJETAS ACELERADORAS 3D 
El crecimiento del entretenimiento digital, en especial de los videojuegos, durante los 
noventa fue muy pronunciado. Aparecieron las primeras consolas capaces de mostrar 
gráficos en 3D (PlayStation, Nintendo 64) y el mundo de los videojuegos abandonó 
progresivamente el mundo 2D para entrar de lleno en el 3D. Este gran desarrollo del 
entretenimiento digital puso de manifiesto los problemas de los ordenadores personales 
para soportar la representación de entornos y personajes en tres dimensiones. Pese a la 
aparición de procesadores cada vez más potentes (Intel Pentium Pro o MMX) las 
aplicaciones gráficas no se ejecutaban con suficiente fluidez.  
En 1996 llega al mercado la tarjeta gráfica Voodoo Graphics de la entonces desconocida 
3DFx Interactive. Era un producto extraño para la época, se trataba de una tarjeta 
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independiente de la tarjeta gráfica que ya pudiera tener el ordenador, que se conectaba 
en una ranura PCI aparte y que sólo entraba en funcionamiento al ejecutar aplicaciones 
3D que hicieran un uso específico de la misma. Esta tarjeta liberaba a la CPU de hacer 
ciertos cálculos necesarios para el procesado de imágenes en tres dimensiones y añadía 
otras funcionalidades y efectos para dotar a las representaciones de más realismo, tales 
como el filtrado de texturas, anti-aliasing, mip-mapping, sombreado de Gouraud, 
niebla, transparencias, etc. 
El nuevo concepto de tarjeta aceleradora tuvo una gran acogida pese al escepticismo de 
gran parte de la industria del hardware. 3DFx Interactive dominó durante varios años 
este mercado con su serie de tarjetas Voodoo que fueron ofreciendo cada vez más 
prestaciones, más resolución, más profundidad de color, etc. Pero el declive de 3DFx 
comenzó con la aparición en el mercado de los productos de NVIDIA. A principios de 
1999 NVIDIA sacó al mercado una tarjeta de prestaciones similares a las de los 
productos de 3DFx pero con mayor profundidad de color, la Riva TNT.  
La aparición de las primeras tarjetas de NVIDIA no ocasionaron el hundimiento de 
3DFx, el factor clave fue la aparición en 1999 de la GeForce 256, la primera tarjeta 
aceleradora capaz de procesar por hardware la transformación de los vértices y su 
iluminación, liberando a la CPU de una gran carga de proceso. Los productos de 3DFx 
con características similares llegaron al mercado con mucho retraso y se encontraron 
con una competencia (NVIDIA y los primeros productos de ATI) superior en 
prestaciones y más competitiva en precios.  
A finales del 2000 3DFx se declara en bancarrota y NVIDIA decide comprar a su 
competidor y se erige como líder del mercado de las tarjetas gráficas sólo con la 
competencia de ATI. 
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 1996 1997 1998 1999 
Lógica de la aplicación (mover/animar objetos, mover la cámara, etc.) CPU CPU CPU CPU 
Cálculos de escena (selección de objetos a pintar, del nivel de detalle...) CPU CPU CPU CPU 
Transformación de vértices 
 
CPU CPU CPU GPU 
Iluminación 
 
CPU CPU CPU GPU 
Procesado y recortado de triángulos 
 
CPU GPU GPU GPU 
Render 
 
GPU GPU GPU GPU 
Tabla 2 - Reparto de responsabilidades en el proceso de visualización 
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3.1.3 TARJETAS GRÁFICAS PROGRAMABLES 
En marzo de 2001 se lanza al mercado la NVIDIA GeForce 3, la primera tarjeta gráfica 
programable, es decir la primera en soportar la programación de vertex y fragment 
shaders. Los shaders son pequeños programas que se ejecutan en la propia tarjeta 
gráfica, sustituyendo algunos de los tramos del pipeline de visualización. 
 
Figura 5 - Pipeline de visualización clásico 
Esta nueva generación de tarjetas gráficas permitía substituir el procesado de los 
vértices (cálculo de la posición), el procesado de los fragmentos (cálculo del color) y en 
las tarjetas más actuales incluso la geometría del modelo por programas que pueden 
cambiar por completo el resultado de la visualización de un modelo 3D. Esta libertad ha 
permitido un incremento espectacular del realismo de las aplicaciones 3D, gracias a la 
creación de numerosos efectos. 
El mundo de los shaders, aunque joven, tiene muchos capítulos y se encuentra en 
constante evolución. Cada pocos años surgen nuevas especificaciones de Direct3D y 
OpenGL que van dotando de más libertad a los programadores de shaders, sin embargo 
la tecnología de las tarjetas gráficas no avanza tan deprisa y es habitual el transcurso de 
muchos meses o algún año antes de poder poner en práctica todas las herramientas que 
proporcionan las librerías gráficas.  
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El tema de los shaders, aunque interesante, queda fuera del alcance de este proyecto. 
Sin embargo sin su aparición no podríamos hablar de la GPGPU. 
3.2 EVOLUCIÓN DE LA TECNOLOGÍA DE LAS TARJETAS GRÁFICAS  
Antes de adentrarse en la GPGPU es importante conocer como ha progresado el 
hardware de las tarjetas gráficas. Nunca se habría planteado usar las tarjetas gráficas 
para otro propósito si no fueran potentes unidades de cálculo que continuamente están 
buscando nuevas formas de calcular más deprisa. 
Des de la aparición a principios de los 80 de los primeros adaptadores gráficos hasta la 
actualidad la tecnología de los chips, la memoria, el bus, etc. que utilizan las tarjetas 
gráficas ha cambiado muchísimo. Inicialmente era poco más que hardware muy 
específico para poder visualizar datos en pantalla. Poco a poco el hardware se fue 
complicando, la necesidad de memoria era cada vez mayor y la cantidad de datos que se 
necesitaba transferir también ha ido en aumento. 
Con la aparición de las tarjetas aceleradoras surgieron también potentes chips que no 
tenían nada que envidiar ni en complejidad ni en potencia de cálculo a los procesadores 
de Intel o AMD. Se usaron arquitecturas muy habituales en los grandes ordenadores de 
cálculo intensivo, como el proceso vectorial para conseguir grandes rendimientos, ya 
que los problemas de visualización se adaptan muy bien a esa arquitectura. El proceso 
vectorial consiste en ejecutar la misma operación sobre un conjunto de datos de manera 
paralela. 
En la siguiente generación de tarjetas gráficas, con los pipelines programables los chips 
ganaron aun más complejidad y se aproximaron mucho a los procesadores de propósito 
general en cuanto a libertad de ejecución de instrucciones. Sin embargo, se mantuvieron 
las características necesarias para poder tener una estructura paralela con muchos 
procesadores replicados. Los factores principales para poder tener una gran cantidad de 
procesadores paralelos con una cantidad de transistores limitada es reducir y simplificar 
la lógica de control del procesador y minimizar la caché interna del procesador. En 
resumen, dedicar el máximo número de transistores al procesado de datos. 
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Figura 6 - Distribución de transistores en CPU y en GPU 
Otro aspecto importante es la velocidad del bus que comunica la GPU con la CPU. La 
capacidad del bus de datos para transferir información ya sea entre la CPU y la memoria 
residente en la placa base o entre la CPU y la GPU ha sido siempre clave. Por desgracia 
el ancho de banda que son capaces de dar los buses de datos nunca han estado al nivel 
de las capacidades de computación de los microprocesadores, siempre han ido un paso 
por detrás. Esta situación ha sido un constante cuello de botella en el mundo de los 
gráficos y por ello la conexión de la GPU se fue especializando y se colocó lo más 
cercana a la memoria y a la CPU.  
Inicialmente las primeras tarjetas gráficas se conectaban como cualquier otra tarjeta 
(sonido, red, etc.) en la placa base, pero el aumento de la demanda de ancho de banda 
hizo cambiar esa situación y en 1996 apareció el AGP (Accelerated Graphics Port) un 
bus dedicado en exclusiva a la GPU. El AGP fue la conexión habitual de conexión hasta 
hace poco, se ha ido substituyendo por la tecnología PCI-Express que apareció en 2004 
y cambia de filosofía al trabajar con varias conexiones bidireccionales en serie en vez de 
la tradicional conexión multi-pin en paralelo. 
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Bus Ancho (bits) Frecuencia (MHz) Ancho de Banda (MB/s) Estilo 
ISA XT 8 4,77 8 Paralelo 
ISA AT 16 8,33 16 Paralelo 
MCA 32 10 20 Paralelo 
EISA 32 8,33 32 Paralelo 
VESA 32 40 160 Paralelo 
PCI 32 - 64 33 - 100 132 - 800 Paralelo 
AGP 1x 32 66 264 Paralelo 
AGP 2x 32 133 528 Paralelo 
AGP 4x 32 266 1000 Paralelo 
AGP 8x 32 533 2000 Paralelo 
PCIe x1 1 2500 / 5000 250 / 500 Serie 
PCIe x4 1*4 2500 / 5000 1000 /2000 Serie 
PCIe x8 1*8 2500 / 5000 2000 / 4000 Serie 
PCIe x16 1*16 2500 / 5000 4000 / 8000 Serie 
PCIe x16 2.0 1*16 5000 / 10000 8000 / 16000 Serie 
Tabla 3 - Formatos de bus entre la GPU y la placa base 
Aparte de los chips de proceso de datos y de la comunicación con la CPU las tarjetas 
gráficas tienen otro componente básico y muy importante, para su rendimiento y para 
sus capacidades de proceso, la memoria. 
Tanto los primeros adaptadores gráficos como las diferentes generaciones de tarjetas 
gráficas han necesitado de un espacio de memoria donde tener la información de lo que 
se va a mostrar por pantalla. Poco a poco la necesidad de memoria se ha ido haciendo 
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más y más grande, al incrementarse la resolución, la profundidad de bits del color y más 
tarde la necesidad de guardar datos de los diferentes procesos que asumen las GPU para 
liberar a la CPU de cálculos.  
Hasta principios del siglo XXI la tecnología usada en la memoria de la tarjeta gráfica 
era la misma que se usaba en la CPU, pero llegó un momento que las necesidades de la 
GPU llevaron al desarrollo de tecnología específica para la memoria de la GPU. En 
2003 aparece la GDDR3 (Graphics Double Data Rate 3), una variante de la tecnología 
DDR2 que se usaba en la memoria de la CPU. También existió la GDDR2 aunque es 
básicamente una memoria DDR2 integrada en una tarjeta gráfica y apareció casi 
simultáneamente junto a la GDDR3 como opción de las tarjetas gráficas de perfil bajo. 
A partir de la aparición de las primeras memorias orientadas a las tarjetas gráficas sus 
capacidades han aumentado considerablemente primando el ancho de banda y 
especializándose en los patrones de accesos típicos de las tarjetas gráficas. 
Tipo Año Frecuencia de la Memoria (MHz) Ancho de Banda (GB/s) 
DDR 1999 166 - 950 1.2 - 30.4 
DDR2 2003 533 - 1000 8.5 - 16 
GDDR3 2003 700 - 1800 5.6 - 54.4 
GDDR4 2005 1600 - 2400 64 - 156.6 
GDDR5 2008 3000 - 3800 130 - 230 
Tabla 4 - Tipos de memoria RAM 
Sin embargo pese a los muchos avances en los últimos años la memoria sigue 
representando un cuello de botella, tanto para el procesado de gráficos como para las 
aplicaciones de GPGPU, ya que la capacidad de cálculo de los procesadores gráficos ha 
evolucionado más rápidamente que la tecnología de la memoria. 
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3.3 APARICIÓN DE LA GPGPU 
La GPGPU (General-Purpose Computing on Graphics Processing Units) apareció por 
la motivación de usar la potencia de cálculo de las tarjetas gráficas para cualquier 
ámbito. Las GPU se han ido especializando durante los años en el proceso de vértices y 
píxeles, que básicamente acaban siendo multiplicaciones de vectores por matrices de 
números en coma flotante. Este tipo de cálculo, obviamente no sólo característico del 
proceso de visualización 3D, sino que es muy habitual, especialmente en ámbitos 
científicos. 
Con la aparición de los primeros pipelines programables se empezó a usar las GPU para 
programación de propósito general. Haciendo uso de los shaders los programadores 
efectúan sus cálculos, esencialmente operaciones entre números en coma flotante, 
usando las coordenadas o el color de los vértices a modo de entrada y salida de datos. 
La correlación entre la estructura de color RGB y la de vectores de tres dimensiones es 
directa. 
Sin embargo los elementos programables y las herramientas diseñadas para utilizarlos 
estaban fuertemente orientadas a los programadores de videojuegos y aplicaciones 
gráficas y no daban ninguna facilidad para su uso general. Los shaders tienen unos 
datos de entrada y de salida fijos, tienen un límite de longitud, el número de variables es 
limitado, los accesos a texturas tienen que seguir unos patrones determinados, etc. Es 
cierto que en las últimas especificaciones de los lenguajes de programación de shaders 
han ido mejorando estos problemas, sin embargo muy pocas tarjetas gráficas soportan 
estas especificaciones. 
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Figura 7 – Esquema de las entradas y salidas de un Fragment Shader 
En la siguiente tabla se muestran algunas de las características que soportan los pixel 
shader, es importante ver como algunos recursos habituales en programación como el 
uso de enteros o de operaciones lógicas no estaban presentes hasta las últimas 
especificaciones. 
Versión de Pixel shader 2.0 2.0a 2.0b 3.0 4.0 
Núm. texutras dependientes 8 Ilimitado 8 Ilimitado Ilimitado 
Instrucciones ejecutadas 32 + 64 512 512 65536 Ilimitado 
Indirecciones de textura  4 Ilimitado 4 Ilimitado Ilimitado 
Registros temporales 12 22 32 32 4096 
Registros constantes 32 32 32 224 16x4096 
Control dinámico de ejecución No No No 24 Si 
Operaciones lógicas No No No No Si 
Enteros nativos No No No No Si 
Tabla 5 - Algunas características de los pixel shaders 
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3.4 CUDA, LA APUESTA DE NVIDIA 
El incremento de popularidad de la GPGPU y del uso de los shaders para otros 
propósitos que no fueran los pensados para ellos ocasionó que en NVIDIA se 
desarrollara CUDA (Compute Unified Device Architecture). CUDA es una arquitectura 
de computación paralela que ofrece una API para poder emplear los procesadores 
paralelos de la GPU.  
Hasta la aparición de las tarjetas gráficas GeForce de la serie 8 las tarjetas capaces de 
ejecutar shaders tenían hardware específico para cada tipo de shader, por lo que los 
vertex shaders no tenían el mismo juego de instrucciones que los fragment shaders. En 
las GeForce 8 hubo un rediseño de todo el hardware que se dedicaba a hacer el 
procesado de vértices, fragmentos, geometría, etc. El hardware dejó de ser específico de 
las etapas del pipeline y se generalizó para ser capaz de llevar acabo cualquiera de las 
etapas programables. Este diseño se llamó Unified shader model y no fue sólo adoptado 
por NVIDIA, aunque fue la primera en tener un producto compatible en el mercado, 
otras compañías han adoptado esa arquitectura en varios de sus productos tales como 
AMD/ATI, INTEL o S3. 
La nueva arquitectura era una gran mejora en el proceso de visualización, ya que daba 
mucha más libertad y flexibilidad al hardware de la tarjeta gráfica, permitiendo por 
ejemplo repartir los recursos según la carga que suponen las diferentes etapas, pudiendo 
dar más recursos a las etapas más pesadas. Pero NVIDIA llevó la generalización del 
hardware un poco más allá. El nuevo hardware permitía la ejecución de cualquier 
shader, que es un programa escrito en un lenguaje determinado, por lo que poder 
ejecutar un programa en un lenguaje de uso genérico era el siguiente paso, y así lo hizo. 
El hardware de NVIDIA permite la ejecución de programas escritos en C y que tienen 
mucha más libertad que los shaders ya que pueden acceder a la memoria de la GPU y a 
texturas fácilmente y no tienen unos datos de entrada ni de salida fijos. 
Un factor clave en la aparición de CUDA es la serie de productos Tesla, la opción que 
ofrece NVIDIA para obtener grandes capacidades de cálculo con su tecnología. A 
diferencia de otros productos compatibles con CUDA, la serie Tesla no es capaz de 
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realizar el pipeline de visualización, sino que está orientada a cálculos en coma flotante. 
Son los productos de NVIDIA que ofrecen mayor capacidad de cálculo y fue en su 
desarrollo cuando se concibió CUDA.  
La elección de NVIDIA por C se debe a que es un lenguaje muy extendido, tanto en el 
mundo de la informática y la programación general como en el mundo de la 
programación orientada a la investigación científica. NVIDIA desarrolló una extensión 
para el lenguaje C que permitiera ejecutar programas escritos en dicho lenguaje, sin las 
limitaciones de los lenguajes de programación de shaders y con cualquier propósito. 
Además ha proporcionado un compilador y documentación para facilitar el desarrollo 
de aplicaciones a los programadores [5].  
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4. ALTERNATIVAS 
El mayor competidor de NVIDIA, AMD/ATI también ha hecho su apuesta en la 
GPGPU. Su primer intento fue la API Close to Metal. Esta interfaz permitía a los 
programadores substituir a las llamadas de las interfaces gráficas Direct3D y OpenGL 
por una serie de funciones de bajo nivel que permiten controlar casi directamente el 
hardware de los procesadores gráficos de la GPU. Close to Metal fue abandonado poco 
después de su lanzamiento en noviembre de 2007 (nueve meses después que CUDA) y 
AMD/ATI centró sus esfuerzos en Stream SDK, aunque parece que actualmente se va a 
decantar por el apoyo a OpenCL. 
4.1 STREAM SDK 
Stream SDK ofrece una API de alto nivel así como una API de más bajo nivel. Stream 
SDK es compatible con los productos de AMD/ATI que estén basados en el Unified 
shader model. Al igual que CUDA permite usar los procesadores de las GPU de 
AMD/ATI para cualquier uso. 
Este paquete de desarrollo de software ofrece un compilador de Brook+, un lenguaje 
que extiende C, similar al ofrecido por CUDA, pero que es OpenSource y se ha 
desarrollado en la universidad de Stanford. El proyecto Brook+ no está orientado en 
exclusiva a las tarjetas de AMD/ATI, su diseño pretende ser compatible con cualquier 
tipo de arquitectura paralela basada en el Unified shader model. 
CAL (Compute Abstraction Layer) parece ser la evolución directa de la abandonada 
Close to Metal. Esta API ofrece más posibilidades que el lenguaje Brook+ y permite un 
control más directo de las GPU de AMD/ATI. Sin embargo es más complicado de usar 
y requiere un cierto aprendizaje y un buen conocimiento del funcionamiento de los 
procesadores de AMD/ATI, por lo que en la documentación se recomienda 
familiarizarse antes con Brook+. 
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4.2 OPENCL 
OpenCL es un producto de Apple, al menos actualmente tiene sus derechos, que intenta 
convertirse en un estándar para la programación de propósito general. En junio de 2008 
se constituyó el Krhonos Group que está formado por representantes de los principales 
fabricantes de GPU: Intel, NVIDIA y AMD/ATI y también por una serie de compañías 
de software. Este grupo se marcó como objetivo realizar una especificación de OpenCL 
y a principios de diciembre de 2008 se publicó la versión 1.0. Los principales 
fabricantes, incluido NVIDIA, se han comprometido a adoptar o a dar soporte a 
OpenCL 
4.3 LARRABEE 
Larrabee es el nombre en clave de un producto que está desarrollando Intel. Es un 
producto a medio camino entre CPU y GPU, tecnológicamente hablando. Su 
arquitectura pretende conseguir un gran rendimiento en la ejecución de aplicaciones 
gráficas y además ser un producto fácilmente programable para cualquier otro 
propósito. Este producto supone una ruptura con el desarrollo de procesadores gráficos 
integrados de Intel y parece que será capaz de competir directamente con los productos 
de serie media-alta de NVIDIA y AMD/ATI. 
La aparición de este producto se está considerando como un paso revolucionario dentro 
del mundo de las GPU, ya que según muestra Intel su arquitectura está orientada a la 
optimización de ray-tracing, un algoritmo de visualización basado en el 
comportamiento físico de la luz, en contraposición a la arquitectura de las GPU actuales 
fuertemente orientadas al paradigma de visualización proyectivo que se usa en OpenGL 
y Direct3D. 
En referencia a su capacidad de cálculo para aplicaciones de propósito general parece 
que podrá ser comparable a la de productos de NVIDIA o AMD/ATI y muy 
probablemente de una manera que se aproximará mucho más a los programas 
tradicionales para CPU, ya que usará el mismo juego de instrucciones que la mayoría de 
los procesadores actuales el x86, aunque con alguna extensión específica. 
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4.4 DIRECTX 11 
La próxima versión de la API desarrollada por Microsoft, DirectX 11, parece que 
incluirá elementos para facilitar la GPGPU, ya sea mediante una extensión de la 
funcionalidad de los lenguajes de programación de shaders o bien mediante otras 
herramientas. La competidora de NVIDIA, AMD/ATI parece que está bastante 
vinculada a este proyecto y ya ha anunciado que su herramienta el Stream SDK será 
compatible con las características de programación de propósito general de DirectX 11. 
4.5 ELECCIÓN DE CUDA 
Pese a las posibles bondades y ventajas de las alternativas expuestas se ha concluido 
que todavía no han alcanzado el nivel de madurez ni de popularidad de CUDA. Stream 
SDK no tuvo un buen comienzo porque apareció en un momento donde CUDA ya se 
había dado a conocer, especialmente en el mundo universitario. Por esa razón en la 
actualidad CUDA es el lenguaje GPGPU más popular con diferencia, aunque sólo se 
pueda ejecutar sobre tarjetas NVIDIA, a diferencia de Brook+ que se ofrece en el 
Stream SDK y se puede ejecutar sobre cualquier GPU compatible.  
En el momento de empezar este proyecto OpenCL era un producto totalmente 
desconocido en el mundo de la GPGPU, no ha sido hasta finales de 2008 que ha 
aparecido una especificación, pero actualmente no parece que haya ningún compilador 
disponible.  
En cuanto a Larrabee todavía no es una alternativa ya que aun está en desarrollo, pero 
puede significar un cambio en el mundo de la GPGPU y de las tarjetas gráficas si el 
producto cumple con las expectativas creadas en torno a su lanzamiento. 
En resumen, actualmente CUDA es el producto más interesante y completo para 
empezar con la GPGPU. Dispone de amplia documentación, herramientas de análisis y 
debug tanto en Windows como en Linux, foros activos y muchas universidades han 
creado cursos orientados al aprendizaje de CUDA. 
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5. INTRODUCCIÓN A CUDA 
CUDA es un modelo de programación paralelo y un entorno programación que tiene 
por objetivo facilitar el desarrollo de aplicaciones que puedan ejecutarse en los 
multiprocesadores de las tarjetas gráficas, sin tener que preocuparse por las 
características de cada modelo de tarjeta. 
5.1 ARQUITECTURA 
5.1.1 MODELO DE EJECUCIÓN 
En CUDA la unidad básica de ejecución son los threads, que simplificando es una serie 
de instrucciones de código que se ejecutan de forma secuencial. Los threads se ejecutan 
en una serie de Streaming Multiprocesors (multiprocesadores) capaces de ejecutar 
muchos threads simultáneamente. Este tipo de procesadores reciben ese nombre porque 
implementan el paradigma del stream processing. 
Stream significa arroyo y el símil está en que en esta forma de proceso de datos hay un 
flujo o arroyo de datos al que se le aplican una serie de operaciones. La clave está en 
que las operaciones siempre son las mismas, por lo que son tareas fácilmente 
paralelizables. Las primeras versiones de procesadores capaces de efectuar estos 
cálculos las operaciones estaban implementadas en hardware y eran fijas, sin embargo 
en las GPUs actuales hay suficiente libertad para efectuar casi cualquier tipo de cálculo. 
Otra forma de denominar este paradigma de computación es SIMD (Single Instruction 
Multiple Data), aunque los desarrolladores de NVIDIA han denominado SIMT (Single 
Instruction Multple Thread) a su arquitectura, ya permite a los threads que se ejecutan 
en paralelo llevar varios caminos (branch) a diferencia de los procesadores vectoriales 
que no permiten ninguna diferencia en las ejecuciones de las instrucciones. 
Entrando más en detalles de la implementación de CUDA hay que explicar que cada 
multiprocesador está compuesto por una serie de procesadores escalares, por una 
memoria que comparten todos los threads que se están ejecutando en el 
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multiprocesador, una caché para la memoria de textura, una caché para la memoria 
constante y una lógica capaz de crear y planificar los threads con muy poco coste.  
Los threads se agrupan en warps, un warp no es más que un grupo de 32 threads que se 
ejecutan en paralelo. Todos los threads de un warp empiezan a ejecutarse al mismo 
tiempo y siguiendo las mismas instrucciones de código, pero pueden tomar caminos 
diferentes. En realidad se ejecuta primero un half-warp (la mitad de un warp) y después 
la otra mitad, es un dato importante a la hora de conseguir accesos eficientes a memoria 
o el mínimo de threads divergentes (que ejecutan código diferente al del resto del half-
warp). La divergencia de threads es algo a evitar ya que cuando un thread toma un 
camino de ejecución diferente al del resto del half-warp, todos los threads que no 
siguen ese camino se bloquean y esperan hasta que todos los threads converjan en la 
misma instrucción. 
En un nivel superior los threads se agrupan en bloques y todos los bloques de un kernel 
en un grid o cuadrícula. Cada bloque es asignado a un multiprocesador, y éste es el 
encargado de dividir los threads del bloque en warps. Los divide siempre de la misma 
forma, siguiendo el orden de sus identificadores, la asignación de identificadores a 
threads se explica más adelante. 
La cantidad de bloques que se pueden asignar a un multiprocesador depende de la 
cantidad de registros y memoria compartida que necesiten los threads que lo componen. 
Por el diseño de los multiprocesadores puede haber un máximo de 8 bloques activos por 
multiprocesador y si se da el caso que un bloque por si solo necesite más cantidad de 
registros o memoria compartida de la que disponen los multiprocesadores se producirá 
un error. 
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5.1.2 HARDWARE 
La circuitería de una GPU actual de NVIDIA tiene aproximadamente el siguiente  
aspecto: 
 
Figura 8 – Esquema del hardware de una GPU 
En la figura anterior se puede ver como los multiprocesadores (en verde) tienen como 
entrada el código de los diferentes tipos de shaders (vertex, geom y pixel). En azul está 
representada la memoria de textura y en naranja la memoria de la GPU. 
Los multiprocesadores son las unidades de cálculo que hacen todo el trabajo de 
computación. Se componen de varios núcleos (24 en las versiones actuales) y son 
capaces de ejecutar de forma paralela un thread en cada núcleo, siempre que todos los 
threads ejecuten las mismas instrucciones. Una GPU puede tener más de un 
multiprocesador, de manera que su capacidad de cálculo se incrementa al ser capaz de 
ejecutar más threads de forma simultánea. Una de las principales ventajas de CUDA es 
que el escalado de multiprocesadores es totalmente transparente para el programador ya 
que los gestores de threads se ocupan automáticamente de distribuir y sincronizar a los 
threads en los multiprocesadores. 
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Las tarjetas gráficas que soportan CUDA son capaces de usar estos circuitos de manera 
ligeramente distinta respecto a cuándo llevan a cabo el proceso de visualización. El 
esquema del hardware es el siguiente: 
 
Figura 9 - Esquema de una GPU cuando ejecuta aplicaciones en CUDA 
El esquema se simplifica respecto al original ya que la entrada de datos se reduce a un 
solo tipo y ya no se hacen escrituras en el Frame Buffer. Además la estructura de 
memoria se simplifica de forma que el nivel de cachés se reduce y sólo existe caché 
para la memoria constante y la de textura pero no para la memoria global. 
5.1.3 ESTRUCTURA DE LA MEMORIA 
Existen varios niveles de memoria en la arquitectura de CUDA. La memoria más 
cercana a la unidad de proceso son los registros y la memoria compartida, justo después 
nos encontramos con las cachés de datos de memoria constante y de textura, que 
también se encuentran dentro del multiprocesador. Ubicadas fuera del multiprocesador 
tenemos la memoria global en la que se puede leer o escribir, la memoria constante y la 
memoria de textura, estas dos últimas sólo de lectura. En un nivel intermedio nos 
encontramos con  la memoria local, que es accesible tanto de lectura como de escritura a 
nivel de thread pero se encuentra alojada en memoria global, esta memoria se usa sobre 
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todo para grandes estructuras de datos que no pueden ser alojadas en registros o 
memoria compartida. Otra memoria presente en los multiprocesadores pero invisible al 
programador es la memoria de instrucción que se encuentra fuera del multiprocesador, 
pero está en caché y su tiempo de acceso es pequeño. Des de la CPU o host sólo se 
puede acceder a la memoria constante, de textura o a la global. 
 
Figura 10 - Estructura de memoria en la GPU 
El tiempo de acceso varía considerablemente de un tipo de memoria a otro. La memoria 
que se encuentra más cercana a la unidad de proceso es lógicamente más rápida 
mientras que la memoria más alejada es mucho más lenta. 
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Tipo de memoria Número de ciclos 
Registro 1 
Memoria Compartida 1 
Memoria Constante 
En caché 1 - 10 
No en caché 10 - 100 
Memoria Textura 
En caché 1 - 10 
No en caché 10 - 100 
Memoria Global / Local 400 - 600 
Memoria de Instrucción 4 
Tabla 6 - Tiempos de acceso a memoria en ciclos 
Como podemos observar en la tabla anterior el acceso a memoria global es varios 
órdenes de magnitud superior al de otros tipos de accesos, por lo que una estrategia 
básica para mejorar el rendimiento de las aplicaciones es reducir al máximo el acceso a 
memoria global y en el caso de que los accesos sean imprescindibles aprovechar en todo 
lo posible los recursos ofrecidos por CUDA para mejorar el ancho de banda, como el 
correcto alineamiento de las estructuras de datos o los accesos coalesced o agrupados 
que se explican más adelante.  
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5.2 ESTRUCTURA DE UN PROGRAMA EN CUDA 
 
Figura 11 - Estructura de la ejecuón de un programa en CUDA 
Tal y como se muestra en la figura anterior durante la ejecución de un programa en 
CUDA se intercalan o incluso se superponen ejecuciones de código en la CPU o host y 
en la GPU o device. La CPU se suele encargar de la inicialización de los datos, de las 
transferencias de datos a la memoria de la GPU, del lanzamiento de los kernels y de 
recoger sus resultados, mientras que la GPU hace los cálculos. 
  
46 
 
5.3 THREADS, BLOCKS Y GRIDS 
Una GPU puede gestionar miles o incluso millones de threads de forma simultánea, 
pero para facilitarle el trabajo se pide al programador que agrupe los threads que va a 
lanzar en bloques y a su vez los bloques en un grid o cuadrícula. 
 
Figura 12 - Threads, bloques y grids 
La forma en que se organizan los threads en bloques y después los bloques en el grid es 
importante tanto para facilitar la programación del algoritmo como para conseguir un 
programa eficiente. En la figura anterior se puede observar cómo se numeran los 
threads y los bloques. Esta numeración es accesible durante la ejecución de los threads 
permitiendo identificar de forma inequívoca que thread de que bloque se está 
ejecutando. El uso más habitual de estos identificadores es la indexación de memoria 
para conseguir los datos que corresponde tratar a ese thread. 
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El orden de ejecución de los threads, es decir, cómo se agrupan en warps para su 
ejecución es un recorrido por filas tanto de los bloques del grid como de los threads 
dentro del bloque. Si el bloque tiene tres dimensiones el recorrido para la ejecución de 
los threads pasa primero por las filas de los threads ubicados a menor z. 
 
Figura 13 – Ejemplo orden de ejecución de los threads de un bloque 
Una característica muy importante de CUDA es que todos los threads de un bloque 
comparten memoria dentro del multiprocesador, la llamada memoria compartida o 
shared memory. Es una herramienta importante a la hora de conseguir un buen 
rendimiento ya que es el lugar perfecto para almacenar cálculos intermedios y reducir 
los accesos a memoria global. Además los threads se pueden sincronizar a nivel de 
bloque, por lo que es importante tomar buenas decisiones en el momento de distribuir 
los threads en bloques. 
Una vez distribuidos los threads en bloques el paso de distribuir los bloques en el grid 
es algo más directo y depende de las dimensiones de los datos. Un factor que limita algo 
la libertad del programador es que mientras que los bloques pueden ser una matriz de 
hasta tres dimensiones, un grid sólo puede ser una matriz de hasta dos dimensiones. 
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5.4 CONCURRENCIA CPU-GPU 
La CPU y la GPU son unidades separadas e independientes, por lo que no tienen ningún 
problema en trabajar en paralelo. Es algo muy habitual durante el proceso de 
visualización, mientras la tarjeta gráfica se encarga de los cálculos necesarios para la 
visualización la CPU sigue trabajando. Con CUDA se ha mantenido esa independencia. 
Cuando la aplicación lanza un kernel se retorna de inmediato el control al código de la 
CPU a no ser que se pida explícitamente usando la interfaz de CUDA, hay funciones 
que fuerzan a que todos los threads en ejecución en la GPU hayan terminado para que 
se devuelva el control a la CPU. Otros eventos bloqueantes son las transferencias de 
memoria entre CPU y GPU, aunque hay tarjetas gráficas que soportan la transferencia 
de memoria reservada como lineal y además en zona no paginable o pinned (pero no si 
usa pitch o vectores CUDA)
 1
. 
Para gestionar esa concurrencia en las aplicaciones CUDA ofrece unos elementos 
llamados streams. Un stream en CUDA es una secuencia de operaciones que se 
ejecutan en orden. Es muy útil cuando se lanzan varios kernels y se quiere garantizar el 
orden en que se ejecutan sin necesidad de que intervenga la CPU. CUDA ofrece 
funciones para gestionar y sincronizar los diferentes streams que se estén ejecutando y 
también permite bloquear toda concurrencia, por ejemplo si se desea buscar errores, 
para ello hay que definir a 1 la variable de entorno CUDA_LAUNCH_BLOCKING. 
Hay algunas situaciones que impiden que dos operaciones de diferentes streams se 
ejecuten a la vez y son que alguno de los streams está realizando una reserva en 
memoria pinned del host o en memoria de la GPU, está inicializando una zona de 
memoria de la GPU, está haciendo una copia entre dos zonas de memoria de la GPU o 
se llama a alguna operación con el stream 0, que es el stream por defecto. 
 
                                                 
1
 Los conceptos de memoria lineal o no paginable (pinned), vectores CUDA o memoria que usa pitch se 
explican más adelante. 
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5.5 INTERFAZ DE PROGRAMACIÓN 
5.5.1 EXTENSIONES DEL LENGUAJE C 
Para facilitar la programación en CUDA, sobre todo a los programadores familiarizados 
con C, se han añadido algunas extensiones ha este lenguaje que combinadas con las API 
que también se ofrecen permiten utilizar los recursos que dispone CUDA. 
5.5.1.1  CALIFICADORES 
Funciones 
 __device__: declara la función como de ejecución y acceso exclusivo en/des de 
la GPU. 
 __global__: declara la función como un kernel, es decir, que se ejecuta en la 
GPU y sólo se puede llamar des de la CPU. 
 __host__: declara la función como de ejecución y acceso exclusivo en/des de la 
CPU, es equivalente a declarar la función sin ningún calificador de CUDA. 
Los calificadores __device__ y __host__ se pueden combinar para tener funciones 
ejecutables tanto en la GPU como en la CPU. 
Existen algunas restricciones respecto a estos calificadores: 
 Funciones con __device__ o __global__ no soportan recursividad.  
 Dentro de funciones con __device__ o __global__ no se pueden declarar 
variables estáticas. 
 Funciones con __device__ o __global__ no pueden tener un número 
variable de argumentos. 
 No se pueden definir punteros a funciones con __device__ pero si a funciones 
con __global__. 
 No se pueden combinar los calificadores __global__ y __host__. 
 Funciones con __global__ tienen que retornar void. 
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 El lanzamiento de funciones con __global__ es asíncrono, es decir, se retorna 
el control a la CPU antes de que la función termine su ejecución. 
 En las funciones con __global__ los parámetros son pasados usando la 
memoria compartida. 
Variables 
 __device__: declara un variable que reside en memoria global de la GPU, tiene 
el mismo tiempo de vida que la aplicación y es accesible por todos los threads 
del grid y también des de la CPU mediante la interfaz de CUDA. 
 __constant__: declara una variable que reside en memoria constante de la 
GPU, tiene el mismo tiempo de vida que la aplicación y es accesible por todos 
los threads del grid y también des de la CPU mediante la interfaz de CUDA. 
 __shared__: declara una variable que reside en la memoria compartida 
perteneciente al bloque de threads, tiene el mismo tiempo de vida que el bloque 
y es accesible por todos los threads del bloque.      
Para hacer visible una escritura en memoria compartida a todos los threads de 
un bloque es necesario un __syncthreads().  
Para declarar vectores externos en memoria compartida, y que puedan ser usados 
por todos los threads se puede hacer de la siguiente forma: 
extern __shared__ float shared[]; 
El tamaño del vector se define cuando se lanza el kernel. 
Las variables declaradas dentro de funciones de la GPU sin ningún calificador se 
pondrán automáticamente en registros a no ser que trate de vectores que el compilador 
considera demasiado grandes para tener en registros o vectores de los que no se conoce 
su tamaño. En estos casos el compilador ubicará la variable en memoria local. 
Se puede obtener la dirección de memoria de las variables declaradas como 
__device__, __shared__ o __constant__ dentro de la GPU, para obtener las 
direcciones de variables con __device__ o __constant__ des la GPU hay que usar la 
función de la interfaz de CUDA cudaGetSymbolAddress(). 
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Existen algunas restricciones respecto al uso de estos calificadores en variables: 
 Variables con __shared__ o __constant__ se consideran estáticas. 
 Variables con  __device__ o __constant__ sólo se permiten a nivel de 
archivo. 
 Variables con __constant__ no se pueden definir des de la GPU, sólo se 
pueden definir des de la CPU usando la interfaz de CUDA. 
 Las variables con __shared__ no se pueden inicializar en su declaración. 
5.5.2 COMPONENTES COMUNES 
La interfaz de programación de CUDA ofrece una serie de elementos que se pueden 
utilizar tanto des de la CPU o host como des de la GPU o device. 
5.5.2.1 VECTORES BUILT-IN 
Hay definidos una serie de tipos nativos para representar fácilmente vectores: 
 char[1..4], uchar[1..4] 
 short[1..4], ushort[1..4] 
 int[1..4], uint[1..4] 
 long[1..4], ulong[1..4] 
 float[1..4], double2 
Los elementos de estos vectores son accesibles mediante x, y, z y w. Para crearlos existe 
la función make_<type name> (<type name> val1, <type name< val2 ...). 
int4 vector = make_int4(1, 2, 3, 4); 
int first = vector.x;  
int second = vector.y;  
int third = vector.z;  
int fourth = vector.w;  
Además de estos vectores está el tipo dim3 que es un uint3 que se usa principalmente 
para definir los tamaños de los bloques y los grids. 
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5.5.2.2  FUNCIONES  
Matemáticas 
Las funciones matemáticas disponibles en las aplicaciones CUDA son las que ofrece la 
librería estándar de C/C++. Sin embargo, la precisión de estas funciones varía si se 
ejecutan en la GPU o en la CPU. 
Temporización 
La función clock_t clock() permite al programador conseguir los ciclos 
transcurridos durante la ejecución de la aplicación o partes de ella. Si se usa para medir 
el tiempo que tarda en ejecutarse un kernel se obtendrán los ciclos que ha empleado la 
GPU en ejecutar todo el kernel, algo más que los ciclos que realmente han empleado los 
multiprocesadores en los cálculos, ya que incluye planificaciones, accesos a memoria, 
etc. 
Existe otra serie de funciones muy útil para medir tiempos, son las funciones 
cutCreateTimer(), cutGetTimerValue(),  cutStartTimer) y cutStopTimer) que 
pertenecen a la librería cutil.h y facilitan considerablemente la recogida de tiempos.  
También se pueden usar eventos de CUDA para conocer los tiempos, ya que un evento 
no se lanza hasta que todas las instrucciones que le preceden no han terminado. El 
funcionamiento de lo eventos se detalla más adelante. 
5.5.3 TEXTURAS 
CUDA permite el uso de una parte del hardware dedicado a las texturas durante el 
proceso de visualización. Usar la memoria de textura para leer datos suele dar mejores 
resultados que leer de memoria constante o global ya que tiene caché y esta optimizada 
para más tipos de accesos que las otras memorias. 
Para leer memoria de textura des de la GPU es necesario reservarla des de la CPU con 
una referencia a textura. Estas referencias a textura contienen información sobre la 
dimensión, el tipo o como las coordenadas de lectura se deben interpretar. 
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Para declarar una referencia de textura hay que declarar una variable a nivel de fichero: 
 texture<Type, Dim, ReadMode> texRef; 
 Type: define el tipo de elemento que se retorna al hacer una lectura y puede ser de 
tipo int, float o de cualquiera de los tipos de vector nativos de dimensiones 1,2 o 
4. 
 Dim: define la dimensión de la textura, puede ser 1,2 o 3. 
 ReadMode: puede tener dos valores cudaReadModeNormalizedFloat o 
cudaReadModeElemenType. Si está definido con el primer valor y el tipo de la 
referencia es entero el valor que tenga el entero de entrada se mapea a un rango de 
números reales entre 0.0 y 1.0 para enteros sin signo y entre -1.0 y 1.0 si tienen 
signo. 
Los atributos Type, Dim y ReadMode se definen en la inicialización y son inmutables. 
Hay otros atributos como si se normalizan las coordenadas de textura, el modo de 
indexado o el filtro de textura que se pueden modificar dinámicamente. 
5.5.4 COMPONENTES EXCLUSIVOS DEL DEVICE 
Hay una serie de componentes de la interfaz de programación de CUDA que sólo 
afectan al código de se ejecuta en la GPU. 
5.5.4.1  FUNCIONES 
Matemáticas 
Además de las funciones proporcionadas por la librería estándar de C/C++ hay una 
implementación de algunas de esas funciones menos precisa pero mucho más rápida. 
Estas funciones se definen mediante el prefijo __ (como por ejemplo __sinf(x)) o 
bien mediante la opción del compilador –use_fast_math que fuerza que todas las 
funciones matemáticas usen la versión con menos precisión. 
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Sincronización 
La concurrencia de los threads ocasiona que haya situaciones en que es imposible 
predecir su comportamiento, en especial en lecturas y escrituras de memoria que pueden 
ocasionar situaciones no deseadas. Para garantizar que todos los threads de un bloque 
han llegado a un punto del código está la función __syncthreads(). Esta función no 
puede estar ubicada dentro de un condicional que se resuelva de manera distinta en 
varios threads del mismo bloque. 
Atómicas 
CUDA ofrece una serie de operaciones que leen, calculan y escriben datos en memoria 
global o compartida de manera atómica, es decir, garantizando que nadie va a leer o 
modificar esa dirección de memoria mientras se ejecuta la operación. Las funciones 
atómicas sólo soportan operaciones con enteros de 32 o 64 bits, menos atomicExch() 
que soporta número en coma flotante de precisión simple. 
A nivel de warp 
Los dispositivos con capacidad de computación 1,2 o superior ofrecen unas funciones 
que permiten evaluar para todos los threads de un warp una condición. 
int __all(int predicate); 
int __any(int predicate); 
La function __all() retorna no-cero si todos los threads evalúan a no-cero la 
condición, mientras que la función __any() retorna no-cero si alguno de los threads la 
evalúa a no-cero. 
5.5.4.2  ACCESO A TEXTURAS 
Texturas en memoria lineal 
Para acceder a las texturas de una dimensión, es decir que están en memoria lineal, se 
usa la función tex1DFetch() que necesita una referencia de textura para indicar como 
se accede a esta textura. En este modo de acceso no se permiten filtrados de textura. 
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Texturas en vectores CUDA 
Los vectores CUDA es una forma de reservar memoria en la GPU con ciertas 
características que se explican más adelante con más detalle, básicamente permite 
reservar matrices de hasta 3 dimensiones y pueden ser usados para leer de memoria de 
textura. Las funciones que se usan son tex1D(), tex2D() y tex3D(). También se 
requiere una referencia de textura, además de las coordenadas a leer. 
5.5.4.3  VARIABLES BUILT-IN 
Hay una serie de variables que son accesibles des de cualquier código ejecutado en la 
GPU y que permiten conocer información del kernel que estamos ejecutando. 
 gridDim: contiene las dimensiones del grid. Es de tipo dim3 (compuesto de tres 
enteros sin signo). 
 blockIdx: contiene el índice del bloque al que pertenece el thread que se está 
ejecutando, dentro del grid al que pertenece el bloque. Es de tipo uint3, similar a 
dim3. 
 blockDim: contiene las dimensiones del bloque. Es de tipo dim3. 
 threadIdx: contiene el índice del thread que se está ejecutando dentro de su 
bloque. Es de tipo uint3, similar a dim3. 
 warpSize: contiene el tamaño del warp que implementan los multiprocesadores 
en threads. Es de tipo int. 
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5.5.5 COMPONENTES EXCLUSIVOS DEL HOST   
En este apartado están descritas las principales funciones que se pueden usar en la parte 
de código de una aplicación CUDA que se ejecuta en la CPU o host. 
5.5.5.1  RUNTIME API Y DRIVER API 
CUDA ofrece dos APIs diferentes para interactuar con la tarjeta gráfica, la Runtime API 
y la Driver API, ambas permiten configurar los parámetros necesarios y realizar las 
operaciones necesarias para ejecutar programas en los multiprocesadores. Lo que las 
diferencia es el nivel de abstracción, la Runtime API es de más alto nivel por lo que 
esconde procesos y elementos internos de la implementación de CUDA al programador 
simplificando su gestión, mientras que la Driver API permite un control más cercano de 
los elementos de CUDA. 
Estas dos APIs son excluyentes, lo que significa que se tiene que escoger una con la  
que desarrollar las aplicaciones ya que no se pueden usar a la vez en la misma 
aplicación. 
A nivel de librerías la Runtime API usa la librería dinámica cudart  y la Driver API usa 
nvcuda. El código generado por el compilador que viene incluido en el CUDA SDK, 
nvcc, está basado en la Runtime API por lo que las aplicaciones que enlacen ese código 
están forzadas a usar la Runtime API. Por el contrario, la Driver API es independiente 
del lenguaje. 
Durante este proyecto se ha utilizado en todo momento la Runtime API, inicialmente 
porque su curva de aprendizaje es mucho más rápida que la de la Driver API y más 
tarde se tomó la decisión de seguir usándola porque lo que aporta la Driver API en 
cuanto a libertad o a rendimiento no justifican su mayor complejidad. De todas formas 
en esta introducción a CUDA se explicará cómo realizar todos los procesos tanto con la 
Runtime API como con la Driver API. 
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5.5.5.2  INICIALIZACIÓN 
En la Runtime API no es necesaria una inicialización explícita, la inicialización se 
produce la primera vez que se llama a alguna función de la API. 
En la Driver API es necesario llamar a cuInit() antes que cualquier función de la API. 
5.5.5.3  GESTIÓN DE DISPOSITIVOS, CONTEXTOS Y MÓDULOS 
Dispositivos 
La gestión de dispositivos es importante cuando se dispone de un sistema con más una 
tarjeta gráfica. Además CUDA ofrece funciones para conocer las características de los 
dispositivos sobre los que se ejecutan las aplicaciones para facilitar la creación de 
código adaptable a GPU con diferentes características. 
En la Runtime API están las funciones cudaGetDeviceCount(), 
cudaGetDeviceProperties() y cudaSetDevice(), para conocer el número de 
dispositivos del sistema, sus propiedades (mediante la estructura de datos 
cudaDeviceProp) y para asignar el dispositivo activo. 
En la Driver API se proporcionan las funciones cuDeviceGetCount() y 
cuDeviceGet() para conocer el número y para obtener el elemento que representa al 
dispositivo. Para conseguir las características del dispositivo hay una serie de funciones 
específicas para cada propiedad. 
Contextos 
Los contextos en CUDA son equivalentes a los contextos que podemos encontrar en un 
proceso de la CPU. Los contextos sólo se pueden gestionar con la Driver API ya que en 
la Runtime API quedan ocultos. Todos los recursos y acciones que se llevan a cabo 
mediante la Dirver API están encapsulados en un contexto. 
Durante la ejecución de un kernel tiene que haber siempre un contexto activo. Cada 
proceso de la CPU tiene una pila con los contextos que usa. Se crean y añaden contextos 
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a la pila con cuCtxCreate(), se quitan de la pila con cuCtxPopCurrent(). Los 
contextos se eliminan cuando no hay ningún proceso de la CPU que los utilice. 
Módulos 
Los módulos son paquetes que se pueden cargar de forma dinámica, algo similar a las 
DLLs en los procesos de CPU. Pueden ser de datos o de código y tienen espacios de 
nombres independientes. Son elementos sólo manejables mediante la Driver API, y se 
cargan mediante la función cuModuloLoad(). 
5.5.5.4  CONTROL DE EJECUCIÓN 
Para ejecutar las funciones calificadas con __global__ es necesario definir las 
dimensiones del grid y de los bloques que se van a utilizar en la GPU, además del 
stream al que irá asociado y de la cantidad de memoria compartida que se quiere 
reservar por cada bloque. 
La expresión de una llamada a un kernel efectuada con la Runtime API es la siguiente: 
myKernel<<< Dg, Db, Ns, S >>>(param1, param2 … ) 
 Dg especifica las dimensiones del grid que se está lanzando. Es de tipo dim3, un 
tipo que se compone de tres enteros. Sólo se usan los primeros dos enteros que 
indican la altura y la anchura de la matriz de bloques. 
 Db especifica las dimensiones de los bloques que componen el grid. Es de tipo 
dim3 y cada entero equivale a una dimensión de la matriz de threads. 
 Ns es de tipo size_t y especifica el número de bytes de memoria compartida que 
serán reservados de forma dinámica por cada bloque, además de la memoria 
reservada estáticamente por las variables declaradas dentro del código. La 
memoria reservada dinámicamente es utilizada por los vectores declarados como 
extern __shared__. Es opcional y por defecto vale 0. 
 S es de tipo cudaStream_t y especifica el stream al que está asociada esta 
llamada a función. Es opcional y por defecto vale 0. 
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Para el caso de trabajar con la Driver API la configuración de la ejecución se efectúa de 
manera ligeramente distinta. Una función (CUFunction) es un objeto con sus atributos y 
existen una serie de funciones para definirlos y otras funciones para lanzarlo.  
El número y la distribución de los threads en bloques se configura mediante la función 
cuFuncSetBlockShape(), la cantidad de memoria compartida con 
cuFuncSetSharedSize() y el número, tamaño y valor de los parámetros de la función 
con una familia de funciones de la forma cuParam*(). Una vez que la función tiene 
todos sus elementos configurados se llama mediante cuLaunchGrid() donde se define 
el tamaño del grid o con cuLaunch() que lanza la función con un grid formado por un 
único bloque. 
5.5.5.5  MEMORIA 
La memoria global de la GPU se puede reservar como memoria lineal o como CUDA 
arrays, o vectores CUDA. La memoria lineal es un espacio de direcciones, dividido en 
elementos de 32 bits accesibles mediante punteros mientras que los vectores CUDA son 
espacios de memoria opacos, optimizados para los accesos a textura, que pueden tener 
hasta tres dimensiones y ser accesibles para varios tipos de enteros (8, 16 o 32 bits) y 
números en coma flotante (16 o 32 bits). 
La gestión de memoria con la Runtime API es la siguiente: 
Para reservar memoria lineal se puede hacer con las funciones cudaMalloc() o 
cudaMallocPitch() y para liberarla con cudaFree(). La función cudaMallocPitch() 
es aconsejable para reservar memoria para matrices de dos dimensiones ya que 
garantiza el alineamiento correcto de las filas. Esta función cambia la alineación de la 
matriz por lo que ya no se puede acceder de la forma habitual, sino que hay que usar el 
valor de pitch o stride que retorna la función y que sirve para calcular la dirección real. 
Código de la CPU 
float* devPtr; 
int pitch; 
cudaMallocPitch((void**)&devPtr,&pitch,width*sizeof(float),height); 
myKernel<<<100, 512>>>(devPtr, pitch); 
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Código de la GPU 
__global__ void myKernel(float* devPtr, int pitch) 
{ 
for (int r = 0; r < height; ++r) { 
float* row = (float*)((char*)devPtr + r * pitch); 
for (int c = 0; c < width; ++c) { 
float element = row[c]; 
}     }     } 
Para reservar memoria para vectores CUDA se usa cudaMallocArray() y se libera con 
cudaFreeArray(). Para reservar memoria para vectores se necesita un objeto de tipo 
cudaChannelFormatDesc que contenga información sobre el tipo a copiar. 
cudaChannelFormatDesc channelDesc = cudaCreateChannelDesc<float>(); 
cudaArray* cuArray; 
cudaMallocArray(&cuArray, &channelDesc, width, height); 
Para obtener la dirección de una variable definida en la memoria global de la GPU des 
de la CPU se usa la función cudaGetSymbolAddress() y para el tamaño en memoria 
de la variable cudaGetSymbolSize(). 
Para efectuar copias entre GPU y CPU tenemos las funciones varias funciones como 
cudaMemcpy(), cudaMemcpy2DtoArray(), cudaMemcpyToSymbol(), etc. para efectuar 
los diferentes tipos de copias. Por ejemplo: 
float data[256]; 
int size = sizeof(data); 
float* devPtr; 
cudaMalloc((void**)&devPtr, size); 
cudaMemcpy(devPtr, data, size, cudaMemcpyHostToDevice); 
Para mejorar el rendimiento de las copias entre la GPU y la CPU se puede hacer uso de 
pinned memory o memoria no paginable. Es un tipo de memoria que se garantiza que 
siempre va a estar en memoria real y que el sistema operativo no va a paginar o enviar a 
la zona de swap. Es un recurso escaso y su uso indiscriminado puede reducir el 
rendimiento global del sistema. Para reservar memoria de esta clase se usa  
cudaMallocHost() en vez de malloc() y se libera con cudaFreeHost(). 
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La gestión de memoria con la Driver API es la siguiente: 
Para reservar memoria lineal se puede hacer con las funciones cuMemAlloc() o 
cudaMemAllocPitch() y para liberarla con cudaFree(). La función 
cudaMallocPitch() funciona de la misma manera que la de la Runtime API. 
Para utilizar vectores CUDA hay que crearlos con cuArrayCreate() y durante su 
creación se reserva automáticamente el espacio necesario, para destruirlo y liberar la 
memoria se usa cuArrayDestroy(). 
CUDA_ARRAY_DESCRIPTOR desc; 
desc.Format = CU_AD_FORMAT_FLOAT; 
desc.NumChannels = 1; 
desc.Width = width; 
desc.Height = height; 
CUarray cuArray; 
cuArrayCreate(&cuArray, &desc); 
Para efectuar copias entre GPU y CPU tenemos las funciones varias funciones como 
cuMemcpy2D(), cuMemcpyHtoD(), cuMemcpy3D(), etc. para efectuar los diferentes tipos 
de copias. Por ejemplo para copiar el vector creado en el ejemplo anterior: 
CUDA_MEMCPY2D copyParam; 
memset(&copyParam, 0, sizeof(copyParam)); 
copyParam.dstMemoryType = CU_MEMORYTYPE_ARRAY; 
copyParam.dstArray = cuArray; 
copyParam.srcMemoryType = CU_MEMORYTYPE_DEVICE; 
copyParam.srcDevice = devPtr; 
copyParam.srcPitch = pitch; 
copyParam.WidthInBytes = width * sizeof(float); 
copyParam.Height = height; 
cuMemcpy2D(&copyParam); 
5.5.5.6  STREAMS 
Como se ha explicado anteriormente los streams sirven para gestionar la concurrencia 
de kernels dentro de la GPU.  
La gestión de streams mediante la Runtime API es la siguiente: 
Para crear un stream se usa la función cudaStreamCreate() que nos genera un 
elemento del tipo cudaStream_t que se podrá utilizar en las llamadas a kernels y en las 
transferencias de memoria. Se destruyen mediante cudaStreamDestroy(). 
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Para cerciorarse de que todos los streams han finalizado sus procesos está la función 
cudaThreadSynchronize(), y la función cudaStreamSynchronize() se usa para 
sincronizar el proceso de la CPU con un stream en concreto, permitiendo que el resto de 
streams  continúen en ejectución.  
La gestión de streams mediante la Driver API es la siguiente: 
Para crear un stream se usa la función cuStreamCreate() que nos genera un elemento 
del tipo CUstream_t que se podrá utilizar en las llamas a kernels y a transferencias de 
memoria. Se destruyen mediante cudaStreamDestroy(). 
Para cerciorarse de que todos los streams han finalizado sus procesos está la función 
cuCtxSynchronize(), y la función cuStreamSynchronize() se usa para sincronizar el 
proceso de la CPU con un stream en concreto, permitiendo que el resto de streams  
continúen en ejecución.  
5.5.5.7  EVENTOS 
Los eventos sirven principalmente para calcular los tiempos de las diferentes partes de 
una aplicación CUDA. Cuando se lanza un evento en CUDA se garantiza que todas las 
operaciones definidas antes del lanzamiento del evento se han ejecutado. 
El funcionamiento de los eventos en la Runtime API es el siguiente: 
Se crean mediante la función cudaEventCreate() y se obtiene un elemento de tipo 
cudaEvent_t. Se destruyen mediante cudaEventDestroy(). Para lanzar un evento hay 
que llamar a cudaEventRecord() indicando el stream al que pertenece el evento y 
para asegurar que se ha lanzado el evento está la función cudaEventSynchronize(). 
Para saber el tiempo transcurrido entre dos eventos está cudaEventElapsedTime(). 
El funcionamiento de los eventos en la Driver API es el siguiente: 
Se crean mediante la función cuEventCreate() y se obtiene un elemento de tipo 
CUevent. Se destruyen mediante cuEventDestroy(). Para lanzar un evento hay que 
llamar a cuEventRecord() indicando el stream al que pertenece el evento y para 
  
63 
 
asegurar que se ha lanzado el evento está la función cuEventSynchronize(). Para 
saber el tiempo transcurrido entre dos eventos está cuEventElapsedTime(). 
5.5.5.8  TEXTURAS 
Para gestionar las referencias a textura se utiliza la estructura textureReference que 
tiene los siguientes atributos: 
 normalized: es un entero que define el rango de acceso a textura, si está 
normalizado se usa el rango [0,1] y si no lo está el rango de 0 al tamaño de la textura 
menos uno. 
 filterMode: define el tipo de filtrado que puede ser cudaFilterModePoint o 
cudaFilterModeLinear. Si es el primero en las lecturas se retorna el color del 
téxel, o unidad de textura, más cercano a las coordenadas de textura, en cambio si es 
el segundo se hace una interpolación lineal con los téxels más próximos. 
 addressMode: define lo que se retorna en el caso de intentar leer coordenadas de 
textura fuera del rango. Si es cudaAddressModeClamp las coordenadas que 
sobrepasen en rango toman el valor máximo del rango y si es 
cudaAddressModeWrap se hace el módulo de las coordenadas que sobrepasen en 
rango quedando así dentro del rango válido de direcciones y dando un efecto de 
repetición de la textura. 
 channelDesc: es un struct que indica el número de bits por componente que se 
retorna en las lecturas (x,y,z,w) y su tipo, que puede ser 
cudaChannelFormatKindSigned, cudaChannelFormatKindUnsigned o 
cudaChannelFormatKindFloat. 
En la Runtime API es necesario enlazar la referencia de textura antes de cualquier 
lectura des de un kernel, para hacer están las funciones cudaBindTexture() para 
memoria lineal y cudaBindTextureToArray() para memoria reservada mediante 
vectores CUDA. Para liberar la textura se usa cudaUnbindTexture(). 
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En la Driver API se enlazan las texturas con cuTexRefSetAddress() o 
cuTexRefSetArray(). La gestión de las referencias a textura es algo diferente que con 
la Runtime API pero maneja los mismos parámetros. 
5.5.5.9  INTERACCIÓN CON OPENGL Y DIRECT3D 
CUDA permite mapear zonas de memoria usadas por elementos de OpenGL y Direct3D 
para evitar tener que pasar por la CPU para transmitir datos al proceso de visualización. 
Los elementos de OpenGL con los que se puede comunicar son los Buffer Objects y con 
Direct3D se pueden direccionar varios de sus recursos. Las versiones actuales de CUDA 
sólo soportan la interacción con recursos de la versión 9.0 de Direct3D y además un 
contexto CUDA sólo puede interactuar con un dispositivo Direct3D a la vez y que debe 
ser creado en la misma GPU. 
Para trabajar con OpenGL con la Runtime API existen una serie de funciones que 
permiten registrar y mapear los Buffer Objects. Un Buffer Object es una estructura de 
OpenGL que permite acelerar el proceso de envío de datos de geometría, color, 
normales, etc. guardándolos en una zona de memoria gestionada por OpenGL y que 
sólo se modifica cuando es necesario. Mediante cudaGLRegisterBufferObject() se 
registra el Buffer Object y ya se puede mapear mediante cudaGLMapBufferObject()  
con lo que obtendremos un puntero que nos permitirá leer o escribir sus datos. Cuando 
el Buffer Object está mapeado deja de ser accesible por otros kernels o la CPU hasta que 
no se libera con cudaGLUnmapBufferObject() y cudaGLUnregisterBufferObject(). 
Para trabajar con OpenGL con la Driver API el proceso es similar al de la otra interfaz 
de programación pero es necesario inicializar OpenGL con cuGLInit(). Las funciones 
para registrar y mapear son cuGLRegisterBufferObject() y 
cuGLMapBufferObject() y para liberar cuGLUnmapBufferObject() y 
cuGLUnregisterBufferObject(). 
Para trabajar con Direct3D usando la Runtime API es necesario especificar el 
dispositivo Direct3D que se va a usar con cudaD3D9SetDirect3DDevice() antes de 
cualquier llamada. Para registrar los recursos se usa cudaD3D9RegisterResource() 
como por ejemplo Vertex Buffers o superficies. Se mapea mediante 
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cudaD3D9MapResources() y para poder usarlo es necesario usar el puntero a memoria 
de la GPU que retorna cudaD3D9ResourceGetMappedPointer(). Hay otras funcionan 
que proporcionan información como cudaD3D9ResourceGetMappedSize(),  que 
devuelve el tamaño en memoria del recurso o cudaD3D9ResourceGetMappedPitch() 
que devuelve el pitch para poder realizar los accesos. Para liberar los recursos hay que 
usar  cudaD3D9UnmapResources() y cudaD3D9UnregisterResource(). No se puede  
acceder a un recurso mapeado mediante las funciones de Direct3D desde la CPU. 
Con la Driver API se trabaja de forma similar, aunque es necesario especificar el 
dispositivo de Direct3D en el momento de crear el contexto, por lo en vez de usar 
cuCtxCreate() hay que usar cuD3D9CtxCreate(). El resto de funciones tienen el mismo 
comportamiento que para la Runtime API. Para registrar cuD3D9RegisterResource() 
y para mapear cuD3D9MapResources(). Para obtener el puntero  
cuD3D9ResourceGetMappedPointer() y para el tamaño y para el pitch 
cuD3D9ResourceGetMappedSize() y cudaD3D9ResourceGetMappedPitch(). Para 
liberar los recursos hay que usar  cuD3D9UnmapResources() y 
cuD3D9UnregisterResource().  
5.5.6 DEBUG 
CUDA no soporta un sistema de debug nativo en la GPU, para poder seguir con detalle 
la ejecución de un kernel se ofrece la emulación del proceso CUDA sobre la CPU, para  
así poder usar las herramientas de debug que existen para los procesos que se ejecutan 
sobre la CPU. Este modo se activa mediante la opción del compilador                               
–deviceemu y sólo está disponible para el código que utiliza la Runtime API, ya que es 
la interfaz en la que se basa el compilador que se ofrece en el SDK, nvcc.  
Cuando se está en modo emulación de un kernel de CUDA hay que tener en cuenta una 
serie de factores. 
Se ejecutan en la CPU de forma simultánea todos los threads de un bloque por lo que la 
CPU tiene que soportar la creación de esos threads y el espacio que necesitan, se 
reservan 256KB por cada thread. 
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En el modo emulado se tiene acceso a herramientas como los breakpoints y la 
inspección de datos en tiempo de ejecución, se pueden usar funciones como printf() 
para sacar datos por pantalla, hay más libertad en cuanto los accesos a memoria y las 
situaciones de bloqueos entre threads por temas de sincronización son detectadas por la 
CPU automáticamente. 
Por el contrario, hay una serie de situaciones que pueden llevar a la confusión a la hora 
de corregir errores del código de los kernels. Los posibles problemas derivados de la 
concurrencia que se pueden producir durante la ejecución real pueden no reproducirse 
cuando se emula, ya que el número de threads que se ejecutan simultáneamente es 
mucho menor. Al haber mayor libertad en accesos a memoria, se puede acceder a 
memoria de la CPU des de los kernels, se pueden dar situaciones donde el código 
emulado funciona pero el real no. Otro problema es de la precisión de los cálculos de 
los números en coma flotante, la CPU puede trabajar con doble precisión mientras que 
la GPU no, por lo que cálculos sensibles a la precisión pueden dar resultados 
considerablemente diferentes. Para solucionar este problema hay que forzar al 
compilador a que use número de precisión simple. Por último es importante conocer que 
el tamaño de warp es 1 por lo que el comportamiento de las funciones a nivel de warp 
en emulación es diferente al real. 
5.6  EL COMPILADOR NVCC 
La función del compilador nvcc es simplificar el proceso de compilación del código de 
CUDA. Para compilar este código son necesarios numerosos pasos, preprocesos, 
combinaciones de pasos, etc. por lo que lo que ofrece nvcc es una interfaz de línea de 
comando similar a la de otros compiladores de C/C++ para esconder al programador 
este proceso. 
Es importante saber que nvcc sólo admite código en C para ejecutarse en la GPU, 
aunque en la parte de código de la CPU se admite todos los elementos de C++. Nvcc es 
capaz de generar ejecutables cuando el código de la CPU usa la Runtime API, pero 
también pueden generar ficheros cubin, con sólo el código que se ejecutará en la GPU 
que pueden enlazar en programas que usen la Driver API. 
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Figura 14 - Diagrama del proceso de compilacion con nvcc 
Al compilar una aplicación CUDA es necesario usar un compilador genérico de C/C++ 
para compilar las partes que se ejecutarán en la CPU, ya que nvcc sólo se encarga del 
código que se ejecutará en la GPU.  
En la figura anterior se muestran las diferentes etapas de la compilación y qué tipo de 
parámetros afectan a esas etapas. Como ya se ha dicho este compilador tiene una 
interfaz parecida a compiladores como gcc, pero tiene algunas opciones particulares que 
no se van a detallar en este proyecto y que están explicadas en el documento “The 
CUDA Compiler Driver NVCC” disponible en la página web de NVIDIA y sólo se van 
a comentar algunas de las más útiles.  
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 -deviceemu: Compilar en modo emulación  
 --ptxas-options=-v: muestra el uso de los recursos de los multiprocesadores por 
parte de los kernels, indicando el número de registros que usa y la cantidad de 
memoria que usa, tanto la constante, como la compartida como la local. 
 --maxregcount n: limita el uso de registros por parte de los kernels pasando las 
variables que no se pueden almacenar en los registros a memoria local. 
5.7 PROPIEDADES DE UN DISPOSITIVO 
Todos los dispositivos que soportan CUDA tienen una serie de propiedades, algunas 
dependen de las características propias de la tarjeta, como son la frecuencia de la tarjeta 
o la cantidad de memoria global, en cambio otras como el número de threads por warp 
o la memoria compartida por bloque dependen de las especificaciones de CUDA 
definidas por los números de revisión minor y major. 
 name: Cadena ASCII que identifica el dispositivo  
 totalGlobalMem: memoria global disponible en el dispositivo en bytes  
 sharedMemPerBlock: memoria compartida máxima disponible por bloque, esta 
memoria se comparte entre todos los threads de un bloque residentes en un 
multiprocesador de forma simultánea  
 regsPerBlock: número máximo de registros de 32 Bits disponibles por bloque esta 
cantidad de registros se comparte entre todos los threads de un bloque residentes en 
un multiprocesador de forma simultánea  
 warpSize: tamaño de warp en threads  
 memPitch: es el alineamiento máximo permitido en bytes que se puede obtener 
mediante la función cudaMallocPitch para optimizar las funciones de copia de 
memoria reservada por dicha función 
 maxThreadsPerBlock: número máximo de threads por bloque  
 maxThreadsDim[3]: las medidas máximas para cada dimensión de un bloque  
 maxGridSize[3]: las medidas máximas para cada dimensión de un grid o cuadrícula 
 totalConstMem: memoria constante disponible en el dispositivo en bytes  
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 major and minor: números que definen la capacidad de computación del 
dispositivo. 
 clockRate: frecuencia del reloj del dispositivo en kilohertzios  
 textureAlignment: alineamiento necesario para obtener accesos eficientes a 
texturas  
 deviceOverlap: indica si se pueden transferir datos entre el host y el dispositivo 
mientras que se ejecutan funciones del kernel, o si no se puede  
 multiProcessorCount: número de multiprocesadores del dispositivo 
5.8  CAPACIDAD DE COMPUTACIÓN 
Las diferencias entre las tarjetas gráficas de las distintas series de NVIDIA (Quadro, 
GForce, Tesla, etc.) son considerables, a nivel de tecnología usada, precio o target 
comercial. Además la arquitectura de CUDA se ha ido refinando des de su diseño inicial 
y NVIDIA intenta ofrecer cada vez más posibilidades y flexibilidad a los programadores 
en el uso de los recursos de las tarjetas gráficas. Por las razones anteriormente expuestas 
existen varias implementaciones de CUDA con características ligeramente distintas. Las 
características vienen definidas por los números de revisión major y minor. 
Capacidad de Computación 1,0 1,1 1,2 1,3 
Máx. Threads / Bloque 512 512 512 512 
Tamaño máx. Bloque (Threads) (x,y,z) 512,512,64 512,512,64 512,512,64 512,512,64 
Tamaño máx. Grid (Bloques) en (x=y) 65535 65535 65535 65535 
Threads / Warp 32 32 32 32 
Warps activos / Multiprocesador 24 24 32 32 
Threads activos / Multiprocesador 768 768 1024 1024 
Bloques activos / Multiprocesador 8 8 8 8 
Núm. de registros de 32-bit / Multiprocesador 8192 8192 16384 16384 
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Memoria Compartida / Multiprocesador (bytes) 16384 16384 16384 16384 
Total Memoria Constante (bytes) 65536 65536 65536 65536 
Caché M. Constante / Multiprocesador (bytes) 8192 8192 8192 8192 
Caché M. Textura / Multiprocesador (bytes) 8192 8192 8192 8192 
Max. CUDA Array 1D en M. Textura 8192 8192 8192 8192 
Max. CUDA Array 2D en M. Textura (x,y) 64K, 32K 64K, 32K 64K, 32K 64K, 32K 
Max. CUDA Array 3D en M. Textura (x,y,z) 2K,2K,2K 2K,2K,2K 2K,2K,2K 2K,2K,2K 
Max. Vector en M. Textura (lineal) 134M 134M 134M 134M 
Núm. Máximo Intrucciones PTX 2M 2M 2M 2M 
Tabla 7 - Especificaciones de CUDA 
A continuación se muestran las características que se han ido añadiendo en las sucesivas 
revisiones. Algunas se refieren a nuevas funciones o la reducción de las limitaciones, 
otras son más estructurales y son consecuencia de la evolución de los chips, como el 
incremento del número de registros disponibles por multiprocesador. Por último hay 
algunas mejoras que van destinadas a fomentar su uso en cada vez más ámbitos, como 
el soporte de doubles o números en coma flotante de doble precisión, algo necesario 
sobretodo en programas de cálculos intensivos donde la precisión es muy importante. 
Especificaciones 1,1 
 Soporte de funciones atómicas de 32-bit en memoria global. 
Especificaciones 1,2 
 Soporte de funciones atómicas en memoria compartida y funciones atómicas 
de 64-bits en memoria global. 
 Soporte de funciones de control de ejecución de warps. 
 Mejora en la lógica de los accesos unidos o coalesced. 
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 Incremento del número registros por multiprocesador a 16384. 
 Incremento del número máximo de warps actives por multiprocesador a 32. 
 Incremento del número máximo de threads activos por multiprocesador a 
1024. 
Especificaciones 1,3 
 Soporte de números en coma flotante de precisión doble. 
5.9  EL PROFILER 
NVIDIA ofrece un profiler o analizador para poder conocer en detalle el uso que se está 
haciendo de la GPU por parte de un programa en CUDA. Mediante contadores internos 
de la tarjeta gráfica proporciona unos índices que permiten conocer de manera general 
el rendimiento de la aplicación analizada.  
El analizador no es una herramienta de precisión, no permite conocer la actividad de 
cada thread en particular, trabaja a nivel de warp. Es importante saber a qué nivel 
trabaja sobre todo en el momento de interpretar los resultados, por ejemplo el contador 
de número de ramas divergentes (divergent branchs) contabiliza el número de warps en 
los que alguno de sus threads ha tomado un camino diferente que el del resto de threads 
del warp. 
Además el analizador sólo es capaz de contar los eventos que se producen en uno de los 
multiprocesadores de la tarjeta gráfica, por lo que los valores que muestra no 
corresponden a la totalidad de la ejecución de la aplicación. Por esa razón el analizador 
sólo es útil solamente para identificar aspectos críticos de la aplicación, como puede ser 
una gran cantidad de accesos a memoria no agrupados o conflictos a la hora de accedes 
a la memoria compartida a causa de una mala programación. También es útil para poder 
cuantificar como han afectado las mejoras u optimizaciones efectuadas en una 
aplicación. 
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Contadores que se pueden usar 
 gld_incoherent: Número de lecturas en memoria global no agrupadas 
 gld_coherent: Número de lecturas en memoria global agrupadas 
 gst_incoherent: Número de escrituras en memoria global no agrupadas 
 gst_coherent: Número de escrituras en memoria global agrupadas 
 local_load: Número de lecturas en memoria local 
 local_store: Número de escrituras en memoria local 
 branch: Número de eventos de ramificación (sentencias condicionales) tomados por 
threads 
 divergent_branch: Número de ramas divergentes producidas dentro de warps 
 instructions: Número de instrucciones 
 warp_serialize: Número de de threads que durante su ejecución dentro de un warp 
se han tenido que serializar a causa de conflictos en el accesos a memoria 
compartida o constante 
 cta_launched: Número de bloques ejecutados 
5.10  OPTIMIZAR RENDIMIENTO 
Para conseguir un mayor rendimiento en las aplicaciones con CUDA hay diversos 
factores a tener en cuenta. Aparte de buscar algoritmos computacionalmente menos 
costosos es clave reducir el uso de instrucciones con alta latencia, como las 
trigonométricas o las divisiones, aprovechar al máximo el ancho de banda que ofrecen 
los diferentes tipos de memoria y buscar el máximo solapamiento entre la ejecución de 
instrucciones de cálculo y los accesos a memoria. 
Instrucciones 
Las instrucciones menos costosas (4 ciclos) son las sumas y multiplicaciones de 
números en coma flotante de precisión simple, las sumas de enteros y las operaciones 
lógicas. La multiplicación entera es más costosa (16 ciclos) aunque está implementada 
una multiplicación de enteros de 24 bits que tarda sólo 4 ciclos (__[u]mul24). Aunque 
las operaciones más costosas son la división y módulo enteros, la división de números 
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en coma flotante y las operaciones trigonométricas. Las divisiones enteras hay que 
evitarlas en la medida de los posible substituyéndolas por multiplicaciones en el caso de 
valores conocidos u operaciones lógicas en el caso de potencias de 2. Para las otras 
funciones existen versiones menos precisas para conseguir un mayor rendimiento. Otro 
factor a cuidar es el de las conversiones de tipos, hay que conocer los tipos con los que 
trabajan las funciones y minimizar la cantidad de conversiones de tipo que pueda 
introducir el compilador automáticamente. 
Condicionales 
Otro factor que afecta al rendimiento es la presencia de instrucciones que modifican el 
flujo del programa (if, switch, do, for, while). Es importante saber que los threads 
que toman caminos distintos a los del resto de los threads de un warp provocan que el 
resto de los threads queden bloqueados hasta que el flujo de código es el mismo para 
todos los threads. Para reducir la divergencia el compilador hace unroll o desenrollado 
de bucles, que simplemente es efectuar varios ciclos del bucle por cada salto y también 
optimiza las sentencias condicionales con condiciones sencillas. 
Memoria 
El factor más decisivo del rendimiento de un programa en CUDA es sencillamente el 
aprovechamiento del ancho de banda de la memoria, ya que habitualmente ese es el 
cuello de botella de las aplicaciones. Los datos de cientos de GFLOPS conseguidos son 
siempre en programas donde no hay apenas accesos a memoria, ya que el hardware 
actual no es suficientemente rápido para servir datos a la velocidad que los 
multiprocesadores los demandan. 
Ir a buscar un dato a memoria global cuesta entre 400 y 600 ciclos, mientras que una 
operación aritmética 4 ciclos. Aunque la latencia de memoria se puede enmascarar si 
hay suficientes operaciones independientes para planificar, la principal estrategia debe 
ser reducir o agrupar los accesos a memoria. Si el algoritmo lo permite una buena 
estrategia es cargar los datos necesarios para los cálculos en memoria compartida, una 
vez allí efectuar los cálculos y almacenar los resultados intermedios en la memoria 
compartida y una vez acabados los cálculos escribirlos en memoria global. 
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Los accesos a memoria global son los más costosos, ya que además de su alta latencia 
no tienen caché, por ese motivo es muy importante aprovechar la capacidad que ofrece 
CUDA de realizar lecturas de elementos de 32, 64 o 128 bits de una sola vez, a ese tipo 
de accesos se les llama coalesced o agrupados. Para que se produzcan hay que seguir un 
patrón de acceso determinado. 
Para las tarjetas gráficas NVIDIA con capacidad de computación 1,0 y 1,1 se debe 
cumplir: 
 Que los threads pertenecientes a un half-warp acceda cada uno a un word de 32 bits 
(64 bytes en total) o a un word de 64 bits (128 bytes en total) o a un word de 128 
bits (256 bytes en total, que se traduce en dos accesos de 128 bytes). 
 Los 16 words que leen los correspondientes threads tienen que estar todos en un 
segmento de memoria del tamaño del total de la transacción. 
 Los threads deben de acceder en orden a los words, es decir que el k-ésimo thread 
debe de leer el k-ésimo word. 
Si alguna de estas condiciones no se cumplen todos los accesos se harán por separado, 
realizando 16 transacciones a memoria. 
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Figura 15 – Ejemplos de accesos agrupadors para las GPU con capacidad de 
computación 1,0 y 1,1 
 
Figura 16 - Ejemplos de accesos no agrupados para GPU con capacidad de 
computación 1,0 y 1,1 
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Para las tarjetas gráficas NVIDIA con capacidad de computación 1,2 o superior los 
accesos agrupados se producen en más situaciones, el hardware es capaz de reducir el 
número de transacciones considerablemente. Se permite cualquier tipo de patrón de 
acceso y lo que marca el número de transacciones que se realizan es la ubicación en 
memoria de los words que se quieren leer. Es decir si todos los words  se encuentran en 
un segmento de memoria del tamaño del total de la transacción se producirá una sola 
transacción y si se encuentran repartidos en n segmentos se efectuarán n transacciones, a 
diferencia de los dispositivos con capacidad de computación inferior a 1,2 que o bien 
efectuaban una transacción o n si no se cumplían todas las condiciones. 
 
Figura 17 - Ejemplos de accesos a memoria en GPU con capacidad de computación 
1,2 o superior 
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En la figura anterior los dos primeros accesos se traducen en una sola transacción de 
memoria mientras que el de más a la derecha se traduce en dos accesos. 
La memoria local aunque es a nivel de thread está ubicada en memoria global por lo 
que tiene que evitarse en la medida de lo posible, sin embargo al ser a nivel de thread 
los accesos siempre se producen agrupados. 
La memoria constante y la memoria de textura tiene caché por lo que sus accesos son 
más rápidos que los efectuados a memoria global por lo que su uso se recomienda. Leer 
de memoria de textura puede mejorar considerablemente el rendimiento. 
La memoria compartida es la memoria más cercana al procesador y es tan rápida 
como leer de un registro. Está distribuida en bancos, para las GPU con capacidad de 
computación 1,x hay 16 bancos que pueden servir simultáneamente un word de 32 bits. 
El problema viene cuando varios threads intentan acceder a la vez al mismo banco, en 
esa situación se produce un conflicto y los accesos se serializan. 
Para evitar los conflictos hay que evitar que los threads de un half-warp accedan a la 
vez a la misma posición y para ello hay que cuidar los patrones de acceso, pero no es 
necesario que los bancos se lean en orden como pasaba en los accesos agrupados a 
memoria global. Existe un caso en particular en el que no se serializan las lecturas por 
acceder varios threads al mismo banco y ese es el caso de que todos los threads o 
muchos de ellos quieran leer el mismo banco. Si se da esa situación se hace un 
broadcast o propagado de esa lectura a todos los threads que lo demanden. Sólo se 
puede hacer broadcast de un banco por lo que si la mitad de los threads acceden a un 
bloque y la otra mitad a otro se elegirá uno de los dos como bloque de broadcast y el 
resto de lecturas de serializarán. 
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6. ESQUEMA DEL PROYECTO 
 
 
Figura 18 - Proceso previo necesario para obtener las entradas a la aplicación de 
space-carving 
Este proyecto se centra en el procesado de imágenes para obtener una representación en 
tres dimensiones de un objeto, por lo que conseguir dichas imágenes queda fuera de él. 
Así pues, ha sido necesario un proceso previo de adquisición. El software desarrollado 
admite como entrada imágenes almacenadas en videos, ya sean comprimidos o no. Los 
videos pueden ser capturas del robot posicionador usado en “Sistema d’obtenció de 
l’estructura 3D i fotométrica d’un objecte” o bien por un montaje de cámaras en el que 
se conocen las posiciones de las cámaras y sus características (parámetros extrínsecos e 
intrínsecos). En el caso de este proyecto también se ha realizado un escenario virtual en 
un programa de edición 3D para simular ese caso, ya que realizar un montaje de ese tipo 
queda fuera del alcance de este proyecto. 
  
80 
 
 
Figura 19 - Proceso de generación de modelos 3D de la aplicación de space-carving 
Una vez que durante el proceso previo a la aplicación se ha obtenido la entrada 
adecuada y los datos que se necesitan como las características de la cámara, la 
aplicación es capaz de procesar esos datos y obtener un modelo tridimensional que 
representa al objeto. 
Para los datos procedentes de la adquisición mediante el robot posicionador ocurre  que 
a cada iteración, el proceso que está corriendo sobre la CPU extrae una imagen del 
video y la transfiere a la GPU. Una vez la imagen se encuentra en la GPU se segmenta 
mediante un algoritmo paralelo y después se usa esa imagen segmentada para modificar 
el modelo tridimensional para conseguir que cada vez se parezca más a la realidad. Una 
vez que se acaban las imágenes del video o el usuario considera que el modelo se 
aproxima lo suficiente al objeto real, el proceso finaliza. 
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Cuando se tiene que la entrada proviene de varios videos correspondientes a varias 
cámaras que filman una escena, el proceso de obtención del modelo debe ser diferente. 
Las imágenes que se extraen de los videos corresponderán al mismo instante de tiempo, 
de manera que habrá un modelo a generar para cada conjunto de imágenes. Esta vez el 
modelo se calcula con las imágenes pertenecientes a un instante concreto de tiempo, por 
lo que se deben generar varios modelos cada segundo. El modelo obtenido por este 
proceso no tendrá, obviamente, la calidad del modelo conseguido mediante el video del 
robot posicionador  ya que la cantidad de vistas del objeto es muchísimo menor. De 
todas formas, se obtiene una calidad suficiente en la reconstrucción para poder 
reconocer el objeto o saber en qué zona está. 
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7. RECONSTRUCCIÓN DEL MODELO TRIDIMENSIONAL 
Tal y como se explica en el apartado anterior para conseguir un modelo tridimensional a 
partir de imágenes hay que seguir varios pasos, a continuación se explican los más 
significativos para este proyecto. 
7.1 SEGMENTACIÓN 
7.1.1 OBTENCIÓN DE IMÁGENES 
Conseguir las imágenes no forma propiamente parte del proceso de segmentación pero 
es importante conocer ciertas características de las imágenes capturadas para poder 
llevar a cabo un segmentado correcto. 
Es importante el número de bits por píxel que tiene la imagen, su resolución y cómo se 
puede diferenciar el objeto del fondo. En este proyecto se han considerado dos formas 
de distinguir el fondo del objeto, una es que el fondo sea de un color determinado y 
constante a lo largo de todo el proceso de captura (chroma key), eso se consigue 
cubriendo el escenario con una tela de un color uniforme. La segunda forma de 
distinguir el objeto del fondo es conocer de antemano como es el fondo y poder hacer la 
diferencia entre la imagen sin objeto y la que tiene el objeto. 
7.1.2 ALGORITMO 
El segmentado de imágenes no es un problema resuelto, ya que ni siquiera los humanos 
somos capaces de realizarlo en muchas circunstancias, por lo que los algoritmos 
expuestos a continuación son aproximaciones que no siempre obtienen grandes 
resultados. 
7.1.2.1 SEPARAR EL COLOR DE FONDO DEL OBJETO (CHROMA KEY) 
Para una imagen en la que nos encontramos con que el color de fondo es constante es 
necesario conocer ese color de fondo y tener un valor límite adecuado. Además es muy 
importante que el objeto no tenga partes del mismo color que el fondo ni superficies 
reflectantes, ya que eso empeora considerablemente la calidad de la segmentación. 
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El color de fondo se puede conocer de antemano o ser detectado cada vez si se conoce 
un área de la imagen en la que se sabe que no hay objeto. El valor límite para decidir si 
un píxel forma parte o no del fondo hay que encontrarlo de manera experimental, ya que 
es un valor difícil de calcular de forma exacta. Este método es útil sólo para entornos 
controlados donde puedas tener un fondo uniforme. 
El algoritmo consiste en visitar cada píxel de la imagen y calcular una distancia del 
color de ese píxel respecto al color de fondo, si la distancia es menor que el valor límite 
es que nos encontramos con un píxel perteneciente al fondo, si por el contrario es 
superior al límite el píxel corresponde al objeto. 
7.1.2.2 DIFERENCIA DE IMÁGENES 
Este algoritmo es similar al anterior, pero esta vez en vez de comparar cada píxel con un 
color constante de fondo, hay que compararlo con la fotografía del fondo. Este método 
sólo funciona para cámaras estáticas ya que el fondo no puede variar durante las 
diferentes imágenes a procesar. 
Es necesario tener una imagen de fondo sin ningún objeto con la que ir comparando y 
también un valor límite para distinguir los píxeles del objeto de los del fondo, porque se 
puede dar el caso de que el color del fondo y el de una parte del objeto sean similares.  
7.1.2.3 CODIFICACIÓN DEL COLOR 
El color se puede representar de varias formas, una de las más habituales, especialmente 
en las cámaras de video es la que se separa el color en tres componentes, la componente 
roja, la azul y la verde o RGB (Red Green Blue). Esta representación se puede 
considerar como unas coordenadas en el espacio 3D, donde cada componente del color 
se corresponde a una coordenada del espacio, por lo que la distancia entre dos colores se 
puede calcular como la distancia euclidiana de dos puntos en el espacio. 
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Figura 20 -  Descomposición en RGB 
La codificación RGB es muy habitual y está muy extendida pero para la problemática 
de decidir si un píxel pertenece al fondo o no es necesario calcular la distancia entre a la 
que se encuentran sus colores. Nos encontramos que la distancia entre dos colores no se 
parece a la que percibimos los humanos, se puede dar el caso de que haya la misma 
distancia entre dos azules, uno más claro y otro más oscuro, que entre un rojo y un azul. 
Debido a esas problemáticas en el cálculo de las distancias del color se ha utilizado otra 
representación de color, la llamada HSB (Hue Saturation Brightness) o tonalidad, 
saturación y brillo. La tonalidad corresponde con el tipo de color que es y se suele 
representar por un ángulo (0-360º), la saturación es la pureza del color o la cantidad de 
gris que tiene, cuanto más gris más puro y la intensidad define la claridad del color. 
 
Figura 21 - Triángulo HSB donde se representan sus parámetros 
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Si separamos los componentes HSB tenemos este resultado: 
 
Figura 22 - Descomposición en HSB 
Esta codificación del color permite una mejor discriminación de los colores ya que la 
característica que tiene más importancia esta codificada en un solo parámetro, la 
tonalidad. Si se ponderan los parámetros HSB según su importancia conseguiremos una 
distancia entre colores más representativa y más aproximada a la que distingue el ojo 
humano. En la implementación se ha considerado la tonalidad unas dos veces más que 
la saturación y unas 100 veces más que la luminosidad. 
7.1.3 PARALELIZACIÓN DEL ALGORITMO 
La paralelización de estos algoritmo es sencilla: cada thread accede a un píxel, calcula 
la distancia al color de fondo ya sea constante o perteneciente a una imagen del fondo 
original, y copia o bien el color tal cual o bien un color establecido para el fondo. En 
este proyecto, se realiza un proceso más y es el de extender la representación del color 
de RGB a RGBA, añadiendo el canal alfa que representa la transparencia del objeto. El 
valor 0 representa un objeto transparente y el valor 1 representa un objeto opaco (en un 
rango de 0 a 1). El valor de alfa añadido varía según si el píxel pertenece al fondo o no, 
si pertenece al fondo se marcará como transparente, por el contrario si el píxel pertenece 
al objeto se marca como completamente opaco. 
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7.2 SPACE-CARVING 
7.2.1 ALGORITMO 
El algoritmo de space-carving se basa en reconstruir la geometría de un modelo en tres 
dimensiones a partir de varias imágenes de un objeto. La geometría se reconstruye a 
partir de un cubo de vóxeles, que es simplemente una partición del espacio. Un vóxel  
es una unidad de volumen. Los vóxeles pueden ser todos del mismo tamaño o ser de 
tamaño variable, en el caso de este proyecto el tamaño de los vóxeles es uniforme. 
Durante el proceso se proyectan todos los vóxeles sobre la imagen de manera que se van 
descartando los vóxeles que se proyectan sobre el fondo y se guardan los que se 
proyectan sobre el objeto.  
 
Figura 23 - Ejemplo de carving con dos vistas 
En la figura anterior se puede observar un carving de una representación de un 
automóvil hecha mediante dos imágenes tomadas de frente y de perfil del objeto. En 
oscuro se pueden ver los vóxeles que pertenecen al objeto después de las dos 
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proyecciones. En gris intermedio la proyección de las imágenes, en este caso ortogonal 
y en gris más claro la totalidad del cubo de vóxeles. 
La calidad del resultado del algoritmo depende de la cantidad de vóxeles en que se 
divide el cubo, sin embargo cuantos más vóxeles se tengan, mayor coste tendrá el 
algoritmo, tanto en tiempo como en memoria requerida. Si se considera N como la 
medida del cubo (altura N, anchura N y profundidad N) ocurre que el algoritmo tiene un 
coste N
3
 tanto en tiempo como en ocupación de memoria. 
Este algoritmo da como resultado un modelo tridimensional formado por pequeños 
cubos o vóxeles que es la representación convexa del objeto, ya que no es capaz de 
detectar las concavidades de la superficie del objeto. Sin embargo, sí es capaz de 
detectar los agujeros del objeto ya que si hay una imagen desde la que se puede ver el 
fondo a través de ese objeto los vóxeles se descartarán. 
Las imágenes necesarias para llevar a cabo este algoritmo han de estar segmentadas, 
teniendo bien definido que píxeles pertenecen al objeto y cuales al fondo. 
El resultado de este algoritmo no es fotorrealista pero permite reconocer al objeto. El 
detalle del objeto sólo se consigue con una gran cantidad de subdivisiones del espacio lo 
que hace crecer muy rápidamente su coste. Se puede mejorar la calidad del modelo con 
post-procesos como una triangulación del modelo o cálculos de normales para conseguir 
una iluminación dinámica pero se considera que esos procesos quedan fuera del 
proyecto y se proponen como futuras mejoras de éste. 
Una explicación mucho más detallada de las posibilidades se puede encontrar en la tesis 
doctoral “Contribució als mètodes d’obtenció i representació de vistes d’objectes reals 
per aplicacions interactives”[3]. 
7.2.2 MODELO DE LA CÁMARA 
Para poder saber en qué punto de la imagen se proyecta un vóxel es necesario tener un 
modelo matemático que describa el comportamiento de la luz durante el proceso de 
adquisición de las imágenes mediante la cámara de video. Los elementos relevantes de 
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la cámara son la lente y la CCD (Charge-Coupled Device o dispositivo de cargas 
eléctricas interconectadas) que es la encargada de registrar la imagen. Para representar 
la cámara se ha usado el modelo pin-hole, una simplificación donde se substituye la 
óptica por un pequeño agujero por donde pasa la luz y se proyecta en un plano situado a 
una cierta distancia (distancia focal) del punto. En el plano es donde se sitúa la CCD o 
el material fotosensible para almacenar la imagen. Se ha usado este modelo porque 
simplifica considerablemente los cálculos de las proyecciones y se aproxima lo 
suficiente para obtener buenos resultados. 
 
Figura 24 - Esquema del modelo pin-hole 
Este modelo permite calcular sobre qué punto del plano imagen se proyecta un punto 
situado más allá del plano focal. 
 
Figura 25 – Proyección de un punto sobre el plano imagen en un modelo pin-hole 
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El sistema de referencia del plano imagen está situado en el centro, de manera que el eje 
z pasa por el punto focal. El valor de las coordenadas del punto proyectado P(x1,y1,z1) 
sobre el plano imagen es: 
           
Una vez que tenemos las coordenadas de proyección hay que encontrar el píxel a que 
corresponden estas coordenadas. Para ello hay que conocer las dimensiones de la CCD 
y la resolución en píxeles que tiene. Con esos datos ya se puede calcular el píxel 
transformando las coordenadas de unidades de longitud a píxeles y luego desplazar el 
centro de coordenadas del centro a la esquina inferior izquierda que es el punto de 
referencia habitual en las imágenes digitales. 
 
 
7.2.3 OBTENCIÓN DE LAS COORDENADAS 
Para aplicar el modelo pin-hole es necesario tener todas las coordenadas en el sistema 
de referencia de la cámara, que está centrado en el plano imagen o CCD. Pero los datos 
que tenemos del cubo de vóxeles no están en ese sistema de referencia sino en uno 
arbitrario, normalmente ubicado en un vértice del cubo. 
Para hacer esta transformación de coordenadas se usa una matriz homogénea. Esta 
matriz se puede calcular mediante programas de calibración a partir de imágenes 
tomadas por la cámara en las que conocemos la posición de ciertos puntos o si 
conocemos las características de la escena calcular la matriz paso a paso. 
No se entrará en el detalle del cálculo de esta matriz ya que está explicado de forma 
pormenorizada para el robot posicionador en el proyecto de final de carrera “Sistema 
d’obtenció de l’estructura 3D i fotométrica d’un objecte”. La matriz de transformación 
que resulta es: 
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Donde α es el ángulo de rotación en horizontal, β el ángulo de rotación en vertical, 
 es el tamaño de una arista del cubo y  es la distancia entre el 
centro del cubo y el plano imagen. 
7.2.4 ALGORITMOS ALTERNATIVOS 
Una optimización del algoritmo de space-carving que da muy buenos resultados es la 
utilización de oct-trees. El objetivo es intentar marcar como fondo o como objeto zonas 
lo más grandes posibles, lo que hará que tengamos muchos menos vóxeles que si 
subdividimos el espacio de forma uniforme. La idea es empezar con vóxeles grandes y a 
medida que se necesita más detalle, porque no sabemos si el vóxel cae totalmente fuera 
o totalmente dentro del objeto, subdividir el vóxel en 8 vóxeles y volver a 
comprobarlos. 
 
Figura 26 – Ejemplo de subdivisión del espacio con la estrategia oct-tree 
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Este algoritmo da como resultado un árbol de vóxeles donde tenemos los vóxeles que 
corresponden al objeto y para reconstruir el modelo tridimensional sólo tenemos que 
recorrerlo e ir construyendo la geometría. 
Aunque este algoritmo es menos costoso tanto computacionalmente como en espacio no 
se adapta nada bien a una estructura de ejecución paralela ya que se basa en estructuras 
de datos con relaciones y dependencias o como árboles o listas. 
Además para poder discernir si un vóxel cae dentro, fuera o parcialmente sobre un 
objeto son necesarios varios procesos como el cálculo de distancias y además el 
segmentado de la imagen debe de ser muy bueno para conseguir unos resultados 
aceptables. Conseguir un buen segmentado significa que hay que efectuar más 
operaciones sobre la imagen tales como la expansión y erosión de píxeles o el 
etiquetado, procesos que tienen como objetivo eliminar el mayor número posible de 
píxeles que no pertenecen al objeto y que tampoco son fácilmente paralelizables. 
Por todas esas razones se ha decidido implementar el algoritmo más sencillo sobre la 
GPU porque se adapta mucho mejor a la estructura paralela y consta de menos pasos. 
7.2.5 COLOREADO DEL MODELO 
El algoritmo de space-carving no colorea el modelo, ya que sólo marca los vóxeles 
como parte del objeto o parte del fondo. La estrategia que he elegido para colorear el 
modelo es escoger el color de la vista que esté más cercana al vóxel. 
 
Figura 27 – Esquema de la decisión del color 
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Como se ve en la figura anterior esta estrategia de coloreado se cumple para objetos 
convexos y sin muchas autooclusiones. Sin embargo da malos resultados en objetos más 
complicados. En las oclusiones le asigna el color del elemento que esta ocluyendo a esa 
parte y en objetos con concavidades puede darse el caso en que se le asigne un color que 
se aleja mucho del color más real que es el que se ve des de una vista perpendicular a la 
superficie del objeto. 
 
Figura 28 – Casos en que la elección del color no es correcta 
Este método de elección de color se ha escogido porque es muy sencillo de implementar 
y se puede combinar con el algoritmo de carving de forma que no hay que hacer una 
segunda pasada por todas las imágenes para seleccionar el color. Poder combinar 
carving con coloreado es una ventaja de elegir el algoritmo más simple, ya que con el 
uso de oct-trees no resulta sencilla la combinación de ambos y la estrategia habitual es 
hacer otra pasada para conseguir el color de los vóxeles. 
Esta forma de colorear da unos resultados aceptables pero no totalmente reales. Si el 
modelo estuviera compuesto de triángulos en vez de por vóxeles el resultado sería 
mucho mejor, pero eso queda enmarcado en posibles futuras ampliaciones. 
7.2.6 RENDER DEL MODELO 
Visualizar el modelo de forma correcta des de todas las posiciones no es sencillo debido 
a las restricciones que van apareciendo cuando se usan los recursos disponibles. En este 
proyecto en concreto se ha usado OpenGL para visualizar el modelo y en particular se 
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han usado Buffer Objects para pintar el modelo, se ha escogido OpenGL porque es una 
tecnología con la que ya se ha trabajado y se usan Buffer Objects porque es la estructura 
que se puede comunicar con CUDA. Una característica de los Buffer Objects es que 
ofrecen un gran rendimiento a la hora de renderizar puntos o triángulos, pero recorren 
la geometría siempre en el orden en que fue introducida por primera vez. Por motivos de 
rendimiento pinto puntos para representar los vóxeles y no modifico ni la posición de 
estos puntos al pintarlos ni los elimino del Buffer Object cuando los descarto, sino que 
los marco como transparentes. 
Para que un elemento transparente se pinte correctamente en OpenGL debe tener el 
valor correcto de alfa y todos los elementos se deben de pintar en orden, primero los 
más alejados del observador y después los más cercanos. 
 
Figura 29 – Resultados de renders con transparencia según el orden de pintado 
Como podemos ver en la figura el resultado de pintar en un orden otro es muy diferente 
por lo que en el proceso de pintado del modelo tridimensional es importante garantizar 
el orden de pintado. El problema es que los Buffer Objects pintan siempre en el mismo 
orden, esté donde esté el observador. El pintado se realiza de manera que se pintan 
todos los puntos con un valor de z antes de que se pinten los que tienen un valor de z 
mayor. 
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Figura 30 – Posiciones del observador frente al cubo de vóxeles 
Si se mantiene la dirección de pintado, de z más pequeña a z más grande, en 
coordenadas de cubo de vóxeles, hay posiciones del observador en que la z más pequeña 
según las coordenadas del cubo no es la z más pequeña. En esas situaciones el orden de 
pintado es incorrecto y el resultado es la ocultación de una parte o de la totalidad del 
modelo, debido a la forma en que se realiza el pintado de elementos transparentes o 
alpha blending.  
Para solucionar este problema se ha modificado la forma en que se pintan los elementos 
del Buffer Object. Si el observador está situado en una zona en que el orden de pintado 
deja de ser correcto se pasa a pintar el Buffer Object por partes para conseguir el orden 
correcto.  
 
Figura 31 – Correcciones en el orden de pintado según la posición del observador 
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La posición del observador se detecta mediante el ángulo que el usuario indica que 
quiere que rote la cámara. Para saber cuándo hay que cambiar el orden de pintado y a 
cuantos puntos va a afectar se ha calculado el ángulo a partir del cual se pintan mal los 
puntos, el ángulo límite. Una vez que se conoce ese ángulo se pueden tener 4 casos o 4 
zonas donde se puede situar el observador y que conllevan formas de pintado diferentes. 
 
Figura 32 – Zonas de pintado diferentes según la posición del obsevador 
 Posición 1: el orden de pintado natural del Buffer Object es correcto por lo que se 
puede pintar de manera normal. 
 Posición 2 y 3: el orden de pintado sólo es correcto para una parte de los puntos, por 
lo que hay que pintar una parte de forma “normal” y otra de forma invertida. La 
cantidad de una o de otra se calcula según lo cerca que esté el observador del ángulo 
límite. 
 Posición 4: el orden de pintado tiene que ser justo el contrario del natural del Buffer 
Object por lo que se tiene que pintar todo de forma invertida. 
El ángulo límite es el ángulo de rotación que hace que el observador pase a estar en una 
z más pequeña (en coordenadas del cubo) que alguno de los vóxeles del cubo. 
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Figura 33 – Cálculo del ángulo límite 
En la figura anterior α es el ángulo límite que se considera a partir de la posición inicial 
del observador, d es la distancia del centro del cubo al observador y c es la dimensión 
del cubo. Por lo que según la figura: 
 
7.2.7 PARALELIZACIÓN DEL ALGORITMO 
La adaptación del algoritmo de space-carving a la estructura paralela ha sido lanzar un 
thread por cada vóxel y que ese thread se encargue de calcular si el vóxel pertenece al 
objeto o al fondo y que color le corresponde. El algoritmo mantiene siempre en 
memoria accesible para todos los threads el modelo tridimensional que simplemente es 
una sucesión de puntos situados en el centro de los vóxeles con el color que le 
corresponde.  
Cada thread sabe la posición del vóxel que va a calcular y con los datos de la vista 
(ángulos y distancias) calcula la proyección. Si cae dentro del objeto cambia el color del 
vóxel sólo si en esta vista el vóxel se encuentra más cerca de la cámara que los 
anteriores. Para saber si es el más cercano o no se guarda en el canal alfa del color la 
distancia a la que se encuentra el vóxel, que es un dato conocido durante el proceso de 
proyección. Por lo tanto una alfa con valor 0 representa que pertenece al fondo el vóxel 
y se tiene que descartar y una alfa con un valor diferente a 0 codifica la menor distancia 
del vóxel a una cámara.  
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8. SOFWARE DESARROLLADO 
En este proyecto se ha desarrollado una aplicación que es capaz de usar una tarjeta 
gráfica NVIDIA que soporta CUDA para reconstruir modelos tridimensionales a partir 
de diversas imágenes de un objeto. 
8.1 ESPECIFICACIÓN 
La aplicación tiene como objetivo el mostrar el resultado y estudiar el rendimiento de 
los algoritmos anteriormente explicados implementados en CUDA y ejecutados en 
sobre una GPU NVIDIA. 
8.1.1 REQUISITOS HARDWARE 
La aplicación esta optimizada para ejecutarse sobre un PC que cuenta con una tarjeta 
NVIDIA Quadro 1700 FX que soporta OpenGL 2.1 y tiene capacidad de computación 
1,1. La aplicación se puede ejecutar sobre cualquier tarjeta NVIDIA que soporte CUDA 
siempre que tenga una capacidad de computación igual o superior a 1.1, aunque no se 
garantiza que se obtengan los mejores resultados posibles con esa tarjeta, debido a las 
optimizaciones dependientes sobre todo a la capacidad de computación, que determina 
muchos factores cruciales durante la ejecución de los kernels de CUDA. 
8.1.2 REQUISITOS SOFTWARE 
La aplicación requiere una versión de OpenGL igual o superior a la 2.1, tener los 
últimos drivers de la tarjeta gráfica compatibles con CUDA. Además debe tener 
instalado el CUDA Toolkit y el CUDA SDK, todos disponibles de manera gratuita en la 
página dedicada a CUDA de NVIDIA. 
Además se deben de tener instalados los codecs de video necesarios para descodificar 
los videos de entrada a la aplicación. 
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8.2 ANÁLISIS 
8.2.1 CASOS DE USO 
 
Figura 34 - Diagrama de casos de uso 
Visualización 
 Rotar 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea cambiar el ángulo de visualización del modelo 
- Escenario principal de éxito 
El modelo rota el ángulo indicado por el usuario 
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 Desplazar 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea desplazar el modelo 
- Escenario principal de éxito 
El modelo se desplaza la distancia indicada por el usuario 
 Zoom 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea hacer un zoom al modelo 
- Escenario principal de éxito 
La cámara se acerca o se aleja según haya especificado el usuario 
Definir Parámetros 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea definir los parámetros que se aplican durante el cálculo del 
modelo 
- Escenario principal de éxito 
Los parámetros se modifican tal y como ha pedido el usuario dentro de los 
límites establecidos por el sistema 
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Modelo 
 Guardar 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea almacenar el modelo actual del sistema 
- Escenario principal de éxito 
El modelo se almacena en la ubicación indicada por el usuario 
 Cargar 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea descartar el modelo actual y cargar uno almacenado 
previamente. 
- Escenario principal de éxito 
El modelo presente en el sistema se elimina y se carga el modelo almacenado 
previamente. 
- Escenario alternativo 
El modelo no se carga porque no tiene la misma dimensión que el modelo actual 
del sistema 
Definir Entrada 
- Actores Primarios 
Usuario 
- Activación 
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El usuario desea definir los datos que definirán el modelo 
- Escenario principal de éxito 
Los datos se cargan correctamente y el sistema que listo para seguir con el 
cálculo del modelo 
Ejecutar Carving 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea ejecutar el cálculo del modelo con los datos definidos 
previamente 
- Escenario principal de éxito 
El modelo actual se modifica en función de los datos de entrada y los parámetros 
definidos. 
Obtener Tiempos 
- Actores Primarios 
Usuario 
- Activación 
El usuario desea conocer el tiempo que se ha empleado en los diferentes cálculos 
del sistema 
- Escenario principal de éxito 
El sistema mostrará al usuario los tiempos de los diferentes cálculos y procesos 
ejecutados durante el funcionamiento del sistema hasta ese momento. 
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8.2.2 DIAGRAMA DE CLASES 
A continuación está el diagrama de clases correspondiente a la aplicación en el que se 
muestran todas las clases y algunos de los atributos y funciones más importantes y 
significativos para su funcionamiento. 
 
Figura 35 - Diagrama de clases 
Reconstructor: es la clase principal, contiene el bucle de pintado del modelo y es la 
encargada de capturar los eventos de teclado o ratón para efectuar las órdenes del 
usuario. Además se ocupa de la inicialización de todos los elementos de la aplicación. 
Param: Esta clase contiene los parámetros que pueden variar a petición del usuario. 
Permite mostrar sobreimpresionados en la pantalla principal todos los parámetros y 
modificarlos fácilmente. 
TimeList: Contiene los tiempos de las diferentes etapas de la aplicación. Permite 
almacenar los tiempos en milisegundos y mostrarlos por pantalla y además a petición 
del usuario volcarlos sobre un archivo o sobre la línea de comandos. 
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VoxelCube: Contiene la información del modelo. El color de todos los vóxeles del 
cubo esta accesible mediante esta clase. Permite operar sobre ellos, reiniciarlos, efectuar 
carving sobre ellos, guardar o cargar modelos, etc.  
VoxelRenderer: Se encarga exclusivamente del pintado de los vóxeles por pantalla. 
ImageBuffer: Se encarga de acceder a los videos donde se encuentran almacenadas las 
imágenes y servirlas. Además contiene información sobre la cámara que ha registrado 
las imágenes necesarias para el carving. Hay un objeto de tipo ImageBuffer por cada 
video que se tiene como entrada. 
Video: Permite abrir un video y extraer imágenes de él. Puede haber tantos videos como 
sea necesario. 
CUDAInterface: Contiene las funciones que necesita la aplicación para usar los kernels 
de CUDA. Se encarga de hacer todos los pasos necesarios para la ejecución de los 
kernels. 
CarvingKernel: Contiene las funciones que realizan el algoritmo de carving sobre el 
cubo de vóxeles. 
SegmentationKernel: Contiene las funciones que realizan el proceso de segmentado de 
las imágenes. 
8.2.3 OPERACIONES DE LAS CLASES 
Reconstructor 
main(): función de entrada a la aplicación, que se encarga de inicializar las estructuras 
de la aplicación y de poner en marcha el bucle de pintado del modelo. 
display(): se encarga de pintar el modelo y de calcular las rotaciones o desplazamientos 
indicados por el usuario. Usa la clase VoxelRenderer para pintar los puntos y se encarga 
de pintar los ejes y las aristas del cubo que marca los límites de los vóxeles. 
reshape(): se encarga de redimensionar correctamente la ventana. 
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motion(): se encarga de capturar los desplazamientos del ratón. 
key(): se encarga de capturar los eventos de teclado. 
Param 
Param(): creadora de la clase que se encarga de inicializar las estructuras. 
addParam(): añade un parámetro a la lista para poder ser modificado más adelante. 
setParam(): cambia el valor del parámetro. 
deleteParam(): borra el parámetro. 
TimeList 
TimeList(): inicializa las estructuras de la clase. 
addTime(): registra el tiempo. 
dumpTimes(): vuelca por pantalla o a un archivo todos los tiempos registrados. 
VoxelCube 
VoxelCube(): inicializa el modelo tridimensional creando e inicializando los Buffer 
Objects de OpenGL necesarios. 
doCarvingStep(): realiza una iteración de carving sobre el modelo usando la imagen y 
los datos que se le proporcionan. 
getPoints(): devuelve un puntero a la zona de memoria donde están almacenado el color 
y posición de los puntos que forman el modelo. 
saveModel(): guarda el modelo en un archivo. 
loadModel(): descarta el modelo actual y carga el modelo almacenado en el archivo que 
se le indica siempre que el modelo coincida con la dimensión actual del cubo de 
vóxeles. 
  
105 
 
VoxelRenderer 
VoxelRenderer: crea e inicializa la clase para poder pintar el modelo. 
renderPoints(): pinta los puntos que representan el modelo de forma que se visualice 
correctamente esté donde esté el observador. 
ImageBuffer 
ImageBuffer(): crea e inicializa las estructuras de datos necesarias para almacenar las 
imágenes. 
readImageFromVideo(): leer una imagen del video que tiene como entrada. 
setInfo(): asigna los parámetros de la cámara que tienen las imágenes almacenadas en la 
clase.  
getInfo(): retorna los parámetros de la cámara que tienen las imágenes almacenadas en 
la clase. 
Video 
Video(): crea una instancia de esta clase. 
openVideo(): abre el video que se le indica si puede encontrar los codecs para abrirlo. 
getVideoFrame(): devuelve la imagen que corresponde al instante de tiempo indicado. 
CUDAInterface 
processVoxelCube(): realiza una iteración del proceso de carving configurando y 
llamando a los diferentes kernels, realizando las transferencias de datos a la GPU y 
recogiendo los datos necesarios. 
getSegmentedImage(): devuelve la última imagen segmentada para poder mostrarla por 
pantalla. 
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CarvingKernel 
doCarving(): es la función que ejecutan todos los threads dentro del kernel y que se 
encarga de proyectar el vóxel y asignarle el color adecuado o descartarlo. 
SegmentationKernel 
doSegmentation(): es la función que ejecutan todos los threads del kernel que se 
encarga de decidir si un píxel es del objeto o del fondo. 
8.2.4 DIAGRAMADAS DE SECUENCIA 
En este apartado se detalla el proceso de las operaciones más significativas de la 
aplicación y que merecen una visión detallada de su funcionamiento, por el contrario no 
se ha detallado el funcionamiento de las funciones elementales. 
doCarvingStep 
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display 
 
8.3 IMPLEMENTACIÓN 
8.3.1 HERRAMIENTAS 
Las herramientas utilizadas para el desarrollo de este proyecto han sido: 
 Microsoft Visual Studio 2005: ha sido el entorno de programación escogido para 
trabajar con aplicaciones en C/C++ ya que ofrece un buen soporte a este lenguaje, un 
compilador, un entorno de debug, etc. y es compatible con el desarrollo de CUDA. 
 CUDA SDK 2.0: Es una serie de herramientas y ejemplos que permiten la 
programación en CUDA, se ha escogido la versión 2.0 por ser la más reciente y la 
que ofrecía más funcionalidades. Durante el desarrollo de este proyecto apareció la 
versión 2.1 Beta, pero al tratarse de una versión no definitiva y que no aportaba 
mejoras significativas se tomó la decisión de no adoptar esta versión.  
 Visual Profiler de CUDA: esta herramienta se ha usado para conocer el rendimiento 
de los kernels de CUDA y poder conocer donde centrar los esfuerzos a la hora de 
optimizar. 
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 Clases MFC: se han utilizado las Microsoft Foundation Classes para gestionar los 
videos y las ventanas de diálogo con el usuario. 
8.3.2 DECISIONES 
 Se ha estructurado el programa en dos bloques. Por una parte está toda la lógica de la 
aplicación que está en C++. Esta parte es la que interacciona con OpenGL, pinta el 
modelo, captura los eventos de teclado y ratón, abre los videos, etc. Por otro lado 
todo el código que interactúa con CUDA está encapsulado en una DLL. Se ha 
decidido crear una DLL porque el compilador nvcc proporcionado por NVIDIA sólo 
admite código C con las extensiones de CUDA y los objetos que genera tienen una 
estructura incompatible con C++. Esta incompatibilidad lleva a numerosos errores de 
enlazado, especialmente si se usan las MFC, por lo que la única opción para 
combinar estas tecnologías es separarlas del mismo ejecutable. 
 Se ha optado por utilizar OpenGL porque es una tecnología con la que se ha tenido 
contacto se tiene un dominio suficiente como para no tener que emplear tiempo en su 
aprendizaje. Además su interacción con CUDA a través de los Buffer Objects de 
OpenGL no es complicada. A la hora de pintar correctamente los Buffer Objects sí 
que se han encontrado algunas complicaciones ya que se pierde el control sobre el 
orden de pintado, algo muy importante si se pintan elementos transparentes. 
 El modelo está representado por puntos, y no por cubos o alguna estructura 
triangulizada porque su pintado es más rápido y tienen un coste de espacio mucho 
menor. Al pintar sólo puntos se ha escogido para implementar el descartado de 
vóxeles el pintar como transparentes los puntos descartados. Esta opción se ha 
elegido porque no pintar los puntos es más eficiente que eliminarlos de los Buffer 
Objects que no ofrecen ninguna facilidad para eliminar elementos de una forma 
eficiente. Si se hubiera tenido que eliminar los puntos descartados el coste de la 
aplicación hubiera aumentado considerablemente haciendo inútil todos los esfuerzos 
en acelerar los procesos de segmentado y carving mediante el uso de la GPU.   
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8.3.3 CONFIGURACIÓN DE LOS KERNELS 
Segmentación 
Tal y como se ha explicado anteriormente cada thread va a tratar un píxel, por lo que si 
tenemos una imagen de 768x576 píxeles habrá que lanzar 442.368 threads.  
La distribución de threads en bloques ha sido la de una matriz de 8 filas por 32 
columnas. Se han elegido 32 columnas por ser el tamaño del un warp lo que permite 
conocer cuál va a ser patrón de accesos a memoria, ya que el planificador selecciona los 
threads que se van a ejecutar en orden y por filas, al estar organizados de esta manera es 
sencillo conseguir que todos los accesos a memoria global sean agrupados. Se ha 
seleccionado que hubiera 8 filas de 32 threads en cada bloque (256 en total) para tener 
un número lo suficientemente elevado de threads por bloque y así poder enmascarar la 
latencia de algunos accesos a memoria, al poder tener unos threads ejecutándose 
mientras otros esperan que les sirvan el dato de memoria. No se han probado bloques 
más grandes para poder conseguir una ocupación de los multiprocesadores del 100%.  
Se ha conseguido una ocupación del 100% al poder rellenar los 24 warps que pueden 
estar activos en un multiprocesador, es decir 768 (24x32) threads. Al tener bloques de 
256 threads cada uno conseguimos que quepan 3 bloques por multiprocesador. Además, 
como cada thread sólo usa 10 registros internos no se sobrepasan los 8192 registros que 
tiene un multiprocesador de capacidad de computación 1,1 como los que tiene la tarjeta 
gráfica con la que se ha realizado este proyecto. En este kernel apenas se usa memoria 
compartida por lo que tampoco ha sido un impedimento para conseguir el 100% de 
ocupación. 
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Figura 36 – Esquema de la distribución para el proceso de segmentación de threads 
y bloques en el grid 
Una de las consecuencias más directas de la distribución de los threads es la forma en 
que se les asigna su identificador, que durante la ejecución de los threads servirá para 
saber a qué pixel corresponde el thread y así poder saber a qué ubicación de memoria 
hay que acceder, etc.  
Carving 
En la implementación del algoritmo de carving se tiene un thread por cada vóxel, por lo 
que el número de threads depende de qué resolución de vóxeles tengamos en el cubo. 
Para una resolución de 128x128x128 tenemos 2.097.152 threads y para 256x256x256 
tenemos 16.777.216 threads. Pueden parecer muchísimos threads pero CUDA está 
diseñado para gestionar multitud de threads sin problemas.  
La estructuración de los threads en bloques y la distribución de esos bloques a su vez en 
el grid no ha sido trivial y se han considerado e implementado diferentes opciones hasta 
conseguir una adecuada que cumpliera con los requisitos, los marcados por la 
arquitectura de CUDA y los marcados por los intentos de optimización y simplificación 
de cálculos en la aplicación. 
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El primer problema para distribuir los threads de una manera adecuada es que no se 
puede hacer una correspondencia directa entre cómo están distribuidos los vóxeles (una 
matriz de tres dimensiones) y como se pueden distribuir los threads y los bloques, ya 
que un grid sólo puede tener dos dimensiones. 
Se ha optado por colocar los threads en bloques cuadrados de 16x16. Los vóxeles que 
se corresponden a los thrreads de un bloque son siempre adyacentes y se encuentran 
todos a la misma profundidad. La dimensión del bloque, 256 threads, se ha escogido ese 
tamaño porque es lo suficientemente grande como para enmascarar accesos a memoria.  
Los bloques se ubican en el grid de manera que en una fila del grid se encuentren todos 
los vóxeles con la misma z. Para así conseguir un patrón de acceso sencillo. 
 
Figura 37 – Esquema de distribución para el carving de threads y bloques en el grid 
La figura anterior muestra la ubicación de los bloques para el caso particular de tener 16 
bloques por cada fila del grid. La cantidad de bloques por fila de grid viene determinada 
por la resolución del cubo de vóxeles. Se ha escogido la ordenación de los bloques de 
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abajo a arriba y de izquierda derecha porque se corresponde con el sistema de 
coordenadas elegido para representar el cubo. 
Para el caso de un cubo de resolución 128x128x128 tendremos 2.097.152 threads 
repartidos en 8.192 bloques, repartidos a su vez en un grid de 64 columnas y 128 filas. 
Por desgracia no se ha conseguido una ocupación del 100% del multiprocesador porque 
la implementación del algoritmo de carving que se ha realizado usa más de 10 registros, 
lo que ocasiona que no se puedan tener los 768 threads activos por procesador, al 
exceder la capacidad de registros del multiprocesador, que es 8192. Sin embargo, si se 
hubiera utilizado una tarjeta gráfica con capacidad de computación CUDA 1,2 o 
superior se habría conseguido una ocupación del 100%, al tener más registros 
disponibles por multiprocesador. No se ha optado por la opción de ubicar variables en 
memoria local para reducir el uso de registros porque el aumento de accesos a memoria 
empeora el rendimiento, aunque se use el 100% de la capacidad del multiprocesador. El 
código realizado consigue un 66% de ocupación. 
8.4  DATOS 
8.4.1 ENTRADA 
La aplicación recibe principalmente como datos de entrada los archivos de video, de los 
cuales extrae las imágenes que usará para generar el modelo tridimensional. Además de 
los videos necesita los datos de la cámara con la que ha sido realizado el video. Estos 
datos se leen de un archivo de configuración que es necesario indicar al comienzo de la 
aplicación vía línea de comandos. En este archivo de configuración también hay datos 
como la resolución del cubo de vóxeles sobre el que se construirá el modelo. 
Además de los videos la aplicación es capaz de leer archivos donde se encuentran 
almacenados los datos de un modelo. 
El resto de entradas que recibe la aplicación provienen de la interacción del usuario vía 
ratón o teclado. 
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8.4.2 SALIDA 
La principal salida que proporciona la aplicación es vía el monitor mediante la 
visualización del modelo con OpenGL. Además da información sobre los datos de la 
cámara vía línea de comandos. Opcionalmente se puede ver la última imagen 
segmentada para poder comprobar la calidad de la segmentación en una ventana aparte. 
Por la pantalla también se muestran los últimos tiempos registrados durante la 
aplicación, para poder ver en tiempo real cuánto tarda la aplicación. Los tiempos 
también se pueden volcar en la línea de comandos o en un archivo. 
Por último la aplicación permita la exportación del modelo a un archivo para poder ser 
recuperado más adelante con la aplicación. 
8.5  CONTROL DE ERRORES Y DEBUG 
Actualmente CUDA no ofrece un entorno de debug nativo, pero si una notificación de 
errores durante la ejecución o el lanzamiento de threads, que es bastante poco específica 
y en ocasiones resulta complicado encontrar los errores. En cambio, el modo de 
emulación de CUDA sobre la GPU es muy útil y permite encontrar errores usando una 
herramienta de debug como puede ser Visual Studio, cosa que simplifica notablemente 
la búsqueda y corrección de errores. 
Además del modo de emulación se hace uso de un archivo donde se registran los errores 
producidos durante la ejecución, ya que hay ocasiones en que no se puede acceder a 
línea de comandos a causa de que la aplicación ha acabado de forma inesperada. 
Para el código en C++ se ha usado Visual Studio para corregir los errores ya que tiene 
un sistema de debug y de examinado de datos durante la ejecución de las aplicaciones. 
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9. RESULTADOS 
Uno de los objetivos del proyecto era conocer CUDA, como usarla, sus características, 
sus limitaciones, etc. El resultado del proceso de aprendizaje no se puede cuantificar, 
pero la realización de una aplicación funcional y relativamente optimizada prueba la 
adquisición de una cantidad considerable de conocimientos. 
9.1 RESULTADOS RECONSTRUCCIÓN 3D 
Los modelos resultantes de la reconstrucción tridimensional se aproximan bastante a la 
realidad. Se pueden considerar fotorrealistas ya que la representación obtenida del 
modelo 3D es perfectamente válida para reconocer objetos e incluso ver detalles. Se 
podría conseguir una representación más realista triangulando la nube de puntos. Otro 
factor que conllevaría una mejora del modelo sería tener un calibrado de las cámaras 
más preciso, ya que un mal calibrado ocasiona el descartado de vóxeles pertenecientes 
al objeto. 
Respecto a los resultados anteriores conseguidos con otros algoritmos hay que decir que 
los modelos conseguidos no llegan al nivel de calidad de los anteriores, pero se 
aproximan mucho, sobretodo en el aspecto volumétrico, en cambio no se alcanza el 
nivel de calidad en el color y el aspecto fotorrealista del modelo. Lo que se ha superado 
con creces ha sido el tiempo empleado para la construcción de los modelos, que se ha 
reducido de una forma considerable. 
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Figura 38 - Capturas de modelos generados por la aplicación a partir de videos del 
robot posicionador 
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9.2 RENDIMIENTO DE LA APLICACIÓN 
9.2.1 OVERHEADS EN CUDA 
Ejecutar aplicaciones en CUDA conlleva una serie de pasos necesarios que tienen un 
coste en tiempo no despreciable. Algunos son propios de cualquier aplicación como la 
reserva de memoria, pero hay otros como la transferencia de datos entre la CPU y la 
GPU que son costosos y pueden limitar el rendimiento de una aplicación fácilmente. 
Estos datos corresponden a un programa en CUDA que usa la Runtime API de CUDA. 
No se han tomado datos para la Driver API debido a los motivos ya expuestos con 
anterioridad, el hecho de que no es necesario tener un control tan grande sobre la 
gestión de los dispositivos, streams, contextos, etc.  
9.2.1.1 ASIGNACIÓN DE DISPOSITIVO 
cudaSetDevice(int device) 
Es necesario antes de ejecutar cualquier función __global__, si no se define un 
dispositivo válido se coge por defecto el device 0. 
La búsqueda y asignación de dispositivo sólo se efectúa una vez por ejecución del 
programa y tarda unos 0.8 ms 
9.2.1.2 INICIALIZACIÓN DE CUDA 
Las tarjetas gráficas que soportan CUDA son y están esencialmente pensadas para 
funcionar como tarjetas gráficas, por ello es necesaria una inicialización para poder usar 
los kernels de CUDA, por ello en la Runtime API de CUDA, cuando se llama la 
primera función de esta API se procede a inicializar la tarjeta para usar CUDA. 
La inicialización de CUDA sólo se efectúa una vez por ejecución y tiene un coste de 
aproximadamente unos 100 ms. 
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9.2.1.3 MALLOCS 
Toda aplicación que requiera la transferencia de datos de la CPU hacia la GPU necesita 
que haya espacio reservado en la memoria de la GPU. En la siguiente tabla se muestran 
los tiempos para reservar memoria en host de la manera habitual de las aplicaciones en 
C, los tiempos para reservar memoria pinned usando la función que proporciona CUDA 
cudaMallocHost() y por último el coste de reservar memoria en la GPU. 
 
Figura 39 - Gráfico de tiempos de 
malloc 
Tamaño 
MBytes 
Tiempo 
ms 
malloc 
Tiempo ms 
cudaMallocHost 
Tiempo ms 
cudaMalloc 
0,5 1,73 0,99 0,91 
1 3,19 1,34 0,89 
2 6,66 4,04 1,08 
4 16,60 4,73 1,01 
8 28,25 7,97 1,33 
16 55,77 18,31 1,81 
32 113,35 34,44 2,81 
Tabla 8 - Tiempos de malloc por MBytes 
Podemos observar como reservar espacio en CUDA no supone un gran coste, 
especialmente si comparamos el coste de reservar memoria de forma tradicional. Eso es 
debido a que la gestión de la memoria de la GPU es menos compleja que la de CPU. 
Otro dato a destacar es que el coste de reservar memoria pinned es inferior al de 
reservar memoria mediante la función malloc, eso se debe probablemente a una mejor 
implementación de la función cudaMallocHost() y a que la memoria pinned no se 
ve afectada por el algoritmo de paginación. 
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9.2.1.4  TRANSFERENCIAS DE MEMORIA 
La transferencia de datos de CPU a memoria de GPU es algo muy habitual en muchas 
aplicaciones y es también uno de los cuellos de botella de muchas de estas aplicaciones. 
En la siguiente tabla podemos ver los tiempos de transferencia de datos. Se muestran los 
tiempos tomados mediante los temporizadores de la tarjeta gráfica (GPU) y el ancho de 
banda que se obtiene.  
Host     Device  
 
Figura 40 - Gráfico de tiempos de copia 
Host - Device 
Tamaño 
(MBytes) 
Tiempo 
(ms) 
Ancho de 
banda (MB/s) 
0,5 0,47 1059,0 
1 1,10 908,1 
2 2,22 900,5 
4 4,40 908,9 
8 8,32 961,0 
16 16,85 949,5 
32 33,33 960,4 
Tabla 9 - Tiempos de copia Host - 
Device 
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Device     Host 
 
Figura 41 - Gráfico de tiempos de copia 
Device-Host 
Tamaño 
(MBytes) 
Tiempo 
(ms) 
Ancho de 
banda (MB/s) 
0,5 0,65 765,0 
1 1,28 777,4 
2 2,16 926,5 
4 3,94 1016,0 
8 7,53 1062,7 
16 14,69 1089,0 
32 29,23 1094,5 
Tabla 10 - Tiempos de copia Devie-
Host 
Las transferencias des de la memoria de la GPU hacia la memoria de la placa base es 
más lenta, debido al diseño de las tarjetas gráficas donde la operación habitual es el 
envío de información hacia la GPU y no al revés, y está mucho más optimizado. 
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Device     Device  
 
Figura 42 - Gráfico de tiempos de copia 
Device - Device 
Tamaño 
(MBytes) 
Tiempo 
(ms) 
Ancho de 
banda 
(MB/s) 
0,5 0,01 3852,0 
1 0.02 4178,1 
2 0.04 4200,1 
4 0.11 3529,7 
8 0,19 4076,5 
16 0,46 3487,1 
32 0,78 4083,9 
Tabla 11 - Tiempos de copia Device 
-Device 
Las transferencias dentro de la memoria de la GPU son muy rápidas comparadas con las 
transferencias entre la CPU y la GPU, ya que tienen un ancho de banda hasta 4 veces 
superior. 
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Memoria Pinned 
Como se ha explicado anteriormente las transferencias efectuadas des de o hacia 
memoria pinned o no paginable son más rapidas. 
Como inconveniente tiene que la memoria real de un ordenador es un recurso escaso y 
aumentar el uso de pinned memory ocasiona un descenso del rendimiento del sistema 
operativo ya que tiene que usar más a menudo la zona de swap. 
Host    Device 
 
Figura 43 - Gráfico de tiempos de copia con 
memoria pinned Host->Device 
Tamaño 
(MBytes) 
Tiempo 
(ms) 
Ancho de 
banda 
(MB/s) 
0,5 0,32 1566,0 
1 0.58 1717,5 
2 1,09 1785,5 
4 2,18 1834,2 
8 4,22 1897,0 
16 8,39 1908,4 
32 16,69 1917,4 
Tabla 12 - Tiempos de copia con 
memoria pinned Host->Device 
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Device    Host 
 
Figura 44 - Gráfico de tiempos de copia con 
memoria pinned Device-Host 
Tamaño 
(MBytes) 
Tiempo 
(ms) 
Ancho de 
banda 
(MB/s) 
0,5 0,34 1485,0 
1 0,66 1514,2 
2 1,29 1549,3 
4 2,55 1567,2 
8 5,07 1575,7 
16 10,45 1531,4 
32 20,53 1558,2 
Tabla 13 - Tiempos de copia con 
memoria pinned Device-Host 
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Memoria estándar vs memoria pinned 
El gráfico que se muestra a continuación muestra las diferencias de efectuar copias 
mediante memoria estándar y memoria pinned. 
 
Figura 45 - Gráficos de tiempos comparando transferencias de memoria estándar 
y pinned 
Como se puede observar en el gráfico es más eficiente usar la memoria pinned para 
efectuar las copias de datos entre el host y el device, en especial en aplicaciones con un 
gran número de transferencias de datos como es la que se ha desarrollado en este 
proyecto. Además se nota un aumento del rendimiento también en la parte de la 
aplicación que se ejecuta en la CPU ya que el coste de reservar memoria pinned también 
es inferior. Sin embargo, pese al aumento del rendimiento de las aplicaciones que usan 
CUDA al usar este tipo de memoria, su uso intensivo influye negativamente en el 
rendimiento global del sistema por lo que es muy importante utilizar sólo la cantidad 
necesaria y solamente en los puntos críticos de la aplicación. 
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9.2.2 SEGMENTACIÓN 
La segmentación es muy importante para conseguir unos buenos resultados durante el 
carving. El algoritmo escogido en este proyecto tiene sus limitaciones en cuanto a 
resultados, por lo que es muy importante ajustar sus parámetros lo mejor posible para 
conseguir unos buenos resultados. 
La razón de la elección entre HSB y RGB se puede ver en las siguientes figuras. 
 
Figura 46 – Resultados de segmentación usando distancia RGB con varios límites  
 
Figura 47 – Resultado de segmentación usando distancia HSB 
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La codificación con HSB consigue unos resultados mucho mejores que RGB en la 
separación de objeto del fondo ya que es mucho más robusto en la distancia entre 
colores. En las figura con las imágenes del objeto segmentado con RGB se puede ver 
como aunque se cambie el valor límite hay zonas que no se segmentan correctamente, 
tales como los colmillos del elefante. 
El tiempo que tarda la GPU en segmentar una imagen de 768x576 píxeles es de 1.2ms, 
pero a ese tiempo hay que sumarle los 0.8ms que se tarda en transferir la imagen de la 
CPU a la GPU. En total se tarda unos 2ms.  
Si se efectúa el mismo proceso sobre la GPU tenemos que se tardan unos 10ms por lo 
que se ha conseguido una aceleración de 5x y si no contamos el tiempo de transferencia 
de memoria la aceleración es de 8.3x. 
Es importante decir que las primeras versiones del algoritmo tardaban alrededor de 8ms 
y que después de reducir el número de accesos a memoria, leyendo enteros en vez de 
chars y además consiguiendo que todos los accesos fueran agrupados se consiguió el 
rendimiento final. Además hubo una dedicación especial a la hora de realizar la 
codificación del algoritmo ya que había un límite de registros a ocupar si se quería 
conseguir un mejor aprovechamiento de la GPU. 
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9.2.3  SPACE-CARVING 
Los resultados de este algoritmo ya se han comentado ya que son los de la aplicación. 
Además es el proceso más costoso de toda la aplicación. Su coste depende de la 
resolución del cubo de vóxeles, de la complejidad del objeto y de los vóxeles que ya se 
han descartado. 
En el gráfico siguiente podemos ver cómo va disminuyendo el tiempo de carving a lo 
largo de las iteraciones que se realizan durante la reconstrucción de un modelo 3D a 
partir de un video del robot posicionador sobre un cubo de resolución 128x128x128 
vóxeles. La primera iteración tarda 15ms ya que tiene que descartar gran cantidad de 
vóxeles y en las inmediatamente siguientes ya tarda unos 10ms. A partir de las 150-200 
iteraciones el modelo es casi el definitivo y en cada iteración tarda alrededor de 7ms.  
 
Figura 48 – Gráfico del tiempo de carving a lo largo de las iteraciones de la 
aplicación 
Si comparamos los resultados con los obtenidos en otros proyectos, usando la 
optimización de oct-tree tenemos que para un modelo con una resolución similar (8 
niveles de detalle) se tardan de media unos 700ms en realizar una iteración, por lo que 
se ha conseguido una aceleración de entre 50x y 100x. 
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De manera similar a lo sucedido con el algoritmo de segmentación en el carving se han 
realizado numerosas optimizaciones para llegar hasta el resultado actual. Se ha reducido 
el número de accesos a memoria y se han agrupado. En el siguiente gráfico se puede ver 
cómo ha mejorado el rendimiento antes y después de las optimizaciones. El gráfico a 
continuación corresponde también a la reconstrucción de un modelo sobre un cubo de 
resolución 128x128x128. 
 
Figura 49 – Gráfico comparativo del rendimiento de varias implementaciones del 
algoritmo de carving 
A continuación se puede ver como aumenta el coste del algoritmo si incrementamos las 
dimensiones del cubo de vóxeles. 
 
Figura 50 – Rendimiento carving según la resolución del cubo de vóxeles  
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10. CONCLUSIONES 
Al terminar este trabajo, se considera que los objetivos que se han propuesto para este 
proyecto se han cumplido, ya que se ha conseguido realizar una aplicación que es capaz 
de llevar a cabo los procesos para los que ha sido diseñada y lo hace usando la 
tecnología de CUDA. 
La realización de esta memoria junto con los resultados obtenidos son la prueba de los 
conocimientos adquiridos en el uso de CUDA. La explicación de cómo funciona CUDA 
y de cuáles son los principales elementos necesarios para su uso resultará útil a aquellas 
personas que quieran usar esta tecnología para proyectos futuros. 
Se ha logrado satisfacer el principal objetivo del proyecto, que era la aceleración de 
procesos 3D como el  space-carving con éxito ya que se ha conseguido que vaya entre 
50 y 100 veces más rápido que otras versiones realizadas para ejecutarse en la CPU.  
Sin embargo, estos resultados de aceleración hubieran sido mejores si se hubiera 
contado con una tarjeta gráfica de más prestaciones o más incluso con uno de los 
dispositivos de la serie Tesla de NVIDIA que están dedicados en exclusiva al procesado 
paralelo de datos y que en vez de los 2 multiprocesadores con los que contaba la tarjeta 
usada en este proyecto tienen 32 o incluso más. 
  
  
130 
 
11. TRABAJOS FUTUROS 
Este proyecto se ha centrado en la implementación de una aplicación capaz de crear una 
representación 3D de un objeto a partir de imágenes del mismo, mediante CUDA, pero 
esta tecnología tiene numerosas aplicaciones y como hemos visto da muy buenos 
resultados en problemas que se puedan paralelizar. Así que mirando por el lado de la 
extensión del uso de CUDA para implementar algoritmos y mejorar su rendimiento hay 
muchísimas posibilidades. 
Por otro lado, la aplicación realizada se puede seguir completando y mejorando. Se ha 
implementado el algoritmo para obtener la representación 3D, pero no se ha hecho 
demasiado hincapié en el tema de obtención del color del modelo, ni en mejorar su 
visualización. Como trabajos futuros podrían estar el procesar la nube de puntos 
resultante para conseguir una malla de triángulos que represente de manera más fiel el 
objeto real, probar formas de acelerar la implementación con oct-trees, hacer pruebas 
con segmentación y reconstrucción a tiempo real de objetos, etc. 
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12. APÉNDICE 1 TIMELINES Y COSTE DEL PROYECTO 
La realización de este proyecto ha durado 126 días, de del 14 de Julio de 2008 hasta el 
15 de enero de 2009. La dedicación media al proyecto ha sido de 5 horas diarias de 
lunes a viernes, lo que hace un total de 605 horas invertidas. 
La primera etapa del proyecto ha sido sobretodo formativa, lectura de manuales y guías 
de programación, visionado de cursos disponibles en Internet, realización de pequeñas 
aplicaciones para conocer el funcionamiento de CUDA, etc. Además del aprendizaje de 
CUDA también se ha realizado una labor de análisis previa de los algoritmos que se 
iban a usar para entender lo más profundamente su funcionamiento para poderlos 
adaptar más adelante a la arquitectura de las tarjetas gráficas. 
Una segunda etapa ha sido la dedicada a la implementación de los algoritmos pensados 
en la primera parte. En esta etapa se incluye tanto la implementación, como la 
corrección de errores y los replanteamientos de la solución encontrados a causa de los 
errores de diseño cometidos en la primera etapa. Además de implementar los algoritmos 
para conseguir una aplicación fiable también se ha invertido un tiempo en mejorar en la 
medida de lo posible el rendimiento de la aplicación, en especial en los procesos que se 
ejecutan sobre la tarjeta gráfica ya que ese es uno de los principales objetivos del 
proyecto. 
En una tercera etapa se han recogido los resultados de la aplicación implementada, se 
han valorado y comparado con los objetivos. 
La realización de estas etapas no ha sido lineal sino que se han solapado en el tiempo, 
ya que se complementan entre ellas. Por ejemplo, durante la implementación de la 
aplicación ha sido necesario en diversas ocasiones la revisión de los conceptos de 
CUDA para poder conseguir una aplicación eficiente que consiga un buen 
aprovechamiento de la potencia de cálculo de las tarjetas gráficas.  
Otra etapa se puede considerar la escritura de la memoria, que se ha realizado a lo largo 
del proyecto, con más presencia en la parte final. 
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Figura 51 – Diagrama de Gantt correspondiente al proyecto 
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El coste del proyecto, considerando el producto final como una aplicación capaz de 
efectuar los procesos especificados además de un análisis de la tecnología CUDA, se 
puede calcular como el precio de las horas invertidas más el coste de los recursos que se 
han utilizado para llevarlo a cabo. 
He considerado que el coste de un ingeniero informático realizando este trabajo seria de 
aproximadamente 35€ la hora. Si se han realizado unas 605 horas, el coste por las horas 
invertidas seria de 21.175€.  
Los recursos utilizados para este proyecto ha sido un PC con Microsoft Visual Studio 
2005 y equipado con una tarjeta NVIDIA Quadro 1700. 
Recurso Coste 
Trabajador 21.175€ 
PC 1.500€ 
Licencia Windows XP 150€ 
Licencia MS Visual Studio 2005 600€ 
NVIDIA Quadro 1700 400€ 
Total 23.825€ 
Tabla 14 – Desglose de los costes del proyecto 
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13. APÉNDICE 2 MANUAL DE USUARIO 
Aspecto de la aplicación 
 
Figura 52 – Captura de la aplicación 
Inicio mediante linea de comandos 
-c Archivo de configuración. Indica la ubicación del archivo de configuración necesario 
para conocer las características de las cámaras, las ubicaciones de los videos, etc. 
-m Archivo con el modelo a cargar. Indica la ubicación de un archivo válido que 
contiene un modelo generado anteriormente con la aplicación, que se cargará al inicio. 
Es opcional, si no se indica se inicializará el cubo de vóxeles de una forma 
predeterminada. 
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-r Resolución del cubo de vóxeles. Es un entero que indica los vóxeles por arista que 
tiene el cubo, es opcional y si no se indica es 128 por defecto. 
Una llamada en la que no se quiera cargar un modelo podría ser: 
reconstructor.exe –r 128 –c C:\Temp\Elefant.txt 
Esta llamada inicia el programa usando la información indicada dentro del fichero de 
configuración y se crea e inicializa un cubo de vóxeles de resolución 128x128x128. 
Estructura archivo de configuración 
El archivo de configuración se estructura por líneas, en cada línea hay la información 
correspondiente a una cámara de la escena. Los elementos de la línea se separan 
mediante comas y se indican por el siguiente orden: 
 Archivo de video: ubicación del archivo de video que contiene las imágenes 
enregistradas por la cámara. 
 Tipo de cámara video: [S|R] indica si la cámara es estática (S) o si la cámara rota 
alrededor del objeto (R). 
 Alpha inicial: Valor de alpha en grados que corresponde a donde se encuentra la 
cámara incialmente, si se trata de una cámara estática este valor se mantiene 
constante durante toda la ejecución de la aplicación. 
 Beta inicial: Valor de beta en grados que corresponde a donde se encuentra la 
cámara incialmente, si se trata de una cámara estática este valor se mantiene 
constante durante toda la ejecución de la aplicación. 
 Pasos por vuelta en alpha: número de imágenes que registra una cámara rotativa 
por vuelta en alpha, solo se tiene en cuenta en cámaras rotativas. 
 Pasos por vuelta en beta: número de imágenes que registra una cámara rotativa por 
vuelta en beta, solo se tiene en cuenta en cámaras rotativas. 
 Distancia al objeto: Distancia de la cámara en milímetros al centro del cubo de 
vóxeles, que se suele situar en el centro del objeto. 
 Distancia focal: Distancia focal de la cámara en mm. 
 Ancho CCD: Ancho de la CCD en mm. 
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 Alto CCD: Alto de la CCD en mm. 
 Tamaño cubo: Tamaño de las aristas del cubo en mm, esta dimensión no varía la 
resolución de vóxeles, solo establece que región del espacio se considera parte de la 
escena a reconstruir. 
Ejemplo de una línea del archivo de configuración que define una cámara rotativa. 
C:\Temp\elefant.avi,R,0.0,0.0,1200,600,465.0,12.8,5.08,3.81,150.0 
Ejemplo de una línea correspondiente a una cámara estática. 
C:\Temp\teteraCam1.avi,S,90.0,0.0,0,0,200.0,15.0,20.1,15.1,130.0 
Teclado / Menú botón derecho del ratón 
Al apretar el botón derecho del ratón aparece el siguiente menú con las acciones que 
puede efectuar el usuario. 
 
Figura 53 – Captura del menú contextual 
c: Ejecutar Carving. Se ejecuta el siguiente paso de carving. Se recupera la siguiente 
imagen o cunjunto de imágenes del video o videos y se usan para efectuar el carving 
sobre el modelo. 
r: Reset modelo. Se borra el modelo actual. 
s: Guardar modelo. Aparece una ventana para escoger el archivo donde se guardará el 
modelo. La extensión de los archivo es .mod y se son archivos binarios. 
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l: Cargar modelo. Aparece una ventana para escoger el archivo del cual se cargará el 
modelo. La extensión de los archivo es .mod y se trata de archivos binarios. 
p: Mostrar parámetros. Los parámetros que se muestran y se permite modificar son 
algunos de los parámetros extrínsecos de las cámaras como los ángulos alpha y beta y 
las distancias a la que se encuentran del objeto. También se pueden modificar los 
parámetros intrinsecos como son el tamaño de la CCD o la distancia focal. Además se 
puede modificar el tamaño del cubo de vóxeles y el tamaño de pintado de los puntos 
que representan el modelo. 
 
Figura 54 – Captura de los parámetros mostrados por pantalla 
t: Guardar tiempos en un archivo. Los tiempos que se muestran por pantalla se pueden  
guardar en un archivo de texto. Se muestra una ventana de elección de archivo para 
escoger un fichero para guardar los tiempos. 
T: Volcar tiempos en la linea de comandos. Los tiempos que se han ido mostrando por 
pantalla se escriben en la linea de comandos. 
Ratón 
Click Derecho + Mover: Rotar el modelo 
Click Derecho + CTRL + Mover: Acercar, alejar el modelo 
Click Derecho + SHIFT + Mover: Desplazar el modelo 
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http://www.nvidia.com/object/cuda_home.html : Página de NVIDIA con todo lo que 
hace falta para programar en CUDA. 
http://www.ddj.com/architect/207200659 : Curso titulado Supercomputing for the 
masses muy recomendable para iniciarse en CUDA. 
http://www.gpgpu.org/ : web donde se recogen las novedades del mundo de la GPGPU. 
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15. GLOSARIO 
API: Aplication Program Interface, es un conjunto de funciones que permite usar un 
recurso sin entrar en los detalles internos. 
Bloque: conjunto de threads que son capaces de compartir una zona de memoria y 
sincronizarse. Los threads se pueden organizar en tablas de uno, dos o tres dimensiones. 
Debug: literalmente eliminar “bichos”, es el nombre que se toma en informática para la 
búsqueda y eliminación de errores de programación. El nombre proviene de uno de los 
primeros ordenadores que funcionaba con tubos de vacío y se estropeaba a causa de 
insectos o “bichos” reales que se introducían en sus circuitos. 
Device: o dispositivo, corresponde a la tarjeta gráfica o GPU que ejecuta y gestiona los 
threads lanzados des del host. Puede haber más de un device activo durante la ejecución 
de una aplicación CUDA. 
GPGPU: General-Purpose Computing on Graphics Processing Units, programación de 
propósito general en unidades de proceso gráfico, es decir, usar el hardware pensado 
para el procesado de gráficos en otro ámbito, como la investigación científica, la 
simulación, etc. 
Grid: o cuadrícula, conjunto de bloques. Los bloques se pueden organizar en una tabla 
de una dimensión o de dos dimensiones. 
Host: CPU, donde empieza a ejecutarse la aplicación con CUDA y donde se hace toda 
la interacción con los elementos externos a la tarjeta gráfica, iniciar transferencias de 
datos, etc. 
Kernel: código que se ejecuta en la GPU. 
Memoria Compartida: memoria residente en o muy cerca de los multiprocesadores, 
accesible sólo por los threads del mismo bloque, de baja latencia y que no tiene caché, 
Memoria Constante: memoria residente en la tarjeta gráfica, de sólo lectura, con una 
latencia baja, en caso de estar en caché. 
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Memoria de textura: memoria residente en la tarjeta gráfica, de sólo lectura, con una 
latencia baja y no tiene caché. 
Memoria Global: memoria residente en la tarjeta gráfica, accesible por todos los 
threads de todos los bloques, de alta latencia y no tiene caché. 
Memoria pinned: zona de memoria del host que no puede ser paginada o enviada a la 
zona de swap, que siempre reside en memoria real. 
Multiprocesador: parte integrante de la tarjeta gráfica que es capaz de gestionar la 
ejecución simultánea de varios threads. Es la parte de la tarjeta gráfica que suele hacer 
el procesado de vértices o píxeles durante el proceso de render. 
Paradigma Proyectivo: método de visualización que siguen las principales librerías de 
visualización Direct3D y OpenGL y que se basa en transformar un modelo 3D en una 
imagen 2D que se visualizará por pantalla, usando modelos matemáticos que 
representan las cámaras o el ojo humano de forma aproximada basados en la 
proyección. 
Pitch: el pitch de memoria es el alineamiento óptimo de una serie de datos para 
maximizar las transferencias de memoria. Se utiliza para reservar la memoria de 
vectores o matrices de forma que se puede hacer un acceso y transferencia óptimos. Al 
alojar los vectores o matrices de esta manera es necesario usar el pitch en los accesos ya 
que pueden haberse insertado espacios vacíos para forzar el alineamiento. 
Ray-Tracing: método de visualización muy realista que se basa en simular el 
comportamiento físico de la luz para representar modelos 3D. Se basa en el cálculo de 
muchos “rayos” de luz sobre una escena 3D. 
Space Carving: algoritmo de reconstrucción de modelos 3D. Carving significa 
esculpir, y su idea se basa en eso, esculpir una zona del espacio descartando vóxeles de 
manera análoga a como lo haríamos con una escultura de piedra o mármol. 
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Stream Programing: paradigma de programación que se basa en la ejecución de 
muchos procesos de forma simultánea, habitualmente idénticos, sobre un conjunto de 
datos. 
Thread: o hilo, corresponde a la ejecución de una serie de instrucciones. Tiene un 
identificador único que lo identifica dentro del bloque al que pertenece. 
Warp: Conjunto de threads que se ejecutan realmente de manera simultánea dentro del 
multiprocesador.   
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