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INTRODUCTION: BAZAARS AND CATHEDRALS
Raymond (1999) proposed the metaphor ‘cathedral
vs. bazaar’ to distinguish centralized and project-
based ways of conducting research (the cathedral)
from open-source approaches (the bazaar) that in-
volve the collaboration of innumerable persons who
work while making their own results available to the
rest of the community. Raymond (1999) compared the
development of the open-source Linux software as
opposed to the software developed by ‘closed’ compa-
nies. Linux is developed as a ‘bazaar’: all users have
their little shop, they openly interact with their cus-
tomers and with each other, the information spreads
through a network of relationships, and the business
grows as a real web. In contrast, the ‘cathedral’ has a
single brain (the architect) who uses a multitude of
collaborators aimed at realizing a single, monumental
project. It is not by chance that real bazaars are hori-
zontal, whereas real cathedrals are vertical.
Raymond (1999) obviously prefers bazaars, an
opinion shared by Woelfle et al. (2011) who argued
that ‘Open science is a research accelerator’ while
examining the development of a drug by a consor-
tium involving industry and academia, both working
on an open source basis. However, if open science
has lots of advantages, why is science still so ‘closed’?
WHO OWNS THE DATA?
Reasons for data sequestration
The recognition of intellectual property, and even-
tually the obtainment of revenue from it (in either
monetary or reputational terms), is the main obstacle
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ABSTRACT: Open Access (OA) databases and publications are revolutionizing the storage and
communication of scientific results. OA databases of physical and chemical measurements have
been available for a long time, thanks to automated procedures of data acquisition and processing,
whereas this is still not possible with marine biodiversity data. The pay-per-view policy is being
replaced by the pay-to-be-viewed policy, with authors paying the expenses of the OA to their
work. The ethical side of OA is clear: the whole world should be able to profit from new knowl-
edge, not only those who can afford it, especially because research is often paid with public funds.
Since funding agencies increasingly ask their beneficiaries to publish their work with OA, OA
journals with unclear quality standards are proliferating, and some are publishing unreliable
results. Private companies, with either pay-per-view (Scopus, The Web of Knowledge) or OA
(Google Scholar) policies, rate the outputs of research. Funding agencies (e.g. Wellcome) are
experimenting a further development of the OA strategy, launching OA platforms that they man-
age directly, with signed peer reviews. Similar experiments are being conducted with databases
of raw data. Public funding agencies should also fully embrace this policy. OA policies are still
developing, but the route towards a more democratic fashion of making the results of scientific
research openly available is mapped out.
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to openness in science. Researchers do not like to
share their data for a very simple reason: open data
of any kind become valuable only if they are used,
and it is not necessarily the person who gathered
them who is going to do so. It is in the interest of the
authors that their published work spreads freely
throughout the scientific community, so they prefer
the Open Access (OA) option, but scientists are wary
of making their raw data available. Publications con-
tain elaborations of data, but the whole dataset usu-
ally remains unpublished.
When data do not lead to a publication, scientists
often refrain from sharing them with their peers in
an open platform, keeping them in their personal
archives. McClenachan et al. (2012) discussed the
importance of old data, including those they
retrieved in personal archives of retired scientists, to
set up conservation measures. The fear of being
‘scooped’ afflicts many scientists who are convinced
that they are harboring treasures in their folders.
Data sequestration in personal archives is quite
common.
The main obstacles to open science, thus, reside in
the fear of lack of recognition for the importance of
one’s own data, and fear that competitors will use
them to publish papers without having had to ‘dig out
all the data’: I did the work and they published their
papers! The first thing that comes to mind is: So why
don’t you publish your paper with your data? The
reason is simple: a dataset often acquires importance
only if it is linked to other datasets. A single person
can rarely build up a meaningful dataset, without
tapping into the research of other scientists. For
example, Rivetti et al. (2014) coupled physical data
extracted from OA databases with data on mass
 mortalities of marine invertebrates, showing the link
between these catastrophic events and the deepen-
ing of the summer thermocline. This is the ‘bazaar’
attitude, whereas those who remain closed in their
‘cathedral’ might run the risk of oblivion with regard
to their knowledge, sequestered in their computer.
Moreover, the way research is supported requires
scientists to apply for grants on a competitive basis.
The efforts dedicated to writing grant proposals are
increasingly high, and the time spent in doing so is
often wasted, due to high chances of failure (Herbert
et al. 2013). The pressure to obtain new grants might
prevent researchers from publishing the results of
previous grants: once the obligation of submitting
reports has been fulfilled, time is invested in prepar-
ing new grants, and the data from previous projects
might be published only in part, the rest being buried
in personal archives.
Who is sharing the data?
Data sequestration is not the rule, however, and the
tendency towards open data accessibility is becom-
ing the norm in fields that involve the use of
machines to obtain data. GenBank (Benson et al.
2013) is an OA database in which genetic sequences
of species, extracted by PCR, are deposited and
made available to the scientific community. Scientists
can deposit sequences in GenBank and profit from
the sequences of their peers: you give one, and
receive one million in exchange. The field of physical
oceanography is undergoing the same process
(Hesse et al. 1993) with the sprouting of databases
that contain essential data on the physical features of
the oceans, usually extracted with automated sys-
tems. The same tendency is now becoming evident
for marine biodiversity (Costello & Vanden Berghe
2006) and fish (Froese & Pauly 2016), even though
massive collection of biological data is still very diffi-
cult. As yet, automated machines cannot tell us much
about biodiversity and ecosystem functioning, and
data production requires the intervention of knowl-
edgeable humans. Costello et al. (2013) argued that,
with proper investment, the inventory of biodiversity,
with the naming of all species, is a feasible enter-
prise. To do so, however, the work of taxonomists is
needed and, since taxonomy is underfunded (Boero
2010), taxonomists tend not to share their work, due
to a lack of factual recognition.
The use of molecular approaches has been pro-
posed as a solution for the inventory of biodiversity,
hindered by the taxonomic impediment (Godfray
2007). ‘Species’ are sequenced and given a barcode.
The barcode is deposited in GenBank and is freely
available online. Once this information is stored in a
database, species identification is easy: biological
material is sequenced and newly obtained sequences
are compared with those already available online,
assigned to a given species; thus, a machine can do
the job of a taxonomist. Although metagenomics can
help in the identification of already described spe-
cies, it does not help much in describing new species,
since only sequences are known: the knowledge of
phenotypes remains obscure.
Information is not knowledge
GenBank, and Godfray’s (2007) assumption that
metagenomics, using the OA GenBank, can replace
taxonomy in identifying specimens, is a good ex -
ample of freely available information that might not
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promote the advancement of knowledge, but instead
perpetuate mistakes. Even though phenotypic ap-
proaches are being considered as useless, as Godfray
(2007) claimed, to genetically label a species and de-
posit its sequence in OA GenBank, geneticists assign
specimens to nominal species based on phenotype
analysis (i.e. with traditional taxonomy) and then se-
quence them. If the sequenced phenotype is wrongly
assigned to a nominal species (due to lack of taxo-
nomic expertise), the deposited sequence becomes
the (wrong) reference for that nominal species.
Information based on poor knowledge, once spread
throughout the internet with the power of OA, can
lead to the perpetuation of mistakes, giving the
impression that science can be replaced by tech-
nology (de Carvalho et al. 2007). Validation of data
is therefore essential to make open science reliable.
Identifications are also not reliable with traditional
tools, since experienced taxonomists often quarrel
about species identities according to different
views of what a species is. Once incorrect informa-
tion is crystallized in the open space of a database,
however, its handiness coupled with the illusion of
the power of genetic approaches encourages people
to believe that it is valid. The integration of pheno-
typic and genotypic approaches is the only solution
to this conundrum (Boero & Bernardi 2014). Taxon-
omists will probably become more generous with
their data when they receive proper recognition for
their work.
The data deluge
The risk that huge databases, instead of being a
tool for doing research, become the aim of research is
concrete. The infrastructures that store them are be -
coming larger and larger, and information and com-
munication technology (ICT) engineers are em -
ployed to design their architecture and to maintain
them. The data are accumulated and lead to what
Baraniuk (2011) called the ‘data deluge’.
The running costs of huge databases likewise re -
quire huge investments, absorbing most of the
resources dedicated to research, with the paradox
that the money invested in the development of a sci-
ence (with the expectation of new knowledge pro-
duction) is diverted into technological development
aimed at accumulating and spreading information
that will not be used properly.
Boero (2010) warned that, in a period of huge
investments to study biodiversity, the basic science of
species description (taxonomy) is in distress. Boero
(2005) listed a long series of EU projects aimed at
providing services to taxonomy, whereas not a single
project is dedicated to taxonomy per se. The tools to
do something are made available, but then there is
no support to use them to actually do what they
should be used for. The risk of this attitude resides in
the performance of science being constrained by the
available tools and not by the pressure of testing new
ideas (Dyson 2012).
Data owning
Scientists usually work with financial support from
funding agencies to realize projects. The results of
the projects are delivered in the form of reports, even
though funding agencies are increasingly asking for
OA publication, an issue that will be treated later in
this article. The raw data that lead to published arti-
cles are the basic knowledge that should be available
to everybody, in order to evaluate the reliability of
scientific papers by comparing the declared out-
comes with the available data. Some journals publish
online appendixes with the datasets on which articles
are based, but these datasets are not organized into a
single platform, and are available in a fragmented
fashion. Sometimes, data are simply lost, for example
because the computers in which they were stored are
stolen (Berg 2016).
Long-term observation series (Britten et al. 2014,
Boero et al. 2015) and the coupling of physical with
biological data (Rivetti et al. 2014) can promote the
understanding of global change by matching the
change of physical features with corresponding
changes in biodiversity expression. Although data-
bases with physical, chemical, and biogeochemical
data are quite widespread, it is difficult to find reli-
able databases about biodiversity. The standardiza-
tion of data is still rather primitive and there is no
agreement, even on basic categories such as habitats
(Fraschetti et al. 2008).
‘Physics envy’ (Egler 1986) induced biologists and
ecologists to abandon natural history with the aim of
transforming their ‘descriptive’ sciences into ‘predic-
tive’ ones (like physics) (Ricklefs 2012, Boero 2015a),
but it is very difficult to transform complex data into
the format of simple ones. The result is the above
mentioned data sequestration by those who ex -
tracted them, due to the impossibility of using them
in isolation from similar datasets.
These data, however, belong to the funding agen-
cies, whose duty should be to make them publicly
available. The calls for projects should specify very
3
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carefully the format of data, and in Europe this is
done with the INSPIRE protocol. These data should
then be stored in a single OA database, run by the
funding agencies. This would boost biological
research, allowing for deeper analyses of the condi-
tions of biodiversity and ecosystem functioning.
Some action is being undertaken in this direction,
but the space for improvement is still enormous.
Moreover, if data are not made openly available,
they might be ‘sold’ as ‘new’ to different funding
agencies.
OPEN JOURNALS AND INFORMATION 
PLATFORMS
From open data to open publications
OA data banks are very important as a source of
‘raw’ material. These data acquire meaning when
they are analyzed in order to answer a particular
question. The problem of the already mentioned
data deluge (Baraniuk 2011) is that all of these data
are often not used so as to express their whole
heuristic potential. Data analyses usually become
part of publications. A database is a tool, not a sci-
entific result.
Funding agencies are increasingly asking their
beneficiaries to publish their results in OA journals,
in order to make them freely available to the scien-
tific community. In this way, funding agencies
demonstrate the impact of their support of science
and democracy, since all can check the outcomes of
the investment of public money in research. This
trend is somehow influencing the industry of science
publishing.
The industry of scientific publication
The publication of scientific data is very prof-
itable, especially because it generally relies on
unpaid work. The editorial board, the advisory
board, the reviewers, and the authors, in fact, work
for free. Editors-in-chief are sometimes paid, but in
many cases they are not. Authors are often asked to
contribute to publishing costs and historically were
offered the option to buy reprints, a market that has
vanished relatively recently due to the practice of
distributing electronic files (e.g. PDFs), instead of
reprints. By paying journal subscriptions, the
libraries of scientific institutions pay to have access
to the work of their own associates and of their col-
leagues throughout the world. The scientific com-
munity is expected to pay for everything related to
its own research, finding the financial support to
perform it, and to work for free for publishing
houses as authors, reviewers, and editors, whereas
publishing houses cover just the costs of producing
the journal, while gaining by selling it to those who
work for free for them. In the past, the journals were
printed on paper and shipped to subscribers, but
this practice is being abandoned since libraries
explode with the back issues that, for many journals,
are no longer relevant after a short time. Journals
are increasingly abandoning printed versions and
are available online only. They have all back issues
on their web site and, together, these web pages
make up the largest, albeit virtual, library on the
planet.
The access to scientific publications through the
web is dramatically reducing publication costs,
since there are no charges for printing and shipping
the issues. This opens wide avenues for OA to sci-
entific publi cations. Subscriptions to non-OA jour-
nals are ex tremely expensive, and only a few insti-
tutes can afford them, preventing emerging
countries from having access to knowledge. The
idea of OA journals is therefore timely and ethically
right. The paradigm shift, then, resides in the
authors paying the publi cation fees with their
research money, and in most projects the budget
envisages funds dedicated to dissemination of
results, so as to cover publication ex penses. The
practice of open journals thus seems not to have any
negative effect, since it makes the results of scien-
tific research accessible to the whole world.
The business of open journals
This new trend has led to the sprouting of new OA
journals that offer their services to the scientific com-
munity. Among others, Butler (2013) has argued that
many of these journals are based on mere business
interests and that they publish all submitted articles,
as long as the authors pay the required fees. Many
researchers receive offers to join editorial boards of
new OA journals and are asked to submit their arti-
cles to them.
Bohannon (2013) submitted a clearly (and inten-
tionally) flawed article to a host of OA journals, and
in most cases, the article was accepted (as long as
expenses were paid). Leading scientific journals such
as Science, which published Bohannon’s paper, serve
their own interests in unmasking the unfair competi-
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tion of OA journals. Bohannon (2013) reported that
only PLOS ONE, one of the main OA journals, cor-
rectly reviewed his fake submission and rejected it
with substantial criticism.
Compromises
Many traditional journals are now offering the OA
option. In this case, the authors pay a fee and, on the
web site of the journal, their article is freely acces -
sible to readers who do not subscribe to the journal.
In this case, the journals continue to charge for
 subscriptions.
The authors of articles published in non-OA jour-
nals receive a PDF of their article and can ship it to
those who ask for it. The email address of the authors
is clearly stated on the journal’s web site and, in this
way, those who are interested in the article can
request a PDF directly from the corresponding
author. Research Gate and similar platforms allow
their subscribers (with no fee) to upload the PDFs of
their articles, and the other subscribers can freely
download them. In this way, the PDF request to the
author is skipped and papers are available through
an OA platform. Apparently, publishers tolerate this
practice.
Some sites based in countries that do not recognize
copyright rules offer free downloads of articles and
books covered by copyright. This usually does not
affect the authors, who do not receive any royalties
ensuing from the sale of their work; however, it does
effect the  publishers.
The advantage of OA to authors
The payment of a fee to publish in an OA journal is
surely a disadvantage for authors. Openness, how-
ever, allows more people to access the article and
increases the chances of citations. The status of
researchers is linked to the number of citations that
their work attracts: the more an article is accessible,
the higher the chances of citation. In a bibliographic
search in the internet, in fact, authors tend to consult
papers that are available at a click. OA articles are
immediately available, whereas those published in
non-open journals have higher chances of not being
consulted (and cited). Hence, OA articles have
higher chances of being cited than papers that can
only be consulted upon payment of a fee. The
increased chance of being cited due to free availabil-
ity of their articles can increase the Impact Factor of
OA journals, with a further positive return for the OA
policy.
ISI WoK and Scopus
Thomson Science, through the Institution of Scien-
tific Information’s Web of Knowledge (ISI WoK),
ranks journals according to a series of metrics, the
Impact Factor (IF) being the most popular one,
whereas other metrics, such as the Cited Half Life,
are usually disregarded (Boero 2015b). Scopus, the
other leading platform that scores the performances
of scientists, is owned by Elsevier, one of the major
scientific publishers of the world; thus, a rating com-
pany is owned by one of the rated companies.
The IF of a journal is based on the number of cita-
tions that its articles attract in a monitored period,
usually 3 to 5 yr after publication. McVeigh (2004)
studied the IF trends for OA journals in citation data-
bases. The enormous number of new OA journals,
however, makes these scores rapidly obsolete. More-
over, journals sometimes alter their metrics in a non-
transparent fashion, thereby instilling distrust in the
way scientific literature is rated (Rossner et al. 2007).
Both the ISI WoK and Scopus require the payment
of a subscription to be accessed; however, OA is also
gaining momentum in this field.
Google Scholar
Google Scholar produces Scholar Citations, an OA
initiative that shows the main bibliometric scores of
researchers. Furthermore, researchers can build up
a page that contains all the scientific products,
along with the number of citations of each product
and standard metrics such as the h-index (Hirsch
index). This information can be obtained for free, as
Scholar Citations is OA. It covers publications in sci-
entific journals, similar to ISI WoK and Scopus, but
also all other documents that are deposited on the
Web, such as PhD theses and grey literature, books,
and all other forms of scientific communication. Sco-
pus and WoK usually lead to lower scores than
Scholar Citations; the positive bias of Scholar Cita-
tions, however, is common to all researchers, as is
the negative bias of the other 2 platforms. Thus, the
re sults of each platform allow for comparisons
among scientists (Pauly & Stergiou 2005). The prob-
lem of homonymies affects all 3 platforms, but
Scholar allows ‘cleaning’ the author’s page from
papers by homonymous authors. This is left to the
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individual researcher, who has to build up his own
page, leading to a transparent product where all
consultants with an expertise in the field can under-
stand how reliable these data are. The OA of
Scholar Citations, and the possibility of inserting
addresses near the authors’ names, as well as a
series of key words, allows immediate visualization
of the production of an institution (if all members
have their own page) and to compare an author
with other members of the scientific community that
describe their own expertise with the same key
words.
In a period of evaluation of scientists and scientific
institutes, such an instrument is transparent and free
of charge, and allows for simple and fast comparisons
of some metrics (Pauly & Stergiou 2005). The use of
bibliometry to compare scientists, however, is cur-
rently controversial (e.g. Lawrence & Garwood 2011,
Fischer et al. 2012, Casadevall et al. 2016).
Comparing the platforms
Pauly & Stergiou (2005) compared the ISI WoK and
Scopus and found comparable data. However, a
search for my own name in the 3 platforms in October
2016 led to different outcomes. The ISI WoK yielded
179 articles, with an H index of 34. Scopus listed 194
items and an H index of 37, and the My Scholar Cita-
tions page listed 369 entries, and an H index of 47.
A monograph on the Hydrozoa (Bouillon et al.
2006), which I co-authored, was not covered in WoK,
and Scopus listed it as a ‘secondary document’, prob-
ably because it is not published in a journal that is
formally recognized by the platform. In Scholar, the
same monograph has 206 citations and represents a
substantial contribution to my scientific profile.
Hence, the 2 non-open platforms fail to report prod-
ucts that substantially add to my contribution to
knowledge, whereas they are present in the OA plat-
form. Strangely, national agencies often evaluate
researchers from the data in Scopus and WoK, and
disregard Scholar Citations (F. Boero pers. obs.).
Open peer review
Faculty of 1000 (F1000) launched the OA platform
F1000 Research (https://f1000research.com), with a
policy that involves immediate publication of
papers, subjecting them to subsequent peer review
by non-anonymous reviewers. The reviews are
published in conjunction with the article, as soon as
they come in. The authors are asked to modify the
text accordingly, until it satisfies the requests of the
reviewers. If the review is negative, the article is
withdrawn. In this case, not only is the article OA,
but the reviews are also signed and made explicit,
and the process leading to the final acceptance or
rejection of the paper is completely open. This puts
responsibility not only on the authors but also on
the reviewers.
Wellcome Open Research (WOR: http://wellcome
openresearch. org), based on the same procedure of
F1000 Research, is a further step in OA and open
review publication processes. WOR, in fact, is open
to all researchers funded by Wellcome. This new
avenue satisfies the funding agencies that increas-
ingly require the beneficiaries of their support to
publish OA articles deriving from their work.
The direct involvement of funding agencies in
the dissemination of the results of what has been
found with their financial help is an alternative
route to that of standard journals — either of tradi-
tional nature (pay to view) or operating OA (pay to
be viewed) — and, if followed by national funding
agencies, might trigger a complete revolution in
the field of scientific publication. It is reasonable, in
fact, that funding agencies directly publish the out-
comes of the research they support, evaluating the
success of projects through the peer review of the
papers submitted to their platforms, where the raw
data are also stored. In this way, the databases
would contain both the data and their elaboration,
and would be under public control. Besides Well-
come, other funding agencies and institutes are
producing OA platforms that do not require a fee
from the authors (Tsikliras & Stergiou 2013); this
trend is expanding.
CONCLUSIONS
Democratic science requires that research per-
formed with public money is accessible to everyone,
and OA of both data and their elaboration in scien-
tific papers satisfies this ethical demand. Non-public
funding agencies, such as Wellcome, are also em -
bracing this view.
If ‘what to do’ is becoming increasingly clear, and
OA is increasingly gaining momentum, ‘how to do
it’ is not completely clear yet. F1000 and Wellcome
are triggering a new way of OA publication, with
platforms that publish results at the expenses of the
funding agencies. This new procedure is very
promising and might involve established journals,
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in order to push them into the same policy: funding
agencies might directly pay established journals to
publish OA results deriving from work paid for by
the agencies. As an alternative, funding agencies
might produce their own journals in which to pub-
lish the results of the research they support. This
might bypass the production of project reports, an
intermediate step that burdens the work of re -
searchers. Projects should be evaluated on the
basis of the published results, and not on the basis
of submitted reports. The open peer review of arti-
cles is a further step in a completely transparent
publication process. The databases associated with
each article should then be merged into global
databases.
OA of both data and their elaboration is changing
the way scientific results are shared throughout the
scientific community, hopefully leading to truly dem-
ocratic science. The openness of science has started,
many funding agencies are requiring  it and the new
path is taken: future knowledge will be increasingly
openly accessible.
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