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Abstract
Considern complex randommatricesX1, . . . ,Xn of size d×d sampled i.i.d. fromadistribution
with mean E[X] = µ. While the concentration of averages of these matrices is well-studied,
the concentration of other functions of such matrices is less clear. One function which arises
in the context of stochastic iterative algorithms, like Oja’s algorithm for Principal Component
Analysis, is the normalized matrix product defined as
n∏
i=1
(
I +
Xi
n
)
.
Concentration properties of this normlized matrix product were recently studied by [HW20].
However, their result is suboptimal in terms of the dependence on the dimension of thematrices
as well as the number of samples. In this paper, we present a stronger concentration result for
such matrix products which is optimal in n and d up to constant factors. Our proof is based on
considering a matrix Doob martingale, controlling the quadratic variation of that martingale,
and applying the Matrix Freedman inequality of Tropp [Tro15].
1 Setup
Suppose X1, . . . ,Xn ∈ Cd×d are randommatrices sampled i.i.d from some distribution with E[Xi] =
µ and ‖Xi‖op 6 L almost surely. A famous result is thematrix Bernstein inequality [Tro15] for sums
of randommatrices, which in this setting asserts that
Pr

∥∥∥∥∥∥∥
n∑
i=1
Xi
n
− µ
∥∥∥∥∥∥∥
op
> t
 6 2d · exp(−nt2/2L2),
whenever t 6 L
√
log d
n and n > log(d). For some numerical linear algebra problems, it is of interest
to consider instead of sums, functions of the form
f (X1, . . . ,Xn) =
n∏
i=1
(
I +
Xi
n
)
.
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We will refer to such functions as matrix product functions. One can easily prove the following
lemma
Lemma 1.1. EX1,...,Xn[ f (X1, . . . ,Xn)]  eµ with equality in the limit as n →∞.
Proof.
E
X1,...,Xn
[ f (X1, . . . ,Xn)] = E
X1,...,Xn

n∏
i=1
(
I +
Xi
n
)
=
n∏
i=1
E
Xi
[
I +
Xi
n
]
=
n∏
i=1
[
I +
µ
n
]
=
(
I +
µ
n
)n
 eµ,
and there is equality in the limit. The second equality is because of independence of Xi. 
Recently a central limit theorem for matrix products was established [EH18] and the following
concentration inequality was proven by Henriksen and Ward [HW20].
Theorem 1.2 ([HW20]). Assuming max{3, Le2} 6 log(n) + 1 6
(
16n
log(dne/δ)
)1/3
, we have that with proba-
bility greater than 1 − 2δ, the following holds
‖ f (X1, . . . ,Xn) − eµ‖ 6
O(LeL) log(n)√
n
(√
log(d/δ) + log(n)2 +
log(n)√
n
)
+
L2eL
n
.
Their proof groups the product into sums of k−wise products in a careful way, appealing to
Baranyai’s theorem, and applies matrix Bernstein inequality to each partition. This approach loses
a (log n)2 factor compared to the matrix Bernstein result for sums and it is unclear whether this
is necessary. In this note, we will give a simple proof relying on the Matrix Freedman inequality
[Tro15] which does not lose the log n factors, essentially matching the matrix Bernstein inequality
for sums of matrices upto constants.
Theorem 1.3.
Pr
[∥∥∥ f (X1, . . . ,Xn) − eµ∥∥∥op > t
]
6 2d · exp(−cnt2/L2e2L),
whenever t 6 LeL
√
log d
n , for some absolute constant c. Equivalently, for every δ ∈ (0, 1) with probabiity
greater than 1 − δ, we have
‖ f (X1, . . . ,Xn) − eµ‖ 6 O(Le
L)√
n
√
log(d/δ).
2
The key difference in this result and the matrix Bernstein inequality for sums is the L2e2L factor
instead of L2. We will later show that even for the special case of products of scalars, such an eO(L)
dependence is necessary if the bound is written only in terms of L and not µ.
Remark 1.4 (Independent Work). The recently posted independent work [HNWTW20] gives a
different proof of a more refined version of Theorem 1.3, which has slightly better constants and
an L2e2µ term in the denominator rather than L2e2L (see their Theorem I). Their approach is also
martingale-based, but instead of Matrix Freedman it relies on certain smoothness properties of
Schatten norms, also yielding more general results for Schatten norms of matrix products which
our proof does not yield.
2 Matrix Concentration via Doob Martingale
Our concentration proof proceeds by constructing a Doob martingale and controlling the norm of
each increment and the total predictable variation of the martingale process. Let
Yk = E[ f (X1, ...,Xn)|X1, ...,Xk] − E[ f (X1, ...,Xn)|X1, ...,Xk−1],
where f (X1, ...,Xn) =
n∏
i=1
(
I + Xin
)
. Note that E[Yi|X1, ...,Xi] = 0, thus Yi is a martingale. We also
observe that as X1, ...,Xn are independent,
Yk = E
[
f (X1, ...,Xn)|X1, ...,Xk
] − E [ f (X1, ...,Xn)|X1, ...,Xk−1]
=
k∏
i=1
(
I +
Xi
n
) n∏
i=k+1
E
[(
I +
Xi
n
)]
−
k−1∏
i=1
(
I +
Xi
n
) n∏
i=k+1
E
[(
I +
Xi
n
)]
=
k−1∏
i=1
(
I +
Xi
n
)Xk − µ
n
n∏
i=k+1
(
I +
µ
n
)
.
We thus use submultiplicativity of the spectral norm to obtain,
‖Yk‖ =
∥∥∥∥∥
k−1∏
i=1
(
I +
Xi
n
)
· Xk − µ
n
·
n∏
i=k+1
(
I +
µ
n
)∥∥∥∥∥
6
( k−1∏
i=1
∥∥∥∥∥I + Xin
∥∥∥∥∥
)∥∥∥∥∥Xk − µn
∥∥∥∥∥
( n∏
i=k+1
∥∥∥∥∥
(
I +
µ
n
)∥∥∥∥∥
)
6
2L
n
(
1 +
L
n
)n−1
6
2LeL
n
,
where the second inequality follows from the norms ofXi (and hence norm of µ) being bounded by
L almost surely and the last inequality follows as (1 + x/n)(n−1) 6 (1 + x/n)n 6 ex for non-negative
x.
3
Also note that
∥∥∥∥E [YkY∗k|X1, . . . ,Xk−1
]∥∥∥∥ =
∥∥∥∥∥∥∥

k−1∏
i=1
I +
Xi
n
 Xk − µn
n∏
i=k+1
(
I +
µ
n
) k+1∏
i=n
(
I +
µ
n
) X∗
k
− µ
n

1∏
i=k−1
I +
X∗
i
n

∥∥∥∥∥∥∥
6
k−1∏
i=1
∥∥∥∥∥I + Xin
∥∥∥∥∥ ·
∥∥∥∥∥Xk − µn
∥∥∥∥∥
n∏
i=k+1
∥∥∥∥I + µ
n
∥∥∥∥
k+1∏
i=n
∥∥∥∥I + µ
n
∥∥∥∥ ·
∥∥∥∥∥∥
X∗
k
− µ
n
∥∥∥∥∥∥
1∏
i=k−1
∥∥∥∥∥∥I +
X∗
i
n
∥∥∥∥∥∥
6
4L2
n2
(
1 +
L
n
)2n−2
6
4L2
n2
e2L.
Hence, we get that for any k 6 n,∥∥∥∥∥∥∥
k∑
i=1
E
[
YkY
∗
k|X1, . . . ,Xk−1
]∥∥∥∥∥∥∥ 6
k∑
i=1
∥∥∥∥E [YkY∗k|X1, . . . ,Xk−1
]∥∥∥∥
6
4L2e2Lk
n2
6
4L2e2L
n
.
To conclude the proof, we use the Matrix Freedman inequality [Tro15] for concentration of matrix
valued martingales which is stated next.
Theorem 2.1. Suppose Yk =
k∑
i=1
Xi is a martingale with d × d matrix increments Xi satisfying ‖Xi‖ 6 R
almost surely. Let the predictable variations of the process be W
(1)
k
=
k∑
i=1
E[XiX
∗
i
|X1, . . . ,Xi−1] and W(2)k =
k∑
i=1
E[X∗
i
Xi|X1, . . . ,Xi−1]. Then for all t > 0, we have
Pr[∃k > 0 : ‖Yk‖ > t and max{‖W(1)k ‖, ‖W
(2)
k
‖} 6 σ2] 6 2d exp
(
− ct
2
Rt + σ2
)
.
Proof of Theorem 1.3. From the above argument, we get that the increments of ourmartingale Yk are
bounded by LeL/n in spectral norm almost surely and that the norm of the predictable quadratic
variation (the analysis ofE[Y∗
k
Yk|X1, . . . ,Xk−1] is identical) is boundedby 4L2e2Ln almost surely. Hence
we can use Thereom 2.1, to conclude that
Pr [‖Yn‖ > t] 6 2d exp
(
− cnt
2
LeLt + L2e2L
)
6 2d exp
(
− cnt
2
2L2e2L
)
,
where for the second inequality we have assumed that t 6 LeL
√
log d
n 6 Le
L.

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3 Lower Bound
In this section, we show that the tail bound needs to depend as L2eO(L) as given in Theorem 1.3
even for the case of scalars rather than matrices. Consider a two-point distribution which takes
values Xi = 0 or Xi = 2L with equal probability. Xi can thus be represented as Xi = L + LYi
where Yi is a Rademacher random variable. Thus E[X] = L. For sufficiently large n,
n∏
i=1
(
1 + Xin
)
=
exp
(
n∑
i=1
Xi
n
)
(1 + on(1)). Taking t = Le
Lc, we have:
Pr
exp

n∑
i=1
L + LYi
n
 − eL > cLeL
 = Pr
exp

n∑
i=1
LYi
n
 − 1 > cL

= Pr

n∑
i=1
LYi
n
> log(1 + cL)

> Pr

n∑
i=1
LYi
n
> cL

> Pr

n∑
i=1
Yi
n
> c
 ,
where the first inequality follows as log(1+x) < x for sufficiently large x and hence corresponds to a
larger probability event. Hence, we obtain a lower bound on the probability which is independent
of L and so indeed the LeO(L) termmust appear in the tail bound. Herewe haveO(L) in the exponent
because in the lower bound example, the Xi are bounded by 2L rather than L.
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