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Abstract— In this paper, we propose a structured Robust 
Adaptive Dictionary Pair Learning (RA-DPL) framework for 
the discriminative sparse representation learning. To achieve 
powerful representation ability of the available samples, the 
setting of RA-DPL seamlessly integrates the robust projective 
dictionary pair learning, locality-adaptive sparse representa-
tions and discriminative coding coefficients learning into a 
unified learning framework. Specifically, RA-DPL improves 
existing projective dictionary pair learning in four perspectives. 
First, it applies a sparse l2,1-norm based metric to encode the 
reconstruction error to deliver the robust projective dictionary 
pairs, and the l2,1-norm has the potential to minimize the error. 
Second, it imposes the robust l2,1-norm clearly on the analysis 
dictionary to ensure the sparse property of the coding coeffi-
cients rather than using the costly l0/l1-norm. As such, the ro-
bustness of the data representation and the efficiency of the 
learning process are jointly considered to guarantee the effi-
cacy of our RA-DPL. Third, RA-DPL conceives a structured 
reconstruction weight learning paradigm to preserve the local 
structures of the coding coefficients within each class clearly in 
an adaptive manner, which encourages to produce the locality 
preserving representations. Fourth, it also considers improving 
the discriminating ability of coding coefficients and dictionary 
by incorporating a discriminating function, which can ensure 
high intra-class compactness and inter-class separation in the 
code space. Extensive experiments show that our RA-DPL can 
obtain superior performance over other state-of-the-arts.  
Index Terms— Robust projective dictionary pair learning, 
locality-adaptive discriminative sparse representation, image 
representation, image recognition 
I. INTRODUCTION 
 
FFECTIVE image representation and classification via 
dictionary learning (DL) have received much attention 
in recent years and have also been successfully applied to a 
variety of real-world emerging applications in a wide range 
of areas, such as computer vision [13], image denoising and 
compression [14], visual image classification [1-12][38-41], 
etc. Technically, DL aims at computing the sparse represen-
tations (SR) of samples by a linear combination of diction-
ary atoms, so the properties and superiority of learned dic-
tionary will play a crucial role for SR [15]. Wright et al. [4] 
have used the entire training set as a dictionary to represent 
the samples yielding an impressive face recognition result, 
but note that two drawbacks of using such a dictionary may 
potentially decrease its performance. First, real application 
data are usually corrupted by various noise and errors [2]; 
Second, this kind of dictionary usually has a large size to 
make the process of coefficients coding inefficient [1-2]. To 
address these issues, lots of efforts have devoted to the re-
search of learning the compact and over-complete diction-
aries in the area of representation learning [1-12][47-54].  
The existing compact dictionary learning frameworks can 
be roughly categorized into unsupervised and discriminant 
groups. The unsupervised methods do not apply any prior 
label information of training data and aims at minimizing a 
reconstruction residual over input data to produce diction-
aries [3-5], among which K-Singular Value Decomposition 
(K-SVD) [3] is one of the most representative unsupervised 
DL methods. However, it is incapable of handling the clas-
sification task since it only expects the learned dictionary to 
be able to represent data effectively [7]. In contrast, by tak-
ing label information of data into consideration, many dis-
criminative algorithms have been recently proposed for 
enhancing the representation and classification results. For 
the discriminative DL, one popular strategy is to obtain an 
overall dictionary for all classes while forcing the resulting 
coding coefficients to be discriminative, such as Discrimi-
native K-SVD (D-KSVD) [6] and Label Consistent K-SVD 
(LC-KSVD) [1] are two classical algorithms. D-KSVD in-
corporates the classification error term into K-SVD model 
to enhance the classification result, while LC-KSVD further 
incorporates the label consistency to D-KSVD for ensuring 
the discrimination of learned coding coefficients. The other 
one popular strategy is the structured discriminative DL that 
aims to obtain category-specific dictionaries and encourage 
each sub-dictionary to correspond to a single class, such as 
Fisher Discrimination Dictionary Learning (FDDL) [7], 
Projective Dictionary Pair Learning (DPL) [9], Dictionary 
Learning with Structured Incoherence (DLSI) [8], Analysis 
Discriminative Dictionary Learning (ADDL) [11], Low- 
rank Shared Dictionary Learning (LRSDL) [24], etc. FDDL 
enforces a Fisher criterion on the representation coefficients 
and residual to obtain a structured dictionary and enables 
the coefficients to deliver small intra-class scatter and large 
inter-class scatter. DPL obtains an extra analysis dictionary 
over traditional synthesis dictionary learning for representa-
tion learning and classification. DLSI incorporates an inco-
herence promoting term to ensure the independence among 
sub-dictionaries. ADDL further extends DPL to jointly learn 
the structured uncorrelated dictionaries and a linear analysis 
classifier, and uses l2,1-norm regularization to deliver sparse 
coefficients due to efficiency. In this paper, the structured 
DL mechanism will be further investigated.  
It is worth noting that existing structured DL algorithms 
still suffer from some shortcomings that may lead to inferior 
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Fig.1: Flow-diagram of our proposed RA-DPL framework for image recognition.  
performance. First, FDDL, DPL, DLSI, ADDL and LRSDL 
mentioned-above aim to encode the reconstruction error and 
perform SR using the Frobenius-norm that is very sensitive 
to noise and outliers in given data [17][43-44]. Since most 
real data inevitably contain noise, errors or even corruptions, 
it would be better to enable the reconstruction metric to be 
robust. Second, these methods cannot keep the neighbour-
hood information of the intra-class coding coefficients, es-
pecially in an adaptive manner. As a result, they are unable 
to obtain the locality-preserving coefficients by DL. Third, 
the intra-class compactness and inter-class separation over 
the coding coefficients are not well explored in most exist-
ing methods. Although FDDL uses the Fisher criterion to 
make the coefficients of each class l close to the mean of 
the coefficients in class l, it still cannot explicitly ensure the 
coefficients of class l to be far away from the mean of other 
classes at the same time. Because the Fisher criterion only 
encourages the mean of the coefficients in class l to be far 
away from the total mean of the coefficients of all classes.  
In this paper, we therefore investigate the robust adaptive 
category-specific dictionary learning problem and propose 
new model to enhance the representation and classification 
abilities. The major contributions are shown as follows:  
(1) Technically, a structured Robust Adaptive Projective 
Dictionary Pair Learning (RA-DPL) framework is proposed 
for learning discriminative sparse representation. RA-DPL 
is based on existing DPL, but it overcomes the drawbacks 
of DPL and inherits its merits at the same time. Specifically, 
RA-DPL improves the representation ability by jointly en-
hancing the robustness of sparse reconstruction and analysis 
sub-dictionary learning to noise and errors in given data by 
the robust analysis dictionary learning, preserving the local 
neighbourhood by adaptive weight learning, and obtaining 
discriminant sparse coefficients. By the robust structured 
DL, RA-DPL can compute a synthesis sub-dictionary Di of 
each class i separately to reconstruct the data of the same 
class, and meanwhile learn a robust analysis sub-dictionary 
Pi each class i separately to extract the discriminative sparse 
representations from the samples of the same class as well. 
The relationship analysis between our formulation and other 
related methods shows that several existing methods can be 
regarded as the special cases of our formulation.  
(2) To enhance the robustness of the sparse reconstruc-
tion and analysis sub-dictionary learning, RA-DPL employs 
the sparse l2,1-norm to encode the sparse reconstruction er-
ror [17][43-44]. Moreover, as the l2,1-norm based metric can 
make more rows of the reconstruction error matrix to be 
zeros theoretically [43-44], it can enable the reconstruction 
error to be as small as possible to deliver reliable and robust 
projective dictionary pairs and representations. In addition, 
RA-DPL also leverages the l2,1-norm on the analysis dic-
tionary to extract group sparse coefficients from data, due to 
its efficient optimization in training phase, compared with 
the widely-used l0-/ l1-norm based formulation.  
(3) To capture the locality manifold structures of coding 
coefficients and make the representation more accurately, 
RA-DPL incorporates the adaptive reconstruction weighting 
into the robust analysis dictionary learning to preserve the 
local neighbourhood of coefficients within each class, such 
that the discriminating ability of the associated dictionary is 
also potentially improved. The adaptive weighting strategy 
is mainly driven by minimizing the adaptive reconstruction 
error, where the reconstruction weights are clearly shared in 
the data space and sparse coding space.  
(4) Our RA-DPL also considers the discriminative sparse 
representation. Specifically, we design a discriminative co-
efficient learning function to highlight the intra-class com-
pactness and inter-class separation over the coding coeffi-
cients. The discriminative function can clearly make the 
coding coefficients of each class l be close to the mean of 
the same class, and meanwhile can enable the coding coef-
ficients of the class l to be far away from the mean of other 
classes at the same time, which makes our RA-DPL clearly 
different from yet superior to existing methods.  
The paper is outlined as follows. Section II reviews the 
related work briefly. Sections III presents RA-DPL. Section 
IV shows the simulation results. The relationship analysis 
between our RA-DPL and other related algorithms is shown 
in Appendix I. Finally, Section V concludes the paper.  
II. RELATED WORK 
In this section, we briefly review the related methods that 
are closely related to our formulation.  
A. Overall Dictionary Learning (ODL) 
Let  1, ,
n N
l NX x x x
  be a set of training samples from 
c classes, where n is the original dimensionality and N is the 
number of samples. Then, ODL learns a reconstructive dic-
tionary D of K atoms to deliver the sparse representation S 
over the data X by the following general problem:  
2
,
, argmin
F pD S
D S X DS S   ,         (1) 
where 2
F
  denotes the Frobenius-norm, 
2
F
X DS  is the 
reconstruction error over X for SR,  1,
n K
KD d d
  is a 
dictionary,  1,
K N
NS s s
  is the coding coefficient ma-
trix over X and 0   is a scalar constant. 
p
S  is lp-norm 
regularization, where 0p   or 1  is widely-used to ensure 
the sparse property of S, i.e., 0l -norm or 1l -norm, but such 
an operation usually incurs a heavy computation burden. To 
extend ODL for classification, two effective strategies are 
widely-used, i.e., sparse representation based classification 
(SRC) by residual minimization [4] and the label fitting by 
embedding. To classify each new sample newx  by residual 
minimization, its coefficient vector news is firstly computed 
using well-trained dictionary D. Then, the new sample newx  
can be classified by minimizing the following residual:  
2
( ) arg min ( )new l new l newidentity x x D s  ,       (2) 
where ( )l news is a vector whose nonzero entries in news  are 
associated with class  1,l c . That is, the label of newx  is 
assigned to the class with minimum residual [4]. In contrast, 
the label fitting based scheme obtains a dictionary D and a 
linear multi-class classifier c KW   over the coding coef-
ficients jointly, e.g., [7-9][11][24]. A unified problem for 
learning D andW jointly can be formulated as 
  
2
, ,
, , arg min , ,i iF pD S W
i
D S W X DS S h f s W     , (3) 
where indicates the classification loss function and ih  is 
the pre-defined label of each ix . Thus, newx can be classified 
by embedding its coefficient vector news into trained classifi-
er W. It is worth noting that both methods classify each new 
sample based on the sparse coding coefficients, but an extra 
time-consuming sparse reconstruction process is usually 
needed for each new test sample for classification.  
B. Structured Dictionary Learning (SDL) 
In the supervised cases, the training data matrix X usually 
has samples from c classes, i.e.,  1, ,
n N
l cX X X X
  , 
where ln NlX
 is a sub-matrix according to the class l , and 
lN is the number of samples in the class l , i.e., 1
c
ll
N N

 . 
Then, the structured DL can be performed based on each lX . 
Subsequently, we briefly review two related structured DL 
algorithms, i.e., DPL [9] and FDDL [7].  
DPL. To avoid the heavy burden caused by using costly 
l0 or l1-norm, DPL proposes to learn a synthesis dictionary 
D and an analysis dictionary P  for group SR by solving 
the following problem to avoid the costly constraint:  
22 2
21,
, argmin , . . 1

   
c
l l l l l l iFlP D F
P D X D P X P X s t d , (4) 
where lX  is the complementary data matrix of lX  in X , 
i.e., excluding lX itself from X .  1, l
n k
l kD d d
  with lk  
atoms denotes the synthesis sub-dictionary for each subject 
class l , lk nlP
 is an analysis sub-dictionary for each class 
l ,  1, ,
n K
l cD D D D
  and  1; ;
K n
l cP P P P
  . 
The constraint 
2
2
1id   prevents the large values of D and 
avoids the trivial solution 0lP   to make the computation 
stable. Note that DPL regularizes the group sparsity on the 
coding coefficients PX (i.e. PX is nearly block-diagonal).  
  FDDL. FDDL aims to obtain a structured dictionary and 
forces the coding coefficients to deliver small within-class 
scatter and large between-class scatter by minimizing the 
following Fisher criterion based cost function:  
     21 11
1
, , ,
2 2



  
c
l ll
J D S r X D S S g S ,     (5) 
where  ,J D S is the discriminative data fidelity term,  g S  
is the Fisher-criterion based discriminative coefficients term, 
and
1
S is the 1l -norm to ensure the sparsity of coefficients. 
Note that the terms  , ,l lr X D S  and  g S  are defined as 
 
   
2 22
2 2 2
1 1 2
, , =
=

 
   
   

 
l
l j
l l l l l l l j lF j lF F
c N i
l l l l F Fl i
r X D S X DS X D S D S
g S s m N m m S
, 
where lm  and m  are the mean vectors over lS  and S , 
respectively. Based on the regularization
2
F
S , the above 
model can be ensured to be convex with respect to S .  
III. DISCRIMINATIVE LOCAL SPARSE REPRESENTATIONS BY 
ROBUST ADAPTIVE DICTIONARY PAIR LEARNING 
A. Objective Function 
We describe the objective function of RA-DPL. To improve 
the representation and discriminating abilities, our RA-DPL 
performs the robust structured dictionary pair learning by 
minimizing the sparse l2,1-norm based reconstruction error 
1 2,1 2,1
c T T T T T
l l l l ll
X X P D P

  , where 
2,1
T
lP  can potentially 
produce the sparse coding coefficients l lP X  and make the 
embedding robust to noise and outliers. By regularizing the 
l2,1-norm on the reconstruction error, one can also implicitly 
minimize the reconstruction error as much as possible, since 
the l2,1-norm can enforce the error matrix to be sparse in 
rows [43-44]. To enable the analysis sub-dictionary lP  to 
project the training data of class j ( j l ) to a nearly null 
space, i.e., 0,l jP X j l   , a constraint 
2
1
c
l ll F
P X
 is also 
applied similarly as [9][11]. For the locality-adaptive SR, 
RA-DPL adds an adaptive structured reconstruction weight 
learning function to encode the neighbourhood relationship 
within one subject class by minimizing the neighbourhood 
reconstruction error  2 2 21
c
l l l l l l l l lF F Fl
X X W P X P X W W

    , 
where lW  is the reconstruction weight matrix over class l. 
For the discriminative codes learning, RA-DPL introduces a 
discriminating function
22
1
c
l l l l l l lFl F
P X M N P X M

   to 
enhance the compactness of intra-class coefficients and 
separation of inter-class coefficients so that discriminative 
representations can be obtained. Therefore, the objective 
function of our RA-DPL can be defined as 
 
 
 
 
2
2,1 2,1, ,
1
2 2 2
22
, , arg min
. . , 0, 0




   
    
   
  

c
T T T T T
l l l l l l l
D P W F
l
l l l l l l l l lF F F
l l l l l l lF F
T T
l l l l
D P W X X P D P X P
X X W P X P X W W
P X M N P X M
s t e D e P X diag W
,(6) 
where ,1 ,2 ,, ,...,
l
l
k N
l l l l NM m m m
    is the mean matrix over 
the coefficients l lP X of class l, ,l im is the mean vector based 
on l lP X , ,1 ,2 ,, ,...,  
   
l
l
k N
l l l l NM  is the mean matrix 
based on lP X , ,l i is the mean vector over lP X , and the 
sum-to-one constraint T Tle D e can similarly normalize the 
atoms to avoid the trivial solution 0lP   as the constraint 
2
2
1id  . Note that minimizing 
2
l l l F
P X M  can ensure the 
coding coefficients l lP X  of class l to be close to its own 
mean as much as possible, while maximizing the term 
2
l l l l
F
N P X M  can clearly make the coefficients of class l 
to be far away from the coefficients of other subject classes. 
  0ldiag W   is added to avoid the trivial solution lW I  
and 0l lP X  can ensure the nonnegative properties of the 
embedded coding coefficients
l lP X . ,  and  are positive 
parameters to balance the importance of different terms. For 
easy understanding of our method, the flow-diagram of our 
RA-DPL framework is illustrated in Fig.1, which illustrates 
the training process by robust adaptive projective dictionary 
pair learning and the test phase.  
The unified framework of our RA-DPL can be simplified 
into the following two separable steps:  
1) Robust structured adaptive dictionary pair learning 
Given the structured adaptive reconstruction weight matrix 
W, we can use the following reduced sub-problem from Eq. 
(6) for the robust discriminative dictionary learning:  
 
 
2
2,1 2,1,
1
22 2
, arg min
. . , 0

 

   
     
 

c
T T T T T
l l l l l l l
D P F
l
l l l l l l l l l l l lF F F
T T
l l l
D P X X P D P X P
P X P X W P X M N P X M
s t e D e P X
, (7) 
from which we can achieve a synthesis dictionary D and an 
analysis dictionary P . It should be noted that FDDL also 
involves a Fisher-criterion based discriminative coefficients 
learning term    2 2 21 1 2=        l
c N i
l l l l F Fl i
g S s m N m m S  
for jointly achieving the inter-class discrimination and intra- 
class compactness. But note that the discriminating function 
22
l l l l l l lF F
P X M N P X M   in RA-DPL is different from the 
Fisher-criterion based discriminative term  g S  of FDDL. 
Since FDDL aims at maximizing the difference 
2
l Fm m  
between each class mean lm  and the total mean m, but it 
cannot potentially ensure that the mean lm  of class l to be 
far away from the mean  jm l j  of class j. In contrast, 
RA-DPL can clearly ensure the mean matrix lM  of class l 
to be far away from the mean of other classes by maximiz-
ing
2
l l l l
F
N P X M . After updating the analysis dictionary P  
at each time, one can use it for learning the weights.  
2) Adaptive structured reconstruction weight learning 
When the analysis dictionary P is known, we can compute 
the adaptive reconstruction weights by preserving the local 
neighborhood relationship of the training data jointly in the 
coefficients coding space. In this way, we have the follow-
ing reduced problem for adaptive reconstruction weighting:  
 
 
2 2 2
1
arg min
. . 0
c
l l l l l l l l lF F FW
l
l
W X X W P X P X W W
s t diag W


    

 ,  (8) 
where
2
l l l F
X X W denotes the reconstruction error over lX  
and
2
l l l l l F
P X P X W  denotes the reconstruction error based 
on l lP X . Clearly, the neighborhood information of training 
data of each class can be kept in the sparse coding space so 
that both discriminating and locality preserving properties 
can be concurrently encoded. After the adaptive reconstruc-
tion weights are obtained, we can return it for robust adap-
tive dictionary pair learning by Eq.(7). Note that an early 
version of this work has been presented in [45]. This paper 
further integrates the discriminating function on the coding 
coefficients to deliver discriminative sparse representations, 
details the formulation analysis, provides the convergence 
analysis, time complexity analysis and relationship analysis. 
Moreover, we conduct a thorough experimental evaluation 
on the tasks of image representation and recognition.  
B. Optimization 
In this section, we present the optimization procedures of 
our RA-DPL. Because our model involves several variables 
and the optimization of variables depends on each other, it 
is still challenging to give all variables an optimal solution 
jointly. To this end, we propose to solve the problem by an 
alternative learning, i.e., updating one variable at each time 
by fixing others. As the optimization problem of RA-DPL 
in Eq.(6) is generally non-convex, we add a variable matrix 
S ( T T Tl l lS X P ) to relax the problem as 
 
 
 
 
 
2,1 2,1, , ,
1
2
2,1
2 2 2
22
, , , min
. . , 0, 0




   
 
    
   
  

c
T T T T T T
l l l l l l
D P W S
l
T
l l l
F
l l l l l l l l lF F F
l l l l l l lF F
T T
l l l
D P W S X S D S X P
P X P
X X W P X P X W W
P X M N P X M
s t e D e S diag W
, (9) 
where
2,1 2,1
T T T T T T
l l l l l lX S D S X P   is the l2,1-norm based 
approximation error. Note that D , P , S andW are initialized 
to be random matrices with unit F-norm. Then, the above 
minimization can be alternated among the following steps:  
1) Fix the adaptive weight matrix W, update P, S, D:  
Given W, we can compute the analysis dictionary P, coding 
coefficients S and synthesis dictionary D from Eq.(9). We 
first show the optimization of P. By removing terms irrele-
vant to P, we have the following degenerated problem:  
   
 
2
2,1 2,1
1
22 2
min = 
 

   
     

c
T T T T
l l l l l l
P F
l
l l l l l l l l l l l lF F F
P S X P P X P
P X P X W P X M N P X M
. (10) 
Based on the definition of 2,1l -norm [17][34][43-44], we 
have     
2,1
2   T T T T T Tl l l l l l l l l lS X P tr S P X U S X P  and
2,1
T
lP   
 2 Tl l ltr PH P , where lH is a diagonal matrix with the (i, i)-th 
diagonal entries  ,
2
1/ 2 
  
i
T
l ii lH P ,  
i
T
lP is the i-th column 
vector of lP and lU is also a diagonal matrix with the (i, i)-th 
entries  ,
2
1/ 2  
  
i
T T T
l ii l l lU S X P . In reality, since  
2
i
T
lP may 
be equal to 0, we can use  
2
2
i
T
lP  to approximate  
2
2
i
T
lP  
under those cases. Similar argument exists for  
2
i
T T T
l l lS X P . 
Then, we can rewrite the formulation   P  as 
      
    
 
1
2
22
, , = 2
2 


  
  
   

c
T T T
l l l l l l l l l
l
T T T
l l l l l l l l l l
F
l l l l l l lF F
P U H tr S P X U S X P
P X tr PH P tr P X Q X P
P X M N P X M
, (11) 
where     
T
l l lQ I W I W . When the vectors  
2
i
T T T
l l lS X P  
0 and  
2
0
i
T
lP  , by defining the derivatives and setting 
the derivative  , , =0l lP U H P  , we can infer 
1t
lP
  at the 
(t+1)-th iteration as follows:  
   
1
1 4 2 2t t t T T T t tl l l l l l l l lP S U X M X N M X 

        , (12) 
where 4 2 4 , +
T
t t T t t T T T
l l l l l l l l l l l lX U X X X H X Q X X Q X          
 +2 1 Tl l lN X X  , ,   and   are constant parameters.  
After obtaining 1tlP , the mean matrices Ml and lM can be 
updated accordingly. We then describe the optimization of S. 
Similarly by removing the terms that are irrelevant to S, we 
can have the following reduced problem:  
 
    
    
2,1 2,1, ,
1
1
min , , = +
= 2
2 , . . 0


  
 
   


l l
c
T T T T T T
l l l l l l l l
S V U
l
c
T T T
l l l l l l l
l
T T T
l l l l l l l l
S V U X S D S X P
tr X D S V X S D
tr S PD U S X P s t S
,  (13) 
where lV is also a diagonal matrix with the diagonal entries 
being  ,
2
1/ 2  
  
i
T T T
l ii l l lV X S D and  
i
T T T
l l lX S D is the i-th 
row of T T Tl l lX S D . Note that the above equation holds when 
each  
2
0
i
T T T
l l lX S D   and  
2
0
i
T T T
l l lS X P  .  
Let ik be the Lagrange multiplier for constraint , 0l iks   
[18][19] and  = ik , we can deduce that the Lagrange 
function   to Eq.(13) can be formulated as 
    
    
=2
2 ( )
T T T
l l l l l l l
T T T T
l l l l l l l l
tr X D S V X S D
tr S PD U S X P tr S
  
    
.    (14) 
The partial derivatives of  w.r.t. variable lS is defined as 
/ 4 4 4 4T T Tl l l l l l l l l l l lS D X V D D S V S U P X U         . (15) 
Based on the KKT condition [18][35], i.e., , =0ik l iks , we 
can obtain the following equation for ,l iks :  
   
   
, ,
, ,
4 4
4 4 0
T T T
l l l l ik l l l l l ikik ik
l l l ik l l l l ikik ik
D X V s D D S V s
S U s P X U s
 
  
，       (16) 
which can lead to the following rules to update the element 
of the i-th row and k-th column of 1tlS
 :  
 
 
1
1
, ,
+tT T t t tl l l l l lt t ik
l ik l ik tT t t t t t
l l l l l l ik
D X V P X U
s s
D D S V S U

 

.         (17) 
After S is updated, we can show the optimization of D . 
By removing the terms that are irrelevant to D , the problem 
w.r.t. D can be reformulated as follows:  
 
    
1 2,1,
min ,
=2 , . .

  
  

l
C T T T
l l l llD V
T T T T T
l l l l l l l l
D V X S D
tr X D S V X S D s t e D e
,  (18) 
when each vector  
2
0
i
T T T
l l lX S D  . By setting the deriva-
tive  , 0lD V D   , we can update lD as 
  
1
+1 ( 1) 1 ( 1)t t t T t t t T
l l l l l l lD X V S S V S I

    and +1 T t Tle D e , (19) 
where is a small number to avoid the singularity and make 
the inverse computation stable and the operation +1 T t Tle D e  
means that the atoms in +1tlD  are normalized.  
2) Fix P, S and D, update lH , lU and lV :  
With P, S, and D computed, we can easily update the entries 
of the three diagonal matrices lH , lM  and lV by 
   
   
   
, ,
+1 +1 +1 ( +1)
, ,
2
+1 1 1 ( +1) ( +1)
2
+1 +1 +1 ( 1) ( 1)
, ,
2
, 1 / 2
, 1 / 2
, 1 / 2
 
 
  
  
   
  
   
  
l ii l ii
i
t t t t T
l l ii l ii l
i
t t t t T T t T
l l l l
i
t t t T t T t T
l l ii l ii l l l
H diag H H P
U diag U U S X P
V diag V V X S D
. (20). 
3) Fix P, update W:  
After the analysis dictionary P is computed, we can update 
the adaptive weights W by reformulating Eq.(8) as 
     
     
 
*
1
arg min
. . 0

    
   


c
T T T
l l l l l l
W
l
T T T T T T
l l l l l l l l l l l l
l
W W tr X X W X W X
tr P X P X W X P W X P tr WW
s t diag W
. (21)  
By setting derivative   =0W W  , we can updateW as 
 
 
1
1 ( 1) 1
( 1) 1

  
 
  
 
t T T t T t
l l l l l l l
T T t T t
l l l l l l
W X X X P P X I
X X X P P X
,         (22) 
and 1 0   
t
l ii
W , where 1tl iiW
   is the (i, i)-th diagonal entry 
of 1tlW
 . So, 1 0   
t
l ii
W means that all the diagonal entries 
are set to be 0 to avoid the trivial solution that 1tlW
  is an 
identity matrix. For complete presentation, we summarize 
the optimization procedures of our RA-DPL in Table I. The 
learning algorithm iteratively optimizes each variable until 
the difference of the consecutive objective function values 
of Eq.(6) in adjacent iterations is less than 10-4 in the simu-
lations. The diagonal matrices lH , lU  and lV  are initial-
ized to be identity matrices, similarly as the existing [11][17] 
that have proved that this way of initialization can generally 
perform well in most cases.  
 
Table I: Robust Adaptive Projective Dictionary Pair Learning 
Input: Training data matrix X , class label set Y , dictionary size 
K, parameters ,   and  .  
Output:  1, ,
n K
l cD D D D
  ,  1, ,
  K Nl cS S S S , 
 1; ;
K n
l cP P P P
  ,
1 0 0
0 .... 0
0 0

 
 
  
  
N N
c
W
W
W
.  
1:  Initialize
 0
P ,
 0
S ,
 0
W and
 0
D as random matrices with unit 
F-norm; Initialize
(0)
lH ,
(0)
lU ,
(0)
lV as identity matrices; 0t  ;  
2：while not converge do 
3:  for 1,2, ,l c  do 
4:  Update the analysis dictionary
 1t
lP

by 
   
1
1 4 2 2t t t T T T t tl l l l l l l l lP S U X M X N M X 

        , 
where 4 2 4
T
t t T t
l l l l l lX U X X X H     ,  
  + +2 1t T T T Tl l l l l l l l lX Q X X Q X N X X     ;  
5:  Update the sparse coefficients
 1t
lS

by 
 
 
1
1
, ,
+tT T t t tl l l l l lt t ik
l ik l ik tT t t t t t
l l l l l l ik
D X V P X U
s s
D D S V S U

 

;  
6:  Update the synthesis dictionary
 1t
lD

by 
  
1
+1 ( 1) 1 ( 1)t t t T t t t T
l l l l l l lD X V S S V S I

    and +1 T t Tle D e ; 
7:  Update the diagonal matrices
( 1)t
lH

,
( 1)t
lU

,
( 1)t
lV

by 
   
   
   
, ,
+1 +1 +1 ( +1)
, ,
2
+1 1 1 ( +1) ( +1)
2
+1 +1 +1 ( 1) ( 1)
, ,
2
, 1 / 2
, 1 / 2
, 1 / 2
 
 
  
  
   
  
   
  
l ii l ii
i
t t t t T
l l ii l ii l
i
t t t t T T t T
l l l l
i
t t t T t T t T
l l ii l ii l l l
H diag H H P
U diag U U S X P
V diag V V X S D
; 
8:  Update adaptive reconstruction weight matrix
 1t
lW

by 
   
1
1 ( 1) 1 ( 1) 1

       t T T t T t T T t T tl l l l l l l l l l l l lW X X X P P X I X X X P P X ; 
9: end for  
10: 1t t  ;  end while 
C. Convergence Analysis 
The problem of RA-DPL is solved alternately, so we would 
like to analyze its convergence. Note that our RA-DPL is an 
alternate convex search (ACS) algorithm [20-22], so we can 
have the following remarks [20-22] to assist the analysis.  
  Theorem 1 [22]. If n mB  is a bi-convex set, :f B   
is bounded and the optimization of the variables in each 
iteration are solvable, the generated sequence   i i tf z   
 iz B by using the ACS algorithm will converge.  
Theorem 2 [22]. Let ,n mX Y  be the closed set and 
let :f X Y  be continuous. Let the optimization of each 
variable in each iteration be solvable, then we can have:  
(1) Suppose that the sequence  i i tz  by ACS is contained 
within a compact set, the sequence will contain at least one 
accumulation point.  
(2) For each accumulation point z of sequence  i i tz  , a) 
if the optimal solution of one variable with the others fixed 
in each iteration is unique, then all accumulation points will 
be the local optimal solutions and have the same function 
value; b) if the optimal solution of each variable is unique, 
then we have 1lim 0i i
i
z z

  , and the accumulation points 
can form a compact continuum C .  
Based on the Theorem 1 and Theorem 2, we can present 
three remarks on the convergence of our RA-DPL.  
Remark 1. The generated sequence   , , ,i i i i
i t
f D S P W

 
by our RA-DPL algorithm converges monotonically, given 
the diagonal matrices lH , lU and lV in each iteration.  
Proof. For our RA-DPL problem in Eq. (9), the variables 
W, P, S and D are main variables to be optimized. From the 
optimization procedures, if W is fixed, variables P, S and D 
can be optimized alternately and can be treated as a single 
variable. If P, S and D are fixed, the variable W can be op-
timized respectively as a single variable. As such, the prob-
lem in Eq. (9) is a bi-convex problem based on the combi-
nation     , , ,D P S W . According to [22], the optimal solu-
tions of  , ,D P S  and W correspond to the iteration steps in 
ACS, and the problem has a general lower bound 0 due to 
the summarization of norms. Thus, based on Theorem 1, the 
sequence   , , ,i i i i
i t
f D S P W

generated by our RA-DPL can 
converge monotonically.  
Remark 2. The sequence of , , ,i i i i
i t
D S P W

generated by 
our RA-DPL algorithm has at least one accumulation point. 
All the accumulation points are the local optimal solutions 
of f and moreover have the same function value.  
Proof. Suppose
2,1
TlP , we have  , , ,f D S P W  . 
Thus, , , ,i i i i
i t
D S P W

is bounded in finite dimensional space, 
and the compact set condition in Theorem 2 (Condition 1) 
is met. Thus, the sequence has at least one accumulation 
point. By Theorem 2 (Condition 2a), all the accumulation 
points are local optimal and have the same functional value.  
Remark 3. Suppose D, W and P have unique solutions, 
sequence , , ,i i i i
i t
D S P W

generated by RA-DPL satisfies:  
1 1 1 1lim 0i i i i i i i ii
i
D D S S P P W W   

        . (23) 
Proof. Based on Remark 2, the Condition 1 and 2a in the 
Theorem 2 are satisfied in RA-DPL, if we have the unique 
optimal solution of ,D P , then we have the conclusion Eq. 
(23) based on the Condition 2b in Theorem 2 [22]. Thus, it 
is easy to check that our RA-DPL is a reasonable approach.  
D. Time Complexity Analysis 
We analyze the time complexity of our RA-DPL method. In 
the training phase, the variables , , ,l l l lP S D W and , ,l l lH U V  are 
undated alternately. In each Iteration, the time complexities 
of updating , , ,l l l lP S D W are  2 2 3 2   l l l lk N nN n k n ,  2 + l lk N  
2 3 2 2  l l l lk n k k n k n ,  2 3 2 2 2     l l l l l l l l lnN N nk k k N k N nk , 
 2 2 3   l l l l lN n N nk N n N and the complexities of updating 
, ,l l lH U V are   lk ,   l lN nk and  2 lnk , respectively.  
  In the test phase, this classification scheme is very effi-
cient. The computation of reconstruction error 
2i i
y D P y  
only has a complexity of   lnk . Thus, the total complexity 
to classify the test set with testN  samples is   test lN nk .  
E. Classification Approach 
After convergence of our RA-DPL, the robust analysis sub- 
dictionary kP
 can be trained to produce small coefficients of 
data from the classes other than k , and it can only generate 
the significant coefficients for samples of class k . Mean-
while, the synthesis sub-dictionary kD
 by the robust recon-
struction is also trained to reconstruct data of class k from 
their coefficients k kP X
  , i.e., the residual 
2,1
T T T T
k k k kX X P D
   
will be potentially small similarly as [9]. On the other hand, 
since 
kD
  is not trained to reconstruct iX and  k iP X i k
   is 
small, the residual
2,1
T T T T
i i k kX X P D
  will be much larger. In 
the testing phase, if a query sample y is from class k , its 
projective sparse coding vector by the robust kP
  will be 
more likely to be significant, while its sparse coding vector 
by  iP i k tends to be small. Therefore, the reconstruction 
residual
2
2k k
y D P y  tends to be much smaller than residual 
2
2
,i iy D P y i k
   . As such, the class-specific reconstruction 
residual can be used to identify the class label of sample y . 
Thus, we naturally define the following classifier associated 
with our RA-DPL model similarly as [4][9]:  
 
2
arg min i i iidentity y y D P y  ,       (24) 
where P is a robust analysis dictionary and is also a projec-
tion for the extraction of sparse coding coefficients.  
IV.  EXPERIMENTAL RESULTS AND ANALYSIS 
We mainly evaluate our RA-DPL for the data representation 
and classification. The performance of RA-DPL is mainly 
compared with those of related SRC [4], DLSI [8], KSVD 
[3], D-KSVD [6], LC-KSVD [1], FDDL [7], ADDL [11], 
DPL [9] and LRSDL [24]. Since DLSI and KSVD did not 
define an explicit classification model, we apply the same 
approach as SRC for DLSI and KSVD. In this study, five 
face databases (i.e., ORL [25], YaleB [26], UMIST [27], AR 
[28] and CMU PIE [29]), an object database (i.e., ETH80 
[30]) and a scene database (i.e., the fifteen scene categories 
database [31]) are used for the evaluations. Note that these 
datasets are widely used to evaluate the DL methods [1-11]. 
Details of these datasets are shown in Table II, in which we 
report the number of samples, dimension and the number of 
subjects. In our simulations, the images of ORL, AR, YaleB, 
CMU PIE, UMIST and ETH80 are all resized into 32×32 
pixels, thus each image can correspond to a data point in a 
1024-D space. For classification, we randomly split each set 
into a training set and a test set. For fair comparison to other 
algorithms, the classification accuracy is averaged over 10 
random splits of training and test samples to avoid the bias 
caused by randomness. We perform all simulations on a PC 
with Intel (R) Core (TM) i7-7700 CPU @ 3.6 GHz 8G.  
TABLE II.  
DESCRIPTIONS OF USED REAL-WORLD IMAGE DATABASES.  
Dataset Name # Samples # Dim # Classes 
ORL face 400 1024 40 
YaleB face 2414 504 38 
AR face 2600 540 100 
CMU PIE face 11554 1024 68 
UMIST face 1012 1024 20 
ETH80 object 3280 1024 80 
Fifteen scene categories 4485 3000 15 
A. Convergence Analysis 
We first analyze the convergence behavior by describing the 
objective function values. The ORL, AR, YaleB, CMU PIE, 
UMIST and ETH80 databases are used, and we select 5, 20, 
20, 30, 10 and 6 images from each subject for the training 
set respectively, and set the dictionary size as the number of 
training samples. For AR and YaleB, we set the number of 
atoms corresponding to an average of 5 items per person. 
To be consistent with the following recognition simulations, 
we apply the random face features [1-3][13][19] for AR and 
YaleB, and the dimensions of extracted features are 540 and 
504 respectively. The averaged results over 30 iterations are 
presented in Fig.2. We find that the objective function value 
of our RA-DPL is non-increasing in the iterations, and fi-
nally converges into a fixed value. The number of iterations 
in our RA-DPL is usually less than 20 in most cases.  
B. Parameter Selection Analysis 
We present the parameter sensitivity analysis of RA-DPL in 
this study. Since the parameter selection issue still remains 
an open problem, we use a heuristic way to select the most 
important parameters. Note that our RA-DPL includes three 
parameters (i.e., ,  and  ), thus we aim to fix one of the 
parameters and explore the effects of other two on the test 
performance by using the grid search strategy. In this study, 
the YaleB face database is used as an example. We use ran-
dom face features, i.e., each face image is projected onto a 
504-D vector by a generated matrix from a zero-mean nor-
mal distribution, and each row of matrix is l2 normalized. A 
half of face images is randomly chosen for training and the 
number of atoms is set to 760. For each pair of parameters, 
we average the results over 10 random splits of training and 
testing samples with varied parameters ,   and   from 
candidate set {10-5, 5×10-5, …, 10-1, 5×10-1, 5, 5×101, …, 
5×103}.The results of the parameter selection are illustrated 
in Fig.3. We can find that: (1) RA-DPL can generally per-
form well in a wide range of the selections of parameters 
  and   in each group, which means that our proposed 
RA-DPL is insensitive to   and  ; (2) a large value of 
  tends to decrease the recognition results, which may be 
because the locality preservation term associated with pa-
rameter   has a large effect on the performance.  
In addition to the above visual parameter analysis, we 
also investigate the effects of the three components in the 
objective function of our RA-DPL on the result by setting 
=0, 0  and 0  , respectively. In this simulation, four 
image databases, i.e., CMU PIE, UMIST, Fifteen scene and 
ETH80, are evaluated. We respectively train on 30, 5, 40 
and 6 images from each subject for CMU PIE, UMIST, 
Fifteen scene and ETH80, and the remaining images are 
used for testing. Moreover, the number of atoms is set to 
2040, 100, 450 and 480, respectively. The results are shown 
in the Table III. We can clearly find that when =0  (i.e., 
2
2,1
T
l l l
F
P X P is removed), the classification performance 
of our algorithm is decreased significantly. When 0  (i.e., 
the adaptive weight learning is removed), the performance 
is also inferior to the full model, implying that preserving 
the neighborhood relationship within each subject class is 
indispensable. When 0   (i.e., the discriminating function 
on the coding coefficients is removed), the performance of 
our algorithm is also decreased. By the above parameter 
analysis, we can easily conclude that the any component in 
the objective function of our method are all important for 
improving the performance of our algorithm.  
Additionally, we also carefully investigate the hyperpa-
rameter selection issues of the other evaluated competitors 
using the grid search strategy or linear search strategy from 
the same candidate set for fair comparison. For each meth-
od and hyperparameter, we repeat the results over 10 ran-
dom splits of training/test images, and the averaged image 
recognition accuracies are reported for the fair comparison. 
TABLE III 
COMPARISON OF RECOGNITION RESULTS ON CMU PIE, UMIST, FIFTEEN 
SCENES AND ETH80 UNDER DIFFERENT PARAMETERS.  
Datasets 
Methods 
CMU 
PIE 
UMIST 
Fifteen 
scenes 
ETH80 
RA-DPL with =0 , 0  , 0   
 
93.1% 86.0% 92.5% 95.0% 
RA-DPL with 0  , =0 , 0   
 
93.6% 87.5% 96.0% 96.7% 
RA-DPL with 0  , 0  , =0  
 
93.2% 88.6% 95.9% 96.5% 
RA-DPL with 0  , 0  0   
 
94.2% 92.1% 96.2% 98.1% 
 
  
            (a) ORL                       (b) AR 
  
           (c) YaleB                     (d) CMU PIE 
  
           (e) UMIST                     (f) ETH80 
Fig.2: Convergence behavior of RA-DPL on the evaluated databases, 
where the x-axis is the number of iterations and the y-axis represents the 
objective function values.  
 
                   (a)                                   (b)                                      (c) 
Fig.3: Parameter sensitivity of RA-DPL on YaleB face database, where (a) the effects of tuning  and  on the performance by fixing =0.00005 ; (b) 
the effects of tuning  and on the performance by fixing =0.0005 ; (c) the effects of tuning and  on the performance by fixing =0.00005 .  
     
             (a) DPL             (b) Zooming in of red region in (a)           (c) RA-DPL             (d) Zooming in of red region in (c) 
Fig.4: Visualization of the computed coding coefficients S over training data by DPL and our RA-DPL in the training phase.  
     
            (a) DPL              (b) Zooming in of red region in (a)             (c) RA-DPL           (d) Zooming in of red region in (c) 
Fig.5: Visualization of the approximated coefficients PY by embedding test data Y onto the projection P of DPL and our RA-DPL in testing phase. 
More importantly, the reported results of each method are 
all based on the best choice of tuned hyperparameters.  
C. Exploratory Data Analysis by Visualization 
We present the exploratory data analysis results by visual-
izing the coefficients, reconstruction error and reconstruc-
tion weights. UMIST face database is used and each person 
is shown in a range of pose from profile to fontal views. We 
select 10 images per person for training, 10 images from 
each person to form the test set Y for clear observation. The 
number of atoms is set to an average of 10 items per person.  
Visualization of sparse coefficients. We first illustrate 
the sparse coefficients (S) of both DPL and RA-DPL from 
the training process in Fig.4, where the right figure is the 
zooming in of the red rectangle in the left figure. We can 
find that: (1) the sparse coefficients of DPL and RA-DPL 
over various classes are strictly block-diagonal due to the 
dictionary pair learning scheme; (2) the coding coefficients 
of RA-DPL are more sparse than those of DPL due to the 
sparse l2,1-norm constraint on the analysis sub-dictionary. In 
addition, we also visualize the coefficients PY of DPL and 
RA-DPL over the test data Y from the testing phase in Fig.5. 
We can easily find that the block-diagonal structures of the 
computed coefficients by RA-DPL over various subjects in 
Y are clearer than those of DPL, and the connectivity in PY 
of our RA-DPL is better than that of DPL.  
Visualization of the reconstruction error on test data Y. 
Since we used the l2,1-norm to minimize the reconstruction 
error as much as possible, we would like to illustrate some 
quantitative evaluation results. More specifically, we apply 
the pre-learned dictionaries D and P to decompose Y into 
the recovered component DPY and an error part Y DPY , 
and compute the quantitative reconstruction error 

F
Y DPY  and peak signal-to-noise (PSNR) over recov-
ered data DPY . We visualize the decomposition process of 
RA-DPL and DPL in Fig.6, where we also show the recon-
struction error 
F
Y DPY  and PSNR. From Fig.6, we can 
observe that the recovered data by RA-DPL is more accu-
rate than that of DPL, since the reconstruction error by our 
RA-DPL is less than that of recent DPL, and the delivered 
PSNR value by our RA-DPL is also larger than that of DPL.  
D. Application to Image Recognition 
We evaluate each method for representing and recognizing 
three kinds of images, i.e., face image databases (i.e., YaleB, 
AR, CMU PIE and UMIST), ETH80 object image database, 
and the fifteen nature scene categories database. Note that 
Y                DPY              Y-DPY 
 
(a) DPL: PSNR (20.07dB) and reconstruction error ||Y-DPY||F= 3.25 
 
(a) RA-DPL: PSNR (26.41dB) and reconstruction error ||Y-DPY||F = 1.73 
Fig.6: The decomposition of test data Y into a recovered component DPY 
and an error component E=Y-DPY.  
 
   
       (a) YaleB             (b) AR           (c) CMU PIE 
   
      (d) UMIST          (e) ETH80       (f) Fifteen nature scenes 
Fig.7: Sample images of the evaluated real image databases.  
some examples of these databases are shown in Fig.7. The 
recognition results of RA-DPL are mainly compared with 
those of SRC, DLSI, KSVD, D-KSVD, LC-KSVD, COPAR, 
FDDL, DPL, LRSDL and ADDL. For each algorithm, the 
model parameters are carefully chosen for fair comparison.  
Face Recognition on YaleB database. This database has 
2414 images of 38 people. Each person has 63 face images 
taken during two sessions. In this study, we use the random 
face features [1-3][13][19] and the dimension is set to 504. 
We strictly follow the settings in [9] for this study, i.e., half 
of the images per class are randomly selected for training 
and the rest is used for testing. The dictionary contains 570 
atoms, corresponding to an average of 15 items per person. 
For each evaluated method, we repeat the experiments over 
10 random splits of training and testing face images, and the 
recognition accuracy is reported as the average of different 
runs in this study for the fair comparison. In this study, 
=0.0001, 0.005  and 0.0001   are used in our RA-DPL. 
The averaged recognition results are shown in Table IV, 
where the results of other compared methods are directly 
adopted from [9]. We can observe from the results that our 
RA-DPL outperforms its competitors under the same setting 
by achieving higher accuracies for this database.  
TABLE IV 
RECOGNITION RESULTS USING RANDOM FACE FEATURES ON YALEB.  
Evaluated Methods Mean  Std(%) 
SRC(all train. sample) 
 
96.5  0.85 
K-SVD(15 items) 93.1  0.85 
DKSVD(15 items) 94.1  0.80 
LC-KSVD1(15 items) 94.5  0.81 
LC-KSVD2(15 items) 95.0  0.79 
DLSI (15 items) 
 
 
97.0  0.77 
COPAR (15 items) 96.9  0.72 
FDDL(15 items) 
 
 
96.7  0.69 
DPL(15 items) 
 
97.5  0.64 
LRSDL(15 items) 97.3  0.65 
ADDL(15 items) 97.0  0.62 
 
 
Our RA-DPL(15 items) 97.8  0.59 
Face Recognition on AR database. This face database 
contains more than 4000 images from 126 people [11][28], 
and each person has 26 images taken during two sessions. 
Following the common evaluation procedures [1-3][12-14], 
the face set that contains 2600 images of 50 males and 50 
females is employed. We also follow [1-3][13][19] to use 
random face features with the dimensionality being 540. We 
choose 20 images per person randomly for training and test 
on the rest. The dictionary has 500 atoms, corresponding to 
an average of 5 items per class. -5=5 10 ,  1  and 0.01   
are set for our RA-DPL. The results are shown in Table V, 
where the results of compared methods are adopted from [1] 
[11] directly. We find that RA-DPL obtains the enhanced 
results than its competing methods under the same setting.  
TABLE V. 
RECOGNITION RESULTS USING RANDOM FACE FEATURES ON AR.  
Evaluated Methods Mean  Std(%) 
SRC (5 items, 20 labels) 66.5  3.89 
KSVD(5 items, 20 labels) 86.5  2.94 
DKSVD(5 items, 20 labels) 88.8  2.57 
LC-KSVD1(5 items, 20 labels) 92.5  2.04 
LC-KSVD2(5 items, 20 labels) 93.7  1.98 
DLSI(5 items, 20 labels) 
 
 
93.1  1.77 
FDDL(5 items, 20 labels) 
 
95.6  1.68 
DPL(5 items, 20 labels) 
 
95.8  0.89 
LRSDL(5 items, 20 labels) 96.8  0.90 
ADDL(5 items, 20 labels) 97.0  0.96 
Our RA-DPL(5 items, 20 labels) 97.7  0.44 
 
Face Recognition on CMU PIE database. CMU PIE 
face database contains 68 persons with 41368 face images 
as a whole. Follow the common procedures in [2][29], 170 
near frontal images per person are employed for simulations. 
This face subset consists of five near frontal pose (C05, C07, 
C09, and C29) and all images have different illuminations, 
lighting and expression. We also use random face features 
as [4][17] and set the dimension to 256. For recognition, we 
train on 20, 30, and 40 images person and test on the rest, 
and set the number of dictionary atoms to the number of 
training images. -5=10 , 0.005  and -55 10   are set in 
RA-DPL. The averaged results are described in Table VI, 
from which we can see that: (1) the recognition accuracy 
increases as the training number increases; (2) our RA-DPL 
is superior to its competitors in most cases, and the main 
reason for the improvement by RA-DPL can be attributed to 
keeping the local neighborhood information and its robust 
adaptive dictionary learning pair scheme.  
TABLE VI 
RECOGNITION RESULTS USING RANDOM FACE FEATURES ON CMU PIE.  
Evaluated 
Methods 
20 
Mean  Std(%) 
30 
Mean  Std(%) 
40 
Mean  Std(%) 
SRC 77.4  1.55 82.6  1.75 83.5  3.54 
KSVD 
 
78.9  1.63 83.0  1.72 84.3  3.33 
D-KSVD 80.2  1.42 83.5  1.51 85.9  3.15 
LC-KSVD1 81.3  1.22 85.0  1.38 87.1  2.83 
LC-KSVD2 81.5  1.11 85.9  1.31 87.2  2.77 
DLSI 
 
 
78.3  0.89 84.5  1.08 89.1  2.27 
COPAR 86.1  0.99 89.1  1.12 90.9  2.39 
FDDL 
 
 
84.7  0.96 89.5  1.06 91.2  1.96 
DPL 
 
86.5  0.85 89.4  1.02 90.3  1.81 
LRSDL 87.1  0.81 89.5  1.05 91.2  1.94 
ADDL 87.0  0.78 89.6  0.95 91.0  1.63 
Our RA-DPL 91.9  0.40 94.2  0.55 95.0  1.26 
Face Recognition on UMIST database. This database 
contains 1012 images of 20 individuals, and each individual 
is shown in a range of pose from profile to fontal views [27]. 
In this simulation, we randomly select 5 images per class 
for training and use other images for testing. The number of 
dictionary atoms is set to be the number of training samples. 
In this study, we normalize each sample to be unit l2-norm. 
=0.005, 0.05  and -55 10   are applied in our RA-DPL. 
The averaged results are shown in Table VII. We can find 
that our RA-DPL can obtain the enhanced results compared 
with other related algorithms. In addition, we also evaluate 
RA-DPL by using a smaller dictionary corresponding to 2 
items per person. Once again, we can see that our RA-DPL 
can outperform other competitors for face recognition.  
TABLE VII. 
RECOGNITION RESULTS ON THE UMIST DATABASE 
Evaluated Methods Mean  Std(%) 
SRC (5 items, 5 labels) 87.4  2.44 
KSVD(5 items, 5 labels) 87.7  2.49 
DKSVD(5 items, 5 labels) 87.2  2.13 
LC-KSVD1(5 items, 5 labels) 87.8  2.68 
LC-KSVD2(5 items, 5 labels) 88.6  1.95 
DLSI(5 items, 5 labels) 
 
 
87.1  2.14 
FDDL(5 items, 5 labels) 
 
87.5  1.64 
DPL(5 items, 5 labels) 
 
88.9  1.62 
LRSDL(5 items, 5 labels) 90.4  2.31 
ADDL(5 items, 5 labels) 90.9  1.73 
Our RA-DPL(2 items, 5 labels) 91.5  1.48 
Our RA-DPL(5 items, 5 labels) 92.1  1.51 
 
Scene Recognition on fifteen categories database. This 
database includes fifteen scenes, i.e., suburb, open country, 
mountain, coast, highway, forest, store, kitchen, industrial, 
office, living room, tall building, bedroom, street and inside 
city [31]. Each scene class has 200 to 400 images, and each 
image has about 250 300 pixels. Following [1], the spatial 
pyramid features by using a four-level spatial pyramid and a 
SIFT-descriptor codebook with size 200 are computed for 
simulations. The final spatial pyramid features are reduced 
to 3000 by PCA. Following the common settings in [1][5], 
we select 40 samples per class for training and test on the 
rest. The dictionary size is set to 450, corresponding to an 
average of 30 items over each class. -5=5 10 ,  -55 10    
and -55 10   are used in our RA-DPL method.  
We show the averaged recognition results in Table VIII, 
where we directly adopt the results of the other compared 
methods from [1][5]. We can find that our RA-DPL obtains 
higher accuracies than other models under the same setting. 
In addition, we also evaluate the recognition accuracy rates 
for individual scenes and Fig.8 shows some examples with 
the accuracies of each individual, from which we find that 
most of the confusion occurs between the indoor classes, for 
instance coast, mountain, and open country.  
TABLE VIII. 
RECOGNITION RESULTS USING SPATIAL FEATURES ON THE FIFTEEN SCENE 
CATEGORY DATABASE 
Evaluated Methods Mean  Std(%) 
SRC (all train. sample) 92.63  1.52 
KSVD(30 items, 40 labels) 85.62  1.45 
DKSVD(30 items, 40 labels) 87.32  0.95 
LC-KSVD1(30 items, 40 labels) 89.70  1.12 
LC-KSVD2(30 items, 40 labels) 91.60  1.10 
DLSI (30 items, 40 labels) 
 
 
91.80  1.25 
FDDL (30 items, 40 labels) 
 
92.16  0.92 
DPL (30 items, 40 labels) 
 
95.08  0.86 
LRSDL(30 items, 40 labels) 95.14  0.80 
ADDL(30 items, 40 labels) 95.47  0.77 
Our RA-DPL(30 items, 40 labels) 96.20  0.67 
 
  
 (1) bedroom, accuracy:97.1%       (2) suburb, accuracy:95.9% 
  
 (3) industrial, accuracy:98.9%      (4) kitchen, accuracy:97.3% 
  
 (5) living room, accuracy:98.9%    (6) coast, accuracy:93.1% 
  
  (7) forest, accuracy:96.8%         (8) highway, accuracy:99.2% 
  
 (9) inside city, accuracy:95.9%     (10) mountain, accuracy:92.4% 
  
 (11) open country, accuracy:91.3%  (12) street, accuracy:94.4% 
  
 (13) tall building, accuracy:95.2%   (14) office, accuracy:98.8% 
  
  (15) store, accuracy:98.9%      
Fig.8: Image examples from the individual classes of fifteen nature scene 
categories database.  
TABLE IX.  
RECOGNITION RESULTS ON THE ETH80 OBJECT DATABASE 
Evaluated Methods Mean  Std (%) 
SRC (6 items, 6 labels) 89.6  0.81 
KSVD(6 items, 6 labels) 91.2  0.79 
DKSVD(6 items, 6 labels) 91.2  0.42 
LC-KSVD1(6 items, 6 labels) 90.7  0.77 
LC-KSVD2(6 items, 6 labels) 91.5  0.85 
DLSI(6 items, 6 labels) 
 
 
92.7  0.91 
FDDL(6 items, 6 labels) 
 
93.2  0.35 
DPL(6 items, 6 labels) 
 
97.7  0.22 
ADDL(6 items, 6 labels) 97.9  0.20 
LRSDL(6 items, 6 labels) 97.7  0.21 
Our RA-DPL(6 items, 6 labels) 98.1  0.14 
 
  
 (1) apple, accuracy100%          (2) car, accuracy:100% 
  
  (3) cow, accuracy:100%          (4) cup, accuracy:100% 
  
   (5) dog, accuracy:100%          (6) horse, accuracy:100% 
  
 (7) pear, accuracy:100%          (8) tomato, accuracy:100% 
Fig.9: Image examples from the classes with highest accuracy rates from 
the ETH80 object database.  
Object Recognition on ETH80 database. ETH80 object 
database has totally 3280 images of 80 subcategories from 8 
big categories [30]. That is, it contains 8 big categories, 
including apple, car, cow, cup, dog, horse, pear and tomato. 
In each big category, 10 subcategories are included, each of 
which contains 41 images from different viewpoints. In this 
study, we follow [11] to perform dictionary learning based 
on discriminant features [33]. We select 6 images from each 
class for training and test on the rest. =10, 0.001  and 
0.5   are used in our RA-DPL. We show the averaged 
results in Table IX, from which we find that our RA-DPL 
achieves better performance than the other methods. ADDL 
also obtains promising results. In addition, we also evaluate 
the recognition rates for individual classes and show some 
image examples in the 8 object classes having 100 percent 
recognition accuracy rate in Fig.9.  
E. Image Recognition on Deep Convolutional Features 
We investigate the image recognition tasks against the deep 
convolutional features [36][38][42]. For the consideration 
of efficiency, we use deep features as a preprocessing step 
to reduce the dimensionality from 1024 to 800. The used 
deep feature learning framework has two convolution and 
max pooling layers. Specifically, the first convolution layer 
uses 5 5  convolution kernel to handle each image to 
produce 16 feature maps of dimension 28 28 , and the first 
pooling layer uses a 2 2 kernel and the stride length is 2 
pixels, so it can output 16 feature map of dimension14 14 . 
The second convolution layer uses 5 5  kernel to process 
each image to output 32 feature map of dimension10 10 , 
and the second max pooling layer uses the 2 2 kernel and 
sets the stride length to 2 pixels, therefore 32 feature map of 
dimension 5 5  can be obtained. Two real face databases, 
i.e., AR and CMU PIE, are evaluated in this study.  
TABLE X  
RECOGNITION RESULTS USING CONVOLUTION FEATURES ON AR.  
Evaluated 
Methods 
5 
Max acc 
5 
Mean  Std(%) 
10 
Max acc 
10 
Mean  Std(%) 
SRC (all train. sample) 75.67% 71.58  0.78 
KSVD 78.89% 76.24  2.19 80.82% 77.03  0.78 
D-KSVD 80.87% 78.65  1.82 84.30% 81.56  0.78 
LC-KSVD1 84.50% 82.53  1.55 86.67% 84.17  0.78 
LC-KSVD2 84.83% 83.16  1.64 86.93% 84.73  0.78 
DLSI 
 
 
87.17% 86.10  1.96 89.83% 87.05  0.78 
COPAR 88.67% 86.46  1.87 90.50% 89.50  0.78 
FDDL 
 
 
82.00% 78.00  2.73 89.50% 84.34  3.14 
DPL 
 
93.83% 92.28  1.34 94.00% 92.28  1.21 
LRSDL 90.33% 89.24  1.28 94.00% 93.23  1.25 
ADDL 93.80% 92.33  1.09 92.80% 91.70  0.86 
RA-DPL 95.33% 93.45  1.21 96.00% 94.60  1.05 
TABLE XI. 
RECOGNITION RESULTS USING CONVOLUTION FEATURES ON CMU PIE.  
Evaluated 
Methods 
20 
Mean  Std(%) 
30 
Mean  Std(%) 
40 
Mean  Std(%) 
SRC 64.30  1.12 68.56  1.48 70.25  2.06 
KSVD 75.62  1.02 77.23  1.18 79.15  1.76 
D-KSVD 79.18  0.83 82.26  1.21 85.28  1.58 
LC-KSVD1 84.56  0.68 88.92  0.97 90.52  1.27 
LC-KSVD2 85.10  0.63 89.25  0.84 91.17  1.08 
DLSI 
 
 
83.71  0.59 89.74  0.88 92.99  1.02 
COPAR 81.05  0.61 87.82  0.89 91.63  1.09 
FDDL 
 
 
78.81  0.69 83.28  0.93 86.40  1.48 
DPL 
 
88.05  0.35 91.97  0.56 93.75  0.88 
LRSDL 89.59  0.32 93.67  0.48 94.64  0.75 
ADDL 85.00  0.30 91.18  0.58 93.53  0.84 
RA-DPL 91.60  0.24 94.49  0.36 95.67  0.53 
Results on AR face database. In this simulation, we also 
randomly choose 5 and 10 images per person for training 
and use the rest for testing. The dictionary contains 500 and 
1000 atoms, corresponding to an average of 5 and 10 items 
each class. -5=5 10 ,  0.05  and 0.005  are used in our 
RA-DPL. We report the maximum accuracy (Max acc) and 
averaged accuracy (Mean acc) over different runs to be the 
final recognition results that are shown in Table X. From the 
results, we can find that: (1) our RA-DPL is superior to its 
competing methods in most cases; (2) a large dictionary 
with more atoms can produce better recognition results.  
Results on CMU PIE database. In this study, we choose 
20, 30 and 40 mages per person for training and use the rest 
for testing. We set the number of atoms to the number of 
training samples. -4=5 10 ,  0.5   and -45 10   are used 
in RA-DPL. We report the averaged results over different 
runs in Table XI. We see that: (1) the increasing number of 
training samples improves the performance of each method, 
since the labeled training data can provide the supervision 
information to improve the representation and classification 
powers potentially. Moreover, more supervision information 
are beneficial to higher accuracies as the number of training 
data is increased; (2) RA-DPL is superior to its competitors. 
LRSDL, DPL and ADDL can also work well by delivering 
better results than other remaining methods in most cases.  
F. Visual and Quantitative Investigation of Dictionaries 
We mainly evaluate the performance of the learned diction-
ary D of RA-DPL, and show the comparison results to sev-
eral related DL methods. We firstly visualize the dictionary 
for observation and then show the quantitative recognition 
results against varying dictionary sizes.  
Visualization of dictionary atoms. We mainly visualize 
the learned dictionary D of four structured DL methods and 
the UMIST face database is employed. We randomly select 
5 images per class for training and use the other images for 
testing. The dictionary contains 100 items, corresponding to 
an average of 5 items each class. For a fair comparison of 
learned dictionary D by each method, the dictionaries are 
initialized to be random matrices with unit F-norm and the 
number of iterations is set to 20. The visualization results of 
the learned dictionaries by structured DPL, ADDL, DLSI 
and our RA-DPL are illustrated in Fig.10. To measure the 
similarity between each class of dictionaries, we calculate 
the absolute value of the correlation coefficient between the 
dictionary atoms. Then, the resulting similarity matrix of 
each method is visualized using heat map. The visualization 
results of the heat map by each method are shown in Fig.11. 
From the heat maps, we can easily find that the similarities 
between each class of dictionaries by our RA-DPL are more 
accurate than those of DPL, ADDL and DLSI, because the 
heat maps of our RA-DPL contains less wrong inter-class 
connections and the connectivity within the sub-dictionaries 
of each class is also better than other methods. That is, the 
discriminating ability of the structured dictionary D by our 
RA-DPL will be stronger than those of other algorithms.  
Quantitative recognition evaluation results by varying 
dictionary sizes. Two face databases, i.e., MIT CBCL and 
CMU PIE, and the fifteen nature scene categories database 
are evaluated as the examples. The compared methods are 
LC-KSVD, DLSI, DPL, ADDL and FDDL. For CMU PIE, 
we still use random face features of dimension 256, choose 
30 samples per class for training and evaluate each method 
with varying sizes K of dictionary, i.e., K=340, 680, 1020, 
1360, 1700 and 2040 in Fig.11a. For the fifteen nature scene 
database, we follow [1][5] to choose 100 samples per class 
for training and evaluate each method with varying sizes K 
of the dictionary, i.e., K=75, 150, 225, 300, 375 and 450 in 
Fig.11b. For the MIT CBCL face database, it contains 3240 
face images of 10 persons [37], i.e., 324 images per person 
rendered from 3D head models. We normalize each image 
data to have unit 2l -norm. We choose 6 samples per class as 
    
           (a) our RA-DPL                    (b) DPL                       (c) ADDL                      (d) DLSI 
Fig.10: Visualization of the learned dictionary D of each structured DL algorithm on the UMIST face database.  
         (a) our RA-DPL                      (b) DPL                        (c) ADDL                       (d) DLSI 
Fig.11: Visualization of the heat map over the learned dictionary D by each structured DL algorithm on the UMIST face database.  
 
             (a) CMU PIE face                      (b) Fifteen nature scene categories                    (c) MIT CBCL face 
Fig.11: Quantitative recognition evaluation result of each algorithm vs. varying dictionary sizes on three real image databases. 
  
                     (a)                                       (b)                                       (c)  
Fig.12: Comparison of computational time in training and test phases on (a) CMU PIE (training set: 2040 images, test set: 9514 images); (b) AR (training 
set:2000 images, test set: 600 images); (c) ETH80 (training set:480 images, test set: 2800 images).    
training set and evaluate each method with varying sizes of 
dictionary, i.e., K=20, 30, 40, 50 and 60. The averaged re-
sults are shown in Fig.11c. We can observe that: (1) the 
performance of each method can be increased as the number 
of atoms increases in most cases; (2) RA-DPL obtains better 
results than its competitors. ADDL also performs well by 
obtaining promising results, followed by DPL and FDDL. 
LC-KSVD and DLSI are comparable with each other.  
G. Comparison of Computational Time  
We evaluate the training and testing time of our method and 
other competing methods in this study. The running time 
performance of our RA-DPL is mainly compared with those 
of DPL, ADDL, D-KSVD, LRSDL and LC-KSVD. Three 
databases, i.e., CMU PIE, AR and ETH80, are evaluated, 
and we use the same settings as Subsection D. We describe 
the averaged computational time (training and testing time) 
of each method over 10 runs in Fig.12, where the number of 
iterations is set to 20 for each method for fair comparison.  
  From the results, we find that: (1) DPL, ADDL and our 
RA-DPL are more efficient than LC-KSVD, D-KSVD and 
LRSDL in general. Specifically, DPL is the fastest method, 
followed by ADDL and our RA-DPL, respectively; (2) the 
testing phases of DPL and our RA-DPL are very efficient by 
delivering less training time than the other methods; (3) the 
required training time of LC-KSVD, D-KSVD and LRSDL 
are more than those of DPL, ADDL and our RA-DPL, since 
DPL, ADDL and our RA-DPL have clearly avoided using 
the costly l0/l1-norm for sparse representation.  
V. CONCLUDING REMARKS 
We have proposed a robust adaptive projective dictionary 
pair learning framework for the discriminative local sparse 
data representations. Our model improves the representation 
and discriminating abilities of existing projective dictionary 
pair learning from several aspects, i.e., enhancing the robust 
properties of the learning system to noise and corruptions in 
data, encouraging the coding coefficients to hold the sparse 
properties by efficient embedding, integrating the structured 
reconstruction weighting to preserve the local neighborhood 
within the coefficients of each class in an adaptive way, and 
including a discriminating function to ensure the intra-class 
compactness and inter-class separation over the coefficients 
at the same time. Due to the structured learning strategy and 
l2,1-norm regularization, RA-DPL learns each sub-dictionary 
separately for reconstructing the data within the same class 
and ensures the reconstruction error to be minimized.  
We have evaluated the effectiveness of our algorithm on 
some public databases. The investigated cases demonstrate 
superior performance by our RA-DPL, compared with some 
related models. In future, we will explore to incorporate the 
classifier training into the robust dictionary pair learning 
process. Besides, we will explore how to extend our model 
to the semi-supervised scenario to handle the case that the 
number of labeled data is limited [12][46]. Extending our 
method to the deep dictionary learning scenario [55-56] and 
evaluating it on large-scale datasets will also be discussed.  
APPENDIX I: RELATIONSHIP ANALYSIS 
We illustrate some important connections to our RA-DPL.  
A. Connection to the DPL algorithm [9] 
We first show that DPL is a special case of our RA-DPL. 
Recalling the objective function of our RA-DPL in Eq. (9), 
if we constrain =0, =0  , problem in Eq. (9) is reduced to 
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which can be formulated as the following approximate one 
by expressing the l2,1-norm with the trace equation:  
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where B is a diagonal matrix with each diagonal entry being 
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play a very similar role, supposing that we simply use an 
identity matrix to replace the diagonal matrix B and remove 
the sparse regularization on analysis dictionary, the reduced 
formulation is just the problem of existing DPL.  
B. Connection to the FDDL algorithm [7] 
We also discussed the connection between our RA-DPL and 
the following simplified FDDL model [7]:  
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where lM and M denotes the mean matrices with lm and m as 
column vectors, llS  is the representation coefficients of lX  
over lD , the constraint 
2
jj l fF
D S  can ensure that each 
sub-dictionary has poor representation for other classes, jlS  
is the representation coefficients of lX over jD , and f is 
a small positive scalar. Recalling the problem of RA-DPL in 
Eq.(9), suppose that the ideal condition that T Tl lX P  can best 
fit TlS  is satisfied, that is, 
T T T
l l lS X P , and if we further 
constrain parameters 0  and =0 , the objective function 
of our RA-DPL in Eq.(9) can be reduced to 
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which can be formulated as the following approximate one 
by expressing the l2,1-norm with the trace equation:  
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whereV is a diagonal matrix with each diagonal entry being 
 ,
2
0.5 / 
i
T T T
i i l l lV X S D . By comparing Eqs.(27) and (29), 
we can find that RA-DPL and FDDL adopt a discriminative 
coefficients learning term to ensure the discriminant power 
of coding coefficients. The difference between FDDL and 
RA-DPL are twofold. First, FDDL employs a discriminative 
fidelity manner to gain the discriminative dictionary, while 
our RA-DPL uses the dictionary-pair learning mechanism to 
enhance the discriminative power of dictionary. Second, 
FDDL clearly uses the discriminative coefficients learning 
term
2 2 2
l l lF F F
S M M M S     to achieve the inter-class 
discrimination and intra-class compactness at the same time, 
but such operation cannot ensure the mean lm  of the class 
i to be far away from the mean  jm i j  of the class j. In 
contrast, RA-DPL can potentially ensure the mean matrix 
iM  of the class i to be far away from the mean of the other 
classes by directly maximizing
2
l l l l
F
N P X M .  
ACKNOWLEDGMENTS 
We want to express our sincere gratitude to the anonymous 
referee and their comments that make our paper a higher 
standard. This work is partially supported by the National 
Natural Science Foundation of China (61672365, 61732008, 
61725203, 61622305, 61871444, 61806035), High-Level 
Talent of the "Six Talent Peak" Project of Jiangsu Province 
(XYDXX-055) and the Fundamental Research Funds for 
the Central Universities of China (JZ2019HGPA0102). Dr. 
Zhao Zhang is the corresponding author of this paper.  
REFERENCES 
[1] Z. Jiang, L. Z. Lin, and S. Davis, “Label consistent K-SVD: Learning 
a discriminative dictionary for recognition,” IEEE Transactions on 
Pattern Analysis and Machine Intelligence, vol. 35, no. 35, pp. 2651- 
2664, 2013.  
[2] Z. Zhang, F.Z. Li, T. W. S. Chow, L. Zhang, and S.C. Yan, “Sparse 
Codes Auto-Extractor for Classification: A Joint Embedding and 
Dictionary Learning Framework for Representation,” IEEE Trans. 
Signal Processing, vol. 64, no.14, pp. 3790-3805, 2016.  
[3] M. Aharon, M. Elad, and A. Bruckstein, “K-SVD: An Algorithm for 
Designing Overcomplete Dictionaries for Sparse Representation,” 
IEEE Trans. Signal Processing, vol. 54, no. 1, pp. 4311-4322, 2006. 
[4] J. Wright, M. Yang, A. Ganesh, S. Sastry, and Y. Ma, “Robust Face 
Recognition via Sparse Representation,” IEEE Trans. on Pattern 
Analysis and Machine Intelligence, vol. 31, no. 2, pp. 210-227, 2009.  
[5] Z. Li, Z. Lai, Y. Xu, J. Yang, and D. Zhang, “A Locality-Constrained 
and Label Embedding Dictionary Learning Algorithm for Image 
Classification,” IEEE Trans. Neural Networks and Learning Systems, 
vol.28, no.2, pp.278-293, 2017.  
[6] Q. Zhang and B. Li, “Discriminative K-SVD for Dictionary Learning 
in Face Recognition,” In: Proc. IEEE Conf. Computer Vision and 
Pattern Recognition, San Francisco, CA USA, pp.2691-2698, 2010. 
[7] M. Zhang, L. Zhang, X. Feng, and D. Zhang, “Sparse Representation 
based Fisher Discrimination Dictionary Learning for Image 
Classification,” International Journal of Computer Vision, vol.109, 
no.3, pp. 209-232, 2014.  
[8] I. Ramirez, P. Sprechmann, G. Sapiro, “Classification and Clustering 
via dictionary learning with structured incoherence and shared 
features,” In: Proc. IEEE Conf. Computer Vision and Pattern 
Recognition, CA USA, pp. 3501-3508, 2010.  
[9] S. Gu, L. Zhang, W. Zuo, and X. Feng, “Projective dictionary pair 
learning for pattern classification,” Proc. Conf. Neural Information 
Processing Systems, Montreal, QC, Canada, 2014.  
[10] Z. Zhang, W. Jiang, F. Li, M. Zhao, B. Li and L. Zhang, “Structured 
Latent Label Consistent Dictionary Learning for Salient Machine 
Faults Representation based Robust Classification,” IEEE Trans. on 
Industrial Informatics, vol.13, iss.2, pp.642-654, 2017. 
[11] Z. Zhang, W. Jiang, J. Qin, L. Zhang, F. Li, M. Zhang and S.Yan, 
"Jointly Learning Structured Analysis Discriminative Dictionary and 
Analysis Multiclass Classifier," IEEE Trans. on Neural Networks and 
Learning Systems, 2017.  
[12] W. Jiang, Z. Zhang, F. Li, L. Zhang, M. Zhao, and X. Jin, “Joint label 
consistent dictionary learning and adaptive label prediction for 
semi-supervised machine fault classification,” IEEE Transactions on 
Industrial Informatics, vol. 12, no. 1, pp. 248-256, 2016.  
[13] Q. Qiu, Z. L. Jiang, and R. Chellappa, “Sparse Dictionary-Based 
Representation and Recognition of Action Attributes,” In: Proc. 
IEEE Int’l Conf. Computer Vision, 2011.  
[14] M. Elad and M. Aharon, “Image denoising via sparse and redundant 
representations over learned dictionaries,” IEEE Transactions on 
Image processing, vol. 54, no. 12, pp. 3736-3745, 2006.  
[15] R.Rubinstein, A. Bruckstein, and M. Elad, “Dictionaries for sparse 
representation modeling,” Proceedings of the IEEE, vol.98, no.6, 
pp.1045-1057, 2010.  
[16] L. Qiao, S. Chen, and X. Tan, “Sparsity preserving projections with 
applications to face recognition,” Pattern Recognition, vol.43, no.1, 
pp. 331-341, 2010.  
[17] Z. Zhang, Y. Zhang, F. Z. Li, M. B. Zhao, L. Zhang and S. C. Yan, 
“Discriminative Sparse Flexible Manifold Embedding with Novel 
Graph for Robust Visual Representation and Label Propagation,” 
Pattern Recognition, vol. 61, pp. 492-510, Jan 2017.  
[18] D. Cai, X. He, and J. Han, “Graph regularized nonnegative matrix 
factorization for data representation,” IEEE Trans. Pattern Analysis 
and Machine Intelligence, vol. 33, no.8, pp.1548-1560, 2011.  
[19] Z. Jiang, G. Zhang, and L. Davis, “Submodular Dictionary Learning 
for Sparse Coding,” In: Proc. IEEE Conf. Computer Vision and 
Pattern Recognition, 2012.  
[20] J. Leeuw, “Block-relaxation algorithms in statistics,” In: Information 
Systems and Data Analysis. Springer, pp. 308-324, 1994.  
[21] R.E. Wendell, and A.P. Hurter Jr, “Minimization of a non-separable 
objective function subject to disjoint constraints,” Operations 
Research, vol.24, no. 4, pp. 643-657, 1976.  
[22] J. Gorski, F. Pfeuffer, K. Klamroth, “Biconvex sets and optimization 
with biconvex functions: a survey and extensions,” Mathematical 
Methods of Operations Research. Vol. 66, pp. 373-407, 2007.  
[23] M. Yang, D. Dai, L. Shen, L.V. Gool, “Latent Dictionary Learning 
for Sparse Representation based Classification,” In. Proc. IEEE Conf. 
Computer Vision and Pattern Recognition, 2014.  
[24] T. H. Vu, and V. Monga, “Fast low-rank shared dictionary learning 
for image classification,” IEEE Trans. Image Processing, vol. 26,no. 
11,pp. 5160-5175, 2017.  
[25] F. Samaria, and A. Harter, “Parameterisation of a stochastic model 
for human face identification,” In: Proc. IEEE Winter Conf. on 
Applications of Computer Vision, pp.138-142, 1994.  
[26] A.Georghiades, P.Belhumeur, and D. Kriegman, “From Few to Many: 
Illumination cone Models for Face Recognication under Variable 
Lighting and Pose,” IEEE Trans. on Pattern Analysis and Machine 
Intelligence, vol.23, no.6, pp.643-660, 2001.  
[27] D. Graham, and N. Allinson, “Characterizing virtual eigensignatures 
for general purpose face recognition,” Face Recognition: From 
Theory to Applications, volume 163 of NATO ASI Series F, Computer 
and Systems Sciences, pp.446-456, 1998.  
[28] A. Martinez, “The AR face database,” CVC technical report, 1998.  
[29] T. Sim, S. Baker, and M. Bsat, “The CMU pose, illumination, and 
expression (PIE) database,” In: Proceedings of IEEE International 
Conf. on Automatic Face and Gesture Recognition, pp.53-58, 2002.  
[30] B. Leibe and B. Schiele, “Analyzing appearance and contour based 
methods for object categorization,” In: Proc. IEEE Conf. Computer 
Vision and Pattern Recognition, Madison, WI, USA, 2003. 
[31] S. Lazebnik, C. Schmid, and J. Ponce, “Beyond Bags of Features: 
Spatial Pyramid Matching for Recognizing Natural Scene 
Categories,” In: Proc. IEEE Conf. Computer Vision and Pattern 
Recognition, New York, NY, pp.2169-2178, 2006.  
[32] S. Kong, D. Wang, “A dictionary learning approach for classification 
separating the particularity and the commonality,”In: Proc. European 
Conference on Computer Vision, Springer, pp. 186-199, 2012.  
[33] K. Fukunaga, Introduction to Statistical Pattern Recognition. 2nd ed., 
Boston, MA, USA: Academic, 2002.  
[34] Z. Zhang, L. Jia, M. B. Zhao, G.C. Liu, M. Wang and S. C. Yan, 
"Kernel-Induced Label Propagation by Mapping for Semi-Supervised 
Classification," IEEE Trans. Big Data, vol.5, no.2, pp.148-165, 2019.  
[35] D.D. Lee and H.S. Seung, “Algorithms for Non-Negative Matrix 
Factorization,” Advances in Neural Information Processing Systems  
13, MIT Press, 2001.  
[36] B. Chen, J. Li, B. Ma, and W. Gang, “Discriminative dictionary pair 
learning based on differentiable support vector function for visual 
recognition,” Neurocomputing, vol.272, pp. 306-313, 2018.  
[37] B. Weyrauch, J. Huang, B.Heisele, and V. Blanz, “Component-based 
Face Recognition with 3D Morphable Models,” In: Proceedings of 
the IEEE Workshop on Face Processing in Video, Washington, 2004.  
[38] V. Singhal, K. Aggarwal H, S. Tariyal, M. Angshul, “Discriminative 
Robust Deep Dictionary Learning for Hyperspectral Image 
Classification,” IEEE Trans. on Geoscience and Remote Sensing, vol. 
55, no. 9, pp. 5274-5283, 2017.  
[39] W. Fu, S. Li, L. Fang, and J. Atli Benediktsson, “Contextual Online 
Dictionary Learning for Hyperspectral Image Classification,” IEEE 
Transactions on Geoscience and Remote Sensing, vol. 56, no. 3, pp. 
1336-1347, 2018.  
[40] A. Krizhevsky, I. Sutskever, G.E. Hinton, “Imagenet classification 
with deep convolutional neural networks,” In: Advances in Neural 
Information Processing Systems, pp. 1106-1114, 2012. 
[41] J. Hu, and Y. Tan, “Nonlinear dictionary learning with application to 
image classification,” Pattern Recognition, vol.75, pp.282-291, 2018.  
[42] C.C Hsu,W. Lin C, “CNN-Based Joint Clustering and Representation 
Learning with Feature Drift Compensation for Large-Scale Image 
Data,” IEEE Transactions on Multimedia, vol. 20, pp,421-429, 2018.  
[43] Y. Yang, H. T. Shen, Z. G. Ma, Z. Huang, and X. Zhou, “L2, 1-Norm 
Regularized Discriminative Feature Selection for Unsupervised 
Learning,” In: Proceeding of International Joint Conferences on 
Artificial Intelligence, 2011.  
[44] C. Hou, F. Nie, X. Li, D. Yi, and Y. Wu, “Joint Embedding Learning 
and Sparse Regression: A Framework for Unsupervised Feature 
Selection,” IEEE Trans. Cybernetics, vol.44, no.6, pp.793-804, 2014.  
[45] Y. Sun, Z. Zhang, W. Jiang, G. Liu, M. Wang, and S. Yan, "Robust 
Discriminative Projective Dictionary Pair Learning by Adaptive 
Representations," In: Proceedings of the International Conference on 
Pattern Recognition, Beijing, China, 2018.  
[46] Z. Zhang, Y. Zhang, G. Liu, J. Tang, S. Yan, M. Wang, "Joint Label 
Prediction based Semi-Supervised Adaptive Concept Factorization 
for Robust Data Representation," IEEE Transactions on Knowledge 
and Data Engineering, Jan 2019.  
[47] G. Liu, Z. Zhang, Q. Liu and H.Xiong, "Robust Subspace Clustering 
with Compressed Data," IEEE Transactions on Image Processing, 
vol.28, no.10, pp.5161-5170, Oct 2019 7.  
[48] L. Wang, B. Wang, Z. Zhang, Q. Ye, L. Fu, G. Liu and M. Wang, 
"Robust Auto-weighted Projective Low-Rank and Sparse Recovery 
for Visual Representation," Neural Networks, May 2019.  
[49] S. Li, M. Shao and Y. Fu, “Person Re-identification by Cross-View 
Multi-Level Dictionary Learning,” IEEE Trans. Pattern Analysis and 
Machine Intelligence (T-PAMI), vol.40, no.12, pp.2963-2977, 2018.  
[50] J.J. Thiagarajan, K. N.Ramamurthy and A. Spanias, "Learning Stable 
Multilevel Dictionaries for Sparse Representations," IEEE Trans. on 
Neural Networks and Learning Systems, vol.26 , no.9, pp.1913-1926, 
2015.  
[51] K. Li, Z. Ding, S. Li, Y. Fu, “Towards Resolution-Invariant Person 
Re-identification via Projective Dictionary Learning,” IEEE Trans. 
Neural Networks and Learning Systems (T-NNLS), Nov 2018. DOI: 
10.1109/TNNLS.2018.2875429.  
[52] Z. Zhang, J. Ren, W. Jiang, Z. Zhang, R. Hong, S. Yan and M. Wang, 
"Joint Subspace Recovery and Enhanced Locality Driven Robust 
Flexible Discriminative Dictionary Learning," IEEE Transactions on 
Circuits and Systems for Video Technology, June 2019. 
[53] Z. Zhang, W. Jiang, Z. Zhang, S. Li, G. Liu, J. Qin, "Scalable Block- 
Diagonal Locality-Constrained Projective Dictionary Learning," In: 
Proceedings of the International Joint Conference on Artificial 
Intelligence, Macao, China, pp.4376-4382, Aug 2019.  
[54] Z. Zhang, Y. Sun, Z. Zhang, Y. Wang, G. Liu, M. Wang, "Learning 
Structured Twin-Incoherent Twin-Projective Latent Dictionary Pairs 
for Classification," In: Proceedings of the 19th IEEE International 
Conference on Data Mining, Beijing, China, Oct 2019.  
[55] Z. Ding, M. Shao and Y. Fu, “Deep robust encoder through locality 
preserving low-rank dictionary,” In: Proc. European Conference on 
Computer Vision, pp.567-582, 2016.  
[56] S. Wang, Z. Ding,Y. Fu. “Marginalized denoising dictionary learning 
with locality constraint,” IEEE Transactions on Image Processing 
vol. 27, no.1, pp.500-510, 2018.  
 
 
 
Yulin Sun is working toward the research degree at 
School of Computer Science and Technology, Soochow 
University, China, supervised by Dr. Zhao Zhang. His 
current research interests mainly include data mining, 
machine learning and pattern recognition. Specifically, 
he is very interested in desingig advanced and robust 
dictionary learning algorithms for image representation 
and recognition.  
 
 
Zhao Zhang (SM’17- ) received the Ph.D. degree from 
the Department of Electronic Engineering (EE), City 
University of Hong Kong, in 2013. He is now a Full 
Professor at the School of Computer Science & School 
of Artificial Intelligence, Hefei University of Technology, 
Hefei, China. Dr. Zhang was a Visiting Research Engi-
neer at the National University of Singapore from Feb to 
May 2012. He then visited the National Laboratory of 
Pattern Recognition (NLPR) at Chinese Academy of Sciences from Sep to 
Dec 2012. During Oct 2013 and Oct 2018, he was an Associate Professor 
at the School of Computer Science and Technology, Soochow University, 
Suzhou, China. His current research interests include Multimedia Data 
Mining & Machine Learning, Image Processing & Computer Vision. He 
has authored/co-authored over 80 technical papers published at prestigious 
journals and conferences, such as IEEE TIP (4), IEEE TKDE (6), IEEE 
TNNLS (4), IEEE TSP, IEEE TCSVT, IEEE TCYB, IEEE TBD, IEEE TII 
(2), ACM TIST, Pattern Recognition (6), Neural Networks (8), Computer 
Vision and Image Understanding, Neurocomputing (3), IJCAI, ACM Mul-
timedia, ICDM (4), ICASSP and ICMR, etc. Specifically, he has published 
18 regular papers in IEEE/ACM Transactions journals as the first-author or 
corresponding author. Dr. Zhang is serving/served as an Associate Editor 
(AE) for IEEE Access, Neurocomputing and IET Image Processing. Be-
sides, he has been acting as a Senior PC member or Area Chair of ECAI、
BMVC、PAKDD and ICTAI, and a PC member for 10+ popular prestigious 
conferences (e.g., CVPR、ICCV、IJCAI、AAAI、ACM MM、ICDM、
CIKM and SDM). He is now a Senior Member of the IEEE.  
 
 
Weiming Jiang is working toward the research degree at 
School of Computer Science and Technology, Soochow 
University, China. His research interests include pattern 
recognition, machine learning and data mining. He has 
authored or co-authored papers published in IEEE Trans. 
on Neural Networks and Learning Systems (TNNLS), 
IEEE Transactions on Circuits and Systems for Video 
Technology (TCSVT), ACM International Conf. on Mul-
timedia Retrieval (ACM ICMR), IEEE Trans. on Industrial Informatics 
(TII), and the IEEE International Conf. on Data Mining (ICDM).  
 
 
 
Zheng Zhang received the M.S and Ph.D. degrees from 
Harbin Institute of Technology in 2014 and 2018, re-
spectively. His Ph.D. Thesis won the Distinguished 
Ph.D. Dissertation Award of The Chinese Institute of 
Electronics. He visited the National Laboratory of Pat-
tern Recognition (NLPR) at the Chinese Academy of 
Sciences (CAS), Beijing, China. He was a Research 
Associate at The Hong Kong Polytechnic University, 
Hongkong, China, and was a Postdoctoral Research Fellow at The Univer-
sity of Queensland, Australia. Currently, he is an Assistant Professor at 
Harbin Institute of Technology, Shenzhen, China. He has authored or 
co-authored over 40 technical papers published at prestigious international 
journals and conferences, including the IEEE TPAMI, IEEE TNNLS, IEEE 
TIP, IEEE TCSVT, CVPR, ECCV, AAAI, IJCAI, SIGIR, and ACM Mul-
timedia. He received the Best Paper Award from the 2014 International 
Conference on Smart Computing. His current research interests include 
machine learning and computer vision.  
 
 
 
Li Zhang (M’08-) is currently a Professor at the School 
of Computer Science and Technology, Soochow Univer-
sity, Suzhou, China. She obtained her Bachelor and PhD 
degrees from Xidian University in 1997 and 2002, re-
spectively. She was a postdoc researcher at the Shanghai 
Jiaotong University from 2003 to 2005. His research 
interests include pattern recognition, machine learning, 
and data mining. She has authored/co-authored more 
than 90 technical papers published at prestigious international journals and 
conferences, including IEEE TNNLS, IEEE TSP, IEEE Trans. SMC Part B, 
Information Sciences, Pattern Recognition, Neural Networks, etc.  
Shuicheng Yan (F’16- ) received the Ph.D. degree from 
the School of Mathematical Sciences, Peking University, 
in 2004. He is currently the Dean's Chair Associate 
Professor at National University of Singapore, and also 
the chief scientist of Qihoo/360 company. Dr. Yan's 
research areas include machine learning, computer vi-
sion and multimedia, and he has authored/ co-authored 
hundreds of technical papers over a wide range of research topics, with 
Google Scholar citation over 20,000 times and H-index 66. He is ISI 
Highly-cited Researcher of 2014-2016. He is an associate editor of IEEE 
Trans. Knowledge and Data Engineering, IEEE Trans. on Circuits and 
Systems for Video Technology (IEEE TCSVT) and ACM Trans. Intelligent 
Systems and Technology (ACM TIST). He received the Best Paper Awards 
from ACM MM’12 (demo), ACM MM’10, ICME’10 and ICIMCS'09, the 
winner prizes of classification task in PASCAL VOC 2010-2012, the win-
ner prize of the segmentation task in PASCAL VOC 2012, 2010 TCSVT 
Best Associate Editor (BAE) Award, 2010 Young Faculty Research Award, 
2011 Singapore Young Scientist Award and 2012 NUS Young Researcher 
Award. He is a Fellow of the IEEE and IAPR.  
 
 
 
Meng Wang is a Professor in the Hefei University of 
Technology, China. He received the B.E. degree and 
Ph.D. degree in the Special Class for the Gifted Young 
and signal and information processing from the Univer-
sity of Science and Technology of China (USTC), Hefei, 
China, respectively. His current research interests in-
clude multimedia content analysis, search, mining, 
recommendation, and large-scale computing.  He has 
authored 6 book chapters and over 100 journal and conference papers in 
these areas, including IEEE TMM, TNNLS, TCSVT, TIP, TOMCCAP, 
ACM MM, WWW, SIGIR, ICDM, etc. He received the paper awards from 
ACM MM 2009 (Best Paper Award), ACM MM 2010 (Best Paper Award), 
MMM 2010 (Best Paper Award), ICIMCS 2012 (Best Paper Award), ACM 
MM 2012 (Best Demo Award), ICDM 2014 (Best Student Paper Award), 
PCM 2015 (Best Paper Award), SIGIR 2015 (Best Paper Honorable Men-
tion), IEEE TMM 2015 (Best Paper Honorable Mention), and IEEE TMM 
2016 (Best Paper Honorable Mention). He is the recipient of ACM 
SIGMM Rising Star Award 2014. He is/has been an Associate Editor of 
IEEE Transactions on Knowledge and Data Engineering (TKDE), IEEE 
Transactions on Neural Networks and Learning Systems (TNNLS) and 
IEEE Transactions on Circuits and Systems for Video Technology 
(TCSVT). He is a senior member of the IEEE.  
 
