Abstract. We revisit von Neumann's determination of the representations of the canonical commutation relations in Weyl form. We present an exposition of the original insights set within the convenient notational framework of symplectic structures. We study von Neumann's projection operator and show how the complex phase space representation arises.
Introduction
The purpose of this paper is to revisit von Neumann's proof [17] of the equivalence of any representation of the Heisenberg commutation relations, in Weyl's exponentiated form, to a direct sum of the Schrödinger representation. We also show that von Neumann's method leads naturally to the representation of the commutation relations on a space of holomorphic functions on complex phase space.
We begin with a summary of the principal results.
We work with a finite-dimensional real vector space X with symplectic structure ω, and a complex Hilbert space H. By a Weyl projective representation of (X, ω) we mean a mapping W that associates to each x ∈ X a unitary operator W (x) on H that depends strongly continuously on x in the sense that X → H : x → W (x)v is continuous for every v ∈ H, and for which W (x)W (y) = e for all x, y ∈ X. We say that W is irreducible if H = {0} and H is the only nonzero closed subspace mapped into itself by W (x) for every x ∈ X. The scalar multiplier on the right hand side of (1.1) disappears when we consider the action of W (x) on the projective space P 1 (H) whose points are the one dimensional subspaces of H; thus W specifies a genuine action of the additive group X on P 1 (H). For many basic physical systems the phase space can be coordinatized in terms of a configuration space L and a corresponding momentum space which is the dual space L * . Thus suppose that we have a linear mapping
that makes the symplectic space (X, ω) isomorphic to L * ⊕ L with its standard symplectic structure ω L given by ω L (p, q), (p , q ) = p , q − p, q , (
for all p, p ∈ L * and q, q ∈ L, with ·, · being the pairing of L * and L. Using the isomorphism (1.2) and a Weyl projective representation W of (X, ω), we define operators
and
for all q ∈ L and p ∈ L * ; then from the condition (1.1) we can verify that these operators satisfy the Weyl commutation relations This approach, introduced by Weyl [31] , provides an enormously fruitful mathematically precise formulation of the commutation relations (2.1) of quantum mechanics. Following von Neumann [17] we prove several results in section 4. We summarize the main results here. The first result demonstrates a kind of semisimplicity of representations of the type W . Theorem 1.1. Let W be a Weyl projective representation of a finitedimensional symplectic vector space (X, ω) on a Hilbert space H. Then H is the direct sum H = α∈I H α , of a family of closed subspaces H α , orthogonal to each other, such that W restricts to an irreducible representation on each H α .
Next, in addition to the fundamental uniqueness of irreducible Weyl projective representations there is a form of Schur's Lemma for such representations. Theorem 1.2. Let W j be an irreducible Weyl projective representation of a finite-dimensional vector space (X, ω) on a Hilbert space H j , for j ∈ {1, 2}. Then there is a unitary isomorphism S : H 1 → H 2 for which
for all x ∈ X. Moreover, if S : H 1 → H 2 is also a unitary isomorphism for which (1.6) holds with S in place of S, then there is a c ∈ U (1) such that S = cS.
This result has a trace of resemblance to the type of reasoning used by Frobenius and Schur [11, sec. 3] in their study of representations over the real number field. Theorem 1.2 implies that if W is an irreducible Weyl projective representation and B : X → X is an isomorphism that preserves the symplectic structure then there is a unitary isomorphism S B for which W (Bx) = S B W (x)S for all x, y ∈ X, where | · | J in the exponent on the right is the norm for the inner product ·, · J related to the symplectic form ω by (1.8).
The existence and uniqueness, under suitable additional conditions, of a 'vacuum vector' v 0 has played a fundamental role in the study of quantum field theories where the symplectic space X is infinite dimensional.
Next we show how the methods of von Neumann [17] lead naturally to the complex phase realization of an irreducible Weyl projective representation of X. We equip the real vector space X with a complex structure by defining iv def = Jv for all v ∈ X, where J is as in (1.8) . Then x, z c def = x, z J + iω(x, z) = ω(x, Jz) + iω(x, z) (1.10)
is a hermitian inner product on the complex vector space X. x,z c F (z − x) (1.11)
for F ∈ HL 2 , x ∈ X, specifies an irreducible Weyl projective representation of X.
The uniqueness of irreducible Weyl projective representations is usually known as the Stone-von Neumann theorem (Stone [27] outlined an argument for this result and his work on groups of unitary operators is central to the theory).
Standard expositions of the Stone-von Neumann theorem can be found in many texts, including Folland [4] and Hall [12] . Our objective is to present the ideas in von Neumann's original proof, highlighting the role of the ideas of Frobenius, Schur and Weyl that provided the intellectual backdrop to the proof.
It is of course also of great interest to study the impact of the result itself on later developments. For this we refer to the paper of Rosenberg [21] for an extensive discussion of the relationship of von Neumann's result to developments in representation theory, such as the works of Mackey, Howe, Shale and Weil. The paper of Howe [15] explains the important role of the Heisenberg group in harmonic analysis and beyond. We also refer to the elegant paper of Varadarajan [30] for an overview of Mackey's work in this context as well as a broad perspective on ideas related to the commutation relations.
We have used notation and terminology from symplectic geometry; the role of the symplectic form was explicit in the work of Weyl [31, page 26 top] and implicit in the computations in von Neumann's proof. We have also used the Heisenberg group for convenience of presentation; all the results can be restated with minor changes in language so as to refer only to the Weyl commutation relations. The 'Heisenberg group', a term with different formal definitions, is essentially present in the work of Weyl [31] , although he did not state its definition as a group explicitly.
The CCR: Heisenberg and Weyl formulations
Heisenberg's original canonical commutation relation (CCR) [13, eq. (16) ] as further developed in Born and Jordan [2, eq. (37) and (38)] involves infinite matrices P and Q that satisfy the relation
where = h/(2π), with h being Planck's constant. It was already recognized at the time [2, page 870 footnote] that P and Q would be unbounded in some sense. The matrices P and Q have square-summable rows and columns (as the entries are related to transition intensities) and this property makes it possible to work with them as closed, densely defined, and indeed self-adjoint, operators on a Hilbert space H. The pathological features of infinite matrices were explored by von Neumann [16] , from which it became clear that it is best to work with densely defined operators rather than the corresponding matrices. Since the domain of [P, Q] is not the entire Hilbert space H, the commutation relation (2.1) needs to be handled with care. (For related results concerning commutators of unbounded operators in this context we refer to the works of Putnam [19, 20] , Wielandt [33] and Winter [34] . There is a very large body of literature, both historical and original, on the subject and we do not attempt to survey this here.) Weyl [31] formulated the canonical commutation relation (2.1) in terms of the exponentiated operators U (q) = e i q P and V (p) = e i p Q , which are unitary operators defined on all of H. Working with a system with N degrees of freedom, with self-adjoint position operators Q 1 , . . . , Q N and self-adjoint operators P 1 ,..., P N , corresponding to the canonically conjugate momenta, Weyl's formulation [31, after eqn. (35) ] of the canonical commutation relations is summarized by the relation
where
3) 4) and ω st is the standard symplectic form on R N × R N , given by
The direct counterpart of the matrix commutation relation (2.1) in Weyl's form [31, eqn. (35) ] is
This formulation of the CCR is not logically equivalent to any simple direct (let alone literal) interpretation of the Heisenberg-Born-Jordan matrix commutation relation (2.1) in terms of self-adjoint operators. Hall [12, sec 12.2 and Example 14.5] describes an example of operators Q and P (the context is that of a particle confined to a box, so that Q is bounded) that do not satisy the Weyl CCR but do satisfy the Heisenberg commutation relation on a dense subspace of the Hilbert space. We refer to Hall [12] for more on this as well as an extensive analysis of the uncertainty relation. We can restate (2.2) in coordinate-free form as follows. Let X be a finite-dimensional real vector space equipped with a symplectic form ω. Then W associates to each x ∈ X a unitary operator W (x) on a complex Hilbert space H, such that
for all x, y ∈ X. This formulation is essentially contained in Weyl [31, eq. after (35) and eq. (37)]. In the terminology stated in the Introduction, W is a Weyl projective respresentation of the symplectic space (X, ω) is it satisfies (2.7) for all x, y ∈ X and if x → W (x) is strongly continuous. Following the ideas of Schur [23, 24] , W leads to a representation (not just a projective one) of a group that is an abelian extension of X. For this group we take 8) with composition law
We call H X the Heisenberg group H X . (This name is more often used for the 'covering group' R × X.) The element (1, 0) is the identity element, and we have:
for all (s, x), (s , x ) ∈ H X . The multiplication law (2.9) originates in Weyl [31, page 26] , where the commutator relation (2.10) was also noted [31, eq (35) ]. From (2.9) it is clear that (s, x) lies in the center of H X if and only if ω(x, x ) ∈ 2π Z for every x ∈ X, which means that ω(x, x ) is 0 for all x ∈ X and, by nondegeneracy of ω, this holds if and only if x = 0; thus
From the Weyl projective representation W of (X, ω) we obtain a representation, which let us denote again by W , of the group H X by setting
In the converse direction, suppose W is a unitary representation of H X on a Hilbert space H. Then, considering the restriction of W to the subgroup U (1) × {0}, we see that H is the direct sum of closed subspaces H (n) , with n running over the set Z of integers, such that
Let us write 15) which shows that each W (x) maps H (n) into (and onto as well) itself:
Since W is a representation of H X and
ω(x,y) , x + y) for all x, y ∈ X,
(2.17) for all x, y ∈ X and all n ∈ Z. The case n = 1 results in (2.7).
It is convenient to work with the Planck-scaled symplectic form Ω = n ω, (2.18) so that the Weyl relation (2.17) becomes
Of course, in the case n = 0 the form Ω is 0 and the relation (2.17) implies that W is a unitary representation of the additive group X. Our interest is only in the case n = 0. We see from the composition law (2.9) that for any non-negative Borel function f on H X and any (s , x ) ∈ H X we have
where ds is the unit-mass Haar measure on U (1) and dx is the translation invariant measure arising from the symplectic volume form
Hence dsdx is invariant under right translations; similarly, it is also invariant under left translations, and is thus a bi-invariant Haar measure on H X .
Background from Frobenius' theory
A key strategy used by von Neumann extends a technique from Frobenius' theory [6, 7, 8, 9 , 10] of characters of finite groups. Although Frobenius used characters, not representations, in his early work, let us, for our purposes, state the results in terms of representations.
A representation ρ of a finite group G on a vector space V associates to each g ∈ G and linear mapping ρ(g) : V → V in such a way that
for all g 1 , g 2 ∈ G, and ρ(e) = I, where e is the identity element in G and I : V → V is the identity map.
For a finite group G, Frobenius considered the group ring C[G] whose elements are functions a : G → C, viewed as formal sums
where a * b is the convolution given by
The regular representation R of G on the vector space C[G] is given by
and this is indecomposable if it is not 0 and is not the sum of two nonzero idempotents a and b for which ab is 0 (in which case ba would also have to be 0, since (4), and Theorem I] also developed a criterion for an idempotent to be indecomposable, which we now summarize (from [29, Prop 4.7] ). Proposition 3.1. Let A be the finite dimensional C-algebra given by
, where G is a finite group. If an element t ∈ A satisfies the condition tAt = Ct = {λt : λ ∈ C} (3.5) and t 2 = 0 then the representation of G on At given by left multiplication:
Proof. The condition (3.5) implies, in particular, that
for some c ∈ C; this scalar c is not zero because t 2 = 0. Then the element
is a nonzero idempotent. The condition (3.5) means that every y ∈ A, tyt = f y t for some f y ∈ C. 
Then pvp = (v + w)v(v + w) = v + 0 = v, and so, by (3.7), it follows that v is a multiple of p:
Since both p and v are idempotents, we have c 2 v = c v , and so c v is 0 or 1, which means that either v = 0 or v = p. Thus, p is indecomposable. Consequently, the restriction of the regular representation of G to C[G]p, which is the same as At, is irreducible. QED Let us observe that for any u ∈ A the mapping
is C-linear. Then to say that the element p is an idempotent means that P p is a projection mapping in the sense that
The condition (3.6) can be expressed in terms of P t as
where R is the regular representation as in (3.3). The irreducible subrepresentation space At is obtained then by picking the special element u in the range of P t and taking the linear span of {R(g)t : g ∈ G}. However, we can also use any other nonzero element v in the range of P t ; such an element is of the form v = ta 0 for some a 0 ∈ A and so tv = v. Right multiplication x → xv gives the mapping
which is A-linear (that is, intertwines the representations of G on At and on Av) and surjective. Schur's Lemma then implies that r v is an isomorphism (for the kernel ker r v is a subspace of At that is invariant under the action of G and so, since R is irreducible on At, this kernel is 0). Thus, to obtain an irreducible representation we may choose any nonzero v in the range of P t and take the subspace spanned by
This is the strategy used in von Neumann's construction as we shall see in section 4.
Frobenius' method using idempotents provides a key idea behind von Neumann's strategy in proving uniqueness of the representations of the Weyl commutation relations. Ideas from Frobenius had been applied successfully by Peter and Weyl [18] to representations of compact groups, but the Weyl commutation relations involve the non-compact group H X ; von Neumann's work introduced a special idempotent u and used techniques that exploited the special features of Weyl's exponentiated commutation relations.
Unitary representations of the Heisenberg group
In this section we employ the ideas of Frobenius discussed in section 3 to work out the unitary representations of the Heisenberg group associated to a symplectic space. Our discussion follows, in essence, von Neumann [17] . However, we use a coordinate-free formulation in order to make the role of the symplectic structure clearer.
As before X is a real vector space of finite dimension 2N , equipped with a symplectic structure ω, and
which is a group under the multiplication law (2.9). We work with a unitary representation W of H X on a complex Hilbert space H, and write
(4.1) The Hilbert space H decomposes into a direct sum of closed subspaces H (n) , for n ∈ Z, where W (s, 0) acts by multiplication by s n on H (n) for all s ∈ U (1). For each x ∈ X the operator W (x) maps H (n) into itself. Then x → W (x) is a Weyl projective representation of the symplectic space (X, nω), when W (x) is restricted to H (n) .
Let us fix a linear mapping
that satisfies
and for which the pairing
is an inner product on X. Let us note that J preserves the inner product ·, · J :
Consequently J also preserves the Lebesgue measure corresponding to this inner product. Moreover, the symmetry of ·, · J implies that J interacts with ω in a simple way:
= ω(x, y). 
where a is any integrable function on X. In (4.6) the integration is with respect to any choice (normalization) of Lebesgue measure dx on X, for instance the one that arises from the volume form corresponding to the symplectic structure on X.
The operator T (a) is the analog of the group ring element a ∈ C[G]. More precisely, it corresponds to the image of a by the representation W ; in this way, T (a) goes back to the (matrix corresponding to) the 'group determinant', the earliest notion, investigated by Dedekind, that led to Frobenius' development of the theory of characters.
The bounded operator T (a) on the Hilbert space H is uniquely specified by requiring that
which is clearly linear in w, conjugate linear in v, and is bounded as follows:
(This was noted by von Neumann [17, page 573] .) It is then readily checked that we have the following analog of (3.3):
for all x ∈ X and a ∈ L 1 , where
From (4.8) we see that
Proposition 4.1. Let (X, ω) be a finite-dimensional symplectic vector space, H X = U (1) × X the corresponding Heisenberg group, and W a unitary representation of H X on a Hilbert space H, such that W (s, 0) = s n for all s ∈ U (1), where n is fixed integer and we assume that n = 0. Let T (a) be as in (4.6) and
Then:
where the "convolution" a * Ω b is defined by
for Lebesgue-almost-every x ∈ X. (ii) for any Borel a ∈ L 1 (X) and any y ∈ X we have
where e iΩ(y,·) a is the function on X whose value at any x is e iΩ(y,x) a(x).
(iv) T preserves adjoints:
for all a ∈ L 1 (X), where
for all x ∈ X, so that, in particular, T (a) is self-adjoint if a is real-valued and symmetric.
Property (iii) will be crucial in proving that any two irreducible representations of the Weyl commutation relations are unitarily equivalent. It appears in von Neumann [17, pages 574, 575] . The convolution relation (4.11) was noted in [17, pages 574] . The formula (4.11) is the analog of Frobenius's convolution in the group algebra C[G] noted in (3.2). Proof. The relation (4.11) follows directly by computing T (a)T (b), and the first relation in (4.12) also follows directly. The second relation in (4.12) follows from (2.10).
To prove (iii), let us suppose T (a) = 0. Then
Then, for all v, w ∈ H, we have, by (ii),
for all y ∈ X. Now the left side is the Fourier transform of the function v, a(·)W (·)w evaluated at the point n Jy (on using the relation (4.3) connecting ω and the inner product ·, · on X). Then by injectivity of the Fourier transform it follows that v, a(x)W (x)w = 0 for almost every x ∈ X.
(4.15)
Since this holds for all v, w ∈ H and W (x) = 0 if H = {0}, it follows that a = 0 in L 1 (X). Here we need to make use of separability of the finite dimensional space X and continuity of the representation W . (It appears from [17, pages 572] that von Neumann worked only with separable Hilbert spaces so that this complication did not arise in his proof.) To be precise, let us choose a fixed nonzero vector w ∈ H; then choosing a countable dense subset D of X we see by continuity of the mapping x → W (x)w that the complex rational linear span H 0 w of {W (x)w : x ∈ D} is dense in the closed linear span H w of {W (x)w : x ∈ X}. We have already seen that for each vector v ∈ H there is a set Part (iv) is verified without difficulty. QED Before proceeding let us make a simpler observation in the spirit of part (iii) in the preceding result. Suppose
Then for all y ∈ X we have
Since y ∈ X is an arbitrary element, we see by non-degeneracy of Ω that z = 0. Thus W is faithful. (Recall that here, as before, we assume n = 0.) The following Gaussian integration result will be useful:
Lemma 4.1. Suppose ω is a symplectic form on a finite-dimensional vector space X = {0} of dimension dim X = 2N . Then there is a linear isomorphism J : X → X with
and for which
is an inner product on X. Moreover,
where the integration is with respect to Lebesgue measure relative to the inner product ·, · .
Proof. If dim X = 2 there exist e 1 , e 2 ∈ X for which ω(e 1 , e 2 ) = 1. Next assuming dim X > 2 we can write X as a direct sum of Re 1 + Re 2 and a subspace Y that is ω-orthogonal to e 1 and e 2 . Then ω is symplectic on Y . Thus, peeling off pairs like (e 1 , e 2 ) inductively, we obtain a basis e 1 , e 2 , . . . , e 2N of X such that ω(e j , e k ) = 0 if |j − k| = 1, and ω(e 2j−1 , e 2j ) = 1 for all j ∈ {1, . . . , N }.
Let J : X → X be the linear map specified by J(e 2j−1 ) = e 2j and J(e 2j ) = −e 2j−1 for all j ∈ {1, . . . , N }. Then ·, · , as defined in (4.17), is orthonormal on e 1 , . . . , e 2N and so is an inner product on X (in particular, it is symmetric). As seen directly from the definitions of J and the inner product, J preserves this inner product.
For standard Gaussian measure on a real vector space X equipped with an inner product, we have the useful identity X e w·x (2π)
for all w ∈ X c , the complexification of X, where
is the complex bilinear extension of the inner product X × X → R : (x, y) → x, y . Applying this to w = y − iJy, for any y ∈ X, we have and we observe that
This establishes the identity (4.18). QED Now, following the strategy of von Neumann [17, pages 575, 578], let us consider the special operator T (e), where e is the Gaussian function on X given by e(x) = e
|x| 2 , (4.23) using the metric corresponding to the symplectic form Ω by means of Lemma 4.1. The following result from von Neumann [17, pages 575, 578] is the key to determining the representations of the Weyl commutation relations.
Proposition 4.2. Let X be a (2N )-dimensional vector space equipped with a symplectic form ω, and n = 0 a fixed integer. Suppose W is a unitary representation of the Heisenberg group H X = U (1) × X on a Hilbert space H. Assume that W (s, 0) = s n I for all s ∈ U (1). Denote W (1, x) by W (x) for all x ∈ X. Let e be the function given above in (4.23) using the metric corresponding to the symplectic form Ω = n ω. Then the operator
for all y ∈ X. In particular, the operator
is an orthogonal projection operator in the Hilbert space H. Moreover, P (e) = 0 if H = {0}.
We will call P (e) the von Neumann projection.
Note that the integration in (4.24) is with respect to the volume measure dx induced by the symplectic form n ω. The relation (4.25) is the analog of the Frobenius criterion in Proposition 3.1, especially in the formulation (3.10), for an idempotent to be indecomposable. Von Neumann [17, page 578] remarks on the influence of Frobenius' ideas, developed for finite groups, in his proof. It is interesting to note in this context that in Weyl's presentation [32, section 14] of the determination of irreducible representations of the symmetric groups, he remarks that he is following "a train of thought communicated to the author in a letter from J. v. Neumann"; specifically the Frobenius criterion is Theorem 14.4 in Weyl's presentation. Proof. In the following computations all integrals of the form X A(x) dx, for operator-valued functions A, are defined as before in (4.7) and all applications of Fubini's theorem in interchanging integrals are then readily checked to be valid. Using Ω = n ω, we have:
Ω(x,y) W (x) dx (4.27) on using (2.17) for W (x)W (y) and replacing x by x − y. Proceeding further in a similar way we obtain
Inserting the explicit form of the function e(·) we then have 29) where, in the last step, we used
by applying (4.18), with (y + z)/2 instead of y. Taking y = 0 in (4.29) we see then that P (e) = (2π) −N T (e) is an idempotent. Since e is a real-valued symmetric function it follows from Proposition 4.1(iv) that T (e) is a self-adjoint operator, and so P (e) is in fact an orthogonal projection operator. Since e = 0 we know from Proposition 4.1(iii) that T (e) = 0. QED The important computation in (4.28) and (4.29) is essentially from von Neumann [17, page 575].
Next we have a major step towards semisimplicity.
Proposition 4.3. Suppose (X, ω) is a finite-dimensional symplectic vector space, H X = U (1) × X is the corresponding Heisenberg group, and W is a unitary representation of H X on a Hilbert space H with W (s, 0) = s n I for all s ∈ U (1), where n = 0 is a fixed integer. Then W is the direct sum of subrepresentations W j on subspaces H j , such that, for each such j, there is a vector v j ∈ H j for which {W (x)v j : x ∈ X} has dense linear span in H j , and
for all x, y ∈ X.
Note that the inner product in (4.30) is independent of j. This is a crucial observation in establishing the essential uniqueness of irreducible representations, stated precisely below in Proposition 4.4. Considering the linear span of {W (x)v j : x ∈ X} is analogous to the procedure discussed after (3.10) in the context of Frobenius' theory. Proof. By Proposition 4.2, the orthogonal projection operator
is nonzero on any nonzero Hilbert space on which the operators W (x) act. Let {v j } j∈I be an orthonormal basis of the closed subspace
which is the range of P . Let
In particular, H j is invariant under the action of W (g) for all g ∈ H X . For any x, y ∈ X, we have 33) and so the subspaces H j are mutually orthogonal:
This is invariant under the action of W , since so is each H j . Hence M ⊥ is also invariant under the action of W (g) for all g ∈ H X . But then the operator T (e) would map M ⊥ into itself and would be nonzero by Proposition 4.2 if M ⊥ = {0}. But then there would be a nonzero subspace in M ⊥ which would be the range of P e |M ⊥ ; this, however, is impossible since M contains the vectors v j that span the range P e (H). Hence M ⊥ = {0}. QED Let us note that the proof uses the crucial relation (4.25) in the calculations (4.32) but what is actually used is not the exact relation (4.25) but rather just that for all y ∈ Y there is a complex number f (y) for which T (e)W (y)T (e) = f (y)T (e), (4.34) and that T (e) is nonzero and self-adjoint:
The observation that the inner product (4.30) is independent of j leads to the following result, which states the essential uniqueness, up to unitary equivalence, of certain basic representations of H X (which will turn out to be the irreducible ones).
Proposition 4.4. Suppose W 1 and W 2 are unitary representations of H X on Hilbert spaces H 1 and H 2 , respectively, such that, for some nonzero n ∈ Z, we have
Suppose, moreover, that for each x ∈ X there is an element v j (x) ∈ H j such that the linear span of {v j (x) : x ∈ X} is dense in H j , and
ω(x,y) v j (x + y) (4.37)
for all x, y ∈ X and j ∈ {1, 2}. Then there is a unitary isomorphism
Looking back at Proposition 4.3 we see then that the subrepresentations W j into which a given representation W of H X (satisfying W (s, 0) = s n I for all s ∈ U (1)) is decomposed are all unitarily equivalent to each other. Proof. The first relation in (4.37) has the geometric significance that the triangle with vertices at v 1 (x), v 1 (y) and v 1 (z) is Euclidean congruent to the triangle with vertices at v 2 (x), v 2 (y) and v 2 (z), for any x, y, z ∈ X. Less geometrically, the equality of inner products given by the first relation in (4.37) implies that
for all c 1 , . . . , c n ∈ C and x 1 , . . . , x n ∈ X. In particular
Hence there is a well-defined linear map S : Span{v 1 (x) : x ∈ X} → Span{v 2 (x) : x ∈ X} that maps v 1 (x) to v 2 (x) for every x ∈ X:
(4.40)
Moreover, S is an isometry. Consequently S extends to a unitary isomorphism H 1 → H 2 . Next
for all x, y ∈ X, and so
A general element g ∈ H X is of the form g = (s, 0)(1, x), and W j (g) = s n W j (x), and so we have the desired result (4.38). QED We show now that a representation of the type described in the preceding Proposition actually exists. Proposition 4.5. Let H X = U (1) × X be the Heisenberg group for a finite-dimensional symplectic vector space X, and n = 0 an integer.
There is a nonzero Hilbert space H (n) on which there is a unitary representation W (n) of H X , with
such that there exists a vector v ∈ H (n) for which the linear span of {W (n) (x)v : x ∈ X} is dense in H (n) . Furthermore,
for all x, y ∈ X, where v(z) = W (n) (z)v for all z ∈ X.
For the proof we will use a certain very useful representation of H X on the Hilbert space L 2 (H X ) (using Haar measure, as discussed in (2.20)). The left regular representation R w of the group . On the other hand, Proposition 4.4 says that any two representations of H X that have the properties (4.42) and (4.43) are unitarily equivalent. Thus to obtain the existence of a representation W (n) for which (4.42) and (4.43) hold we need only show the existence of a unitary representation of H X on a nonzero Hilbert space for which (s, 0) acts as s n I for all s ∈ U (1). We will produce such a representation as a subrepresentation of the left regular representation R w on L 2 (H X ). For each n ∈ Z, let H n be the subspace consisting of all functions in
Thus each R w (g) maps H n into itself and R w (s, 0) acts by multiplication by s n . QED Next we show that every unit vector in the range of the projection operator P (e) gives rise to a subspace on which there is an irreducible representation of H X . Proposition 4.6. Let W be a unitary representation of the Heisenberg group H X , associated to a finite dimensional symplectic vector space (X, ω), such that W (s, 0) = s n I for all s ∈ U (1), for some integer n = 0. Suppose v is a nonzero vector in the range of the projection operator P (e) defined in (4.26). Then P (e) restricted to the closed subspace H v spanned by W (x)v, with x running over X, has range Cv. Moreover, the restriction of the operators W (·) to the subspace H v is irreducible.
Proof. For any x ∈ X we have P (e)W (x)v = P (e)W (x)P (e)v = e(x)v using (4.25).
(4.47)
Taking linear combinations and limits we see that P (e) maps the closure H v of the linear span of {W (x)v : x ∈ X} onto Cv. Now suppose H 1 is a nonzero closed subspace of H v that is mapped into itself by W (x) for all x ∈ X. Then P (e) maps H 1 into itself and the restriction P (e)|H 1 is a nonzero projection by Proposition 4.2. Taking any nonzero w in the range of P (e)|H 1 , we see from what we proved above that w = P (e)w is a multiple of v. Hence v is in H 1 and so H 1 = H v . QED Let us note here as well that the property of the von Neumann projection P e , which arises by scaling the nonzero self-adjoint operator T (e), that is really used (in the computation (4.47)) is not the exact form (4.25) but the weaker form (4.34).
The strategy of producing a projection operator whose rank determines whether a representation is irreducible or not has found use elsewhere. For example, there is a relationship between irreducible representations of a semisimple group and positive definite spherical functions on the group (for more on this we refer to Helgason [14, section IV.3]); establishing this relationship involves arguments similar to von Neumann's projection method.
The second part of Theorem 1.2 follows from the following form of Schur's Lemma for the Heisenberg group: Proposition 4.7. Let W be an irreducible unitary representation of a Heisenberg group H X on a Hilbert space H 0 such that W (s, 0) = s n I for all s ∈ U (1), for some integer n = 0. Suppose S : H 0 → H 0 is a continuous linear map such that
Then S is a multiple of the identity; that is, there exists k ∈ C such that Sw = kw for all w ∈ H 0 .
Proof. Let P (e) be the non-zero projection operator given by (4.26), and v a nonzero vector in the range of P (e). Then it follows on using Proposition 4.6 that the linear span of {W (x)v : x ∈ X} is a dense subspace of H 0 , and the range of P (e) is Cv. Since SW (x) = W (x)S for all x ∈ X it follows from the definition of P (e) that SP (e) = P (e)S and so
which is in Cv; thus
and so S = kI on the linear span of {W (x)v : x ∈ X}, which is a dense subspace of H 0 . Since S is bounded linear it follows that S = kI. QED We can summarize all our observations about the Weyl commutation relations, as described through representations of the Heisenberg group, in the following result. Theorem 4.1. Suppose W is a unitary representation, on a Hilbert space H, of the Heisenberg group H X = U (1) × X associated to a finitedimensional symplectic space X, such that, for some fixed nonzero integer n, we have W (s, 0) = s n I for all s ∈ U (1). Then the representation W is the direct sum of irreducible subrepresentations all of which are isomorphic to each other. Moreover, if S 1 , S 2 : H 0 → H 1 are unitary isomorphisms, where H 0 carries an irreducible unitary representation W of H X , such that
for all g ∈ H X then S 1 = cS 2 for some constant c ∈ U (1).
This result, when specialized to the case n = 1, yields Theorems 1.1, 1.2, and 1.3. By restricting to the subspace spanned by {W (y)T (e)v : y ∈ X} we can obtain an explicit form of the irreducible representation of H X and hence of the Weyl commutation relations. We develop this idea in the following section.
We have always assumed that the integer n in the preceding discussions is nonzero. If n = 0 for a representation W then
In this case W is obtained from Stone's theorem [28, page 648] on unitary multiparameter groups. If we identify X with R 2N by any linear isomorphism then there are commuting self-adjoint operators Q 1 , . . . , Q N , P 1 , . . . , P N (coming from a common spectral measure defined on the Borel σ-algebra of X R 2N ) such that
for all (p 1 , . . . , p N , q 1 , . . . , q N ) ∈ R 2N . This case is, of course, irrelevant to the quantum mechanical commutation relations between position and momentum coordinates.
The von Neumann projection P e
We turn now to a discussion of von Neumann's specific choice (4.23) of the function e as a Gaussian; von Neumann's paper gives no hint of how he chose this function. In this section we explore how one might reach the Gaussian choice. (We thank the referee for urging us to explore this point.) We also explore the range of the von Neumann projection P e . This section is in the nature of a discussion and we have not structured the results and reasoning into formal statements and proofs.
We use the framework and notation from earlier sections. Briefly, (X, ω) is a (2N )-dimensional symplectic vector space, H X = U (1) × X is the corresponding Heisenberg group as specified by the composition law (2.9). We work with a Weyl projective unitary representation of the symplectic space (X, ω) as discussed in (1.1) on a Hilbert space H.
The function e(·)
We have observed before that in the determination of the representations of H X the exact form of the identity (4.25) was not used but rather a weaker form given in (4.34) along with the fact that T (e) is a nonzero self-adjoint operator:
T (e) * = T (e) = 0.
We have noted this earlier both in the context of (4.34) and in the remark following the proof of Proposition 4.6. Thus the essence of Frobenius' criterion in the context is encapsulated in the relation (4.34). Our objective now is to examine how far this determines the function e(·) itself. Let us assume that e and f are functions on X, defined almost everywhere, such that: (i) e ∈ L 1 (X), (ii) the operator T (e) satisfies (5.1), and (iii) the Frobenius criterion
holds for almost every y ∈ Y , where, as before,
Because T (e) is nonzero and self-adjoint we see by Proposition 4.1(iii) and (iv) that the function e is nonzero in L 1 (X) and e(−x) = e(x) for almost every x ∈ X.
The assumption e ∈ L 1 (X) is needed to ensure that T (e) is defined. For the arguments below we will make an additional assumption: e ∈ L 2 (X). Choosing v, w ∈ H for which T (e)v, w = 0 we see from (5.2) that
for almost all y ∈ X. The right hand side here is defined for all y ∈ X and is continuous in y. We redefine f to make (5.5) hold for all y ∈ X (our goal is to pin down the function e as much as possible). Thus we will take f to be a continuous function. We show now that f (0) = 0. Setting y = 0 in (5.2) and using T (e) * = T (e) we have
for all v ∈ H; taking v ∈ H to be such that T (e)v = 0 we conclude that
In the equation (5.2) both sides are continuous functions of y (with the operator space over H equipped with the strong topology) and so in fact (5.2) holds for all y ∈ X:
The computation (4.28) shows that
ω(x,y+z) dx.
The convolution-style integral specifying R(y, z) is defined for Lebesgue almost all z ∈ X and is an integrable function of z because
Thus (5.7) means that the relation (5.6) can be stated as
So, by the injectivity of T (Proposition 4.1(iii)), for all y ∈ Y :
This relation is thus equivalent to the original condition (5.6). The integral (5.8) defining R(y, z) exists for every y, z ∈ X because of our assumption that e ∈ L 2 (X). We show now that, for every y ∈ X, the function z → R(y, z) is continuous. To this end we observe that 12) where in the last term we replaced x by z −x in the integration. The term in the penultimate line goes to 0 as z → z because, as is well known, for
is continuous. The term in the last line also goes to 0 as z → z by the dominated convergence theorem, the dominating function being 4e
. Thus for each y the right hand side of (5.10) is continuous in z.
Taking y = 0 in the relation (5.11) and dividing by f (0), which is = 0, we redefine the function e, after modification on a set of measure 0, by Taking y = 0 we obtain
if e(0) were 0 this would imply, since f (0) = 0, that the function e is identically zero, which we know is not true. Hence
From (5.16) we see that the function f is related to e is a simple way:
Returning then to (5.14) we have
for all y, z ∈ X. As noted after (5.11) this condition is equivalent to the original condition (5.6), provided we use the continuous version of the function e. Let us observe that if e satisfies (5.19) then so do the functions e − and e J given by
If e satisfies (5.19) then so does any translate e a = e(· − a), but e * a might not be equal to e a , and then T (e a ) would not be self-adjoint. Taking y = z in (5.19) and then translating x → x + y we have where F is the Fourier transform. Applying F again we have
and comparing with the standard formula
for all x ∈ X. The function φ is even and not identically zero and so
We obtain a specific choice for e by taking e to be an even function, satisfying e(Jx) = e(x) for all x ∈ X, and
The simplest eigenfunction of the Fourier transform is the Gaussian e −|x| 2 /2 ; this gives, up to scaling, von Neumann's choice for the function e(·): e −|x| 2 /4 . (5.26) More generally, there is an orthogonal basis of L 2 (X) comprised of Hermite polynomials times the Gaussian e −|x| 2 /2 and such functions are eigenfunctions for the Fourier transform. We have so far used only a special case of the restrictive condition (5.19) on e(·). The other potential choices for e(·) could perhaps be eliminated by a full use of condition (5.19) .
Functions in the range of P e We work with a continuous, nonzero function e ∈ L 1 (X) ∩ L 2 (X), for which
for all y, z ∈ X, (5.27) where c is a constant. We also scale e and set e(0) = 1.
Finally, to get to the von Neumann projection operator we will assume that the function e is "self-adjoint" in the sense of (5.4).
Let W be a unitary representation of H X on L 2 (X) that satisfies
for all b, x ∈ X. It may be checked readily that W does indeed define a unitary representation of the Heisenberg group H X . The operator P e is a scaled version of T (e):
where c is the constant in (5.27) . This gives the von Neumann projection associated to the representation W , provided that the function e is also self-adjoint as in (5.4). We take an isomorphism J : X → X for which J 2 = −I and
is an inner product on X; as consequence
Our next objective is to identify some functions that lie in the range of the von Neumann projection operator P e associated to W . To this end let us consider the function f a on X given by
where a is any fixed element of X. Our next objective is to show that the function f a lies in the range of the von Neumann projection P e .
By definition of W , we have
The element T (e)f a ∈ L 2 (X) is given by the requirement that for any g ∈ L 2 (X) we have
Here let us note that from (5.33) it is clear that
and so
Since e is in L 1 it follows then that the integrand in the last line of (5.34) is in L 1 (X × X; dx db). By Fubini's theorem we can interchange the integrations over b and over x to obtain
(5.36)
By an argument entirely analogous to (5.35), with the roles of x and b interchanged, we check that
for all x ∈ X. (5.37)
Since (5.36) holds for all g ∈ L 2 (X) we conclude that
for almost every x ∈ X. Then, with the first equation below valid for almost every x ∈ X and all others valid for all x ∈ X, we have Let us recall that the von Neumann projection P e is obtained by scaling T (e) to an idempotent:
Using the normalization e(0) = 1, we then have
which means that f a is in the range of P e . where we used the property (4.5) of ω, the self-adjointness of e, and the relation (5.27). Thus, using the normalization e(0) = 1, we have
Setting a = b gives the norm formula
We now use the explicit form of e given by e(x) = e where |x| 2 = x, x computed using the inner product given by means of J and ω.
It will be convenient for our purposes to work with the functions f a normalized to have the value 1 at 0:
where f a (0) = e(−Ja) which is nonzero. Then
The exponent on the right hand side acquires a significance when we introduce an appropriate complex structure on X. Let us define multiplication of vectors in X by complex numbers by requiring that for all a, b ∈ X. Consequently,
if u and v are ·, · c -orthogonal. Let u 1 , . . . , u N be nonzero vectors in X that are orthogonal with respect to the pairing ·, · c , and let
and a 0 = 0. Then
Hence, by the argument in (4.32), we obtain mutually orthogonal irreducible subspaces from the elementsf a k −f a k−1 in the range of P e :
the subspaces spanned by {W (x)(f a j −f a j−1 ) :
Thus we have N orthogonal subspaces of the Hilbert space L 2 (X) that are invariant under the action of W . More examples of invariant subspaces can be obtained by using elementsf ν in the range of P e of the form
with ν a complex measure on X.
The complex phase space representation
In this section we shall see how von Neumann's method [17] leads naturally to a representation of the Weyl form of the CCR on a Hilbert space of holomorphic functions. This representation was discovered, in the context of quantum field theory, by Fock [3] and developed later by Bargmann [1] and Segal [26] . Our goal here is to construct the holomorphic representation by a natural extension of the ideas contained in [17] . In fact this is essentially the special case of the irreducible closed subspace spanned by {W (x)f 0 : x ∈ X} inside L 2 (X) in the notation of the preceding section (see (5.32) and (5.33)). However, we will work through the computations for this case again from the holomorphic point of view.
It will be convenient to work with the Planck-scaled symplectic form
where n is a fixed nonzero integer and is as in (2.1). As before (in the context of (4.17)), we use a linear isomorphism J : X → X for which J 2 = −I and for which
specifies an inner product on X. (The only distinction between the present discussion and that in the context of (5.49) is notational; we are working now with Ω rather than ω.) Then
Thus J is a complex structure on X, making X a complex vector space through the scalar multiplication (a + ib)x = ax + bJx for all a, b ∈ R and x ∈ X. By analogy with the regular representation of a finite group discussed in section 3, let us consider integrals of the form
where W is a representation of H X on some vector space, the integral having some suitable meaning. Then
Ω(x,y) a(y − x) W (y) dy, (6.6) for all x ∈ X. We should therefore consider the representation
where n is some fixed integer. As usual, we will only be concerned with the values W l (x) = W l (1, x). As noted after (5.41) the function e(·) lies in the range of the von Neumann projection operator P (e) (in (6.34) we focus on P (e) on a special subspace H (n) of L 2 (X)). Let us look at the subspace of L 2 (X) spanned by the functions
with x running over X. We observe using (6.4) that
|z| 2 e 1 2
x,z c e
|x| 2 (6.9) and so the function
is a multiple of a complex holomorphic exponential. The representation Hilbert space
can be understood better by changing the underlying measure from Lebesgue measure (arising from the symplectic form Ω) to Gaussian measure, and using the mapping
, (6.12) which clearly preserves inner products; here N = dim C X = (dim R X)/2 and e(·) is the function given in (4.23). The following well-known observation shows that the image of H (n) under this mapping is exactly the subspace
Proposition 6.1. Let X be a complex N -dimensional vector space, where N ≥ 1, equipped with a hermitian inner product ·, · c whose norm is denoted | · |. Then the subspace of
Moreover, with λ denoting Lebesgue measure on X with respect to the inner product arising from Ω, we have, on using the unitary transformation (6.12) to Gaussian measure,
(using (6.10) and (6.14))
y,x c (using (6.17)) (6.20)
for all x, y ∈ X. The relations (6.21) and (6.19) show that the functions (2π) −N/2 c x satisfy the von Neumann relations (4.30) and (4.37). Moreover, the functions c x are linearly independent as x runs over X (this follows from the linear independence of distinct exponentials). Hence the closed linear span of the functions c x in L 2 (X) provides a specific realization of a representation of H X with the properties in Proposition 4.5.
Let µ be the Gaussian measure on X given by
and let H hol be the closed linear span inside L 2 (X, µ) of the complex holomorphic exponential functions on X. Then, as noted in (6.22), the mapping
is a unitary isomorphism. We note also that the function e(·) goes over to a constant function:
We can transfer the representation W l , restricted to H (n) , over to a representation W c on the holomorphic function space H hol ⊂ L 2 (X, µ). This is specified by
for all x ∈ X. x,z c F (z − x), (6.25) and as a check we observe that this is holomorphic as a function of z ∈ X.
We have been working with the symplectic form Ω = n ω. If we switch back to the original symplectic form ω on X then the action becomes The observation on holomorphicity helps prove the irreducibility of the representation W l |H (n) :
Theorem 6.1. Let X be a (2N )-dimensional real vector space equipped with a symplectic form ω, and let J : X → X be a linear map with J 2 = −I and such that X × X → R : (x, y) → ω(x, Jy) is an inner product on X. For each n ∈ Z, with n = 0, let H (n) be the closed linear span in L 2 (X, λ) of the functions c x given by c x (z) = e i 2 Ω(x,z) e(z − x) for all z ∈ X, (6.27) with x running over X, Ω = n ω and x, y = Ω(x, Jy), and e(x) = e −|x| 2 /4 for all x, y ∈ X. Then the representation W l of the Heisenberg group H X = U (1) × X on H (n) given by
Ω(x,y) f (y − x) for all f ∈ H (n) , (6.28)
is irreducible.
Proof. Consider, as in (4.26), the von Neumann projection operator P e = P (e) on H (n) given by P e f = (2π) −N T (e)f = (2π)
−N X e(x)W l (x)f dx for all f ∈ H (n) .
Let P hol be the corresponding operator in H
hol : P hol = U P e U −1 : H (n)
hol → H Returning to the von Neumann projection P e on H (n) we see then, in view of the definition of U in (6.22) , that the range of P e is the space of constant multiples of the function e(·).
(6.33)
We had already noted after (5.41) that e(·) is in the range of the von Neumann projection defined on all of L 2 (X). Specifically, P e g(z) = U −1 P hol U g(z)
= U −1 P hol g (2π) −N/2 e(·) for all g ∈ H (n) . If H (n) is a closed subspace of H n that is invariant under W (n) then the definition of P shows that P (H (n) ) ⊂ H n . In particular, if H (n) contains any nonzero element f then it contains e(·) and hence the closed linear span of W (x)e, with x running over X; thus H (n) = H (n) and W (n) is irreducible. QED Von Neumann [17] showed that the Schrödinger representation is irreducible. Let us conclude by examining this briefly. Let (X, ω) be a (2N )-dimensional symplectic vector space. As before we assume that there is a subspace L of X and an isomorphism L * ⊕ L → X (6.35) which pulls ω back to the canonical symplectic form ω L on L * ⊕ L given by ω L (p, q), (p , q ) = p , q − p, q , (6.36) for all (p, q), (p , q ) ∈ L * ⊕ L. Choosing an inner product on L we can identify L * with L, and then the pairings on the right hand side in (6.36) are inner products. By using the isomorphism (6.35) we can take the Heisenberg group H X to be U (1) × (L * ⊕ L). The Hilbert space for the Schrödinger representation is L 2 (L, λ), where λ is Lebesgue measure on L with respect to the chosen inner product. The Schrödinger representation W s associates to any (t, p, q) ∈ U (1) × (L * ⊕ L) the operator W s (t, p, q) specified by W s (t, p, q)f (q ) def = te there is a unitary isomorphism S that intertwines the Schrödinger representation with the holomorphic representation; this S is the SegalBargmann transform that was developed by Bargmann [1] and Segal [25, 26] .
