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Rigorous derivation of the generalized Reynolds equation
from the Boltzmann equation
Andrei Ichim
Abstract
We study the stationary Boltzmann equation in a thin slab for a rarefied gas for which
the molecular mean free path is comparable to the film thickness. We prove that there
exists a solution which converges, in the hydrodynamic limit, to a density Maxwellian – this
density is obtained as the solution to the generalized Reynolds equation. The convergence
is proved using a truncated Hilbert expansion by carefully estimating the remainder.
1 Introduction
1.1 The problem and its motivation
The Reynolds equation describes the pressure distribution in a thin layer of lubricant film between
two surfaces in relative motion. More precisely, let the surfaces be located at z = 0 and z =
εH(x, y) with ε ≪ 1. Assume that the top surface is fixed while the bottom one moves with
constant velocity U in the x direction. The Reynolds equation can be written as
∂x
(
H3∂xp
)
+ ∂y
(
H3∂yp
)
= 6U∂xH. (1)
The equation (1) was derived in a heuristic way by Reynolds (1886) from the Navier-Stokes
equations. He noticed that, by averaging the mass conservation (from 0 to H(x, y)) and using
the momentum balance equation to evaluate the quantities appearing as integrands we can
eliminate the dependence on the velocity and also on the spatial variable z to derive (1). Since
the Reynolds equation has had numerous practical applications (see for instance [3]) – it was
naturally addressed by physicists and engineers the question whether Reynolds’s argument can
be extended to rarefied gases. Since in the context of gas lubrication the molecular mean free
path is no longer negligible when compared with the to the macroscopic distance between the
two surfaces the continuum hypothesis fails and the kinetic theory needs to be employed. In [9]
the authors start from the linearized BGK equation and obtain heuristically a modified Reynolds
equation which accounts for the kinetic effects.
The aim of this paper is to present a rigorous derivation of the generalized Reynolds equation
starting from the fully nonlinear (stationary) Boltzmann equation. To achieve this we are going
to use (as in [2] or [7]) a truncated expansion in terms of the Knudsen number Kn ∼ ε whose
leading term is a density Maxwellian. This density ρ will be the solution to the generalized
Reynolds equation, which will be obtained as an averaged mass conservation of the second order
term of the Hilbert expansion. The main result in Section 2 is the proof of the existence and
critically the positivity of ρ.
The remainder of the paper will be devoted to establishing a bound on the remainder. We are
going to use the techniques developed by R. Esposito, Y. Guo et al. ([6], [8]) in order to obtain
the delicate L2 estimates on the hydrodynamic part of the solution. The only real difference is
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related to the fact that the size of the domain itself depends on ε, so close attention is required
in order to see how various constants depending on the domain change with respect to ε.
1.2 Preliminary definitions and results
We consider ω ⊂ R2 be a C∞ bounded open set whose boundary is described by ∂ω = {(x, y) ∈
R
2 |x ∈ [0, 1], y = y0(x)} with y0 satisfying
sup
x∈[0,1]
|y′′0 (x)| <∞. (2)
Let H > 0 be fixed. For all small ε > 0 let Dε = ω × [0, εH ] and we will call D = [0, H ] the
rescaled domain. The three part boundary of Dε can be written as
∂Dε = ωb ∪ ωt︸ ︷︷ ︸
:=ω′
∪γεl ,
where ωb = ω×{z = 0}, ωt = ω×{z = H} and γεl = ∂ω× (0, εH) (we will call γl = ∂ω× (0, H))
– see figure below.
ωb
ωt
γεlεH
Figure 1: The domain Dε.
We consider the stationary Boltzmann equation in the domain Dε and assume that the
Knudsen number is of order ε
v · ∇xfε = 1
k0ε
Q(fε, fε), in Dε, (3)
where fε is the distribution density, k0 is the rescaled Knudsen number and the Boltzmann
collision operator Q corresponding to the hard spheres cross section is defined as follows
Q(f, f) =
∫
R3
∫
S2
(f(v′∗)f(v
′)− f(v∗)f(v)) |(v − v∗) · σ|dv∗dσ,
with v′ = v − ((v − v∗) · σ)σ, v′∗ = v + ((v − v∗) · σ)σ. Boltzmann’s collision operator has the
fundamental property of conserving mass, momentum and energy
∫
R3
Q(f, f)

 1v
|v|2

 dv = 0. (4)
To simplify the calculations, throughout this material we will only be using a normalizedMaxwellian
M defined by
M =
1
(2π)3/2
e−
|v|2
2 .
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We introduce the linearized collision operator
Lf = −2M
−1
k0
Q(M,Mf), (5)
as well as the nonlinear collision operator
Γ(f, g) =
2M−1
k0
Q(Mf,Mg).
The operator L : L2(Mdv)→ L2(Mdv) is self-adjoint and has a five dimensional null space
kerL = span{1, v, |v|2}. (6)
We denote the orthogonal projection of f onto kerL as
Pf = a+ v · b+ |v|
2 − 3
2
c, (7)
while the projection on the orthogonal complement of kerL we will call
f⊥ = f − Pf. (8)
It is well known (for instance from [4]) that
L = νI +K,
where the collision frequency ν = ν(v) satisfies the following property
νm(1 + |v|) ≤ ν(v) ≤ νM (1 + |v|) (9)
for some νm, νM > 0. Moreover, the operator K : L
2(Mdv) → L2(Mdv) is compact, which
readily implies the following:∫
R3
LghMdv . ‖ν1/2g‖L2(Mdv)‖h‖L2(Mdv). (10)
The operator L is symmetric in L2(Mdv) i.e.∫
R3
LghMdv =
∫
R3
LhgMdv (11)
The operator L also satisfies the following spectral inequality:
‖ν1/2g⊥‖2L2(Mdv) .
∫
R3
gLgMdv. (12)
1.3 Boundary conditions and notations
The interaction of gas with the boundaries ωb ∪ ωt is modelled by diffuse reflection boundary
condition, namely
f ε(x, v)v·nx<0 =
√
2πM
∫
w·nx>0
fε(x, w)w · nxdw := βfε(x), (13)
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where for any subset γs ⊂ ∂Dε we call
γs± = {(x, v) ∈ γs × R3 | v · nx ≷ 0},
with nx the outward normal at x ∈ γs. The boundary condition (13) ensures the zero net mass
flow at the top and bottom boundaries:∫
R3
fε(x, v)v · nxdv = 0 for all x ∈ ω′.
On γεl , we are going to assume the following condition:
f ε
∣∣(γε
l
)−
= ρ0M + εg1, (14)
where ρ0 : ∂ω → R is given, with ρ0 ∈ C∞(∂ω) and ρ0 > 0 on ∂ω. The function g1 will be later
specified.
Notations. We denote x = (x, y, z) the points in the physical space and v = (vx, vy, vz) the
microscopic velocities. We will always use the subscript ε to indicate functions which depend on
ε. In order not to complicate the notations, we use ‖ · ‖ to denote both the L2 (Dε;L2(Mdv))
and the L2
(
0, H ;L2(Mdv)
)
norms. Likewise, we denote ‖ · ‖2 the both L2(Dε) and the L2(D)
norms. We also use ‖f‖ν = ‖ν1/2f‖. We call (·, ·) the scalar product on L2(Mdv). We define
dγ = |v ·nx|dS(x) where dS(x) is the surface measure and define the L2 norm |f |2γs =
∫
γs
|f |2dγ.
Moreover, |f |γs,± = |f1γs± |. Finally, we use the notation X . Y to say that X ≤ CY for some
constant independent of X and Y and also independent of ε.
2 The Hilbert expansion and the generalized Reynolds
equation
2.1 Study of Lρ
By scaling zˆ = ε−1z we can rewrite the equation (3) in the domain D – dropping the hats – as
vx∂xfε + vy∂yfε +
1
ε
vz∂zfε =
1
k0ε
Q(fε, fε). (15)
Consider the following formal expansion of f
f = ρM + εf1 + ε2f2 + · · · , (16)
where ρ = ρ(x, y) > 0 is a function to be determined.
The boundary conditions are expected to become
fm(x, v)∣∣ω′− = √2πM
∫
w·nx>0
fm(x, w)w · nxdw ∀m ≥ 1, x ∈ ω′, (17)
ρ = ρ0 on ∂ω, (18)
f1∣∣(γl)− =Mg1 on γl. (19)
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By plugging (16) into (15) and identifying the powers of ε we find that:
ε0 :M(vx∂xρ+ vy∂yρ) + vz∂zf
1 =
2ρ
k0
Q(M, f1) (20)
ε1 : vx∂xf
1 + vy∂yf
1 + vz∂zf
2 =
2ρ
k0
Q(M, f2) +
1
k0
Q(f1, f1) (21)
By writing f1 = Mg1 and recalling the definition of the operator L in (5) we can rewrite the
equation (20) as
vz∂zg
1 + ρLg1 = − (vx∂xρ+ vy∂yρ) . (22)
It is natural to introduce the operator
Lρ = vz∂z + ρL (23)
in order to study problem (22). Since Lρ acts on the spatial variable z alone, it is convenient to
look at it for fixed (x, y) ∈ ω as being defined on (a subspace of) the space L2(0, H ;L2(Mdv)).
From (17) it follows that the boundary conditions for g1 become:
g1(0)∣∣vz>0 = √2π
∫
vz<0
g1(0, v)|vz|Mdv := βg1(0),
g1(H)∣∣vz<0 = √2π
∫
vz>0
g1(H, v)vzMdv := βg1(H).
(24)
The remainder of this section will be devoted to the careful study of the problem
Lρg = h (25)
with the boundary conditions (24), that we explicitly write as{
vz∂zg + ρLg = h,
g(0)∣∣vz>0 = βg(0), g(H)∣∣vz<0 = βg(H). (26)
We will accomplish this in four steps, following the general lines set forth in [8]. The proof will be
significantly shorter since we will be making all the simplifications related to our one-dimensional
setup. We also point out that we will be following the dependence of various constants with
respect to ρ.
Step 1. Start with the problem{
vz∂zg + ρνg = h,
g(0)∣∣vz>0 = g0, g(H)∣∣vz<0 = gH , (27)
where g0, gH ∈ R are fixed. Then we can explicitly write the solution to problem (27) as
g(z, v) = g0e
− ρν
vz
z +
∫ z
0
e
ρν
vz
(z′−z)h(z
′)
vz
dz′ for vz > 0,
g(z, v) = gHe
ρν
|vz|
(z−H) +
∫ H
z
e
ρν
|vz|
(z−z′)h(z
′)
|vz | dz
′ for vz < 0.
(28)
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The uniqueness of the solution follows from the above representation. The plan is to show
h ∈ L2(0, H ;L2(Mdv)) =⇒ g ∈ L2(0, H ;L2(Mdv)). (29)
Let hδ = h1[δ,1) for 0 < δ ≪ 1. We will show (29) with hδ in place of h. Inspecting closely the
solution (28) we see that the only non-trivial part is to show that∫ H
δ
∫
R3
1
v2z
e
− 2ρν|vz| z−v
2
zdvdz <∞.
Noting that the convergence of the above integral is only problematic close to vz = 0 and using
(9) we obtain ∫ H
δ
∫
R3
1
v2z
e
− 2ρν|vz | z−v
2
zdvdz ≤c1 + c2
∫ H
δ
∫ 1
0
1
t2
e−
c3
t
z−t2dtdz
≤c1 + c4 (T−1(c3δ)− T−1(c3H)) <∞,
where c1, c2, c3.c4 > 0 and T−1(z) =
∫∞
0
1
t e
− z
t
−t2dt is the Abramowitz function (see, for instance
[1]).
Clearly hδ → h in L2(0, H ;L2(Mdv)) by Lebesgue’s dominated convergence theorem. To con-
clude the proof of (29), we will be using the estimates that we prove at Step 3.
Step 2. At this step, we prove an existence result in the case of diffusive reflection boundary
conditions, namely for the problem{
vz∂zg + ρνg = h,
g(0)∣∣vz>0 = βg(0), g(H)∣∣vz<0 = βg(H). (30)
The proof follows very closely that in [8] and we will only sketch it. For 0 < ϑ < 1 we construct
the sequence (gϑl ) as 

vz∂zg
ϑ
l+1 + ρνg
ϑ
l+1 = h,
gϑl+1(0)
∣∣vz>0 = ϑβϑgl(0), gϑl+1(H)∣∣vz<0 = ϑβϑgl(H),
for l ≥ 0, with gϑ0 = 0. The construction is possible owing to the result from the previous step.
The proof uses energy estimates (again, proven in Step 3) and is done in two steps as follows:
• Show that for fixed ϑ < 1, gϑl is Cauchy in some norm and then gϑl → gϑ.
• Prove gϑ → g in L2(0, H ;L2(Mdv)), with g the desired solution to (30).
The uniqueness of g will follow immediately from energy estimates. We call this solution
g = Sh. (31)
Step 3. Using Green’s formula in (26) we find(
vz ,
g2(H)
2
)
−
(
vz ,
g2(0)
2
)
+ ρ
∫ H
0
(Lg, g)dz =
∫ H
0
(g, h)dz. (32)
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An elementary calculation leads to(
vz ,
g2(H)
2
)
−
(
vz ,
g2(0)
2
)
= |g(0)− βg(0)|2+ + |g(H)− βg(H)|2+ := A2(g) > 0. (33)
Using (12) and (37) in (32) we find that
A2(g) + ρ‖g⊥‖2ν . λ‖g‖2 + Cλ‖h‖2 (34)
for all λ > 0. Clearly, for λ small enough
‖g⊥‖ν . 1
ρ
‖h‖. (35)
Let us now turn our attention to the case h = 0. From (35) it follows that g⊥ = 0, and so from
(8) and (7) we can write
g(z, v) = a(z) + b1(z)vx + b
2(z)vy + b
3(z)vz + c(z)
|v|2 − 3
2
. (36)
Plugging (36) into (26) we readily find
a′(z) =
(
bi
)′
(z) = c′(z) = 0 for z ∈ (0, H), i ∈ {1, 2, 3}. (37)
Using the boundary conditions in (26) we get that g(0) is independent of v at least for vz > 0,
and so clearly
bi(0) = c(0) = 0 for i ∈ {1, 2, 3}. (38)
From (36), (37) and (39) we obtain
g(z, v) = a(= a(x, y)).
Clearly, every such function solves (26), and so we have completely found the kernel of Lρ as
kerLρ = span{a(x, y)}.
Therefore any solution g to problem (26) can be written as
g(z, v) = a(x, y) + b1(z)vx + b
2(z)vy + b
3(z)vz + c(z)
|v|2 − 3
2
+ g⊥(z, v)︸ ︷︷ ︸
:=Lρ−1h
.
The term Lρ−1h is uniquely (and so properly) defined and we will call this the solution to the
problem (26) (the actual existence of this solution will be proven at Step 4).
Let us know establish estimates for the fluid part of the solution g to problem (26). Note that
this will be significantly easier to do when compared to the three dimensional case in [8] (or the
one we deal with in the last section of this paper).
By integrating in (26) from to 0 to z we find:
vzg(z, v)− vzg(0, v) + ρ
∫ z
0
Lg(z′, v)dz′ =
∫ z
0
h(z′, v)dz′. (39)
Recall from earlier that, since g is the solution to (26)
g(z, v) = b1(z)vx + b
2(z)vy + b
3(z)vz + c(z)
|v|2 − 3
2
+ g⊥(z, v). (40)
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We show how to obtain estimates on each individual component of Pg as follows:
Estimates on b1 and b2: Take the scalar product in (39) with respect to φ1 = vxvz, and use (40)
to find:
(g(z, v), vxvz) =
1
4
b1(z) +
(
g⊥(z, v), vxvz
)
, (41)
since the other terms contributing to Pg vanish due to oddness in v and an elementary compu-
tation leads to (vxvz , vxvz) =
1
4 . Note first that:∣∣(g⊥(z, v), vxvz)∣∣ ≤ ‖g⊥‖. (42)
Concerning the boundary term we can write:
|(vzg(0), vxvz)| = |(vzg(0)− vzβg(0), vxvz)| . |g(0)− βg(0)|+ ≤ A(g), (43)
using the fact that the contribution of βg(0) vanishes due to oddness in v.
Using (10), we can bound the last two terms in (39) as follows:
ρ
∣∣∣∣
∫ z
0
(Lg(z′, v), vxvz) dz
′
∣∣∣∣ . ρ‖g⊥‖ν , (44)∣∣∣∣
∫ z
0
(h(z′, v), vxvz) dz
′
∣∣∣∣ . ‖h‖. (45)
The term b2 is treated in a very similar fashion – by choosing φ2 = vyvz as a test function instead
of φ1 – and the estimates obtained are exactly the same. In conclusion, by combining (40)–(45)
we obtain ∣∣bi(z)∣∣ . A(g) + ‖g⊥‖+ ρ‖g⊥‖ν + ‖h‖ for i ∈ {1, 2}. (46)
Estimate on b3: By choosing as test function in (39) φ3 = 1 and using (40) we obtain:
(g(z, v), 1) =
1
2
b3(z), (47)
as the other terms contributing to Pg vanish due to oddness in v and (vz , vz) =
1
2 . Moreover(
g⊥(z, v), 1
)
= 0 since g⊥ ∈ (kerL)⊥.
Furthermore, we have
|(vzg(0), 1)| = |(vzg(0)− vzβg(0), 1)| . |g(0)− βg(0)|+ ≤ A(g), (48)
as the fact that the contribution of βg(0) vanishes due to oddness in v.
From (11) and (6) we find ∫ z
0
(Lg(z′, v), 1) dz′ = 0. (49)
Lastly, we have ∣∣∣∣
∫ z
0
(h(z′, v), 1) dz′
∣∣∣∣ . ‖h‖. (50)
By taking into account (40) and (47)–(50) we derive:∣∣b3(z)∣∣ . A(g) + ‖h‖. (51)
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Estimate on c: Take as test function in (39) φ4 = vz(|v|2 − 5), and use (40) to find:(
g(z, v), vz(|v|2 − 5)
)
= 10πb1(z) +
(
g⊥(z, v), vxvz
)
, (52)
since, once again, the other terms contributing to Pg vanish due to oddness in v and the following
Gaussian integral can be computed
(
vz(|v|2 − 5), vz |v|
2−3
2
)
= 10π. Clearly we have∣∣(g⊥(z, v), vz(|v|2 − 5))∣∣ ≤ ‖g⊥‖. (53)
Moreover, the boundary term can be written as:∣∣(vzg(0), vz(|v|2 − 5))∣∣ = ∣∣(vzg(0)− vzβg(0), vz(|v|2 − 5))∣∣ . |g(0)− βg(0)|+ ≤ A(g), (54)
since we have the critical cancellation
(
vz, vz(|v|2 − 5)
)
= 0.
Just as in the estimate for b1 we easily find:
ρ
∣∣∣∣
∫ z
0
(
Lg(z′, v), vz(|v|2 − 5)
)
dz′
∣∣∣∣ . ρ‖g⊥‖ν, (55)∣∣∣∣
∫ z
0
(
h(z′, v), vz(|v|2 − 5)
)
dz′
∣∣∣∣ . ‖h‖. (56)
In conclusion, by using (40) and (52)–(56) we obtain
|c(z)| . A(g) + ‖g⊥‖+ ρ‖g⊥‖ν + ‖h‖. (57)
By combining (46), (51) and (57) to find
‖Pg‖ . A(g) + ‖g⊥‖+ ρ‖g⊥‖ν + ‖h‖. (58)
Note that, from (9) we can easily get
‖g⊥‖ . ‖g⊥‖ν. (59)
Finally, we can use (34), (35), and to derive that, for λ small enough
‖g‖ .
(
1 +
1
ρ
)
‖h‖.
Step 4. Let now g˜ ∈ L2(0, h;L2(Mdv)) and consider the problem{
vz∂zg + ρνg = h− ρKg˜,
g(0)∣∣vz>0 = βg(0), g(H)∣∣vz<0 = βg(H), (60)
From Step 2. (see (31)) this problem has a unique solution
g = Sh− ρSKg˜.
The estimates in the previous step show, in particular that S is bounded in L2(0, H ;L2(Mdv)).
The compactness of K implies that SK is compact in L2(0, H ;L2(Mdv)). Still using the esti-
mates in Step 3 it is elementary to show that
ker (I + ρSK) = {0},
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and so we can employ the Fredholm alternative to show that the problem
g = Sh− ρSKg.
is solvable, which yields the desired solution to problem (26).
Let us collect the results we have obtained thus far in this following:
Theorem 1. The problem (26) has a unique solution
g = L−1ρ h, with (g(z), 1) = 0 ∀ z ∈ [0, H ].
Moreover, the operator L−1ρ is bounded in L2(0, H ;L2(Mdv)) and∥∥L−1ρ ∥∥ . 1 + 1ρ . (61)
A general solution to problem (26) can be written as
g = a(x, y) + L−1ρ h. (62)
2.2 The generalized Reynolds equation
Let us now turn our attention to the problem (22) with boundary conditions (24). In view of
Theorem 1 the general solution can be written as:
g1 = a1(x, y)− L−1ρ (∂xρvx + ∂yρvy) .
Since L−1ρ is linear and acts on the spatial z variable alone, we can further write:
g1 = a1(x, y) − ∂xρL−1ρ vx − ∂yρL−1ρ vy. (63)
Taking the scalar product in L2(dv) with respect to 1 in (21) and integrating from 0 to H we
obtain, using (4):
∂x
∫ H
0
∫
R3
vxf
1dvdz + ∂y
∫ H
0
∫
R3
vyf
1dvdz =
∫
R3
vzf
2(0)dv −
∫
R3
vzf
2(H)dv. (64)
From (17) applied to m = 2 we deduce that f2 solves the no-flux condition at the boundary ω′,
and so we have ∫
R3
vzf
2(0)dv =
∫
R3
vzf
2(H)dv = 0. (65)
Recalling that f1 =Mg1 we can plug (63) into (64) and use (65) to find:
∂x (∂xρAxx(ρ)) + ∂x (∂yρAxy(ρ)) + ∂y (∂xρAyx(ρ)) + ∂y (∂yρAyy(ρ)) = 0, (66)
where 

Axx(ρ) =
∫ H
0
(
vx,L−1ρ vx
)
dz,
Axy(ρ) =
∫ H
0
(
vx,L−1ρ vy
)
dz,
Ayx(ρ) =
∫ H
0
(
vy,L−1ρ vx
)
dz,
Ayy(ρ) =
∫ H
0
(
vy,L−1ρ vy
)
dz.
(67)
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Let gx = L−1ρ vx, gy = L−1ρ vy , and so we have
Lρ

gxgy
0

 =

vxvy
0

 .
The next two results, largely inspired from [5] will be very useful.
Lemma 1. For all g : R3 → R3 and all isometries R : R3 → R3 which leave invariant the last
coordinate i.e.
R =

 cos θ sin θ 0− sin θ cos θ 0
0 0 1


for some θ ∈ [0, 2π) we have the following
Lρ (Rg(v)) = (Lρg) (Rv), ∀ v ∈ R3.
Proof. The proof follows very closely that of Lemma 1 in [5].
Lemma 2. There exists a function w : R+ × R× [0, H ]× R such that
gx(vx, vy, vz, z, ρ) = w(v
2
x + v
2
y, vz , z, ρ)vx,
gy(vx, vy, vz, z, ρ) = w(v
2
x + v
2
y, vz , z, ρ)vy.
(68)
Proof. The proof uses the previous Lemma 1 and follows very closely the lines of Lemma 3 in
[5].
We can now prove the following result:
Lemma 3. [Properties of A functions]
(i) Axy(ρ) = Ayx(ρ) = 0 and Axx(ρ) = Ayy(ρ) := A(ρ).
(ii) A(ρ) > 0 and A ∈ C∞ ((0,∞)), with
A(n)(ρ) = (−1)nn!
∫ H
0
(L−1ρ LL−1ρ . . . LL−1ρ︸ ︷︷ ︸
(n+1) times
vx, vx
)
dz, ∀n ≥ 1. (69)
Proof. The proof of (i) follows immediately from (68) and a change to polar coordinates in (67).
To prove (ii), note first that since gx = L−1ρ vx we can write
vz∂zgx + ρLgx = vx. (70)
The Green’s formula in (70) tells us that
A(ρ) = ρ
∫ H
0
(Lgx, gx)dz +
∫
vz<0
|vz |g
2
x(0)
2
dv +
∫
vz>0
vz
g2x(H)
2
dv. (71)
Since ρ > 0, the positivity of L clearly implies that A(ρ) ≥ 0. If A(ρ) = 0, that would imply all
terms in (71) are 0 and, in particular Lgx = 0, which means
gx = ξ1(z, ρ)vx + ξ2(z, ρ)vy + ξ3(z, ρ)vz + ξ4(z, ρ)|v|2. (72)
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Plugging (72) into (70) we get a contradiction, and hence the initial assumption is false showing
A(ρ) > 0.
Finally we will show (69) for n = 1, as the case n > 1 is done easily by induction. Let ρ, ǫ > 0.
We have
L−1ǫ − L−1ρ = L−1ǫ (Lρ − Lǫ)L−1ρ = (ρ− ǫ)L−1ǫ LL−1ρ (73)
from the definition of Lρ in (23). From the estimate (61) we know that L−1ǫ is uniformly bounded
in ǫ away from 0. Hence from (73) we deduce that
L−1ǫ → L−1ρ as ǫ→ ρ. (74)
From (73) and (74) we then get
L−1ǫ − L−1ρ
ǫ− ρ → −L
−1
ρ LL−1ρ as ǫ→ ρ,
which clearly achieves the proof.
Following Lemma 3 we can rewrite (66) as
∂x(A(ρ)∂xρ) + ∂y(A(ρ)∂yρ) = 0 in ω. (75)
The equation (75) is the generalized Reynolds equation. From (18) we can write
ρ = ρ0 on ∂ω. (76)
We can now prove the main result of this section:
Theorem 2. Recall that we have assumed that ω is of class C∞, and that ρ0 ∈ C∞(∂ω) and
ρ0 > 0 on ∂ω. Then the problem (75)–(76) has a unique solution ρ ∈ C∞(ω) satisfying ρ > 0 on
ω.
Proof. Let ρm > 0 be such that
ρm < inf
∂ω
ρ0.
Define G : (ρm,∞)→ (0,∞) by
G(ρ) =
∫ ρ
ρm
A(ρ)dα.
Since A is strictly positive and continuous we have that G is strictly increasing and differentiable
with G′ = A.
Let us formally define
γ(x, y) =
∫ ρ(x,y)
ρm
G(α)dα.
Then clearly
∇γ = A(ρ)∇ρ, (77)
and the system (75)–(76) can be written as

∆γ = 0 on ω,
γ =
∫ ρ0(x,y)
ρm
G(α)dα on ∂ω.
(78)
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The regularity assumptions, as well as Lemma 3 imply that
(x, y)→
∫ ρ0(x,y)
ρm
G(α)dα ∈ C∞(∂ω),
and so standard elliptic theory ensures the existence of a solution γ ∈ C∞(ω) to problem (78).
Moreover, the maximum principle gives us that
γ(x, y) ≤
∫ ρM
ρm
G(α)dα ∀ (x, y) ∈ ω, (79)
where ρM = sup∂ω ρ0. Define J : (ρm,∞)→ (0,∞)
J(τ) =
∫ τ
ρm
G(α)dα.
Since G > 0 we have that J is strictly increasing and from (79) we deduce that
γ(x, y) ∈ R(J) ∀ (x, y) ∈ ω.
Hence we can properly define
ρ(x, y) = J−1 (γ(x, y)) ∀ (x, y) ∈ ω. (80)
Since J ∈ C∞ and J ′ = G > 0, it follows that J−1 ∈ C∞ which implies, through (80), that
ρ ∈ C∞(ω). Evidently, (77) holds true, and since γ solves the Laplace equation, it follows
immediately that ρ solves (75) in the classical sense. Note that, by definition ρ satisfies (76) and
ρ ≥ ρm in ω. Lastly, observe that, by construction ρ is unique.
3 Estimates on the remainder
With ρ (and hence L−1ρ ) properly determined we go back to (63) and take a1 ≡ 0 in order to fix
g1. We can now finally give the term g1 appearing in (14) as
g1 = g1∣∣(γl)− which implies f1∣∣(γl)− = Mg1. (81)
Next, by taking f2 = Mg2 in (21) we can rewrite it as:
Lρg2 = 2Γ(g1, g1)− vx∂xg1 − vy∂yg1.
From (17) it follows that g2 has the diffusive reflection boundary conditions (24). From Theorem
1 we get that
g2 = L−1ρ
(
2Γ(g1, g1)− vx∂xg1 − vy∂yg1
)
+ a2(x, y). (82)
Once again, we choose a2 ≡ 0 in order to fix g2. From(63), observe that g1 depends on x and y
only through ρ (and L−1ρ ). Since ρ ∈ C∞(ω) by Theorem 2 and the mapping ρ→ L−1ρ is C∞ by
Lemma 3 we find that
(x, y)→ g1(x, y, z, v) ∈ C∞(ω). (83)
From (82) and (83) it follows that we have also
(x, y)→ g2(x, y, z, v) ∈ C∞(ω). (84)
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Note that, by definition, g2 ∈ L2(0, H ;L2(Mdv)), which, combined with (84) yields
− vx∂xg2 − vy∂yg2 := t ∈ L2(D;L2(Mdv)). (85)
As it turns out, it is more convenient to return to the thin domain Dε – we will consider the
following truncated expansion of fε:
fε = ρM + εf
1
ε + ε
2f2ε + ε
3/2Rε.
By factoring M we find:
M−1fε = ρM + εg
1
ε + ε
2g2ε + ε
3/2rε, (86)
with rε = M
−1Rε. From (3), as well as (63) and (82), we have that rε satisfies the following
equation:
v · ∇xrε + ρ
ε
Lrε = sε(rε) + ε
1/2tε + ε
1/2Γ
(
g1ε , g
2
ε
)
+ 2ε3/2Γ
(
g2ε , g
2
ε
)︸ ︷︷ ︸
:=wε
, (87)
where
sε(rε) = Γ
(
rε, g
1
ε
)
+ εΓ
(
rε, g
2
ε
)
+ 2ε1/2Γ (rε, rε) . (88)
Clearly, rε solves the diffusive reflection boundary conditions on ω
′, namely

rε(x
′, 0, v)∣∣vz>0 = βrε(x′, 0),
rε(x
′, εH, v)∣∣vz<0 = βrε(x′, εH), (89)
for all x′ = (x, y) ∈ ω. Moreover, from (14), (81), as well as (87) we get that
rε(x, v)∣∣v·nx<0 = −ε1/2g2ε(x, v), for x ∈ γεl , (90)
where g2ε is the restriction of g
2
ε to (γ
ε
l )−. We can now state the main result of this section.
Theorem 3. Provided ε > 0 is small enough, the problem (87) with boundary conditions (89)–
(90) has a unique solution rε ∈ L2(Dε;L2(Mdv)). In particular, this implies that the problem
(3) with boundary conditions (13)–(14) has a unique solution fε which satisfies
‖fε − ρM‖ . ε.
3.1 Study of the linear problem
Let us begin by making a couple of observations. Firstly, for any h ∈ L2(D;L2(Mdv)), by a
simple scaling ‖hε‖ = ε1/2‖h‖. Moreover, it is a well known result (for instance from [4]) that
|Γ(h1, h2)| . ‖h1‖ν‖h2‖ν , ∀h1, h2 ∈ L2(D;L2(ν1/2Mdv)).
From (87) we can then write
‖wε‖ . ε, for ε < 1. (91)
Once again, from a scaling argument we get |g2ε |γεl ,− = ε1/2|g2|γl,−, and so from (90) we obtain
|rε|γε
l
,− . ε. (92)
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Lastly, let us notice that sε(rε) ∈ (kerL)⊥.
We proceed now to the study of the linear equation
v · ∇xrε + ρ
ε
Lrε = sε + wε (93)
with fixed sε ∈ L2(Dε;L2(Mdv)) ∩ (kerL)⊥, with boundary conditions (89)–(90). We’re going
to proceed in four steps, just like we have done in the previous section. While Step 1, 2 and 4
are very similar to those for the one dimensional problem and we will skip them, the estimates in
Step 3 will be more subtle to obtain. While one difficulty is clearly due to the higher dimension,
another one is related to the fact that the size of the domain (and so various constants which
are determined by it) depend on ε.
Applying Green’s theorem in (93) and using (37) we find
|rε − βrε |2ω′,+ + |rε|2γε
l
,+ +
1
ε
∫
Dε
ρ(Lrε, rε)dx =
∫
Dε
(sε + wε, rε)dx + |rε|2γε
l
,− . (94)
Since sε ∈ (kerL)⊥, we have the estimate:∫
Dε
(sε + wε, rε)dx . ‖sε‖‖r⊥ε ‖+ ‖wε‖‖rε‖. (95)
Let us call
1
ε
∥∥r⊥ε ∥∥ = Aε, ‖Prε‖ = Bε, |rε − βrε |ω′,+ = Cε, |rε|γε
l
,+ = Σε. (96)
By using (91), (95), (96), (92) and (12) in (94) we find that
1
ε
(
C2ε +Σ
2
ε
)
+A2ε . ‖sε‖Aε +Aε +Bε + ε, (97)
where we have also tacitly used the fact that ρ ≥ ρm > 0 on ω.
The more difficult step is to obtain estimates on the fluid part of rε, that is
Prε = aε + bε · v + cε |v|
2 − 3
2
.
A useful result in obtaining the estimates for Prε is the following Lemma, which shows how
various constants (coming from Poincare´, trace or regularity inequalities) depend with respect
to ε.
Lemma 4. Let ϕε ∈ H2(Dε) satisfying one of the following two boundary conditions:
(i) ϕε = 0 on ∂Dε.
(ii) ∂zϕε = 0 on ω
′ and ϕε = 0 on γ
ε
l .
Then we have:
‖ϕε‖2 + ‖∇ϕε‖2 . ‖D2ϕε‖2, (98)
|∇ϕε|L2(γεl ) . ‖ϕε‖H2(Dε), (99)
|∇ϕε|L2(ω′) . ε−1/2‖ϕε‖H2(Dε), (100)
‖ϕε‖H2(Dε) . ‖∆ϕε‖2. (101)
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Proof. We will prove the result for ϕε ∈ C3(Dε), and the result will follow by density.
Since ϕε = 0 on γ
ε
l in both cases, by Poincare´’s inequality we can write, for instance
‖ϕε‖2 . ‖∂xϕε‖2, ‖ϕε‖2 . ‖∂yϕε‖2, (102)
since the size of ω is of order 1. Similarly, since ∂zϕε = 0 on γ
ε
l , we obtain
‖∂zϕε‖2 . ‖∂zxϕε‖2. (103)
An easy integration by parts gives us:∫
Dε
ϕε∂xxϕεdx = −
∫
Dε
(∂xϕε)
2
dx+
∫
∂Dε
ϕε∂xϕεnxdS.
The boundary term in the above relation vanishes since, on ω′, nx = 0, while ϕε = 0 on γ
ε
l .
Hence, with Cauchy-Schwarz inequality we obtain
‖∂xϕε‖22 ≤ ‖ϕε‖2‖∂xxϕε‖2,
and so by using (102) we get:
‖∂xϕε‖2 . ‖∂xxϕε‖2. (104)
In a similar fashion we can prove that:
‖∂yϕε‖2 . ‖∂yyϕε‖2. (105)
From (102)–(105) the estimate (98) clearly follows.
Since ∂zϕε = 0 on γ
ε
l , we only need to prove (99) for ∂xϕε (the y derivative is completely similar).
We will do that by a simple scaling. The trace inequality in the fixed domain D gives us:
|∂xϕ|γl . ‖∂xϕ‖2 + ‖∂xxϕ‖2 + ‖∂xzϕ‖2 + ‖∂zzϕ‖2 + similar terms.
Note that
|∂xϕε|L2(γε
l
) =ε
1/2|∂xϕ|L2(γl), ‖∂xϕε‖2 = ε1/2‖∂xϕ‖2, ‖∂xxϕε‖2 = ε1/2‖∂xxϕ‖2,
‖∂xzϕε‖2 = ε−1/2‖∂xzϕ‖2, ‖∂zzϕε‖2 = ε−3/2‖∂zzϕ‖2.
This clearly implies that, the optimal trace inequality constant actually decreases with ε, justi-
fying (99). The proof of (100) is done exactly in the same way, the worse constant on the right
hand side coming from the fact
|∂xϕε|L2(ω′) = |∂xϕ|L2(ω′),
while the other scaling constants remain the same.
The trickiest thing to prove is (101). First, notice that, by (98) it is enough to obtain the bound
on D2ϕε. We can write
‖∆ϕε‖2 =
∫
Dε
(∂xxϕε + ∂yyϕε + ∂zzϕε)
2
dx =
∑
x
∫
Dε
(∂xxϕε)
2
dx
+ 2
∫
Dε
(∂xxϕε∂yyϕε + ∂xxϕε∂zzϕε + ∂yyϕε∂zzϕε) dx. (106)
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Integrating twice by parts gives us:∫
Dε
∂xxϕε∂zzϕεdx =
∫
Dε
(∂xzϕε)
2
dx+
∫
∂Dε
∂xϕε∂zzϕεnxdS︸ ︷︷ ︸
T1
−
∫
∂Dε
∂xϕε∂xzϕεnzdS︸ ︷︷ ︸
T2
.
Clearly T1 = 0 on ω
′ since nx = 0 and T2 = 0 on γ
ε
l , since nz = 0. Moreover, as we have argued
before ∂zzϕε = 0 on γ
ε
l . Hence
T1 − T2 =
∫
ω′
∂xϕε∂xzϕεnzdS.
If ϕε = 0 on ω
′ then clearly ∂xϕε = 0. If, on the other hand, ∂zϕε = 0 on ω
′ then ∂zxϕε = 0.
Either way T1 = T2 = 0, showing∫
Dε
∂xxϕε∂zzϕεdx = ‖∂xzϕε‖22. (107)
In an identical manner we can prove:∫
Dε
∂yyϕε∂zzϕεdx = ‖∂yzϕε‖22. (108)
Lastly, we have
2
∫
Dε
∂xxϕε∂yyϕεdx =2
∫
Dε
(∂xyϕε)
2
dx+
∫
γε
l
(∂xϕε∂yyϕεnx − ∂xϕε∂xyϕεny)︸ ︷︷ ︸
T3
dS
+
∫
γε
l
(∂yϕε∂xxϕεny − ∂yϕε∂xyϕεnx)︸ ︷︷ ︸
T4
dS. (109)
Recalling the definition of ∂ω we get that the outward normal to γεl is given by
n =
(
y′0√
(y′0)
2 + 1︸ ︷︷ ︸
nx
,− 1√
(y′0)
2 + 1︸ ︷︷ ︸
ny
, 0
)
. (110)
The boundary condition of ϕε on γ
ε
l implies that
0 =
d
dx
ϕε(x, y0(x), z) = ∂xϕε + ∂yϕεy
′
0, (111)
0 =
d2
dx2
ϕε(x, y0(x), z) = ∂xxϕε + ∂xyϕεy
′
0 + y
′
0 (∂xyϕε + ∂yyϕεy
′
0) + ∂yϕεy
′′
0 . (112)
By multiplying in (112) with ∂yϕε we can write, using (111) that
0 = −T4
√
(y′0)
2 + 1− T3
√
(y′0)
2 + 1 + y′′0 (∂yϕε)
2
.
Going back to (109) we find that∫
Dε
∂xxϕε∂yyϕεdx = ‖∂xyϕε‖2 + 1
2
∫
γε
l
y′′0√
(y′0)
2 + 1
(∂yϕε)
2dS
≤ ‖∂xyϕε‖2 + 1
2
sup |y′′0 | |∂yϕε|2γε
l
. ‖D2ϕε‖2, (113)
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by using (99) and (98).
The desired result follows from (113), (108), (107) and (106).
We are now ready to pass to the derivation of the estimates on the fluid part of rε. Start
with the following weak formulation of problem (93):∫
Dε×R3
rεv · ∇xψε +
∫
ω′×R3
βrεψεv · nx =
∫
ω′×R3
(rε − βrε)ψεv · nx
+
1
ε
∫
Dε×R3
ρLr⊥ε ψε −
∫
Dε×R3
(sε + wε)ψε +
∫
γε
l
×R3
rεψεv · nx, (114)
where the tacit measures are Mdxdv for the bulk terms and MdSxdv for the boundary ones. In
order the key idea is – as first shown in [6] – to pick appropriate test functions ψε in (114).
Estimate on cε: Choose first the test function
ψ = ψcε = (|v|2 − 5)v · ∇xφcε ,
where φcε = φcε(x) solves the elliptic problem{
−∆φcε = cε on Dε,
φcε = 0 on ∂Dε.
(115)
The right hand side of (114), which we will call (∗)cε is controlled as follows
|(∗)cε | . |rε − βrε |ω′,+ |∇φcε |L2(ω′) +
1
ε
‖r⊥ε ‖‖∇φcε‖2 + (‖sε‖+ ‖wε‖) ‖∇φcε‖2
+
(|rε|γε
l
,− + |rε|γε
l
,+
) |∇φcε |L2(γε
l
) .
Taking (126) into account, using the results of Lemma 4 and recalling (91), (92) and the notations
(96) we find
|(∗)cε | .
(
ε−1/2Cε +Aε + ‖sε‖+ ε+Σε
)
‖cε‖2. (116)
Following [6] we can show that ∫
ω′×R3
βrεψcεv · nx = 0, (117)∫
Dε×R3
rεv · ∇xψcε = −10π‖cε‖22 +
∫
Dε×R3
r⊥ε (|v|2 − 5)vivj∂ijφcε , (118)
using Einstein’s summation convention for i, j ∈ {1, 2, 3} and ∂1 = ∂x, ∂2 = ∂y, ∂3 = ∂z . Using
Lemma 4 and (126) we readily find∣∣∣∣
∫
Dε×R3
r⊥ε (|v|2 − 5)vivj∂ijφcε
∣∣∣∣ . ‖r⊥ε ‖‖cε‖2. (119)
From (114), (116), (117), (118) and (119) we obtain
‖cε‖2 . ε−1/2Cε +Aε + ‖sε‖+ ε+Σε. (120)
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Estimate on bε: Choose the test functions in (114)
ψε = ψ
i,j
bε
= (v2i − 1)∂jφjbε , for i, j ∈ {1, 2, 3},
where φjbε = φ
j
bε
(x) solve the elliptic problems{
−∆φjbε = bjε on Dε,
φ
j
bε
= 0 on ∂Dε.
(121)
Similarly to (116) we have∣∣∣(∗)i,jbε ∣∣∣ . (ε−1/2Cε +Aε + ‖sε‖+ ε+Σε) ‖bjε‖2, for i, j ∈ {1, 2, 3}.
Once again, as in [6], we find ∫
ω′×R3
βrεψ
i,j
bε
v · nx = 0,∫
Dε×R3
rεv · ∇xψi,jbε = 2
∫
Dε
biε∂ijφ
j
bε
+
∫
Dε×R3
r⊥ε (v
2
i − 1)vj∂ijφjbε ,
for all i, j ∈ {1, 2, 3}. We then derive the following estimate∣∣∣∣
∫
Dε
biε∂ijφ
j
bε
∣∣∣∣ . (ε−1/2Cε +Aε + ‖sε‖+ ε+Σε) ‖bjε‖2, (122)
for i, j ∈ {1, 2, 3}.
Next, take as test functions in (114)
ψε = ψ
i,j
bε = |v|2vivj∂jφibε , for i 6= j,
where biε is defined in (121). The right hand side of (114) is bounded as follows:∣∣∣(∗)i,jbε ∣∣∣ . (ε−1/2Cε +Aε + ‖sε‖+ ε+Σε) ‖biε‖2, for i 6= j.
As for the terms on the left hand side we have ([6]):∫
ω′×R3
βrεψ
i,j
bε v · nx = 0,∫
Dε×R3
rεv · ∇xψi,jbε = 7
(∫
Dε
bjε∂ijφ
i
bε +
∫
Dε
biε∂jjφ
i
bε
)
+
∫
Dε×R3
r⊥ε |v|2vivjvk∂jkφjbε ,
for i 6= j. We are led to the following estimate∣∣∣∣
∫
Dε
biε∂jjφ
i
bε
∣∣∣∣ .
∣∣∣∣
∫
Dε
bjε∂ijφ
i
bε
∣∣∣∣+ (ε−1/2Cε +Aε + ‖sε‖+ ε+Σε) ‖biε‖2 (123)
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for i 6= j. By combining (122) and (123) we obtain∣∣∣∣
∫
Dε
biε∂jjφ
i
bε
∣∣∣∣ . (ε−1/2Cε +Aε + ‖sε‖+ ε+Σε) ‖bε‖2 (124)
for i 6= j. By summing in (124) for j 6= i and using (122) with j = i we find that∣∣∣∣
∫
Dε
biε∆φ
i
bε
∣∣∣∣ . (ε−1/2Cε +Aε + ‖sε‖+ ε+Σε) ‖bε‖2
for all i ∈ {1, 2, 3} and so by using (121) we immediately obtain
‖bε‖2 . ε−1/2Cε +Aε + ‖sε‖+ ε+Σε. (125)
Estimate on aε: Take the test function in (114)
ψ = ψaε = (|v|2 − 10)v · ∇xφaε ,
where φaε = φaε(x) solves the elliptic problem with mixed boundary conditions

−∆φaε = aε on Dε,
∂zφaε = 0 on ω
′,
φaε = 0 on γ
ε
l .
(126)
Once again, the right hand side of (114)
|(∗)aε | .
(
ε−1/2Cε +Aε + ‖sε‖+ ε+Σε
)
‖aε‖2.
Following [6] we can write ∫
ω′×R3
βrεψaεv · nx = 0,∫
Dε×R3
rεv · ∇xψaε =
5
2
‖aε‖22 +
∫
Dε×R3
r⊥ε (|v|2 − 10)vivj∂ijφaε .
Like with the estimates for cε we obtain
‖aε‖2 . ε−1/2Cε +Aε + ‖sε‖+ ε+Σε. (127)
We can now combine (120), (125) and (127) to obtain
B2ε = ‖Prε‖2ν .
(
ε−1/2Cε +Aε + ‖sε‖+ ε+Σε
)
Bε,
which implies that
B2ε . ε
−1C2ε +A
2
ε +Σ
2
ε + (‖sε‖+ ε)Bε. (128)
By combining (97) and (128) we obtain, after a couple of elementary algebraic manipulations
that
Aε +Bε . ‖sε‖+ 1. (129)
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3.2 The nonlinear problem
Define the sequence rkε by
v · ∇xrkε +
ρ
ε
Lrkε = sε(r
k−1
ε ) + wε,
with boundary conditions (89)–(90) for k ≥ 1 and r0ε = 0. The linear theory in the previous
section ensures that rkε is well defined. The estimate (129) gives us
‖rkε‖ν . 1 + ‖sε(rk−1ε )‖. (130)
Since ∥∥Γ (giε, rk−1ε )∥∥ . ‖giε‖ν‖rk−1ε ‖ν = ε1/2‖gi‖ν‖rk−1ε ‖ν , for i ∈ {1, 2},∥∥Γ (rk−1ε , rk−1ε )∥∥ . ‖rk−1ε ‖2ν
and so from (88) we find that
‖rkε‖ν . 1 + ε1/2‖rk−1ε ‖ν + ε1/2‖rk−1ε ‖2ν .
The above relation clearly implies that, for ε small enough
‖rkε‖ν . 1 uniformly in k. (131)
Set
qkε = r
k
ε − rk−1ε for k ≥ 2.
Then qkε solves the following
v · ∇xqkε +
ρ
ε
Lqkε = jε(q
k−1
ε ),
for k ≥ 3 where
jε(q
k−1
ε ) = Γ
(
g1ε , q
k−1
ε
)
+ εΓ
(
g2ε , q
k−1
ε
)
+ 2ε1/2Γ
(
rk−1ε + r
k−2
ε , q
k−1
ε
)
.
The boundary conditions for qkε are obviously (89) on ω
′, while
qkε (x, v)
∣∣v·nx<0 = 0, for x ∈ γεl . (132)
Using this boundary condition we can improve the estimates for the linear problem to find
‖qkε ‖ν . ‖jε(qk−1ε )‖,
and using (131) we find that
‖qkε‖ν . ε1/2‖qk−1ε ‖,
which shows that, for ε small enough, there exists ζ ∈ (0, 1) with
‖qkε‖ν ≤ ζ uniformly in k. (133)
This implies that rkε is strongly convergent in L
2(Dε;L
2(ν1/2Mdv)) to rε, which is clearly the
solution to the original problem (87). This clearly achieves the proof of Theorem 3.
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