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Porous media, Fast diffusion equations and the existence of
global weak solution for the quasi-solution of compressible
Navier-Stokes equations
Boris Haspot ∗
Abstract
In [17, 18, 20, 21, 22], we have developed a new tool called quasi solutions which
approximate in some sense the compressible Navier-Stokes equation. In particular it
allows us to obtain global strong solution for the compressible Navier-Stokes equa-
tions with large initial data on the irrotational part of the velocity (large in the sense
that the smallness assumption is subcritical in terms of scaling, it turns out that in
this framework we are able to obtain a family of large initial data in the energy space
in dimension N = 2). In this paper we are interested in proving the result anounced
in [23] concerning the existence of global weak solution for the quasi-solutions, we also
observe that for some choice of initial data (irrotationnal) the quasi solutions verify
the porous media, the heat equation or the fast diffusion equations in function of the
structure of the viscosity coefficients. In particular it implies that it exists classical
quasi-solutions in the sense that they are C∞ on (0, T )×RN for any T > 0. Finally
we show the convergence of the global weak solution of compressible Navier-Stokes
equations to the quasi solutions in the case of a vanishing pressure limit process. In
particular we show that for highly compressible equations the speed of propagation
of the density is quasi finite when the viscosity corresponds to µ(ρ) = ρα with α > 1.
Furthermore the density is not far from converging asymptotically in time to the
Barrenblatt solution of mass the initial density ρ0.
1 Introduction
The motion of a general barotropic compressible fluid is described by the following system:
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− div(2µ(ρ)D(u)) −∇(λ(ρ)divu) +∇P (ρ) = ρf,
(ρ, u)/t=0 = (ρ0, u0).
(1.1)
Here u = u(t, x) ∈ RN stands for the velocity field, ρ = ρ(t, x) ∈ R+ is the density
and D(u) = 12 (∇u +t ∇u) the strain tensor. The pressure P is such that P (ρ) = aργ
with γ > 1 and a > 0. We denote by µ(ρ) and λ(ρ) the two-Lame´ viscosity coefficients
depending on the density and satisfying:
µ(ρ) > 0 2µ(ρ) +Nλ(ρ) ≥ 0. (1.2)
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Throughout the paper, we assume that the space variable x ∈ RN . In this article, we
are going to investigate the existence of global weak quasi solutions for the system (1.1),
a notion which has been introduced in [21, 22, 17, 18] in order to prove the existence of
global strong solution with large initial data on the rotational and irrotational part of
the velocity for the scaling of the equation (we refer to the remark 4 for the definition
of this notion of scaling when we assume that the initial density is far away from the
vacuum).
Before entering in the heart of the topic and defining the notion of quasi-solutions, we
would like to explain more in details the notion of invariance by scaling for compressible
Navier-Stokes equations when we suppose that the density ρ0 is in a Besov space. Up our
knowledge these results are quite new and shall allow to understand the relation between
the quasi solutions and the so called Barrenblatt solution for the porous media equation
in terms of invariance by scaling.
Scaling of the equations
A natural way to understand the equations of fluid mechanics correspond to search self
similar solution, it means that there is a scaling of the variables after which the system
become stationary solutions. Precisely it holds when we set:
ρ(t, x) = t−αF (xt−β),
u(t, x) = t−α1G(xt−β)
(1.3)
The exponents α,α1 and β are called similarity exponents, and functions F and G are
the self similar profiles. In particular α and α1 are the density contraction rate and β
the space expansion rate. In the sequel we shall assume that µ(ρ) = µρθ and λ(ρ) = λρθ
with θ ≥ 0. Simple calculus give when we set η = xt−β:
∂tρ(t, x) = −t−α−1(αF (η) + β∇F (η) · η),
div(ρu) = t−α−α1−βdiv(GF )(η).
Next we have:
ρ∂tu = −t−α−α1−1(α1F (η)G(η) + βη · ∇G(η)F (η)),
ρu · ∇u = t−α−2α1−βF (η)G(η) · ∇G(η),
2µdiv(ρθDu) = 2µt−θα−α1−2βdiv(F θ(η)DG(η)),
∇(ρλdivu) = t−θα−α1−2β∇(F θ(η)divG(η)).
and finally:
∇ργ = γt−αγ−βF γ−1(η)∇F (η) = t−αγ−β∇(aF (η)γ).
In order to ensure the existence of solution for the system(1.1) under the specific form
introduced in (1.3) we need to assume that:
α+ α1 + β = α+ 1,
α+ α1 + 1 = α+ 2α1 + β,
α+ α1 + 1 = θα+ α1 + 2β,
α+ α1 + 1 = αγ + β,
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which is equivalent to the following system:
α1 + β = 1,
(θ − 1)α + 2β = 1,
α(γ − 1) + β = α1 + 1.
The solution of the previous system is:
α =
−1
θ − γ , α1 =
1− γ
2(θ − γ) et β =
2θ − γ − 1
2(θ − γ) . (1.4)
With this choice on the parameter α, α1 and β we finaly get the profile equation:
αF (η) + β∇F (η) · η − div(GF )(η) = 0,
α1F (η)G(η) + βη · ∇G(η)F (η) − F (η)G(η) · ∇G(η) + 2µdiv(F θ(η)DG(η))
+∇(F θ(η)divG(η)) −∇(aF (η)γ) = 0.
Remark 1 A first remark consists in observing that there is no scaling invariance when
θ = γ.
An other way to express this scaling invariance corresponds to consider a classical solution
(ρ, u) of the system (1.1) and to check that the family:
(ρl, ul)(t, x) = (l
αρ(lt, lβx), lα1ρ(lt, lβx),
is a solution of (1.1) for any l ∈ R when α, α1 and β verify (1.4).
Remark 2 We shall say that a functional space E embedded in S ′(RN ) × (S ′(RN )))N
is a critical space for (1.1) if the associated norm is invariant under the transformation
(ρ0, u0)→ ((ρ0)l, (u0)l) for any l ∈ R. In particular we observe that:
B
N
2
+ 2
2θ−γ−1
2,∞ ×B
N
2
−1+2 θ−1
2θ−γ−1
2,∞ ,
verifies a such property ( we refer to [2] for the definition of Besov space) .
Remark 3 Let us point out that when µ(ρ) = µρ and λ(ρ) = 0 with γ > 1 (the case
of the shallow-water equation) then B
N
2
− 2
γ−1
2,∞ ×B
N
2
−1
2,∞ is a critical space invariant by the
scaling of the equation. In particular let us mention that it is the same scaling invariance
for the initial velocity u0 than for the incompressible Navier-Stokes equations.
In the case of constant viscosity coefficients we observe that B
N
2
− 2
γ+1
2,∞ × B
N
2
−1+ 2
γ+1
2,∞ is a
critical space for the scaling of the system (1.1).
Remark 4 To finish we would like to mention as it has been observed in [9] that there is
no invariance by scaling when we wish to work with density far from the vacuum, typically
ρ0 = 1 + q0 with q0 in a Besov space. However in [9] Danchin makes abstraction of the
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pressure term and define a other notion of critical space for the compressible Navier-
Stokes equation when the initial density is far away from the vacuum. More precisely we
can remark that (1.1) is invariant by the transformation:
(ρ0(x), u0(x))→ (ρ0(lx), lu0(lx)) (ρ(t, x), u(t, x)) → (ρ(l2t, lx), lu(l2t, lx))
up to a change of the pressure law P into l2P . In particular B
N
2
2,1 × BN−12,1 is norm
invariant by the previous transformation and is critical for the initial data (q0, u0). This
notion of critical space seems well adapted to the case of initial density far away from the
vacuum and is also relevant at least for the initial velocity since B
N
2
−1
2,1 is also critical for
the incompressible Navier-Stokes equations. Let us recall that with this notion of critical
space we have proved the existence of global strong solution with large initial data on the
irrotational and rotational part of the velocity (see [17, 18, 20]) by involving the notion
of quasi-solutions verifying regularizing effects.
Before coming back on this notion of scaling in order to make some link between self
similar solutions for the porous media equation and the behavior of the quasi-solutions,
we would like now to give precise assumptions on the viscosity coefficients with which we
are going to work.
Condition on µ(ρ) and λ(ρ)
In this paper we are interested in extending the notion of quasi-solution developed in
[21, 22, 17, 18] (where only shallow water coefficients were considered) for general viscosity
coefficients following the algebraic equality discovered by Bresch and Desjardin in [6, 7]:
λ(ρ) = 2ρµ
′
(ρ)− 2µ(ρ). (1.5)
In the sequel we shall deal with the function ϕ(ρ) defining by ϕ
′
(ρ) = 2µ
′
(ρ)
ρ and the
function f(ρ) by f
′
(ρ) =
√
ρϕ
′
(ρ). Let us mention that the equality (1.5) implies that the
viscosity coefficients are degenerated inasmuch as it imposes that µ(0) = λ(0) = 0. With
this choice of viscosity coefficients Bresch and Desjardin have obtained a remarkable new
entropy for compressible Navier-Stokes equations (1.1) providing a L∞T (L
2(RN )) control
for any T > 0 on the gradient of the density (more precisely on
√
ρ∇ϕ(ρ)). In particular it
allows them to prove the existence of global weak solution for a specific choice of pressure,
more precisely what they describe as a cold pressure. Compared with the case of viscosity
coefficient the pressure term is quite simple to deal with by using Sobolev embedding
since we have uniform estimate on
√
ρ∇ϕ(ρ) in L∞T (L2(RN ); however a new difficulty
appears coming from the degenerescence of the viscosity coefficient. Indeed we lose the
control of ∇u ∈ L2((0, T )×RN ) what makes delicate the compactness study of the term
ρu⊗u (in particular via the classical energy estimates we have only a convergence in the
sense of the measure) due to the existence of vacuum. In order to overcome this difficulty
Mellet and Vasseur in [29] obtained new entropy on the velocity which furnish them a
gain of integrability on the velocity. With this new ingredient they are able in [29] to
prove the stability of the global weak solution for compressible Navier Stokes equations
with such viscosity coefficients and with classical γ law pressure P (ρ) = aργ with a > 0
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and γ > 1.
We are going to detail here the assumptions on the viscosity coefficients which allow to
Mellet and Vasseur to obtain additional informations on the integrability of the velocity
and we are going even to relax their hypothesis (it will be crucial in order to consider
in the sequel quasi solution verifying porous media equations). We shall suppose the
following inequalities on µ and λ, let ν1 ∈ (0, 1) and ν2 > 0 such that:
|λ′(ρ)| ≤ 1
ν1
µ
′
(ρ),
ν1µ(ρ) ≤ 2µ(ρ) +Nλ(ρ) ≤ ν2µ(ρ).
(1.6)
Remark 5 If we assume that µ(ρ) = µρα with α > 0 then the relation (1.5) gives:
λ(ρ) = 2(α − 1)µρα, (1.7)
and:
2µ(ρ) +Nλ(ρ) = 2(1 +N(α− 1))µ(ρ). (1.8)
In this situation we have ν1 = ν2 = 2(1 +N(α− 1)).
Following [29] let us briefly make some comments on the conditions (1.6).
Remark 6 The condition (1.6) is crucial in order to obtain the estimates (3.39) and
(3.38). In particular we can observe that the second condition in (1.6) is similar to the
classical assumption on the Lame´ coefficient 2µ(ρ) + Nλ(ρ) ≥ 0 when µ(ρ) = µρα and
λ(ρ) verifies (1.5).
Remark 7 The lower estimate in the second inequality in (1.6) is trivial when λ(ρ) ≥ 0,
while the upper estimate is trivial when λ(ρ) ≤ 0. Together this provides:
|λ(ρ)| ≤ Cµ(ρ) ∀ρ > 0.
This inequality and the first inequality of (1.6) will be crucial for estimating the limit of
∇(λ(ρn)divun).
Remark 8 Condition (1.6) and (1.5) implies that:
N − 1 + ν12
Nρ
≤ µ
′
(ρ)
µ(ρ)
≤ N − 1 +
ν2
2
Nρ
∀ρ > 0.
It yields: {
Cρ1−
1
N
+
ν1
2N ≤ µ(ρ) ≤ Cρ1− 1N+ ν22N ∀ρ > 1,
Cρ1−
1
N
+
ν2
2N ≤ µ(ρ) ≤ Cρ1− 1N+ ν12N ∀ρ ≤ 1,
(1.9)
We can now recall briefly the definition of the quasi solutions introduced in [17, 18, 21, 22]
which doughly spaaking are solutions of the compressible Navier-Stokes equations (1.1)
where we have cancelled out the pressure term (in the sequel we shall give a more accurate
definition).
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Definition 1.1 We say that (ρ, u) is a quasi solution if (ρ, u) verifies in distribution
sense: 
∂
∂t
ρ+ div(ρu) = 0,
∂
∂t
(ρu) + div(ρu⊗ u)− div(2µ(ρ)Du)−∇(λ(ρ)divu) = 0,
(ρ, u) t=0 = (ρ0, u0)
(1.10)
As we explained previously this notion of quasi solution is interesting inasmuch as it
allows to exhibit large initial velocity on the irrotational part in the sense of the scaling
of the remark 4 (in particular we assume no vacuum on the initial density) providing
global strong solution for compressible Navier-Stokes equation (see [17, 18, 20] for more
details). This result is based on a strange phenomena on the quasi solution since these
last one verify regularizing effects allowing to neglect in terms of scaling the pressure
term in high frequencies. An other way to express the things is that the quasi solutions
preserves a structure of irrotationality of the system when we choose irrotational initial
data (it will be the case in the sequel), we shall say that the quasi solution, typically
u = −∇ϕ(ρ) is purely compressible.For other results on the existence of strong solution
with critical initial data for variable viscosity coefficients we refer to [8, 15, 16].
We now are going to investigate the existence of such quasi solution for the viscosity
coefficients verifying (1.5) when the initial data is assumed to be close from the vacuum,
typically ρ0 ∈ L1(RN ). More precisely as in [17, 18, 20] we are going to search in a first
time irrotational solution under the form u(t, x) = ∇c(t, x) for the system (1.10). Let us
assume now to simplify that:
µ(ρ) = µρα with α > 0 and λ(ρ) = 2(α − 1)µρα, (1.11)
with α ≥ 1 − 1N in order to ensure the relation 2µ(ρ) + Nλ(ρ) > 0. We observe here
that µ(ρ) and λ(ρ) verify the relation (1.5). In this case we will verify (see the theorem
1.1) that at least for suitable initial data on ρ0 then it exists a explicit solution to the
problem (1.10) written under the form (ρ,−∇ϕ(ρ)) with ρ verifying the porous media or
the fast diffusion equation when α 6= 1:{
∂tρ− 2µ∆ρα = 0,
ρ(0, ·) = ρ0.
(1.12)
In a very surprising way it means that the quasi solutions are directly related to the
porous or the fast diffusion equations. Moreover we will show that when we work with
highly compressible Navier-Stokes equations (which correspond to the case where a goes
to 0 with P (ρ) = aργ), then the properties of porous media or fast diffusion equations
are more or less preserved for the solution of (1.1) when a is small. Before giving more
details on your results, let us give few words on the porous and fast diffusion equations
for the reader which are not so familiar with these equations.
Porous media and fast diffusion equations
Let us consider the equation (1.12) when 2µ = 1 to simplify the notations; the case
α > 1 (the porous media equations) arises as a model of slow diffusion of a gas inside a
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porous container. Unlike the heat equation α = 1, this equation exhibits finite speed of
propagation in the sense that solutions associated to compactly supported initial data
remain compactly supported in space variable at all times (see [33] and [1]). When
0 < α < 1, the opposite happens. Infinite speed of propagation occurs and solutions
may even vanish in finite time. This problem is usually referred to as the fast diffusion
equation.
Let us recall that there exists a theory of global unique solution for initial data ρ0 ∈
L1(RN ) (see the section 2 for some reminders). M. Pierre in [31] has extend this last one
in obtaining the existence of unique global weak solution with bounded Radon measure
as initial data. Let us mention also that the porous media equations are invariant by
scaling, more precisely we can introduce a notion of self similarity (for more informations
we refer to the chapter 16 of [33]). The notion of scaling consists in searching some
solutions under the following form ρ(t, x) = t−γF ( x
tβ
), with γ and β to be determined. In
our case γ and β have the form: γ(α−1)+2β = 1, and F verifies the following equation:
∆Fα + βη∇˙F + γF = 0.
In this case we said that ρ is a self similar solution of type I or a forward self similar
solution. In particular it exists self similar solution such that the initial data is a Dirac
mass (as in the theorem of M. Pierre in [31]) and such that for t > 0 this solution
conserves a constant mass. This is the so-called Barrenblatt solutions (here α > 1) that
we can write under the following form:
Um(t, x) = t
−γ1F (
x
tβ
) with F (x) = (C − (α− 1)γ1
2α
|x|2)
1
α−1
+
with C > 0 and γ1 =
N
N(α−1)+2 , β =
1
N(α−1)+2 . Here we have the conservation of the
mass
∫
Um(t, x)dx = m with m depending on C and the initial data corresponds to the
Dirac mass mδ0. Similarly when mc < α < 1 with mc = max(0,
N−2
N ) it exists also
Barrenblatt solutions defined as follows:
Um(t, x) = t
−γ1F (xt−β) with F (x) = (C + κ1|x|2)
−1
α−1
+ ,
with κ1 =
(1−α)γ1
2Nα . We recall that asymptotically in time all the global weak solution with
L1 initial data converges to a Barrenblatt solution determined by his mass ‖u0‖L1 (we
refer to Friedman and Kamin [14], Va´zquez and Kamin [24, 25] and Dolbeaut and Del
Pino [12]). As we mentioned previously in the case of fast diffusion equation 0 < α < 1,
infinite propagation occurs and solution may even vanish in finite time when α is in the
interval (0,mc) with mc = max(0,
N−2
N ). In particular it implies a lost of the initial mass
when ρ0 is in L
1 (it implies also a lost of the regularity of the solution). We refer to
[34] theorem 5.7 for a necessary condition of extinction, in particular the initial data
belongs in an appropriate Marcinkewitz space Mp∗(R
N ). Let us finished this subsection
by mentioning that we shall recall more results on the porous and the fast diffusion
equations in the section 2.
1.1 Main results
Let us now give your first result describing the link between quasi-solutions and the
solutions of (1.12). Finally we obtain the following theorems.
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Theorem 1.1 Let µ(ρ) = µρα with α ≥ 1− 1N and λ(ρ) verifying the relation (1.5).
Let ρ0 ∈ L1(RN ) with ρ0 > 0 and continuous and u0 = −∇ϕ(ρ0). Then it exists a global
weak solution solution of the system (1.10) of the form (ρ, u = −∇ϕ(ρ)) with (ρ, u)
belonging in C∞((0,+∞) × RN ) ∩ C([0,+∞] × RN ) and solving the following system
almost everywhere : {
∂tρ− 2∆µ(ρ) = 0,
ρ(0, ·) = ρ0.
(1.13)
Furthermore we have:
lim
t→+∞ ‖ρ(t)− Um(t)‖L1(RN ) = 0. (1.14)
Convergence holds also in L∞ norm:
lim
t→+∞ t
β‖ρ(t)− Um(t)‖L∞(RN ) = 0, (1.15)
with β = NN(α−1)+2 and Um the Barrenblatt of mass m = ‖ρ0‖L1(RN ). For every p ∈
(1,+∞) we have the following regularizing effect, ρ(t, ·) belongs in Lp(RN ) and:
‖ρ(t)‖Lp(RN ) ≤ Ct−σp‖ρ0‖αpL1(RN ),
with σp =
N(α−1)+2p
(N(α−1)+2)p and αp =
N(p−1)
(N(α−1)+2)p .
Remark 9 Let us point out that we could have also global strong solution for more
general viscosity coefficients with µ verifying the same conditions than the subsection
(2.1.1). We refer to the section 2 for more details in this situation.
Remark 10 We shall remark in the proof of this theorem that any solution of (1.12)
such that ρ is in C3((0,+∞) × RN ) is a solution of (1.10) almost everywhere.
Remark 11 We can observe as in [19] that if we consider the compressible Navier-Stokes
equation with a friction term aρu and a pressure term of the form 2µaρα then the solution
of the previous theorem 1.1 verify also a such system.
Remark 12 Let us mention that when α is in the interval (0,mc) with mc = max(0,
N−2
N )
(then this contradicts the Lame´ condition on the viscosity coefficients ) then it can ap-
pears a phenomena of extinction of the solution in finite time, in particular it implies a
loss of the initial mass when ρ0 is in L
1. A typical example is the solution:
ρ(t, x) = cα(
T − t
|x|2 )
1
1−α and u(t, x) = −2µcαα
α− 1 ∇(
|x|2
T − t),
with c1−αα = 2(N − 21−α). In particular we observe a blow-up behavior of u at time T .
We are going to give a general definition of global weak solution for the quasi solutions in
the spirit of [29] including the case where the initial velocity is not necessary irrotational.
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Definition 1.2 We say that (ρ, u) is a global weak quasi solution if (ρ, u) verifies in
distribution sense:
∂
∂t
ρ+ div(ρu) = 0,
∂
∂t
(ρu) + div(ρu⊗ u)− div(2µ(ρ)Du)−∇(λ(ρ)divu) = 0,
(ρ, u) t=0 = (ρ0, u0).
(1.16)
More precisely (ρ, u) is a weak solution of (1.10) on [0, T ]× RN
ρ/t=0 = ρ0 ≥ 0, ρu/t=0 = m0. (1.17)
with:
ρ0 ∈ L1(RN ), √ρ0∇ϕ(ρ0) ∈ L2(RN ), ρ0 ≥ 0,
√
ρ0|u0|(1 +
√
ln(1 + |u0|2)) ∈ L2(RN ).
(1.18)
if
• ρ ∈ L∞T (L1(RN ),
√
ρ∇ϕ(ρ) ∈ L∞T (L2(RN )),
√
ρu ∈ L∞T (L2(RN )),
•
√
µ(ρ)∇u ∈ L2((0, T ) × RN ), √ρ|u|
√
ln(1 + |u|2) ∈ L∞T (L2(RN )).
with ρ ≥ 0 and (ρ,√ρu) satisfying in distribution sense on [0, T ]× RN :{
∂tρ+ div(
√
ρ
√
ρu) = 0,
ρ(0, x) = ρ0(x).
and if the following equality holds for all ϕ(t, x) smooth test function with compact support
such that ϕ(T, ·) = 0:∫
RN
(ρu)0 · ϕ(0, ·)dx +
∫ T
0
∫
RN
√
ρ(
√
ρu)∂tϕ+
√
ρu⊗√ρu : ∇ϕdx
− < 2µ(ρ)Du,∇ϕ > − < λ(ρ) divu,divϕ >= 0,
(1.19)
where we give sense to the diffusion terms by rewriting him according to
√
ρ and
√
ρu:
< 2µ(ρ)Du,∇ϕ >= −
∫
µ(ρ)√
ρ
(
√
ρuj)∂iiϕjdx dt−
∫
2(
√
ρuj)µ
′
(ρ)∂i
√
ρ∂iϕjdx dt
−
∫
µ(ρ)√
ρ
(
√
ρuj)∂jiϕjdx dt−
∫
2(
√
ρui)µ
′
(ρ)∂j
√
ρ∂iϕjdx dt
< λ(ρ) divu,divϕ >= −
∫
λ(ρ)√
ρ
(
√
ρui)∂jiϕjdx dt−
∫
2(
√
ρui)λ
′
(ρ)∂i
√
ρ∂jϕjdx dt
We assume also that µ and λ verify the conditions (1.5) and (1.6).
We obtain now a general result concerning the stability of the global weak solution for
system (1.10) and a result of existence of global weak solution for general initial data of
the form (ρ0,−∇ϕ(ρ0)) (in particularly ρ0 is not assumed only strictly positive).
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Theorem 1.2 Assume that µ(ρ) and λ(ρ) are two regular function of ρ verifying (1.5)
and (1.6). Furthermore we shall set g(x) = µ(x)√
x
and we assume that g is bijective and
that g−1 is continuous on (0,+∞). When 2+N ≤ ν1, we assume in addition that g and
g
′
are increasing on (0,+∞).
Let (ρn, un) be a sequence of global weak solutions of system (1.24) satisfying entropy
inequalities (3.36), (3.37) and (3.38) with initial data:
(ρn)/t=0 = ρ
n
0 (x) and (ρnun)/t=0 = ρ
n
0u
n
0 (x)
with ρn0 and u
n
0 such that:
ρn0 ≥ 0, ρn0 → ρ0 in L1(RN ), ρn0un0 → ρ0u0 in L1(RN ), (1.20)
and satisfying the following bounds (with C constant independent on n):∫
RN
ρn0
|un0 |2
2
< C,
∫
RN
√
ρn0 |∇ϕ(ρn0 )|2dx < C (1.21)
and: ∫
RN
ρn0
1 + |un0 |2
2
ln(1 + |un0 |2)dx < C. (1.22)
Then, up to a subsequence, (ρn,
√
ρnun) converges strongly to a global weak solution
(ρ,
√
ρu) of (1.24) satisfying entropy inequalities (3.36), (3.37) and (3.38).
Furthermore the density ρn converges strongly to ρ in C([0, T ], L
1+α
loc (R
N )) with 0 < α <
ν1 when N = 3 and in C([0, T ], L
q
loc(R
N )) for any q ≥ 1 when N = 2; √ρnun converges
strongly in L2(0, T, L2loc) to
√
ρu and the momentum mn = ρnun converges strongly in
L1(0, T, L1loc(R
N )), for any T > 0.
If we assume moreover that (ρ0, u0) verify the initial condition of the definition 1.2, that
u0 = −∇ϕ(ρ) with µ(ρ) = µρα and that √ρ0|u0|1+
1
p belongs in L2(RN ) for p large enough,
then it exists a global weak solution (ρ, u) of the system (1.24) where ρ is also the unique
solution of the system (1.12) (see the theorem 2.4 for the existence of a unique global
strong solution for the equation (1.12) with a L1 initial data).
Remark 13 Let us mention that the additional technical assumption on the viscosity
µ remains quite natural since they are verified in the standard case µ(ρ) = µρα with
α > 1− 1N . In particular we remark that this result extend the analysis of [29] to general
viscosity coefficient, in particular we do not suppose that µ
′
(ρ) ≥ c > 0.
Remark 14 Let us emphasize that the condition (1.6) implies that we exclude the case
of fast diffusion equation with 0 < α < 1 − 1N , in particular it forbids any phenomen of
extinction and loss of mass ‖ρ(t, ·)‖L1(RN ).
Remark 15 Let us mention that our second result of existence of global weak solution
when u0 = −∇ϕ(ρ0) can be applied to the Barrenblatt solution by choosing ρ0 = Um(τ, ·)
with τ > 0. In this case we have then a free boundary problem with (ρ, u) C∞ when ρ > 0
and (ρ, u) = (0, 0) when ρ = 0. In particular when µ(ρ) = µρα with α > 1 we observe
that the propagation of the support of the Barrenblatt is finite.
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More generally when we choose a initial density with compact support the support of
the density remains bounded along the time when we deal with the case µ(ρ) = µρα with
α > 1. It means that quasi-solutions in this case have the same properties than the porous
media solutions. We are related to a free boundary problem with on a side the solution
which is C∞ and on the other side the solution which is identically null. In particular it
implies that we can not hope uniqueness as the velocity can take any value on the vacuum
set, that is why it is natural to consider the momentum unknown
√
ρu as it is the case
in the previous theorem.
Remark 16 Let us emphasize on the fact that the problem of the existence of global weak
solutions remains open in the general case (it means when u0 is different from −∇ϕ(ρ0)).
Indeed in the previous theorem we prove the stability of the global weak solutions, however
it seems quite complicated to construct approximate global weak solution which verify
uniformly in n all the entropies. We have the same problem in the case of the compressible
Navier Stokes problem where the problem remains also open.
We are going to prove now the convergence of the global weak solution of the compressible
Navier-Stokes equations to the quasi solutions when we consider a vanishing pressure
process. More precisely let us consider the highly compressible Navier-Stokes system
with ǫ going to 0:
∂tρǫ + div(ρǫuǫ) = 0,
∂t(ρǫuǫ) + div(ρǫuǫ ⊗ uǫ)− div(2µ(ρǫ)D(uǫ))−∇(λ(ρǫ)divuǫ) + ǫ∇ργǫ = 0,
(ρǫ, uǫ)/t=0 = (ρ0, u0).
(1.23)
In the literature we find many result on the incompressible limit which corresponds to
take ǫ = 1η2 with η the Mach number going to 0. For such results in the framework of
the global weak solutions for the ill-prepared data we refer to the pioneering papers of
Desjardins, Grenier, Lions and Masmoudi [10, 11, 27, 28]. Indeed in this last situation we
can observe at least heuristically that the density ρǫ converges to a constant 1 when we
are working with initial density of the form ρ0,ǫ = 1 + ηq0,ǫ with q0,ǫ uniformly bounded
in appropriate space. By considering the mass equation, roughly speaking we can deduce
that the limit solution of uǫ is incompressible. The main difficulty compared with the
well prepared case corresponds to deal with the acoustic waves, in particular in order to
overcome such difficulty the authors use Strichartz estimates.
In our case we are going to deal with the opposite situation when the solutions are highly
compressible and converge to quasi-solution which are in some sense purely compressible
since irrotationnal. In the case of constant viscosity it appears impossible to pass in the
limit when ǫ goes to 0 since we lose the L∞T (L
γ(RN )) estimate on ρǫ coming from the
pressure term (we conserve only the L1 conservation of the mass which is not sufficient
to pass to the limit since it does not provide enough compactness information). In our
case with viscosity coefficients verifying the relation (1.5) we know that we have uniform
estimate on
√
ρǫ∇ϕ(ρǫ) in L∞T (L2(RN )) providing of the entropy (3.42) (see [6]) which
will be sufficient in term of compactness to pass to the limit when ǫ goes to 0. Before
giving our main result in this spirit, let us give a definition of global weak solution for
the system (1.23) in the spirit of [29]:
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Definition 1.3 We say that (ρ, u) is a global weak solution of (1.1) if (ρ, u) verifies in
distribution sense:
∂
∂t
ρ+ div(ρu) = 0,
∂
∂t
(ρu) + div(ρu⊗ u)− div(2µ(ρ)Du) −∇(λ(ρ)divu) +∇P(ρ) = 0,
(ρ, u) t=0 = (ρ0, u0),
(1.24)
with P (ρ) = aργ , γ > 1. More precisely (ρ, u) is a weak solution of (1.1) on [0, T ]× RN
ρ/t=0 = ρ0 ≥ 0, ρu/t=0 = m0. (1.25)
with:
ρ0 ∈ L1(RN ) ∩ Lγ(RN ), √ρ0∇ϕ(ρ0) ∈ L2(RN ), ρ0 ≥ 0,
√
ρ0|u0|(1 +
√
ln(1 + |u0|2)) ∈ L2(RN ).
(1.26)
if
• ρ ∈ L∞T (L1(RN ),
√
ρ∇ϕ(ρ) ∈ L∞T (L2(RN )),
√
ρu ∈ L∞T (L2(RN )),
• √µ(ρ)∇u ∈ L2((0, T ) × RN ), √ρ|u|√ln(1 + |u|2) ∈ L∞T (L2(RN )).
with ρ ≥ 0 and (ρ,√ρu) satisfying in distribution sense on [0, T ]× RN :{
∂tρ+ div(
√
ρ
√
ρu) = 0,
ρ(0, x) = ρ0(x).
and if the following equality holds for all ϕ(t, x) smooth test function with compact support
such that ϕ(T, ·) = 0:∫
RN
(ρu)0 · ϕ(0, ·)dx +
∫ T
0
∫
RN
√
ρ(
√
ρu)∂tϕ+
√
ρu⊗√ρu : ∇ϕdx
+ a
∫ T
0
∫
RN
ργdivϕ(s, x)dx− < 2µ(ρ)Du,∇ϕ > − < λ(ρ) divu,divϕ >= 0,
(1.27)
where we give sense to the diffusion terms as in the definition 1.2. We assume also that
µ and λ verify the conditions (1.5) and (1.6).
Theorem 1.3 Let γ > 1and (ρ0, u0) verifies the conditions of definition 1.3. Let us take
the following assumptions on γ, ν1 and ν2:
• N = 3
• ν1 ≥ 2:
5
6
+
ν2
12
< γ < 2 +
ν1
2
if N = 3,
5
6
+
ν2
12
< γ <
5
6
+
7
12
ν1 if N = 3,
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• 0 < ν1 < 2:
5
6
+
ν2
12
< γ <
(4− ν1)(1 + ν1)
2− ν1 if N = 3,
5
6
+
ν2
12
< γ <
5
6
+
7
12
ν1 if N = 3,
• N = 2
1
4
+
ν2
8
< γ if N = 2.
Then under these conditions we have as in the theorem 1.2 the stability of the global weak
solutions for the system (1.1).
Assume that there exists global weak solution (ρǫ, uǫ) verifying the definition of [29] with
the conditions (1.5) and (1.6) on µ(ρ) and λ(ρ). Then (ρǫ, uǫ) converges in distribution
sense to a global weak quasi-solution (ρ, u) of the system (1.24) in the sense of the defini-
tion 1.2. Furthermore the density ρǫ converges strongly to ρ in C([0, T ], L
1+α
loc (R
N )) with
0 < α < ν1 when N = 3 and in C([0, T ], L
q
loc(R
N )) for any q ≥ 1 when N = 2; √ρǫuǫ con-
verges strongly in L2(0, T, L2loc) to
√
ρu and the momentum mǫ = ρǫuǫ converges strongly
in L1(0, T, L1loc(R
N )), for any T > 0
Remark 17 Let us mention that the technical assumption on ν1, ν2 and γ are important
in order to ensure a uniform gain of integrability on the velocity uǫ (as in the paper of
Mellet and Vasseur [29]), more precisely we will see that we have a competition between
the pressure and the viscosity.
Remark 18 We shall also emphasize on an important question which remains open; in-
deed when µ(ρ) = µρα and u0 = −∇ϕ(ρ0) the limit solution (ρ, u) of (ρǫ, uǫ) when ǫ goes
to 0 is a quasi solution of (1.13). However it is not clear how to prove the uniqueness
of the quasi solutions in the class of the solutions giving by the definition 1.2 and in
particular to show that this quasi solution is solution of the porous media equation for the
density ρ when α > 1. In the following corollary, we shall give properties of the solutions
of (1.23) when we assume the uniqueness of the quasi solutions.
Let us mention that in some case if we assume that the solution of the porous media
is enough regular (typically the case of some solutions with initial data ρ0 = Um(τ, ·)
with τ > 0 and Um a suitable Barrenblatt solution) the uniqueness consists in prov-
ing a weak-strong uniqueness theorem since we can assume that the solution
(
Um(T +
τ, ·),−∇ϕ(Um(T + τ, ·))
)
is strong.
Remark 19 The second important remark consists to point out the fact that the question
of global weak solution for the system (1.23) remains open, indeed Mellet and Vasseur
have proved the stability of the global weak solution in [29]. However it seems not so
easy to construct a regular sequel (ρn, un) approximating (1.23) (typically by a Friedrich
process) and verifying uniformly all the entropies of [29] (3.41), (3.42) and (3.43).
Corollary 1 Let γ > 1, ν1 and ν2 with the hypothesis of theorem 1.3. Let ρ0 and u0
verifying the hypothesis of the theorem 1.3 with u0 = −∇ϕ(ρ0) and µ(ρ) = µρα, λ(ρ)
verifying also the hypothesis of theorem 1.3. We assume here that there exists a unique
quasi solution of system (1.24) with such initial data, in particular the density of this
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quasi solution verifies (1.12). Then as in theorem 1.3 (ρǫ, uǫ) converges in distribution
sense to a global weak quasi-solution (ρ, u) of the system (1.24) such that ρ is solution of
(1.12). Moreover:
• If α > 1, ρ0 ∈ L∞(RN ) and the support of ρ0 is compact then we have for T > 0 ρǫ
converges strongly to ρ in C([0, T ], L1(RN )∩Lp(RN )) with 1 < p < 1+ ν1 if N = 3
and in C([0, T ], Lp(RN )) for any p > 1.
For all η > 0 it exists ǫ0 > 0 such that for all 0 < ǫ ≤ ǫ0 ∀t ∈ [0, T ] we have:
ρǫ(t, ·) = ρ(t, ·) + fǫ(t, ·),
with ρ(t, ·) with compact support for any t ∈ [0, T ] (it exists C > 0 such that
supp ρ(t, ·) ≤ Ctβ with β = 1N(α−1)+2 ) and we have ‖fǫ(t, ·)‖L1(RN ) ≤ η ∀t ∈ [0, T ].
In particular for all η > 0 it exists ǫ0 > 0 such that for all 0 < ǫ ≤ ǫ0 we have:
ρǫ(t, ·) = ρ(t, ·) + fǫ(t, ·),
with ρ(t, ·) verifying for p as above:
‖ρ(t)‖Lp(RN ) ≤ Ct−σp‖ρ0‖αpL1(RN ),
with σp =
N(α−1)+2p
(N(α−1)+2)p and αp =
N(p−1)
(N(α−1)+2)p , and we have ‖fǫ(t, ·)‖Lp(RN ) ≤ η for
all t ∈ [0, T ].
• If α ≥ 1− 1N , for all η > 0 for all compact K it exists T > 0, it exists ǫ0 > 0 such
that for 0 < ǫ ≤ ǫ0 we have:
‖ρǫ(t, ·)− Um(t, ·)‖L1(K) ≤ η ∀t ∈ [T, 2T ].
Remark 20 It is very surprising to observe that for ǫ small enough ρǫ is subjected to a
type of damping effect in Lp(RN ) with p choose as above up to a small remainder term
in Lp(RN ). Let us point out that this effect is similar to the dispersion property for the
Schrod¨ingier or the waves equations. In [9, 15] we observe a damping effect on the density
due to the role of the pressure, but in our case the pressure tends to disappear. As for
the porous media equation this effect seems purely non linear and is exhibited because the
particular structure of the viscosity coefficients.
Remark 21 Under the hypothesis of uniqueness of the quasi solution when u0 = −∇ϕ(ρ0)
we show that the solution of the highly compressible Navier-Stokes equation are not so far
to have a finite speed of propagation when we take a initial density with compact support.
Indeed this is the case modulo a perturbation fǫ of small L
1 norm. Similarly modulo
this hypothesis of uniqueness we expect a asymptotic convergence of ρǫ to the Barrenblatt
solution of L1 norm ‖ρ0‖L1(RN ) modulo a small perturbation.
The paper is structured in the following way: in section 2 we recall some important
results on the porous media and the fast diffusions equations. In section 3 we adapted
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the entropy of [6] and [29] to the case of the quasi-solutions. In section 4, we give a
few notation, some compactness results and briefly introduce the basic Fourier analysis
techniques needed to prove our result. In section 4 we prove theorem 1.1 and in section
5 we show the theorem 1.2. In section 5.1 we conclude with the proof of the theorem
1.3 and the forollary 1. An appendix is postponed in order to prove rigorously some
technical lemmas.
2 Important results on the porous media equation
for the sake of completeness for the reader which are not familiar with the porous and
the fast diffusion equations, we are going to recall in this section some essential results
on the porous media and the fast diffusion equations. The majority of them are directly
issue from the excellent book [33], [34] from Va´zquez. In this part in order to simplify
the problem we shall only consider the following equation with α > 1− 1N :{
∂tρ− 2µ∆ρα = 0,
ρ(0, ·) = ρ0 ≥ 0.
(2.28)
Let us start with the case where α > 1
2.1 Porous Media, α > 1
In the sequel we shall set Q = (0,+∞) × RN . Let us recall the notion of global strong
solution for the equation (1.12) of the porous medium equation (α > 1) (see [33] chapter
9 for more details).
Definition 2.4 We say that a function ρ ∈ C([0,+∞), L1(RN )) positive is a strong L1
solution of problem (2.28) if:
• ρα ∈ L1loc(0,+∞, L1(RN )) and ρt,∆ρα ∈ L1loc((0,+∞) × RN )
• ρt = µ∆ρα in distribution sense.
• u(t)→ ρ0 as t→ 0 in L1(RN ).
Let us mention (see [33] p197) that we have the following theorem of global strong
solution, we are going to give a sketch of the proof of the existence and uniqueness of
the L1 solution (which is perfectly detailed in [33] Chapter 6 and 9). Indeed it will be
important to understand this point for the proof of the last part of theorem 1.2.
Theorem 2.4 Let α > 1 For every non-negative function ρ0 ∈ L1(RN )∩L∞(RN ) there
exists a unique global strong solution ρ ≥ 0 of (2.28). Moreover, ∂tρ ∈ Lploc(Q) for
1 ≤ p < (α+1)α and:
∂tρ ≥ − ρ
(α− 1)t in D
′
(Q),
‖∂tρ(t, ·)‖L1(RN ) ≤
2‖ρ0‖L1(RN )
(α− 1)t .
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Let ρ1 and ρ2 be two strong solutions of (2.28) in (0, T ) × RN then for every 0 ≤ τ < t
‖(ρ1(t, ·) − ρ2(t, ·))+‖L1(RN ) ≤ ‖(ρ1(τ, ·)− ρ2(τ, ·))+‖L1(RN ). (2.29)
If ρ1 and ρ2 are two strong solution with initial data ρ01 and ρ02 with ρ01 ≤ ρ02 in RN ,
then ρ1 ≤ ρ2 almost everywhere in (0,+∞) × RN .
Proof: The proof is decomposed in three steps. Let us recall that in the sequel the
initial density is always positive.
Energy global weak solution on a bounded domain Ω
Let us mention that a global weak solution in our setting is given by the definition 5.4
of [33] and verify on the initial data ρ0 ∈ L1(Ω) ∩ L1+α(Ω). By considering ρ0n =
max(ρ0 +
1
n , n) which is strictly positive with boundary condition such that ρn(t, ·) = 1n
on the boundary of Ω, by the theory of the quasilinear equations (see Ladyzhenskaya
et al [26] or Friedman in [13]) it exists global classical solutions which verify the energy
estimates: ∫ T
0
∫
Ω
|∇ραn|2dxdt+
1
α+ 1
∫
Ω
ρα+1n dxdt ≤
1
α+ 1
∫
Ω
ρα+10n .
Furthermore by applying the maximum principle we know that (ρn)n∈N is a decreas-
ing sequel so to converges everywhere to a limit ρ. Since ρn is uniform bounded in
L∞T (L
1+α(Ω)) for any T > 0, it implies that up to a subsequence ρn converge weakly to
ρ in L∞T (L
1+α(Ω)) . Furthermore ∇ραn is uniformly bounded in L2T (L2(Ω)) for any T > 0
it implies that up to a subsequence ∇ραn converges to a limit ψ.
By applying the lemma 1 to ραn and the fact that ρ
α
n is uniformly bounded in L
∞
T (L
1+ǫ(Ω))
with ǫ > 0 and converges almost everywhere to ρα it shows that ραn converges strongly
to ρα in L1loc((0, T )× Ω). In particular we deduce that ψ = ∇ρα.
L1 global weak solution on a bounded domain Ω
By the fundamental L1 contraction principle which ensures that for any solution ρ1, ρ2
of the porous media in L1 we have:
‖ρ1(t)− ρ2(t)‖L1(Ω) ≤ ‖ρ01 − ρ02‖L1(Ω). (2.30)
The L1 limit solution ρ of the equation (1.12) consists in considering the L1 limit of an
approximate energy solution ρn of (1.12) with ρ0n converging to ρ0 in L
1(Ω). By the
estimate (2.30) we check easily that the limit ρ does not depend on the choice of the
regularizing sequel ρ0n. In addition we can verify that ρ is in C([0,+∞), L1(Ω)) (see
p129 in [33]). However an important question remains, is the limit solution ρ is a weak
solution according the definition 5.2 of [33]. The answer is positive. Indeed for any
approximative solution we can check that:∫
Ω
|ρn − ρm|(t, x)ξ(x)dx +
∫ t
0
∫
Ω
‖ραn(s, x)− ραm(s, x)|dxds ≤
∫
Ω
|ρ0n − ρ0m|(x)ξ(x)dx,
(2.31)
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where ξ is the unique solution of the problem:
∆ξ = −1 in Ω, ξ = 0 on ∂Ω.
It implies that ραn is a Cauchy sequence in L
1((0, T ) × Ω) for any T > 0 and then
converge strongly to ψ but ρn converge strongly in L
∞
T (L
1(Ω) for any T > 0 then up
to a subsequence rhon converges almost everywhere to ρ and ρ
α
n up to a subsequence
converges to ρα and ψ then ψ = ρα which implies that ρ is a very weak solution of (1.12)
in the sense of the definition 5.2 of [33].
L1 solution on RN
We start by approximating the initial data by setting:
ρ0n(x) = max(−n,min(ρ0(x), n)χ(nx),
whit χ ∈ C∞0 (RN ) such that the support of χ is embedded in the ball B(0, 2) and χ = 1
on B(0, 1). We have seen that it exists global L1 solutions for the homogeneous Cauchy-
Dirichlet problem in bounded domain Ωn = B(0, 2n). It suffices to pass to the limit when
n goes to infinity by using the same type of compactness argument.
Let us mention to finish that the uniqueness of the L1 solution is a direct consequence
of the L1 contraction principle. 
Remark 22 Let us recall that there exists global weak solution which are not classical
it means not C∞ even if the initial data is C∞ (see a example due to Aronson in the
problem 5.7 of [33]).
We are now to recall the so called L1 − L∞ smoothing effect (as for the dispersive
equations), we refer to [33] p 202.
Theorem 2.5 For every t > 0 we have:
ρ(t, x) ≤ C‖ρ0‖σL1(RN )t−β,
with σ = 2N(α−1)+2 , β =
N
N(α−1)+2 and C > 0 depends only on α and N . The exponents
are sharp.
Let us finnish by giving a more general theorem of existence of global strong solution for
(2.28) with some properties on the solutions (see [33] p 204-205).
Theorem 2.6 For every ρ0 ∈ L1(RN ) there exists a unique global strong solution of
(2.28) such that ρ ∈ C([0,+∞), L1(RN )) ∩ L∞((τ,+∞)×RN ) with τ > 0. Furthermore
we have the following L∞ estimate:
|ρ(t, x)| ≤ C‖ρ0‖σL1(RN )t−β,
with σ = 2N(α−1)+2 , β =
N
N(α−1)+2 and C > 0 depends only on α and N . Moreover we
have the following properties:
1. The solutions are continuous functions of (t, x) in Q with a uniform modulus of
continuity for t ≥ τ > 0.
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2. The maximum principles holds.
3. if ρ0 is strictly positive and continuous, then ρ ∈ C∞(Q) ∩C(Q¯) and is a classical
solution of (2.28).
4. For every p ∈ (1,+∞) we have the following regularizing effect, ρ(t, ·) belongs in
Lp(RN ) and:
‖ρ(t)‖Lp(RN ) ≤ Ct−σp‖ρ0‖αpL1(RN ),
with σp =
N(α−1)+2p
(N(α−1)+2)p and αp =
N(p−1)
(N(α−1)+2)p .
Let us conclude this section with two important theorem showing the finite speed of
propagation for the porous media equation (see [33] p 210) and the time asymptotic
behavior of the solution which converges to Barrenblatt solutions (see [35] p 69).
Proposition 2.1 Let ρ be the global strong solution of (2.28) with initial data ρ0 ∈
L1(RN ) ∩ L∞(RN ) and assume that ρ0 has a compact support then for every t > 0 the
support of ρ(t, ·) is a bounded set.
Theorem 2.7 Let ρ(t, x) be the unique global strong solution of (2.28) with initial data
ρ0 ∈ L1(RN ), ρ0 ≥ 0. Let Um be the Barrenblatt with the same mass as ρ0. Then we
have:
lim
t→+∞ ‖ρ(t)− Fm(t)‖L1(RN ) = 0. (2.32)
Convergence holds also in L∞ norm:
lim
t→+∞ t
β‖ρ(t)− Fm(t)‖L∞(RN ) = 0, (2.33)
with β = NN(α−1)+2 .
Remark 23 For more results in this direction we refer also to [12].
Let us conclude this section by giving general results (essentially extracted form the
chapter 9 from [33]) on porous media equation of the form:{
∂tρ− 2∆µ(ρ) = 0,
ρ(0, ·) = ρ0.
(2.34)
2.1.1 General viscosity coefficients
We assume here that µ verifies the following assumptions:
• µ is a continuous and increasing function: R→ R with µ(0) = 0
• µ has at least linear growth at infinity in the sense that it exists c > such that for
large |s| we have:
|µ(s)| ≥ c|s| > 0.
Definition 2.5 A locally integrable function ρ defined in QT is said to be a weak solution
of the problem if:
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1. µ(ρ) ∈ L2(0, T,H1(RN ))
2. ρ satisfies the identity:∫ ∫
QT
(∇µ(ρ) · ∇ϕ− ρ∂tϕ)dxdt =
∫
RN
ρ0(x)ϕ(0, x)dx, (2.35)
for any function ϕ ∈ C1(Q¯T ) which vanishes for t = T and has uniformly bounded support
in the space variable.
We define Lµ(R
N ) by the set of measurable function ρ0 such that µ(ρ0) ∈ L1(RN ). We
shall consider ψ the primitive of µ:
ψ(s) =
∫ s
0
µ(τ)dτ.
Let XT = Lµ(R
N ) ∩ L1(RN ) and Y = L∞(QT ) ∩ L1(QT ) for 0 < T ≤ +∞.
Theorem 2.8 Let ρ0 ∈ X. Then it exists a unique global weak solution defined in
(0,+∞) and ∇µ(ρ) ∈ L2(QT ). Moreover we also have ρ ∈ L∞((0, T ),X).
2.2 Fast diffusion equations, 0 < α < 1
The situation is different in the case of fast diffusion equation 0 < α < 1, indeed in
this case infinite propagation occurs and solution may even vanish in finite time. Let
us mention that when α is in the interval (0,mc) with mc = max(0,
N−2
N ) then it can
appears a phenomena of extinction of the solution in finite time. In particular it implies
a lost of the initial mass when ρ0 is in L
1 (it implies also a lost of the regularity of
the solution). We refer to [34] theorem 5.7 for a necessary condition of extinction, in
particular the solution belongs in an appropriate Marcinkewitz space Mp∗(R
N ).
Let us mention that in the case α ∈ (mc, 1) the situation is quite similar to the case of the
porous media equation (except the infinite propagation speed) as the mass is preserved
which implies no extinction in finite time. Moreover we have self similar solutions also
discovered by Barrenblatt that we can write under the following form:
Um(t, x) = t
−γ1F (xt−β) with F (x) = (C + κ1|x|2)
−1
α−1
+ ,
with κ1 =
(1−α)γ1
2Nα . In particular the proof of the most of the previous result in the
last section are based on the existence of Barrenblatt solutions and on the maximum
principle or in other word the L1 contraction principle. This two fundamental point arise
also in the case α ∈ (mc, 1) which implies that we have the most of the result of the case
α > 1 exists also in this case (using essentially the same proof). In particular similarly
to the case α > 1 in the situation αc < α < 1 the global strong solution converges
asymptotically to a Barrenblatt solution and we have also regularizing effect L1 − L∞.
For more details in this situation we refer the reader to the excellent books of Va´zquez
[33, 34].
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3 Entropy inequality for the quasi-solutions and basic tools
3.1 Entropy for the quasi-solution of the system (1.10)
We now want to establish new entropy inequalities for system (1.10) by applying the
entropy inequalities discovered in [6, 29]. More precisely if we assume that (ρ, u) are
classical solutions of system (1.10), we obtain the following proposition.
Proposition 3.2 Assume that (ρ, u) are classical solutions of system (1.10) then for all
t > 0 we have the two following entropy:∫
RN
1
2
ρ|u|2(t, x) dx +
∫ t
0
∫
RN
2µ(ρ)|Du|2dxdt+
∫ t
0
∫
RN
λ(ρ)|divu|2dxdt
=
∫
RN
ρ0|u0|2(x) dx.
(3.36)
∫
RN
1
2
ρ|u+∇ϕ(ρ)|2(t, x) dx+ 1
2
∫ t
0
∫
RN
µ(ρ)|∇u−t ∇u|2dxdt
=
∫
RN
1
2
ρ0|u0 +∇ϕ(ρ0)|2(x) dx.
(3.37)
Proof: In order to obtain (3.36) it suffices to multiplying the momentum equation by u
and integrating over (0, t) ×RN .
Let us briefly recall the proof of the second entropy (3.37) introduced by Bresch and
Desjardins in [6]. To this purpose, we have to study:
d
dt
∫ [1
2
ρ|u|2 + ρu · ∇ϕ(ρ) + 1
2
ρ|∇ϕ(ρ)|2]dx.
Step 1:
First by the mass equation, we have:
1
2
∫
d
dt
(ρ|∇ϕ(ρ)|2)dx =
∫
ρ
d
dt
|∇ϕ(ρ)|2
2
dx−
∫ |∇ϕ(ρ)|2
2
div(ρu)dx,
= −
∫
ρ∇u∇ϕ(ρ)⊗∇ϕ(ρ)dx+
∫
ρ2ϕ
′
(ρ)∆ϕ(ρ)divudx+
∫
ρ|∇ϕ(ρ)|2divudx.
Step 2
It remains to estimate the derivative of the cross product:
d
dt
∫
ρu · ∇ϕ(ρ)dx =
∫
∇ϕ(ρ) · d
dt
(ρu) +
∫
ρu · d
dt
∇ϕ(ρ)dx
=
∫
∇ϕ(ρ) · d
dt
(ρu)−
∫
div(ρu)ϕ
′
(ρ)
d
dt
ρdx
=
∫
∇ϕ(ρ) · d
dt
(ρu) +
∫
div(ρu)2ϕ
′
(ρ)dx.
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Multiplying the momentum equation by ∇ϕ(ρ), we get:∫
∇ϕ(ρ) · d
dt
(ρu) = −
∫
(2µ(ρ) + λ(ρ))∆ϕ(ρ)divudx+ 2
∫
∇u : ∇ϕ(ρ)⊗∇µ(ρ)dx
− 2
∫
∇ϕ(ρ) · ∇µ(ρ)divudx−
∫
∇ϕ(ρ)div(ρu⊗ u)dx,
where we use the fact that:∫
∇(λ(ρ)divu) · ∇ϕ(ρ)dx = −
∫
λ(ρ)∆ϕ(ρ)divudx,
and:∫
div(2µ(ρ)D(u)) · ∇ϕ(ρ)dx =
∫
∂j(µ(ρ)∂jui)∂iϕ(ρ)dx +
∫
∂j(µ(ρ)∂iuj)∂iϕ(ρ)dx,
=
∫
∂i(µ(ρ)∂jui)∂jϕ(ρ)dx +
∫
∂j(µ(ρ)∂iuj)∂iϕ(ρ)dx,
=
∫
∂iµ(ρ)∂jui)∂jϕ(ρ)dx−
∫
∂jµ(ρ)∂iui∂jϕ(ρ)dx
= −
∫
µ(ρ)∂iui∂jjϕ(ρ)dx +
∫
∂jµ(ρ)∂iuj∂iϕ(ρ)dx −
∫
∂iµ(ρ)∂juj∂iϕ(ρ)dx
−
∫
µ(ρ)∂juj∂iiϕ(ρ)dx
= 2
∫
∇u : ∇µ(ρ)⊗∇ϕ(ρ)dx− 2
∫
∇µ(ρ) · ∇ϕ(ρ)divudx− 2
∫
µ(ρ)∆ϕ(ρ)divudx.
Step 4
Sinceϕ, µ and λ satisfies (1.5) and (1.6), then we obtain:
d
dt
( ∫
ρu · ∇ϕ(ρ) + ρ |∇ϕ(ρ)|
2
2
dx
)
= −
∫
∇ϕ(ρ)div(ρu⊗ ρu)dx+
∫
ϕ
′
(ρ)(div(ρu))2dx.
Finally we have:
−
∫
∇ϕ(ρ)div(ρu⊗ ρu)dx+
∫
ϕ
′
(ρ)(div(ρu))2dx
= −
∫
ϕ
′
(ρ)u · ∇ρdiv(ρu)− ϕ′(ρ)∇ρ(ρu · ∇u) + ϕ′(ρ)(div(ρu))2dx
=
∫
ρϕ
′
(ρ)divudiv(ρu)− ρϕ′(ρ)∇ρ(u · ∇u)dx
=
∫
ρ2ϕ
′
(ρ)(divu)2 + ρϕ
′
(ρ)u · ∇ρdivu− ρϕ′(ρ)∇ρ(u · ∇u)dx,
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then by (1.5) and (1.6), we get:
−
∫
∇ϕ(ρ)div(ρu⊗ ρu)dx+
∫
ϕ
′
(ρ)(div(ρu))2dx,
= 2
∫
ρh
′
(ρ)(divu)2 +∇h(ρ) · udivu−∇(h(ρ))(u · ∇u)dx,
= 2
∫
ρµ
′
(ρ)(divu)2 − µ(ρ)(divu)2 − µ(ρ)u · ∇divudx+ 2
∫
µ(ρ)∂iuj∂jui
+ µ(ρ)u · ∇divudx,
=
∫
(2ρµ
′
(ρ)− 2µ(ρ))(divu)2 + 2µ(ρ)∂iuj∂juidx
=
∫
λ(ρ)(divu)2 +
∫
2µ(ρ)∂iuj∂juidx,
whichgives:
d
dt
( ∫
ρu · ∇ϕ(ρ) + ρ |∇ϕ(ρ)|
2
2
dx
)
=
∫
λ(ρ)(divu)2dx+
∫
2µ(ρ)∂iuj∂juidx,
Adding this equality and (3.36), and using the fact that:∫
2µ(ρ)|(u)|2 −
∫
2µ(ρ)∂iuj∂juidx =
∫
2µ(ρ)(
∂iuj − ∂jui
2
)2,
we easily get (3.37).  As in [29] we are also interested in getting a gain of integrability
on the velocity. We have then the following proposition.
Proposition 3.3 Assume that:
2µ(ρ) +Nλ(ρ) ≥ νλ(ρ)
for some ν ∈ (0, 1) (which is a part of (1.6)). Then it exists C > 0 such that smooth
solutions of (1.10) satisfy the following inequality:
d
dt
∫
ρ
1 + |u|2
2
ln(1 + |u|2)dx+ ν
2
∫
µ(ρ)[1 + ln(1 + |u|2)|Du|2dx ≤ C
∫
µ(ρ)|∇u|2dx.
(3.38)
for any δ ∈ (0, 2), and with |∇u|2 =∑i∑j |∂iuj|2.
Proof: Multiplying the momentum equation by
(
1 + ln(1 + |u|2))u, we get:∫
ρ
d
dt
[1 + |u|2
2
ln(1 + |u|2)]dx+ ∫ ρu · ∇(1 + |u|2
2
ln(1 + |u|2))dx
+
∫
2µ(ρ)(1 + ln(1 + |u|2)|D(u)|2dx+
∫
2µ(ρ)
2uiuk
1 + |u|2 ∂jukDij(u)dx
+
∫
λ(ρ)(1 + ln(1 + |u|2)divu|2dx+
∫
λ(ρ)
2uiuk
1 + |u|2 ∂iukdivudx = 0.
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Since:
|divu|2 ≤ N |∇u|2 and νµ(ρ) ≤ 2µ(ρ) +Nλ(ρ),
we obtain:∫
ρ
d
dt
[1 + |u|2
2
ln(1 + |u|2)]dx+ ∫ ρu · ∇(1 + |u|2
2
ln(1 + |u|2))dx
+ ν
∫
µ(ρ)(1 + ln(1 + |u|2)|D(u)|2dx ≤ C
∫
µ(ρ)|∇u|2dx.
(3.39)
Moreover multiplying the mass equation by 1+|u|
2
2 ln(1 + |u|2) and integrating by parts,
we have: ∫
1 + |u|2
2
ln(1 + |u|2) d
dt
ρdx−
∫
ρu · ∇(1 + |u|2
2
ln(1 + |u|2))dx = 0
We deduce that:
d
dt
∫
ρ
1 + |u|2
2
ln(1 + |u|2)dx+ ν
2
∫
µ(ρ)[1 + ln(1 + |u|2)]|D(u)|2dx
≤ C
∫
µ(ρ)|∇u|2dx.
It concludes the proof. 
3.2 Entropy for the compressible Navier-Stokes equations
We are going now to consider the following system with µ(ρ) and λ(ρ) verifying (1.5):
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− div(2µ(ρ)Du) −∇(λ(ρ)∇u) + ǫ∇P (ρ) = 0,
(ρ, u)(0, ·) = (ρ0, u0).
(3.40)
Here P corresponds to the pressure and we shall consider a γ law P (ρ) = aργ with γ > 1
and a > 0.
Proposition 3.4 Assume that (ρ, u) are classical solutions of system (3.40) then for all
t > 0 we have the two following entropy:∫
RN
[1
2
ρ|u|2(t, x) + ǫa
γ − 1ρ
γ(t, x)
]
dx+
∫ t
0
∫
RN
2µ(ρ)|Du|2dxdt
+
∫ t
0
∫
RN
λ(ρ)|divu|2dxdt =
∫
RN
[
ρ0|u0|2(x) + ǫa
γ − 1ρ
γ
0(x)
]
dx.
(3.41)
∫
RN
[1
2
ρ|u+∇ϕ(ρ)|2(t, x) + ǫa
γ − 1ρ
γ(t, x)
]
dx+
1
2
∫ t
0
∫
RN
µ(ρ)|∇u−t ∇u|2dxdt
+ ǫa
∫ t
0
∫
RN
∇ργ · ∇ϕ(ρ)(s, x)ds dx =
∫
RN
[1
2
ρ0|u0 +∇ϕ(ρ0)|2(x)
+
ǫa
γ − 1ρ
γ
0(t, x)
]
dx.
(3.42)
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Proof: We refer to [6] for the proof. 
Proposition 3.5 Assume that:
2µ(ρ) +Nλ(ρ) ≥ ν1λ(ρ)
for some ν ∈ (0, 1) (which is a part of (1.6)). Then it exists C > 0 such that smooth
solutions of (1.10) satisfy the following inequality:
d
dt
∫
ρ
1 + |u|2
2
ln(1 + |u|2)dx+ ν
2
∫
µ(ρ)[1 + ln(1 + |u|2)|Du|2dx ≤
C
∫
µ(ρ)|∇u|2dx+ Cǫ2
(∫ (ρ2γ− δ2
µ(ρ)
) 2
2−δ dx
) 2
2−δ ( ∫
(ρ|u|2 + ρ)dx) δ2 . (3.43)
for any δ ∈ (0, 2).
Proof: The proof follows the same lines than the lemma 3.2 in [29], for the sake of com-
pleteness let us adapt this proof to our situation. Multiplying the momentum equation
by
(
1 + ln(1 + |u|2))u, we get as in (3.39):∫
ρ
d
dt
[1 + |u|2
2
ln(1 + |u|2)]dx+ ∫ ρu · ∇(1 + |u|2
2
ln(1 + |u|2))dx
+ ν1
∫
µ(ρ)(1 + ln(1 + |u|2)|D(u)|2dx ≤ −aǫ
∫
[1 + ln(1 + |u|2)]u · ∇ργdx
+ C
∫
µ(ρ)|∇u|2dx.
(3.44)
It remains to bound the right hand side. We have:
|ǫ
∫
[1 + ln(1 + |u|2)]u · ∇ργdx|
≤ ǫ|
∫
2uiuk
1 + |u|2 ∂iukρ
γdx|+ ǫ|
∫
[1 + ln(1 + |u|2)]divuργdx|,
≤ 2ǫ(
∫
µ(ρ)|∇u|2dx) 12 (
∫
ρ2γ
µ(ρ)
dx)
1
2 + ǫ|
∫
[1 + ln(1 + |u|2)]divuργdx|.
Let us deal with the last term on the right hand side:
ǫ|
∫
[1 + ln(1 + |u|2)]divuργdx| ≤
≤ ǫ(
∫
[1 + ln(1 + |u|2)]µ(ρ)(divu)2dx) 12 (
∫
[1 + ln(1 + |u|2)] ρ
2γ
µ(ρ)
dx)
1
2 ,
+
ǫ2
2ν1
(
∫
[1 + ln(1 + |u|2)] ρ
2γ
µ(ρ)
dx).
We deduce that it exists C > 0 such that:
|ǫ
∫
[1 + ln(1 + |u|2)]u · ∇ργdx| ≤
∫
µ(ρ)|∇u|2dx+ ν1
2
(
∫
[1 + ln(1 + |u|2)]µ(ρ)(divu)2dx)
+
Cǫ2
2ν1
(
∫
[2 + ln(1 + |u|2)] ρ
2γ
µ(ρ)
dx)
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where the last term satisfies (if δ ∈ (0, 2)) for a C > 0:
ǫ2
∫
ρ2γ
h(ρ)
|u|δdx ≤ ǫ2
(∫ (ρ2γ− δ2
µ(ρ)
) 2
2−δ dx
) 2
2−δ ( ∫
ρ[2 + ln(1 + |u|2)] 2δ dx) δ2 ,
≤ Cǫ2
(∫ (ρ2γ− δ2
µ(ρ)
) 2
2−δ dx
) 2
2−δ ( ∫
(ρ|u|2 + ρ)dx) δ2
and the proposition follows. 
3.3 Basic results of compactness
We would like to finish this section by giving very useful propositions of compactness
that we shall often apply. We are going to recall the so-called Aubin-Lions theorem.
Proposition 3.6 Let X →֒→֒ B →֒ Y be Banach spaces (with X which is compactly
imbedded in B) and (fn)n∈N a sequence bounded in Lq((0, T ), B) ∩ L1((0, T ),X) (with
1 < q ≤ +∞) and ( ddtfn)n∈N bounded in L1((0, T ), Y ).Then (fn)n∈N is relatively compact
in Lp((0, T ), B) for any 1 ≤ p < q.
Let us recall now the theorem of Arze`la-Ascoli.
Proposition 3.7 Let B and X Banach spaces such that B →֒→֒ X is compact. Let
fN be a sequence of functions I¯ → B (with I an interval) uniformly bounded in B and
uniformly continuous in X. Then there exists f ∈ C0(I¯ , B) such that fn → f strongly in
f ∈ C0(I¯ , X) up to a subsequence.
Lemma 1 Let K a compact subset of RN (with N ≥ 1) and vǫ a sequel such that:
• vǫ is uniformly bounded in L1+α(K) with α > 0,
• vǫ converge almost everywhere to v,
then vǫ converges strongly to v in L1(K) with v ∈ L1+α(K).
Proof: First by the Fatou lemma v is in L1+α(K). Next we have for any M > 0:∫
K
|vǫ − v|dx ≤
∫
K∩{|vǫ−v|≤M}
|vǫ − v|dx+
∫
K∩{|vǫ−v|≥M}
|vǫ − v|dx. (3.45)
We are dealing with the second member of the right hand side, by Ho¨lder inequality and
Tchebychev lemma we have for a C > 0:∫
K∩{|vǫ−v|≥M}
|vǫ − v|dx ≤ (
∫
K
|vǫ − v|1+αdx) 11+α ({|vǫ − v| ≥M}) α1+α ,
≤ C
M
α
1+α
.
(3.46)
In particular we have shown the strong convergence of vǫ to v, indeed from the inequality
(3.45) it suffices to use the Lebesgue theorem for the first term on the right hand side
and the estimate (3.46) with M going to +∞. 
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Lemma 2 Let f ∈ H˙s with s > 0 and f ∈ Lp + L2 with 1 ≤ p < 2. Then f ∈ L2.
Proof: Indeed we have as f ∈ H˙s:∫
RN
|ξ|2s|f̂ |2dξ < +∞,
so f̂1{|f̂ |≥1} ∈ L2(RN ). And as f = f1 + f2 with f1 ∈ Lp(RN ) and f2 ∈ L2. By using
the Riesz-Thorin theorem, we know that f̂1 ∈ Lq(RN ) with 1p + 1q = 1. As q ≥ 2 we then
have f̂1{|f̂ |≤1} ∈ L2(RN ). This concludes the proof. 
4 Proof of theorem 1.1
Let us assume in a first time that the solution (ρ, u) of system (1.10) are classical, we are
going to search solution under the form: (ρ,−∇ϕ(ρ)). The mass equation give us:
∂tρ− div(ρ∇ϕ(ρ)) = 0 (4.47)
Since ϕ
′
(ρ) = 2µ
′
(ρ)
ρ we get:
∂tρ− 2∆µ(ρ) = 0 (4.48)
Let us check that the second equation is compatible with the first and keep an irrotational
structure. First we have:
∂t(ρu) = −∂t(ρ∇ϕ(ρ)) = −2∇∂t(µ(ρ)).
−2div(µ(ρ)Du) = 2div(µ(ρ)∇∇ϕ(ρ)),
= 2µ(ρ)∇∆ϕ(ρ) + 2∇µ(ρ) · ∇∇ϕ(ρ).
−∇(λ(ρ)divu) = −∇(λ(ρ)∆ϕ(ρ)).
(4.49)
Next we have:
div(ρu⊗ u)j =
∑
i
∂i(ρuiuj) =
∑
i
∂i(ρ∂iϕ(ρ)∂jϕ(ρ)),
=
∑
i
∂i(ρϕ
′
(ρ)∂jρ∂iϕ(ρ)) = 2
∑
i
∂i(∂jµ(ρ)∂iϕ(ρ)),
= 2∆ϕ(ρ)∂jµ(ρ) + 2(∇µ(ρ) · ∇∇ϕ(ρ))j .
We have then:
div(ρu⊗ u) = 2∆ϕ(ρ)∇µ(ρ) + 2∇µ(ρ) · ∇∇ϕ(ρ). (4.50)
Combining (4.49) and (4.50) we obtain:
div(ρu⊗ u)− 2div(µ(ρ)Du) = 2∆ϕ(ρ)∇µ(ρ) + 2∇µ(ρ) · ∇∇ϕ(ρ)
+ 2µ(ρ)∇∆ϕ(ρ) + 2∇µ(ρ) · ∇∇ϕ(ρ),
= 2∇(µ(ρ)∆ϕ(ρ)) + 2∇(∇µ(ρ) · ∇ϕ(ρ)).
(4.51)
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Finally using (4.49), (4.51) and the fact that λ(ρ) + 2µ(ρ) = 2µ
′
(ρ), we obtain:
∂t(ρu) + div(ρu⊗ u)− 2div(µ(ρ)Du)−∇(λ(ρ)divu) =
−∇(2∂tµ(ρ)− 2µ(ρ)∆ϕ(ρ) − 2∇µ(ρ) · ∇ϕ(ρ)− λ(ρ)∆ϕ(ρ)),
−∇(2∂tµ(ρ)− 2ρµ′(ρ)∆ϕ(ρ) − 2∇µ(ρ) · ∇ϕ(ρ)).
(4.52)
Next we have since µ
′
(ρ) = 12ρϕ
′
(ρ):
∆µ(ρ) =
∑
i
∂iiµ(ρ) =
∑
i
1
2
∂i(ρϕ
′
(ρ)∂iρ),
=
1
2
∑
i
∂i(ρ∂iϕ(ρ)),
=
1
2
ρ∆ϕ(ρ) +
1
2
∇ρ · ∇ϕ(ρ).
and:
µ
′
ρ)∆µ(ρ) =
1
2
ρ∆ϕ(ρ) +
1
2
µ
′
(ρ)∇ρ · ∇ϕ(ρ),
=
1
2
ρ∆ϕ(ρ) +
1
2
∇µ(ρ) · ∇ϕ(ρ).
(4.53)
In particular from (4.53) we have:
4µ
′
(ρ) = 2ρ∆ϕ(ρ) + 2∇µ(ρ) · ∇ϕ(ρ) (4.54)
Combining (4.55) and (4.54) we have:
∂t(ρu) + div(ρu⊗ u)− 2div(µ(ρ)Du)−∇(λ(ρ)divu)
= −∇(2µ′(ρ)(∂tρ)− 2∆µ(ρ))). (4.55)
This concludes the proof inasmuch as via the above equation the momentum equation is
compatible to the mass equation and must verify the equation (4.48).
But when we take initial density in L1 non negative and continuous, we know via the
theorem 2.6 that the unique global solution of (4.48) is classical and non negative. It
justify in particular all the previous formal calculus and prove that (ρ, u = −∇ϕ(ρ)) is a
classical solution of (1.10) with ρ verifying (4.48). It concludes the proof.
Furthermore the different properties on ρ are a direct consequence of theorem 2.4, 2.6
and 2.7.
5 Proof of the theorems 1.2
We now present the proof of theorem 1.1 extending to general viscosity coefficient the
results of [29] in the case of the quasi solutions. Let us begin with recalling the assump-
tions on the initial data. Indeed we assume that it exits a sequence (ρn, un) of regular
global weak solution verifying the system (1.24) (or at least an approximated system,
typically by using Friedrich approximations).
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Initial data:
In particular the initial data ρn0 , u
n
0 ) must uniformly in n satisfy (1.25), and (1.26) in
order to verify the entropy inequalities from section 3, more precisely we shall have:
• ρn0 is bounded in L1(RN ), ρn0 ≥ 0 a.e in RN ,
• ρn0 |un0 |2 is bounded in L1(RN ),
• √ρn∇ϕ(ρn0 ) = ∇f(ρn) is bounded in L2(RN ),
• ρn0 |un0 |2 ln(1 + |un0 |2) is bounded in L1(RN ).
With those assumptions, and using the entropy inequalities (3.36), (3.37) and the mass
equation, we have the following bounds:
‖√ρn‖L∞((0,T ),L2(RN )) ≤ C,
‖√ρnun‖L∞((0,T ),L2(RN )) ≤ C,
‖∇f(ρn)‖L∞((0,T ),L2(RN )) ≤ C,
‖√ρn∇un‖L2((0,T )×RN ) ≤ C,
(5.56)
and
‖ ρn|un|2 ln(1 + |un|2) ‖L∞((0,T ),L1(RN )) ≤ C. (5.57)
Remark 24 Let us point out that the gain of integrability on un in (5.57) will be a direct
consequence of a gain of integrability on the pressure with some restriction on γ, ν1 and
ν2.
The proof of theorem 1.1 will be derived in three steps and follows some arguments
developed in [29]. In the first step, we deal with the strong convergence of the density
(ρn)n∈N which enables us to show the convergence almost everywhere of (ρn)n∈N us to a
subsequence. We shall also prove the strong convergence of a momentum sequel of the
form
√
ρnh(ρn)un with a function h to precise to a function
√
ρh(ρ)u. In the second step
we derive the strong convergence of
√
ρnun to
√
ρu in L2loc((0, T ) × R) (it allows us to
give sense to the momentum product ρnun⊗un) by taking advantage of the uniform gain
of integrability on un via the entropy inequality (3.38). Indeed it will suffice to use the
lemma 1 after proving almost everywhere convergence via Sobolev injection. In this part,
we also shall deal with the strong convergence in the distribution sense of the product√
ρn
√
ρnun. In the last step we will treat the diffusion term which will achieve the proof
of the theorem 1.2.
Step 1: Convergence almost everywhere on ρn and ρnun
We are going to begin with proving a technical lemma giving uniforms estimates on ρn
via the entropy (3.36) and (3.37).
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Lemma 3 When N = 2, 3 ∇(µ(ρn)√ρn ) is uniformly bounded in L∞T (L2(RN )) for any T > 0.
• When N = 3 it implies that µ(ρn)√ρn ,
λ(ρn)√
ρn
are uniformly bounded in L∞((0, T ), L6(RN ))
for any T > 0 which gives:
ρ
1
6
+
ν1
2N
n is uniformly bounded in L
∞(0, T ;L6(RN )). (5.58)
• When N = 2 we distinguish two cases:
• ν2 ≥ 2, ρn is uniformly bounded in L∞T (Lq(RN )) for any q ∈ [1,+∞[ and any
T > 0. It implies that µ(ρn)√ρn and
λ(ρn)√
ρn
are uniformly bounded in L∞((0, T ), Lq(K))
for any compact K.
• 0 < ν2 < 2, ρn is bounded in L∞T (Lq(RN )) for any T > 0 and any q ∈ [1,+∞[.
It implies that µ(ρn)√ρn and
λ(ρn)√
ρn
are uniformly bounded in L∞((0, T ), Lq(K)) for any
compact K.
Proof: When N = 3, we observe that:
∇(µ(ρ)√
ρ
) = 2µ
′
(ρ)∇√ρ− µ(ρ)
2ρ
3
2
∇ρ,
=
1
2
∇f(ρ)− µ(ρ)
2ρ
3
2
∇ρ.
and from conditions (1.5), (1.6) and the fact that µ(ρ) ≥ 0 we obtain:
2µ
′
(ρ)ρ = λ(ρ) + 2µ(ρ) =
3λ(ρ) + 2µ(ρ)
3
≥ ν
3
µ(ρ). (5.59)
We deduce that:
|µ(ρ)
2ρ
3
2
∇ρ| ≤ 3
ν
|µ
′
(ρ)√
ρ
||∇ρ|,
≤ 3
2ν
|ϕ′(ρ)√ρ||∇ρ|,
≤ 3
2ν
|∇f(ρ)|.
It provides that
|∇(µ(ρ)√
ρ
)| ≤ C|∇f(ρ)|.
It implies by energy estimates that:
‖∇(µ(ρn)√
ρn
)‖L∞(0,T ;L2(RN )) ≤ C.
Sobolev’s embedding ensured that µ(ρn)√ρn is bounded in L
∞(0, T ;L6(RN )). Next by using
(1.9) we have:
Cρ
1
2
− 1
N
+
ν1
2N
n ≤ µ(ρn)√
ρn
when ρn > 1,
Cρ
1
2
− 1
N
+
ν2
2N
n ≤ µ(ρn)√
ρn
when ρn ≤ 1.
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It implies in particular ρ
1
2
− 1
N
+
ν1
2N
n is uniformly bounded in L∞(0, T ;L6(RN )) (this is due
to the fact that ρn1{ρn≤1} is uniformly bounded in L
∞(0, T ;L1(RN ))∩L∞(0, T ;L∞(RN ))
and that 3− 6N + 2ν1N ≥ 1 when N = 3).
When N = 2 by following the same proof than in the case N = 3 we obtained that
∇(µ(ρ)√ρ ) is uniformly bounded in L∞(0, T ;L2(RN )) for any T > 0. By using in a similar
way (5.59) when N = 2 and (1.9) we have:
Cρ
−1+ ν1
4
n |∇ρn| ≤ 2|µ
′
(ρn)√
ρn
||∇ρn| = |∇f(ρn)| when ρn > 1,
Cρ
−1+ ν2
4
n |∇ρn| ≤ 2|µ
′
(ρn)√
ρn
||∇ρn| = |∇f(ρn)| when ρn ≤ 1.
(5.60)
When ν1 ≥ 2, choosing ψ ∈ C∞0 (RN ) with ψ = 1 on B(0, 1) and suppψ included in B(0, 2)
we have: (1 − ψ(ρn))∇√ρn is uniformly bounded in L∞T (L2(RN )) for any T > 0. Since√
ρn is uniformly bounded in L
∞
T (L
2(RN )) for any T > 0 we deduce that (1−ψ(ρn))√ρn
is uniformly bounded in L∞T (H
1(RN )) for any T > 0. It implies that (1 − ψ(ρn))ρn is
bounded in L∞T (L
q(RN )) for any q ∈ [1,+∞[ by Sobolev embedding. Let us deal now
with the term ψ(ρn)ρn which is bounded in L
∞
T (L
1(RN ))∩L∞T (L∞(RN )), it proves that
ρn is bounded in L
∞
T (L
q(RN )) for any q ∈ [1,+∞[ . Via (1.9) It implies that µ(ρn)√ρn and
λ(ρn)√
ρn
are uniformly bounded in L∞((0, T ), Lq(RN )) for any compact K.
Let us deal with the case 0 < ν2 < 2. By using (5.60) we show that ∇
(
(1 − ψ(ρn))ρ
ν1
4
n
)
is bounded in L∞T (L
2(RN )) and (1 − ψ(ρn))ρ
ν1
4
n is bounded in L∞T (L
4
ν1 (RN )). Since by
Tchebytchev lemma (1−ψ(ρn))ρ
ν1
4
n is strictly positive only on a set of finite measure it im-
plies that (1−ψ(ρn))ρ
ν1
4
n is also bounded in L∞T (L
2(RN )). We deduce that (1−ψ(ρn))ρ
ν1
4
n
is bounded in L∞T (H
1(RN )). By Sobolev embedding it yields that (1 − ψ(ρn))ρ
ν1
4
n is
bounded in L∞T (L
q(RN )) for any T > 0 and any q ∈ [1,+∞[. Since ψ(ρn)ρn is bounded
in L∞T (L
∞(RN )∩L1(RN )) for any T > 0 we conclude that ρn is bounded in L∞T (Lq(RN ))
for any T > 0 and any q ∈ [1,+∞[.
The proof is similar for λ(ρn)√ρn by using the remarks 7. 
Lemma 1 If µ(ρ), λ(ρ) satisfies (1.5), (1.6) and in addition we assume that g(x) = µ(x)√
x
is a bijective function on [0,+∞) and that g−1 is continuous, then when we distinguish
the two following cases, we have:
• ν1 ≥ 2
1. µ(ρn)√ρn is uniformly bounded in L
∞(0, T ;H1loc(R
N ))
2. ∂t
µ(ρn)√
ρn
is bounded in L2(0, T ;W−1,2loc (R
N )).
As a consequence up to a subsequence (via the Cantor’s diagonal process) µ(ρn)√ρn
converges almost everywhere and strongly in C([0, T ], L2loc(R
N ))) to v. In particular
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it implies that µ(ρn)√ρn converges up to a subsequence almost everywhere to v and we
define ρ as follows:
ρ = g−1(v).
It implies that ρn converge up to a subsequence almost everywhere to ρ.
• 0 < ν1 < 2
Let us consider:
β(ρn) = ψ(ρn)
√
ρn + (1− ψ(ρn))ρα1n ,
with 0 < α1 < min(
1
3 ,
ν1
4N ).
1. β(ρn) is bounded in L
∞(0, T ;H1(RN ))
2. ∂tβ(ρn) is bounded in L
2(0, T ;W−1,1(RN )).
As a consequence up to a subsequence, β(ρn) converge almost everywhere and
strongly in C([0, T ], L2loc(R
N ))) to v. We define ρ by:
ρ = β−1(ρ).
In particular we have that ρn converge up to a subsequence almost everywhere to ρ.
Furthermore ρn converge strongly to ρ in C([0, T ], L
1+α
loc (R
N )) if N = 3 with α > 0 small
enough and in C([0, T ], Lploc(R
N )) for any p ≥ 1 if N = 2. This last result is under the
following hypothesis:
• When 2 +N ≤ ν1, we assume that g and g′ are increasing on (0,+∞).
Remark 25 Let us point out that we could weaken the last assumption on g when ν1 ≥ 2
by assuming that g and g
′
are only increasing in a neighbor of 0 and of +∞. As mentioned
above, let us point out that this last condition is quite natural since this is true when we
set µ(ρ) = µρα with α ≥ 32 .
Proof: Let T > 0. We are going to distinguish two case when ν1 ≥ 2 and when
0 < ν1 < 2.
•ν1 ≥ 2
The first estimate is a direct consequence of the lemma 3 in the appendix. Indeed
we know that ∇µ(ρn)√ρn is bounded in L∞T (L2(RN )). Easily we deduce by lemma 3 that
µ(ρn)√
ρn
is uniformly bounded in L∞T (L
2(K)) for any compact K. Next we observe that:
∂t(
µ(ρn)√
ρn
) = −div(µ(ρn)√
ρn
un) +
(
µ
′
(ρn)
√
ρn − 3
2
µ(ρn)√
ρn
)
divun,
= −div(µ(ρn)
ρn
√
ρnun) +
(µ′(ρn)√ρn√
µ(ρn)
− 3
2
√
µ(ρn)
ρn
)√
µ(ρn)divun.
(5.61)
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Let us start with estimating the first term on the right hand side of (5.61). According to
(1.9) we know that:
ψ(ρn)µ(ρn)
ρn
≤ Cψ(ρn)ρ
ν1
2N
− 1
N
n when ρn ≤ 1.
Since ν12N − 1N ≥ 0 it implies in particular that ψ(ρn)µ(ρn)ρn is bounded in L∞T (L∞(RN )). In
order to have local estimates, it suffices to deal with the region when ρn > 1, it means
(1−ψ(ρn))µ(ρn)
ρn
.
It suffices to use the lemma 3 which insures that whenN = 3 µ(ρn)√ρn belongs in L
∞
T (L
6(RN ))
and we deduce that (1−ψ(ρn))µ(ρn)ρn is bounded in L
∞
T (L
6(RN )). Finally we have obtain
that µ(ρn)ρn is bounded in L
∞
T (L
2
loc(R
N )) when N = 3. It yields the uniform boundness of
µ(ρn)
ρn
√
ρnun in L
∞
T (L
1
loc(R
N )) when N = 3. A similar argument insure the same result
when N = 2.
By proceeding similarly we also prove that
√
µ(ρn)
ρn
√
µ(ρn)divun is uniformly bounded in
L∞T (L
1
loc(R
N )). Indeed following the same argument than for the previous term, we know
that for N = 2, 3 via the lemma 3
√
µ(ρn)
ρn
is bounded in L∞T (L
12(K)) for any compact K
and since
√
µ(ρn)divun is bounded in L
2
T (L
2(RN )), Ho¨lder(s inequality give the desired
result.
Let us now deal with the term
µ
′
(ρn)
√
ρn√
µ(ρn)
√
µ(ρn)divun. A simple calculus using (1.5) give
us:
µ
′
(ρn)
√
ρn√
µ(ρn)
=
1
2
(
λ(ρn)√
ρnµ(ρn)
+ 2
√
µ(ρn)
ρn
).
We have only to deal with the term λ(ρn)√
ρnµ(ρn)
, the other one has been estimated. By the
remarks 8 we know that it exists C > 0 such that:
|λ(ρ)| ≤ Cµ(ρ) ∀ρ > 0.
It implies that:
| λ(ρn)√
ρnµ(ρn)
| ≤ C
√
µ(ρn)
ρn
.
And as we know that µ(ρn)√ρn is uniformly bounded in L
∞
T (L
6
loc(R
N )) for N = 2, 3 via the
lemma 3, it achieves the proof of the second estimates.
By the Ascoli’s theorem, the fact that the application u → φu with φ ∈ C∞0 (RN ) is
compact from H1(RN ) to L2(RN ) and the Cantor’s diagonal process it entails that µ(ρn)√ρn
converges strongly up to a subsequence in C([0, T ], L2loc(R
N ))) to v1 =
µ(ρ)√
ρ (and in
particular in L2loc((0, T ) × RN ) ). We shall define ρ in the sequel by:
ρ = g−1(
µ(ρ)√
ρ
).
Furthermore an immediate consequence is that up to a subsequence µ(ρn)√ρn converge almost
everywhere to µ(ρ)√ρ . And since g
−1 is continuous, it implies that up to a subsequence ρn
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converges almost everywhere to ρ.
• 0 < ν1 < 2
In this case we are going to study:
β(ρn) = ψ(ρn)
√
ρn + (1− ψ(ρn))ρα1n ,
with α1 to choose suitably. Let us start with dealing with ψ(ρn)
√
ρn, we have then:
∇(ψ(ρn)√ρn) = ψ′(ρn)√ρn∇ρn + ψ(ρn)
µ
′(ρn)
µ
′
(ρn)√
ρn
∇ρn
The first term is easily bounded in L∞T (L
2(RN )) via the entropy (3.37) since the support
of ψ
′
is included in the shell C(0, 1, 2).The second term is also bounded in L∞T (L
2(RN ))
by observing that ψ(ρn)
µ
′
(ρn)
is bounded in L∞T (L
∞(RN )) via (1.9), (1.5), (1.6) and ν1 ≤ 2.
Indeed we have:
| ψ(ρn)
µ
′(ρn)
| ≤ ψ(ρn)ρ
1
N
− ν1
2N
n .
The conservation of mass provides that ‖ρn‖L1 = ‖ρn0‖L1which implies the L∞(0, T ;H1)
bound on ψ(ρn)
√
ρn. Next we observe that:
∂t(ψ(ρn)
√
ρn) = −div(ψ(ρn)√ρnun) + (1
2
ψ(ρn)
√
ρn − ψ′(ρn)ρ
3
2
n )divun. (5.62)
The first term on the right hand side is obviously bounded in L∞T (W
−1,2(RN )). The two
last terms in (5.62) are bounded in L2T (W
−1,2(RN )). It implies finally that ψ(ρn)
√
ρn
are uniformly bounded in L∞T (H
1(RN )) and ∂t(ψ(ρn)
√
ρn) in L
2
T (W
−1,2(RN )).
Let us deal now with the term (1− ψ(ρn))ρα1n , we have then:
∇((1 − ψ(ρn))ρα1n ) = − = ψ
′
(ρn)ρ
α1
n ∇ρn + (1− ψ(ρn))
ρ
α1− 12
n
µ
′(ρn)
µ
′
(ρn)√
ρn
∇ρn. (5.63)
By (1.5), (1.6) and (1.9) we show that:
|(1− ψ(ρn)) ρ
α1− 12
n
µ
′
(ρn)
| ≤ (1− ψ(ρn))ρα1−
1
2
+ 1
N
− ν1
2N
n .
Since 0 < α1 ≤ ν12N it implies that (1 − ψ(ρn))ρ
α1−
1
2
n
µ′ (ρn)
is bounded in L∞T (L
∞(RN )) and
(1−ψ(ρn))ρ
α1−
1
2
n
µ′ (ρn)
µ
′
(ρn)√
ρn
∇ρn is bounded in L∞T (L2(RN )). The first term on (5.63) is easy
to deal with. Now we have:
∂t((1 − ψ(ρn))ρα1n ) = −div((1 − ψ(ρn))ρα1n un)− (−ψ
′
(ρn)
ρα1+1n√
µ(ρn)
+ (α1 − 1)(1 − ψ(ρn)) ρ
α1
n√
µ(ρn)
)
√
µ(ρn)divun.
(5.64)
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The first term on the right hand side of (5.64) is bounded in L∞T (W
−1,1(RN )) since
(1 − ψ(ρn))ρα1n is bounded in L∞(L2(RN )) because α1 ≤ 12 . We have now according to
(1.9)
|(1− ψ(ρn)) ρ
α1
n√
µ(ρn)
| ≤ (1− ψ(ρn))ρα1−
1
2
+ 1
2N
− ν1
4N
n .
Since α1 ≤ 13 it implies that this term is bounded in L∞T (L∞(RN )) which shows the
bound of (1 − ψ(ρn)) ρ
α1
n√
µ(ρn)
√
µ(ρn)divun in L
2
T (L
2(RN )). The second term of 5.64 is
easy to treat.
Finally we have proved that (1 − ψ(ρn))ρα1n is uniformly bounded in L∞T (H1(RN )) and
∂t((1−ψ(ρn))ρα1n ) is also in L2T (W−1,2(RN )). In conclusion it shows that β(ρn) is bounded
in L∞T (H
1(RN )) and ∂t(β(ρn)) is bounded L
2
T (W
−1,1(RN )).
Thanks to the Ascoli’s theorem and the Cantor’s diagonal process it gives the strong
convergence in
C([0, T ], L2loc(R
N ))
of β(ρn) to v2. It implies in particular up a subsequence of the convergence almost
everywhere of β(ρn) to v2. We shall define ρ in this situation by:
ρ = β−1(ρ),
indeed β is inversible and we verify by continuity of β−1 that ρn converge up to a subse-
quence almost everywhere to ρ.
Strong convergence of ρn
We are now interested in proving the strong convergence of ρn to ρ. Let us deal with the
first case ν1 ≥ 2.
First case: ν1 ≥ 2
For the moment we have only obtained strong convergence on µ(ρn)√ρn to
µ(ρ)√
ρ , let us trans-
late this strong convergence on ρn. We are going to distinguish two different cases when
ν1 ≥ 2, let us start with the first one.
•We assume here that (µ(x)√
x
)
′
, µ(x)√
x
are increasing on (0,+∞). We have then the following
lemma.
Lemma 4 Let g1 a regular function with g1(0) = 0. When x, y ≥ 0 and g1, g′1 are
increasing, we have:
g1(|x− y|) ≤ |g1(x)− g1(y)|. (5.65)
Proof: It suffices to study the function:
p(x) = g1(x− y)− (g1(x)− g1(y)),
34
when x ≥ y. We observe that for all x ≥ y ≥ 0:
p
′
(x) = g
′
1(x− y)− g
′
1(x) ≤ 0.
It implies that when x ≥ y, p′ is negative and p is decreasing on [y,+∞) with is equivalent
to say that:
g1(x− y)− (g1(x)− g1(y)) ≤ p(y) = g1(0) ∀x ≥ y.
It implies that for all x ≥ y we have:
g1(|x− y|) = g1(x− y) ≤ (g1(x)− g1(y)) = |g1(x)− g1(y)|.
By proceeding similarly when 0 ≤ x ≤ y we obtain (5.65). 
In particular since we assume that (µ(x)√
x
)
′
and (µ(x)√
x
) are increasing on (0,+∞) we deduce
from the lemma 4:
µ(|ρ− ρn|)√|ρ− ρn| ≤ |µ(ρn)√ρn − µ(ρ)√ρ |
Using (1.9) we obtain:
|ρ− ρn|
1
2
− 1
N
+
ν1
2N ≤ 1
C
|µ(ρn)√
ρn
− µ(ρ)√
ρ
| ∀ |ρ− ρn| > 1
|ρ− ρn|
1
2
− 1
N
+
ν2
2N ≤ 1
C
|µ(ρn)√
ρn
− µ(ρ)√
ρ
| ∀ |ρ− ρn| ≤ 1.
(5.66)
Since µ(ρn)√ρn converges strongly to
µ(ρ)√
ρ in C([0, T ], L
2
loc) and
µ(ρn)√
ρn
, µ(ρ)√ρ are bounded via
lemma 3 in L∞T (L
6(RN )) when N = 3 (it suffices to apply Fatou’s lemma), we deduce by
interpolation that µ(ρn)√ρn converges strongly to
µ(ρ)√
ρ in C([0, T ], L
6−α
loc ) for any small α > 0.
Similarly when N = 2 we obtain by interpolation and via lemma 3 that µ(ρn)√ρn converges
strongly to µ(ρ)√ρ in C([0, T ], L
p
loc) for any p > 1.
By using (5.66) we deduce that (1−ψ(ρ−ρn))|ρ−ρn| 12− 1N+
ν1
2N and ψ(ρ−ρn)|ρ−ρn| 12− 1N+
ν2
2N
converge strongly to 0 in C([0, T ], L6−αloc ) for any small α > 0 when N = 3 and in
C([0, T ], Lploc) for any p > 1 when N = 2. Since ν1 > 0 it yields that:
sup
t∈[0,T ]
‖|ρ− ρn|p(N)(
1
2
− 1
N
)1{|ρ−ρn|>1}(t, ·)‖L1(K) →n→+∞ 0, (5.67)
for any compact K with p(N) = 6 − α for any small α > 0 and p(N) = p for any
p ∈ [1,+∞[ when N = 2. And similarly we have:
sup
t∈[0,T ]
‖|ρ− ρn|p(N)(
1
2
− 1
N
+
ν2
2N
)1{|ρ−ρn|>1}(t, ·)‖L1(K) →n→+∞ 0. (5.68)
It implies since ν2 > 0 that ρn converges strongly to ρ in C([0, T ], L
1+α
loc (R
N )) for α > 0
small enough when N = 3 and ρn converges strongly to ρ in C([0, T ], L
p
loc(R
N )) for any
p ≥ 1.
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• ν2 ≤ N + 2
Let us deal now with the case when (µ(x)√
x
)
′
and (µ(x)√
x
) are not increasing on (0,+∞).
By calculus and using (1.5) we have:
(
µ(ρ)√
ρ
)
′
=
µ
′
(ρ)√
ρ
− 1
2
µ(ρ)
ρ
5
2
,
=
1
2
λ(ρ) + µ(ρ)
ρ
3
2
.
Next by (1.9) we obtain:
Cρ
ν2
2N
− 1
2
− 1
N ≤ |(µ(ρ)√
ρ
)
′ | ≤ Cρ ν12N− 12− 1N ∀ρ ≤ 1,
Cρ
ν1
2N
− 1
2
− 1
N ≤ |(µ(ρ)√
ρ
)
′ | ≤ Cρ ν22N− 12− 1N ∀ρ > 1.
(5.69)
Assume that ν22N − 12 − 1N ≤ 0 which is equivalent to ν2 ≤ N + 2. In this case we obtain:
|(µ(ρ)√
ρ
)
′ | ≥ C ∀ρ ≤ 1.
Let us recall that the derivative of the inverse function of g(ρ) = µ(ρ)√ρ is:
(g−1)
′
(ρ) =
1
g
′(g−1(ρ))
.
In particular it means that the inverse function g−1(ρ) is Lipschitz on the region ρ ≤ 1
and more generally on the region ρ ≤ M , it provides then the following inequality for
CM > 0 depending on M (since when ρ ≤M we have that µ(ρ)√ρ is also bounded via (1.9)
and the hypothesis 12 +
ν1
2N − 1N ≥ 0):
|µ(ρ)√
ρ
− µ(ρn)√
ρn
|1{ρ≤1}∪{ρn≤1}CM ≥ |g−1(
µ(ρ)√
ρ
)− g−1(µ(ρn)√
ρn
)|1{ρ≤M}∪{ρn≤M}
≥ |ρ− ρn|1{ρ≤1}∪{ρn≤1}.
(5.70)
We deduce the following estimate for any compact K:∫
K
|ρn(t, x)dx − ρ(t, x)|dx =
∫
K
|ρn(t, x)dx − ρ(t, x)|1{ρ>M}∪{ρn>M}(t, x)dx
+
∫
K
|ρn(t, x)− ρ(t, x)|1{ρ≤M}∪{ρn≤M}(t, x)dx
(5.71)
The second term converges uniformly on (0, T ) to 0 when n goes to infinity via (5.70)
applied to M > 0 and the strong convergence in C([0, T ], L2loc(R
N )) of µ(ρn)√ρn to
µ(ρ)√
ρ . Let
us deal with the first term, since we know via the lemma 3 that ρn is uniformly bounded
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in L∞T (L
1+ǫ
loc (R
N )) with ǫ > 0 we have by Ho¨lder’s inequality and Tchebytchev lemma for
C > 0:∫
K
|ρn(t, x)dx − ρ(t, x)|1{ρ>M}∪{ρn>M}(t, x)dx ≤
(
∫
K
|ρn(t, x)dx − ρ(t, x)|1+ǫ1{ρ>M}∪{ρn>M}(t, x)dx)
1
1+ǫ |{ρ > 1} ∪ {ρn > 1}|
ǫ
1+ǫ ,
≤ 2C ‖ρ0‖L1(RN )
M
.
This last term goes uniformly on (0, T ) to 0 in n when M goes to infinity. It show the
desired result.
Second case 0 < ν1 < 2
In this case it suffices to apply exactly the same argument than in the case ν1 ≥ N + 2
except at the place we consider not µ(ρ)√ρ but β(ρ). It concludes the proof of the lemma.

Lemma 5 Let ψ ∈ C∞0 (RN ) with ψ = 1 on B(0, 1) and suppψ is included in B(0, 2).
We are going distinguish two cases:
• When ν1 ≥ 2 we set:
vn = ψ(ρn)µ(ρn)un + (1− ψ(ρn))ρnun,
we have:
• vn is uniformly bounded in L2(0, T,W 1,1(K) for any compact K.
• ∂tvn is uniformly bounded in L2(0, T,W−2,1(K) for any compact K.
Up to a subsequence, the sequel vn converges strongly in L
2(0, T ;Lploc(R
N )) to some v(t, x)
for all p ∈ [1, 32 ). In particular:
(ψ(ρn)µ(ρn) + (1− ψ(ρn)))un → v almost everywhere (x, t) ∈ (0, T )× RN .
Note that we can already define u(t, x) = v(t,x)ψ(ρ)µ(ρ)+(1−ψ(ρ))ρ outside the vacuum set
{ρ(t, x) = 0}, but we do not know yet whether v(t, x) is zero on the vacuum set (in
particular if there is no concentration phenomena for v on {ρ(t, x) = 0}).
• When 0 < ν1 < 2 we consider:
vn = ψ(ρn)ρ
β1+1
n un + (1− ψ(ρn))ρβ+1n un,
with β ≤ −1N and β1 verifying the following assumptions:
β1 ≥ 1,
β1 +
1
N
− ν2
2N
≥ 0,
β1 − 1
2
+
1
2N
− ν2
4N
≥ 0
(5.72)
we have:
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• vn is uniformly bounded in L2(0, T,W 1,1(K) for any compact K.
• ∂tvn is uniformly bounded in L2(0, T,W−2,1(K) for any compact K.
Up to a subsequence, the sequel vn converges strongly in L
2(0, T ;Lploc(R
N )) to some v(t, x)
for all p ∈ [1, 32 ). In particular:
(ψ(ρn)ρ
β1+1
n + (1− ψ(ρn))ρβ+1n )un → v almost everywhere (x, t) ∈ (0, T )× RN .
Note that we can already define u(t, x) = v(t,x)
ψ(ρ)ρβ1+1+(1−ψ(ρ))ρβ+1 outside the vacuum set
{ρ(t, x) = 0}, but we do not know yet whether v(t, x) is zero on the vacuum set (in
particular if there is no concentration phenomena for v on {ρ(t, x) = 0}).
Proof: Let us start with proving that vn is uniformly bounded in L
2(0, T,W 1,1(RN ).
• We are going to start with the case ν1 ≥ 2.
Let us prove that v2n is bounded in L
2(0, T,W 1,1(K) for any compact K. We have then:
∂i((1 − ψ(ρn))ρnunj) = −ψ
′
(ρn)
µ
′(ρn)
ρn
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj
+
(1− ψ(ρn))
µ
′(ρn)
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj +
(1− ψ(ρn))ρn√
µ(ρn)
√
µ(ρn)∂iunj .
(5.73)
We observe that by using (1.9), (1.5) and ν1 ≥ 2 that (1−ψ(ρn))µ′ (ρn) is uniformly bounded in
L∞T (L
∞(RN )). It implies that the second term (1−ψ(ρn))
µ′ (ρn)
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj is bounded
by Ho´lder’s inequality in L2T (L
1(RN )). The first term on the right hand side of (5.73) is
bounded in L2T (L
1(RN )) by using the fact that the support of ψ
′
is included in the shell
C(0, 1, 2). The last term is also bounded in L2T (L
1(RN )). Indeed by (1.9) and ν2 ≥ 2 it
suffices to observe that:
(1− ψ(ρn))ρn√
µ(ρn)
≤ C√ρn,
which implies that (1−ψ(ρn))ρn√
µ(ρn)
is bounded in L∞T (L
2(RN )).
Finally we have seen that ∇v2n is bounded in L2T (L1(RN )). And since we see easily that
v2n is also bounded in L
∞
T (L
1(RN )), it implies that v2n is bounded in L
2
T (W
1,1(RN )).
Let us deal now with estimating ∂tv
2
n. A simple calculus gives for any regular function g:
∂t(g(ρn)ρnun) = −g(ρn)ρnun · ∇un − g′(ρn)ρ2nundivun − undiv(g(ρn)ρnun)
+ 2div(g(ρn)µ(ρn)Dun)− 2∇g(ρn) · µ(ρn)Dun +∇(g(ρn)λ(ρn)divun)
−∇g(ρn)λ(ρn)divun,
= −div(g(ρn)ρnun ⊗ un)− g′(ρn)ρ2nundivun + 2div(g(ρn)µ(ρn)Dun)
− 2∇g(ρn) · µ(ρn)Dun +∇(g(ρn)λ(ρn)divun)−∇g(ρn)λ(ρn)divun.
(5.74)
When we apply the previous formula to g(ρn) = (1−ψ(ρn))
√
µ(ρn)
ρn
, we have to estimate
all the terms on the right hand side of (5.74), it comes for T > 0:
g(ρn)ρnun ⊗ un = (1− ψ(ρn))√ρnun ⊗√ρnun. (5.75)
38
By Ho¨lder’s inequality we obtain that (1−ψ(ρn))√ρnun⊗√ρnun is bounded in L∞T (L1(RN )).
Next we have:
g
′
(ρn)ρ
2
nundivun = −ψ
′
(ρn)
ρ
3
2
n√
µ(ρn)
√
ρnun
√
µ(ρn)divun (5.76)
This term is bounded in L2T (L
1(RN )) by Ho¨lder’s inequality since ψ
′
is supported in the
shell C(0, 1, 2) which implies that ψ
′
(ρn)
ρ
3
2
n√
µ(ρn)
is bounded in L∞T (L
∞(RN )). Similarly
we have:
g(ρn)µ(ρn)Dun = (1 − ψ(ρn))
√
µ(ρn)
√
µ(ρn)Dun,
= (1− ψ(ρn))
√
µ(ρn)√
ρn
ρ
1
4
n
√
µ(ρn)Dun
(5.77)
According lemma 3 we deduce easily that (1− ψ(ρn))
√
µ(ρn)
√
µ(ρn)Dun is bounded in
L2T (L
1(K)) for any compact K. Next we have:
2∇g(ρn) · µ(ρn)Dun = −2ψ′(ρn)∇ρn · µ(ρn)Dun. (5.78)
This term is bounded in L2T (L
1(RN )) by Ho¨lder’s inequality since ψ
′
is supported in the
shell C(0, 1, 2). The two last term in (5.74) are similar to treat. (5.75), (5.76), (5.77) and
(5.78) implies that ∂tv
2
n is uniformly bounded in L
2
T (W
−1,1(K)) for any compact K.
• Case 0 < ν1 < 2.
In this case we are going to consider:
v2n = (1− ψ(ρn))ρβnρnun.
Let us start with proving that ∇vn belongs in L2T (L1(K)) for any compact K. We have
then:
∂i((1 − ψ(ρn))ρβnρnunj) = −
ψ
′
(ρβ+1n )
µ
′(ρn)
ρn
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj
+
(1− ψ(ρn))ρβn
µ
′(ρn)
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj +
(1− ψ(ρn))ρβ+1n√
µ(ρn)
√
µ(ρn)∂iunj.
(5.79)
By using (1.6) and (1.5), we obtain that:
µ
′
(ρ) =
1
2ρ
2µ(ρ) +Nλ(ρ)
N
+ (1− 1
N
)
µ(ρ)
ρ
,
≥ (1− 1
N
+
ν1
2N
)
µ(ρ)
ρ
.
We deduce that according to (1.9) that:
|(1− ψ(ρn))ρ
β
n
µ
′(ρn)
| ≤ C|(1− ψ(ρn))ρ
β+1
n
µ(ρn)
|,
≤ C|(1− ψ(ρn))ρ
β+1
n
ρ
1− 1
N
+
ν1
2N
n
|,
≤ C|(1− ψ(ρn))ρβ+
1
N
− ν1
2N
n |.
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Since β ≤ −1N we deduce that (1−ψ(ρn))ρ
β
n
µ
′
(ρn)
is uniformly bounded in L∞T (L
∞(RN )). In par-
ticular it implies that (1−ψ(ρn))ρ
β
n
µ′ (ρn)
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj is uniformly bounded in L
∞
T (L
1(RN )).
Since the support of ψ
′
is included in the shell C(0, 1, 2) we easily observe that the
first term on the right hand side of (5.79) is uniformly bounded in L∞T (L
1(RN )). The
last term is also bounded in L2T (L
1(RN )) since frac(1− ψ(ρn))ρβ+1n
√
µ(ρn) belongs in
L∞T (L
2(RN )) by using (1.9), β ≤ − 1N and the lemma 3.
Finally we have seen that ∇v2n is bounded in L2T (L1(RN )). And since we see easily that
v2n is also bounded in L
∞
T (L
1(RN )), it implies that v2n is bounded in L
2
T (W
1,1(RN )).
Let us deal now with estimating ∂tv
2
n. It suffices to deal with the formula (5.74) and
replacing g(ρn) by (1− ψ(ρn))ρβn. Let us start with the first term of (5.74):
g(ρn)ρnun ⊗ un = (1− ψ(ρn))ρβn
√
ρnun ⊗√ρnun. (5.80)
Since β ≤ − 1N it implies that (1−ψ(ρn))ρβn is L∞ bounded and then by Ho¨lder’s inequality
we obtain that (1−ψ(ρn))ρβn√ρnun⊗√ρnun is bounded in L∞T (L1(RN )). Next we have:
g
′
(ρn)ρ
2
nundivun = −ψ
′
(ρn)
ρ
3
2
+β
n√
µ(ρn)
√
ρnun
√
µ(ρn)divun,
+ β(1− ψ(ρn)) ρ
1
2
+β
n√
µ(ρn)
√
ρnun
√
µ(ρn)divun.
(5.81)
The first term is bounded in L2T (L
1(RN )) by Ho¨lder’s inequality since ψ
′
is supported
in the shell C(0, 1, 2) which implies that ψ
′
(ρn)
ρ
3
2
+β
n√
µ(ρn)
is bounded in L∞T (L
∞(RN )).
The second term is also bounded in L2T (L
1(RN )) since (1 − ψ(ρn)) ρ
1
2
+β
n√
µ(ρn)
is bounded
in L∞T (L
∞(RN )) by using (1.9) and the fact that β ≤ −1N .
Similarly we have:
g(ρn)µ(ρn)Dun = (1− ψ(ρn))
√
µ(ρn)ρ
β
n
√
µ(ρn)Dun,
= (1− ψ(ρn))
√
µ(ρn)√
ρn
ρ
1
4
+β
n
√
µ(ρn)Dun
(5.82)
According lemma 3 we deduce easily that (1− ψ(ρn))
√
µ(ρn)
√
µ(ρn)Dun is bounded in
L2T (L
1(K)) for any compact K. The last term gives:
2∇g(ρn) · µ(ρn)Dun = −2ψ′(ρn)ρβn∇ρn · µ(ρn)Dun
+ β(1 − ψ(ρn))ρ
β− 1
2
n
√
µ(ρn)
µ
′(ρn)
µ
′
(ρn)√
ρn
∇ρn ·
√
µ(ρn)Dun.
(5.83)
The first term is bounded in L2T (L
1(RN )) by Ho¨lder’s inequality since ψ
′
is supported
in the shell C(0, 1, 2) and we proceed similarly for the second by observing that (1 −
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ψ(ρn))
ρ
β− 1
2
n
√
µ(ρn)
µ′ (ρn)
is L∞ bounded via (1.5), (1.6) and (1.9). The two last term in (5.74)
are similar to treat. (5.80), (5.81), (5.82) and (5.83) implies that ∂tv
2
n is uniformly
bounded in L2T (W
−1,1(K)) for any compact K.
Let us deal now with the term v1n . We are going to distinguish two cases.
• Case ν1 ≥ 2.
We have:
ψ(ρn)µ(ρn)un =
ψ(ρn)µ(ρn)√
ρn
√
ρnun,
where via the lemma 3 ψ(ρn)µ(ρn)√ρn is uniformly bounded in L
∞
T (L
∞(RN )) and
√
ρnun is
uniformly bounded in L∞(0, T ;L2(RN )) which implies that ψ(ρn)µ(ρn)un is bounded in
L∞(0, T ;L2(RN )).
Next we have:
∂i(ψ(ρn)µ(ρn)unj) = ψ(ρn)
√
µ(ρn)
√
µ(ρn)∂iunj + ψ(ρn)µ
′
ρn)∂iρnunj,
= ψ(ρn)
√
µ(ρn)
√
µ(ρn)∂iunj +
ψ(ρn)µ
′
(ρn)√
ρn
∂iρn
√
ρnunj.
By entropy inequality (3.37) we know that ψ(ρn)µ
′
(ρn)√
ρn
∂iρn is uniformly bounded in L
∞
T (L
2(RN ))
which implies that ψ(ρn)µ
′
(ρn)√
ρn
∂iρn
√
ρnunj is uniformly bounded in L
∞
T (L
1(RN )).
Let us deal now with the term ψ(ρn)
√
µ(ρn)
√
µ(ρn)∂iunj, we know that
√
µ(ρn)∂iunj
is uniformly bounded in L2T (L
2(RN )). Next we know that ψ(ρn)
√
µ(ρn) is bounded in
L∞T (L
∞(RN )) which provides on ψ(ρn)
√
µ(ρn)
√
µ(ρn)∂iunj a L
2
T (L
2(RN )) bound. Hence
for any compact K:
∇(ψ(ρn)µ(ρn)un) is bounded in L2(0, T ;L1(K))
In particular we have obtained that for all compact K:
v1n = ψ(ρn)µ(ρn)un is bounded in L
2(0, T ;W 1,1(K)).
We are now going to estimate ∂tv
1
n, it suffices to estimate each term on the right hand
side of (5.74) by replacing g(ρn) by ψ(ρn)
µ(ρn)
ρn
.
We have then:
g(ρn)ρnun ⊗ un = ψ(ρn)µ(ρn)
ρn
√
ρnun ⊗√ρnun, (5.84)
By Ho¨lder’s inequality we obtain that ψ(ρn)µ(ρn)un ⊗ un is bounded in L∞T (L1(RN )).
Indeed we have used the fact that by (1.9) and since ν2 ≥ 2 then ψ(ρn)µ(ρn)ρn is bounded
in L∞T (L
∞(RN )).
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Next we have:
g
′
(ρn)ρ
2
nundivun = (ψ
′
(ρn)µ(ρn) + ψ(ρn)µ
′
(ρn))
ρ
3
2
n√
µ(ρn)
√
ρnun
√
µ(ρn)divun,
= (ψ
′
(ρn)
√
µ(ρn)ρ
3
2
n + ψ(ρn)
µ
′
(ρn)ρ
3
2
n√
µ(ρn)
)
√
ρnun
√
µ(ρn)divun
(5.85)
The first term is bounded in L2T (L
1(RN )) by Ho¨lder’s inequality since ψ
′
is supported
in the shell C(0, 1, 2) which implies that ψ
′
(ρn)
√
µ(ρn)ρ
3
2
n is bounded in L∞T (L
∞(RN )).
The second term is also bounded in L2T (L
1(RN )) because using (1.9) we observe that
ψ(ρn)
µ
′
(ρn)ρ
3
2
n√
µ(ρn)
is bounded in L∞T (L
∞(RN )).
The third term gives:
g(ρn)µ(ρn)Dun = ψ(ρn)
µ
3
2 (ρn)
ρn
√
µ(ρn)Dun,
= ψ(ρn))
µ(ρn)√
ρn
√
µ(ρn)
ρn
√
µ(ρn)Dun
(5.86)
By (1.9) and ν1 ≥ 2 we know that
√
µ(ρn)
ρn
is bounded in L∞T (L
∞(RN )), since via lemma 3
µ(ρn)√
ρn
is bounded in L∞T (L
6(K)) for any compact K we deduce that ψ(ρn)
µ(ρn)
ρn
µ(ρn)Dun
is uniformly bounded in L2T (L
1(K)) for any compact K.
Next we have:
2∇g(ρn) · µ(ρn)Dun = 2ψ′(ρn)∇ρn · µ(ρn)Dun
+ 2ψ(ρn)
√
µ(ρn)ρn
µ
′
(ρn)√
ρn
∇ρn ·
√
µ(ρn)Dun.
(5.87)
The first term is easily bounded in L2T (L
1(RN )) since the support of ψ
′
is included in
C(0, 1, 2). The second term is also bounded in L2T (L
1(RN )) by Ho¨lder’s inequality be-
cause via (1.9) we deduce that ψ(ρn)
√
µ(ρn)ρn is bounded in L
∞
T (L
∞(RN )). The two
last term in (5.74) are similar to treat. (5.84), (5.85), (5.86) and (5.87) implies that ∂tv
1
n
is uniformly bounded in L2T (W
−1,1(K)) for any compact K.
• Case 0 < ν1 < 2.
We are going to work with:
v1n = ψ(ρn)ρ
β1
n ρnun.
We have then:
ψ(ρn)ρ
β1
n ρnun = ψ(ρn)ρ
β1+
1
2
n
√
ρnun.
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Since β1 ≥ −12 , it implies that ψ(ρn)ρβ1n ρnun is bounded in L∞T (L2(RN )).
Next we have:
∂i(ψ(ρn)ρ
β1+1
n unj) =
ψ(ρn)ρ
β1+1
n√
µ(ρn)
√
µ(ρn)∂iunj ,
+ β1ψ(ρn)
ρ
β1
n
µ
′(ρn)
µ
′
(ρn)√
ρn
∂iρn
√
ρnunj + ψ
′
(ρn)ρ
β1+1
n ∂iρnunj.
(5.88)
Using (1.9), (1.5) and (1.6) we show that:
|ψ(ρn) ρ
β1
n
µ
′(ρn)
| ≤ ψ(ρn)ρβ1+
1
N
− ν2
2N
n .
Since β1 +
1
N − ν22N ≥ 0 it implies that ψ(ρn) ρ
β1
n
µ′ (ρn)
is bounded in L∞T (L
∞(RN )). We
deduce that the second term on the right hand side of (5.88) is uniformly bounded in
L∞T (L
1(RN )) . The third term is easy to treat by using that the support of ψ
′
is a shell
C(0, 1, 2).
Let us deal with the first term of (5.88). By using (1.9) we get:
|ψ(ρn)ρ
β1+1
n√
µ(ρn)
| ≤ ψ(ρn)ρβ1+
1
2
+ 1
2N
− ν2
4N
n .
Since β1 +
1
2 +
1
2N − ν24N ≥ 0 it provides a L∞ bound on ψ(ρn)ρ
β1+1
n√
µ(ρn)
which insures the
L2T (L
2(RN ) bound of ψ(ρn)ρ
β1+1
n√
µ(ρn)
√
µ(ρn)∂iunj. Hence for any compact K:
∇(ψ(ρn)ρβ1+1n un) is bounded in L2(0, T ;L1(K))
In particular we have obtained that for all compact K:
v1n = ψ(ρn)ρ
β1+1
n un is bounded in L
2(0, T ;W 1,1(K)).
We are now going to estimate ∂tv
1
n, it suffices to estimate each term on the right hand
side of (5.74) by replacing g(ρn) by ψ(ρn)ρ
β1
n .
We have then:
g(ρn)ρnun ⊗ un = ψ(ρn)ρβ1−1n
√
ρnun ⊗√ρnun, (5.89)
By Ho¨lder’s inequality and the fact that β1 ≥ 1 we obtain that ψ(ρn)ρβ1n un ⊗ un is
bounded in L∞T (L
1(RN )). Next we have:
g
′
(ρn)ρ
2
nundivun = (ψ
′
(ρn)ρ
β1
n + β1ψ(ρn)ρ
β1−1
n )
ρ
3
2
n√
µ(ρn)
√
ρnun
√
µ(ρn)divun,
= (ψ
′
(ρn)
ρ
β1+
3
2
n√
µ(ρn)
+ β1ψ(ρn)
ρ
β1+
1
2
n√
µ(ρn)
)
√
ρnun
√
µ(ρn)divun
(5.90)
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The first term is bounded in L2T (L
1(RN )) by Ho¨lder’s inequality since ψ
′
is supported
in the shell C(0, 1, 2) which show that ψ
′
(ρn)
ρ
β1+
3
2
n√
µ(ρn)
is bounded in L∞T (L
∞(RN )). The
second term is also bounded in L2T (L
1(RN )) because using (1.9) we observe that:
|ψ(ρn) ρ
β1+
1
2
n√
µ(ρn)
| ≤ Cψ(ρn)ρβ1+
1
2N
− ν2
4N
n .
It provides a L∞ bounds on ψ(ρn) ρ
β1+
1
2
n√
µ(ρn)
since β1 +
1
2N − ν24N ≥ 0.
The third term gives:
g(ρn)µ(ρn)Dun = ψ(ρn)ρ
β1
n
√
µ(ρn)
√
µ(ρn)Dun, (5.91)
By (1.9) we prove that ψ(ρn)ρ
β1
n
√
µ(ρn) is bounded in L
∞
T (L
∞(RN ) and it yields that
ψ(ρn)ρ
β1
n
√
µ(ρn)
√
µ(ρn)Dun is uniformly bounded in L
2
T (L
2(RN )). Next we have:
2∇g(ρn) · µ(ρn)Dun = 2ψ′(ρn)ρβ1n ∇ρn · µ(ρn)Dun
+ 2ψ(ρn)
ρ
β1− 12
n
√
µ(ρn)
µ
′(ρn)
µ
′
(ρn)√
ρn
∇ρn ·
√
µ(ρn)Dun.
(5.92)
The first term is easily bounded in L2T (L
1(RN )) since the support of ψ
′
is included in
C(0, 1, 2). In order to deal with the second term we observe that via (1.5), (1.6) and
(1.9):
|ψ(ρn)ρ
β1− 12
n
√
µ(ρn)
µ
′
(ρn)
| = |ψ(ρn) ρ
β1− 12
n√
µ
′(ρn)
√
µ(ρn)
µ
′
(ρn)
|,
≤ Cψ(ρn)ρβ1−
1
2
+ 1
2N
− ν2
4N
n .
It implies that ψ(ρn)
ρ
β1−
1
2
n
√
µ(ρn)
µ′ (ρn)
is bounded in L∞T (L
∞(RN )) since β1− 12 + 12N − ν24N ≥ 0
and we deduce that the second term is bounded in L2T (L
1(RN )). The two last term in
(5.74) are similar to treat.
(5.89), (5.90), (5.91) and (5.92) implies that ∂tv
2
n is uniformly bounded in L
2
T (W
−1,1(K))
for any compact K. 
Step 2: Convergence of
√
ρnun and ρnun
In the sequel we shall define h(ρ) as follows:
h(ρ) = ψ(ρ)
µ(ρ)√
ρ
+ (1− ψ(ρ))√ρ if ν1 ≥ 2,
h(ρ) = ψ(ρ)ρβ1+
1
2 + (1− ψ(ρ))ρβ+ 12 if 0 < ν1 < 2.
(5.93)
Here ψ, β and β1 verify the hypothesis of lemma 5.
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Lemma 2 The quantity
√
ρnun strongly converges in L
2
loc((0, T ) × Ω) to vh(ρ) (which is
null when v = 0).
In particular, we have v(t, x) = 0 a.e on {ρ(t, x) = 0} and there exists a function u(t, x)
such that v(t, x) =
√
ρ(t, x)h(ρ)(t, x)u(t, x) and:
√
ρnun → √ρu strongly in L2loc((0, T ) × RN ),
ρnun → ρu strongly in L1(0, T ;L1loc(RN )).
Remark 26 Here u is not uniquely defined on the vacuum set {ρ(t, x) = 0}. We will
set u = 0 on the vacuum set {ρ(t, x) = 0}.
Proof: Since vnh(ρn) is uniformly bounded in L
∞(0, T ;L2(RN )), Fatou’s lemma implies
that: ∫
lim inf
v2n
h(ρn)2
dx < +∞.
We deduce that v(t, x) = 0 a.e. in {ρ(t, x) = 0} since h(ρ) = 0 when ρ = 0. We can define
the limit velocity by u(t, x) with u(t, x) = v(t,x)√ρ(t,x)h(ρ(t,x)) when ρ(t, x) 6= 0 and u(t, x) = 0
on {ρ(t, x) = 0}. In particular this last point implies that there is no concentration effect
of ρnun ⊗ un on the set {ρ = 0}. And for all t > 0:∫
RN
v2(t, x)
h2(ρ)(t, x)
dx =
∫
RN
ρ(t, x)|u(t, x)|2dx < +∞.
Furthermore applying the Fatou’s lemma once more, we obtain:∫
ρ|u|2 ln(1 + |u|2)dx ≤
∫
lim inf ρn|un|2 ln(1 + |un|2)dx
≤ lim inf
∫
ρn|un|2 ln(1 + |un|2)dx,
which yields ρ|u|2 ln(1 + |u|2) ∈ L∞(0, T ;L1(RN )).
Next, since vn and ρn converge almost everywhere, we know that in {ρ(t, x) 6= 0},√
ρnun =
vn
h(ρn)
converges almost everywhere to
√
ρu = vh(ρ) . In particular it implies
that:
√
ρnun1{{|un|≤M}∩{ρ>0} →
√
ρu1{|u|≤M} almost everywhere.√
ρnun1{{|un|≤M}∩{ρ=0} ≤M
√
ρn → 0 almost everywhere.
(5.94)
Following the argument of the proof of the lemma 1 for any compact K we have:∫
(0,T )×K
|√ρnun −√ρu|2dxdt ≤
∫
(0,T )×K
|√ρnun1{|un|≤M} −
√
ρu1{|u|≤M}|2dxdt
+ 2
∫
(0,T )×K
|√ρnun1{|un|≥M}|2dxdt+ 2
∫
(0,T )×K
|√ρu1{|u|≥M}|2dxdt,
(5.95)
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Let us deal with the first term of (5.95) we have then:∫
(0,T )×K
|√ρnun1{|un|≤M} −
√
ρu1{|u|≤M}|2dxdt ≤∫
{(0,T )×K}∩{√ρn≤c}
|√ρnun1{|un|≤M} −
√
ρu1{|u|≤M}|2dxdt
+
∫
{(0,T )×K}∩{√ρn>c}
|√ρnun1{|un|≤M} −
√
ρu1{|u|≤M}|2dxdt
(5.96)
The first term of (5.96) converges to 0 when n goes to +∞ via the theorem of dominated
convergence.
Now let us recall that via the inequality (1.9) we have:
ρ
1− 1
N
− 1
2
+ ν
N
n ≤ µ(ρn)√
ρn
when ρn ≥ 1.
Since µ(ρn)√ρn is uniformly bounded in L
∞
T (L
6(RN )) for N = 3 (see the lemma 3) we deduce
that
√
ρn is uniformly bounded in L
∞
T (L
2+4ν(RN )). It allows to deal with the second
term of (5.96) for N = 3 by Ho¨lder’s inequality and Tchebytchev lemma with c going to
infinity.
For N = 2 using the inequality (1.9) and the fact that µ(ρn)√ρn is uniformly bounded in
L∞T (L
p
loc(R
N )) for any p > 1 when N = 2 (see the lemma 3), we deal similarly with the
second term of (5.95) via Ho¨lder’s inequality and Tchebytchev lemma.
Finally, we take advantage of the gain of integrability on the velocity furnished by the
entropy (3.38):∫
|√ρnun1{|un|≥M}|2dxdt ≤
1
ln(1 +M2)
∫
ρn|un|2 ln(1 + |un|2)dxdt.
Similarly we have:∫
|√ρu1{|u|≥M}|2dxdt ≤
1
ln(1 +M2)
∫
ρ|u|2 ln(1 + |u|2)dxdt.
Combining all the previous estimate, it yields:
lim sup
n→+∞
∫
|√ρnun −√ρu|2dxdt ≤ C
ln(1 +M2)
for all M > 0, and the lemma follows by taking M → +∞.
• Let us prove now the strong convergence of ρnun to ρu. Since √ρnun converges
strongly in L2loc((0, T ) × RN) to
√
ρu and that via the lemma 1
√
ρn converges also
in L2loc((0, T ) × RN ) to
√
ρ it implies that ρnun converges strongly in L
1
loc((0, T ) × RN )
to ρu. 
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Step 3: Convergence of the diffusion terms
Lemma 3 We have the convergence in distribution sense up to subsequence for any
T > 0:
µ(ρn)∇un → µ(ρ)∇u in D′((0, T ) × RN ),
µ(ρn)
t∇un → µ(ρ)t∇u in D′((0, T ) × RN ),
and:
λ(ρn)divun → λ(ρ)divu in D′((0, T ) × RN).
Proof: Let φ be a test function, then:∫
µ(ρn)∇unφdxdt = −
∫
µ(ρn)un∇φdxdt+
∫
un∇µ(ρn)φdxdt
= −
∫
µ(ρn)√
ρn
√
ρnun∇φdxdt+
∫ √
ρnun
µ
′
(ρn)√
ρn
∇ρnφdxdt.
= −
∫
µ(ρn)√
ρn
√
ρnun∇φdxdt+ 1
2
∫ √
ρnun∇f(ρn)φdxdt.
(5.97)
From lemma 3 in the appendix we know that µ(ρn)√ρn is uniformly bounded in L
∞(0, T ;L6loc(R
N )).
Furthermore via the inequality (1.9) and the convergence almost everywhere from ρn to
ρ we know that µ(ρn)√ρn converges almost everywhere to
µ(ρ)√
ρ (defined to be zero on the
vacuum set). Therefore by the lemma 1, it converges strongly in L2loc((0, T ) × RN ) to
µ(ρ)√
ρ . This point is enough to prove the convergence of the first term as
√
ρnun converges
strongly.
Next since ∇f(ρn) is bounded in L∞(0, T ;L2(RN )), up to a subsequence ∇f(ρn) con-
verges weakly to v in L2loc((0, T )×RN ). In addition by Sobolev embedding we know that
f(ρn) is bounded in L
∞(0, T ;L6loc(R
N ))). Since f(ρn) converges almost everywhere (f is
a continuous function) to f(ρ), it converges strongly in L2loc((0, T ) × RN ) by using the
lemma 1. It follows that:
∇f(ρn)→ ∇f(ρ) L2loc((0, T ) × RN )− weak.
It concludes the proof for the second term of (5.97).
A similar argument holds for µ(ρn)
t∇un and λ(ρn)divun inasmuch as we have |λ(ρ)| ≤
Cµ(ρ) and |λ′(ρ)| ≤ Cµ′(ρ) via (1.6) and the remark 8.
Global existence when u0 = −∇ϕ(ρ0) when µ(ρ) = µρα with α > 1− 1N
The first thing to observe is that µ(ρ) = µρα with α > 1 − 1N verifies the hypothesis of
theorem 1.2 for the stability of the global weak solution and in particular (1.6).Now it
suffices to construct a sequence of global regular solution (ρn, un) verifying the hypothesis
of the theorem 1.2, in particular the uniform bound via the entropy (3.36), (3.37) and
(3.38) and the following properties:
• ρn0 converges strongly to ρ0 in L1(RN ).
• ρn0un0 converges strongly to ρ0u0 in L1(RN ).
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Let κ a function belonging in the Schwarz space S(RN ) with κ > 0 and ∫
RN
κdx = 1.
We define κn by:
κn = n
Nκ(n·).
Let us take for example κ(x) = (2π)
−N
2 e
−|x|2
2 . By using the theorem 1.1 and by setting
ρn0 = ρ0 +
f0
n with f0 continuous and belonging in L
1(RN ) ∩ L∞(RN ) ∩ W 1,3(RN ) ∩
W 1,1(RN ) and strictly positive and ρ0 continuous we know that there exists a global
regular solution of the system (1.24) with initial data (ρn0 ,−∇ϕ(ρn0 )). Indeed ρn0 verifies
the hypothesis of theorem 1.2 since ρn0 is continuous in L
1(RN ) and strictly positive. We
also observe that ρn0 converges strongly to ρ0 in L
1(RN ). Let us deal now with a more
simple case when we assume that ρ0 belongs also in L
∞(RN ) ∩W 1,3(RN ) ∩W 1,1(RN ).
Next we have:√
ρn0ϕ
′
(ρn0 )∇ρn0 = α(ρn0 )α−
3
2∇ρn0 ,
= α(ρ0 +
f0
n
)α−
3
2∇ρ0 + α
n
(ρ0 +
f0
n
)α−
3
2∇f0.
(5.98)
Let us distinguish two cases α ≥ 32 and 1− 1Nα ≤ 32 .
• α ≥ 32 . In this case since ρ0 belongs in H1(RN )∩L∞(RN ) we deduce that ∇f(ρn0 ) and√
ρn0u
n
0 are uniformly bounded in L
∞(L2(RN )). Indeed we have:
|√ρn0ϕ′(ρn0 )∇ρn0 | ≤ (α+ 1)(‖ρ0‖L∞(RN ) + ‖f0‖L∞(RN ))α− 32 (|∇ρ0|+ |∇f0|),
which implies the previous statement.
Let us prove that
√
ρn0 (u
n
0 )
1+ 1
p is uniformly bounded in L2(RN ) for a p > 1 large enough.
It will be then sufficient in order to show that
√
ρn0u
n
0
√
ln(1 + |un0 |2) is uniformly bounded
in L2(RN ). We have then for p large enough (1 + 1p)(α − 2) + 12 ≥ 0 and:
|√ρn0 (un0 )1+ 1p | ≤ C(ρn0 )(1+ 1p )(α−2)+ 12 |∇ρn0 |1+ 1p ,
≤ C(‖ρ0‖L∞(RN ) + ‖f0‖L∞(RN ))(1+
1
p
)(α−2)+ 1
2 (|∇ρ0|1+
1
p + |∇f0|1+
1
p ).
(5.99)
Since we have assumed that ρ0 and f0 are in W
1,1(RN ) ∩W 1,3(RN ) it shows that for p
large enough,
√
ρn0 (u
n
0 )
1+ 1
p is bounded in L2(RN ) which implies the desired result.
Let us finished by proving the strong convergence of ρn0u
n
0 to ρ0u0. We have then:
|ρn0un0 − ρ0u0| = |α[(ρ0 +
f0
n
)α−1 − ρα−10 ]∇ρ0 +
α
n
(ρ0 +
f0
n
)α−1∇f0|. (5.100)
Since ρ0 and f0 are bounded in L
∞(RN ) we deduce that:
‖(ρ0 + f0
n
)α−1 − ρα−10 ‖L∞(RN ) →n→+∞ 0.
This last inequality and Ho¨lder’s inequality show in particular that [(ρ0 +
f0
n )
α−1 −
(ρ0)
α−1]∇ρ0 converges strongly in L1(RN ) to 0. The second term of (5.100) is easy to
treat. It gives that ρn0u
n
0 converges strongly to ρ0u0.
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In particular via the first part of the theorem 1.2, it implies that (ρn, un) converge in
distribution sense to a global weak solution (ρ, u).
• 1 − 1N < α < 32 . In this case we shall assume moreover that
√
ρ0|∇ϕ(ρ0)|1+
1
p and√
f0|∇ϕ(f0)|1+
1
p are bounded in L2(RN ) for p large enough. We have via (5.98):
|√ρn0ϕ′(ρn0 )∇ρn0 | ≤ αρα− 320 |∇ρ0|+ αn 12−αfα− 320 |∇f0|. (5.101)
Since we have α > 12 it implies that
√
ρn0ϕ
′
(ρn0 )∇ρn0 is uniformly bounded in L2(RN ) by
using the fact that
√
ρ0∇ϕ(ρ0) and
√
f0∇ϕ(f0) are bounded in L2(RN ). It implies that
∇f(ρn0 ) and
√
ρn0u
n
0 are uniformly bounded in L
∞(L2(RN )). Next by (5.99) we have:
|√ρn0 (un0 )1+ 1p | ≤ C(ρn0 )(1+ 1p )(α−2)+ 12 |∇ρn0 |1+ 1p ,
≤ C(ρn0 )(1+
1
p
)(α−2)+ 1
2 (|∇ρ0|1+
1
p +
1
n
1+ 1
p
|∇f0|1+
1
p ),
≤ C(ρ(1+
1
p
)(α−2)+ 1
2
0 |∇ρ0|1+
1
p + n
(1+ 1
p
)(2−α)− 3
2
− 1
p f
1
2
+(1+ 1
p
)(α−2)
0 |∇f0|1+
1
p ,
≤ C(ρ(1+
1
p
)(α−2)+ 1
2
0 |∇ρ0|1+
1
p + n(
1
2
−α+ 1
p
(1−α)
f
1
2
+(1+ 1
p
)(α−2)
0 |∇f0|1+
1
p .
(5.102)
Since α > 12 by choosing p large enough we obtain that n
( 1
2
−α+ 1
p
(1−α) which is uniformly
bounded. By the fact that
√
ρ0|∇ϕ(ρ0)|1+
1
p and
√
f0|∇ϕ(f0)|1+
1
p are bounded in L2(RN ),
it implies that
√
ρn0 (u
n
0 )
1+ 1
p is bounded in L2(RN ) and so that ρn0 |un0 |2 ln(1 + |un0 |2) is
uniformly bounded in L2(RN ).
Finally by (5.100) we are going to prove that ρn0u
n
0 converges strongly to ρ0u0. We start
by remarking that when α ≤ 1:
|[(ρ0 + f0
n
)α−1 − ρα−10 ]∇ρ0| ≤ 2ρα−10 |∇ρ0|.
We deduce by the theorem of dominated convergence that [(ρ0 +
f0
n )
α−1 − ρα−10 ]∇ρ0
converges strongly to 0 in L1(RN ). The second term on the right hand side of (5.98) goes
also trivially to 0. It the case where 1 ≤ α < 32 it suffices to observe that:
‖|[(ρ0 + f0
n
)α−1 − ρα−10 ]‖L∞(RN ) →n→+∞ 0.
It implies in particular since ∇ρ0 belongs in W 1,1(RN ) that [(ρ0 + f0n )α−1 − ρα−10 ]∇ρ0
converges strongly to 0 in L1(RN ). It achieves the proof of the strong convergence of
ρn0u
n
0 to ρ0u0. Finally it implies that (ρn, un) converge also in the case 1− 1N < α < 32 to
a global weak solution (ρ, u) of the system (1.24).
We have previously proved the existence of a global weak solution (ρ, u) of the system
(1.24) by assuming extra conditions on the initial density ρ0, typically ρ0 belonging in
L∞(RN )∩H1(RN )∩W 1,1(RN ), ρ0 continuous and √ρ0|∇ϕ(ρ0)|1+
1
p bounded in L2(RN )
for p large enough. Let us deal with the general case, it suffices by a second approxi-
mation on the initial data (ρn0 ,
√
ρn(u
n
0 )
1+ 1
p ) with p large enough to pass to the limit by
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using the first part of the theorem 1.2. More precisely by a convolution approximation
we choose ρn0 = ρ0∗κn which belongs in L∞(RN )∩H1(RN )∩W 1,1(RN ) and is continuous
and we set
√
ρn(u
n
0 )
1+ 1
p = (
√
ρu
1+ 1
p
0 ) ∗ κn.
Let us now describe the form of the solution (ρ, u), in particular we are interested in
proving that ρ is also the unique global strong solution of the system 1.12) (for a such
result, we refer to the theorem 2.4). To do this we recall that our first approximation
(ρn, un) is solution of (1.12) with a initial data strictly positive in L
1(RN ) and contin-
uous. Let us recall that from theorem 2.4 the porous media equation verifies a crucial
property which ensures the uniqueness the L1 contraction principle. Let us apply this
property to the sequence (ρn)n∈N, we have then for all n,m ∈ N :
‖ρn(t, ·) − ρm(t, ·)‖L1(RN ) ≤ ‖ρn0 − ρm0 ‖L1(RN ).
Since we know that ρn0 converge to ρ0 in L
1(RN ) it implies that (ρn)n∈N is a Cauchy se-
quence in C([0, T ], L1(RN )) for any T > 0 which implies that (ρn)n∈N converges strongly
to ρ1 in C([0, T ], L
1(RN )). But since via the first part of the theorem 1.2 we know that ρn
converges also strongly in C([0, T ], L1loc(R
N )) to ρ, it implies that ρ = ρ1. Furthermore by
the definition of the L1 solution of the porous media equation (indeed these last one are
defined as limit of energy global weak solution after a regularization of the initial data ρ0
where we use the fundamental L1 contraction principle which ensures the uniqueness of
a such process, we called this the limit solutions in the L1 setting. We refer to the proof
of the theorem 2.4 where we explained precisely how are defined the L1 solutions. For
more details on the theory the reader can also consult the chapter 6 and 9 of the excellent
book of Va´zquez [33]), we know that ρ1 is the unique solution of porous media equation
with ρ10 = ρ0. It proves that ρ = ρ1 is the global unique solution of (1.12) with initial
data ρ0 which belongs in L
1(RN ). We proceed similarly for the second approximation
(ρn, un) since each time the approximated sequel verify the L
1 contraction principle of
the porous media equation. It concludes the proof of the theorem 1.2. 
5.1 Proof of Theorem 1.3 and corollary 1
5.2 Proof of theorem 1.3
We are now going to prove that if we have some global weak solution (ρǫ, uǫ) for the
system (1.23) in the sense of the definition [?] (or see [29]), then these global weak
solution converge in distribution sense to a quasi-solution (ρ, u) with initial data (ρ0, u0).
To prove this, it will suffice to use the same compactness argument than in the previous
section; except that we shall deal with the pressure term and that the entropy (3.43)
is quite more complicated since there is a reminder term to deal with. Via the entropy
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(3.41), (3.42) we have:∫
RN
[
ρǫ|uǫ(t, x)|2(t, x) + ǫ
γ − 1ρ
γ
ǫ
]
dx+
∫ t
0
∫
RN
µ(ρǫ)|Duǫ|2dxdt
+
∫ t
0
∫
RN
λ(ρǫ)|divuǫ|2dxdt ≤
∫
RN
[
ρ0|u0|2(x) + ǫ
γ − 1ρ
γ
0
]
dx.
∫
RN
[
ρǫ|uǫ(t, x)|2 + ρǫ|∇ϕ(ρǫ)|2(t, x)
]
dx+ ǫ
∫ t
0
∫
RN
∇ϕ(ρǫ) · ∇ργǫ dxdt
≤ C(
∫
RN
(
ρ0|u0|2(x) + ρ0|∇ϕ(ρ0)|2(x) + ǫ
γ − 1ρ
γ
0(x)
)
dx).
(5.103)
Lemma 6 We are going to distinguish two cases.
• ν1 ≥ 2
√
ǫρ
γ
2
ǫ is uniformly bounded in L2T (L
6(RN )) for any T > 0 when N = 3 and
in L2T (L
q(RN )) for any T > 0 and q ≥ 2 when N = 2.
• 0 < ν1 < 2
1. ǫρ
γ− 1
N
+
ν1
2N
ǫ is uniformly bounded in L1T (L
3(RN )) for any T > 0 when N = 3.
2. ǫρ
γ− 1
N
+
ν1
2N
ǫ is bounded in any L1T (L
p(RN )) with p ∈ [2,+∞[ when N = 2.
Proof: The inequality (5.103) insures a uniform bound of
√
ǫ
√
ϕ
′(ρǫ)ρ
γ−1
ǫ ∇ρǫ in L2((0, T ), L2(RN ))
for any T > 0. Let us evaluate
√
ϕ
′(ρǫ)ρ
γ−1
ǫ ∇ρǫ, we have using (1.6) and (1.5):√
ϕ
′(ρǫ)ρ
γ−1
ǫ ∇ρǫ =
√
Nλ(ρǫ) + 2µ(ρǫ)
N
ρ
γ−3
ǫ + 2(1− 1
N
)µ(ρǫ)ρ
γ−3
ǫ ∇ρǫ,
≥
√
2(1− 1
N
+
ν1
2
)µ(ρǫ)ρ
γ−3
ǫ ∇ρǫ,
Via (1.9) we deduce that:
ρ
γ
2
−1− 1
2N
+
ν1
4N
ǫ |∇ρǫ| ≤ C|
√
ϕ
′(ρǫ)ρ
γ−1
ǫ ∇ρǫ| ∀ρǫ > 1,
ρ
γ
2
−1− 1
2N
+
ν2
4N
ǫ |∇ρǫ| ≤ C|
√
ϕ
′(ρǫ)ρ
γ−1
ǫ ∇ρǫ| ∀ρǫ ≤ 1.
Let set ψ a C∞0 function such that ψ = 1 on B(0, 1) and ψ = 0 on
cB(0, 2). It implies
that since suppψ
′
is included in the shell C(0, 1, 2):
• √ǫψ(ρǫ)∇ρ
γ
2
− 1
2N
+
ν2
4N
ǫ is uniformly bounded in L2T (L
2(RN )) for any T > 0.
• √ǫ(1− ψ(ρǫ))∇ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is uniformly bounded in L2T (L
2(RN )) for any T > 0.
Next by (5.103) we know that ǫ
1
γ ρǫ is uniformly bounded in L
∞
T (L
γ(RN )) for any T > 0
which implies that
√
ǫρ
γ
2
ǫ is uniformly bounded in L∞T (L
2(RN )) for any T > 0. Let us
deal with two different cases.
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ν1 ≥ 2
In this case we have : − 12N + ν14N ≥ 0 it implies that
√
ǫ(1 − ψ(ρǫ))∇ρ
γ
2
ǫ is uniformly
bounded in L2T (L
2(RN )) for any T > 0. And since ǫ
1
2 ρ
γ
2
ǫ is uniformly bounded in
L∞T (L
2(RN )) for any T > 0, we deduce that ǫ
1
2 (1 − ψ(ρǫ))ρ
γ
2
ǫ is uniformly bounded
in L∞T (L
2(RN )) for any T > 0. We deduce that ǫ
1
2 (1−ψ(ρǫ))ρ
γ
2
ǫ is uniformly bounded in
L2T (H
1(RN )) for any T > 0. Easily since ǫ
1
2ψ(ρǫ)ρ
γ
2
ǫ is uniformly bounded in L∞T (L
1(RN ))∩
L∞T (L
∞(RN )), we deduce by Sobolev embedding that ǫ
1
2 ρ
γ
2
ǫ is uniformly bounded in
L2T (L
6(RN )) when N = 3 and in L2T (L
q(RN )) for any q ≥ 2.
0 < ν1 < 2
Let us distinguish the case N = 2 and N = 3.
•N = 3
We know that
√
ǫ(1 − ψ(ρǫ))∇ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is uniformly bounded in L2T (L
2(RN )) for any
T > 0. Furthermore since
√
ǫρ
γ
2
ǫ is uniformly bounded in L∞T (L
1(RN )) we deduce that
ǫ
1
p (1−ψ(ρǫ))ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is uniformly bounded in L∞T (L
p(RN )) with p(γ2 − 12N + ν14N ) = 2
with p > 2 (indeed it is possible because γ2 − 12N + ν14N > 0) . Indeed we have:
‖ǫ 1pρ
γ
2
− 1
2N
+
ν1
4N
ǫ ‖L∞T (Lp(RN )) = ‖ǫ
1
γ ρǫ‖
γ
p
L∞
T
(Lγ(RN ))
.
Since p > 2 it implies that
√
ǫ(1−ψ(ρǫ))ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is uniformly bounded in L∞T (L
p(RN ))
and also in L∞T (L
2(RN )) because
√
ǫ(1−ψ(ρǫ))ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is strictly positive only a set of
finite measure (it is a direct consequence of the Tchebytchev lemma). We have shown that
√
ǫ(1−ψ(ρǫ))ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is uniformly bounded in L2T (H
1(RN )) for any T > 0. By Sobolev
embedding we deduce that ǫ(1 − ψ(ρǫ))ργ−
1
N
+
ν1
2N
ǫ is uniformly bounded in L1T (L
3(RN ))
for any T > 0.
Since we know that ψ(ρǫ)ρǫ is uniformly bounded in L
∞
T (L
1(RN ))∩L∞T (L∞(RN )) we de-
duce that ǫψ(ρǫ)ρ
γ− 1
N
+
ν1
2N
ǫ is uniformly bounded in L1T (L
3(RN )) for any T > 0 because if
γ− 1N + ν12N ≥ 1 this is obvious by interpolation. In the other case ǫψ(ρǫ)ρ
γ− 1
N
+
ν1
2N
ǫ is uni-
formly bounded in L∞T (L
p(RN )) with p(γ− 1N + ν12N ) = 1. And we have p = 1γ− 1
N
+
ν1
2N
≤ 2,
we conclude also by interpolation in order to prove that ǫψ(ρǫ)ρ
γ− 1
N
+
ν1
2N
ǫ is uniformly
bounded in L∞T (L
3(RN )).
Finally we obtain that ǫρ
γ− 1
N
+
ν1
2N
ǫ is uniformly bounded in L1T (L
3(RN )) for any T > 0.
• N = 2
Similarly we obtain that
√
ǫ(1− ψ(ρǫ))ρ
γ
2
− 1
2N
+
ν1
4N
ǫ is uniformly bounded in L2T (H
1(RN ))
for any T > 0. It provides a uniform bound for
√
ǫ(1 − ψ(ρǫ))ρ
γ
2
− 1
2N
+
ν1
4N
ǫ in any
L2T (L
q(RN )) with q ∈ [2,+∞[. It means that ǫ(1−ψ(ρǫ))ργ−
1
N
+
ν1
2N
ǫ is in any L1T (L
p(RN ))
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with p ∈ [1,+∞[. Since ψ(ρǫ)ρǫ is uniformly bounded in L∞T (L1(RN )) ∩ L∞T (L∞(RN ))
we deduce that ǫψ(ρǫ)ρ
γ− 1
N
+
ν1
2N
ǫ is bounded in any L1T (L
p(RN )) with p ∈ [1,+∞[ if
γ− 1N + ν12N ≥ 1 and in any L1T (Lp(RN )) with [p1,+∞[ where p1(γ− 1N + ν12N ) = 1 in the
other case where p1 ≤ 2. It implies that:
• ǫργ−
1
N
+
ν1
2N
ǫ is bounded in any L1T (L
p(RN )) with p ∈ [1,+∞[ if γ − 1N + ν12N ≥ 1.
• ǫργ−
1
N
+
ν1
2N
ǫ is bounded in any L1T (L
p(RN )) with p ∈ [p1,+∞[ with p1(γ− 1N + ν12N ) =
1 in other case.
It achieves the proof of the lemma. 
In the following lemma we are going to get uniform estimate on the pressure ργǫ .
Lemma 4 Let us distinguish two cases:
• ν1 ≥ 2. The pressure ǫργǫ is bounded in L 53 ((0, T )×RN ) when N = 3 and Lr((0, T )×
R
N ) for all r ∈ [1, 2[ when N = 2.
• 0 < ν1 < 2. The pressure ǫργǫ is bounded in Lr1T (Lr1(RN )) with r1 = 2 − 2−ν16(1+ν1)
when N = 3.
Proof:
• ν1 ≥ 2:
We have seen in the lemma 6 that when N = 2,
√
ǫρ
γ
2
ǫ is bounded in L2(0, T ;Lq(RN ))
for any q ≥ 2. We deduce that ǫργǫ is bounded in L1(0, T ;Lp(RN )) ∩ L∞(L1(RN )) for
all p ∈ [1,+∞[, hence by interpolation ǫργǫ is bounded in Lr((0, T )×RN ) for all r ∈ [1, 2[.
WhenN = 3, by Sobolev embedding we only obtain that
√
ǫρ
γ
2
ǫ bounded in L2(0, T ;L6(RN ))
which gives that ǫργǫ is uniformly bounded in L1(0, T ;L3(RN )). By Ho¨lder inequality we
have:
‖ǫργǫ ‖L 53 ((0,T )×RN ≤ ‖ǫρ
γ
ǫ ‖
2
5
L∞(0,T ;L1(RN ))
‖ǫργǫ ‖
3
5
L1(0,T ;L3(RN ))
Hence ǫργǫ is bounded in L
5
3 ((0, T ) × RN ).
• 0 < ν1 < 2:
When N = 3 we know via the lemma 6 that ǫρ
γ− 1
N
+
ν1
2N
ǫ is bounded in L1T (L
3(RN )).
We have in particular that:
ǫργǫ = (ǫρ
γ− 1
N
+
ν1
2N
ǫ )ρ
1
N
− ν1
2N
ǫ .
Via lemma 3 we have seen that ρǫ is uniformly bounded in L
∞
T (L
1+ν1(RN )) when N = 3.
We define p such that:
p(
1
N
− ν1
2N
) = p(
1
3
− ν1
6
) = 1 + ν1 ⇔ p = 6(1 + ν1)
2− ν1 with ν1 < 2.
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By Ho¨lder’s inequality we obtain with 1p1 =
1
3 +
1
p that:
‖ǫργǫ ‖L1
T
(Lp1 (RN )) = ‖ǫρ
γ− 1
N
+
ν1
2N
ǫ ‖L1
T
(L3(RN ))‖ρ
1
N
− ν1
2N
ǫ ‖L∞
T
(Lp(RN )).
Now since ǫργǫ is bounded in L1T (L
p1(RN )) ∩ L∞T (L1(RN )) we have by interpolation that
ǫρ
γ
ǫ is bounded in LrT (L
q(RN )) with:
1
r
= θ,
1
q
=
θ
p1
+ 1− θ,
It implies the following relation 1q +
1
r (1 − 1p1 ) = 1. In particular we obtain that ǫρ
γ
ǫ is
bounded in Lr1T (L
r1(RN )) with r1 = 2− 2−ν16(1+ν1) . 
We are going finally to prove that
√
ρǫ|uǫ|(ln(1+|uǫ|2) 12 is uniformly bounded in L∞T (L2(RN )).
Lemma 5
√
ρǫ|uǫ|(ln(1+ |uǫ|2) 12 is uniformly bounded in L∞T (L2(RN )) for the following
situations:
• ν1 ≥ 2 and:
5
6
+
ν2
12
< γ < 2 +
ν1
2
if N = 3,
5
6
+
ν2
12
< γ <
5
6
+
7
12
ν1 if N = 3,
1
4
+
ν2
8
< γ if N = 2.
• 0 < ν1 < 2 and:
5
6
+
ν2
12
< γ <
(4− ν1)(1 + ν1)
2− ν1 if N = 3,
5
6
+
ν2
12
< γ <
5
6
+
7
12
ν1 if N = 3,
1
4
+
ν2
8
< γ if N = 2.
Proof: Let us come back to the inequality (3.43), we have ∀δ ∈ (0, 2):∫
RN
ρǫ
1 + |uǫ|2
2
ln(1 + |uǫ|2)(t, x)dx + ν
∫ t
0
∫
RN
µ(ρǫ)(1 + ln(1 + |uǫ|2))|Duǫ|2(t, x)dxdt
≤ C
∫ t
0
∫
RN
µ(ρǫ)|∇uǫ|2(t, x)dxdt+ Cδǫ2
∫ t
0
( ∫
RN
(
ρ
2γ− δ
2
ǫ
µ(ρǫ)
)
2
2−δ dx
)
dt.
(5.104)
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Let us deal with this inequality in order to prove the uniform bound of ρǫ
1+|uǫ|2
2 ln(1 +
|uǫ|2) in L∞T (L1(RN )) for any T > 0. To do this we shall estimate the right hand side of
(5.104). Using the inequality (1.9) we obtain that:
ρ2γ−
δ
2
µ(ρ)
≤ 1
C
ρ2γ−
δ
2
−1+ 1
N
− ν1
2N ∀ρ > 1,
ρ2γ−
δ
2
µ(ρ)
≤ 1
C
ρ2γ−
δ
2
−1+ 1
N
− ν2
2N ∀ρ ≤ 1.
(5.105)
Let us distinguish two cases when ν1 ≥ 2 and when 0 < ν1 < 2.
• ν1 ≥ 2 and N = 3
From the lemma 4, we know that ǫργǫ is uniformly bounded in L
5
3 ((0, T ) × RN ) ∩
L∞T (L
1(RN )) for N = 3 which implies that it exists C > 0 such that:
ǫ
5
3
∫ t
0
∫
RN
ρ
5
3
γ
ǫ dxdt ≤ C. (5.106)
In particular it implies that for δ small enough ǫ2(1{ρǫ≥1}
ρ
2γ− δ
2
ǫ
µ(ρǫ)
)
2
2−δ is uniformly bounded
in L1((0, T ) × RN ) under the conditions that:
2γ − 1 + 1
N
− ν1
2N
<
5
3
γ ⇔ γ < 2 + ν1
2
. (5.107)
Indeed by Tchebytchev lemma we have:
|{x, |ρǫ(t, x)| ≥ 1}| ≤ ‖ρ0‖L1(RN ).
We choose p such that p(2γ− δ2−1+ 1N − ν12N ) 22−δ = 53γ with δ small enough. By Ho¨lder’s
inequality we have:
ǫ2
∫ T
0
∫
RN
1{ρǫ≥1}ρ
(2γ− δ
2
−1+ 1
N
− ν1
2N
) 2
2−δ dxdt ≤ ǫ2
∫ T
0
(
∫
RN
ρ
5
3
γdx)
1
p ‖ρ0‖
1
p
′
L1(RN )
dt,
≤ ǫ2− 53p (T‖ρ0‖L1(RN ))
1
p
′
(
∫ T
0
∫
RN
ǫ
5
3ρ
5
3
γdxdt)
1
p .
with 1
p
′ = 1 − 1p and p > 1. It implies by (5.106) that ǫ21{ρǫ≥1}ρ(2γ−
δ
2
−1+ 1
N
− ν1
2N
) 2
2−δ is
uniformly bounded in L1((0, T ) × RN ) under the hypothesis (5.107).
Let us deal now with the term ǫ21{ρǫ≤1}ρ
(2γ− δ
2
−1+ 1
N
− ν1
2N
) 2
2−δ , it suffices to assume that:
2γ − 1 + 1
N
− ν2
2N
> 1 ⇔ γ > 5
6
+
ν2
12
. (5.108)
Indeed we know that 1{ρǫ≤1}ρǫ is bounded in L
∞
T (L
1(RN ))∩L∞T (L∞(RN )) which insures
the uniform bound of 1{ρǫ≤1}ρ
(2γ− δ
2
−1+ 1
N
− ν1
2N
) 2
2−δ in L∞T (L
1(RN )) by interpolation. This
achieves the proof of the case N = 3.
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The last situation consists whenN = 3 in using the lemma 3 when 2γ−1+ 1N− ν12N ≤ 1+3ν1N
which is equivalent to γ ≤ 56 + 712ν1. Indeed via the lemma 3 we know that ρ
1+
ν1
2N
ǫ is
uniformly bounded in L∞T (L
6(RN )). It implies that ǫ21{ρǫ≥1}ρ
(2γ− δ
2
−1+ 1
N
− ν1
2N
) 2
2−δ is uni-
formly bounded in L∞T (L
1(RN )) when 2γ − 1 + 1N − ν12N ≤ 1 + 3ν1N . In order to bounde
ǫ21{ρǫ≤1}ρ
(2γ− δ
2
−1+ 1
N
− ν1
2N
) 2
2−δ we use the same hypothesis than in the previous case.
• ν1 ≥ 2, N = 2
In this case, the situation is quite simple, indeed we know via the lemma 3 that ρǫ is
bounded in L∞T (L
q(RN )) for any q ≥ 1. In particular it implies that 1{ρǫ≥1}ρ2γ−
δ
2
−1+ 1
N
− ν1
2N
is bounded in L∞T (L
1(RN )) without any specific condition. However we shall require a hy-
pothesis for dealing with the term 1{ρǫ≤1}ρ
2γ− δ
2
−1+ 1
N
− ν1
2N which is similar to the previous
section:
2γ − 1 + 1
N
− ν2
2N
> 1 ⇔ γ > 1
4
+
ν2
8
. (5.109)
• 0 < ν1 < 2, N = 2
The proof in this situation is exactly the same than in the previous case by using the
lemma 3. We need only:
2γ − 1 + 1
N
− ν2
2N
> 1 ⇔ γ > 1
4
+
ν2
8
. (5.110)
• 0 < ν1 < 2, N = 3
Via the lemma 4 we have seen that ǫργǫ is bounded in L
r1
T (L
r1(RN )) with r1 = 2− 2−ν16(1+ν1) .
By using exactly the same argument than in the previous case we have two possibility to
bound the last term on the right hand side of (5.104):
2γ − 2
3
− ν1
6
< (2− 2− ν1
6(1 + ν1)
)γ ⇔ γ < 2 + ν1
2
.
2γ − 1 + 1
N
− ν2
2N
> 1
(5.111)
or
5
6
+
ν2
12
< γ
5
6
+
7ν1
12
. (5.112)
It achieves the proof of the lemma 5. 
We have now proved that ρǫ
1+|uǫ|2
2 ln(1 + |uǫ|2) is uniformly bounded in L∞loc(L1(RN )).
We can then pass to the limit when ǫ goes to 0, more precisely by using lemmas 1, 2
we show that ρǫ, ρǫuǫ and
√
ρepuǫ ⊗√ρepuǫ converges in distribution sense to ρ, ρu and√
ρu ⊗ √ρu and lemma 3 give us the convergence in distribution sense of the diffusion
term. Furthermore the lemmas 1 and 2 give us the following desired strong convergence:
• ρǫ converges strongly to ρ in C([0, T ], L1+αloc (RN )) for α small enough when N = 3.
• ρǫ converges strongly to ρ in C([0, T ], Lploc(RN )) for any p ≥ 1 when N = 2.
• √ρǫuǫ converges strongly to √ρu in L2loc((0, T ) × RN)) for any T > 0 .
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It remains only to deal with the term ǫ∇ργǫ and to prove that it converges in distribution
sense to 0.
Lemma 6 Let us distinguish two cases:
• When N = 3
ǫαρ
γ
ǫ converges strongly to 0 in L∞T (L
1
loc(R
N )) for any α > 0 when ǫ goes to 0 for:
γ < 1 + ν1.
ǫαρ
γ
ǫ converges strongly to 0 in L
5
3
−α((0, T ) × RN )) for ν1 ≥ 2 and for any α > 0
small enough when ǫ goes to 0.
ǫαρ
γ
ǫ converges strongly to 0 in L
1+α
T (L
r1−α(RN )) for 0 < ν1 < 2 and for any α > 0
small enough when ǫ goes to 0.
• When N = 2
ǫαρ
γ
ǫ converges strongly to 0 in L∞T (L
1
loc(R
N )) for any α > 0 when ǫ goes to 0.
Proof: When N = 2 we know via the lemma 3 that ρǫ is bounded in L
∞
T (L
q(RN )) for
any q ≥ 1. It implies trivially that ǫαργǫ converges strongly to 0 in L∞T (L1loc(RN )) for any
α > 0 when ǫ goes to 0.
When N = 3 we are in a similar situation when γ < 1+ ν1 via the lemma 3. If ν1 ≥ 2 we
have seen in the lemma 4 that ǫργǫ is uniformly bounded in L
5
3 ((0, T )×RN )), combining
this result with the fact that ǫργǫ is uniformly bounded in L∞T (L
1(RN )) and an interpo-
lation argument we obtain the result that we wish. In the case 0 < ν1 < 2 we apply
a similar argument with r1 by using the lemma 4. It concludes the proof of the lemma. 
Furthermore in the same spirit by using exactly the same arguments than in the proof
of theorem 1.2 and the previous estimate on the pressure we prove also the stability of
the global weak solutions for the system (1.1).
5.3 Proof of the corollary 1
From the previous theorem we know that (ρǫ, uǫ) converges to a quasi solution (ρ, u) and
that ρǫ converges strongly to ρ in C([0, T ], L
1
loc(R
N )). In particular when µ(ρ) = µρα
if we assume that there exists a unique global quasi solution we know via the theorem
1.2 that this quasi solution verifies the porous media or the fast diffusion equation in
function of α inasmuch as ρ is solution of (1.12).
In particular when we assume that the initial density ρ0 has a compact support, it implies
that when α > 1 the support of the density ρ remains bounded along the time. Indeed
it consists merely of not ing that we can find a delayed Barrenblatt solution centered for
instance at 0 that lies on the top of ρ0, it means:
0 ≤ ρ0(x) ≤ Um(τ, x) ∀x ∈ RN ,
with m large enough and τ > 0. By theorem 2.4 and the maximum principle we know
that:
0 ≤ ρ(t, x) ≤ (t+ τ)−γ1F ( x
(t+ τ)β
) ∀x ∈ RN ,
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with F (x) = (C − (α−1)γ12α |x|2)
1
α−1
+ . In particular it implies an information on the expan-
sion of the support of the solution since we observe that the support of ρ(t, ·) is included
in a set E(t) = CB(0,M(t+ τ)
β
2 with C > 0, M > 0 independent of t.
Let us prove now that ρǫ converges strongly to ρ in C([0, T ], L
1(RN )). We know for the
moment that ρǫ converges strongly to ρ in C([0, T ], L
1
loc(R
N )), it suffices to consider K
a compact set large enough such that for any t ∈ [0, T ] we have suppρ(t, ·) ⊂ K, we have
then:
‖ρ(t, ·) − ρǫ(t, ·)‖L1(K) →ǫ→0 0. (5.113)
Now we have by conservation of the mass and the fact that ρ(t, ·) = 0 in Kc for any
t ∈ [0, T ]:
‖ρ(t, ·) − ρǫ(t, ·)‖L1(Kc) = ‖ρǫ(t, ·)‖L1(Kc),
= ‖ρ0‖L1(RN ) − ‖ρǫ(t, ·)‖L1(K).
(5.114)
In particular since ρǫ converges strongly to ρ in C([0, T ], L
1(K)), (5.114) implies that
‖ρǫ(t, ·)‖L1(K) converges uniformly on [0, T ] to ‖ρ(t, ·)‖L1(K) when ǫ goes to 0. But since
‖ρ(t, ·)‖L1(K) = ‖ρ0‖L1(RN ) for any t ∈ [0, T ] (indeed the support of ρ(t, ·) is completely
included in K), it induces that ‖ρ(t, ·)− ρǫ(t, ·)‖L1(Kc) converges uniformly on [0, T ] to 0
when ǫ goes to 0.
Finally we have by using (5.114):
‖ρ(t, ·) − ρǫ(t, ·)‖L1(RN ) ≤ ‖ρ(t, ·)− ρǫ(t, ·)‖L1(K) + ‖ρ0‖L1(RN ) − ‖ρǫ(t, ·)‖L1(K).
It implies that ‖ρ(t, ·)− ρǫ(t, ·)‖L1(RN ) converges uniformly on [0, T ] to 0 when ǫ goes to
0 and we have shown that ρǫ converges strongly to ρ in C([0, T ], L
1(RN )). In particu-
lar it implies that for ǫ small enough ρǫ is the sum of a solution with compact support
on [0, T ] and of a term of small L1 norm. In this sense we can claim that the propa-
gation speed of the free boundary of ρǫ is not so far to be finite at a small L
1 perturbation.
This implies in particular by interpolation that ρǫ converges strongly to ρ in C([0, T ], L
p(RN ))
for any T >, any p ≤ 1 + α with α small enough if N = 3 and with p ≥ 1 if N = 2.
In particular since via the theorem 2.6, we have:
‖ρ(t)‖Lp(RN ) ≤ Ct−σp‖ρ0‖αpL1(RN ),
with σp =
N(α−1)+2p
(N(α−1)+2)p and αp =
N(p−1)
(N(α−1)+2)p . It shows that up a remainder term of
small norm in Lp, the Lp norm of ρǫ decrease in time for small ǫ. It means that in some
sense the density is subjected to a damping effect in time for the Lp norm which is very
surprising since this effect seems purely non linear.
Let us deal now with the time asymptotic behavior of ρǫ. We expect that ρǫ(t, ·) goes
asymptotically in time to the Barrenblatt solution Um of (1.12) of mass ‖ρ0‖L1(RN ) = m.
We have then:
‖Um(t, ·)− ρǫ(t, ·)‖L1(RN ) ≤ ‖Um(t, ·)− ρ(t, ·)‖L1(RN ) + ‖ρ(t, ·) − ρǫ(t, ·)‖L1(RN ).
(5.115)
Via the theorem 2.7 we know that ‖Um(t, ·)−ρ(t, ·)‖L1(RN ) converges asymptotically to 0
when t goes to +∞. The second term converges also to 0 when ǫ goes to 0 since we have
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shown that ρǫ converges strongly to ρ in C([0, T ], L
1(RN )) for any T > 0. In particular
it implies that for any α > 0 it exists T > 0 such that:
‖Um(t, ·)− ρ(t, ·)‖L1(RN ) ≤ α ∀t > T.
Furthermore it exists ǫ0 > 0 such that for all ǫ ≤ ǫ0 we have:
‖ρ(t, ·) − ρǫ(t, ·)‖L1(RN ) ≤ α ∀t ∈ [0, nT ], with n ∈ N.
It implies that for all α > 0 it exits T > 0 such that for all n ∈ N it exits ǫ0 > 0 such
that for all 0 < ǫ ≤ ǫ0 we have:
‖Um(t, ·)− ρǫ(t, ·)‖L1(RN ) ≤ 2α ∀t ∈ [T, nT ].
In this sense we observe that for ǫ small enough the solution ρǫ tends to converge asymp-
totically to a Barrenblatt solution of mass ‖ρ0‖L1(RN ). 
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