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FINITNESS OF PROLONGATIONS OF GRADED LIE
ALGEBRAS
S.MARINI, C.MEDORI, M.NACINOVICH
Abstract. We find necessary and sufficient conditions for the finiteness
of Tanaka’s maximal prolongation of fundamental graded Lie algebras.
In the final part we discuss some examples of simple prolongations.
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Introduction
The concept of G-structure was introduced to treat various interesting
differential geometrical structures in a unified manner (see e.g. [22, 23, 24,
25, 26, 27, 28]). At a chosen point p0 of a manifold M, a G-strucure is
described by the datum of a Lie algebra L of infinitesimal transformations,
acting as linear maps on the tangent space V=Tp0M. It is convenient to envi-
sion V⊕L as an Abelian extension of L and to look for its maximal effective
prolongation, to read the differential invariants of the structure. When this
turns out to be finite dimensional, Cartan’s method can be used to study the
automorphism group and the equivalence problem for the corresponding
G-structure. This algebraic point of view was taken up systematically in
[19, 35] and pursued in [2, 29, 36, 37] to study generalised contact and CR
structures: the datum of a smooth distribution defines on Tp0M a structure
of Z-graded nilpotent Lie algebra m=
∑µ
p=1
g−p. The condition that the dis-
tribution be completely non integrable, or satisfies Ho¨rmander’s condition
at p0, translates into the fact that m is fundamental, i.e. that the part g−1,
tangent at p0 to the contact distribution, generates m.
Having recently proved in [30] a finiteness result for the automorphism
group of a class of homogeneous CR manifolds by applying a result of
N.Tanaka to a suitable filtered object, we got interested in the general pre-
liminary problem of the finiteness of the effective L-prolongations of gen-
eral fundamental Z-graded Lie algebras, starting from rereading Tanaka’s
seminal paper [37].
Let us describe the contents of this work. Being essentially algebraic, all
results are formulated for an arbitrary ground field K of characteristic zero.
In §1 we describe fundamental graded Lie algebras as quotients of the
free Lie algebra f(V) generated by a vector space V by its graded ideals K .
After getting from [9] the maximal effective prolongation F(V) of f(V), we
use this result to characterise, in Theorem 1.8, the maximal effective L-pro-
longation of m in terms of F(V) and K .
In §2 we review the finiteness theorem proved by N.Tanaka in [37]. Here
we make explicit the role of duality, which allows to reduce to commutative
algebra. This was hinted in Serre’s appendix to [19] and also in [37], but,
in our opinion, in a way which left part of the arguments rather obscure.
We hope that our exposition would make this important theorem more un-
derstandable. The final result, Theorem 2.11, reduces the finiteness of the
maximalL-prolongation to the analogous problem for an L′-prolongation of
an Abelian Lie algebra. For the application, one needs on one hand to have
a viable criterion for studying prolongations of Abelian Lie algebras and on
the other to obtain an explicit description of L′ after knowing L and m. This
is done in the following sections.
In §3 we get an effective crierion for the finiteness of L-prolongations of
fundamental graded Lie algebras of the first kind, using duality to reduce
the question to the study the co-primary decomposition of finitely generated
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modules over the polynomials: this boils down to computing the rank of a
matrix M1(L, z) of first degree homogeneous polynomials associated to L
(see Theorem 3.7). This condition is equivalent to ellipticity in the sense
of Kobayashi ([22, p.4]) for F⊗L, where F is the algebraic closure of K.
We illustrate this procedure by studying the classical examples of the G-
structures treated, e.g., in [22, 35].
When m has kind µ>1, the effect of the terms g−p with p≥2 is of restrict-
ing the structure algebra L to a smaller algebra L′. The final criterion is
obtained by applying Theorem 3.7 to L′. In fact, there is a difference in the
way the g−p summands contribute to L
′ between the cases p=2 and p>2.
In §4 we study the maximal glK(V)-prolongation in the case µ=2. We
show in Theorem 4.8 that the condition can be expressed in terms of the
rank of the Lie product, considered as an alternate bilinear form on F⊗g−1,
for the algebraic closure F of the ground field K. We show by an example
that this rank condition, that was known to be necessary over K (see e.g.
[22]), becomes necessary and sufficient when stated over F. As in §3, there
is an equivalent formulation in terms of the rank a suitable matrix M2(K , z).
In §5 we show that one can take into account the non zero summands g−p
in m, with p ≥ 3, by adding to M2(K , z) a matrix M3(K , z), which has rank
n= dim g−1 when z does not belong to a subspace W(K ) of F⊗V. Thus the
finite dimensionality criterion of §4 has to be checked on a smaller subspace
of z’s.
In §6, Theorem 6.1 collects the partial results of the previous sections, to
state a finiteness criterion for the maximal L-prolongation of an m of any fi-
nite kind µ in terms of the rank of the matrix (M1(L, z),M2(K , z),M3(K , z))
which is obtained by putting together the contributions coming from L (kind
one), g−2 (kind two) and
∑
p≤−3gp (kind >2).
Semisimple Z-graded Lie algebras are a source of interesting instances
of the structures we study in this paper. We collect in §7 several examples,
related to the exceptional Lie algebras, where spin representations play an
important role. We believe that some of them could be of some interest in
physics, where graded Lie algebras may play a role in understanding the
basic symmetries of nature.
Notation.
• We shall indicate by K a field of characteristic zero and by F its
algebraic closure.
• The acronym (FGLA) stands for fundamental graded Lie algebra.
• The acronym (EPFGLA) stands for effective prolongation of a fun-
damental graded Lie algebra.
• T(V) = ∑∞p=0Tp(V) is the tensor algebra of the vector space V.
• Λ(V) = ∑np=0Λp(V) is the Grassmann algebra of an n-dimensional
vector space V.
• glK(V) is the Lie algebra of K-linear endomorphisms of theK-linear
space V.
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• gln(K) is the Lie algebra of n×n matrices with entries in the field K.
1. Fundamental graded Lie algebras and prolongations
Definition 1.1 (see [37]). A Z-graded Lie K-algebra
(FGLA) m =
∑
p≥1
g−p ,
is called fundamental if g−1 is a finite dimensional K-vector space and gen-
erates m as a Lie K-algebra. We call µ= sup{p | g−p,{0}} the kind of m.
At variance with [37], we do not require here that m be finite dimen-
sional. The only (FGLA) with dim(g−1)=1 is the trivial one-dimensional
Lie algebra. We will consider in the following (FGLA)’s m with dim(m)>1.
Let V be a vector space of finite dimension n≥2 over K and f(V) the free
Lie algebra over K generated by V (see e.g. [8, 33]). It is an (FGLA) of
infinite kind with the natural Z-gradation
(1.1) f(V) =
∑∞
p=1
f−p(V).
obtained by setting f−1(V)=V. The free Lie algebra of V is characterised by
the universal property:
Proposition 1.1. For any Lie algebra L over K and any K-linear map
φ:V→L, there is a unique Lie algebras homomorphism φ˜ : f(V)→L ex-
tending φ. 
By Proposition 1.1 we can consider any finitely generated Lie algebra as
a quotient of a free Lie algebra.
Remark 1.2. For any integer µ ≥ 2, the direct sum
(1.2) f[µ](V) =
∑
p≥µ
f−p(V)
is a proper Z-graded ideal in f(V) and hence the quotient
(1.3) f(µ)(V) = f(V)/ f[µ+1](V)
is an (FGLA) of kind µ, that is called the free (FGLA) of kind µ generated
by V (see e.g. [39]).
Let m be an (FGLA) over K and set V = g−1. Since m is generated by V,
there is a surjective homomorphism
(1.4) π : f(V) −→ m,
which preserves the gradations. Its kernel K is a Z-graded ideal
(1.5) K =
∑
p≥2
K −p
and m has finite kind µ iff there is a smaller integer µ≥1 such that
K ⊇ f[µ+1](V).
Definition 1.2. An ideal K of f(V) is said to be µ-cofinite if f[µ+1](V) ⊆ K .
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Lemma 1.3. The elements of a string (K −2, . . . ,K −µ, . . .) of linear sub-
spaces K −p⊆ f− p(V) are the homogeneous summands of a Z-graded ideal
(1.5) of f(V) if and only if they satisfy the compatibility condition
(1.6) [K −p,V] ⊆ K −(p+1), ∀p≥2. 
Since K has characteristic 0, we can canonically identify f(V) with a
GLK(V)-invariant subspace of T (V).
Proposition 1.4. Every (FGLA) m is isomorphic to a quotient f(V)/K , for
a Z-graded ideal K of the form (1.5). Two (FGLA)’s f(V)/K and f(V)/K ′
are isomorphic if and only if K and K ′ are GLK(V)-congruent. 
Definition 1.3. A Z-graded Lie algebra over K
(1.7) g =
∑
p∈Z
gp .
is said to be an effective prolongation of a fundamental graded Lie algebra if
(i) g<0 =
∑
p<0gp is a (FGLA);
(ii) g≥0 =
∑
p≥0gp is effective: this means that
{X ∈ g≥0 | [X, g−1]={0}} = {0}.
In this case, we say for short that g is an (EPFGLA) of g<0.
An (EPFGLA) (1.7) is said to be of type L, or an L-prolongation, if L is
a Lie subalgebra of glK(g−1) and, for each A ∈ g0, the map v → [A, v], for
v ∈ g−1, is an element of L .
Lemma 1.5. If (1.7) is an (EPFGLA), then dim(gp)<∞ for all p ∈ Z .
Proof. Let g =
∑
p∈Zgp be an (EPFGLA) and set V = g−1. For each ξ∈g, we
define by recurrence
ξ(v0) = [ξ, v0], ∀v0 ∈ V,
ξ(v0, v1) = [[ξ, v0], v1], ∀v0, v1 ∈ V,
ξ(v0, . . . , vp) = [ξ(v0, . . . , vp−1), vp], ∀v0, v1, . . . , vp ∈ V.
By the effectiveness assumption, for each p≥0 the map which associates to
ξ∈gp the (p+1) multilinear map Vp+1 ∋ (v0, . . . , vp) → ξ(v0, . . . , vp) ∈ V is
injective from gp to V⊗Tp+1(V∗). 
We already noted that, since K has characteristic zero, f(V) can be canon-
ically identified with a Lie subalgebra of the Lie algebra of the tensor al-
gebra T(V); glK(V) acts as an algebra of zero degree derivations on T(V),
leaving f(V) invariant. Denote by TA the derivation of T(V) associated to
A ∈ glK(V).With the Lie product defined by
(1.8) [A, X] = TA(X), ∀A ∈ glK(V), ∀X ∈ f(V),
the direct sum
(1.9) f˜(V) =
∑
p≥0
f−p(V), with f0(V) = glK(V)
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is an (EPFGLA) of f(V) and, for any Lie subalgebra L of glK(V), the sum
L ⊕ f(V) is a graded Lie subalgebra of f˜(V).
By using [8, Ch.2,§2,Prop.8], we obtain
Proposition 1.6. The maximal effective prolongation F(V) of f(V) is
(1.10) F(V) =
∑∞
p=−∞
fp(V), where fp(V) = V ⊗ Tp+1(V∗), for p≥0,
is the space of (p+1)-linear V-valued maps on V and the Lie product is
defined in such a way that, for ξ ∈ fp(V), with p≥0, we have
(1.11) [ξ, v0](v1, . . . , vp) = ξ(v0, . . . , vp), ∀v0, v1, . . . , vp ∈ V. 
Proposition 1.7. Let L be a Lie subalgebra of glK(V). Then
(1.12)

F(V,L) = f(V) ⊕ L⊕
∑
p≥1
fp(V,L), with
fp(V,L) = {ξ ∈ fp(V) | ξ(v1, . . . , vp) ∈ L, ∀v1, . . . , vp ∈ V}
is the maximal (EPFGLA) prolongation of type L of f(V). 
Fix a Z-graded ideal K of f(V), contained in f[2](V), and denote by
(1.13) m(K )=
∑
p≥1
g−p(K )
the (FGLA) defined by the quotient f(V)/K . Let L be a Lie subalgebra of
glK(V). Note that K is a Lie subalgebra of F(V,L). We associate to the pair
(K ,L) the normalizer
(1.14) N(K ,L) = {ξ ∈ F(V,L) | [ξ,K ] ⊆ K }
of K in F(V,L). It is a Z-graded Lie subalgebra of F(V,L) and the largest
which contains K as an ideal. The quotient
(1.15) g(K ,L) = N(K ,L)/K
has a natural Z-grading for which the natural projection N(K ,L)→ g(K ,L)
is a Z-graded epimorphism of Lie algebras.
Theorem 1.8. The commutative diagram
0 −−−−→ f(V) −−−−→ N(K ,L)y y
0 −−−−→ m(K ) −−−−→ g(K ,L)
defines on g(K ,L) the structure of an (EPFGLA) of type L of m(K ) and
g(K ,L) is, modulo isomorphisms, its maximal (EPFGLA) of type L . 
We have
(1.16)

g(K ,L) =
∑
p∈Z
gp(K ,L), with gp(K ,L) = gp(K ) for p<0, and
gp(K ,L) = {ξ ∈ fp(V,L)) | [ξ,K ] ⊆ K }, for p≥0.
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Remark 1.9. This theorem was proved in [37, §5] for the case in which K is a
cofinite ideal of f(V). The summands gp(K ,L) in (1.16) were recursively defined
there by setting
(1.17)

gp(K ,L) = gp(K ), for p<0,
g<p(K ,L) =
∑
q<p
gq (K ,L),
gp(K ,L) = Derp(m, g<p(K ,L)),
 for p≥0.
Each g<p(K ,L) is a right m(K )-module and Derp(m, g<p(K ,L)) is the space of the
g<p-valued degree p-derivations of m. One can check that this definition is equiva-
lent to the one we gave above.
2. Tanaka’s finiteness criterion
2.1. Left and right V-modules. Let V be an n-dimensional K-vector spa-
ce, that we consider as an abelian Lie algebra. Its universal enveloping
algebra is the graded algebra
(2.1) S (V) =
∑∞
p=0
Sp(V)
of symmetric elements of its tensor algebra. Since K has characteristic zero,
S (V) is the ring of polynomials of V with coefficients in K.
A right action of V on a K-vector space E is a bilinear map
E × V ∋ (e, v) −→ e·v ∈ E,(2.2)
with (e·v1)·v2 = (e·v2)·v1, ∀e ∈ E, ∀v1, v2 ∈ V.
The map (2.2) extends to a right action
(2.3) E × S (V) ∋ (e, a) −→ e·a ∈ E.
If E∗ is a K-vector space which is in duality with E by a pairing
(2.4) E × E∗ ∋ (e, η) −→ 〈e | η〉 ∈ K,
a left action
(2.5) V × E∗ ∋ (v , η) −→ v ·η ∈ E∗
of V on E∗ is dual of (2.2) if
(2.6) 〈e | v ·η〉 = 〈e·v | η〉, ∀v∈V, ∀e∈E, ∀η∈E∗.
Clearly a dual left action of V extends to a left action of S (V).
Definition 2.1. A Z-gradation of the right V-module E is a direct sum de-
composition
(2.7) E =
∑∞
p=−∞
Ep with Ep·V ⊆ Ep−1 for p ∈ Z .
We say that E satisfies condition (C) if
(C)

dim(Ep) < +∞, ∀p ∈ Z,
∃p0 ∈ Z s.t. Ep = {0} for p<p0,
e ∈ ∑h≥0Ep and e·V = {0} =⇒ e = 0.
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Let us consider the Z-graded vector space
(2.8) E∗ =
∑∞
h=−∞
E∗h, with E
∗
h = dual space of E−h, for all h ∈ Z .
We call E∗ the graded dual of E. When E is a graded right V-module, its
graded dual E∗ is a graded left V-module under the action (2.5) which is
described on the homogeneous elements by
(2.9) 〈e | v ·η〉 = 〈e·v | η〉 ∀e ∈ E1−h, ∀η ∈ E∗h, ∀v ∈ V.
Lemma 2.1. The following are equivalent
(a) E satisfies condition (C);
(b) E∗ satisfies condition
(C∗)

dim(E∗q ) < +∞, ∀q ∈ Z,
∃ q 0 ∈ Z s.t E∗q = 0, ∀q > q 0;∑
q≥1E
∗
q generates E
∗ as a left S (V)-module.
Proof. We have Ep = {0} iff E∗−p = {0}.
Given any basis v1, . . . , vn of V, the maps
Ep ∋ e → (e·v1, . . . , e·vn) ∈ (Ep−1)n,
(E∗1−p)
n ∋ (η1, . . . , ηn) → v1·η1+ · · ·+vn·ηn ∈ E∗−p
are dual of each other and all vector spaces involved are finite dimensional.
Hence the first one is injective if and only if the second one is surjective.
These remarks yield the statement. 
Let (V) denote the maximal ideal of S (V), consisting of polynomials van-
ishing at 0. For the notions of commutative algebra that will be used below
we refer to [7, Ch.IV]
Proposition 2.2. Let E satisfy condition (C). Then the following are equiv-
alent:
(i) E is finite dimensional;
(ii) E∗ is finite dimensional;
(iii) E∗ is (V)-coprimary, i.e. all v∈V are nilpotent on E∗.
Proof. Clearly (i) ⇔ (ii). Also (ii) ⇒ (iii) is clear. Indeed, if E∗ is fi-
nite dimensional, all v ∈ V, lowering the degree by one unit, are nilpotent.
Vice versa, since E∗ is finitely generated, if the set Ass(E∗) of its associated
primes is {(V)}, then all E∗q are zero for q<q 0 for some q 0 ∈ Z . 
Corollary 2.3. A necessary and sufficient condition for a right V-module
E satisfying condition (C) to be infinite dimensional is that there is v ∈ V
such that E·v=E.
Proof. By Proposition 2.2 a necessary and sufficient condition for E to be
infinite dimensional is that E∗ is not (V)-coprimary. If p1, . . . , pm are the
associated primes of E∗, since V∩ p j = Vj is, for each j, a proper vector sub-
space of V, it suffices to choose a v which does not belong to V1∪ · · · ∪Vm.
PROLONGATIONS OF (FGLA) 9
In fact, for such a v , all maps E∗q∋η→v ·η ∈ E∗q−1 are injective. By duality,
all maps Ep ∋ e→e·v ∈ Ep−1 are surjective. This gives E·v=E.
Vice versa, if right multiplication by v on E in surjective, by duality left
multiplication by v is injective on E∗ and hence E∗ is not (V)-coprimary. 
It will be useful that the thesis of this corollary be verified by a v which
has a special form. To this aim we prove the following lemma.
Lemma 2.4. Let U,W be finite dimensional vector spaces over K and ω :
U × W → V a bilinear map such that {ω(u,w ) | u ∈ U, w ∈ W} spans V.
Then the image of ω is not contained in any finite union of proper linear
subspaces of V.
Proof. It suffices to show that ω(U ×W) is not contained in a finite union of
hyperplanes. Let ξ1, . . . , ξm ∈ V∗ and assume that ω(U ×W) is contained in
ker(ξ1)∪· · ·∪ker(ξm). The condition thatω(U×W) spans V implies that each
quadric Q j = {(u,w ) ∈ U ×W | ξ j(ω(u,w )) = 0} is properly contained in
U×W. Hence Q1∪ · · · ∪Qm $ U ×W and the ω-image of each pair which is
not contained in Q1∪ · · · ∪Qm does not belong to ker(ξ1)∪ · · · ∪ ker(ξm). 
Proposition 2.5. Let E be a right V-module satisfying condition (C). If
E is infinite dimensional, then we can find linearly independent vectors
v1, . . . , vm in V such that, with
(2.10) E(h) = {e ∈ E | e·vi = 0, ∀i≤h}, for 0≤h≤m,
the following conditions are satisfied:
(i) either m=n and v1, . . . , vn is a basis of V, or 0<m<n and E
(m) is finite
dimensional;
(ii) the maps Th+1 : E
(h)∋e→e·vh+1∈E(h) are surjective for 0≤h≤m−1.
Proof. Note that E(0) = E.We know from Proposition 2.2 that, if dim(E) =
∞, then E∗ is not (V)-coprimary. Hence we can find v1 ∈ V such that the
left multiplication by v1 is injective on E
∗. By duality this means that the
map T1 : E ∋ e → e·v1 ∈ E is surjective.
Let V1 be a hyperplane in V which does not contain v1.We have a natural
duality pairing between E(1) and the quotient E∗/v1·E∗, that we can consider
as a left V1-module. In case E
(1) is infinite dimensional, (V1) is not an
associated prime of E∗/v1·E∗ and hence we can find v2∈V1 which is not a
zero divisor in E∗/v1·E∗. By duality this yields a surjective
T2 : E
(1) ∋ e → e·v2 ∈ E(1).
The recursive argument is now clear and we get the statement after a
finite number of steps. 
Remark 2.6. In the hypothesis of Lemma 2.4, the vectors v1, . . . , vm in the
statement of Proposition 2.5 can be chosen of the form vi = ω(ui,wi), with
ui ∈ U and wi ∈ W, for 1≤i≤m.
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2.2. Rightm-modules. We consider now an (FGLA) m =
∑µ
p=1
g−p of finite
kind µ≥1.
Let E =
∑
p∈ZEp be a Z-graded right m-module. This means that there is
a bilinear action
E × m ∋ (e, X) −→ e·X ∈ E,
which has the properties:(e·X)·Y − (e·Y)·X = e·[X, Y], ∀e ∈ E, ∀X, Y ∈ m,Eq ·g−p ⊆ Eq−p, ∀q ∈ Z, ∀1≤p≤µ.
Definition 2.2. We say that the graded right m-module E satisfies condition
(C(m)) if
(C(m))

dim(Ep) < ∞, ∀p ∈ Z,
∃ p0 ∈ Z s.t. Ep = 0, ∀p < −p0,
e ∈ ∑p≥0Ep and e·g−1 = {0} =⇒ e = 0.
The following lemma is similar to [37, Lemma 11.4].
Lemma 2.7. Assume that
• m has kind µ≥2;
• E is a graded right m-module satisfying condition (C(m));
• there are X ∈ g−1, Y ∈ g1−µ and p0 ∈ Z such that
(2.11) ψp : Ep ∋ e −→ e·[X, Y] ∈ Ep−µ
is an isomorphism for p≥p0.
Then Ep = {0} for p≥p0.
Proof. We consider the right multiplication by Z = [X, Y] as a linear map
RZ on E. Note that E<q 0 =
∑
p<q 0Ep is a right m-submodule of E. Thus we
can consider the truncation
∑
p≥q 0Ep as the quotient right m-module E/E<q 0 .
By substituting to E its truncation, if needed, we can as well assume that
E =
∑
p≥p0−µEp . Then RZ has a right inverse Ψ : E → E such that Ψ◦RZ
restricts to the identity on each Ep with p≥p0, i.e. Ψ is also a left inverse of
RZ on Ep for p≥p0. Denote by RX and RY the linear maps on E defined by
the right multiplication by X and Y, respectively. We claim that
Ψ◦RX = RX◦Ψ and Ψ◦RY = RY◦Ψ on Ep, ∀p≥p0−1.
Indeed, Ψ◦RX(Ep)∪RX◦Ψ(Ep) ⊆ Ep+µ−1 and Ψ◦RY(Ep)∪RY◦Ψ(Ep) ⊆ Ep+1,
so that, since both p+1 and p+µ−1 are ≥p0 when p ≥ p0−1, and Ψ is a right
inverse of RZ in this range, these equalities are equivalent to
RX = RZ◦RX◦Ψ and RY = RZ◦RY◦Ψ,
and thus are verified because RZ commutes with RX and RY . Fix p≥p0−1 and
consider the finite dimensional K-vector space W =
∑µ
h=1
Ep+h. We define
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two endomorphisms TX, TY onW by setting
TX(e) =
RX◦Ψ(e) ∈ Ep+µ, if e ∈ Ep+1,RX(e) ∈ Eh−1, if e ∈ Eh, with p+1<h ≤ µ,
TY (e) =
RY◦Ψ(e) ∈ Eh+1, if e ∈ Eh with p+1≤h < p+µ,RY(e) ∈ Ep+1 if e ∈ Ep+µ.
One easily checks that
TX◦TY − TY◦TX = (RX◦RY − RY◦RX)◦Ψ = IW onW
and hence
dim(W) = trace(IW) = trace(TX◦TY − TY◦TX) = 0.
This proves the lemma. 
Let E =
∑∞
h=−p0Ep be a right m-module, satisfying condition (C(m)). Set
(2.12) n =
∑
h≥2
g−h
and
(2.13) N(E) =
∑∞
h=−p0
Np(E), with Np(E) = {e ∈ Ep | e·n = {0}}.
Theorem 2.8. Let E be a Z-graded right Z-module satisfying condition
(C(m)). Then E is finite dimensional if and only ifN(E) is finite dimensional.
Proof. We argue by recurrence on the kind µ of m. In fact, when µ = 1,
we have n = {0} and hence N(E) = E and the statement is trivially true.
Moreover, since N(E) ⊆ E, we only need to show that N(E) is infinite
dimensional when E is infinite dimensional.
Assume that µ>1. The subspace g−µ is an ideal of m and hence m
′=m/g−µ
is an (FGLA) of kind µ−1. Then
(2.14) F =
∑∞
p=−p0
Fp, with Fp = {e ∈ Ep | e·g−µ = {0}}
can be viewed as a Z-graded m′-module which satisfies condition C(m′).
Since N(F)=N(E), by our recursive assumption F and N(E) are either
both finite, or both infinite dimensional.
Hence it will suffice to prove that, if E is infinite dimensional, also F is
infinite dimensional. The Z-grading
(2.15) M(E) =
∑
p∈Z
Mp(E), where Mp(E) =
∑µ−1
j=0
E j+p·µ.
defines on E the structure of a Z-graded left V-module, for V = g−µ. Since,
by assumption, it is infinite dimensional, by Proposition 2.5 and Lemma 2.4
we can find X1, . . . , Xm ∈ g−1 and Y1, . . . , Ym ∈ g1−µ such that
Z1=[X1, Y1], . . . , Zm=[Xm, Ym]
are linearly independent and have the properties:
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(i) either m< dimK(g−µ) and E(m) = {e ∈ E | e·Zi = 0, ∀i = 1, . . . ,m} is
finite dimensional, or m=n and Z1, . . . , Zn is a basis of g−µ;
(ii) with E(h) = {e ∈ E | e·Zi = 0, ∀i≤h}, the maps
Th+1 : E
(h) ∋ e −→ e·Zh+1 ∈ E(h)
are surjective for 0≤h<m.
For all 0≤h<m we obtain exact sequences
(2.16) 0 −−−−→ E(h+1) −−−−→ E(h) Th+1−−−−→ E(h) −−−−→ 0.
Note that E(0) = E and that E(n) = F when m=n. We want to prove that
m = n and that F is infinite dimensional. We argue by contradiction. If our
claim is false, then E(m) is finite dimensional and, from the exact sequence
(2.16), we obtain that E
(m−1)
p ∋ e → e·Zm ∈ E(m−1)p−µ is an isomorphism for
all p ≥ pm for some integer pm, which, by Lemma 2.7, implies that E(m−1) is
finite dimensional. Using again the exact sequence (2.16) for h=m−2 and
Lemma 2.7 we obtain that also dimR(E
(m−2)) < ∞ and, repeating the argu-
ment, we end up getting that E(0) = E is finite dimensional. This yields a
contradiction, proving that F, and thus also N(E), must be infinite dimen-
sional when E is infinite dimensional. 
2.3. Reduction to first kind. Let us get back to the prolongations defined
in §1. We will use Theorem 2.8 to show that the finiteness of the maxi-
mal effective L-prolongation of an (FGLA) of finite kind µ≥2 is equivalent
to that of the L′-prolongation of an (FGLA) of the first kind for a suit-
able L′⊆L.
Let m =
∑µ
p=1
g−p be an (FGLA) of finite kind µ. Set V=g−1. We showed
in §1 that m ≃ f(V)/K for a Z-graded ideal K of f(V), contained in f[2](V).
As in (2.12), we denote by n the ideal
∑
p<−1gp of m. Fix a Lie subalgebra
L of glK(g−1) and denote by g(K ,L) the maximal (EPFGLA) of type L of
m, that was characterised in Theorem 1.8. We have the following finiteness
criterion:
Theorem 2.9. The maximal effective L-prolongation g(K ,L) of m(K ) is
finite dimensional if, and only if,
(2.17) N(g(K ,L)) = {ξ ∈ g(K ,L) | [ξ, n]} = {0}}
is finite dimensional.
Proof. The statement follows by applying Theorem 2.8 to g(K ,L), consid-
ered as a right m-module. 
Set
a = (m/n) ⊕
∑
p≥0
ap, with ap = {ξ ∈ gp(K ,L) | [ξ, n] = {0}}.(2.18)
We note that m⊕∑p≥0 ap is a Lie subalgebra of g(K ,L), which contains n as
an ideal. There is a natural isomorphism of a with (m ⊕ ∑p≥0 ap)/n, which
defines its Lie algebra structure. Set a−1 = m/n ≃ V.
PROLONGATIONS OF (FGLA) 13
Lemma 2.10. The summand a0 in (2.17) is given by
(2.19) a0 = a0(K ,L) = {A ∈ L | TA(f[2](V)) ⊆ K }.
Proof. The statement follows because n = f[2](V)/K . 
Theorem 2.11. The Z-graded Lie algebra a of (2.18) is the maximal ef-
fective prolongation of type a0(K ,L) of m(f[2](V)) and the following are
equivalent:
(i) g(K ,L) is finite dimensional;
(ii) g(f[2](V), a0(K ,L)) is finite dimensional.
Proof. Set a0 = a0(K ,L) and denote by b=
∑
p≥−1bp the maximal (EPFGLA)
g(f[2](V), a0) of type a0 of a−1 = f(V)/ f[2](V) ≃ V. By construction, b0 = a0 .
Let π : m → (m/n) be the canonical projection. Then X ∈ m acts to the
right on b by β·X = [β,π(X)] and
m ⊕ g0(K ,L) ⊕
∑
p>0
bp
is an effective prolongation of type L of m(K ). Hence bp ⊆ ap for p>0. On
the other hand, since a is an effective prolongation of type a0 of m(f[2](V)),
we also have the opposite inclusion. This yields bp = ap for all p>0, prov-
ing the first part of the statement. The equivalence of (i) and (ii) is then a
consequence of Theorem 2.9.

3. L-prolongations of graded Lie algebras of the first kind
By Theorem 2.11, finiteness of the maximalL-prolongation of an (FGLA)
m of any finite kind is equivalent to that of the L′-prolongation of its first
kind quotient V=m/n, for a Lie subalgebra L′ of L that can be computed in
terms of m and L . It is therefore a key issue to establish a viable criterion
for (FGLA)’s of the first kind.
Using duality, we will translate questions on the maximal effective pro-
longations of (FGLA)’s of the first kind to questions of commutative algebra
for finitely generated modules over polynomial rings.
Let V be a finite dimensional K-vector space, that we will consider as a
commutative Lie algebra over K, and
(3.1) S (V∗) =
∑∞
p=0
Sp(V
∗)
the Z-graded unitary associative algebra over K of symmetric multilinear
forms on V. Its product is described on homogeneous forms by
(ξ · η)(v1, . . . , vp+q)=
1
(p+q)!
∑
σ∈Sp+q
ξ(vσ1 , . . . , vσp ) · η(vσp+1 , . . . , vσp+q ),
∀ξ ∈ Sp(V∗), ∀η ∈ Sq(V∗), ∀v1, . . . , vp+q ∈ V.
The duality pairing
(3.2) V × V∗ ∋ (v , ξ) −→ 〈v | ξ〉 ∈ K
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extends to a degree-(−1)-derivation Dv of S (V∗), with
(3.3)
{
(Dvξ)(v1, . . . , vp) = (p+1)·ξ(v , v1, . . . , vp),
∀v , v1, . . . , vp ∈ V, ∀ξ ∈ Sp+1(V∗).
The tensor product
(3.4) X (V)=S (V∗) ⊗ V=
∑
p≥−1
Xp(V), with Xp(V)=Sp+1(V
∗) ⊗ V,
is the maximal glK(V)-prolongation of the commutative Lie algebra m = V ,
where each vector in V is considered as a homogeneous element of de-
gree (−1). We can identify X (V) with the space of vector fields with poly-
nomial coefficients on V. The Lie product in X (V) is described, on rank one
elements, by
[ξ⊗v , η⊗w ]=(ξ·(Dvη))⊗w−(η·(Dwξ))⊗v ,∀ξ∈Sp(V∗),∀η∈Sq (V∗),∀v ,w ∈ V.
If a0 is any Lie subalgebra of glK(V), then the direct sum V ⊕ a0 is a
Lie subalgebra of the Abelian extension V ⊕ glK(V) of glK(V). The maximal
effective a0-prolongation of V can be described as a Lie subalgebra of X (V).
Proposition 3.1. Let a0 be any Lie subalgebra of glK(V) and
(3.5) a = V ⊕ a0 ⊕
∑
p≥1
ap
the maximal effective prolongation of type a0 of V. Its summands of positive
degree are
(3.6) ap = {ξ∈Xp(V) | {V∋v → ξ(w , . . . ,w︸    ︷︷    ︸
p times
, v)∈V}∈ a0, ∀w∈V}.
Proof. It is known (see e.g. [35, Ch.VII §3] or [22, Ch.1 §5]) that the ele-
ments of ap, for p≥1, are the ξ ∈ Sp+1(V∗) ⊗ V for which
{V ∋ v −→ ξ(v1, . . . , vp, v) ∈ V} ∈ a0, ∀v1, . . . , vp ∈ V.
Formula (3.6) follows by polarization. 
Remark 3.2. Denote by C : Sp+1(V
∗) ⊗ V → Sp(V∗) the contraction map.
The Casimir element c of V∗⊗V is the sum∑ni=1ǫi⊗ei, where e1, . . . , en is any
basis of V and ǫ1, . . . , ǫn its dual basis in V
∗.We note that
C(ξ·c) = (p+1)·ξ, ∀ξ ∈ Sp(V∗),
so that the symmetric right product by (p+1)−1·c is a right inverse of the
contraction. In particular,
Xp(V) = X
′
p (V) ⊕ X ′′p (V), with
X
′
p (V) = ker
(
C : Sp+1(V
∗)⊗V→Sp(V∗)
)
,
X ′′p (V) = {ξ·c | ξ∈Sp(V∗)},
is the decomposition of Xp into a direct sum of irreducible glK(V)-modules.
Since the operators Dv ,Dw on S (V
∗) commute,
X ′(V) = V ⊕ slK(V) ⊕
∑
p≥1
X ′p (V)
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is the maximal (EPFGLA) of type slK(V) of V.
Example 3.3. Let V,W be finite dimensional vector spaces over K and
b:V×V→W a non degenerate symmetric bilinear form.
If a0 is the orthogonal Lie algebra ob(V), consisting of X∈glK(V) such that
b(X(v1), v2)+b(v1, X(v2))=0, for all v1, v2∈V,
then a1 = 0.
Proof. An element ξ∈ a1 is a map ξ:V→ob (V) such that ξ(v1)(v2)=ξ(v2)(v1)
for all v1, v2∈V. Then, for v1, v2, v3∈V, we have
b(ξ(v1)(v2), v3) = −b(v2, ξ(v1)(v3)) = −b(v2, ξ(v3)(v1)) = b(ξ(v3)(v2), v1)
= b(ξ(v2)(v3), v1) = −b(v3, ξ(v2)(v1)) = −b(ξ(v1)(v2), v3).
Since we assumed that b is non degenerate, this implies that ξ(v1)(v2) = 0
for all v2∈V and hence that ξ(v1)=0 for all v1∈V, i.e. that ξ=0. 
The action
(3.7) (ξ ⊗ v)·w = (Dwξ) ⊗ v , ∀ξ ∈ S (V∗), ∀v ,w ∈ V
defines on X (V)=S (V∗)⊗V the structure of a Z-graded right V-module. Its
Z-graded dual
(3.8) X ∗(V) =
∞∑
p=−1
X ∗−p(V), with X
∗
−p(V) = Sp+1(V) ⊗ V∗
has a natural dual structure of left V-module (see §2.1). The dual action
of V on X ∗(V) is left multiplication, which extends to left multiplication by
elements of S (V).
By using the right-V-module structure of X (V), we can rewrite the sum-
mands ap in (3.5) by
ap = {ξ ∈ Xp(V) | ξ·v1· · ·vp∈ a0, ∀v1, . . . , vp∈V}.
Since a is a right-V-submodule of X (V), its graded dual a∗ is the quotient of
the left V-module X ∗(V) by the annihilator M of a in X ∗(V).
The duality pairing of V and V∗ makes glK(V) = V⊗V∗ self-dual, its
pairing being defined by the trace form
〈X | Y〉 = trace(X·Y), ∀X, Y ∈ glK(V).
Let
(3.9) a00 = {X ∈ glK(V) | trace(X·A) = 0, ∀A ∈ a0}
be the annihilator of a0 in glK(V). Then the annihilator M of a in X
∗(V) is
the graded left-V-module
(3.10) M = S (V)· a00 ⊆ X ∗(V).
Proposition 3.4. The dual of the maximal effective a0-prolongation a of V
is the quotient module
(3.11) a∗ = X ∗(V)/M . 
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Proposition 3.5. Let V be a finite dimensional K-vector space and a0 a Lie
subalgebra of glK(V). Then the following are equivalent:
(1) the maximal effective a0-prolongation of V is finite dimensional;
(2) the S (V)-module a∗ is (V)-coprimary;
(3) Sh(V)· a00 = Sh+1(V) ⊗ V∗, for some h≥0.
Proof. We recall that a∗ is said to be coprimary if, for each s∈S (V), the
homothety {a∗ ∋ η→s ·η ∈ a∗} is either nilpotent or injective. If this is the
case, the radical
√
Ann(a∗) of the ideal Ann(a∗)={s∈S (V) | s · a∗ ={0}} is a
prime ideal in S (V). [See e.g. [38, p.8].]
Being Z-graded, a∗ is finite dimensional if and only if all v∈V define
nilpotent homotheties on a∗
0
. This shows that (1) and (2) are equivalent.
Finally, (3) is equivalent to the fact that a∗
0
, and hence a, is finite dimen-
sional. 
The advantage of using duality is to reduce the question about the fi-
nite dimensionality of the maximal prolongation to an exercise on finitely
generated modules over the ring of polynomials with coefficients in K and
eventually to linear algebra.
Having fixed a basis ξ1, . . . , ξn of V
∗ we can identify X ∗(V) to S (V)n.
Each element X of a0
0
can be viewed as a column vector Xv of S (V)n, whose
entries are first degree polynomials in V. By taking a set X1, . . . , Xm of gen-
erators of a0
0
we obtain a matrix of homogeneous first degree polynomials
(3.12) M(v) = (X1v , . . . , Xmv) ∈ V n×m ⊂ S (V)n×m,
that we can use to give a finite type presentation of a∗:
(3.13) S (V)m
M(v)−−−−→ S (V)n −−−−→ a∗ −−−−→ 0.
Theorem 3.6. Let J0(M) be the ideal generated by the order n minor de-
terminants of M(v). A necessary and sufficient condition for a to be finite
dimensional is that
√
J0(M) = (V).
Proof. Indeed, the ideals J0(M) and Ann(a
∗) = { f∈S (V) | f · a∗ ={0}} have
the same radical (see e.g. [38, ch.I,§2]). 
Let F be the algebraic closure of the ground field K and set V(F)=F⊗KV.
By taking the tensor product by F we deduce from (3.13) the exact sequence
(3.14) S (V(F))
m
M(z)−−−−→ S (V(F)) −−−−→ F⊗K a∗ −−−−→ 0.
We observe that a∗ is (V)-coprimary if and only if F⊗Ka∗ is (V(F))-coprimary.
Therefore Theorem (3.6) translates into
Theorem 3.7. A necessary and sufficient condition for the maximal prolon-
gation a to be finite dimensional is that
(3.15) rank(M(z)) = n = dim(V), ∀z ∈ V(F)\{0}.
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Proof. In fact, since F is algebraically closed, by the Nullstellensatz (see
e.g. [20]) the necessary and sufficient condition for an ideal J of S (V(F)) to
have
√
J=(V(F)) is that {z∈V(F)| f (z)=0, ∀ f ∈ J }={0}. 
Example 3.8. Denote by co(n,K)={A∈gln(K) | A⊺+A∈K·In} the Lie algebra
of conformal transformations of Kn.
(1). Let a0 = co(2,K). Its orthogonal in gl2(K) consists of the traceless sym-
metric matrices. Take the basis consisting of
M1 =
(
1 0
0 −1
)
, M2 =
(
0 1
1 0
)
.
We obtain
M(z) =
(
z1 z2
−z2 z1
)
, with det(M(z)) = z21+z
2
2 .
Since the equation z21+z
2
2=0 has non zero solutions in F
2, by Theorem 3.7,
K2 has an infinite dimensional effective co(2,K)-prolongation.
(2). Let us consider next the case n>2. The orthogonal a0
0
of a0 =co(n,K)
consists of the traceless n×n symmetric matices. As a basis of a0
0
we can
take the matrices
∆h=(δ1,iδ1, j−δh,iδh, j), (h=2, . . . , n) and Th,k=(δh,iδk, j+δk,iδh, j), (1≤h<k≤n).
Accordingly, we get
M(z) =

z1 z1 . . . z1 z2 z3 . . . zn 0 . . .
−z2 0 . . . 0 z1 0 . . . 0 z3 . . .
0 −z3 . . . 0 0 z1 . . . 0 z2 . . .
...
...
. . .
...
...
...
. . .
...
... . . .
0 0 . . . −zn 0 0 . . . z1 0 . . .

.
We want to show that M(z) has rank n when z∈Fn\{0}. The minor of the
( j−1)-st, n-th, . . . , (n−2)-nd columns is (z2
1
+z2
j
)·zn−2
1
, for j=2, . . . , n. Like-
wise, we can show that the ideal of order n minor determinants of M(z)
contains all polynomials (z2j+z
2
h
)·zn−2
j
for 1≤ j,h≤n. Denote by ±i the roots
of (−1) in F and assume by contradiction that M(z) has rank <n for some
z,0. We can assume that z1,0. This yields z j =± i z1 for j=2, . . . , n. But
then
(z22+z
2
3 ) · zn−22 = −2(±i )n−2zn1 , 0.
This contradiction proves that M(z) has rank n for all z∈Fn\{0}, showing,
by Theorem 3.7, that the maximal (EPFGLA) of type co(n,K) of Kn is finite
dimensional if n≥3.
Example 3.9. Let us fix integers 0<p≤q and set B =
{(
0 B⊺
B 0
) ∣∣∣∣∣∣ B∈Kp×q
}
.
Set n=p+q and let
a0 = {X ∈ glK(n) | X⊺B+B X ∈ B, ∀B ∈ B}
18 S.MARINI, C.MEDORI, M.NACINOVICH
be the Lie algebra of B-conformal tranformations of Kn.We have
a0 =
{(
X 0
0 Y
) ∣∣∣∣∣∣X∈glK(q), Y∈glK(p)
}
and hence a00 =
{(
0 E
F⊺ 0
)∣∣∣∣∣∣ E, F∈Kq×p
}
.
By taking the canonical basis of Kq×p we obtain
M(z) =
(
zq+1Iq . . . znIq 0 . . . 0
0 . . . 0 z1Ip . . . zqIp
)
.
Clearly both (z1, . . . , zp) and (zp+1, . . . , zn) are associated ideals of J (M) and
hence the maximal effective a0-prolongation of V is infinite dimensional.
Note that, if we take the B-orthogonal Lie algebra
oB = {X ∈ glK(n) | X⊺B + B X = 0, ∀B∈B},
the maximal oB-prolongation of K
n is finite dimensional by Example 3.3,
because, if B1, . . . , Bpq is a basis of the K-vector space B, the symmetric
bilinear form Kn×Kn∋(v1, v2) → (v⊺1 Biv2)1≤i≤pq ∈ Kpq is nondegenerate.
Example 3.10. Let V = K2n and
a0 = sp(n,K) = {A ∈ gl2n(K) | A⊺Ω + ΩA = 0}, with Ω =
(
0 In
−In 0
)
,
=
{(
A B
C −A⊺
)∣∣∣∣∣∣ A, B,C ∈ gln(K), B⊺=B, C⊺=C
}
.
Then
a00 =
{(
A B
C A⊺
)∣∣∣∣∣∣ A, B,C ∈ gln(K), B⊺=−B, ,C⊺=−C
}
.
Take any basis A1, . . . , Ah of gln(K) (with h=n
2) and B1, . . . , Bk of o(n,K)
(with k=1
2
n(n−1)). Then we have, for z,w ∈ Kn,
M(z,w ) =
(
A1z . . . Ahz B1w . . . Bkw 0 . . . 0
A
⊺
1
w . . . A
⊺
h
w 0 . . . 0 B1z . . . Bkz
)
.
If we take e.g. w=0, we see that, for z0,0, M(z0, 0) has rank (2n−1), be-
cause B1z0, . . . , Bkz0 span the orthogonal hyperplane z
⊥
0
={z∈Kn| z⊺z0=0} to
z0 in K
n. By Theorem 3.7 this implies that the maximal sp(n,K)-prolonga-
tion of K2n is infinite dimensional.
Let us state now the main result of this section.
Theorem 3.11. Let V a finite dimensional K-vector space, a0 a Lie subal-
gebra of glK(V) and F the algebraic closure of K.
The maximal (EPFGLA) of type a0 of V is infinite dimensional if and only
if F⊗ a0 contains an element of rank one on V(F).
Proof. We can as well assume that K is algebraically closed.
All rank one elements of glK(V) can be written in the form v⊗ξ, with
nonzero v∈V and ξ∈V∗. If X∈glK(V), we obtain
(∗) 〈Xv | ξ〉 = trace(X (v⊗ξ)).
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If a0 contains v⊗ξ, then Xv∈ξ0={w∈V |〈w | ξ〉=0} for all X∈ a00, showing that
M(v) has rank less than n= dim(V). Then dim(a)=∞ by Theorem 3.7.
Vice versa, if M(v) has rank less than n for some v,0, we can find a
nonzero ξ∈V∗ such that Xv∈ξ0 for all X∈ a0
0
. Since the trace form is non-
degenerate on glK(V), by (∗) this implies that (v⊗ξ) is a rank one element
of a0 . 
3.1. Prolongation of irreducible representations. Assume that K is al-
gebraically closed and let V be a finite dimensional faithful irreducible rep-
resentation of a reductive Lie algebra a0 over K, having a center z0 of di-
mension ≤1. Let s = [a0, a0] be the semisimple ideal of a0, h its Cartan
subalgebra and R , ΛW its corresponding root system and weight lattice. Fix
a lexicographic order on R , corresponding to the choice of a Borel subal-
gebra of s . Then V is a faithful irreducible s-module. Let Λ(V)⊂ΛW be
the set of its weights and φ its dominant weight. If ψ is minimal in Λ(V),
then φ−ψ is dominant in Λ(V⊗V∗). Let vφ be a maximal vector in V and
ξ−ψ a maximal covector in V∗. Then vφ ⊗ ξ−ψ is an element, of rank one on
V, generating an irreducible s-sub-module Lφ−ψ of V⊗V∗. By a Theorem of
Dynkin (see [5], [10, Ch.XIV], [14] ) we know that all nonzero elements of
L0φ−ψ have rank larger than one. Hence by using Theorem 3.11, we obtain
Theorem 3.12. The maximal effective prolongation of type a0 of V is infinite
dimensional if and only if
Lφ−ψ⊂ s .
Proof. The Lie algebra s decomposes into a direct sum S 1⊕ · · · ⊕S k of ir-
reducible s-sub-modules of V⊗V∗. The summands S i which are distinct
from Lφ−ψ are contained in L0φ−ψ. The statement follows from this obser-
vation. 
Under the assumptions above, if s=[a0, a0] is simple, then the maximal
prolongation a of type a0 of V is primitive in the sense explained in [16].
Then Theorem 3.12 yields easily a result about the infinite dimensionality of
the maximal effective primitive prolongations that has been already proved
by several Authors (see [11, 16, 17, 18, 21, 27, 32, 34, 40]).
Proposition 3.13. Assume that K is algebraically closed, that a0 is reduc-
tive, with [a0, a0] simple, and that V is a faithful irreducible a0-module. Then
the maximal effective prolongation of type a0 of V is infinite dimensional if
and only if one of the following is verified
(i) a0 is equal either to glK(V) or slK(V);
(ii) V≃K2n for some integer n≥2 and a0 is isomorphic either to sp(n,K)
or to csp(n,K). 
4. glK(V)-prolongations of (FGLA)’s of the second kind
Let m=g−1 ⊕ g−2 be an (FGLA) of the second kind. Set V=g−1. By Propo-
sition 1.4, m is isomorphic to a quotient f(V)/K , for a graded ideal K of
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f(V) with f[3](V)⊆K$ f[2](V).We note that K=K −2⊕ f[3](V) is a graded ideal
of f(V) for every proper vector subspace K −2 of f−2(V).
Since f−2(V)=Λ
2(V), the subspace K −2 is the kernel of the surjective lin-
ear map λ : Λ2(V) → g−2 associated to the bilinear map (v1, v2) → [v1, v2]
defined by the Lie product of elements of V:
(4.1) V × V (v1,v2)→v1∧v2 //
(v1 ,v2)→[v1,v2]
##❍
❍❍
❍❍
❍❍
❍❍
❍
Λ2(V)
λ
{{✈✈
✈✈
✈✈
✈✈
✈
g−2.
Example 4.1. Let us consider n+
(
n
2
)
variables, that we label by xi for 1≤i≤n
and ti, j for 1≤i< j≤n. The algebra m of real vector fields with polynomial
coefficients generated by
g−1 ≃ Rn =
〈
∂
∂xi
+
∑
h<i
xh
∂
∂th,i
−
∑
h>i
xh
∂
∂ti,h
| 1≤i≤n
〉
has g−2=[g−1, g−1] =
〈
∂
∂ti, j
| 1≤i< j≤n
〉
so that m ≃ Rn ⊕Λ2(Rn), corresponds
to the case K −2 = {0}.
We keep the notation (1.13). For te case of (FGLA)’s of the second kind
Proposition 1.4 reads
Proposition 4.2. Two graded fundamental Lie algebras of the second kind
m(K ) and m(K ′) are isomorphic if and only if the homogeneous parts of
second degree K −2 and K ′−2 of K and K
′ are GLK(V)-congruent. 
Fix a proper vector subspace K −2 of f−2(V)=Λ
2(V) and the corresponding
2-cofinite ideal K=K −2⊕ f[3](V). By (1.16), the Lie algebra of zero-degree
derivations of m(K ) is characterised by
Lemma 4.3. The Lie algebra g0(K ) of the 0-degree derivations of m(K ) is
(4.2) g0(K ) = {A ∈ glK(V) | TA(K −2) ⊆ K −2}. 
We recall from §1 that, for K=K −2⊕ f[3](V), the maximal effective canon-
ical glK(V)-prolongation of m(K ) is the Z-graded Lie algebra
(4.3) g(K ) =
∑
p≥−2
gp(K )
whose homogeneous summands are defined by
(4.4)

g−2(K )=Λ2(V)/K −2,
g−1(K )=V,
gh(K ) = Der h
(
m,
∑
p<hgp(K )
)
, for h≥0.
The spaces gh(K ) are defined by recurrence and consist of the degree h ho-
mogeneous derivations ofm(K ) with values in them(K )-module
∑
p<hgp(K ):
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an element α of gh(K ) is identified with a map
α : (V,Λ2(V)) −→ (gh−1(K ), gh−2(K )), with
α(v∧w ) = (α(v))(w )−(α(w ))(v), ∀v ,w∈V, and α(ω) = 0, ∀ω ∈ K −2.
By Theorem 2.9, g(K ) is finite dimensional if and only if
(4.5) a(K )=
∞∑
p=−1
ap(K ), with ap(K )={α∈gp(K )|[α, g−2(K )]={0}}
is finite dimensional.
Lemma 4.4. We have a0(K −2) = {A ∈ gln(R) | TA(Λ2(Rn)) ⊆ K −2}. 
Fix an identification V≃Kn, to consider the non degenerate symmetric
bilinear form b(v ,w ) = v⊺·w on V. It yields an isomorphism
(4.6) ρ : Λ2(V) −→ o(V), with ρ(v∧w ) = v ·w⊺ − w ·v⊺, ∀v ,w ∈ V,
between Λ2(V) and the orthogonal Lie algebra
(4.7) o(V) = {X ∈ glK(V) | X⊺+ X = 0}.
Under this identification, the action of A∈glK(V) on Λ2(V) can be described
by A·X=A X+X A⊺.We use ρ to identify K −2 with a linear subspace of o(V).
With this notation, we introduce
(4.8) K ⊥−2 = {X ∈ o(V) | trace(X K) = 0, ∀K ∈ K −2} ≃ g−2(K ).
Remark 4.5. For the ideal K ′ = K ⊥−2 ⊕ f[3](V) we have
(4.9) g0(K
′) = {A⊺ | A ∈ g0(K )}.
which is a Lie algebra anti-isomorphic to g0(K ), but, of course, a0(K ) and
a0(K
′) may turn out to be quite different.
Note that K ⊥ can be canonically identified with g−2.
Lemma 4.6. We have a0
0
(K ) = {X Y | X ∈ o(V), Y ∈ K ⊥−2}.
Proof. In fact, for A∈glK(V) and X, Y∈o(V), we obtain
trace((AX+XA⊺)Y) = trace(AXY) + trace(YXA⊺) = 2trace(A (XY)),
because (YXA⊺)⊺ = A (XY). Thus we obtain
A ∈ a0 ⇔ trace((A X+X A⊺) Y)=2trace(A (Y X)) = 0, ∀X∈o(V),∀Y∈K ⊥,
proving our statement. 
To apply Theorem 3.7 to investigate the finite dimensionality of the max-
imal glK(V)-prolongation of m(K ), we need to construct the matrix M(z)
in (3.14), relative to a0
0
(K ), that we will denote by M2(K , z). As usual, we
denote by F be the algebraic closure of K and set V(F) = F⊗KV.
We can proceed as follows. Fix generators Y1, . . . , Ym of K
⊥ and, for
z∈V(F) and 1≤i≤m, consider the vectors Yiz∈V(F).By the identificationV≃Kn,
(4.10) ΦK (z) = (Y1z, . . . , Ymz) ∈ (K[z1, . . . , zn])n×m,
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is a matrix of first order homogeneous polynomials in K[z1, . . . , zn] and,
after choosing generators X1, . . . , XN of o(V) as a K-linear space, we take
(4.11) M2(K , z) = (X1ΦK (z), . . . , XNΦK (z)) ∈ (K[z1, . . . , zn])n×(mN).
The o(V)-orbit of a non zero vector z of Fn spans the hyperplane
z⊥ = {w ∈ Fn | z⊺ w = 0}.
To check this fact, we can reduce to the case where F=K. Take any u∈V
with z⊺u=1. If w∈z⊥, then the matrix X=w u⊺−u w⊺ belongs to o(V) and
X z=w . This shows that z⊥⊂ o(V) z.The opposite inclusion is obvious, since
z⊺Xz=0 for all X∈o(V) and z∈V.
Hence, if z1, z2∈V(F) are linearly independent, then o(n) z1+o(n) z2 spans
V(F), so that M2(K , z) has rank n for all z for which ΦK (z) has rank ≥2.We
proved the following
Proposition 4.7. Let K −2 ⊂ f−2(V) and K = K −2⊕f[3](V). Then the maximal
glK(V)-prolongation g(K ) of m(K ) is finite dimensional if and only if
(4.12) {z ∈ V(F) | rank(ΦK (z)) < 2} = {0}. 
We can give an equivalent formulation of Proposition 4.7 involving the
rank of the F-bilinear extension of the alternate bilinear form on V defined
by the Lie brackets.
Definition 4.1. Let F be the algebraic closure of K.We call the integer
(4.13) ℓ = inf{dimF([z,V(F)]) | 0 , z ∈ V(F)}
the algebraic minimum rank of m(K ).
Theorem 4.8. Let K −2 ⊂ f−2(V) and K = K −2 ⊕ f[3](V). Then the maximal
glK(V)-prolongation g(K ) of m(K ) is finite dimensional if and only if m(K )
has algebraic minimum rank ℓ ≥ 2.
Proof. If we identify z ∈V(F) with the corresponding numerical vector in Fn,
then w⊺Yiz is the Yi-component of [w , z]. The condition that the minimum
rank of m(K ) is larger or equal to two is then equivalent to the fact that
ΦK (z) has rank ≥2 for all z ∈ V(F). 
Example 4.9. Let K = R, n=4 and K =
〈(
0 A
−A 0
)∣∣∣ A ∈ R2×2, A = A⊺〉 .
With J=
(
0 1
−1 0
)
, a basis of K ⊥ is given by the matrices
Y1 =
(
J 0
0 0
)
, Y2 =
(
0 0
0 J
)
, Y3 =
(
0 J
J 0
)
.
This yields
ΦK (z) =

z2 0 z4
−z1 0 −z3
0 z4 z2
0 −z3 −z1
 .
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Writing ∆
i, j
h,k
for the minor of the lines i, j and the columns h, k, we obtain
∆
2,4
1,3
= z21 , ∆
1,3
1,3
= z22 , ∆
2,4
1,3
= z23 , ∆
1,3
2,3
= z24 ,
showing that g(K ) is finite dimensional.
Example 4.10. Let K = R, n=4 and K ⊥ generated by the matrices
Y1 =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , Y2 =

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 , Y3 =

0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
 .
Then
ΦK (z) =

z3 z4 z2
z4 −z3 −z1
−z1 z2 0
−z2 −z1 0
 .
The matrix ΦK (z) has rank ≥2 for all nonzero z ∈ R4, but
ΦK (0, 0, 1, i ) =

1 i 0
i −1 0
0 0 0
0 0 0

has rank 1. Thus g(K ) is infinite dimensional, although m(K ) has (real)
minimal rank 2.
We note that, if ΦK (z) has at most 2 columns, then the set
{z∈V(F)| rank(ΦK (z))<2}
is an algebraic affine variety of positive dimension in V(F). In particular, we
obtain (cf. e.g. [29])
Corollary 4.11. If dim(g−2(K ))≤2, then g(K ) is infinite dimensional. 
5. glK(V)-prolongations of (FGLA)’s of higher kind
Let V be a K-vector space of finite dimension n≥2 and, for an integer
µ ≥ 3, fix a µ-cofinite Z-graded ideal K ⊂ f[2](V) of f(V). Let
(5.1) m(K )=
∑−µ
p=−1
gp(K ) ≃ f(V)/K , n(K )=
∑−µ
p=−2
gp(K ) ≃ f[2] /K .
The canonical maximal Z-graded effective glK(V)-prolongation
g(K ) =
∑
p≥−µ
gp(K )
of m(K ) is the quotient by K of its normaliser N(K ) in F(V). By Tanaka’s
criterion (Theorem 2.11), g(K ) is finite dimensional if, and only if,
a(K ) =
∑
p≥−1
ap(K ), with
a−1 = m(K )/n(K ) ≃ V,ap(K )={X∈gp(K ) | [X, n(K )]={0}} for p≥0,
is finite dimensional. As in §4 we get (see also Lemma 2.10):
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Proposition 5.1. Let K be a Z-graded ideal of f(V), contained in f[2] . Then
(5.2)
g0(K ) = {A ∈ glR(V) | TA(K ) ⊂ K },a0(K ) = {A ∈ glR(V) | TA(f−p(V)) ⊆ K −p , ∀p ≥2}. 
Set (brackets are computed in f(V))
(5.3) W(K ) = {v∈V | [v , f[2](V)] ⊂ K }.
Proposition 5.2. We have the following characterisation:
(5.4) a0(K ) = {A ∈ glK(V) | TA(f−2(V)) ⊆ K −2, A(V) ⊆ W(K )}.
Proof. We use the characterisation in Proposition 5.1 and the fact that V
generates f(V). Let us denote by b the right hand side of (5.4).
We first show that b⊆ a0(K ). To this aim, we need to check that, if A∈b,
then TA(f−p)⊆K −p for p≥2. This is true by assumption if p=2. Then we argue
by recurrence. We have
(∗) TA([v , X]) = [A(v), X] + [v , TA(X)], ∀A∈glK(V), ∀v∈V, ∀X∈ f(V).
If TA(f−p)⊆K −p for some p≥2, then, for X∈ f−p(V) and v∈V, the second sum-
mand [v , TA(X)] in the right hand side belongs to K −p−1 because TA(X)∈K −p
and K is an ideal. If A∈b, then [A(v), X] belongs to K −p−1 by the assump-
tion that A(v)∈W(K ). Since the elements of the form [v , X] with v∈V and
X∈ f−p(V) generate f−p−1(V), this shows that TA(f−p−1)⊆K −p−1, completing
the proof of the inclusion b⊆ a0(K ).
Let us prove the opposite inclusion. If A∈ a0(K ), then both the left hand
side and the second summand of the right hand side of (∗) belong to K −p−1
for all v∈V and X∈ f−p(V). This shows that [A(v), f−p(V)]⊆K −p for all p≥2
and hence that A(V)⊆W(K ). Thus a0(K )⊆b, completing the proof of the
proposition. 
Let us fix a basis e1, . . . , en whose first m vectors e1, . . . , em are a basis of
W(K ). The matrices of the elements A of glK(V) that map V into W(K ) are
of the form
A =
(
B
0
)
, with B∈Km×n.
Their orthogonal in glK(V) consists of the matrices of the form
Y =
(
0 C
)
, with C∈Kn×(n−m).
Taking the canonical basis Y1, . . . , Yr, with r=n×(n−m), for the linear space
of the matrices of this form, we obtain a matrix
(5.5) M3(K , z) = (zm+1In, . . . , znIn).
Since the orthogonal of an intersection of linear subspaces is the sum of
their orthogonal subspaces, thematrix of the form (3.12) associated to a0(K )
is in this case
(5.6) M(z) = (M2(K , z),M3(K , z)).
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Taking into account that M3(K , z) is described by (5.5), the matrix (5.6) has
rank n whenever (zm+1, . . . , zn),(0, . . . , 0). Let ΦK (z) the matrix defined by
(4.10). Then Theorem 2.11 yields
Theorem 5.3. Assume that K is µ-cofinite for some integer µ≥2 and let
e1, . . . , em be a basis of W(K ). Then g(K ) is finite dimensional if and only if
ΦK (z) has rank ≥2 for all 0,z∈W(F) = F⊗W(K ). 
6. L-prolongations of (FGLA)’s of general kind
Let L be a Lie subalgebra of glK(V). Fix a set A1, . . . , Ak of generators of
L⊥ = {A∈glK(V) | trace(AX) = 0, ∀X∈L}
and form
(6.1) M1(L, z) = (A1z, . . . , Akz), z ∈ V(F).
If we fix a basis e1, . . . , en of V, we may consider M(z) as a matrix of homo-
geneous first degree polynomials of z=(z1, . . . , zn) with coefficients in K.
Let m =
∑µ
p=1
g−p be an (FGLA) of finite kind µ≥1 and set V = g−1.
Then m is isomorphic to a quotient f(V)/K , for a graded ideal K of f(V)
with f[µ+1](V)⊆K⊆ f[2](V). Let L be a Lie subalgebra of glK(g−1).We showed
in §1 that the maximal effective prolongation of type L of m is the quotient
by K of its normaliser N(K ,L) in F(V,L).
By Theorem 2.11, this maximal effective L-prolongation g(K ,L) of m is
finite dimensional if and only if the maximal effective a0-prolongation of V
is finite dimensional, where a0 the Lie subalgebra of L defined by
(6.2) a0 ={A∈L | TA(f[2](V)) ⊆ K }.
Since the orthogonal of an intersection of linear subspaces is the sum of
their orthogonal subspaces, we can use the results (and the notation) of
§3,4,5 to construct the matrix M(z) of Theorem 3.7, obtaining
(6.3) M(z) = (M1(L, z),M2(K , z),M3(K , z)).
Let W=W(K ) be the subspace of V defined in §5. Then we obtain
Theorem 6.1. Fix the basis e1, . . . , en of V in such a way that the first m
vectors e1, . . . , em form a basis of W(K ). Then a necessary and sufficient
condition in order that the maximal effective L-prolongation of m be finite
dimensional is that
(M1(L)(z),M2(K , z))
has rank n for all z ∈ W(F)\{0} = {z ∈ Fn\{0} | zi=0, ∀i>m}. 
Example 6.2. Let V be a finite dimensional K-vector space of dimension
n≥3 and b : V×V→K a nondegenerate bilinear form on V, having nonzero
symmetric and antisymmetric components bs and ba. Let
L = {X∈glK(V) | ∃c(X)∈K s.t. b(Xv ,w )+b(v , Xw )=c(X)b(v ,w ), ∀v ,w∈B}.
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Then it is natural to take m=g−1⊕g−2, with g−1=V and g−2=K, defining the
Lie brackets on V by
[v ,w ] = ba(v ,w ), ∀v ,w∈V.
Then m≃ f(V)/K , with K=K−2⊕ f[3] for
K−2=
{∑
vi∧wi∈Λ2(V)
∣∣∣∣∑ba(vi,wi)=0
}
.
The maximal effective L-prolongation g=g(K ,L) of m is equal to the maxi-
mal effective cobs(V)-prolongation g(K , cobs(V)) of m.
In particular, g is finite dimensional by Example 3.8, because n≥3, when
bs is nondegenerate.
Consider now the case where bs has rank 0<p<n. We can find a basis
e1, . . . , en of V such that bs is represented by a matrix
B =
(
D 0
0 0
)
, with D = diag(λ1, . . . , λp) ∈ Kp×p, with λ1· · ·λp,0.
Let A be the antisymmetric n×n matrix representing ba in this basis and
A1, . . . , An its rows. Then the matrix M(z) of (6.3) has the form
M(z) = (M1(z),M2(z)),
with M1(z) = (z1E1, . . . , zpEp) for invertible n×n matrices E1, . . . , Eq and
M2(z) =

A2z . . . Anz 0 . . . 0 . . .
−A1z . . . 0 A3z . . . Anz . . .
0 . . . 0 −A2(z) . . . 0 . . .
...
. . .
...
...
. . .
... . . .
0 . . . −A1z 0 . . . −A2z . . .

In particular, when zi=0 for 1≤i<n, the first row of M(z) is zero because
A is antisymmetric and therefore g is infinite dimensional by Theorem 6.1
(hereW(F) = V(F) because K−3= f[3](V)).
7. Some semisimple examples
Let g =
∑µ
p=−µgp be a finite dimensional Z-graded semisimple Lie algebra
over K. We say that the gradation is not trivial if gµ,{0} and g0 does not
contain any non trivial ideal of g. Note that g0 is reductive, since the restric-
tion to g0 of the Killing form of g is nondegenerate. Set m =
∑−1
p=−µgp and
V=g−1. Assuming that m is fundamental, g is an (EPFGA) of m if and only
if the action of g0 on V is faithful: in this case g0 can be identified with a Lie
subalgebra of glK(V). The derived algebra [g0, g0] of g0 is semisimple and V
decomposes into a direct sum V = V1⊕ · · · ⊕Vk of its irreducible represen-
tations. For each 1≤i≤k, the set Ai of K-endomorphisms of Vi which com-
mute with the action of [g0, g0] is, by Schur’s lemma, a division K-algebra.
The elements of Ai uniquely extend to derivations of g vanishing on Vj for
j,i. In particular, the identity of Ai is a projection ηi : V→Vi. Since every
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derivation of a semisimple finite dimensional Lie algebra is inner, we can
consider the Ai’s as subalgebras of g0.
Lemma 7.1. Assume that g is finite dimensional and semisimple and that
the action of g0 on V is faithful. Then the center of A1⊕· · ·⊕Ak is the center
of g0. 
Remark 7.2. We note that Ai may contain a simple Lie algebra over K,
that will contribute as a summand to [g0, g0]. For instance, when K is the
field R of real numbers, the possible Ai are R itself, or C, or the non
commutative real division algebra H of quaternions, and H≃o(3)⊕R . A
very easy example of this situation is the simple Lie algebra sl2(H), with
g0=o(3)⊕o(3)⊕R≃o(4)⊕R≃co(4), with the standard action on V=R4 ≃H,
where sl2(H) can be viewed as a maximal (EPFGLA) of type co(4) of V. This
presentation corresponds to the cross marked Satake diagram (see e.g. [3])
  
×
Semisimple and maximal (EPFGLA) prolongations are related by the fol-
lowing proposition.
Proposition 7.3. Assume that g is semisimple and that the action of g0 on
V is faithful. Then g is maximal among the finite dimensional effective pro-
longations of type glK(V) of m.
Proof. Indeed, an effective finite dimensional prolongation G=
∑
p∈ZGp of
m containing g is a g-module. Since the finite dimensional linear represen-
tations of a semisimple g are completely reducible, g has in G a comple-
mentary Z-graded g-moduleG′. The conditions that [G′,m]⊂G′ and that G′
is contained in G+=
∑
p≥0Gp and is effective implies that G
′ = {0}. 
In the rest of this section, we will exhibit (EPFGLA) structures on semisim-
ple Lie algebras, that we think could be interesting in geometrical and phys-
ical applications.
Let us explain the pattern of our constructions. We start from a semismi-
ple Lie algebra L0 and its faithful linear representation V, so that we iden-
tify L0 with a Lie subalgebra of glK(V). The L0-module V decomposes into
a direct sum V=V1⊕ · · · ⊕Vk of irreducible L0-modules. Denote by Ai the
K-division algebra of the linear endomorphisms of Vi which commute with
the action of L0 .We consider the elements of Ai as endomorphisms of V by
letting them act trivially on
∑
j,iVj. Then we consider g0=L0 +A1+ · · ·+Ak
as a Lie subalgebra of glK(V) and take it to be the linear isotropy subalge-
bra (corresponding to the structure group of the corresponding differential
geometrical object), see e.g. [22]. This is a reductive Lie algebra, with
L0 ⊆[g0, g0] and center c contained in A1⊕ · · · ⊕Ak.
The exterior power Λ2(V) is a g0-module and we choose for g−2 any
g0-submodule of Λ
2(V). Next, we can choose g−3 as a g0-submodule of
(V⊗g−2)∩ f−3(V), and, by recurrence, g−p−1 as a g0-submodule of (V⊗g−p)∩
f−p−1(V). In this way we build up the (FGLA) m.
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Assume that K is the field C of complex numbers. Then a Cartan sub-
algebra h of g is the direct sum of c and of a Cartan subalgebra h0 of L0 .
Let R 0 and W0 be the root system and the weight lattice associated to h0.
Each g−p decomposes into a direct sum of irreducible L0-modules, that, af-
ter fixing on R 0 a lexicographic order, can be described by their dominant
weight w . Searching for a semisimple (EPFGLA) of type g0 of m, we need
to enlarge the euclidean space E where W0 sits. This is done by adding lin-
early independent markers, corresponding to the ηi’s of c, in a manner that
will be clarified by the examples.
To discuss the case of real Lie algebras, we may observe that the com-
plexification of the real (EPFGLA) of a real (FGLA) m is the complex
(EPFGLA) of the complexification of m. In this way we reduce to the com-
plex case. Namely, for semisimple prolongation, we can observe that the
gradation of g reflects into a gradation of the associated Dynkin/Satake di-
agrams. On a Satake diagram Σ (see e.g. [3, 4]), the conditions for the
associated real semisimple Lie algebra being an effective prolongation of a
finite dimensional (FGLA) can be read on Σ by requiring that
(i) the eigenspaces corresponding to fundamental roots of Σ are homo-
geneous of degree either 0 or 1;
(ii) compact roots have degree 0 and those joined by an arrow have the
same degree;
(iii) the degree 0 roots are the nodes of the Satake diagram of [g0, g0].
Crosses can be added under the nodes of a Satake diagram to indicate the
roots of positive degree. Complex type representation can be associated to
couples of positive roots joined by an arrow; for this we refer e.g. to [31].
As usual, we denote by (α|β) the standard scalar product of α, β ∈ Rn and
set 〈α|β〉 = 2(α|β)/‖β‖2.
For a semisimple Z-graded g, having fixed its Cartan subalgebra h and
the corresponging root system R , we will write for simplicity 〈α1, . . . ,αr〉
to indicate the direct sum of the complex eigenspaces
Vαi = {X ∈ g | [H, X] = αi(H)·X, ∀H ∈ h}.
This is convenient, as each gp decomposes into a direct sum of root spaces.
We shall also use the notation W (ω) to indicate the set of weights of an
irreducible representation with dominant weight ω.
Exceptional Lie algebras naturally arise as (EPFGLA) of (FGLA)’s in
which the structure algebra is non exceptional. These constructions are
related to the investigation of their maximal rank reductive subalgebras (see
e.g. [1, 15]).
7.1. Structure algebras of type A. To describe the root system of sln(C),
it is convenient to use an orthonormal basis e1, . . . , en of R
n and set
R = {±(ei−e j) | 1≤i< j≤n}.
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The Dynkin diagram is
α1 α2 αn−2 αn−1
  · · ·  
with simple roots
αi = ei−ei+1, for 1≤i≤n−1.
Set e0=e1+ · · ·+en.
The simple positiveweights in 〈ei−e j |1≤i< j≤n〉≃Rn−1 areωk=
∑k
j=1ei− kne0,
for 1≤i≤n−1,withωk corresponding to the irreducible representationΛk(Cn).
The kind one abelian Lie algebra m=Vω1≃Cn has the simple (EPFGLA)
sln+1(C), but this is contained in its infinite dimensional maximal (EPFGLA)
X (V) (see §3). We have
(ω j|ωk) = j·
(
1 − k
n
)
> 0, ∀1≤ j≤k<n
and hence∥∥∥∥∥
∑n−1
j=1
a jω j
∥∥∥∥∥
2
=
∑
j=1
ja j
[
a j
(
1− j
n
)
+2
∑n−1
k= j=1
ak
(
1−k
n
)]
>
∑n−1
j=1
a2j · j·
(
1 − j
n
)
.
A marker for an irreducible representation of sln(C), with dominant weight
ω, could be taken of the form ǫ=c·e 0. If we aim to obtain (EPFGLA)’s of
type gln(C) which are simple, a necessary condition is that the dominant
weight ω′ of an irreducible representation appearing in the g−p summand of
m has an admissibe value of ‖ω′−p ǫ ‖2. This means that we should have

‖ω′−p ǫ ‖2 = 2, if g is of type A,D,E,
‖ω′−p ǫ ‖2 either ∈ {1, 2}, or ∈ {2, 4} if g is of type B,C,F,
‖ω′−p ǫ ‖2 either ∈ {2, 6}, or ∈ {2, 2
3
} if g is of type G2.
7.1.1. Construction of Bn andG2. For the standard representation Vω1≃Cn,
also Λ2(Vω1) is irreducible, with dominant weight ω2. Thus the only possi-
ble choice for kind two is to take m = Cn ⊕Λ2(Cn) ≃ f(Cn)/ f[3](Cn). With
ǫ = 1
n
e0, we have
‖ω1+ǫ ‖2=‖ e1 ‖2=1, ‖ω2+2ǫ ‖2 = ‖e1+e2‖2 = 2.
By Corollary 4.11 when n≤2, dim(g−2)≤1 and therefore maximal (EPFGLA)
of m is infinite dimensional. For n≥3, the maximal (EPFGLA) is finite
dimensional by Theorem 4.8 and is in fact isomorphic to o(2n+1,C) (see
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e.g. [41]). Indeed, setting
R −2 = {ω + 2ǫ | ω∈W (ω2)} = {ei+e j | 1≤i< j≤n},
R −1 = {ω + ǫ | ω∈W (ω1)} = {ei | 1≤i≤n},
R 0 = {ei−e j | 1≤i, j≤n},
R 1 = {ω − ǫ | ω∈W (ωn−1)} = {−ei | 1≤i≤n},
R 2 = {ω − 2ǫ | ω∈W (ωn−2)} = {−ei−e j | 1≤i< j≤n},
the union R =
⋃2
p=−2R p is a root system of type Bn and the prolongation
g =
∑2
p=−2
gp ≃ o(2n+1,C), with g0=hn⊕〈R 0〉, gp = 〈R p〉,
with hn a Cartan subalgebra of dimension n, is by Proposition 7.3, a maxi-
mal (EPFGLA) of m, because o(2n+1,C) is simple.
We note that indeed we got
R = {±ei | 1≤i≤n} ∪ {±ei±e j | 1≤i< j≤n}
for an orthonormal basis e1, . . . , en of R
n . The grading of g could also have
been obtained form the cross marked Dynkin diagram (see [9])
αn α1 αn−1 αn−1
ks  · · ·  
×
with
αn = e1, αi = ei − ei−1, for 1≤i≤n−1.
by setting deg(αn)=1, deg(αi)=0 for 1≤i≤n−1.
The (EPFGLA) of f(Cn)/ f[3](C
n) is infinite dimensional when n=2, be-
cause in this case g−2 has dimension 1 (see Corollary 4.11). For n=2, the
summands f−p(C
2) (for p≥1) are all irreducible and isomorphic either to the
trivial one-dimensional representation on Λ2(C2) ≃ C, for p even, or to the
two-dimensional standard representation Λ1(C2)=C2 for p odd. Therefore
we will consider the (FGLA) of the third kind m = f(C2)/ f[4](C
2).
Denote by ω=1
2
(e1−e2) the fundamental weight for sl2(C) and take the
marker ǫ = 1
2
√
3
(e1+e2). Then
‖ω+ǫ ‖2 = 2
3
, ‖ 2ǫ ‖2 = 2
3
, ‖ω+3ǫ ‖2 = 2
and, by setting
R =
⋃3
p=−3
R p, with

R 0 = {±2ω, },
R ±1 = {±ǫ + ω,±ǫ − ω},
R ±2 = {±2ǫ},
R ±3 = {±3ǫ+ω,±3ǫ−ω},
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we obtain a root system of typeG2.With a 2-dimensional Cartan subalgebra
h2, the graded Lie algebra∑3
p=−3
gp , with g0=h2⊕〈R 0〉 and gp=〈R p〉 if p,0,
is an (EPFGLA) of an (FGLA) of the third kind. It is the maximal one.
Indeed, by Theorem 5.3, the (EPFGLA)’s of m=
∑
p<0gp are finite dimen-
sional, because in this caseW={0}. Then, since g is simple, it is maximal by
Proposition 7.3. The cross marked Dynkin diagram is
α1 α2
 ❴*4
×
α1=2ω, α2=ǫ−ω,
with deg(α1)=0, deg(α2)=1 see e.g. [12, 15, 40]).
This gradation and those introduced for Bn are compatible only with the
split real forms of the complex simple Lie algebras considered above: we
obtain structures of (EPFGLA) of type gln(R) and second kind on o(n, n+1)
for n≥3 and of the third kind on the split real form of G2 for n=2.
7.1.2. Construction of Cn and G2. Let us consider now the irreducible
faithful representation of gln(C) on the space S2(C
n) of degree two sym-
metric tensors. From §3.1 we know that the maximal (EPFGLA) of type
gln(C) of S2(C
n) is finite dimensional if n≥3. In fact, it is isomorphic to a
Lie algebra of type Cn. The dominant weight of S2(C
n) is 2ω1 and we have
‖ 2ω1 ‖2 = 4−4n .We take the marker ǫ=4ne0. Set
R −1 = {ω+ǫ | ω∈W (2ω1)} = {(ei+e j) | 1≤i≤ j≤n},
R 0 = {ei−e j | 1≤i, j≤n},
R 1 = {ω−ǫ | ω∈W (2ωn−1)} = {−(ei+e j) | 1≤i≤ j≤n}.
Then R =
⋃1
p=−1R p is a root system of type Cn. With a Cartan subalgebra
hn of dimension n we obtain the maximal (EPFGA) of type gln(C) of S2(C
n)
in the form
g =
∑1
p=−1
gp ≃ sp(n,C), with g0=hn⊕〈R 0〉, gp = 〈R p〉, for p,0.
Indeed,
R = {±ei±e j | 1≤i< j ≤ n} ∪ {2ei | 1≤i≤n}
is the set of roots of sp(n,C) and we can obtain the gradation above from its
cross marked Dynkin diagram
αn α1 αn−2 αn−1
 +3 · · ·  
×
with αi = ei − ei+1, for 1≤i≤n−1, αn = −2e1, by requiring that deg(αi)=0
for 1≤i≤n−1 and deg(αn)=1.
For n=2, we consider the representation of gl2(C) on S3(C
2) ≃ V3ω,where
we denoted byω = (e1−e2)/2 the fundamental weight of sl2(C). The exterior
32 S.MARINI, C.MEDORI, M.NACINOVICH
square Λ2(S3(C
2)) contains the irreducible representation V0≃Λ2(C2) ≃ C .
We can therefore consider the (FGLA) m = g−1 ⊕ g−2 with g−1 = S3(R2) and
g−2 = Λ2(C
2).One can check, by using §3, §4, §6, that its maximal effective
gl2(C)-prolongation g is finite dimensional. It is in fact a simple Lie algebra
of type G2.
Set ǫ =
√
3
2
e0. Then
‖ 3ω+ǫ‖2 = 6, ‖ω+ ǫ ‖2 = 2, ‖ 2ǫ ‖2 = 6.
We can set 
R −2 = {2ǫ},
R −1 = {ǫ±ω, ǫ±3ω},
R 0 = {±2ω},
R 1 = {−ǫ±ω,−ǫ±3ω},
R 2 = {−2ǫ}.
The union R =
⋃2
p=−2R p is a root system of type G2 and the prolongation
g =
∑2
p=−2
gp , with g0=h2⊕〈R 0〉, gp = 〈R p〉,
with h2 a Cartan subalgebra of dimension 2, is by Proposition 7.3, a maxi-
mal (EPFGLA) of m, because g is simple.
The discussion above only applies to the split real form gln(R) of gln(C),
exhibiting sp(n,R) and the real split form of G2 as (EPGFLA)’s of (FGLA)
with structure algebra gln(R).
7.1.3. Construction of Dn. The next example refers to the representation
of sln(C) on Vω2=Λ
2(Cn), for n≥4. Since the Dynkin diagram of a simple
extension would have a ramification node, all its roots would have the same
square lenght 2. Thus we take the marker ǫ= 2
n
e0, so that ‖ǫ+ω‖2=2, for all
ω∈Λ(ω2).We set m=g−1=Λ2(Cn) and
R −1 = {ω+ǫ | ω∈W (ω2)} = {ei+e j | 1≤i< j≤n},
R 0 = {ei−e j | 1≤i, j≤n},
R 1 = {ω−ǫ | ω∈W (ωn−2)} = {−(ei+e j) | 1≤i< j≤n}.
The union R =
⋃2
p=−2R p is a root system of type Dn and the prolongation
g =
∑2
p=−2
gp ≃ o(2n,C), with g0=h2⊕〈R 0〉, gp = 〈R p〉,
with hn a Cartan subalgebra of dimension n, is, by Proposition 7.3, a maxi-
mal (EPFGLA) of m, because g is simple. Indeed,
R = {±ei±e j | 1≤i< j≤n},
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is the root system of o(2n,C), with Dynkin diagram
α1 
❯❯❯
❯❯❯
❯❯ α2 α3 αn−1
  ❴❴❴ 
αn 
✐✐✐✐✐✐✐✐
×
with αi = ei−ei+1 for 1≤i≤n−1 and αn=−(e1+e2). By setting deg(ei) = 12 for
1≤i≤n we obtain deg(αi)=0 for 1≤i≤n−1, deg(αn)=1 and hence the grada-
tion above for g.
The gradation above is compatible both with the Satake diagram of the
split form gln(R), yielding o(n, n), and, for n=2m even, also with slm(H),
which has the Satake diagram
α1 α2 α3 α2m−2 α2m−1
   · · ·  
In this case the corresponding real representation V is of quaternionic type.
The maximal (EPFGLA) of type gln(R) of the (FGLA) of the first kind V is
then isomorphic to o∗(2m), having Satake diagram
α1

❚❚❚
❚❚❚
❚❚❚ α2 α3 α4 α2m−1
   ❴❴❴ 

❥❥❥❥❥❥❥❥❥
α2m
7.1.4. Construction of E6, E7, E8. Let us consider (EPFGLA)’s which are
constructed on the representation of sln(C) on Λ
3(Cn), for n≥6. We know
from §3.1 and §6 that they are finite dimensional. The dominant weight for
Λ3(Cn) isω3 = e1+e2+e3−3ne 0 and a necessary condition to embedω3+ǫn, for
a suitable marker ǫn, into a larger root system containing {ei−e j | 1≤i, j≤n}
is that
‖ω3‖2 = 3 −
9
n
< 2.
Thus the only possible choices are n=6, 7, 8. Natural choices are
ǫ6 =
∑6
i=1ei
2
√
3
, ǫ7 =
√
2
∑7
i=1ei
7
, ǫ8 =
∑8
i=1ei
8
.
Let us set 
R
(6)
−2={2ǫ6},
R
(6)
−1={ǫ6+ω | ω∈W (ω3)}
R
(6)
0
=
{
ei−e j | 1≤i, j≤6
}
,
R
(6)
1
={−ǫ6+ω | ω∈W (ωn−3)}
R
(6)
2
={−2ǫ6},
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R
(7)
−2={2ǫ7+ω | ω∈W (ω6)}
R
(7)
−1={ǫ7+ω | ω∈W (ω3)}
R
(7)
0
=
{
ei−e j | 1≤i, j≤7
}
,
R
(7)
1
={−ǫ7+ω | ω∈W (ω4)}
R
(7)
2
={−2ǫ7+ω | ω∈W (ω1)},

R
(8)
−2={2ǫ8+ω | ω∈W (ω6)}
R
(8)
−1={ǫ8+ω | ω∈W (ω3)}
R
(8)
0
=
{
ei−e j | 1≤i, j≤8
}
,
R (8)
1
={−ǫ8+ω | ω∈W (ω5)}
R
(8)
2
={−2ǫ8+ω | ω∈W (ω2)},
Then one can show that, for each n=6, 7, 8, the sets R (n)=
⋃2
p=−2R
(n)
p are
root systems of type En, with Dynkin diagrams
α1 α2 α3 α4 α5
     αi=ei−ei+1
 α6 α6=−ǫ6+ 12 (e4+e5+e6−e1−e2−e3)
α1 α2 α3 α4 α5 α6
      αi=ei−ei+1
 α7 α7=−ǫ7+17 [3(e1+ · · ·+e7)−7(e1+e2+e3)]
α1 α2 α3 α4 α5 α6 α7
       αi=ei−ei+1
 α8 α8=−ǫ8+18 [8(ei+e j+ek)−3(e1+ · · ·+e8)]
Accordingly, we obtain on the complex Lie algebras of type E6, E7, E8
structures of (EPFGLA)’s of type gln(C), for 6≤n≤8, by setting
g =
∑2
p=−2
gp , with
gp=〈R
(n)
p 〉, for p=±1,±2,
g0=hn ⊕ 〈R (n)0 〉 ≃ sln(C),
where hn is an n-dimensional Cartan subalgebra.
In all cases we have g−1≃Λ3(Cn) and g−2≃Λ6(Cn), with the Lie brackets
defined by the exterior product. This gradation is compatible with the non
compact real forms EI, II, III of E6 (see below). In these cases g−1≃Λ3(R6),
while [g0, g0] is simple and of type sl6(R), su(3, 3) and su(1, 4), respectively.
For n=7, 8, the gradation is only consistent with the real split forms of E7
and E8 yielding the real analogue of the examples above.
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7.2. Structure algebras of type B. The root system of a complex Lie al-
gebra of type Bm (isomorphic to o(2n+1,C)) is
R = {±ei | 1≤i≤m} ∪ {±ei±e j | 1≤i< j≤m}
for an orthonormal basis e1, . . . , em of R
m and its Dynkin diagram
α1 α2 αm−1 αm
  · · ·  +3
has simple roots that can be chosen to be αi = ei−ei+1 for 1≤i<m and αm=em.
Its fundamental weights are
σ1=e1, σ2=e1+e2, . . . , σm−1=e1+ · · ·+em−1, σm=12 (e1+ · · ·+em).
Its irreducible representation with maximal weight σm is called its complex
spin representation and indicated by S C
2m+1
. Its weights
W (σm)={ 12(±e1± · · · ±em)}
are all simple, so that dim(S C
2m+1
)=2m.
We know (see Examples 3.3,3.8) that all the (EPFGLA) of type o(n,C),
with n≥2, or co(n,C), with n≥3, of an (FGLA) of the first kind are finite
dimensional. Then this holds also for (FGLA)’s of any finite kind.
7.2.1. A presentation of the exceptional Lie algebra of type F4. Let us take
an m with g−1 equal to the spin representation S=S C2m+1 of o(2m+1,C).
To obtain a semisimple (EPFGLA) of type o(2m+1,C) of an (FGLA)
with g−1=S , since its dominant weight is attached to a simple root of length
1, it is necessary to produce a new lenght 1 root by adding a marker to the
dominant weight σm of S . Since ‖σm‖2 = m4 , this is possible iff m≤3. Putting
aside the cases m=1, 2, in which the prolongations are o(5,C) and sp(3,C),
respectively, we concentrate on the case m=3, to show that the semisimple
(EPFGLA) of type o(7,C) of an (FGLA) with g−1 equal the 8-dimensional
spin representation is the simple complex Lie algebra of type F4.
With a marker ǫ orthogonal to 〈e1, e2, e3〉 and of lenght 12 , we obtain
‖ σ3+ǫ ‖2 = 1, ‖ e1+2ǫ ‖2 = 2, ‖ 2ǫ ‖2=2.
We note that the vector representation Ve1 ≃ C7 of o(7,C) is an irreducible
summand of Λ2(S ). Then we can take m=S⊕Ve1 . Set
R −2 = {2ǫ + ω | ω∈W (e1)} = {2ǫ} ∪ {2ǫ±ei | 1≤i≤3},
R −1 = {ǫ + ω | ω∈W (σ3)} = {ǫ+12 (±e1±e2±e3)},
R 0 = {±ei | 1≤i≤3} ∪ {±ei±e j | 1≤i< j≤3},
R 1 = {−ǫ + ω | ω∈W (σ3)} = {−ǫ+12(±e1±e2±e3)},
R 2 = {−2ǫ + ω | ω∈W (e1)} = {−2ǫ} ∪ {−2ǫ±ei | 1≤i≤3}.
We observe that R =
⋃2
p=−2Rp is a root system of type F4.
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With the four dimensional Cartan algebra h4 of co(7,C), we obtain an
(EPFGLA) of m in the form
g=
∑2
p=−2
gp , with gp =
〈R p〉, for p= ± 1,±2,h4 ⊕ 〈R 0〉 ≃ co(7,C), for p=0.
There are two non compact real forms of F4, with Satake diagrams
(FI) α1 α2 α3 α4
  +3 
(FII) α1 α2 α3 α4
  +3 
The 0-degree parts are in both case reductive, with semisimple ideal equal to
o(3, 4) in the first and to o(7) in the second case. Their spin representations
in degree ±1 are then real and isomorphic to Λ(R3); the vector representa-
tions in degree ±2 are also real and isomorphic to R7 .
7.3. Structure algebras of type C. Let us consider the complex Lie alge-
bra sp(m,C), of type Cm. Its root system is
R = {±2ei | 1≤i≤m} ∪ {±ei±e j | 1≤i< j≤m}
for an orthonormal basis e1, . . . , em of R
m and its Dynkin diagram
α1 α2 αm−1 αm
  · · · ks 
has simple roots that can be chosen to be αi=ei−ei+1 for 1≤i<m and αm=2em.
Its weights lattice is the Z-module Zm in Rm, with fundamental weights
γ j=
∑ j
i=1
ei, for j=1, . . . ,m. We know that the maximal (EPFGLA) of type
sp(m,C) of the (FGLA) of the first kind C2m are infinite dimensional (see
Example 3.10, or [22, p.10]). On the other hand, if we choose another faith-
ful irreducible representation V of sp(m,C), then its maximal (EPFGLA) of
type csp(m,C) is finite dimensional by Proposition 3.13.
Let us take for instance V=Vγm⊂Λm(C2m). Then sp(m,C) acts on V as an
algebra of transformations that keep invariant the bilinear form on V that can
be obtained from the exterior product of elements of Λm(C2m). If m is even,
this is a nondegenerate symmetric bilinear form and the finite dimension
of the maximal prolongation can be also checked by using Examples 3.3
and 3.8.
When m is odd, we can use the exterior product on Λm(C2m) to define a
Lie product on V, yielding an (FGLA) m=V⊕Λ2m(C2m) of the second kind,
which has a finite dimensional maximal (EPFGLA) of type csp(m,C). The
fundamental weight γm is attached to the long root 2em. In order to be able
to find a marker ǫ to embed γm+ǫ into the root system of a simple Lie alge-
bra, we need that ‖ω‖2=m<4, i.e. that m≤3. Te case m=3 leads to another
presentation of the exceptional Lie algebra F4.
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7.3.1. The exceptional Lie algebra of type F4. We take the marker ǫ as a
unit vector orthogonal to e1, e2, e3.We note that
‖ γ3+ǫ ‖2=4, ‖ e1+ǫ ‖2 = 2, ‖ 2ǫ ‖2 = 4
and set
R −2 = {2ǫ},
R −1 = {ǫ+ω | ω∈W (γ3)} = {ǫ±e1±e2±e3}∪{ǫ±ei | 1≤i≤3},
R 0 = {±2ei | 1≤i≤3} ∪ {±ei±e j | 1≤i< j≤3},
R 1 = {−ǫ+ω | ω∈W (γ3)} = {−ǫ±e1±e2±e3}∪{ǫ±ei | 1≤i≤3},
R 2 = {−2ǫ}.
Then
R =
⋃2
p=−2
R p = {±2ei | 1≤i≤4} ∪ {±ei±e j | 1≤i< j≤4} ∪ {±e1±e2±e3±e4)} ,
is a root system of type F4. We have, with a 4-dimensional Cartan subalge-
bra h,
g=
∑2
p=−2
gp, with gp =
〈R p〉, for p= ± 1,±2,h4 ⊕ 〈R 0〉 ≃ o(7,C)⊕C, for p=0.
We have dim(g0)=22, dim(g±1)=14, dim(g±2) = 1.
This is the maximal (EPFGLA) of an (FGLA) of the second kind. The
cross marked Dynkin diagram associated to g is
α1 α2 α3 α4
 ks  
×
with simple roots α1=e1−e2, α2=e2−e3, α3=2e3, α4=e4−e1−e2−e3. The gra-
dation is obtained by setting deg(ei)=0 for 1≤i≤3 and deg(e4)=1.
Only the split real form FI is compatible with this grading, yielding a real
equivalent of the complex case.
7.4. Structure algebras of type D. The diagram Dm (we assume m≥4)
corresponds to the orthogonal algebra o(2m,C). Its root system is defined,
in an orthonormal basis e1, . . . , em of R
m, by
R (Dm) = {±ei±e j | 1≤i< j≤m},
and we consider the corresponding Dynkin diagram
αm−1

❯❯❯
❯❯❯
❯❯❯
❯ αm−2 αm−3 α1
  ❴❴❴ 

❤❤❤❤❤❤❤❤❤❤
αm
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with αi = ei−ei+1 for 1≤i≤m−1 and αm=em−1+em. The maximal root is e1+em
and the fundamental weights are
ω j=
∑ j
i=1
ei, for 1≤ j≤m−2,, ωm−1=12(e1+ · · ·+em−1−em),
ωm=
1
2
(e1+ · · ·+em).
The last two are the dominant weights of two complex spin representations
S Cm,±, with opposite chiralities and simple weights
W (ωm−1)=W−(m)=
{
1
2
∑m
i=1
aiei
∣∣∣∣ ai= ± 1, a1· · ·am=−1
}
,
W (ωm)=W+(m)=
{
1
2
∑m
i=1
aiei
∣∣∣∣ ai= ± 1, a1· · ·am=1} .
We call VCm=Vω1≃C2m the complex vector representation.
7.5. Real Spin representations of real Lie algebras of type D. Let us first
consider complex (EPFGLA)’s with structure algebra o(2m,C) in which g−1
is a spin representation. A necessary condition for finding a marker ǫ for
which ωm−1+ǫ or ωm+ǫ could be embedded into the root system of a simple
Lie algebra is that ‖ωm−1‖2 = ‖ωm‖2 = m4<2, i.e. that m=4, 5, 6, 7.
When m=4, the spin and the vector representations are isomorphic and
the maximal (EPFGLA) of type o(8,C) of the abelian Lie algebra VC
4
≃S C
4,±
is just the orthogonal algebra o(10,C) (see Example 3.8).
For m=5, 6, 7 we obtain the three exceptional Lie algebras of type E.
Denote by ǫm+1 a vector ofR
m+1, orthogonal to e1, . . . , em and with ‖ ǫm+1 ‖2 =
8−m
4
.We define the sets
R (6)−1 = {ǫ6 + w | w∈W−(5)},
R
(6)
0
= {±ei±e j | 1≤i< j ≤ 5},
R (6)
1
= {−ǫ6 + w | w∈W+(5)}

R
(7)
−2 = {2ǫ7},
R
(7)
−1 = {ǫ7+w | w∈W+(6)},
R
(7)
0
= {±ei±e j | 1≤i< j ≤ 6},
R
(7)
1
= {−ǫ7 + w | w∈W+(6)},
R
(7)
2
= {−2ǫ7},

R
(8)
−2 = {2ǫ8±ei | 1≤i≤7},
R
(8)
−1 = {ǫ8 + w | w∈W−(7)},
R
(8)
0
= {±ei±e j | 1≤i< j ≤ 7},
R
(8)
1
= {−ǫ8 + w | w∈W+(7)},
R
(8)
2
= {−2ǫ8±ei | 1≤i≤7},
Then R (6) =
⋃1
p=−1R
(6)
p , R
(7) =
⋃2
p=−2R
(7)
p , R
(8) =
⋃2
p=−2R
(8)
p , are root sys-
tems of type E6, E7, E8, respectively.
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Then we obtain on the complex Lie algebras of type En structures of
(EPFGLA) for structure algebras of typeDn−1 and their spin representations,
of the form
g =
∑
gp , with g0=co(2n−2,C), gp = 〈R (n)p 〉 for p,0.
We note that g±1 are for n=6, 8 spin representations with opposite chirality,
while for E7 the representations g±1 have equal chiralities. For E8 the g±2
representations are vectorial.
Since the complexification of the spin representation that we found in
these cases are by construction irreducible overC, these complex (EPFGLA)
must be complexifications of real spin representations. We recall that the
spin representations of o(p, q) are (see e.g. [13, p.103])

real if q−p ≡ 0, 1, 7 mod 8,
complex if q−p ≡ 2, 6 mod 8,
quaternionic if q−p ≡ 3, 4, 5 mod 8.
Thus, for the real forms of o(10,C), the semisimple ideal of g0 can only be
o(5, 5) o(1, 9). Corresponding, we obtain the real forms of E6 having Satake
diagrams
(EI) α1 α3 α4 α5 α6
    
 α2
(EIV) α1 α3 α4 α5 α6
    
 α2
For E7 we obtain a graded algebra of the second kind.
The real forms of o(12,C) having real spin representations are o(6, 6),
o(2, 10) and o∗(12) (see e.g. [6]). Thus we obtain all non compact real forms
of E7 as (EPGFLA)’s of the real spin representations for vector dimension
12, which correspond to the Satake diagrams
(EV) α1 α3 α4 α5 α6 α7
     
 α2
(EVII) α1 α3 α4 α5 α6 α7
     
 α2
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(EVI) α1 α3 α4 α5 α6 α7
     
 α2
For EV the semisimple part of the degree zero subalgebra is o(6, 6) and for
EVII it is o(2, 10). In both cases the spin representations involved are real.
We recall that the real form o∗(12) is obtained from o(12,C) by the con-
jugation which is described on the roots by
e¯2h−1 = e2h, for 1≤h≤3.
Accordingly, so∗(12) has both a real and a quaternionic spin representation.
The real forms of o(14,C) admitting real spin representations are o(7, 7)
and o(3, 11) (so∗(14) has a complex spin representation). In this case, g±1
are spin representations with opposite chiralities and g±2 dual copies of the
vector representation of o(14,C), which correspond to real vector represen-
tations VR
7
=R14 . Thus we obtain all non compact real Lie algebras of type
E8 as (EPFGLA)’s of type o(p, q) for (FGLA)’s m whose g−1 component is
a real spin representation. Their Satake diagrams are
(EVIII) α1 α3 α4 α5 α6 α7 α8
      
 α2
(EIX) α1 α3 α4 α5 α6 α7 α8
      
 α2
The corresponding simple ideals in the degree 0 subalgebras are o(7, 7) and
o(3, 11), respectively. Hence the ±1-degree spin representations are real.
7.6. Complex spin representations of real lie algebras of type D. The
complexification of an irreducible real representation of a real Lie algebra
of the complex type is the direct sum of two non isomorphic representa-
tions. We should therefore start by considering the complex (EPFGLA)’s
of type g0 for a reductive g0 with [g0, g0]≃o(2m,C) and a two-dimensional
center, having a g−1≃S C−(m)⊕S C+(m). We need to add a marker ǫ± for each
irreducible component S C±(m) of g−1. To find a semisimple (EPFGLA), we
need that ωm−1+ǫ− and ωm+ǫ+ have length
√
2 and are orthogonal to each
other. Then m∈{4, 5, 6, 7} and
‖ǫ±‖2 =
8−m
4
and (ǫ+|ǫ−)= − (ω+|ω−) =
m − 2
4
.
By Cauchy’s ineguality we need that
m−2
4
<
(8 − m)2
16
.
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This is possible only for m=4. Thus we assume m=4 and take markers ǫ±
with
‖ǫ±‖2 = 1, (ǫ+|ǫ−) = −
1
2
.
Then we define
R (6)−2 = {ǫ−+ǫ+±ei | 1 ≤ i ≤ 4},
R
(6)
−1 = {ǫ−+w | w∈W−(4)} ∪ {ǫ++w | w∈W+(4)},
R
(6)
0
= {±ei±e j | 1≤i< j≤4},
R
(6)
1
= {−ǫ−+w | w∈W−(4)} ∪ {−ǫ++w | w∈W+(4)},
R
(6)
2
= {−ǫ−−ǫ+±ei | 1 ≤ i ≤ 4},
One can check that R (6) =
⋃
R
(6)
p are root systems of type E6, and
g=
∑2
p=−2
gp, with
g0=hn⊕〈R
(6)
0
〉, dimC h6=6,
gp = 〈R (6)p 〉, p,0,
is the maximal (EPFGLA) of type g0, with g0 reductive and [g0, g0]≃o(8,C),
of a (FGLA) with g−1≃S C−(4)⊕S C+(4).
The real forms of o(8,C) having a complex spin representation are o(3, 5)
and o(1, 7), corresponding to the two real non compact forms of E6 having
Satake diagrams
(EII) 
zz $$

yy %%
  

(EIII) uu **   

(the irriducible complex representation is represented in the diagram by two
white nodes joined by an arrow). Note that the summands on degree ±2 in
g are the vector representations VC
4
≃C8 in the complex and VR
4
≃R8 in the
real cases.
7.7. Quaternionic spin representations of real Lie algebras of type D.
Let η1, η2 be an orthonormal basis of R
2 .We denote by {±(η1−η2)} the root
system of sl2(C), and by γ=
1
2
(η1−η2) its fundamental weight.
Then {±(η1−η2)}∪{±ei±e j|1≤i< j≤m} is the root system of sl2(C)⊕o(2m,C)
and, taking the usual lexicographic orders, its fundamental weights are
γ,ω1, . . . ,ωm.
The complexification of an irreducible spin representation of quaternionic
type lifts to an irreducible complex representation of sl2(C)⊕o(2m,C) whose
dominant weight is either γ+ωm−1, or γ+ωm. Let us assume it is γ+ωm. A
necessary condition to find a semisimple complex Lie algebra which is an
(EPFGLA) of type g0, with [g0, g0]=sl2(C)⊕o(2m,C) of an m with g−1 equal
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to the irreducible sl2(C)⊕o(2m,C)-module with dominant weight γ+ωm is
that
‖γ+ωm‖2 =
1
2
+
m
4
< 2,
i.e. that m=4, 5.With ǫ4=
1
2
(η1+η2), ǫ5=
1√
8
(η1+η2), set

R
(4)
−2 = {2ǫ4},
R
(4)
−1 = {ǫ4±η+w | w∈W+(4)},
R
(4)
0
= {±(η1−η2)}∪{±ei±e j | 1≤i< j≤4},
R
(4)
−1 = {−ǫ4±η+w | w∈W+(4)},
R
(4)
2
= {−2ǫ4},

R
(5)
−2 = {2ǫ5±e1 | 1≤i≤5},
R
(5)
−1 = {ǫ5±η+w | w∈W+(5)},
R
(5)
0
= {±(η1−η2)}∪{±ei±e j | 1≤i< j≤5},
R
(5)
−1 = {−ǫ5±η+w | w∈W+(5)},
R
(5)
2
= {−2ǫ5±e1 | 1≤i≤5}.
Then R (4)=
⋃2
p=−2R
(4)
p is a root system of type D6 and R
(5)=
⋃2
p=−2R
(5)
p a root
system of type E7. Set
g(m)=
∑2
p=−2
g(m)p , with
g
(m)
0
=hm⊕〈R (m)0 〉, dimC hm=m+2,
g
(m)
p = 〈R (m)p 〉, p,0,
for m=4, 5. Then gm
0
=sl2(C)⊕o(2m)⊕〈̟〉, where ̟ satisfies [̟, X]=p·X for
X∈gp and the g(m) are maximal (EPFGLA) of type g(m)0 .
For m=4 each of the summands g
(4)
±1 consists of two copies of S
C
+(4) and
each of g
(4)
±2 is the scalar representation.
For m=5 each of the summands g
(4)
±1 consists of two copies of S
C
+(5) and
each of g
(4)
±2 is the complex vector representation V
C
m≃C2m .
The only real form of o(8,C) having a quaternionic spin representation is
o(2, 6). Its prolongation is the real form of g(4), isomorphic to o(4, 8), whose
graded structure is represented by the cross-marked Satake diagram
α6

❙❙
❙❙
❙❙
❙❙ α4 α3 α2 α1
   

❦❦❦❦❦❦❦❦ ×
α5
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The only real form of o(10,C) having a quaternionic spin representation is
o(3, 7) and the corresponding real form of g(5) is of type EVI, with cross-
marked Satake diagram
α1 α3 α4 α5 α6 α7
     
×
 α2
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