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ABSTRACT 
Framing Contests in the Emergence of Dominant Design: 
A Case Study in Smartphones 
Jacob Leander Miller III 
VK Narayanan, Ph.D. 
David Gefen, Ph.D. 
 
 
 
 
In my dissertation, I study how firms with competing technologies are competing 
first to shape the market’s cognition about what those technologies really are. When a 
new technology is brought to market, potential buyers may be unsure as to what the 
product is, and why it exists. For the technology to succeed, market participants have to 
develop some sort of understanding of it. Participants’ technological frames form the 
cognitive underpinnings of purchase, research, and investment decisions, and can 
influence the technology’s development trajectory (Kaplan & Tripsas, 2008).  
These frames are often heavily influenced by discourse in the marketplace. In 
these framing contests, firms battle to shape how participants frame the technology. By 
shaping the collective cognition of the market, firms aim to make their design dominant, 
and ultimately triumph in the economic contest. Prior research on dominant design has 
emphasized technical and economic factors, only recently considering cognitive factors. I 
identify factors in technology contests that make these markets act like social 
movements, and theorize that some of the previously identified technical and economic 
factors are likely mediated by the participants’ frames. 
Empirically, I examine the smartphone industry, with emergence of the dominant 
keyboard and then multitouch designs. I make a novel contribution to by using latent 
semantic analysis (LSA) (Landauer, McNamara, Dennis, & Kintsch, 2006) to study 
2 
 
framing discourse. I use LSA in multiple ways to explore how the technology and market 
evolved. Various kinds of visualizations offer distinct advantages and disadvantages in 
exploring and understanding the meanings extant in a semantic space.  
I find four distinct periods in the evolution of smartphones, from 1992-2010. 
These are consistent with both framing and technology lifecycle theories. I find that LSA 
can be used to unpack the meanings of terms within a set of text, and that the content of a 
document can be used to identify the firm which produced it, indicating differences in 
content between firms. The data suggests the importance of both discursive and material 
framing in technology battles. It also suggests ways in which discursive opportunity can 
be manipulated as part of a framing contest. 
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CHAPTER 1: INTRODUCTION 
In December 2006, the elites of the business and political worlds were “addicted” 
to their “Crackberries.” Society knew what a smartphone was - a rather bulky mobile 
phone with a keyboard for email. However, 2007’s iPhone launch introduced a radical 
new design and a redefinition of the collective cognitive frames regarding the 
smartphone. By 2013, smartphones were for “apps,” keyboards were virtual on a 
capacitive touchscreen, and the formerly leading handset companies, Motorola, Nokia, 
and Research In Motion, were sold. The emergence of a dominant smartphone design in 
the early 2000s, and the subsequent transition to a new design were not just changes in 
technology, but in the market’s frames about technology.  
The evolution of these technologies and markets prompts a series of questions. 
How do companies shape how and what we think about technology? How do companies 
compete to shape our understanding? How does this understanding affect which products 
succeed? These questions identify a gap that exists between streams of research in 
technology and social movement theories. The technology lifecycle theorizes that 
development moves through four periods: incremental innovation, discontinuity, rapid 
change and ferment, and dominant design  (Anderson & Tushman, 1990; Tushman & 
Anderson, 1986). This empirical research typically emphasizes product characteristics 
and market share (Murmann & Frenken, 2006). However, a stream on technological 
frames highlights the cognitive side of technology development and adoption (Orlikowski 
& Gash, 1994). A separate set of work on frames developed from social movement 
theories, and considers how actors attempt to mobilize others to achieve their own 
objectives (Benford & Snow, 2000). This dissertation sits at this intersection, contributing 
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to two important bodies of literature, while applying novel methods to measure aspects of 
the framing contest. 
In prior quantitative framing research, framing constructs have been studied either 
qualitatively, including with some complex manual coding, or archivally with word 
counts and frequencies. Framing research would benefit from large scale analysis with a 
greater richness than simple word counts can provide. Therefore, I adopt Latent Semantic 
Analysis (LSA) (Landauer et al., 2006) to study framing in the discourse around 
smartphones as the two dominant designs emerged. In a framing contest, actors with 
different understandings of a subject compete to spread their cognitive frames throughout 
a larger population. LSA’s vector space model of word meaning is used to compute 
distances between sets of text, a capability that framing literature has lacked up until now. 
The ability to quantify the distances between statements from different parties, and 
measure how these change over time represents a methodological opportunity for 
cognition researchers. In my dissertation, I use changes in text meaning distances to 
model how discourse differs and changes between actors and over time.  
I find that, consistent with extant theory, new technologies will have ambiguous 
meanings, and will thus spur public discourse. That discourse will converge over time, 
until dominant frames emerge in the industry, identified by much smaller distances 
between statements in public discourse on the topic. This convergence may not 
necessarily be to a single conception of technology, but to a distinction between 
categories that themselves become stable, such as the establishment of separate market 
segments, sometimes called “multihoming.” I am able to identify frame breaks in the 
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discourse, as well as periods of evolution and stability, which show that it takes time for 
actors to come to a consensus about what technologies are and mean.  
This line of research has important implications in practice. The emergence of a 
dominant design is an industry-defining event. One perpetual challenge for practitioners 
in relying on technology lifecycle theories is that the dominant design’s emergence is 
only known in retrospect, sometimes years after it occurs (Anderson & Tushman, 1990). 
If discourse in the framing contest can reliably identify the emergence of the design 
sooner, perhaps even before it has taken hold, firms can react and adjust their investments 
in a more timely fashion. 
Because framing is important, in competitive environments, it will become an area 
of contention, and so understanding the dynamics of a framing contest is therefore critical 
in remaining competitive and creating firm success. Firms may be able to develop a 
competence in framing in contested markets, which would be applicable across markets, 
and would be particularly useful in turbulent economic times. 
For technology battles, the framing contest lens may afford a clearer understanding 
of how different actors develop a shared understanding of the domain, and subsequently 
compete and collaborate on new technologies. The development of collective cognition 
regarding technology and the market is likely to be an important factor in the emergence 
of technologies. This, in turn, would improve our understanding and our models of new 
product introductions, category creation, and outcomes of competitive contests. 
Ultimately, social movement theories may allow researchers to identify design battle 
outcomes earlier, e.g. in the emergence of market cognitions (Suarez, Grodal, & 
Gotsopoulos, 2015). 
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I conduct a narrative review of the extant literature on framing contests in Chapter 
2, and explain key concepts and theories from the framing literature and dominant design. 
In Chapter 3, I develop theory, first identifying characteristics of technology markets and 
social movements, to explain where the theories should be complementary. I then offer 
propositions about ways in which dominant design battles are likely to be influenced by 
framing contests. In Chapters 4-6, I use text analysis of media and company statements to 
examine the framing side of smartphone design battles. The smartphone industry is fast 
moving, with two dominant designs in the past decade, and is a significant technological 
platform. After explaining the empirical work in data collection and methods, I discuss 
my findings and the implications this has for theory. I conclude in Chapter 7, with a brief 
discussion of limitations and future directions for this stream of research. 
Chapter 2: Framing Contests in the Literature 
In this chapter, I first review the literature on framing contests. This review reveals 
that, despite a large volume of literature on framing, framing contests specifically are 
under-researched (Cornelissen & Werner, 2014). More research considers the actions of 
single actors, or changes in framing as a reaction rather than considers framing of 
multiple competing actors. I then summarize relevant technology frame and dominant 
design literatures, and then begin to integrate these congruent but weakly connected lines 
of research (Narayanan & Chen, 2012). There are strong parallels between theories of 
cycles of frame contestation (Drazin, Glynn, & Kazanjian, 1999; Kaplan, 2008) and 
technology development cycles (Anderson & Tushman, 1990; Kaplan & Tripsas, 2008). I 
conclude by building on Hargrave and Van de Ven (2006) as a foundation for the 
integration of these literatures. 
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Chapter 3: Framing Contests and Dominant Designs 
In the theory chapter, I build on the literature (Hargrave & Van de Ven, 2006; 
Kaplan & Tripsas, 2008) and strengthen the theoretical justification for the application of 
social movement frameworks, emphasizing framing contests, in technology markets. I 
first describe several key concepts from the framing literature. I then turn to key elements 
of social movements (McAdam, McCarthy, & Zald, 1996), and identify contingencies 
which may influence how much technology markets may behave similarly to social 
movements. In markets where there is high uncertainty and many separate actors with 
separate agendas, collective action perspectives are likely to be quite salient (Narayanan 
& Chen, 2012). The theory I develop helps to identify factors which should be considered 
when applying social movement theories to technology markets, and when a different 
lens may be required as a supplement. Following an established framework, I categorize 
different factors according to whether they serve as structural opportunities or constraints, 
mobilizing structures, or part of framing processes (McAdam et al., 1996). The faster, 
more chaotic the market structure, the more it is likely to behave like a social movement. 
These markets can provide a useful empirical context for movements research, 
since there are many markets available to study, and compared to traditional social 
movements, technology markets may have greater press coverage and visibility, for 
purposes of data collection. Technology markets may in some ways be a richer context to 
study framing contests, since there may be different framing attempts based on different 
media and audiences, for example when actors frame a technology to vendors, retailers, 
consumers, or complementors. Finally, technology markets include substantive actions, 
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which can allow researchers to better overcome “ideational bias” in framing (McAdam, 
1996) and other social movement literature. 
The emergence of dominant design is a useful context in which to study framing 
contests. Promotion and positioning happen in many markets (Ries & Trout, 2001), but 
discourse may not align with true organizational beliefs in every market. In a dominant 
design battle, the firms and organizations that are promoting their design are committed 
to that design, which conforms to their understanding of the sociotechnical demands of 
the market space. The design battle is a very important and strategic area. In traditional 
product markets, the discourse may reflect a product position that is representative of 
how a firm wants customers to think, that is not reflective of the firm’s own cognition 
about the space. The strategic importance of a design battle reduces or eliminates a 
potential confound. 
Chapter 4: Methods 
In Chapter 4, I explore the application of Latent Semantic Analysis to framing, and 
then study dominant design battles in the development of the smartphone. I study the 
discourse around smartphones from 1992-2010, a period that saw several designs 
including Palm and Windows stylus-based phones, keyboard-centric phones like the 
Blackberry, and the multitouch iPhone-style phone. After explaining why this context is 
well-suited to study this theory, I describe why Latent Semantic Analysis (Landauer et 
al., 2006) is a good theoretical and empirical fit for this work.  
Prior empirical studies of framing have used a range of methods, with qualitative 
analysis or with quantitative analysis of archival data using keywords and sentiment. 
Qualitatively, Gamson and Modigliani (1989) developed a three-level coding system to 
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identify frames based on their meaning, which was adopted by other researchers (e.g. 
Ferree, 2003; Meyer & Höllerer, 2010). Semiotic analysis provides a rich insight into 
collective frames by plotting multiple dimensions of meaning, but is infrequently used 
due to the time consuming nature of analysis (Tavory & Swidler, 2009). In this 
dissertation, I apply LSA as a technique to try to bridge these approaches, to produce rich 
meaning for multiple concepts across a large volume of documents, answering the call for 
more quantitative work on framing contests (Benford & Snow, 2000). LSA is used to 
infer the meaning of text based on the words in the document (Landauer et al., 2006). It is 
particularly well suited to study framing contests, as it provides a way to systematically 
analyze large volumes of archival text, at a field level, in a manner theoretically 
consistent with collective frame theories.  LSA holds the promise of being able to 
measure distances between messages and claims, representing a potentially valuable new 
approach to study framing and framing contests. It allows us to study how firms position 
their actions, and how the media interprets that (Kaplan & Radin, 2011; Ryan, 1991). 
In this chapter, I describe how I conducted this research, the context, and then 
explaining the process and methodological choices involved to conduct the LSA. I 
explain some of the pitfalls in interpreting LSA, as well as its strengths. I explain how I 
constructed the data, and the semantic space. I describe some of the work involved in 
processing large amounts of text on a laptop, and the software I developed to facilitate 
this research. In the analytic methods section, I use the space generated by the LSA as 
data for several kinds of analyses that I apply in later chapters. I describe several key 
visualization methods that are valuable for exploring a semantic space. Finally, I explain 
how I use LSA to unpack the meanings of key terms in the semantic space. 
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Chapter 5: Findings 
In Chapter 5, I describe three distinct findings. First, I show we can use LSA to 
discern multiple meanings of words, which can be useful both for direct analysis of 
significant key terms in a field, as well as for determining whether certain terms are likely 
to be useful as a search criterion. Then I use LSA to describe how the smartphone market 
evolved in stages, from the first notions of a market in the early 1990s to the major 
technology market in 2010. Finally, I use LSA to understand competition within the 
market. 
In a market with emerging technologies, the ability to discern meanings within a set 
of terms is useful, since in the early stages, there is often contestation around even the 
terms used in the market. They are likely to exhibit both polysemy (multiple meanings 
for the same word) and heteroglossia (multiple words with similar meanings). LSA can 
work around these issues, and also clarify them. 
The smartphone market provides an opportunity to evaluate separate design 
contests, and the framing used by participants as they developed. Using LSA, I quantify 
and measure these shifts in discourse, allowing a new understanding of framing contest 
dynamics. In the case of pre-iPhone designs, the smartphone category was still evolving, 
and so firms competed while simultaneously trying to build the category (Navis & Glynn, 
2010). Throughout this process, the ideal of the “converged device” reached a dominant 
frame that encompassed several distinct niches of phones plus one or two additional 
functions like music, navigation, camera, or email (which subsequently gained the label 
of “smartphone”). The multitouch smartphone, however, acted as a discontinuity, 
challenging the established market order and reframing what the product was, what it was 
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for, how it would be used, and what it would be. The emergence of each of these designs 
was accompanied by significant social and cognitive changes. The keyboard-centric 
Blackberry was incredibly popular in business and government, defining the category. 
Yet, it disappeared from the market landscape faster than it arrived. Phones with limited 
additional features also lost share when their markets collapsed into each other as the 
iPhone created a technological and cognitive discontinuity, opening the door to entirely 
different technological frames (Orlikowski & Gash, 1994). Finally, I show that the 
semantic model I generated can accurately categorize different firms’ press releases with 
multinomial logit. 
Chapter 6: Discussion 
In the Discussion chapter, I consider the implications of the findings for theory and 
for empirical work. Specifically, I consider what these results show about events and how 
they impact periods in design contests and framing contests. Because LSA gives us a 
means to quantify discourse, we are able to measure how discourse changes and when. 
This potentially sheds new light on the concept of discursive opportunity as well. 
This stream of research carries implications about the meanings of terms, and how 
labels like product names and brands may acquire meanings. This could influence the 
way that we approach archival text research, as well as influencing how contests develop 
and unfold. When certain products become exemplars of their categories, they will gain 
additional visibility in future contests. I also consider how firm discourse via press 
releases does and does not change throughout this framing contest. I also address 
potential managerial implications of my findings.  
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Chapter 7: Limitations and Future Directions 
Finally, I consider limitations and future directions for this research. Latent 
semantic analysis is a powerful tool to study how texts differ, and how they change over 
time and between speakers. There are myriad opportunities to apply LSA to social 
science research, however, the approach is complex and nuanced. The interpretation of 
results must be done with care. There are many variables to consider in creating the 
analysis. The identification of the constructs we have typically studied in framing 
research is itself still uncertain and ambiguous. However, this dissertation hopefully puts 
us closer to understanding and solving those challenges.  Theoretically, the results from 
this research suggest that, as expected, there are strong connections between the 
collective frames and the technology lifecycle. When appropriately applied, LSA can 
give us new insight into large volumes of text and how they shift over time, and which 
may be able to help us answer new kinds of questions in social science research. 
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CHAPTER 2: LITERATURE REVIEW 
The questions of this dissertation bridge two literatures, on framing as 
conceptualized in social movements research, and in dominant design from the 
technology literature. In this chapter, I first synthesize work on framing contests in social 
movements, and then briefly review the important ideas on dominant design and 
technology lifecycle literature, which has been covered in greater depth elsewhere 
(Murmann & Frenken, 2006; Narayanan & Chen, 2012; Suarez, 2004).  
Process of the Framing Contest Review 
The framing contest literature review was organized in a multi-stage process. I first 
generated a list of keywords, then used these to query the top relevant journals using the 
Web of Science database, with a time frame of 1988-2012. 
I generated the list of keywords systematically. I began with the influential review 
of framing by Benford and Snow (2000) and queried all papers which cited it. I extracted 
the keywords used for each paper, both author-assigned, and Web of Science-assigned. I 
ranked the keywords by frequency of their appearance, and evaluated their relevance to 
the topic of framing contests. I consulted with knowledgeable scholars to validate the 
keyword list. I used this set of keywords to query top sociology and management journals 
since 2000 and read the abstracts. From this, I determined that while the “impression 
management” keyword had some conceptual relevance, it is used in the literature in many 
other instances, and so was omitted from my final list. The final list of keywords was: 
framing contest, frame dispute, issue framing, reframing, claim-making, claims-making, 
frame conflict, counterframing, countermovement, and resonance. 
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I chose the start date for my search by querying Google Scholar to find the earliest 
instance of the use of the phrase “framing contest.” The earliest reference returned was an 
MIT working paper from 1988 which described dueling investment proposals between 
departments in a manufacturing firm (Thomas, 1988). The first use of this term in the top 
journals (listed below) was Zuo and Benford (1995). The term “frame dispute” is used in 
the social movements literature to describe intra-movement framing contests, where 
organizations with similar interests have partially aligned, but partially conflicting frames 
(Benford, 1993). “Frame dispute” was first used by Goffman (1974), so this search began 
in 1974. I searched using Web of Science, due to its sophisticated querying system and 
extensive database. 
Journals in the search were:  
• The top journals in management, including Research Policy, for its potential focus 
on cognition and technology 
• The top journals in sociology, based on expert recommendation. I included 
Mobilization due to its focus on social movements 
• The top five in social psychology based on 2012’s five-year impact factors, plus 
Social Psychology Quarterly (based on publishing organization) and Social 
Cognition (based on focus) 
• Two marketing journals, to ensure broader coverage of related subjects 
The complete list of journals was: Academy of Management Review, Academy of 
Management Journal, Organization Science, Administrative Science Quarterly, Strategic 
Management Journal, Research Policy, Annual Review of Sociology, Social Forces, 
American Journal of Sociology, American Sociological Review, Mobilization, Journal of 
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Personality and Social Psychology, Personality and Social Psychology Review, Advances 
in Experimental Social Psychology, European Review of Social Psychology, Journal of 
Health and Social Behavior, Social Psychology Quarterly, Social Cognition, Journal of 
Marketing, Journal of Marketing Research. 
This search returned a total of 114 articles. I read the abstracts, and when unclear, 
read the full articles retaining only articles which dealt with framing contests. While there 
is an extensive literature on framing, countermovements, and mobilization, there is also a 
broad range of topics within it. I eliminated a number of articles which studied framing, 
but not framing contests. Some described framing within particular movements or 
outcomes, but not the contest (e.g. Ashforth, Kreiner, & Fugate, 2000; Cornfield & 
Fletcher, 1998). Others considered the structure of frames within groups (e.g. 
Cunningham, Nugent, & Slodden, 2010). Conversely, I also eliminated articles which 
focused on social movement contestation, but with only incidental consideration of the 
framing contest (e.g. Dixon, 2008; Koopmans & Statham, 1999). This set ultimately 
yielded 36 articles about framing contests.  
However, some key research was omitted in this set. These works were cited within 
the prior sample, for example, Coles’s (1998) analysis of movement framing in the 
Persian Gulf war, or Ryan’s (1991) how-to book for activists on contestation. The final 
sample therefore included seminal books as well as those articles whose keywords and 
abstracts were more general. I also included, from 1987, a chapter by Gamson and 
Modigliani (Gamson & Modigliani, 1987) that first uses a significant method for frame 
coding, and itself represents a study of competing frames. The set I describe here contains 
46 publications, listed in Table 1. 
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Table 1: Topics and Papers 
This size of this set implies that the use of keywords is probably not optimal for the 
topic of framing contests. It is likely that the narrow focus of this topic, combined with 
the relatively new emphasis on it, yields keywords that are focused elsewhere. However, 
the narrow focus strengthens the importance of search based on the references of papers 
in the field. As can be seen in Table 2, “Framing Contest” (9:1) and “frame dispute” (2:1) 
were the only keywords which returned a majority of usable papers. 
“Countermovement,” useful for contestation, returned 6 included papers, and 8 rejections. 
The gaps in the keyword search are older, indicating that the lack of a clear subject like 
“framing contest” makes the search more complex. As illustrated in Table 3 and Figure 1, 
the keyword search was much more effective from 1999 onward. I also checked these 
results against a recent review of framing (Cornelissen & Werner, 2014), and found that I 
had included the key papers regarding framing contests. 
Topic Publications 
Civil Rights Gamson & Modigliani, 1987; Koopmans & Olzak, 2004; McAdam, 1996; McAdam, 
Sampson, Weffer & MacIndoe, 2005 
Democracy Glenn, 1999; Zuo & Benford, 1995 
Economics Fiss & Hirsch, 2005; King & Pearce, 2010; Meyer & Hollerer, 2010 
Environmental Broer & Duyvendak, 2009; Hendry & Harborne, 2011 
Firm Drazin, Glynn & Kazanjian, 1999; Kaplan, 2008; Sonenshein, 2009 
General Benford & Snow, 2000; Ryan, 1991 
Institutional Helms, Oliver & Webb, 2012 
Labor Dixon, 2008; Giugni, Koopmans, Passy & Statham, 2005; Glynn, 2000; 
Hallgrimsdottir & Benoit, 2007; Isaac, 2002 
Peace Movements Benford, 1993; Coles, 1998; Oselin & Corrigall-Brown, 2010 
Slavery Budros, 2011; Ellingson, 1995;  Halfmann & Young, 2010 
Social Broer & Duyvendak, 2009; Crowley, 2009; Edelman, Fuller & Mara-Drita, 2001; 
Elzen, Geels, Leeuwis & van Mierlo, 2011; Lind & Stepan-Norris, 2011; Mika, 
2006; Polletta & Lee, 2006; Tavory & Swidler, 2009; Taylor, Kimport, Van Dyke & 
Andersen, 2009 
Technology Elzen, Geels, Leeuwis & van Mierlo, 2011; Gamson & Modigliani, 1989; Hendry & 
Harborne, 2011; Kaplan & Radin, 2011; Kaplan & Tripsas, 2008; Leonardi, 2011 
Women's Rights Arndt & Bigelow, 2005; Ferree, 2003;  Halfmann & Young, 2010; McCammon, 
2009; McCammon, Muse, Newman & Terrell, 2007; Pedriana, 2006; Rizzo, Price & 
Meyer, 2012 
Workplace Arndt & Bigelow, 2005; Edelman, Fuller & Mara-Drita, 2001 
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Table 2: Keywords 
Keyword In Sample Out of Sample  Total 
Claimmaking 6 12 18 
Countermovement 6 8 14 
Frame Conflict 1 10 11 
Frame Dispute 2 1 3 
Framing Contest 9 1 10 
Reframing 4 30 34 
Resonance 8 16 24 
Total 36 78 114 
 
 
 
 
Figure 1: Framing Contest Literature Discovery Method 
 
 
 
Table 3: Source of Identification for Publications 
Year Keyword References Total 
1987  1 1 
1988    
1989  1 1 
1990    
1991  1 1 
1992    
1993 1  1 
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1994    
1995  2 2 
1996  1 1 
1997    
1998  1 1 
1999 2  2 
2000 2  2 
2001 1  1 
2002 1  1 
2003 1  1 
2004 1  1 
2005 4  4 
2006 3  3 
2007 2  2 
2008 2 1 3 
2009 6  6 
2010 4  4 
2011 4 2 6 
2012 2  2 
Total 36 10 46 
 
 
 
The articles in the sample consider a range of topics. In Table 4, I have grouped 
them into topical categories, by discipline. Several of articles covered multiple topics, so 
the total number of topics exceeds the total number of publications. For example, an 
article on technological change influencing, and being influenced by animal rights 
framing (Elzen, Geels, Leeuwis, & van Mierlo, 2011) was categorized as both social and 
technological. This is depicted graphically in Figure 2. The “general” topic was used for 
reviews and theoretical papers.  
 
Table 4: Topics by Discipline 
Topics Management Sociology Total 
Civil Rights  4 4 
Democracy  2 2 
Economics 1 2 3 
Environmental 1 1 2 
Firm 3  3 
General  2 2 
Institutional 1  1 
Labor 1 4 5 
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Peace  3 3 
Slavery  3 3 
Social 1 8 9 
Technology 4 2 6 
Workplace 1 1 2 
Women's Rights 1 6 7 
 
 
 
 
Figure 2: Topics by Discipline 
 
 
 
This narrative review first discusses important concepts from the social movements 
literature, and then concepts from the technology literature. However, many of the 
important terms in framing theory are polysemous, having different meanings in different 
contexts. Therefore, the discussions of framing concepts will frequently illustrate these 
concepts using technology examples.  
Schemata of Interpretation 
The term “frame” has different definitions in the social sciences literature (Fisher, 
1997). In this dissertation, as in much of the social movements literature, a “frame” is a 
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“schemata of interpretation,” as defined and theorized by Goffman (1974). The frame is 
used by individuals and groups to interpret the environment and make sense of it. 
Cornelissen and Werner (2014) identified ten distinct frame-related constructs across 
micro, meso, and macro levels of analysis. “Frame,” as used in this dissertation, is based 
on the social movements literature as exemplified by the work of David Snow and Robert 
Benford (e.g. Benford & Snow, 2000), from Goffman (1974). A “schemata of 
interpretation (Goffman, 1974),” a frame is a cognitive mechanism that defines what 
should be in or out of consideration in relation to a topic. Frames can be collectively held, 
and have specifically been examined at collective levels in numerous areas, including 
social movements (Benford & Snow, 2000), markets (Nadkarni & Narayanan, 2007), and 
technology (Orlikowski & Gash, 1994).  
Frames allow people to operate in contexts with uncertain facts and ambiguous 
meanings. For social movements, this might entail uncertainty about political loyalties 
and policy objectives, or ambiguity about the results of elections, or the importance of 
events or news coverage. New technologies and designs are also surrounded by 
uncertainty and ambiguity (Murmann & Frenken, 2006). New product launches, for 
example, are surrounded by uncertainty as to how many of the products will sell, but also 
ambiguity about what defines “success.” Is a million units sold a failure, or a success? 
What is the better measure of market leadership: market share, or product usage? Actors 
make these interpretations based on their own frames about what is important and salient. 
Interpretation and Frame Construction 
As used above, the word “frame” is used as a noun, and is a cognitive structure, 
held by a person or a group.  However, it can also be used as a verb, with two subtly 
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different meanings. “Framing” can refer to internal use or construction of a frame, or 
alternatively as the communication of a frame (Chong & Druckman, 2007). In the first 
usage, actors frame an issue in a particular way, guiding their own cognition. Frames 
(structures) are constructed from an individual’s “frame repertoires,” which are sets of 
cognitive resources including their background, culture, group identity, and professional 
identity (Glynn, 2000; Kaplan, 2008; Kaplan & Tripsas, 2008; Snow, Rochford, Worden, 
& Benford, 1986). Because these repertoires are a toolkit to building frames (Benford & 
Snow, 2000; Swidler, 1986), they both enable and limit the potential kinds of frames that 
an individual can construct (Kaplan, 2008). Because these repertoires consist of elements 
that may be shared among members of groups, frames can be constructed that are 
resonant to many group members (Benford & Snow, 2000). Shared frames can be found 
at many group levels, from organizational subunit to firm to industry, as well as in 
societal groups. Swidler (1986) coined the term “cultural toolkit” specifically to describe 
culturally-based frame repertoires. A large body of research on framing has been done 
within the context of social movements (c.f. Benford & Snow, 2000).  
Frames that are evaluated at a group level are not simply the set of frames in 
common among individual members, but are reached as a negotiated order (Drazin et al., 
1999; Hargrave & Van de Ven, 2006). In a group that has settled on a dominant frame, 
there may still be factions with their own framing differences, however they will 
understand and operate within the dominant group frame. For example, Drazin et al. 
(1999) describe a situation where separate groups recognize a dominant frame, but retain 
their own distinctively different frames that they elevate when the dominant frame is 
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unable to adequately address particular crises. Each group likewise retains their interests 
in shifting the negotiated balance toward their preferred frame.  
Benford & Snow (2000) identified “three core framing tasks” required to 
successfully frame a subject. Diagnostic framing explains why the situation has occurred, 
and identifies a problem. Diagnostic framing can also address the identity of actors, via 
“boundary framing” that defines who “we” and “they” are, and potentially, “adversarial 
framing” placing blame. Prognostic framing lay out a course of action or solution and a 
vision for the future. Motivational framing mobilizes the audience to take action, to 
resolve the problem through working to enact the solution. While diagnosis and 
prognosis are salient for interpretation of events, motivational framing is particularly 
relevant to influence others to action. 
Framing In Communication 
In social movements literature, “framing” is usually used as the second meaning, 
what has been called “framing in communication (Chong & Druckman, 2007).” Actors 
engage this kind framing with the goal to influence the cognition of others and construct 
and shape collective frames. If successful, it triggers elements of the audience’s frame 
repertoires and bring their frames into alignment with the speaker’s. This kind of framing 
is important to mobilize social movements, by framing an issue in a way that will 
“mobilize potential adherents and constituents, to garner bystander support, and to 
demobilize antagonists (Snow & Benford, 1988).” To sway others, they must articulate 
their frames, emphasizing particular values and narratives, and align these frames with 
the values of their audiences (Benford & Snow, 2000). Discursive framing involves 
articulating a cohesive narrative that connects events, and amplifying values within that 
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narrative. Though framing can be done strategically and intentionally, it need not be a 
conscious act, as audiences can observe actors’ actions and infer underlying frames 
(Benford & Snow, 2000). Different actors have different histories, and thus different 
frame repertoires, and therefore often bring different frames to a situation (Kaplan, 2008). 
When actors bring different frames to a situation, and attempt to sway an audience, a 
framing contest results. 
Framing Contests 
Framing contests are more likely to occur in uncertain and ambiguous situations, 
when the actors face unclear facts with unclear meanings (Kaplan, 2008). During times of 
high uncertainty and ambiguity, frames are also more likely to be subject to modification. 
When there is low uncertainty and ambiguity, framing is less influential, because other 
power structures typically develop to handle routine situations (Kaplan, 2008). In a 
framing contest, some actors attempt to sway an audience to understanding the problem 
through their preferred frame. The larger group must arrive at a dominant, shared set of 
frames if they are to establish a consensus for action (Kaplan, 2008). The establishment 
of dominant frames is therefore crucial for collective action by a group of actors.  
Within social movements literature, framing is a well-studied phenomenon, with 
Benford and Snow’s 2000 review having 4532 Google Scholar citations as of June 2015. 
However, sociologists often study framing of a single side in the contest, and often the 
weak, challenging a hegemonic elite (e.g. Ferree, 2003; McAdam, 1996; McCaffrey & 
Keys, 2000). However, some work has examined the framing contest itself. These 
contests are fought between contestants with differing frames on the subject, and 
frequently, but not always, end with the emergence of a consensus or truce (Drazin et al., 
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1999; Fiss & Hirsch, 2005; Meyer & Höllerer, 2010). The consensus, or dominant frame, 
(or lack thereof,) can influence the actions of the group (Kaplan, 2008). The dominant 
frame may be close to one contestant’s frame, or it may represent a compromise of some 
sort.  
As previously noted, contestants are both enabled and constrained by their frame 
repertoires (Kaplan, 2008). The divergence between contestant repertoires is part of the 
basis of the framing contest in the first place. Contestants have a range of different tactics 
available to frame their issues (Coles, 1998; Ryan, 1991), though certain tactics are more 
powerful from certain kinds of actors (Glynn, 2000; Meyer & Höllerer, 2010). Crucially, 
framing contest research shows that the progress of a framing contest shapes events, and 
that events can shape the framing contest by offering new opportunities and constraints 
for framing claims (Ellingson, 1995; Garud, Gehman, & Karnøe, 2010).  
Framing literature has identified discrete periods with different characteristics in 
which framing occurs. There are three broad periods: emergence, a contested period, and 
a truce period in which a negotiated order emerges (Fligstein & McAdam, 2011; Meyer 
& Höllerer, 2010; Navis & Glynn, 2010). In an emergence period, there is little 
opposition to a leading narrative. The actors who engage in framing tend to promote 
generally similar frames, and the opponents to the framing have not yet mobilized. 
However, this situation often does not continue indefinitely. There may be a particular 
event that triggers opposition, or a crisis.  
In the contested period, the framing contest becomes clear. Distinctly different 
frames are promoted by groups of actors, each attempting to spread their frames to a 
common audience (Fiss & Hirsch, 2005; Fligstein & McAdam, 2011; Meyer & Höllerer, 
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2010). In this period, actors battle for credibility; frames are offered, counter-framed, and 
evaluated against new facts (Kaplan, 2008). Eventually, a dominant frame is likely to be 
negotiated in some form, which brings the contested period to an end. This negotiation 
could take at least four forms: the triumph of an initial frame (e.g. Fiss & Hirsch, 2005), 
the triumph of an initial frame but in a less-confrontational form (e.g. Meyer & Höllerer, 
2010), a hybrid of the main contestants (e.g. Drazin et al., 1999), or the emergence of a 
different frame (e.g. Ellingson, 1995).  
In the truce period, the dominant frame has been established. Framing activity does 
not end, but its occurrence differs from the other periods. After the emergence of the 
dominant frame, there is less discursive opportunity for contestants (Koopmans & Olzak, 
2004). Framing contestation is therefore more likely to occur in other areas - potentially 
in areas that are made more visible as a result of this frame. However, there is the 
possibility that new events will pose questions that the dominant frame cannot adequately 
answer, creating a crisis that presents new opportunities for framing (Drazin et al., 1999). 
Small time-bounded disturbances may not overthrow the dominant frame, but may offer 
opportunities to certain contestants to shift framing toward their preference (Drazin et al., 
1999). Major crises, however, can shock the social system back into a period of 
contestation. 
Contexts for Framing Contests. While framing may seem as though it always 
occurs in a contest, it is often studied for a movement and not its opponents (cf. 
Koopmans & Olzak, 2004; McCaffrey & Keys, 2000). When they have been studied, 
framing contests have been studied most in the context of historical social movements, as 
might be expected given the origins of the perspective.  
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Framing contests have been studied in the American Civil Rights Movement (e.g. 
McAdam, 1996), women’s movements including abortion (e.g. Ferree, 2003), suffrage 
(e.g. Hewitt & McCammon, 2004) and employment (e.g. Pedriana, 2006), peace 
movements (e.g. Benford, 1993; Coles, 1998; Ryan, 1991), the US abolitionist movement 
(e.g. Ellingson, 1995), and employment law (Edelman, Fuller, & Mara-Drita, 2001).  
Within the management literature, framing contests have been studied at different 
organizational levels. Intraorganizationally, framing contests have been studied 
qualitatively, and can result in changes to organizational strategy (e.g. Glynn, 2000; 
Kaplan, 2008). At the market level, contestants framing has been shown to affect the 
development of the market, but also been contingent on market development (Elzen et al., 
2011; Navis & Glynn, 2010). At the societal and macroeconomic level, framing contests 
have studied how new frames become dominant (Fiss & Hirsch, 2005; Meyer & Höllerer, 
2010).  
None of these framing contests have examined the role of framing in technology 
emergence. Some of them related to debates about technology or in technology-heavy 
firms (Kaplan, 2008; Navis & Glynn, 2010), and another on how framing success 
depended on technology availability (Elzen et al., 2011), but to date, little work has 
examined how framing contests, specifically, really influence technology development. 
Kaplan and Tripsas (2008) laid out theory on the cognitive side of the technology 
lifecycle and note the role of collective technological frames, but only briefly address the 
contest. Several other approaches to technology cognition have been explored in the 
literature, which I describe in the next section. 
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Technology Literature 
The framing literature provides useful theories for understand collective cognition 
and ways in which it is shaped and developed. Technology literature offers theories on 
how groups understand and develop technology. Hargrave and Van de Ven (2006) noted 
the commonalities between technology innovation management and social movement 
literatures. They highlight the idea that in new markets, the market politics are like those 
of a social movement, and that politically negotiated orders emerge. Different theoretical 
lenses have been applied to this situation, with theory proposing alternately that a 
necessary precondition for dominant design emergence is a dominant category (Suarez et 
al., 2015) or a dominant collective frame (Kaplan & Tripsas, 2008) for the technology. 
Hargrave and Van de Ven (2006) considered the way in which various perspectives 
in the literature can be reconciled based on the maturity of the market. Markets that are 
more uncertain and ambiguous are better fits for constructionist perspectives: institutional 
design, and collective action. Institutional design, the individual-level constructionist 
perspective, is an effective approach when framing is needed to simply begin to 
comprehend the market: in the emergence phase. Likewise, collective action, the group-
level constructionist perspective, is better suited to the period when groups begin to 
emerge and attempt to coordinate, when contestation begins. Hargrave and Van de Ven 
call this period the development phase. Adaptation and selection perspectives are most 
appropriate for periods when the dominant frame has been established, rather than when 
it is under development. 
Technological Frames. For a technology to actually succeed, it must be understood 
by its prospective producers, customers, and users. The technology literature describes 
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three kinds of frames people hold about a given technology - the nature of technology, 
technology-in-use, and technology strategy - that people use to understand and interpret 
technology (Orlikowski & Gash, 1994). The Nature of Technology frame is the 
conception of what a technology “is” and “what it is for.” Conflicts around the Nature of 
Technology create situations where different groups have different expectations of the 
capabilities and appropriate goals for a technology. The Technology-In-Use frame is 
about how the technology is used in practice, in terms of interface as well as the 
applications of the technology. Products that are “easy to use” and “intuitive” conform to 
the user’s Technology-In-Use frames. The Technology Strategy frame is about the 
direction and expectations of the technology and its trajectory. Technology frames have 
been studied in terms of internal politics, intra-organizational conflict and technology 
adoption (e.g. Leonardi, 2008; Leonardi, 2011; Orlikowski & Gash, 1994). 
Kaplan and Tripsas (2008) specifically theorized the ways in which technology 
frames shape the technology trajectory. Dominant designs are established as the 
predominant technological frame in the market (Kaplan & Tripsas, 2008). A shared 
technological frame emerges in the industry, for what the technology is and can do, 
including markets served, and what customer needs are filled (Bijker, 1995). 
Technological discontinuities, conversely, arrive not simply through a natural limit to the 
technology, but through changes in market cognition, as new frames emerge that expose 
the limitations of the old technology and the potential of the new (Kaplan & Tripsas, 
2008). Orlikowski and Gash (1994) call for research on how technological frames 
become shared or divergent. The way that frames emerge through contestation should be 
expected to influence how the technology develops.  
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Dominant Design. Technology markets are characterized by a technology lifecycle 
that exhibits punctuated equilibrium (Gersick, 1991). Technological shifts can destroy 
even the best run firms when competence-destroying disruptions upset their markets 
(Christensen, 2000; Tushman & Anderson, 1986). Yet, markets are created by firms, and 
perceptions of what the technology is can alter the markets that are created (Leonardi, 
2012; Santos & Eisenhardt, 2009). Christensen’s (2000) disruptive innovation is 
grounded not only in technical improvements, but in changes in customer perception 
about which characteristics they value. Technological changes facilitate the reordering of 
customer value criteria, and their perception about a particular design’s fitness for a 
particular market and use. As technological frames around the products shift, so too do 
markets. Even if market leaders are not destroyed by a change, this shift in frames also 
drives the technology lifecycle (Kaplan & Tripsas, 2008). 
The technology lifecycle describes how technology markets transition through a 
series of distinct periods (Anderson & Tushman, 1990; Suarez & Utterback, 1995; 
Utterback & Abernathy, 1975). The existing market first experiences a “technological 
discontinuity” that challenges the existing market technology, leading to an “era of 
ferment” of great innovation and change (Tushman & Anderson, 1986). Then, a 
“dominant design” emerges, and the technology development stabilizes into an “era of 
incremental innovation” (Anderson & Tushman, 1990). The technology itself transitions 
from an early focus on the product, driven by need and technological discovery to a 
broader focus on process innovations, improving service and cost performance 
(Utterback & Abernathy, 1975).  
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The cyclical nature of the technology lifecycle implies study at the product category 
level, since individual technologies and designs are replaced. At the level of a single 
technology, Suarez (2004) identified five distinct phases from development to 
widespread adoption: R&D Buildup, Technical Feasibility, Creating the Market, Decisive 
Battle, and Post-Dominance. This model is particularly salient for new product 
categories, before any design is entrenched as dominant in the category. Different 
characteristics of the technology and the battle vary in importance based on the phase. 
For example, complementary assets, installed base, and network effects are most 
important in the Decisive Battle phase, when a front-runner has emerged, but before the 
dominant design (Suarez, 2004). This stream of research has led to the idea that a product 
category becomes defined and dominant shortly before the dominant design emerges, 
giving a window of opportunity for entrants to establish a market position (Grodal, 
Gotsopoulos, & Suarez, 2015; Suarez et al., 2015). 
Within technology literature, there has been confusion about how to define a 
dominant design. Some of this confusion stems from the fact that designs themselves are 
hierarchical (Murmann & Frenken, 2006), and so a design can become established at a 
high level, which then serves as the architecture within which component battles emerge 
(Henderson & Clark, 1990). Designs can be distinguished by comparing the components 
and the services they provide (Murmann & Frenken, 2006). For example, the iPhone was 
a radical new design for smartphones because it used a capacitative touch screen and 
software for text input, instead of using a physical keyboard to provide that function, as 
the dominant design did. As the touchscreen became dominant, design battles moved on 
instead to software, to screen size, and camera capabilities.  
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While much is known about the technology lifecycle, it has mostly been studied 
from technical and economic perspectives. The dominant design is a de facto 
standardization of the technological design for the product or service across the market 
(Anderson & Tushman, 1990), which shifts the basis of competition. Yet, the literature 
shows that there are other aspects to the lifecycle beyond the purely technical and 
economic. Dominant designs reduce product-class confusion, which is an explicitly 
cognitive consequence (Anderson & Tushman, 1990). Anderson & Tushman (1990) also 
showed that a dominant design will not be located on the frontier of technical 
performance at the time it becomes dominant. This implies other factors are causally at 
play, including cognitive ones like beliefs about market direction. Cognitive factors may 
also help to explain the observations that there are multiple transition paths to a dominant 
design, including dominance shifting between rivals; multihoming, which is stable, equal 
market share among rivals; a dominant design getting over 50% of new implementations 
(Anderson & Tushman, 1990). In the last few years, a stream of research on dominant 
designs has been using categorization as a lens to understand market cognition(e.g. 
Grodal et al., 2015; Suarez et al., 2015). This work has attempted to explain how 
categories form, evolve, and are used generatively to understand new technologies 
(Durand & Paolella, 2013; Glynn & Navis, 2013; Kennedy & Fiss, 2013). A dominant 
category should emerge before a dominant design can, and the category label should be 
balance familiarity and novelty, such as “snowboard” being more successful than 
“snurfer” (Suarez & Grodal, 2015). The creation of a dominant category label is 
important for market development, and implies meanings borrowed from other 
preexisting categories - meanings that are accessible to audiences and easy to mentally 
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recombine. The framing perspective brings additional nuance with technological frames 
that are attached to a category, a means to understand how “categorization by 
association” (Garud et al., 2010) may change over time. This dissertation expands on 
these streams by exploring technological cycles and framing (Kaplan & Tripsas, 2008), 
and doing so in a novel way.  
Integrating the Literatures 
Researchers have pursued bridges between collective cognition and the technology 
lifecycle through a few different perspective. This dissertation contributes to this 
conversation as illustrated in Figure 3, but, grounded in the framing perspective, applies a 
lens that has a larger literature on how frames are built and diffused. This parallels the 
extant theories of the technology lifecycle, and is potentially valuable because framing 
accounts for both structures and processes through which they are generated. Figure 3 
illustrates conceptually how the theoretical lineage of this dissertation. In the red circles, 
sociology’s social movements literature adopted Goffman’s (1974) theory of framing to 
describe framing within movements (Benford & Snow, 2000; Snow et al., 1986). This 
was expanded into the idea of framing contests between rivals (e.g. Ryan, 1991). Framing 
was also adapted to a technological context (Orlikowski & Gash, 1994), to explain how 
technology is conceptualized and how that affects adoption. Technology and innovation 
literature separately outlined the technology lifecycle (Abernathy & Utterback, 1978; 
Tushman & Anderson, 1986; Utterback & Abernathy, 1975). The strategy literature drew 
on framing contests to explain framing under uncertainty (Kaplan, 2008), and has a 
robust literature on competition more broadly (Chen, 1996). Though this dissertation 
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does not build heavily on the competitive dynamics literature, this is a promising future 
integration. 
 
 
 
Figure 3: Bridging Literatures 
 
 
 
Framing Cycle and Designs. New designs may involve changing categories or 
frames (Leonardi, 2011), or require the creation of completely new cognitive structures 
(Suarez et al., 2015). From a framing perspective, the technology cycle is characterized 
by framing events. Figure 4 illustrates how frames about the technologies and markets 
parallel Anderson & Tushman’s (1990) technology cycle.  
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Figure 4: Technology Lifecycle and Framing Cycle 
 
 
 
 
When a new design acts as a technological discontinuity, design battles occur, 
breaking existing frames (Gray, Purdy, & Ansari, 2015). Along with the design battle, a 
framing contest is fought (Kaplan & Tripsas, 2008). Contestants are not just battling for 
sales and technical performance, but to define how the technologies are framed, and 
which technology trajectory is going to be the future (Kaplan & Tripsas, 2008). The 
battle ends when collective technological frames are reestablished (Kaplan & Tripsas, 
2008), and a dominant design emerges (Tushman & Anderson, 1986). The ultimate 
collective frames must satisfy the core framing tasks and establish the technological 
frames, clarifying the problem, the solution, and the motivation to take action.  
In the positioning diagram below, papers are plotted by level of analysis (Y axis), 
phase of contest they cover (X axis), and by type of paper (color). Bubbles indicate the 
count of papers which fall into that cell. Papers addressing a single phase of contestation 
are represented as circles, and those which address 2 are on the border between cells. 
Papers that consider all three periods are represented as thin boxes, with the width 
indicating the relative number. The top of the chart is for framing at the social or 
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economy level. The middle is for framing at the movement or market level, and the 
bottom is intra-group framing contests. When differentiating between social and 
movement levels, the determining factor was “is this about changing cognition broadly, 
or winning specific actions?” By this standard, framing to mobilize right-wing gangs 
(Giugni, Koopmans, Passy, & Statham, 2005) was “movement” level, while framing in 
the media around issues of nuclear power (Gamson & Modigliani, 1989) was “social.” 
Quantitative papers are blue, qualitative are green, and theory papers are yellow. One 
additional theory paper considered framing contests without regard to phases. This 
dissertation fills a gap in the framing contest literature, as it includes theory, qualitative, 
and quantitative empirical work that spans phases of framing contests at the market level.  
 
 
 
Figure 5: Paper Positioning within Framing Contests 
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CHAPTER 3: THEORY: SOCIAL MOVEMENTS IN TECHNOLOGY 
New technologies emerge in uncertain contexts, and the technologies themselves 
may have ambiguous meanings early in their lifecycle. Different competitors may 
approach the technology from different perspectives, based on their histories and 
divergent interests(Kaplan, 2008). Because technology markets are fast moving, and 
technology is developed at a very rapid pace, firms need to be able to mobilize other 
firms, as well as customers, to keep up with competitors. Few firms can fund all of the 
complementary behaviors and marketing single-handedly. This is especially true in a 
design battle, where entire classes of products are at stake, and designs are created 
contested and modified until an outcome becomes clear (Anderson & Tushman, 1990; 
Tushman & Anderson, 1986). Therefore, firms behave in manners similar to activists in 
social movements, to mobilize allies and build collective frames around the technology, 
based on their own understanding and beliefs. Firms will make statements and take 
actions to shape the way others internally frame the technology and market.  
Hargrave and Van de Ven (2006) laid out a theory of collective action in 
institutional innovation, arguing that inter-organizational systems are shaped through 
collective action. The collective action perspective (Astley & Van de Ven, 1983), 
however, has not been an emphasis in technology research, and particularly within 
dominant design (Narayanan & Chen, 2012). In this chapter, I build on McAdam, 
McCarthy and Zald’s social movement framework to identify contingencies which are 
likely make technological design battles more or less similar to social movements in their 
dynamics. I then lay out propositions which describe how several major factors and 
determinants of design battles are likely to be not actually dependent on technological or 
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market characteristics, but rather dependent on the market cognition about those 
characteristics. 
McAdam, McCarthy, and Zald (1996) synthesized social movement research into a 
framework with three broad factors: political opportunities that enable or constrain 
change; mobilizing structures both formal and informal, including actors and belief 
systems; and framing processes that shape collective understanding and social 
construction. The framework itself is an important starting point to critically examine the 
use of social movement theories in technology development.  
The category of “political opportunities” highlights the emphasis on social 
movements with the goal of changing governmental and political systems (McAdam, 
Sampson, Weffer, & MacIndoe, 2005). In other contexts, however, the opportunities and 
constraints may be more than just political. For example, “gendered opportunity 
structures” based on demographic and social shifts shaped the success of  women’s 
suffrage (McCammon, Campbell, Granberg, & Mowery, 2001). Discursive opportunity 
structures affect whose messages can be transmitted in the field (Koopmans & Statham, 
1999). In an innovation research context, Van de Ven and Garud (1993) showed that 
resource endowments and firms’ technical economic activities also enable or constrain 
change, in addition to institutional arrangements. These technological opportunities can 
determine which frames triumph (Hendry & Harborne, 2011). Technical and market 
factors are not typically central to the study of political activists, but should be reflected 
in broader theories of social movements. This paper therefore considers opportunities and 
constraints as the first category to evaluate the social construction of dominant designs.  
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Mobilizing structures are the elements of the social system that serve to mobilize 
collective action, exploiting those opportunities, and within those constraints. This 
category includes individuals and entities, as well as belief systems. An activist with a 
Twitter account can be a mobilizing structure, as can a technology company with a 
billion-dollar marketing budget. A community belief in justice can be a mobilizing 
structure for protestors, as a belief in openness can be a mobilizing structure for Open 
Source Software developers. For technology contests in a free market, the market system 
existing distribution systems provide a means for action for adherents. An important part 
of how actors work to mobilize a movement is through framing processes. 
Framing processes are the actions that actors take to mobilize or demobilize others 
to collective action (Benford & Snow, 2000). Social movement literature has typically 
focused on discourse and speech (McAdam et al., 2005). However, material actions 
which convey specific meaning, or which are explained in particular ways would also be 
considered framing. This dissertation does not study a list of specific actions (cf. Coles, 
1998; Ryan, 1991), but rather the objectives of framing processes in managing 
uncertainty and mobilizing collective action.  
Opportunities & Constraints 
For social movements, opportunities are closely related to the political and 
institutional environment. However, in technology battles, technical and economic factors 
also are significant. Adding the insights of Van de Ven and Garud’s (1993) social system 
framework, the adapted framework includes institutional and political opportunity 
structures, technical opportunities and constraints, and economic characteristics of the 
goods to be produced.  
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Institutional and political opportunity structure. Social movement literature 
emphasizes the importance of the political opportunity structure, the political and 
institutional system that can facilitate or hinder a movement’s progress (McAdam et al., 
1996). For traditional social movements, the movement itself is often on the periphery of 
that system, and working to change it politically and culturally from the margins. 
Movements face a limit on how far from the existing norms they can stray and still retain 
sufficient access to existing sources of power (Ferree, 2003; Ferree, 2009).  
Design contests can be shaped by institutional and political structures as well, 
although the contestants are often deeply embedded in the system. Some industries face 
explicit regulation, or industry standards, which provide a formal governance structure 
(Suarez, 2004; Van de Ven & Garud, 1993). However, even in the absence of external 
institutions, inter-organizational industry relationships, such as with key complementors, 
form a structure that can influence the development of a new design (Suarez, 2004). 
Fligstein (1996) argued that new market development can be understood as a political-
cultural process, as organizations jockey for position in the emerging area. These inter-
firm relationships place constraints on firms, as they must within the bounds of industry 
legitimacy. A firm that takes illegitimate actions diminishes its acceptance in the 
marketplace, and may be punished for that (Rindova, Pollock, & Hayward, 2006). These 
institutional norms constrain the kinds of offerings firms can develop and offer 
(Greenwood & Suddaby, 2006). In addition, when non-firm actors such as political 
groups or technology enthusiasts are significant parts of the institutional structure, social 
movement literature is likely to be even more directly relevant to the emergence of the 
dominant design. A firm-centric battle will likely unfold with some key differences. 
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As we will see in the framing section, effective framing is necessary to mobilize 
supporters, sway bystanders, and demobilize detractors (Benford & Snow, 2000). But 
beyond these broad categories of support, social movements may need to sway a wide 
range of audiences. Because the movement itself often lacks power, it must find ways to 
influence those in power indirectly (King & Pearce, 2010). Some movements are even 
faced with attempting to mobilize groups who do not directly benefit from their proposed 
actions, as in for the benefit of a third party. In design contests, the actors who seek to 
establish a dominant design are often highly connected to many of the audiences they 
need to influence, as customers or partners in business activities. In a technology market, 
there is often a variety of roles in the supply chain: vendors, manufacturers, channel 
partners, complementors, and customers. These actors are linked to other interested actors 
like lenders and investors, and potentially regulators and trade groups (Fligstein & 
McAdam, 2011). 
Technical constraints. Design battles also are subject to a range of technology 
opportunities and constraints (Hendry & Harborne, 2011). Resource endowments, 
including the skills of the labor pool and the state of basic science, are an important factor 
that shapes the development of new technologies (Van de Ven & Garud, 1993). For 
example, “Moore’s Law” described an approximate rate of miniaturization in the 
semiconductor industry, a process that enabled semiconductor manufacturers to develop 
their products rapidly, but within bounds. These constraints limit ways that an industry 
can develop, which is not a factor for political social movements and their objectives. 
Designs also face economic and technical constraints, because of how they are embedded 
in social and technical systems. This is most evident in design battles that are at a 
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subsystem level, where the larger architecture creates defined technical constraints that 
limit the range of design solutions (Murmann & Frenken, 2006). A technology that has 
stricter technical constraints will be shaped more by these, and less by social processes. A 
technology that is more complex, on the other hand, will require the collective efforts of 
more actors, and thus will be more subject to social elements (Suarez, 2004).  
Technological superiority of a design cannot yet not be considered a constraint. 
Superiority might help a design achieve dominance, but it has not been found to be 
decisive (Suarez, 2004). This suggests that technical superiority is not universally a 
strong opportunity, but might be useful as a motivational framing for contestants. Other 
technical characteristics that may pose opportunities and constraints on a design are the 
existence of network effects. Network effects can be important for dominant design 
emergence (Katz & Shapiro, 1985, 1994; Suarez, 2004). For designs which exhibit strong 
network effects, the installed bases of industry firms become more critical to establishing 
dominance (Suarez, 2004). Network effects are not directly part of the institutional 
constraints, but they might moderate institutional constraints. They do exist as a technical 
opportunity, but in the third section of this chapter, we will distinguish them from 
collective frames about network effects. 
Characteristics of goods. Design battles differ from social movements in the 
characteristics of the goods they seek to produce. These may differ in areas of public or 
private goods, related issues of appropriability, and network effects. Social movements 
are engaged in the pursuit of social change, which represent public economic goods 
(Olson, 1965). These goods might disproportionately benefit the movement, but they are 
still public, and subject to a free-rider problem.  
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In design battles, however, there is usually a private-goods aspect, because 
innovators typically seek to profit from their innovations and so seek ways to appropriate 
their returns (Teece, 1986). Standards may be public goods, but there often remains a 
private component for appropriability, such as the control of key components or 
important complementary assets. Many designs are for products which are private goods, 
and thus an essential part of the design battle is driving sales through an appeal to direct 
benefits to customers.  
Of course, not all design battles are over appropriable designs. When a design is 
part of a low-appropriability regime, a dominant design is likely to emerge, while a high-
appropriability regime complicates the emergence of dominance (Anderson & Tushman, 
1990). Social movements tend to ignore the idea of appropriability, and so these theories 
should be more applicable in low-appropriability design contexts. Open Source Software 
is a key example of this sort of social-movement-like, low-appropriability design scenario 
(Lerner & Tirole, 2002). In Open Source Software, the software is not directly 
appropriable, and the only profit emerges from complements like skill development, 
competence, and reputation (Roberts, Hann, & Slaughter, 2006).  
Mobilizing Structures 
Mobilizing structures are “those collective vehicles, formal as well as informal, 
through which people mobilize and engage in collective action (McAdam et al., 1996: ,: 
3).” Traditional social movements operate in a field without a clear means of exercising 
influence over their influence targets. They may face opportunities to organize and 
coordinate their actions, or may struggle to do so. The spread of radio served as a 
mobilizing structure for textile workers in the American South, a technical system which 
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helped build collective frames and steer goals (Roscigno & Danaher, 2001). The 
collective frames and experiences of union members spilled over into activism for rent 
control in LA (Lind & Stepan-Norris, 2011). These structures help encourage and 
coordinate action. However, social movements tend to face the struggle that comes from 
opposing the elites - a lack of power, and lower levels of legitimacy. 
By contrast, a consumer-oriented technology can reach the audience and 
“mobilize” them informally through highly socially legitimate systems like the media and 
the free market. This section describes the structures of collective frames, markets, 
sociotechnical systems, and media.  
Collective frames. Frames are the cognitive structures used to interpret information 
(Goffman, 1974). Frames are important to allow people to operate in uncertain and 
ambiguous situations. Collective frames are frames that are held by members throughout 
a group, and help coordinate both interpretation and action (Benford & Snow, 2000). 
Some are held so widely that they are called “master frames” and “are quite broad in 
terms of scope, functioning as a kind of master algorithm that colors and constrains the 
orientations and activities of other movements (Benford & Snow, 2000: ,: 618).” 
McAdam, McCarthy and Zald (1996) specify master frames as a mobilizing structure in 
their framework, but any collective frames shared throughout the field can serve as 
mobilizing structures. 
In high clock-speed markets, firms with flexible schemas and framing are better 
able to adapt and survive (Nadkarni & Narayanani, 2007). These flexible frames, 
throughout an industry, represent a part of the industry’s collective frame, and influence 
how firms mobilize and a battle would unfold. In the era of ferment, many new ideas are 
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being developed, but in fast moving markets, the dominant design could emerge quickly. 
Firms need to be able to participate in the development of that design and try to ensure 
that their investments are not completely wasted. Cognitive flexibility for these firms 
gives more of a possibility for product features and values to be merged into a dominant 
market frame as the market develops. It also gives firms strong incentives to engage in 
framing contests to ensure that they survive and thrive. 
In scopes like a design battle, more frames will be shared by contestants and 
audiences. For example, markets are already being framed in the context of “a technology 
business,” so a certain level of agreement already exists, and thus operates as a master 
frame. Frames like “network effects” and “platform products” are widely known in 
technology arenas. In the case of cochlear implants, while contestants had differing 
perceptions of the safety and efficacy of the rival designs, they had a common agreement 
that these two factors were the most critical to adoption (Garud & Rappa, 1994). Shared 
frames and frame repertoires should make it easier to influence audiences’ framings and 
spur cooperation (Carroll & Ratner, 1996). Greater commonality with the frames in the 
market will reduce variation in the values and beliefs in the target audiences, which 
should make frame alignment easier. When a collective technological frame emerges, the 
dominant design can be established (Kaplan & Tripsas, 2008). 
Markets. In design contests, the market frequently serves as a mobilizing structure. 
Market systems serve as a means to distribute the technology throughout society. 
Customers provide feedback to design contestants through purchases and financial 
commitments (Golder & Tellis, 2004), making the market a medium that is less 
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ambiguous and more frequent than the votes that a social movement may periodically 
mobilize for politicians (King & Pearce, 2010).  
Sociotechnical Systems. Sociotechnical systems can also act as mobilizing 
structures for other industries. Designs are multilevel, and the emergence of a stable 
architecture at one level enables new design competition at other levels (Murmann & 
Frenken, 2006). Modular architectures are technical systems that enable mobilization at a 
different level (Baldwin & Clark, 2000). Firms that develop products explicitly as 
“platforms” are doing so with the express intent to facilitate the mobilization of 
complementors (Gawer & Cusumano, 2002). Complements are important for determining 
the outcome of a design battle (Suarez, 2004), and technology firms in particular, may 
develop a mix of supplemental organizational and technological systems, like developer’s 
programs and App Stores.  
Media. Media is a special kind of mobilizing structure, because it shapes discourse 
by reporting and relaying messages through its own frames, which are shaped by both the 
media role and the collective frame for the field (Ryan, 1991). In particular, media 
interpret events through the frames of the elites. The issues they amplify, and the 
speakers they highlight, can change the discourse and framing of a subject (Koopmans & 
Muis, 2009; Koopmans & Olzak, 2004; Zald, 1996). Media is important to movements to 
communicate and shape collective frames on the subject. Media are drawn to particular 
kinds of stories and story structures that are easy to understand, such as a competition 
between two forces or opponents (Kaplan & Radin, 2011; Ryan, 1991). Media shapes 
how ideas spread, and which ones are picked up and amplified (Gamson & Modigliani, 
1989; Koopmans & Olzak, 2004) 
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The role of media in design battles may be slightly different. While social 
movements often attempt to influence society at large, and powerful agents in particular, 
technology contests frequently start with battles for much more focused and connected 
audiences. These technical specialists and early adopters (Rogers, 1983) gather relevant 
information from narrower sources, including technology and industry publications. 
Technologies oriented toward business customers may never rely on mass media, though 
consumer technologies that grow in popularity are likely to use mass media later. For this 
reason, in early stages of a contest, specialist media that engages those key audiences will 
be important. Specialist media, however, have different sets of incentives than mass 
media, such as reinforcing a reputation as experts (Kaplan & Radin, 2011). As Kaplan 
and Radin described, specialist media can “bound an emerging technology” by framing a 
debate in a way that limits consideration of possibilities before the possibilities are 
technically exhausted. Specialist media have a stake in the battle, but their own interests 
are different from other actors who are committed to particular technologies or market 
outcomes. The impact of media coverage is likely to be particularly influential for 
emerging technologies, as there is uncertainty and ambiguity in the field, and weak 
technological frames. The presence of strong media might steer the field to a narrower 
search space (Kaplan & Radin, 2011), or might allow for the spread of ideas that lead to 
coordinated action (Fligstein & McAdam, 2011). Conversely, the lack of a strong media 
presence may allow more ideas to flourish (Sgourev, 2013).  
Framing Processes 
Framing processes are how actors attempt to influence collective frames and 
promote their own agendas (McAdam et al., 1996). Social movements have a range of 
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framing processes and tactics at their disposal (e.g. Coles, 1998; Ryan, 1991). Design 
battles have a different array of specific processes. Established firms’ previously noted 
need to maintain legitimacy precludes certain kinds of radical actions. However, the 
interconnectedness of markets, and the material aspects of the battle offer new actions. 
Strategic maneuvering, such as entry timing, pricing, alliances, and marketing, has a 
framing effect (Suarez, 2004). These actions can convey meaning about a firm’s 
confidence in its technology, and in it’s belief in the design’s ability to dominate the 
marketplace.1  
For a technology to actually succeed, it must be understood by its prospective 
customers. The technology literature describes three kinds of frames people hold about a 
given technology - the nature of technology, technology-in-use, and technology strategy - 
that people use to understand and interpret technology (Orlikowski & Gash, 1994). The 
nature of technology frame explains “what a technology is and what it is for.” The 
technology-in-use frame is beliefs and expectations about how the technology works and 
is used in practice, and by whom. The technology strategy frame describes technology 
direction and what the technology will become.  
These technology frames are built through framing processes. This section 
considers what framing processes achieve, and how they do so at a social level. Framing 
processes build frames to manage ambiguity and uncertainty, by fulfilling diagnostic, 
prognostic, and motivational tasks. To be successful, the framing processes must reach 
                                                
1 I do not claim that an actors’ claims in a framing contest necessarily represent 
their true internal frames. Public framing claims may also represent their attempts to 
sway others. So, framing attempts may or may not represent the speaker’s true beliefs 
about the technology, but they do embody the speaker’s true beliefs about the audience’s 
beliefs about the technology. 
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audiences, and the frames must resonate with them. When actors in a field present 
competing frames, a framing contest occurs, forcing a debate about how to interpret the 
environment and events in the field (Kaplan, 2008). 
Ambiguity and uncertainty. Frames are the cognitive structures that allow people 
to operate in contexts with uncertain facts and ambiguous meanings. New designs are 
surrounded by uncertainty and ambiguity (Murmann & Frenken, 2006). New designs 
may involve changing categories or frames, or require the creation of completely new 
cognitive structures (Suarez et al., 2015). In a design battle, uncertainty and ambiguity 
exist at multiple levels - regarding the actual technologies, their uses, actor intentions, 
and market outcomes. From a framing perspective, the technology cycle is characterized 
by framing events.  
During a framing contest, ambiguity and uncertainty can also be increased or 
decreased by specific framing actions. These framing actions could be discursive, like a 
statement, or material, like a product launch. As the battle proceeds, frames are 
constructed, and battle ends when a set of technological frames dominates and provides a 
framework to interpret the environment and eliminate or manage the ambiguity (Kaplan 
& Tripsas, 2008). These resulting collective frames must satisfy three “core framing 
tasks:” diagnostic, prognostic, and motivational (Benford & Snow, 2000).  
Core framing tasks. The ideal framing attempt should mobilize adherents, sway 
bystanders, and demobilize detractors (Benford & Snow, 2000). Social movements have 
a range of framing processes and tactics at their disposal to achieve these ends (e.g. 
Coles, 1998; Ryan, 1991). Frames must accomplish diagnostic, prognostic, and 
motivational “core framing tasks” to mobilize a movement (Snow & Benford, 1988). 
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Diagnostic framing identifies the problem, assigning causes and blame. Prognostic 
framing identifies solutions, and a vision for the future. Motivational framing attempts to 
mobilize the audience to take action. Table 5 compares Snow and Benford’s core framing 
tasks and technological frames (Orlikowski & Gash, 1994). Adding the social movement 
framing concept to the technological frames provides additional insight into the social 
construction of technology. 
 
 
Table 5: Core Framing Tasks and Technological Frames 
Social Questions Core Framing 
Task 
Shared Questions Technological 
Frame 
Technology 
Questions 
Why does the 
problem exist?  
Who are the key 
players? 
Who are “we?” 
Who is to blame? 
Diagnostic What is the problem? 
Nature of the 
technology 
What is the 
technology “for”? 
 
Prognostic 
 
What is the solution to 
the problem? 
How is the solution 
implemented? 
Technology-in-
use 
How does it work 
in practice? 
What is the vision of 
the future? Where is 
this going? 
Technology 
strategy 
 
Why should the 
audience take action? Motivational 
 
 
 
 
Diagnostic framing focuses on the identification of a problem, and root causes of it. 
Social movements often find agreement on the problem, but have a greater struggle 
identifying the causes, or whom to blame (Snow & Benford, 1988), as there are many 
possible ways to attribute that. Diagnostic frames in social movements are often 
influenced by the concept of “injustice” in society (Benford & Snow, 2000). This is not a 
typical framing in design battles. Diagnostic framing in technology is often centered on 
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user needs. In the Era of Ferment (Tushman & Anderson, 1986), there may be 
disagreement about what the technology should actually do. There may be agreement on 
particular performance characteristics, but that may also be temporary. A disruptive 
innovation matches the performance of an old design, and then facilitates a shift in 
customer values to an expanded set of problems (Christensen, 2000). From the framing 
perspective, this shifts the market’s collective diagnostic frames.  
Diagnostic framing can also include defining social boundaries, and adversaries 
(Benford & Snow, 2000). Boundary framing defines who is “in” or “out” of the 
movement. Adversarial framing casts blame for the situation, or opposition to the 
movement. In social movements, these are quite important. In design battles, they can 
also be invoked to define boundaries between ecosystems, or disparage threatening rival 
products and designs. When an actor successfully defines a rival as an adversary to an 
audience, the adversary’s claim-making credibility is reduced, making it more difficult to 
win the framing contest (Benford & Snow, 2000). 
The technological frame, “nature of technology” explains to the user why a 
technology exists, and what it is (Orlikowski & Gash, 1994). For the technology itself, 
this frame performs the diagnostic framing task, though it does not address matters like 
social boundaries and attributions. But this frame also performs a portion of the 
prognostic framing task, describing what the solution (the technology) is.  
Prognostic framing represents the solution and the speaker’s vision for the future 
(Benford & Snow, 2000; Snow & Benford, 1988). In Orlikowski & Gash’s framework, 
the solution includes part of the “nature of technology”, and “technology-in-use,” while 
the future vision is “technology strategy.” In social movements, the solution is often a 
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policy solution. Movement members may have disagreements about the solution, but 
remain united around other movement goals, like the raising awareness of the diagnosis, 
and shared a vision (Benford, 1993). This differs for design battles, where the solution is 
the technology and design itself. Where a social movement is essentially trying to solve a 
problem, a technology firm is trying to sell a solution.  
Social movements are composed of a mix of actors who may agree on some broad 
objectives or concerns, but differ on many specifics (Benford, 1993). Social movements 
are often driven by injustice (loss) frames (Benford & Snow, 2000; Ryan, 1991), and 
accompanied by motivational framing that emphasizes both the duty of the audience to 
take action, and the promise of success. The frequent goal of social movements to create 
public, non-excludable goods, creates an incentive for free-riding, which can hinder 
motivation among potential supporters (Olson, 1965). Movements that aim to benefit 
third parties also have a greater challenge in motivating support.  
Firms in design battles differ from social movements in important ways regarding 
their goals and the nature of success. Social movement actors have goals of changing 
systems that are outside of their control, often at a national or global scale. Social 
movements may be able to start with smaller victories and build on them, and may set 
goals in terms of decades. The changes they seek are the ultimate goal.  
In design battles, the actors’ goals are more concrete, and progress is measured 
more tangibly, and in a shorter time frame. While a firm may want its design to be widely 
adopted, the firm could still achieve commercial success in a niche if its design does not 
emerge as “dominant.”  These common profit needs also drive firms toward relatively 
homogenous goals. Firms will engage in collective action with rivals to grow the 
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industry, but also have strong incentives to compete among themselves (Suarez, 2004). 
Collective action among technology firms is oriented toward creating a favorable 
business environment in which to compete, rather than being the ultimate end in itself. 
While social movements tend to concern themselves with motivational tasks, 
motivation is not something that falls into the technological frame paradigm. This is 
likely because of differences in the opportunity structures in the two contexts. In social 
movements, the solution is often a policy solution, implemented by third parties. 
Technologies are usually considered in one of two different contexts: markets or 
hierarchies. In a market, motivation is implicit for customers if the technology is a real 
solution to real problems. In other words, the motivational and diagnostic framing are the 
same. In a hierarchy, motivation is also embedded in the power context and is externally 
applied (Leonardi, 2008). Design battles often assume certain sets of self-interested 
motivations, which follows directly from contests that produce private goods or offer 
other appropriable benefits to participants. Technology firms will tend to be more 
homogenous than actors in general social movements, in terms of backgrounds, 
assumptions, and collective frames. Actors’ understandings of a topic are shaped by their 
frames, which are constructed from their frame repertoires (Benford & Snow, 2000). 
These frame repertoires are shaped by the actors’ histories, so similar histories or 
understanding of technology will lead to similar cognitions about the technology and 
market (Kaplan, 2008). The open “private-collective” innovation model works because 
even with low-appropriability technology, private benefits exceed the costs for 
participants (von Hippel & von Krogh, 2003). As a result of this focus on self-interested 
motivations, design battle motivational framing becomes highly connected to diagnostic 
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framing, and it can be difficult for researchers to specifically identify the deeply buried 
assumptions that underlie motivational frames in technology markets.  
For established firms, their installed base can be an important audience for the 
construction of a dominant design, through technical means like backward compatibility, 
through network effects, and from the legitimacy and influence the firm has with those 
customers in shaping their frames about the contested technologies (Suarez, 2004). 
Design contests tend to be able to focus more on direct benefits to customers, rather than 
motivating a degree of altruism to mobilize support. Complementors for the new 
technology have a slightly different form of self-interest. Their commitments to a design 
can be important to establish the design’s legitimacy (Suarez, 2004), but these firms will 
support a design for reasons other than their own use of the technology. Their full support 
will be based on their belief that a particular design will ultimately succeed.  
Framing and counterframing. Benford & Snow (2000) identify three non-
exclusive types of framing processes: discursive, strategic, and contested. Discursive 
framing processes emphasize discussion and communication, and articulate a story, and 
amplify specific beliefs and values. Strategic framing processes are deliberately done to 
promote the frame, and attempt to connect the frames with intended audiences. These can 
be done by changing the frame, its emphases, or by trying to alter critical audience 
beliefs. Contested framing processes occur when there is active contestation of the 
frames.  
One phenomenon that emerges in contested framing is “counterframing,” which 
directly attempts to undermine or counter another party’s frames, stories, or values. It is 
used to undermine support for competing logic and solutions (Benford & Snow, 2000; 
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Kaplan, 2008; McCaffrey & Keys, 2000). Contested framing also frequently features 
legitimacy battles, in which claimants attempt to both build their own credibility with 
target audiences, and undermine the credibility of rivals (Kaplan, 2008; McCaffrey & 
Keys, 2000). Claimants with higher legitimacy have greater opportunity to have their 
framing claims adopted by the audience. 
Discursive Opportunity and Frame Resonance. More broadly, for a framing 
attempt to succeed, there must be “discursive opportunity” for it, in which the message 
resonates with the audience, and finds a channel to reach the audience (Ferree, 2003). 
Framing theory considers that the “resonance” of a framing message is key to its adoption 
by an audience. A resonant frame is more likely to be adopted by the audience. Two 
major factors of resonance are the credibility and the salience of the claim, and both are 
actively contested in a framing contest (Benford & Snow, 2000; Kaplan, 2008).  
The credibility of a claim is dependent on its empirical credibility and the 
credibility of the claimsmaker (Benford & Snow, 2000). Prototypes and demonstrations 
are tangible ways that technology can establish its empirical credibility for prognostic 
framing. Claimsmaker credibility, however, is based on the speakers, and can be subject 
to contestation as previously noted. While dominant design literature considers a role for 
firm credibility in the creation of dominant design (Suarez, 2004), credibility impacts not 
only actions and consumer preferences, but how actors’ framing attempts are evaluated 
by audiences. Highly credible speakers will have more resonant messages. Credibility 
itself is socially constructed, both in terms of the position that a firm has in the market, 
and in the social boundaries that exist in the field. Market power and reputation will be 
related to the credibility a firm has in framing, but this can be altered through inconsistent 
55 
 
claims and actions (Benford & Snow, 2000), or counterclaims from rivals (Kaplan, 
2008). A speaker may be able to increase their credibility with a limited audience by 
defining and strengthening boundaries around the itself and that audience.  
The salience of a claim is based on its centrality (how important the subject is to the 
audience), its experiential commensurability (how much it corresponds to the audience’s 
experience), and narrative fidelity (how well it fits with the audience’s a priori beliefs and 
frames) (Benford & Snow, 2000). In highly connected fields, as design battles may be, 
the audience may share many beliefs, values, and experiences. Priorities, too, may be 
fairly homogenous. However, when a new design solves new problems, it may lead its 
proponents to emphasize different values than competitors. For example, in the case of 
hydraulic excavators vs. steam shovels, after the central value of shovel volume was 
matched, the value of safety became more central to buyers (Christensen, 2000). 
Fortunately for new technological designs, many technology audiences value innovation, 
and find that narratives about growth, change, and industry upheaval fit well with their 
pre-existing cultural frames. 
If the framing attempt has the potential to sway the audience, it must still reach the 
audience. As previously mentioned, design battles and technology fields have media 
dynamics that differ from political social movements. Because technology industries are 
covered by more highly targeted media, actors in design battles must appeal to a narrower 
range of media. Commercial ventures have greater resources than social movements 
would, and can buy a degree of media access. However, even more access is needed to 
construct a new technology regime.  
56 
 
Participants in framing battles have different levels of discursive opportunity. 
Market leaders have greater access to media (Coles, 1998). They also have additional 
power because the frames of the elites are the default frame of the media that cover them 
(Ryan, 1991), and so framing that challenges the dominant thinking is relayed through 
the lens of the establishment frame, and is thus transformed (Zald, 1996). Firms with 
market power may be able to work through partner relationships to create additional 
opportunities for drama and discourse, and public agreement with a technology strategy, 
further reinforcing their claims (Koopmans & Olzak, 2004). Firms that are particularly 
successful in managing the media and their image can become “celebrities” and gain 
additional attention, and thus opportunity to shape discourse (Rindova et al., 2006), and 
even open direct channels to their intended audiences.  
Frame-event dialectic. The “frame-event dialectic” (Benford & Snow, 2000; 
Ellingson, 1995) can force the actors into reframing. Events, whether external or the 
result of an actors’ actions, can alter the discourse of a framing contest. Events can 
disrupt the cultural system, changing the meaning embedded in pre-existing rules, 
assumptions and symbols (Ellingson, 1995). They can also impact the actors in the 
system directly. An event can motivate bystanders to take a position in a debate - whether 
that position was previously recognized in the debate, or not.  
Events may represent new information to audiences. Audiences use this new 
information to reevaluate their own frames, as well as the contesting frames. New 
information may dramatically contradict or support arguments advanced by a frame. 
Virtually all of the sources of resonance (Benford & Snow, 2000) for an audience could 
be altered by events, whether external, like a stock market crash, new regulation, or 
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industrial accident (e.g. Fiss & Hirsch, 2005; Garud et al., 2010; Meyer & Höllerer, 2010) 
or the result of an action by a party that is engaged in framing attempts (e.g. Ellingson, 
1995; Glynn, 2000; Navis & Glynn, 2010). 
Events may cause the credibility of the claimsmakers to be reconsidered, either 
positively or negatively. The salience of the frames may be impacted by events as well. 
The centrality of a frame may be changed due to the relative importance of certain values 
over others. For example, audiences who were first concerned with economic arguments 
considered law and order to be more central, following riots (Ellingson, 1995). 
Experiential credibility can change, as framings become less abstract to audiences based 
on events, such as risk of nuclear accidents in the wake of the Three Mile Island accident 
(Garud et al., 2010). Events could also alter the narrative fidelity or cultural relevance of 
contested frames.  
Events that are external to the contest may especially spur audiences to reevaluate 
the empirical credibility of the frame, as new information may dramatically contradict or 
support arguments advanced by a frame.  
When the event is one of contestant action, frame consistency may be highlighted 
(Benford & Snow, 2000). The contestant’s prognosis can be compared to the contestant’s 
diagnosis, encouraging audiences to evaluate whether that prognosis is congruent with 
that movement’s stated diagnosis, and if it is desirable for the audience member 
(Ellingson, 1995; Glynn, 2000). If one group takes an action that is inconsistent with its 
stated goals, or is negative for its supporters, there is a significant need for reframing. 
Opponents’ counterframing may be bolstered, and force a reframing within the acting 
group. Strategic maneuvering can also have a highly credible framing effect (Suarez, 
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2004), as actors make tangible moves with marketing, alliances, price changes, and 
market entry. By demonstrating a firm’s confidence in and commitment to a technology 
with tangible actions, this can enhance claimsmaker credibility.  
Propositions 
For new technologies, if the market begins to develop, consensus will emerge about 
the technology, particularly regarding what it is, what it is for, and how it is used. This 
consensus is the “dominant frame” regarding the technology. While dominant frames can 
eventually be challenged and overthrown by new frames that accompany new 
innovations, they typically form boundaries for future framing contests within their 
assumptions and beliefs (Kaplan, 2008). The dominant frame may be referenced in future 
contests, or it may not be explicitly referenced, because it becomes the common shared 
frame within the field.  
 
Proposition 1: Discourse will reflect a competition between distinct technological 
frames, particularly around the Nature of Technology and Technology In Use 
Proposition 2: As a technology contest proceeds, collective frames will emerge. 
New frames will be contested within the bounds of the dominant frame.  
 
Because firms can influence the development of the dominant technological frames 
in an industry, the firm’s ability to communicate its frames is likely to be an important 
factor in the emergence of the dominant design and market outcomes. Actors have 
different degrees of media access, and elites have distinct advantages. Elite actors have a 
higher level of credibility, which both advantages audience reception, and the likelihood 
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that media will provide them with visibility (Coles, 1998; Ryan, 1991). Historically 
successful and well-reputed firms should therefore have greater media access. Beyond 
their own access, the frames that media outlets use to interpret a subject are frequently 
derived from the frames of elite actors (Ryan, 1991). In some very chaotic cases, where 
multiple technologies are in competition simultaneously, media can actually play the role 
of kingmaker, deliberately choosing which technologies to highlight, and which discourse 
is relevant (Kaplan & Radin, 2011). Just as social movements need media coverage to 
thrive, technology firms need to get their frames out to their audiences. Firms that are 
more successful in getting their frames into the public discourse will be more able to 
define what are appropriate solutions and appropriate problems for the technology to 
address. These solutions and problems are most likely to be ones that best suit the firm’s 
design. 
 
Proposition 3: Firms whose frames are more successfully relayed in the media will 
be more successful in advancing their design in the market. 
 
Framing contests are typically identified in cases where rivals engage in framing 
and counterframing, with legitimacy claims and counterclaims (Kaplan, 2008). While a 
framing contest might be most easily observed this directly-contested context, theory 
suggests that framing contests can also be waged by denying rivals discursive opportunity 
(Ferree, 2003). Elites often downplay and ignore insurgent claims as a means of doing so 
(Ryan, 1991). Elites may also attempt to dictate which rivals gain discursive opportunity, 
for example by debating details with similar rivals, rather than engaging with unlike 
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rivals whose frames might ultimately be more threatening (Ferree, 2003; Ferree, 2009). 
As a result, framing contests can be fought directly or indirectly, with different patterns in 
discourse. 
 
Proposition 4: Framing contests can be fought directly, with counterframing, or 
indirectly, by trying to cut off rivals’ discursive opportunity. 
 
By applying this social movements framework to technology development, we can 
identify ways in which the dynamics of a technology design battle are similar to, but 
distinct from, traditionally studied social movements. It provides technology researchers 
a different lens through which to examine technology design and evolution, and suggests 
boundary conditions for social movement-derived theories in technology. In the next 
chapter, I lay out the empirical approach I used to explore these questions using large text 
data sets and latent semantic analysis. 
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CHAPTER 4: METHODS 
In this chapter, I describe the key methods I use to study framing contests in 
technology. This chapter has three main subsections. First, I explain my research design, 
using the emergence of smartphones as the context for studying framing contests in a 
design battle. I describe my methods, focusing on Latent Semantic Analysis (LSA) and 
how I created my semantic model. The second section describes significant steps I took 
to enable me to tackle the scale of data required for this project. This involved software 
for more effectively managing resources on my computer, as well as developing 
functions to accelerate the specific kinds of analysis that would be valuable for these 
questions. The third section describes some specific approaches I used or developed to 
explore my semantic model and this data, and the kinds of key insights that one can 
derive from these methods.  
Research Design 
When building this study on how framing contests play out in a design battle, I 
adopted the case of the emergence of smartphones from 1992-2010 as my research 
context, because it has many characteristics that are critical to study framing contests and 
dominant design. I then explain what LSA is, and how to interpret it. I explain how I 
gathered data, and used text to create semantic spaces to analyze terms and documents. 
Context: Smartphones. I study the questions around framing contests and 
dominant designs in the context of the smartphone market. The smartphone industry is a 
useful place to study questions of framing for many reasons. As a consumer product, 
public media coverage influences the development of the market and the technology. 
Business-to-business products, conversely, would have less media to study, and be 
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potentially more influenced by less public discourse and market structures. The framing 
contests that are fought in consumer products, therefore, are more likely to be accessible. 
The smartphone market is particularly economically important, with $398B in sales in 
2015 (GfK, 2016), and high profile, giving researchers a great deal of media coverage for 
source material.  
These questions should also, ideally, be examined in a context in which the 
technological frames of the product have evolved. As smartphones became ubiquitous, 
society changed and found unexpected uses for them, they have impacted parts of life 
like taxi service, policing, dating, and driving habits. This is also a market where some 
participants are particularly adept at framing. Apple has a reputation for being a master of 
media and publicity. Their announcements are intensely covered by the media, both with 
rumors before an announcement, and with coverage afterward. The smartphone market 
has many participants, with required complementary services. The regulation of 
telecommunications also yields a great deal of public technology and market data.  
Smartphones are also useful because they experienced multiple designs. Since 
smartphones emerged, there have been several competing designs, two of which 
eventually dominated the category as “smartphones” at different points. This allows us to 
compare how the market evolved over time, and study how framing shifted with these 
designs in different periods of contestation. From the first mentions of “digital 
convergence” in the early 1990s to today, the “idea” of the smartphone evolved along 
with the technology. By the 2010s, a “smartphone” was indeed a “converged device” as 
predicted two decades before, combining a range of functions performed by many other 
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products. However, the path that the category followed wound through various 
technologies and product conceptions.  
The form of the phone evolved, as a range of technologies were used as interfaces. 
Perhaps the best signal of the existence of a design contest is the fact that Nokia’s 
Symbian phone operating system supported three distinct user interfaces: numeric 
keypads, a stylus-based touchscreen, and a keyboard/pointer (Tee & Iversen, 2007). 
Handset manufacturers who implemented Symbian could implement their user interfaces 
using one of these, or another design to integrate their chosen hardware user interface. 
Later, Symbian also added the iPhone-style capacitive “multitouch” touchscreen. The 
changes that came to smartphones were not simply within the products themselves, but in 
the technological frames that surrounded them. User interfaces are an embodiment of 
Technology-In-Use frames, and are closely linked to the Nature Of Technology 
(Orlikowski & Gash, 1994).   
 
 
Table 6: Major Smartphone Designs 
User Interface Defining Characteristics Exemplar 
Brands 
Pen-based touchscreen Input: primarily via large resistive touch screen, stylus 
Primary uses: Contact management, address book, 
calendar 
Palm, 
Windows CE 
Numeric keypad 
Dominant in non-email 
contexts c. 2004 
Input: via non-QWERTY keys, built up from older 
numeric keypad. Often narrower design. 
Primary uses: Phone, specialized features 
Nokia  
Keyboard 
Dominant “smartphone” c. 
2004 
Input: QWERTY keyboard on lower half of device, with 
wheel or ball for selection. Wider design. Primary uses: 
Email, phone 
Blackberry 
Multitouch screen with 
software keyboard 
Dominant c. 2011 
Input: Large capacitative touch screen supporting 
multiple simultaneous inputs, software-based keyboard. 
Primary uses: Web browsing, maps, apps 
iPhone 
 
 
 
So, what is a smartphone for? Over time, various conceptions, and various designs 
have been dominant. Market definitions shifted over this period as well, but for the 
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“smartphone” label, two designs have reached dominance. While the ideal of a 
“converged device” split into several separate markets in the mid-2000s, the 
“smartphone” was exemplified by the Blackberry product line. It featured a physical 
keyboard and had a strong emphasis on email, and especially in a corporate setting. 
While they had other functions, email was a strength, and the tactile keys gave users not 
simply speed, but the ability to draft messages by feel, without looking at the device. 
User input was through physical keys, with a screen taking up about half of the face of 
the device as a primary output feature. As a “serious business device,” other functions 
were typically integrated into other separate niches like “cameraphones” and “music 
phone” product categories. 
The second major design was announced in January 2007, when Steve Jobs took 
the stage at MacWorld and made a range of bold claims (Kast, 2007). Of the first iPhone, 
he said that Apple was going to “reinvent the phone (Apple, 2007),” and of competitors, 
“The most advanced phones are called smart phones. So they say…  they’re not so 
smart.” Those devices provided “the ‘baby Internet’” and a phone should have access to a 
full range of websites instead of specially limited ones. Researchers have since argued 
that this web access was the first “killer app” for the iPhone design (West & Mace, 2010).  
The iPhone’s “multitouch” capacitive touchscreen allowed multiple fingers to be 
used simultaneously, and by moving the keyboard into software on the screen, resolved a 
fundamental tension between input and output features on keyboard-centric models. It 
delivered both user input and output via the touchscreen, with more complex integration 
with the operating system. This is a radical innovation (Henderson & Clark, 1990), 
changing the components as well as their linkages to the core concepts. This also 
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increased the pleiotropy of the touchscreen in this design (Murmann & Frenken, 2006), 
as the screen becomes integral to almost every interaction for input as well as output. The 
screen and operating system are two of the core components in the dominant multitouch 
design, while competition continues in low-pleiotropy peripheral components (Cecere, 
Corrocher, & Battaglia, 2014) as competitors innovate incrementally.  
In general, a consensus about a smartphone dominant design has begun to appear in 
the technology literature. “One key trend is the convergence in smartphone hardware and 
software, which suggests that a dominant design, based on the iPhone, has been 
established” (Pon, Seppälä, & Kenney, 2015). In 2010, while iPhone was only available 
on AT&T in the US, and as Android phones were just entering the market, West & Mace 
(2010) claimed "The dominant design for US smartphones clearly included a device 
suited for web browsing and other popular Internet applications, but other issues such as 
keyboard type appear to be open to further experimentation.” By 2012, fewer than 2% of 
smartphone models relied exclusively on a keyboard for input, while over 90% had a 
touch screen, 3G, a camera, wifi, and other common features (Cecere et al., 2014).  
While there is not universal agreement that a dominant design does exist in 
smartphones, this is disagreement about the definition of a dominant design. Cecere et. al. 
(2014) dispute the idea that smartphones have a dominant design, arguing that dominant 
design exists in some, but not all technological dimensions for a smartphone. However, 
Murmann and Frenken’s (2006) framework for dominant design emphasizes the 
hierarchical nature of design, and thus the hierarchical nature of dominance. Because a 
product is composed of a hierarchy of architectures with subcomponents, a single product 
can contain multiple designs, and can reach design dominance in some components and 
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not others. Murmann and Frenken’s framework affords a granular analysis of dominant 
design, as we can identify architectural designs that are common, such as distinctions 
between hardware and software, between “CPU” chips and wireless chips, etc. To 
supplement these theoretical arguments regarding dominant designs, I also consulted with 
two academic experts in dominant design, one of whom had studied the smartphone 
industry. Both agreed that smartphones have had two dominant designs.  
The smartphone industry is also characterized by a market structure that is likely to 
exhibit social-movement-like characteristics. Ultimately, phone services need to 
interoperate, and this led to a series of organizational forms including standards bodies 
and national regulators. Mobile handsets are produced by one set of firms, but are used to 
deliver services from mobile network providers. These companies collaborate, but do 
have divergent interests, and most companies in one segment work with many companies 
in the other segment. Networks were also responsible for most of the sales and channel 
management for phones in the US during this period. Mobile phones and mobile 
networks are complementary products, but the phones have other complements as well. 
Phones have peripherals, like headsets, cases, and external speakers. Many of the 
handsets share component vendors, including chip manufacturers and designers, or 
software including operating systems. The emergence of the smartphone as an app 
platform also created interdependence with software companies. This complex ecosystem 
supported many firms, with a range of interests, operating to shape technology at 
different levels. And yet, ultimately, this is an ecosystem for consumer and business user 
products. 
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The smartphone industry is also a useful context for studying framing contests 
because the dominant frames around the technology has shifted over time. In the early 
2000s, smartphones were expensive, and often corporate-issued, leading them to become 
symbols of social and professional status. In the US, texting was relatively rare, and 
smartphones were frequently used for email. Over time, smartphones have become a 
clear consumer product, and while issues of class and status may still be embedded, 
smartphones have become an integral part of modern life. Mobile web search first 
exceeded desktop web search in 2015 (Groden, 2015), and app sales also continue to 
grow. A smartphone in 2016 not only looks different from one from 2003, it has entirely 
different uses and meaning. In this study, I will show how the shifts in meaning and 
technology led to a reordering of the market. 
The market for telephony products is both national and global. Firms in the market 
are global, and offer similar products worldwide. However, separate regulators do create 
different contexts and limit the products which can be offered in any specific market. The 
text I use in this study is drawn from global sources, however in matters of technology 
and regulation, I examine data only from the United States.  
Although mobile phones are quite similar, and in some cases, identical across 
geographies, I concentrate on the US market for several reasons. First, the markets 
themselves are geographically segmented. Telecommunications is regulated at a national 
level, and so concentrating on a single large market will eliminate possible national-level 
confounds. This also allows homogenous data from the US Federal Communications 
Commission (FCC). Restricting to a single market also helps to control for differences in 
unobserved national-level influences, like advertising campaigns, promotions from 
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mobile networks, or just national cultural differences. For example, texting, or SMS, was 
adopted in the US much later than in Japan or Europe. So, I would expect that diagnostic 
or nature-of-technology framing could be different for countries that see different uses for 
the technology. 
In the next section, I describe how I use Latent Semantic Analysis to study framing 
in this context. 
Latent Semantic Analysis. Prior archival research on frames has focused on either 
larger scale approaches, using keywords or sentiment analysis (e.g. Fiss & Hirsch, 2005), 
or with manual coding of meaning (e.g. Gamson & Modigliani, 1987). The first approach 
is useful, but is lexical, rather than semantic in nature, and assumes that the keywords 
have similar meanings for different speakers, which is far from certain, and can in fact be 
an area of contestation (Coles, 1998). Manual coding, on the other hand, is costly in 
terms of time and money, and thus limits the scale of research. These systems are also 
categorical, and are not suited to determining degrees of similarity or difference between 
framing claims. 
While framing is a theory of cognition, Latent Semantic Analysis (LSA) is a 
method that attempts to model human cognition through mapping the meaning of 
language (Landauer, 2006). Theoretically, LSA’s model of meaning inference via word 
association has been claimed to correspond to the human language acquisition process 
(Landauer, 2006). Word meanings are gathered primarily from relations to other words, 
rather than via looking up terms in a dictionary. As people encounter new concepts, they 
try to understand them in terms of concepts and language they already know.  
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LSA analyzes word usage patterns and theorizes that co-occurrences between 
groups of words imply some sort of common meaning. LSA processes a large set of 
documents, and based on word co-occurrences, identifies the similarity and differences 
between texts (terms or documents) in terms of these appearances. Because words with 
similar meanings are theorized to be used in similar contexts, with other similar words, 
LSA theory suggests that this approach captures hidden meanings, and thus, is a semantic 
approach based on latent word meaning, rather than a lexical approach based on specific 
words or word counts, or dictionary definitions.  
Documents that are relevant to the topic and representative of the knowledge of a 
target audience are processed to create a multi-dimensional semantic space. This space is 
theorized to represent the range of word meanings known to the audience (Landauer, 
2006). Longer passages — sentences, paragraphs, documents — are composed of sets of 
words, and the meaning in them arises largely from the combination of term meanings. 
Other relevant passages can be “projected” into the space for comparison and evaluation.  
The language acquisition process is implicitly a communication process. Word 
associations in a text are created by the writer or speaker, and then interpreted the reader. 
Therefore, this language and meaning acquisition process is also one by which meaning 
is spread through groups. LSA has the potential to add a great deal to social science 
because it is a tool to quantitatively measure differences between texts, and at a large 
scale. With this capability, texts can be clustered based on semantic similarity, not simply 
word similarity. This may be useful to identify themes in the discourse. In addition, 
researchers can add metadata like dates and authors, to compare discourse across time or 
between different parties. Because framing is about meaning, and framing contests 
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involve contesting not just terms, but the meanings of terms, LSA should be well suited 
to study frames and the changes in framing in the public sphere. In this section, I first 
describe how we may apply LSA to the study of framing and framing contests, then 
explain the LSA process in more detail. Finally, I develop propositions about expected 
patterns of framing that we would expect to see using this method of measurement.Latent 
Semantic Analysis has been used in Information Systems literature as a means of content 
analysis and indexing, but has not seen widespread adoption in the management and 
organizations literature. Most notably, LSA has been used to map the similarity of 
organizations from a population ecology perspective (Ruef, 2000). Larsen and Monarchi 
(2004) used LSA to describe and then categorize academic literature. LSA holds that text 
meanings are derived from relations of the words in the text to other words (Landauer, 
2006). Framing theory holds that a group’s interpretation of a subject are derived from 
how it is framed relative to other subjects, including prior debates, speakers, and values 
(Benford & Snow, 2000; Snow & Benford, 1988). And just as a topic is framed by 
describing it in particular contexts, LSA interpolates meaning via the context of co-
occurring terms. It may be also be able to help us identify and analyze the frame 
repertoires of speakers and audiences. LSA holds the potential to be a useful tool to 
quantify frames and their positions in a space of meaning. This part of the project is 
focused on understanding how to realize this potential.  
LSA provides a novel way to both quantify meaning in statements and discourse, 
but also to determine similarity between claims by comparing their cosine distance in the 
semantic space. It can better capture the real meaning of a statement when compared to a 
keyword-oriented approach, since texts are typically evaluated at a statement, paragraph, 
71 
 
or document level. If an actor uses a rival’s term, but does so in a statement that has 
meanings very different than the term “normally would,” LSA’s use of the aggregate 
spatial position of the larger text will better capture the true meaning of the text. 
Compared to manual coding, LSA will likely be less precise, and miss certain nuances in 
communication. However, LSA allows the analysis of far more text, and is a reproducible 
process that is not subject (at least a priori) to subjective judgements. Both techniques 
will involve judgment in interpretation.  
Since emerging technologies are ambiguous, and many actors, market participants 
and media, have incentives to shape the cognition of others, framing contests are a strong 
theoretical fit with the LSA method. To study collective frames, I consider media 
coverage as a significant source of the meaning for the population. However, whether one 
sees media as leading public opinion (Ryan, 1991), or reflecting it, media can serve as a 
marker for public perception and frames on a subject. LSA gives us a tool to measure 
discursive framing, and shifts in it over time. Additionally, in logistical terms, because of 
the demand for discourse to make sense of new technology, there is often a great deal of 
discourse from which researchers can create a semantic space. Although different people 
will be exposed to different ideas, and will have individual understandings shaped by 
their own unobserved experiences, as a market and organizational field, I expect that 
discourse in the media will reflect members’ evolving understanding of the subject, and 
collective frames as a whole.  
To better understand how to apply Latent Semantic Analysis to social science 
issues, and technology framing specifically, I will describe how the analysis is conducted. 
LSA involves three major stages, followed by interpretation: 
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1. Collecting a corpus (database of text) that reflects the span of meanings and ideas 
under examination. 
2. Generating a high-dimensional semantic vector space based on word associations 
in the corpus 
3. Projecting documents into the space to identify differences between sets of 
documents 
 
In practice, researchers often use pre-existing semantic spaces, which are available 
online or in partnership with other researchers, such as through the University of 
Colorado (http://lsa.colorado.edu). If a theoretically appropriate semantic space is 
available, analysis can begin at the third stage. The first stage involves collecting the 
corpus of text that will be used as the basis of the semantic space. This is more than just a 
logistical problem about gaining access to text. There are several potential issues about 
the content of the corpus (Quesada, 2006). First, the corpus must be large enough to 
capture sufficient variety and meaning. A small corpus will also be overly sensitive to a 
small set of interrelated documents, and thus produce a space that is biased toward those 
documents, creating a distorted analysis. The corpus must likewise be sufficiently 
representative, because unrepresentative corpora will not produce spaces that accurately 
represent the meanings that are the target of the model. Third, because LSA is a corpus-
based theory of cognition, it cannot be tested independently of the corpus. It is difficult to 
determine whether an ineffective LSA model is the result of the model or the corpus 
(Quesada, 2006).  
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The second stage generates the semantic space. This process first creates a 
document-term matrix (DTM), listing co-occurrences of all words in each document. A 
document, for the purposes of this matrix, may not be a “document” like an article, but a 
paragraph or sentence within an article. Since LSA is a bag-of-words approach, the 
paragraph represents a “smaller bag” and because paragraphs themselves bound logical 
groups of meaning, it is often a good level at which to calculate associations (Quesada, 
2006). When creating the DTM, it is common to omit numbers as well as very common 
words like “the” or “and.” These words, called “stopwords” are used to structure 
sentences, rather than contain meaning independently. LSA, like other bag-of-words 
analysis, focuses on word meaning rather than sentence structure, and so typically omits 
them (Quesada, 2006).  
The DTM is typically weighted in a manner that increases the significance of rarer 
words, and diminishes the significance of more common words, thus highlighting distinct 
relationships between words in a document. The weighted DTM is then subject to a 
singular value decomposition, producing three matrices: a term-dimension matrix, 
singular matrix of dimension-to-dimension (which has the values on the diagonal, and is 
otherwise zeros), and a document-dimension matrix. The term-dimension matrix that is 
produced in this process is the semantic space.  
Only a limited number of dimensions are retained, though there are not currently a 
priori heuristics to determine how many dimensions to retain (Quesada, 2006). Different 
operations seem to have more satisfactory results with different numbers of dimensions. 
For large, general datasets, 300 dimensions seem to produce good results (Martin & 
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Berry, 2006), but more specialized sets seem to work better with fewer dimensions 
(Kontostathis, 2007).  
The third stage of LSA is the analysis of the documents of interest, which may be 
different than the documents used to generate the space. Since the semantic space was 
created as an n-dimensional space, each term (word) in the corpus has a position in the 
space, represented as a vector. So, if a semantic space is generated with 30 dimensions, 
the term “app” would be represented in the space with a vector of length 30. Passages, 
often called psuedodocuments can be created by adding all of the vectors of the 
constituent words together to produce a vector for the passage. In this way, larger 
passages can be plotted in the semantic space. The positions of text in the semantic space 
are valuable for research when used to compare between texts - to find similar terms and 
documents, or to measure distances (differences) in meanings. 
While LSA can be a powerful technique, there are a few conceptual issues an 
analyst must consider in applying and interpreting the results. First, a researcher must 
consider what is, and what is not, signified by LSA’s dimensions. When thinking about 
“dimensions of meaning” in LSA, it is important to understand that these dimensions are 
not directly interpretable (Hu, Cai, Wiemer-Hastings, Graesser, & McNamara, 2006). In 
social sciences, we often talk about dimensions which are a single concept on a 
continuum. A dimension in LSA does not represent a single concept - it represents layers 
of concepts. Singular value decomposition is sometimes used as a method to conduct a 
principal components analysis, and identifies a component in the data that explains the 
most variance. In the same way, LSA’s dimensions explain maximum variance in the 
weighted document-term matrix. LSA can be used to identify human interpretable 
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dimensions in the text by rotating the dimensions as is common in PCA or factor 
analysis(e.g. Evangelopoulos, Zhang, & Prybutok, 2012; Ruef, 2000; Sidorova, 
Evangelopoulos, Valacich, & Ramakrishnan, 2008). However, I suggest that there is 
great scientific value by focusing upon the distances between texts, as has been used as 
the basis for cluster analysis (e.g. Larsen & Monarchi, 2004; Larsen, Monarchi, Hovorka, 
& Bailey, 2008), and as is common in most social science use of LSA.  
In a large dataset, there are many groupings of text, many different meanings 
within the documents, and a single dimension will have terms at various points. For 
example, the classic social science approach might evaluate a “black-white” dimension. 
In LSA, “black” and “white” often have extremely similar positions since they are used 
together to describe a range of topics (e.g. color, race, dichotomizing, obviousness, etc.). 
The use of a single dimension to assess meaning can be useful when trying to determine 
whether there is some particular change from one text to another, (e.g. “in 2006, 
discourse flipped from high to low on dimension 15”). However, just as LSA dimensions 
each reflect a range of meanings, they are also not conceptually distinct individually. 
Analysis should generally emphasize the text’s position in space, which accounts for 
multiple dimensions simultaneously, and thus distinguishing between differences in 
meaning.  
Since unrotated dimensions are not individually interpretable (Hu et al., 2006), the 
position of a single text in a semantic space is also not directly interpretable. However, 
knowing the position of a text in a semantic space is quite valuable when comparing to 
the position of other texts. In a well-built LSA model, texts that are similar in meaning 
will be close to each other in the semantic space, while very different ones will be far 
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apart. While a variety of distance measures could be used, cosine distance (Landauer, 
2006) is frequently used to find the angular distance between texts. Identical texts would 
have a cosine distance of 1, while texts that are orthogonal would have a cosine distance 
of 0. (By using angular distance, we control for the magnitude of the vectors of each text, 
which is a function of the number of terms in a text.) In my empirical analysis, I use 
cosine distances between texts in various periods to evaluate how discourse changes over 
time, as well as to compare between terms, and discourse between speakers. 
One of the advantages of cosine distance relative to other distance measures is that 
by evaluating the angle between vectors, it eliminates the impact of the magnitude of the 
vector in the comparison. This is significant because the magnitude is related to the 
frequency of the term in the data. The more frequently a term appears in the data, the 
greater its magnitude. 
The frequency-magnitude relationship has other implications as well. Passages are 
assembled for analysis by adding individual terms (Landauer, 2006). As a result, when 
plotting a short passage, terms with very different frequencies in the corpus will have 
very different impacts on the resulting vector for the passage. In an extreme example, a 
two-word passage with a very frequent term and a very rare term will be very close to the 
frequent term’s position. Some approaches, like Kintsch’s predication strategy (Kintsch, 
2006) attempt to improve this distortion, but in any case, it remains a caveat for analysis.  
Rare terms hold other caveats too. The more frequently a term appears, the more 
likely it will contain more complex meanings, and the more likely that the corpus will 
accurately represent its actual range of meanings (Landauer, 2006). A term that appears 
rarely is less likely to represent the full range of meanings, and instead be very context 
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dependent. It could be so rare that its position in the space is not representative of the true 
meaning of the term. For example, in the smartphone data I will describe, the term 
“foosbal,” the table-top, spinning soccer player game, is assigned a position that does not 
reflect its real meaning. “Foosbal” appears 15 times in 11 documents, four of which are 
very similar with two appearances each. Therefore, it appears in basically distinct 8 
documents, with 8 appearances in one, and the others scattered. It is therefore heavily 
related to the over-represented articles. These articles happen to be about Google 
Location-based search, where the term is used in a quote from a manager. As a result, 
“foosbal” is positioned very closely to terms related to Google and location-based search, 
and not related to hobbies or games. In this case, the rarity of the term leads to a 
misrepresentation of the meaning. The appearance of the term in the corpus does not 
ensure that its meaning is accurately captured, and in this case, we can conclude that the 
corpus is inappropriate for questions revolving around the game of foosball. However, it 
is possible that under specific circumstances, it would be useful to use incorrectly placed 
terms as markers of specific, multi-term  constructs. For example, while those other 
terms, “Google, Location, Based, Search” have a range of meanings, the single term 
“foosbal’ may be relevant as a marker for a specific concept relative to phone usage. 
Data Construction. I collected data on the smartphone market. I rely primarily on 
text data, but supplement this with data on features of individual handset models, which I 
describe later. The text data is of two types, media coverage from Lexis/Nexis, and press 
releases from individual firms. The Lexis/Nexis database does not include press releases, 
but it is licensed to academic institutions on terms that permit automated analysis, which 
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its major competitor does not. In this section, I first discuss the media text, then press 
releases, then the handset data. 
As the research project developed, I conducted several rounds of text search. One of 
the fundamental challenges of market-wide textual research on smartphones is that the 
product became so successful. First, while widespread consumer adoption makes the 
research context important, it creates a huge volume of text in the public sphere, which 
presents challenges in regard to data acquisition and analysis. Second, it also leads to text 
where the research subject becomes incidental to the text and fades into the background. 
For example, in the mid 2000s, many stories including the word “cameraphone” were 
about events that were captured on a bystander’s phone. Thus, the technology is related, 
but not central to the story. However, this example arguably captures diagnostic and 
technology-in-use frames, and potentially provides some context about the market. Third, 
with more texts and speakers, there can be distinctly different conversations about the 
technology. These emergent concerns shaped how I conducted my data collection. 
I worked with three, progressively constructed media corpora. All were based on 
keyword searches in Lexis-Nexis. After smaller scale experiments, I began assigning a 
letter to each corpus to better track them as I added new text. As I began to explore LSA, 
I initially worked with corpora that I knew were too small to produce usable results, but 
helped me learn the technical part of the process. My first real exploration of the semantic 
space itself came with what I labeled “Corpus D,” containing 39,515 media articles from 
1992-2008. It used a set of keywords intended to pull in information from a variety of 
related product markets. For the years 1992-2007, I search on terms related to the 
smartphone concept, but with additional categories, since the category definition was not 
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necessarily set. These search terms are “smartphone or cameraphone or camera phone or 
PDA phone or computer phone or pocket pc.” The term “communicator,” another 
potential category name and the name of a Nokia product line, was omitted from the 
search, as Netscape Communications’ Communicator browser/editor suite cluttered these 
results. The appearance of the iPhone in 2007 led to a sharp increase in the number of 
news articles that mentioned these categories. In addition, the term “smartphone” was 
gaining currency at this point, and so Corpus D included just “smartphone” as its search 
term for 2008.  
Lexis/Nexis is a valuable source for media text data. However, its license prevents 
the use of automated methods of data capture, and poses several arbitrary restrictions on 
human downloading. A query that would return over 3000 articles returns instead a 
random selection of 1000 articles, so queries must be limited to return less than 3000. I 
did this by restricting the date range of my queries. Early queries could therefore 
encompass multiple years, but later ones only a few months. (The broader Corpus F 
query I describe below, in 2011, returns 3000 in less than three weeks.) From this query 
of 3000, only 500 articles can be downloaded at a time. So, a query that returns 2501 
articles would take six separate downloads, each involving a processing delay on the 
server. With no unexpected technical problems, each 500 article download would take 
approximately one minute from request to availability. Corpus D therefore served as a 
solid, if incomplete starting point for exploring the semantic space around smartphones.  
As I worked with LSA more, I made some technical changes I describe in the 
Technical Innovations section, which dramatically improved my ability to process 
additional data. With this, I returned to collect more data, and built “Corpus E”, adding 
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searches just for “smartphone” in 2009 and 2010. This more than doubled the size of the 
corpus, to 83,532 articles. Unless otherwise specified, all LSA results conveyed in this 
project are based on the Corpus E semantic space.  
A major concern in LSA is whether the corpus used is correct for the problem. An 
unrepresentative corpus will create a biased space, and lead to incorrect analysis. There 
are two potential issues with Corpus E. First, switching from Corpus D to Corpus E, we 
gained the ability to examine later years, but at the risk of biasing the space toward later 
years. Over half of the text comes from the last two years. This could overweight the 
semantic space toward more modern meanings, and risks underweighting meaning in the 
earlier periods. Because this doubles the size of the space, there will be bias, but rather 
than engage in a random sampling approach that would shrink the size of the corpus, I 
chose instead to evaluate my results with this potential distortion in mind.  
A second possible issue is that only the term “smartphone” was used in the last 3 
years, potentially biasing the space through a different set of searched terms. As the 
smartphone becomes ubiquitous as a product, it may seem like broader search terms are 
warranted. However, broader searches, yielding more articles, would further inflate the 
space. In addition, the Lexis/Nexis database contains metadata about the articles, 
including major themes and firms. As a result, an article would be returned in the search 
results even if “smartphone” does not appear in the original text, if Lexis/Nexis 
categorizes it as related to “smartphone” in their metadata. 
As a check on this, I gathered additional data to validate the adequacy of the search. 
I was particularly motivated to ensure that the omission of cameraphone articles was not 
biasing my findings. I conducted a much broader search to create Corpus F, filling in 
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additional terms for related products, and carrying them through the entire period, 1992-
2010. This more than doubled the size of the corpus again, to 183,798. In tests, this did 
not give significantly different results than Corpus E, increasing my confidence in the 
reliability of the Corpus E space. The increased number of PDA-related and “converged 
but not ‘smart’” terms like “music phone” did inflate the number of pre-2007 articles. 
 
 
Table 7: Corpora 
Corpus Count Years Search Terms 
Corpus D 39,515 
1992-2007 smartphone or cameraphone or (camera phone) or  (PDA phone) or (computer phone) or (pocket pc) 
2008 smartphone 
Corpus E 83,532 
1992-2007 smartphone or cameraphone or (camera phone) or  (PDA phone) or (computer phone) or (pocket pc) 
2008-2010 smartphone 
Corpus F 183,798 1992-2010 
smartphone or cameraphone or (camera phone) or  (PDA phone) or 
(computer phone) or (pocket pc) or palmOS or (palm w/1 pilot) or 
(Windows pre/1 CE) or WindowsCE or (handspring w/5 visor) or 
((handheld or hand-held or pocket or digital or electronic) pre/2 organizer) 
or ((handheld or hand-held or pocket) pre/2 (computer or device)) or 
(personal pre/1 digital pre/1 assistant) or palmtop or musicphone or (music 
w/1 phone) or (smart w/2 phone) or (digital w/1 convergence) or 
(converged w/1 device) or Symbian 
 
 
 
In each Lexis/Nexis query, I ordered the results newest to oldest and then 
downloaded each set (of up to 500 articles) as a single text file. I downloaded 
Lexis/Nexis metadata as well. I wrote a Python script to separate each of the individual 
articles into its own file. I numbered them serially, so that within a given set of queries, at 
least, the file ID can serve as an ordinal indicator of time. My script also extracted 
metadata for each article, which it wrote to a CSV file for examination in Excel and 
import into R. The parsed articles retained their headlines, but were stripped of all other 
metadata that the script identified. The parsing script was good, but imperfect, and so 
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certain non-standard text did make it into the imported articles. For example, some 
newspapers included their own contact information in the body of the text, and as this 
was not identified in the parsing stage. 
I performed additional data cleaning steps after importing the corpora into R, which 
I describe in the Constructing the Semantic Space section. 
In addition to the media data, I collected press releases for key handset 
manufacturers. These statements represent their very carefully considered claims and 
framing attempts for these emerging technologies, and the most salient aspects of other 
communications. To collect press releases of specific firms, I turned to their corporate 
websites. Some companies (e.g. Apple, Nokia, Blackberry, Microsoft) kept historical 
releases available, while others (e.g. Motorola, Danger) did not. Motorola, in particular, 
passed through several corporate forms since the study period, and did not retain its 
historical records. In these cases, I turned to the Internet Archive, archive.org for 
historical releases. A following section addresses the use of the Internet Archive.  
The basic approach for collecting data from firms which maintained their historical 
press releases was as follows. 
• Identify the URL convention for indexing press releases. 
 Typically, this is either by year (e.g. http://www.apple.com/pr/library/2015/), or by 
a numerical index (e.g. https://news.microsoft.com/category/press-releases/page/5/) 
• Using Excel, create a tab-delimited file that lists all of the PR index pages. 
• Use a Python script to read the file and download all files listed. Check for errors in 
the run, rerunning when problems are resolved. 
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• Use a Python script, customized to this company’s formatting conventions, to 
extract basic press release information (most importantly, the link to the press 
release text) for each release listed in each index file. Record this in a master press 
release tab-delimited file for the firm. 
• Use a Python script to read the file and download all files listed, with a firm-
specific naming conventions. Check for errors in the run, rerunning when 
problems are resolved. 
• Use a Python script developed for this firm’s press releases to extract the text of the 
release from the HTML, and save these as text files. Metadata was recorded in a 
separate file. Each firm had its own idiosyncratic formatting for its articles.  
• Import text files into R using eggTextmatrix to import and create the document-
term matrix. 
Step 6, firm-specific text extraction, was typically the most problematic step. Each 
firm had its own nuance in how text was stored, and the data parsing that resulted often 
required an iterative process to work through the various problems. As I explain below, 
Motorola was particularly problematic. My Python scripts were oriented toward ASCII 
characters, and Unicode posed challenges, since global firms use numerous alphabets.  
Apple’s press releases from 2000-present are listed on their website, by year. 
Apple’s PRs followed the basic PR process, although the problems with Apple Maps in 
2012 led to a statement that was apparently not maintained inside the PR IT system, and 
was thus lost. I retrieved it from the Internet Archive. I omitted 7 PDF releases which 
related to governmental or legal filings. Nokia’s press releases were available from 1995 
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to present, and Blackberry (as Research in Motion has been renamed) had releases from 
1997. 
Motorola was the most challenging firm by far, but was critical for press release 
analysis. During the study period, Motorola became a leader in mobile phones, lost 
leadership, and split handsets off from the other businesses as Motorola Mobility. As 
previously alluded, Motorola Mobility was then bought by Google and subsequently sold 
to Lenovo. Throughout these changes, they did not maintain their historical press 
releases. This posed several challenges. First, there was no authoritative site to obtain a 
single copy of each press release. As a result, I turned to the Internet Archive 
(archive.org) which saves copies of publicly websites.  
The Internet Archive is valuable for researchers, but imperfect. Without a single, 
current source of press releases, I was really going back to old websites, which stored the 
text in different formats. Motorola had several different formats for storing and serving 
its press releases, and using the Archive, I had to work with each one. In addition, the 
sites were served dynamically from a database, which the Internet Archive does not 
replicate. Therefore, there are some probable gaps in the record when they failed to 
spider each of the links on the front PR page as rapidly as the page filled up with links. In 
other words,  
• if the Archive spider could not record pages other than the first index page, and  
• recorded that page, containing the latest 10 releases every week, then 
• if there were more than 10 new releases in that week, those extra press releases 
would not be captured. 
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To ensure maximum coverage, I retrieved every copy of the main page of 
Motorola’s press releases websites, and then had to add a link-parsing step to make sure I 
included each PR only once. Motorola apparently also did not have a unified PR system, 
such that some parts of the business had their own separate press websites. I believe I 
have reasonable coverage of their press releases, based on a search for Motorola on 
prweb.com. PRWeb turned up no unidentified Motorola press releases. Because the 
Motorola PR systems were dynamically generated using scripting that Internet Archive 
could not duplicate, I was unable to filter releases like a regular user would have, and 
thus downloaded press releases in many languages. I wrote scripting to identify probable 
non-English PRs to eliminate before importing to R. 
Danger, a pioneering privately-held handset manufacturer disappeared from the 
Internet after its acquisition by Microsoft, but was also available on the Internet Archive. 
It had 83 press releases, in a single format, and was much easier to download and 
incorporate. Unfortunately, because it was essentially a small startup, it produced much 
less text than other firms, and so offers less insight into their contributions in shaping the 
industry. 
I collected handset data, with permission, from phonescoop.com, an online phone 
database and website (Livengood, 2010). This database tracks phones approved by the 
FCC, beginning in 2001. The data includes a limited number of models that were released 
overseas but not ultimately sold in the US. It also covers phones of all description, not 
just “smartphones” which is important since the definition of “smartphone” changes over 
time. 
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Following the technical strategy I used for collecting press releases, I wrote a 
custom website scraping Python script. I used another parsing script to extract structured 
data from the html tables. Some of the data was hierarchical, and other actually free text, 
which was naturally challenging to apply to a tabular format. I treated each “entry” in the 
feature table as a potential column. Text that had an obvious numerical value, for 
example, “Talk time: 4 hours” would be converted to a “TalkTime” column, with the 
value 4 parsed out. Each of these cases needed to be identified individually to apply the 
appropriate parsing function. Text without a clearly identifiable numeric value was 
treated as a dummy variable, so “water resistant” would be a column of “WaterResistant” 
with a value of 1. 
Some data had logarithmic characteristics. Where I could identify these cases, I 
stored them according to their underlying factor. For example, the number of colors that a 
display could show is a binary function, and increasing over time. A screen with just one 
level of color (on/off) would be a 1-bit display, while a screen of 262,144 colors 
(sometimes also shown as 262,000 or 260,000) has 18 bits, and would be stored as 18. 
This more clearly reflects the technological advancement in the components and features. 
Screen resolutions were typically conveyed as a length and width matrix of pixels, e.g. 
“640x480”. I converted this to a total number of pixels (which would be logged in 
analysis) and a ratio, since both total display resolution and display dimensions could be 
relevant to particular uses.  
Beyond handset data, some firm-level and market level data was available through 
Statista, a data aggregation database. 
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Constructing the Semantic Space. While there are many technical elements 
involved in LSA, the utility comes from the interpretation, which may not be 
straightforward. Early in the process, I did exploration with semantic spaces that are 
freely available for download online. However, while potentially helpful, I would hesitate 
to rely on such an approach for research in a specific domain. Semantic spaces are 
sensitive to the corpora used to generate them. General English corpora could be useful 
for general tasks, but within a domain, terms can acquire additional meanings and nuance 
that general spaces would lack or obscure. Further, without an ability to examine the 
corpus and document term matrix, interpretation would go forward based on unverified 
assumptions about the corpus, biasing the conclusions. Over the course of this research, I 
found it was vital to have had control of the space-generation process, so that I could 
identify or rule out causes of unexpected results. For example, I collected Corpus F to 
eliminate the possibility that my data collection in Corpus E was insufficient to 
appropriately describe the changes within cameraphones. While I am confident that both 
of these corpora are broad and representative of the contested space, I found situations 
where certain terms were positioned in what we would consider the “wrong space” for 
normal usage. Because I built the space, I had the ability to understand why, and what 
was happening instead, and identify when the cause was legitimate because of the 
emphasis of documents in the corpus, or a function of infrequent occurrences.  
I constructed the smartphone semantic space as follows, illustrated in Figure 6. The 
media corpus, previously described, forms the basis of the semantic space. Using Python, 
I recorded all document metadata including date, publisher, headlines, etc. The headline 
and the article text were used as the basis for future processing steps. Each article was 
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saved in its own text file, and then imported into R using a version of the R lsa package 
(Wild, 2015) that I modified. My modifications expanded the “textmatrix” import 
function to use multiple computer processor cores, sparse matrices, and a faster merge 
algorithm. 
 
 
 
Figure 6: LSA Space Creation Process 
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I imported the files retaining numbers (since many handset names are actually 
numbers). I stemmed words (Porter, 1980) using Porter’s snowball algorithm, a 
frequently used text processing algorithm. For example, “call” and “called” will be 
considered the same term (Quesada, 2006). This step strengthens the meaning of words 
that are lower in frequency, and reduces the chance that they will be eliminated in 
subsequent processing steps. Words that occur in very low frequencies have few 
associations through which to determine their correct meanings. Conversely, words that 
occur in very high frequencies, like “the” and “and,” add meaning through structure, and 
not through word content, and are thus uninformative in a semantic analysis. I eliminated 
those high-frequency “stopwords.” Finally, I eliminated words that appeared in very few 
documents, following Ruef  (2000). Very-low-frequency words have few words with 
which they can correlate, and thus LSA is unable to reliably identify their meanings. 
Some of these words are clearly not meaningful, like typographical errors, or email 
addresses or websites for media outlets. I retained words with six or more appearances 
with the expectation that, while these words might still be misplaced in the space 
themselves, they could be valuable in the space to link other terms. For example, as noted 
in the discussion of term frequency, the word “foosbal” is used in ways that do not reflect 
the actual meaning of the term, but is very distinctive and links other concepts, building 
stronger ties between terms relating to location-based search. 
The import process produced a document-term matrix (DTM) with X terms that 
passed through the perviously described retention criteria, and Y documents. I then 
weighted the DTM using log-entropy weighting (Martin & Berry, 2006), though I did so 
again with custom code to use my computer’s memory more efficiently. I then ran an 
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SVD approximation (Larsen & Monarchi, 2004; Quesada, 2006) using implicitly-
restarted Lanczos bidiagonalization (Kontostathis, 2007; Martin & Berry, 2006) using the 
irlba package in R (Baglama & Reichel, 2015) to produce a semantic space with 60 
dimensions.  
LSA’s power emerges from the fact that its dimensions combine similarly 
appearing words. The use of too few dimensions limits its power, but so too does the use 
of too many dimensions (Dumais, 2006). Research suggests that each corpus appears to 
have its own optimal number of dimensions, although we do not have a clear heuristic to 
identify what that number is (Quesada, 2006). However, the use of extraneous 
dimensions has the effect of pushing the cosine distance toward zero. If two close vectors 
have a random extra dimension added to them, it is likely that the extra dimension will 
increase the distance between the vectors. Conversely, vectors which have a negative 
cosine, and are therefore more than 90 degrees apart, are also more likely to be pushed 
closer to zero, implying orthogonality. Therefore, it is important to have sufficient, but 
not too many dimensions. It is therefore possible to have too many dimensions, and 
reduce the utility and performance of the semantic model (Martin & Berry, 2006). 
For a general purpose English-language corpus, 300-500 dimensions are effective 
(Kontostathis, 2007; Quesada, 2006). For corpora with a narrower focus, fewer 
dimensions may be optimal. I generated a semantics space with 100 dimensions for 
Corpus D, which initial checks suggested were well more than needed. I created a 
semantic space for Corpus E with 60 dimensions, with the expectation that even with 
more documents, 60 would likely be enough. These corpora are special-purpose, and if 
300 is used to model the range of meanings in the English language broadly, it follows 
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that a less diverse corpus should be effective with fewer dimensions (Martin & Berry, 
2006).  
For Corpus E, with over 80,000 articles, I used irlba as a replacement for SVD. 
Implicitly-restarted Lanczos bidiagonalization approximates an SVD, but runs much 
faster on large datasets because it approximates the specified number of dimensions, 
instead of calculating one per column. I found that the runtime of the irlba algorithm 
increases geometrically with the number of dimensions requested. After my exploration 
of both general purpose corpora and the smaller smartphone corpus, I assumed that many 
ideas in the 1992-2008 data would still be salient in the 1992-2010 data, but that some 
new ones were likely to also emerge as technology developed rapidly in the post-iPhone 
period. Since the LSA irlba and SVD processes produce orthogonal dimensions in 
order of variance explained, a model that is initially generated with less helpful 
dimensions can easily be truncated by dropping the last ones.  
To determine the appropriate number of dimensions, I compared distances between 
key terms in the space. I first generated the list of terms, then compared them to a focal 
term across a set of different spaces. I looked for a number of dimensions where the 
relative distance changes between terms seemed to be consistent. I began my analysis 
with the 60-dimensional space and a list of terms that I expected to be important in the 
space. The terms were "iphon", "appl", "blackberri", "android", "googl", "razr", "nokia", 
"htc", "samsung", and "danger”. I found the 20 nearest neighboring terms to each of these 
in semantic spaces using 3-10, 15, 20, 25, 30, 35, 40, 50, and 60 dimensional subsets of 
the Corpus E-generated space. Including the initial terms, this produced a list of 1081 
unduplicated terms. (The total number, when using 58 spaces ranging from 3-60 
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dimensions was 1199, implying that this set of terms is relatively stable.) I then 
calculated the cosine distances between each of these terms and "iphon” in each of the 
spaces. Because the dimensions produced by the space are orthogonal and ranked by 
significance, we see that with few dimensions, only the broadest similarities are modeled. 
Nokia’s similarity to the iPhone, for example, across dimensional models 3-6 are .99, .69, 
.30, -0.02 respectively. So, at three dimensions of meaning, Nokia and the iPhone are 
essentially identical, but at six dimensions (and onward) they are essentially orthogonal, 
based on this corpus. For the spaces I created between 10 and 60 dimensions, I did a 
calculation of how much the terms had changed from one model to the next. I subtracted 
the cosine distance of the preceding space, and took the absolute value to produce a 
relative change for the term’s distance from iPhone between semantic models. For the 
matrix of 1080 term distance deltas, I found how many of the terms’ changes between 
models exceeded the average change by one standard deviation. 
 
 
Table 8: Dimension Construction Tests 
Change in Model 
Dimensions 
Number of terms whose distance from “iphon” 
changed by >1 SD from average change 
9 -> 10 219 
10 -> 15 369 
15 -> 20 176 
20 -> 25 139 
25 -> 30 31 
30 -> 35 16 
35 -> 40 22 
40 -> 50 147 
50 -> 60 2 
 
 
 
So, while adding dimensions 21-25 caused 139 terms to change their distances by 
more than 1 SD overall, only 31 terms experienced the same change when adding 
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dimensions 26-30 to the model. Since adding more dimensions should be expected to 
push terms to be increasingly orthogonal, we would expect to fewer terms to change as 
the number of dimensions increase, which may be what we see in the 60-dimension 
model. This test also implies that about 30 dimensions is probably effective for a model 
built from Corpus E.  
Though this test is just one of many possible ways to determine the appropriate 
number of dimensions, it is worth noting that a number of the terms are related to the 
word “danger.” While I included the term because of Danger, Inc., the company’s name 
was overwhelmed in the corpus by words related to safety. As a result, this verification 
list is not purely biased toward terms that are similar to iPhone. “Reckless” has cosine 
distances from iPhone of -0.68, -0.20, -0.10, -0.14, and -0.07 across dimensional models 
3-7, exhibiting the same sort of increasing orthogonality pattern, as an unlike term, as 
“nokia” did with similarity. 
I built my semantic space at the document level, rather than the paragraph level. 
There were several factors motivating this decision, both theoretical and practical. LSA 
research is often done at the paragraph level because paragraphs are generally written to 
contain a single main idea. By breaking documents into paragraphs for analysis, the 
relationships between words are evaluated only within that paragraph context. At the 
document level, more relationships exist, and the relationships between words that appear 
only in different paragraphs are likely less salient. Paragraph-level analysis becomes 
quite important with very long documents. The documents in the media corpus, however, 
are not very long on average. With an average length of 305.8 words per article2, the 
                                                
2 word count after stemming, stopwords, and global frequency greater than 5 
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entire document is a reasonable length. In addition, some publishers format their articles 
with each sentence as a “paragraph,” which would cause us to miss appropriate 
connections. Many of these news articles are themselves conveying just one essential 
concept.  
Beyond these theoretical reasons, there were also practical reasons to run at the 
document level. The lsa package can work at the document level, but does not currently 
have parameters to break down at the paragraph level. Since the document level is 
theoretically justifiable, possible gains from a more granular paragraph level analysis 
were less useful. In addition, splitting documents into paragraphs increases the computing 
difficulty by using more RAM and having larger computing tasks. In Corpus F, for 
example, 183,000 documents produce almost 4 million paragraphs, so paragraph level 
analysis requires operating on a matrix with over 20 times as many columns.  
In addition to the Corpus E documents, I projected the press releases from each firm 
(Apple, Nokia, Motorola, and Research In Motion/Blackberry at this time) into the space. 
When I performed document analysis, I normalized each document’s vector in the space 
so that the total vector had a magnitude of 1. This step gave each document in the set 
equal weight, rather than a weight that reflects its length, preventing longer articles from 
being overweighted. 
I began using R and the lsa package to explore the use of LSA in strategy 
research, but found limitations as I attempted to expand from a small test set to one with 
enough documents to achieve a degree of stability.  
Technical innovations. Over the course of this study, I wrote many functions in R’s 
programming language to facilitate my discovery process. Though I started out with 
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existing packages from R’s Comprehensive R Archive Network (CRAN), some things 
failed to scale up efficiently to manage large numbers of documents. I rewrote a number 
of things, and wrote many new analytic functions to facilitate my research. In this 
section, I describe the key technical innovations I adopted in this work. I describe the 
next steps for the technology in the final chapter. 
Computer resource management. R is a powerful statistical system, and as open 
source, is relatively easy to extend. Many specialized packages are available at CRAN, 
and I started with lsa to begin generating semantic spaces, and LSAfun, which offers 
some nice analytic functions. The lsa package is, however, very much an R package for 
beginners. It has few dependencies on other packages, which means that it is relatively 
easy to get set up and going, and the code is quite understandable to users with basic R 
capabilities. However, it does not adopt high-performance subsystems, which lead to 
sacrifices that become apparent when a space exceeds a small size. Like Stata, R stores 
its data in the computer’s RAM, so there can be implicit limits on how much data can be 
processed at once. I also found that by the time I was importing more than 500 
documents to create a space (which is almost certainly too small a reliable and 
representative corpus for most research,) that import performance degraded significantly. 
I took several steps to address this basic issues. 
First, I increased the amount of physical RAM on my computer. I also learned that 
some operating systems, including MacOS/OSX and Linux support a system of 
compressed memory. While in the past, using more RAM than is available resulted in 
writing memory (“swapping”) to very slow disks, compressed memory effectively “zips” 
less-often used data, leaving it in RAM. This remains much faster than swapping to disk. 
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Second, I also found that while I had multiple processor cores available, lsa used 
only one. I adopted the parallel package and rewrote a number of functions that had were 
both restricted by CPU availability and not dependent on prior calculations. The 
“textmatrix” import process was one such process, as each file can be imported 
independently of any other. I typically ran these kinds of processes with 3 CPU cores.3 
However, the import process’s critical problem was not in the number of cores (though 
increasing the number did speed it up) but in a hidden n-squared problem (Spolsky, 2001) 
also known as “Shlemiel the Painter's Algorithm.” Named for an apocryphal painter who 
paints fewer feet of lines on the road each day because he gets farther from the paint can, 
execution time increases as a function of the square of the number of data points. The 
textmatrix function was efficient at merging the word counts of a small number of 
imported documents into a matrix, but with each new document, it compares the terms it 
contains to the entire list of terms found previously. More documents lead to more terms, 
which leads to slower addition of each new document. I rewrote the code to import small 
batches of documents (in parallel, if specified) into smaller, sparse matrices. I then 
merged these smaller matrices into a rolling “master” matrix with a function that 
compared the master with the new matrix. Any terms missing in either the master or new 
matrix are added, and the rows ordered to create two matrices with identically ordered 
rows. The columns are then concatenated together into the new master matrix.  
                                                
3 For technical purposes, note that the parallel package I use to implement multicore 
code only works on Unix-based systems like MacOS/OSX and Linux. There are 
commercial versions of R offered on Windows, but I do not know whether the code 
would work in the same way in that environment. However, even without multicore, the 
procedure described here should have similar advantages on Windows. 
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This procedure to build matrices requires a different way of storing them. It creates 
additional large matrices, and so with memory constraints, I had to switch from using 
dense matrices to sparse ones. This is probably the single most important technical 
change to using lsa. I adopted the Matrix package from CRAN to replace the default 
code to handle matrices. R’s default matrix software assumes dense matrices, so each cell 
in the matrix has a specified value, and consumes memory. Sparse matrix packages like 
Matrix assume that all cells are zero unless specified otherwise, and so no values are 
recorded for these cellsDocument-term matrices are definitely sparse, with each possible 
term being a row to each document. The Corpus E DTM is 99.6% sparse, so by 
implementing sparse matrices, far more data can be analyzed.  
The use of sparse matrices is important not just to create a DTM faster and more 
easily, but so they can be retained in memory in practice, which enables additional 
analytic functions that I describe below. It is also a requirement for manipulations like 
weighting. As I use the log-entropy weighting scheme, I found I had to write my own 
version of the local log weighting and global entropy weighting functions to keep the 
DTMs in sparse form.  
The native local log weighting function, simple and understandable, adds one and 
taking the log of each cell in the DTM. As a result, cells that are assumed zero become 1, 
and then reset to a specified zero, and are thus stored as a dense matrix with even more 
overhead. Though efficient in lines of code, it is catastrophic with large matrices. I wrote 
sparse matrix-specific functions for both weighting functions that I use, log and entropy. I 
also wrote functions tuned to deal with larger numbers of columns for use with larger 
datasets and paragraph-level DTMs. I found that when running weighting functions, I 
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needed to use a single processor core and enforce serial processing. I repeatedly found 
situations where parallel cores each used large amounts of memory, and memory 
contention destroyed performance, sometimes forcing machine reboots. On this project, 
memory, not processor, was the primary bottleneck in weighting DTMs.   
Analytic functions. I developed several software updates to specifically improve 
analytic functions. I modified the lsa package’s lsa function, which generates the 
semantic space, to replace the call to the SVD function with a call to the irlba function. 
This greatly accelerated the computation of the semantic space by approximating far 
fewer dimensions than the SVD calculates. It is worth noting that the semantic space 
should NOT be stored as a sparse matrix, because each cell of the term matrix, and of the 
document matrix have values, so it is more efficient to store them as dense matrices.  
I also developed a function to speed up the calculation of cosines for large numbers 
of points. The LSAfun package has a very fast function called multicos, which I was 
unable to outperform on equivalent tasks. However, I built around this function to create 
“fastMultiCosine” which is faster when generating a large, symmetrical cosine 
matrix. Most importantly, it splits the list of items that are being compared into a series of 
smaller subsets, and only runs the cosines once. Given a list of items to be cosined, and a 
specified number of chunks n to break it into, the function creates n^2 sets of 
comparisons, and calculates n*(n-1)/2+n of them. It calculates sets that fall on the 
diagonal, and the non-symmetrical matrices on one side, transposing them to the other 
side in the returned matrix. As n is increased, it approaches computation of only 50% of 
the total matrix. It can process these cosine matrices in parallel if specified. By reusing 
work and parallel processing, it reduces computation time. However, because 
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multicos is a fast function already, and the function adds matrix operation and parallel 
processing overhead, it should only be used for very large jobs, with fewer chunks than 
might be expected. 
I developed a function that uses the DTM to return a list of documents that fit 
particular search criteria. Though the inclusion approach is crude, the 
selectSetOnKeywords function will return a list of documents that include 
specified keywords and exclude other keywords. In this way, document sets can be 
created for comparative analysis. For example, a researcher could use this function to 
generate a set of documents that include the term “nokia” but not “motorola.” Keywords 
that are particularly distinctive could be basically used as metadata, along with author, 
time, or other information.   
I also developed a number of other utility functions that facilitated analysis of 
groups of points in the space. I frequently needed to group sets of documents, and built a 
function to group them by time periods. I wrote one to normalize vectors so that all were 
unit length, so that terms or documents that had a small magnitude would be equally 
compared to larger magnitude vectors when summing. This is particularly appropriate for 
groups of documents as the length of the document has no bearing on whether it is more 
important in shaping the semantic space. Short documents could actually be more likely 
to be read by an audience. I also developed additional R functions that I used to facilitate 
other forms of analysis. I describe these along with the specific analyses in the next 
section. 
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Analytic Methods 
I engaged several different kinds of analyses. In this section, I describe the basic 
use and value of several different analytic methods. First, I describe how I used word 
frequency analysis, a lexical method, to better interpret my semantic results. Next, 
neighbors analysis is a simple use of the semantic space to compare terms, but can 
identify important things about the semantic space, and terms within it. To study large 
scale phenomena, we must aggregate or cluster data in some way, as well as visualize it. I 
focus on two kinds of visualization, heatmaps and a line chart I call a “strata chart” to 
understand nuances of the space over time. I conducted an ARIMA timeseries analysis to 
validate the period boundaries identified visually. Finally, LSA can be used to unpack 
multiple meanings in terms, which can be important for text analysis. 
Word Frequency. Although LSA is not a lexical method, word frequencies and 
cooccurrences have an impact on the space that is created. Therefore, I did some word 
frequency analysis to understand what may have contributed to the space. I created a 
wordCount function which returned two kinds of count - both a total number of 
appearances in the corpus, and a count of unique documents in which the term appears. 
This was helpful to understand the distribution of a term both broadly, and within 
documents. Ultimately, I found this to be so relevant to my research that I developed a 
function to calculate these summaries in advance as a descriptor of the corpus. 
When understanding the relations between words in a corpus, it can be extremely 
helpful to understand the cooccurrences of those terms. For example, does a description 
of technology reference “Star Trek?” How likely is it that “star” and “trek” are going to 
be positioned in the space in a way that embodies that abstract concept? If the corpus is 
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describing the entertainment franchise, we should expect to see the words frequently used 
together. So, how often is the word “trek” used with “star” or “kirk”? In Corpus E, we 
find that “trek” appears with “star” in over 70% of its documents, but in only 6.7% of  the 
appearances of “star.” 
wordPairs("trek", "star", dtm=stemLim5CorpusEDTM, returnSet=0) 
[1] "Frequency / percentage with: Total list intersection: 362" 
[1] "Word 1: 516 / 0.701550387596899" 
[1] "Word 2: 5417 / 0.0668266568211187" 
This suggests that word “trek” has a stronger relation to the concept than “star,” and 
the order of magnitude different in frequency also suggests that the terms are likely to 
have very different vector magnitudes as well. Therefore, to identify the position of “star 
trek” in the semantic space, simply summing the raw terms will produce a new point very 
close to “star” and the other meanings of the term, rather than something that combines 
the terms well. 
This function also has a parameter “returnSet” which will return a set of IDs of 
the documents in question. So, to examine cases where “trek” is not used with “star,” 
perhaps to examine the documents manually or to plot them in the space, a returnSet of 1 
retrieves the documents that are unique to term 1. (A parameter of 2 returns a list of word 
2’s unique documents, and 3 returns the intersection, documents where the terms 
cooccur.)  
To just assess relative statistics of more terms at the same time, 
multiWordPairs returns a matrix of document counts, or percentages. We can see 
from this that “Kirk” is not usually used in conjunction with Star Trek, and that therefore 
it is likely to be positioned in a way that is mostly meanings other than a space captain. 
Further, among the three terms, “trek” is likely to be closest to the correct position for the 
idea of “Star Trek.” 
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multiWordPairs(c("trek", "star", "kirk"), dtm=stemLim5CorpusEDTM) 
     trek star kirk 
trek  516  362   29 
star  362 5417   65 
kirk   29   65  207 
 
multiWordPairs(c("trek", "star", "kirk"), dtm=stemLim5CorpusEDTM, 
percent=T) 
           trek      star       kirk 
trek 1.00000000 0.7015504 0.05620155 
star 0.06682666 1.0000000 0.01199926 
kirk 0.14009662 0.3140097 1.00000000 
 
Word frequencies can also inform how we use other useful analyses. Neighbors 
analysis is simple, but extremely powerful, but can be somewhat clearer when also 
accounting for frequency. 
Neighbors. The LSAfun package includes the neighbors function. This takes a 
row name or a vector and identifies the nearest other rows to that vector, returning the list 
of names and cosines. This is often one of the first analyses to do in a semantic space. A 
neighbor search can yield several important pieces of information, which are extremely 
important in making sense of the semantic space.  
First, and most obviously, it returns the rows that, in theory, have the most similar 
meanings. We may be able to identify synonyms or terms that are closely associated with 
the focal term in this context. Some of these terms may seem intuitively obvious. This is 
a positive thing, because it can serve as a sanity check for the space. If the neighbors that 
appear seem incorrect, there could be something wrong with the model. In the context of 
this smartphone-related text, “Cupertino” is highly related to a number of people (such as 
Apple executives), as well as Apple, and the Moscone Convention Center where Apple 
often stages conferences and product announcements. Nokia’s three closest terms are 
“Finnish,”  “Helsinki,” and Swedish rival “Ericsson.” These associations seem to have 
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face validity since they reinforce assumptions about these terms.  
If some neighbors seem correct, and others seem odd, they may be globally rare 
terms. For example, if a particular term appears nowhere apart from documents in which 
the focal term appears, it will have a position in the semantic space very close to the focal 
term. This is an indication that the neighboring term is not accurately modeled in the 
space. In these cases, the wordPairs function can be helpful to determine if this is the 
case, by checking if one term appears with the other most of the time. In addition, I wrote 
a function, neighborDocFreq, that runs neighbors but also reports the word 
frequency of terms, and can restrict the reported neighbors based on a minimum number 
of global corpus appearances. This allows the retention of low-frequency words in the 
space, to build relationships between more important ones, yet ignoring them in neighbor 
analysis. 
Another use of neighbor analysis is to identify when a term may be polysemous, and 
be carrying multiple meanings. The key indicator of this is that the term’s nearest 
neighbors have relatively low cosines. As I describe in more detail later, the term “mobil” 
has its nearest neighbor at cosine = 0.67, while “nokia” has one at cosine = 0.95. This is a 
strong indication that “mobil” embodies a wide range of meanings. Instead of having a 
single unambiguous meaning (and consistent context for usage), it is ultimately 
positioned between meanings (e.g. “mobile” as an adjective, as a synonym for handset, 
“mobility” as an abstract noun, or frequently used with telephone banking). Because 
other words do not share this set of separate meanings, the nearest neighbors are 
relatively far away.  
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While neighbors is often run on terms, it can be run on documents as well, to 
find documents that are most similar. This usage can attempt to identify similar kinds of 
documents, for example, quarterly announcements, but can also be used for 
deduplication. If two documents have a cosine of 1, it is highly likely that there is 
duplicate data in the corpus. (Of course, this is not a guarantee of duplication since this is 
a bag-of-words technique, and stop words and stemming are typical as well.) An 
extension of this is to compare texts in one matrix, such as the term matrix, with the 
document matrix. I wrote crossmatrixNeighbors, which takes a row in one matrix 
and finds the neighbors that vector would have in another. Obviously, both matrices 
should be in the same semantic space. In this way, one can find documents which would 
neighbor a term, or compare texts that are stored in separate matrices.  
Aggregation and Clustering. We need to aggregate data in some way to make 
sense of large amounts of it. This is important both for statistical and graphical analysis. I 
used two main approaches, using the mean and k-means clustering. I used the mean when 
evaluating sets of documents, particularly when they could be arranged chronologically. 
However, rather than simply take the mean of the vector of each document in the set, I 
first normalized each document to have a magnitude of 1. Since longer documents have 
larger vectors, normalizing prevents document size from being a factor in the resulting 
mean.  
K-means clustering can be used to both define document sets, and to use as a proxy 
in the space by using the cluster centroid. By clustering, we organize texts into 
semantically-derived groups, which can be used as a level of analysis or simply 
distinguished from each other. By defining clusters, we can examine frequencies of 
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documents within semantic boundaries, as a way to attempt to categorize them and 
understand the dynamics of discourse at a higher level. We can then plot the appearances 
of cluster members over time, or compare the influence of each cluster in the overall 
corpus. Although cosine distance is a critical means of determining distance in the 
semantic space, because this is a relative measure, I used the vectors of each document, 
treating each dimension as a variable, so that the clustering was done across 30 variables. 
To control for document length, I normalized the magnitude of each document’s vector to 
a length of 1. There are various clustering methods, and in this research I used Ward’s 
method to attempt to minimize within-cluster variation. This method is likely a good 
choice when using a large number of documents as nearest neighbor and farthest 
neighbor methods are especially likely to be skewed by outlying documents. I 
experimented with 10, 20, 30, 40, and 50 clusters, and found that within and between 
cluster sum of squares both suggested the 30 cluster solution effective, as the statistics 
improved at a decreasing rate with more clusters. The mean within-cluster sum of squares 
dropped across the solutions [6598.988, 2916.413, 1818.812, 1309.354, 1014.397] and 
the between sum of squares increased [14614.58, 22276.19, 26040.11, 28230.29, 
29884.6] across the five solutions.  I then inspected the semantic space by finding words 
close to the centroid of the cluster, and inspecting nearby documents to determine what 
the clusters represented. I used these clusters to identify specific kinds of changes in the 
discourse over time, which I discuss more in Chapter 5. The graphs of these clusters by 
quarter show the chances in frequency in Corpus E, first in absolute terms, in Figure 7, 
and then as a percentage of the corpus in Figure 8. 
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Figure 7: Media Cluster Frequency by Quarter 
 
 
 
 
Figure 8: Media Cluster Relative Frequency by Quarter 
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These charts of media frequency give us some understanding of the sorts of changes 
that occurred in the semantic space over the period of time. Text contains a lot of 
meaning, and with LSA, we can try to quantify and evaluate it. There are several 
visualizations that have been helpful to understand the development of this battle.  
Visualizations. Visualization is important for exploration, to be able to identify 
possible relationships in the data that may not be previously theorized. Graphics should 
“make large datasets coherent”, and “encourage the eye to compare different pieces of 
data (Tufte, 2001: , pp. 1).” To this end, I worked on several kinds of visual analysis to 
better understand the development of the smartphone market. By using LSA to quantify 
the discourse, visualization can help us better understand what the discourse looks like, 
and thus improve our changes of asking the right questions. However, as usual, the level 
of data used is of critical significance. These data are noisy, and the noise can complicate 
analysis. Noise reduction techniques, like level of aggregation or averaging, can obscure 
important signals. In this section I describe several approaches I used to visualizing the 
data. These examples are aggregated at the quarterly level, which leads to particular 
theoretically based conclusions, but month-level data leads to some critically different 
inferences, which I address in the Discussion chapter.  
To illustrate the use of visualizations in analysis, I first describe how I applied 
heatmaps to understand relationships in the text over time. Then, I describe a novel chart 
I call a “strata chart” and how it reveals a great deal of valuable information about a 
framing contest. Then, I describe how one can use and visualize cluster analysis with the 
semantic data, and finally, uses of 3D graphics in analysis. 
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In a heatmap, cells are color coded according to their value. This is done with a 
color gradient so that numbers that are close to each other have colors that are close to 
each other. In this way, the values can be compared visually for signs of significant 
groupings and compared across a range. A heatmap allows the comparison of every point 
of data to every other point simultaneously, though in practice the most effective 
comparisons are between nearby cells, because it can be difficult to compare the 
similarity of two similar colors when a very different color site between them. In 
particular, if the axes are ordered in a way that groups like values, the color gradient is 
visible. When data are a function of time, heatmaps with chronological axes can expose 
that fact visually. This is a particularly nice feature for LSA.  
With LSA, we have a high-dimensional space, and compare cosines between 
vectors in that space. Because this is a high dimensional space, and we collapse the 
difference between two vectors into a single scalar, a great deal of information is lost 
about how those vectors differ. For example, consider a two-dimensional space. Vectors 
A and B differ on two dimensions, and have a 20° angular difference between them. 
Vector C differs from B by 15°. In a two-dimensional space, Vector C could have an 
angular difference of either 35° or 5° from A. By using a heatmap, we could see at a 
glance whether C were closer to A or B. If these points were sequential, an AC angle of 
5° implies a return to the past, while 35° suggests a continued change. In a high 
dimensional space, this ability to compare large numbers of points across a number of 
dimensions is very important. To consider the previous example in just three dimensions, 
the BC angle prescribes a circle around B, and AC would be any value between 5° and 
35°, instead of one of two positions. Indeed, in three dimensions, once AC and BC are 
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known, even then, C’s position is at one of two possible points4. A fourth point would be 
needed to clarify C’s position in the space. The significance of similarity is relative, and 
it is based on relations between many different points. Therefore, visuals that contrast a 
large amount of data, like the heatmap, are very useful to make sense of it. 
Heatmaps are also particularly useful to emphasize the differences in values in 
adjacent cells. Subtle color variations can convey a lot of information, however, this 
becomes much harder when comparing nonadjacent cells that do not progress in the same 
direction on the gradient. Therefore, the order of the axes is important. For spotting time-
based trends, chronological ordering is useful, but in other situations, a different order, 
including the use of clustering of the axis data, might be helpful. However, relying on 
color to convey information about cell values is useful only in a relative context, rather 
than to identify absolute values. Heatmaps sacrifice precision. However, to examine 
higher order trends, as in this application to LSA, they are useful. Heatmaps of LSA text 
revealed features of the discourse during the evolution of smartphones. 
By applying a heatmap to aggregated smartphone media data, with chronologically 
ordered axes, we see can see the existence of four distinct periods of smartphone 
discourse in Figure 9. I grouped the articles in Corpus E by quarter, and found the mean 
vector for each period. I then calculated the cosine distances between each quarter. Each 
cell in the graphic indicates the cosine distance between the mean of articles in the 
quarter on the X axis and the quarter on Y. The color code ranges from dark red to yellow 
to white, as an increasingly hot fire. Darker colors are more distant, while lighter colors 
                                                
4 In the case where C falls directly between A and B and thus is the tangent point of 
the two circles, there is only one possible point. In this sort of analysis where points are 
the sums of large numbers of points with random components, this is virtually impossible 
unless there is a data error. 
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indicate more similar positions in the semantic space, based on relative similarity of this 
period to all others. The X axis marks all quarters (1992Q1-2010Q4) from left to right, 
while Y has them bottom to top. The diagonal indicates when a period is compared to 
itself. The heatmap shows four separate areas, each of which suggests that the discourse 
in the quarters in that region are much more similar to other quarters within that area 
compared to those outside the area. 
 
 
Figure 9: Heatmap of Corpus E Quarterly Discourse Cosine Distances 
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Figure 9 illustrates four distinct regions which highlight the similarity of the media 
discourse in these periods. The annotations identify the key information visible in the 
shapes of the heatmap. The squared off shape of adjoining quarters, evident in the first 
three periods, show consistency in those groups of quarters. The transition between the 
second and third period indicates an evolution between them - a fairly rapid evolution, 
but a difference when compared to the sudden shift between the discontinuity between 
periods 3 and 4. Using this color coding, red colors indicate greater distance and 
dissimilarity. The fourth period is quite different from its predecessors, and though it 
does evolve itself, as a less-crisp square, it stands alone as the market works through its 
understanding of the new technology.  
The first period extends from 1992-1999Q3. Here, there is broad similarity between 
media coverage of this emerging market. This period is orange on the map, indicating 
that discourse in this period is generally similar, across a large number of quarters. 
Brighter, yellow spots on the diagonal indicate that discourse in these particular quarters 
was more distinct from others, because the coding scale is relative. All diagonal cells 
have a value of 1, so periods with less distinct discourse have comparisons to many other 
similar periods. Discourse seems to start shifting a bit in the late 1990s, The last quarter 
of 1999 and first of 2000 seem to be a transition point, closely related to each other, 
before the start of the second period. 
The second major period is from 2000Q2-2002Q2. This period indicates some 
similarity to period 1, though it is distinct, and its quarters are clearly more related to 
each other than before or after, leading to a much brighter yellow within the period. In 
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this period, there is much more consistency between media discourse in these quarters 
than in the first period.  
A third period emerges in 2002Q3-2006, with an apparent transition from the 
second. The first five quarters also seem to be transitional, as these quarters relate more 
strongly to closely neighboring quarters, as indicated by the yellow band on the diagonal. 
If they were related, but not in transition, this would appear to be more squared-off, as we 
from 2003Q4-2006Q4.   
The final period starts abruptly in 2007Q1 through the rest of the data, 2010Q4. 
This period’s discourse is quite different from other periods. While this period is clearly 
distinct, it is not a squared off shape on the map, indicating that there are changes 
occurring in the discourse, even while the new discourse is a marked change from prior 
discourse. The major shift in discourse in 2007 occurs in the first quarter, when Apple 
announced the iPhone (Jan. 9), and not in the third quarter when it was actually available 
for sale (first day on sale: 6/29).  
By using LSA to measure the distances between media statements in different 
periods of time, we are able to visualize changes of media discourse in text. The heatmap 
is a useful graphic to use with cosine data to understand relationships between datapoints 
at a high level. It can make groupings of similar or different items “pop” visually. It lets a 
user visually differentiate between items, though the distinctions are not fine-grained. If 
the nuances of difference are more important, then another graphic like the strata chart 
may be more useful. 
As previously noted, analyzing LSA data, and any vector space model, benefits 
from graphics that can be used to compare a large amount of data simultaneously. The 
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heatmap has a number of helpful features that assist in this, but has limitations such as the 
overwhelming visual importance of adjacent cells, lost precision with color-coding, and 
the difficulty of comparing values between non-adjacent cells. I developed the “strata 
chart” as an alternative way to compare semantic data.  
A strata chart is a line graph with a few specific characteristics. It plots a data series 
against a shifting reference point. In a strata chart, the X axis is the time period, and the 
Y axis is a cosine. Each series (line) represents the cosine distances of a particular time 
period from all subsequent periods. Each series is first plotted in the period where it is 
“current” so that each series starts at 1 on the Y axis. Because each line represents a 
distance of prior discourse from the new discourse, it is important to keep in mind that 
the “movement” of the lines is not in the position of older discourse, but in the position of 
the new discourse. The shifting reference point results in different distances from 
previously-established points. This provides a different features to aid in interpretation. 
The strata chart’s thin lines provide higher resolution presentation of distances, which 
allows for clearer comparison, as well as period-to-period shifts in relative distances via 
the slopes of the lines. Because these lines are more precise, and illustrate the trend of 
distance changes for a period vs. later periods, we can different kinds of trends in the 
data, with different emphases, than if we used a heatmap. I illustrate this idea using the 
smartphone data again. 
To plot the chart in Figure 10, I kept the upper triangle of the same cosine distance 
matrix used to generate the heatmap. So, the heatmap in Figure 9 plots all cosines in the 
matrix, while the strata chart in Figure 10 plots half of them, showing distances of prior 
periods to the period on the diagonal of the matrix. The name “strata chart” refers to the 
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way that the lines can, at times, form distinct strata, which yield additional information 
about those periods. Since the cosine distance of a position to itself is 1, each line enters 
the chart at 1, and then declines in subsequent periods. Each period on the X axis plots all 
prior periods relative to the new one. Therefore, each new period compares prior data to 
the new reference point. The position of each line in the semantic space, represented by 
its vectors, are fixed, but its distance from “current” discourse in the period represented 
on the X axis changes.  
For example, the first line maps the media discourse in the first three months of 
1992. In the first period, i.e. compared to itself, it has a cosine distance of 1. In the second 
quarter, new discourse emerges, and it differs rather significantly from the discourse in 
the first quarter - with a cosine distance of about .8. Therefore, the 1992Q1 line drops in 
this period, while the 1992Q2 line emerges at 1.0. In 1992Q3, the emerging discourse is 
still farther from the Q1 discourse (first line drops to ~ 0.75) but is also distant from Q2 
(which drops to around 0.85.) This tells us that the discourse in Q3 is farther from both 
prior periods. However, this is not always the case. In 1992Q4, the new discourse 
appears, and is ~0.9 from both Q2 and Q3. Therefore, the discourse in Q4 is equally far 
from both Q2 and Q3 (lines touch), but is closer to Q1 and Q2 than Q3 was (rise in these 
lines). 
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The strata chart provides useful insight into changes in discourse because it is 
extremely difficult to visualize changes in position in a high-dimensional space, and this 
improves precision over the heatmap. The chart highlights how discourse changes by 
using the positions of prior discourse as a reference point. In the context of LSA, this 
provides us several critical analytic features. However, there are several important 
caveats about interpreting this chart.  
1. The lines on the chart connect past discourse, connecting points which are the 
distance of that period’s discourse from the “current period” (i.e. X axis period.) 
Therefore, line movement does not represent movement of the prior period’s 
discourse, but rather the movement of the discourse which is at the “1” value. All 
prior period discourse is already in the past, and their actual positions in the 
semantic space do not change. However, because we can only plot in two 
dimensions, it is challenging to plot the position of new discourse directly.  
2. We are using the chart to identify a progression of position (“movement” in terms 
of the change in discourse from a particular subject) in a high dimensional space, 
and not all movement is the same. So, in periods of stability, prior discourse lines 
tend to converge. Are we claiming that the meaning of prior discourse has 
changed and they are now the same? No, absolutely not. The distance between the 
periods is similar.  
⁃ Consider that in a two dimensional space, two points, A and B, are 5cm 
apart. Line segment AB 5cm, and point C is added. If AC is 4cm and BC 
is 4cm, point C is closer to each A and B, but A and B are no closer to 
each other. Plotting these two points does tell us, however, that point C is 
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in one of two possible positions. If point D is added, with lengths AD = 
6cm, BD = 4cm, B would be plotted closer to D than A, but AB is still 
5cm. In this way, points which are added in the general area of AB will 
show fluctuations in the relative distance between that point and A and B. 
When subsequent points move directionally, however, the distance 
between the prior cluster of points will decline. The same logic applies in 
our high-n spaces. 
3. The use of cosine distance leads to some distortion relative to the angle in the 
semantic space. The sine wave function is not linear to angle, and so “bunches 
up” at higher similarity and dissimilarity and “spreads out” around orthogonality. 
(Consider that cos(0º) = 1, cos(45º ~0.7071), and cos(90º = 0). The first 45º 
change results in a cosine change of less than 0.3, while the next 45º is greater 
than 0.7.) As a result, when plotting cosines instead of angles, distances between 
lines are non-linear. The cosine scale highlights differences visually, but to draw 
inferences on a linear scale, cosines should first be converted to angles. 
 
Because the lines plot distances from a particular point, the patterns in the lines, 
and their relative changes, yield some valuable information.  
1. When lines cross, it indicates that the new speech is in a position that closer to 
one period than another. This is most notable when a new period is closer in 
distance to an older period than a newer one.  
2. When multiple lines “bunch up” as we see in much of the 1990s, new speech is 
occurring in a position that is relatively similar to prior speech. Line crossing in 
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this case indicates that, in the multidimensional space, each new point is in the 
same basic region, and is not seeing movement away from the older discourse. 
3. Sudden shifts in the position of many lines indicates a change in the focal period’s 
discourse - a shift downward indicates that new discourse is farther from that 
prior discourse, a shift in the lines upward indicates more similar discourse. 
4. Gaps (e.g. at 1999Q4) between the lines indicates that that the newer line is 
distant from prior discourse, and that subsequent discourse remains considerably 
closer to the higher line.  
5. A series of “strata” in the lines (e.g. at 2004-2006) indicates that there is a 
directional movement in discourse as time goes on. The distances from prior 
discourse continue to increase over time. Period t+1 is farther from that set of 
prior discourse than period t was, and the order of the lines indicates that they are 
consistent in which of the set are closest or farthest. 
6. The slope of the lines indicates the rate of change in discourse over time. A 
steeper slope (e.g. 2007) indicates faster changes in discourse, as the position 
shifts away from prior speech in each quarter. 
 
Two additional points of data can be useful to interpret these charts. By adding a 
bar chart of relative document frequency, we can see how the amount of discourse 
changes over the period. In addition, in Figure 11, I plot the standard deviation of the 
cosine (subtracted from one so that higher values indicate higher variance, as normal) 
with circles as dots. In this chart, we can see that the overall number of articles in the 
media on this topic are increasing, and the variance in the discourse is generally 
increasing as well. 
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Table 9: Chart Interpretation Guidelines 
Feature on Chart Interpretation of Feature Example 
Line is high, e.g. 
Cosine distance ~ 0.9 
Discourse in period t is broadly similar in meaning to the 
discourse in the period indicated by the line 
2006’s lines in 
2006 
Lines cross The discourse in period t is more similar to discourse from the 
period with the higher line than the lower one, however, the 
discourse in t-1 was more similar to the one that is now lower. 
1992Q3 
crossing 
1992Q4 in 
1993Q1 
Lines “bunch up” Discourse in period t is equidistant from the speech in each of 
those periods, indicating there is not “movement” or 
“progression” relative to that discourse. 
2001 
Lines suddenly drop Discourse in period t is much less similar from prior 
discourse, when compared to the period t-1. 
2007Q1 
Gaps between lines The higher line is dissimilar from the other lines, and is that 
difference in discourse remains significant even as subsequent 
discourse changes. 
2007-2009 
Distinct “strata” of 
non-overlapping lines 
Indicates a “progression” or directional movement in 
discourse as time goes on. Later period discourse is 
increasingly dissimilar from earlier periods’, and distances 
align with time. 
2003’s lines in 
2004 
 
 
 
This sort of chart can be used in another way as well, to plot positions against 
different reference periods, e.g. another speaker’s discourse. This can help us understand 
how these different speakers’ positions change relative to each other. In these charts, I 
plot the media’s discourse against Apple’s press releases projected into the Corpus E 
semantic space. Because I have two sets of data, the first chart, Figure 11, plots the media 
discourse against the baseline of Apple’s contemporary period press releases. Figure 12 
plots Apple’s PR vs. The contemporary media discourse as the baseline. 
120 
 
Figure 11: Apple PR Cosines vs. Media Discourse by Quarter 
 
 
In the media speech vs. Apple reference, we see that the media’s discourse mean is 
around a 0.2 cosine compared to each Apple period. However, in 2007, new media 
discourse leaps upward, i.e. toward Apple’s positions. This indicates a shift in media 
position, not in Apple’s position, as can be confirmed by the Apple vs. media chart. In 
this chart, Apple’s historical discourse lines shoot upward, and closer to the media’s 
position in 2007. However, since this is historical discourse, already in place, and not 
new discourse (as in the media vs. Apple chart), we can tell that indeed, the media 
position, used as the reference point in Figure 12, moved toward Apple rather than vice-
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versa. The “movement” of points that do not move shows the relative change in the 
position of the reference points. 
 
 
Figure 12: Media Cosines vs. Apple PR Discourse by Quarter 
 
 
The strata chart can be a helpful way to compare distances between points. While 
the heatmap is a somewhat visually clearer in its depiction of distinct time periods, the 
strata chart’s precision can reveal other trends in the data by allowing more precise 
comparison of non-adjacent data, and clearer visualization of trends. 
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ARIMA. With the aggregated media discourse, there are distinct visual breaks that 
suggests significant changes in the discourse. To empirically evaluate this time series and 
provide quantitative confirmation of distinct periods, I used an ARIMA (Autoregressive 
Integrated Moving Average) analysis (Greene, 2008: 740). ARIMA allows researchers to 
model time-series data to identify trends, trend changes, and outliers. Time series often 
have relationships between periods, which leads to different kinds of trends and drift, 
which must be controlled to analyze the variables of interest (Greene, 2008). Time series 
must be rendered stationary, meaning that their error terms should be indistinguishable 
from white noise before analyzing further. The Dickey-Fuller test can be used to identify 
whether a series is stationary, and ARIMA can be used to identify parameters that may 
make a series stationary.  
ARIMA models have three parameters, typically called p, d, and q. P represents the 
autoregressive component (AR), which specifies how many prior periods to regress 
against. D represents the integrated component (I) considers how far back to difference 
the period. When d is set to 0, the prior period’s value is used, and when 1, the difference 
between periods is used. Q represents the moving average component (MA), which are 
the error terms from q prior periods. ARIMA models can be specified with additional 
seasonal components, so with (p, d, q) values of both seasonal and nonseasonal 
components. ARIMA is appropriate since we expect that the discourse will be related to 
prior discourse, but changing over time (Koopmans & Muis, 2009).  
My focus with ARIMA in this project is to identify the outliers that indicate 
changes in discourse, rather than to forecast future discourse. When interpreting these 
results, it is important to keep in mind the underlying assumptions of the method and the 
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data. R has several functions to use in ARIMA analysis, including one (auto.arima) 
that can automatically test a series of different parameters and specify the best-fitting 
model based on a fit statistic like the Aikike Information Criterion (AIC). However, this 
can return models that have slightly better statistical fit with levels of complexity that are 
not theoretically grounded and suggest overfitting. Plotting the autocorrelation function 
(ACF) and partial ACF (PACF) can be interpreted to identify likely parameters for 
ARIMA models (Hyndman & Athanasopoulos, 2016).  
Unpacking Polysemy. LSA’s theoretical underpinnings hold that the vector of a 
term reflects the meaning of that term, based on its usage in the corpus. Terms that are 
most similar in the space should be terms most similar in meaning. In cases of 
heteroglossia, when multiple terms have similar meaning, we should find them in the 
same region of space, even if they are never used together (Larsen & Bong, 2016). In the 
converse case of polysemy, a word has multiple meanings. LSA captures this when the 
term is used in different contexts with different sets of words, with a resulting vector that 
is distant from many other terms. Typically, we focus on longer passages to ensure that 
polysemic words are used in a particular context, and the other words push the next 
vector to the correct space. 
However, if we want to try to understand the meanings embedded in a term, we can 
compare term similarity and factor out sets of terms in other parts of the space. If a term 
with a single meaning has a clear position in the space, and a term with two meanings is 
pulled between those spaces as a combination of the vectors, we should be able to 
identify meanings related to or embedded within a particular term. At the simplest level, 
this can be done by regressing term vectors of possible “additional meaning” terms on the 
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focal term. By then finding neighboring terms to the residuals, additional meanings may 
be revealed. Each dimension is treated as an observation, and each term as a variable. 
While this is a useful approach to exploring meaning in the space, it bears several 
caveats. First, it must be done manually, rather than running an automatic stepwise 
regression. Because the ultimate result will be a combination of high-dimensional 
vectors, terms that are added or removed may influence each other, and so certain terms 
may only be significant in combination with other terms.  
Second, a term that contains multiple meanings (and thus has relatively low cosine 
similarity to its nearest neighbors) might still not appear close to its actual meanings, if 
these are relatively different and relatively equal in impact. This may be a particular 
problem early in the investigation, since certain meanings may be less obvious to 
researchers due to their own framing of the research. One way to prompt potential 
unconsidered synonyms is to start with an expected synonym and find documents in 
which only the focal term appears, such as using wordPairs and the returnSet 
parameter for the focal term. The most frequent words in this set can be evaluated for 
potential additional meanings, and may suggest a good starting set of terms for the 
regression. 
Third, the richness of language emerges from the many layers of meaning that 
terms can represent. Therefore, when investigating a polysemous term, researchers 
should be careful to consider how polysemous their subsequent factors are! When 
specifying the meaning of a term, more specific terms yield more practical information. 
Further, because this is a mathematical model, it is possible to sum vectors from terms 
that really have no relation to the focal term and still wind up with a “valid” vector 
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equation. Therefore, this process requires careful interpretation. In Chapter 5, I give 
examples of explorations of the meaning of several terms in the corpus. 
 
Latent semantic analysis has a good theoretical fit with the theory of framing and 
framing contests. There is much to learn about how framing and discourse shifted over 
time in the smartphone battle, and LSA opens the door to examining it in new ways. 
Since LSA has not been applied to this topic before, I used it to explore a range of 
questions, and share my findings in the next chapter. 
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CHAPTER 5: FINDINGS 
Using several different analytical approaches, I found empirical evidence that 
supports and extends our theories on framing. This was primarily a discovery process, as 
I applied LSA and some complementary approaches to understand how the framing 
contests within smartphones unfolded. I describe my findings in five general areas. First, 
I describe my explorations of the meanings embedded in a few key terms. The use of 
LSA has helped to demonstrate the deep complexity of human language, and the degree 
to which a term can have multiple meanings, and that the context in usage is critical. I 
show how brands are positioned in the space and how some key brands relate to each 
other. I unpack the meaning of a few important terms, and then illustrate how it may be 
possible to navigate the semantic space by trying to executives with particular roles at a 
firm by starting with executives at another.  
In the second section, I outline how the smartphone market evolved in each of the 
periods we identified semantically. I emphasize non-discursive actions here, focusing on 
the discursive themes in the third section. Here, explore how selected terms became more 
or less similar to discourse over time, and how clusters of discourse changed in 
popularity. Finally, I take a deeper look into how sets of product-related discourse 
changed their relative positions over time. 
In the fourth section, I use handset data to chart how the feature sets of FCC-
approved products changed over time and identify design changes that align with our 
expectations based on the semantically defined periods. The last section considers 
specific aspects of the competition between firms, based on their press releases and 
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qualitative observation of framing. I examine how the iPhone impacted discourse, and 
specific tactics that helped it shake up the industry. 
Embedded Meanings in Terms 
Collective frames depend on shared ideas across a population. These ideas are 
rooted in a common language and understanding of meaning. Since LSA dimensions and 
angles must be compared within the context of a single model (Quesada, 2006), I 
examined how certain key terms relate to each other in my semantic models. Given a 
priori knowledge of the context, we should expect that a good semantic model would 
show that, in general, terms in the space would reflect generally-expected relationships to 
between terms. Exploring the space, then, serves as a validity check, an opportunity for 
discovery, and helps deepen our understanding of the meanings in the text.  
Exploring brand names. I began by checking the terms that were the nearest 
neighbors of key terms and comparing cosines of multiple key terms. The nearest terms 
to major brands are relatively consistent. Table 10 shows the nearest neighboring terms to 
four brands. Each term column compares the term in the row to the first term in the list: 
Nokia, Ericsson, Motorola, and Blackberri (the stemmed version of the brand). The 
cosine columns show the cosine distance between the terms. The table shows that firms 
are closely related to their headquarters, executives, and product models. This makes 
sense, since this corpus is generated from industry-oriented media. Some articles will 
emphasize the firm, others will emphasize the products. And, while Nokia made Finland 
a powerhouse in mobile phones, “Finnish” would almost always appear in this text in 
articles related to Nokia (91% of its appearances). This also produced a very high cosine, 
0.946, indicating a very small distance between “Finnish” in a phone context, and all of 
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the other Nokia meanings. The term is, in this context, a de facto synonym. Likewise, the 
“meaning” of a city in the context of this corpus is connected to the companies 
headquartered there. For Nokia, Helsinki and Espoo are on the list, while Motorola has 
Schaumberg, IL as third-closest and Blackberry has Waterloo, Ontario in 11th place. 
 
 
Table 10: Neighboring Terms of Key Brands 
Term Cosine  Term Cosine  Term Cosine  Term Cosine 
nokia 1.0 ericsson 1.0 motorola 1.0 blackberri 1.0 
finnish 0.946 nokia 0.8765 moto 0.7089 rim 0.9463 
helsinki 0.8931 siemen 0.8759 slvr 0.678 motion 0.9299 
ericsson 0.8765 jorma 0.8394 schaumburg 0.6718 lazaridi 0.9026 
anssi 0.8683 ollila 0.8386 qualcomm 0.666 crackberri 0.9021 
vanjoki 0.8611 clamshel 0.8186 maker 0.6556 sweeni 0.8816 
handset 0.8522 finnish 0.8051 ericsson 0.6538 torch 0.8762 
jorma 0.8518 clam 0.8047 nokia 0.6497 trackwheel 0.8751 
olli 0.848 handset 0.8033 simonson 0.6482 yach 0.8707 
ollila 0.8448 6630 0.8003 startac 0.6424 balsilli 0.866 
kallasvuo 0.8438 lgld 0.792 uniontrib 0.6405 dsam 0.8654 
savand 0.8186 66570 0.7839 goldstar 0.6295 waterloo 0.86 
pekka 0.8176 7260 0.7702 garriqu 0.626 bbm 0.8594 
phonemak 0.8032 alahuhta 0.7597 espoo 0.6131 pearl 0.8553 
jari 0.8029 z500 0.7583 rikko 0.613 cochief 0.8498 
idestam 0.7823 6680 0.7582 samsung 0.6126 8520 0.8496 
simonson 0.7746 6101 0.7533 skinniest 0.6122 wunderlich 0.8407 
honko 0.771 n70 0.752 nystrom 0.605 9105 0.8286 
nordea 0.7704 e606 0.7503 enskilda 0.605 8820 0.8163 
garcha 0.7619 x700 0.7469 lm 0.6007 indranil 0.8089 
espoo 0.7608 3gsm 0.7461 pebl 0.5992 curv 0.807 
kulbind 0.756 t610 0.745 stmicro 0.5986 agostino 0.8055 
lgld 0.7552 sonyerics
son 
0.7429 ericcson 0.5979 ont 0.8047 
martti 0.7497 a1000 0.7409 chier 0.5964 storm2 0.8045 
enskilda 0.7461 sie 0.7394 laikin 0.595 9800 0.8044 
mawston 0.7454 idestam 0.736 jeronimo 0.5929 9780 0.7986 
nystrom 0.7453 3230 0.7339 razr 0.5925 8830 0.7948 
oistamo 0.7275 helsinki 0.7326 ultraslim 0.5912 vad 0.7939 
vasara 0.7236 z1010 0.7297 akyuz 0.5904 bold 0.7919 
sie 0.723 pietila 0.7255 phonemak 0.5903 rimm 0.7895 
 
 
 
In this case, Ericsson is highly related to Nokia as well, with 63% of its appearances 
in documents that also include Nokia (2693 articles.) While it is sensible that Nordic 
handset rival firms would have a great deal in common, this does skew Ericsson’s 
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semantic position farther toward Nokia than might be expected. Two Nokia handsets 
(6630 [0.800], 7260 [0.770]) are closer to the company name than Ericsson’s own 
closest, the z500 [0.763]. This may be significant, or may be a skewed finding because of 
the structure of the corpus. It may also be that the use of “Ericsson” as a term is 
inappropriate since many of its models were released by its Sony Ericsson partnership. 
This imbalance of appearances could be seen as causing a weakness in the model, 
however, it also reflects Nokia’s leadership and strength relative to its competition. It 
may be appropriate to evaluate Ericsson as being in the shadow of Nokia. Nokia had over 
50% “smartphone” market share in 2006 (Canalys, 2007), so the meaning embedded in 
its name is likely to be largely based on its own choices, serving as a reference point for 
other firms and products.  
The cosines here also indicate that “nokia” contains more focused meanings, 
relative to “motorola.” Motorola’s nearest neighbor is at 0.7, while Nokia’s is at 0.94. In 
fact, in this list of 30 nearest neighbors, all of Nokia’s 30 are nearer than Motorola’s 
nearest term, its nickname and sometimes brandname, “moto.” This suggests that while 
both firms were leading phonemakers, that Motorola’s brand had additional associations 
in the corpus. Both firms had significant equipment businesses, but Motorola may have 
had a higher proportion of coverage of non-handset businesses in the corpus than Nokia 
does. Overall, these results suggest that our space makes sense. While we might have 
expected more distinctiveness from Ericsson, we see products close to producers, similar 
firms, and locations and people associated with expected firms. 
Brand Comparisons. The semantic space can reveal information about the market 
position of a product. Product descriptions and reviews in the media reveal things about 
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their positioning, and distinctiveness. Heatmaps were also enlightening to explore the 
semantic space. R’s heatmap command can automatically perform a hierarchical 
clustering on the axes. In Figure 13, I calculated the cosine distance between a list of 
brands, and created the heatmap with clustering. The cosines were clustered using the 
“complete” or “farthest neighbor” method, which minimizes the distance between the 
most distant members of the cluster. The height of the dendrogram on the sides indicates 
the distance between the farthest elements of the cluster being joined. Hierarchical 
clustering is often useful when mapping unordered axes, however, in practice with cosine 
distances, I have found it will often order elements differently than a manual ordering. 
When clustering two points with another, it is common to see the order of the points in 
the cluster reversed from what would be expected. For example, in Figure 13’s heatmap 
of brand distances, switching the positions 6 and 7, Microsoft and HP, would more 
clearly show that Asus was similar to both HTC (0.52) and HP (0.57), but not Microsoft 
(0.14). 
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Figure 13: Brand Name Cosine Similarity 
 
 
 
This analysis represents similarity of brands in the semantic space over the period 
represented by the corpus, 1992-2010. As a result, this reflects relationships that may be 
multifaceted and change over time. HP’s similarity with Palm may be because of its 2010 
acquisition of Palm, and its Microsoft relationship might be strengthened by their 
connections in the PC business in addition to its Windows Mobile devices. This also 
captures the Samsung and LG brands in their years as second-tier handset brands, as well 
as the start of their move to the top as Android leaders.  
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The discourse also reveals things about handset models and families. Figure 14 
compares distances between a list of handsets. Hierarchical clustering (again using the 
complete method) reveals model similarities in the text, as in Figure 14. The lower right 
side of the heatmap shows a large number of relatively indistinct handsets. The upper left 
clusters three early Android phones (Galaxy, Droid, and G1), followed by the iPhone 
largely standing alone. The Motorola Razr and Nokia 7370 “fashion phone” squeeze 
together, distinct from the subsequent Blackberry block. Notably, the Nokia E62 is 
classed with Blackberry handsets, and not the numerous N-series models, which 
conforms with its description on Phonescoop.com, shown in Figure 15.   
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Figure 14: Handset Name Cosine Similarity 
 
 
 
 
Figure 15: Phonescoop.com Summary of Nokia’s "Blackberry Killer" 
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Comparing the models and brands reveals that certain brands have very strong 
associations with particular kinds of products. The Nokia E61 and E62 phones were 
Nokia’s attempt to copy the Blackberry, and the visual appearance of Nokia’s contender 
echoes the design. Compared to a list of brands and handset manufacturers, “e62” was 
much closer to RIM and the Blackberry than to Nokia. RIM’s distinctive line of phones 
likely contributed to this, although the imitation was so striking that references to 
Blackberry appeared regularly with the model, explaining the intent and framing that 
product in a Blackberry context. Products are usually most closely associated with their 
manufacturers. In my exploration of handsets and manufacturers, handsets were usually 
closer to a different firm when either the phone was unusual, or the manufacturer had a 
very similar competitor, such as the Nokia 6630 being closer to Ericsson at 0.746 than 
Nokia at 0.725. This gives analysts an ability to understand the cognitive position that 
products have relative to each other and to manufacturers. The coverage that products 
receive in the market may not reflect their creators’ intent, but it will highlight how they 
are received and perceived.  
Indeed, this implies that industry terms may be useful to quantify industry structure, 
at least in terms of market perception and conversation. This could expose something 
akin to cognitive strategic groups (Porac, Thomas, & Baden-Fuller, 1989, 2011), 
although groups as understood by customers and the public, rather than as understood and 
created by firm strategists. This could be used to better understand the niches that firms 
create, and where particular products are positioned. The use of consistent terms and 
ideas to frame a technology is similar to the notion of associative categories (Garud et al., 
2010), and is an effect that LSA is well suited to identify, so long as we recognize that 
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there are different sorts of associations and meanings with a term over time. I then used 
the space to explore the meanings embedded in some of these key terms. 
Exploring meanings of key terms. As I investigated the semantic space, I better 
understood the importance of the distance of neighbors and what a distant nearest 
neighbor implied. As previously noted, Motorola’s nearest neighbors are much farther 
than Nokia’s, which means that the term embodies multiple meanings or uses, that “pull” 
it into a region of the space away from one focused set of meanings. I noticed this in 
particular in the context of the synonyms “handset” and “mobile.” “Handset’s” nearest 20 
neighboring terms range from cosine 0.72-0.85, while “mobil” ranges from 0.58-0.67. In 
this semantic space, these terms cannot be broadly claimed to be synonymous.  
In a semantic space, each term has a vector that represents its meaning across the 
set of dimensions. To determine what sets of meanings might be embedded within a term, 
I ran a regression on the vector for “mobil.” I started by examining words close in space, 
but also what I believed to be synonyms. Of course, the initial neighboring term check 
was not terribly helpful, because I knew there were multiple meanings embedded in the 
term. In addition, some of those terms were closely correlated to each other. After 
identifying that “handset” was one of the closest terms for a mobile phone, I regressed 
“handset” to “subtract it out” from mobil’s vector. I did so iteratively changing the 
coefficient for handset, and found neighboring terms for the residuals. Some of these 
turned out to relate to mobile banking, a concept that emphasized banks and not specific 
hardware, so I ran a regression with “handset” and “bank,” and continued on.  
I also used the DTM to find documents that contained “mobil” but not “handset.” I 
looked for the most common terms in this set of documents, and performed a stepwise 
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insertion regression manually. I found a set of terms (handset, bank, device, screen, 
research, sms) that produced a 43% Adjusted R^2. I performed correlations of their 
vectors to evaluate in which ways the terms were related. Handset and device are actually 
negatively correlated, despite seeming similar and, indeed, appearing together in a 
significant number of articles. I was surprised that terms related to mobile phone service 
plans, like “cost,” “time,” and “plan” were not significant. After an iterative process, I 
had a linear regression that explained the dependent variable “mobil” as a linear 
combination of 10 separate terms, shown in Table 11. Each term was significant at 
p<.001 or higher. 
 
 
Table 11: 'Mobil' Regression 
 Estimate Std. 
Error 
t 
value 
Pr(>|t|)  Notes 
(Intercept) 0.05378 0.01145 4.696 0.000157 ***  
handset 0.53193 0.06987 7.614 3.47E-07 ***  
bank 0.57198 0.06583 8.689 4.81E-08 *** Mobile banking 
devic 0.56935 0.06939 8.205 1.15E-07 ***  
screen -
0.46023 
0.06642 -
6.929 
1.32E-06 *** Screen size 
research -
0.30865 
0.05543 -
5.568 
2.27E-05 *** R&D, or RIM 
sms 0.44083 0.05855 7.529 4.08E-07 *** Texting 
foosbal 0.46512 0.07178 6.48 3.29E-06 *** Location Search 
tricord 0.30089 0.0701 4.292 0.000393 *** High tech gadget 
opérateur 0.36457 0.061 5.977 9.44E-06 *** French documents 
movi 0.19358 0.05715 3.387 0.003093 ** Video 
       
Signif. 
codes: 
0 ‘***’ 0.001 
‘**’ 
0.01 
‘*’ 
0.05 ‘.’ 0.1 ‘ 
’ 
 
Residual standard error: 0.04091 on 19 degrees of freedom 
Multiple R-squared:  0.9505, Adjusted R2:  0.9244  
F-statistic: 36.48 on 10 and 19 DF,  p-value: 2.809e-10 
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I normalized the vectors before the regression, to make the coefficients more 
meaningful regardless of the vector’s magnitude (which is related to term frequency.) 
Un-normalized regressions produce large coefficients for rare terms. As normalized 
vectors, the estimated coefficient suggests the relative weight of a vector to produce the 
final vector. One way to conceptualize this is that the dependent term is adrift in the 
multidimensional space, and each of the terms pushes it into its position. We push 
“mobil” with 53% of “handset,” 57% of “bank,” and so on. However, the interpretation 
of the coefficients is still not straightforward because across 30 dimensions, some terms 
will offset parts of each other. For example, research and screen are negatively correlated. 
The adjusted R-squared is very high, which suggests that we are identifying important 
different meanings “mobil.” The stemming process likely increased the polysemy of the 
term, because “mobility” and “mobile” both would get truncated to this same stem. This 
highlights a few important things. While a “handset” is most often phone related, 
“mobile” might be related to other issues, including other, non-phone mobile devices. In 
addition, this highlights the fact that “mobile banking” was a theme in the media 
independent of specific devices. The final regression indicates that the meaning of the 
term “mobil” in this space is derived from telephony (handset, SMS), technology more 
generally (devic, screen, research, tricord), some specific mobile applications (bank, 
foosbal (localized searches), movie), and some French usage (opérateur).  
I decided to further examine some of these terms. As I explain more in the 
discussion chapter, it is important to not simply assume we know what a term means in 
the context of this space. As noted in Chapter 4, “foosbal” is actually associated with 
location-based search. For this reason, its’ inclusion in the regression makes sense. The 
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term “tricord” is a stemmed “tricorder,” the handheld Star Trek medical device. As a 
made up word, it should be a good candidate for having narrow meanings and thus not 
polysemous, but appears only 20 times in the corpus. With so few appearances, I 
investigated to make sure it was not misplaced in the space. It co-occurs with “trek” in 19 
cases, and has many other Star Trek terms in that 20th document. Its’ third closest term is 
“scotti” and fifth-closest is “gadgetri” suggesting that it may be reasonably placed to 
represent advanced handheld technology. Device, however, is polysemous like mobile, so 
I proceeded to unpack it.  
After proceeding through a similar iterative process, I produced the final regression 
for “devic” shown in Table 12. Screen, research, and tricord are relevant again. I 
expressly omitted “mobil” primarily because I wanted to eliminate a circular relationship. 
I did include several other terms from the mobile regression. Interestingly, handset was 
not so important, but handheld was. This is a term associated with non-phone devices like 
handheld computers or PDAs. The generic term “device” appears to be less salient for 
phone-specific cases, which would be reasonable based on the hierarchical nature of 
categorization (Porac et al., 1989). The first seven terms had an adjusted R-square over 
0.74. I then found the neighbors of the residuals from that 7-term regression. The terms 
that were neighbors there related to Arabic names, “raid,” “explosiv” and the like. 
Because this corpus included media from 2001-2010, the search terms included accounts 
of wars in Iraq and Afghanistan. This corpus, therefore, positions “devic” accounting for 
“Improvised Explosive Devices.” I included the term “deton” on the grounds that, while 
we talk about “explosive” growth, “detonate” is more likely used in the intended context. 
Adding this increased our adjusted R-square to over 0.84, and with the addition of the 
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ARPU “average revenue per user” metric for mobile carriers, reached almost 0.9. 
Overall, “devic” contains meanings primarily from technology (screen, research, tricord, 
handheld, NFC (also known as RFID), pen, tablet), as well as IEDs (deton) and mobile 
carriers (ARPU).  
 
 
Table 12: 'Devic' Regression 
 Coefficient 
Estimate 
Std. 
Error 
t value Pr(>|t|)  Notes 
Intercept -0.02893 0.0125 -2.303 0.032116 *  
screen 0.50889 0.0821 6.195 4.74E-06 *** Screen size 
research 0.24343 0.0632 3.85 0.000999 *** R&D, or RIM 
tricord 0.49616 0.0834 5.947 8.14E-06 *** High tech gadget 
handheld 0.69539 0.0810 8.579 3.90E-08 *** Handheld computer, PDA 
nfc 0.41776 0.0663 6.301 3.76E-06 *** Often, mobile payments 
pen -0.66466 0.1054 -6.303 3.75E-06 *** Pen computing devices? 
tablet 0.48164 0.0717 6.712 1.57E-06 ***  
deton 0.34656 0.0713 4.859 9.52E-05 *** Improvised Explosive 
Device 
arpu 0.20452 0.0656 3.115 0.005453 ** Mobile carrier-centric 
view 
       
Signif. 
codes: 
0 ‘***’ 0.001 
‘**’ 
0.01 
‘*’ 
0.05 ‘.’ 0.1 ‘ 
’ 
 
Residual standard error: 0.06082 on 20 degrees of freedom 
Multiple R-squared:  0.9258, Adjusted R2:  0.8924  
F-statistic: 27.72 on 9 and 20 DF,  p-value: 2.176e-09 
 
 
 
Exploring these terms through spatial regression was enlightening but also 
highlights some of the challenges involved in text analysis. The semantic space models 
relationships it finds in the corpus. It can misplace terms based on biased input, or model 
relationships the researcher doesn’t consider. The IED meaning of device is surprising 
because we approach the research with our own frames, which the model does not. This 
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can be helpful, or it can be frustrating, as it is difficult to study  “slider phones” since the 
stemmed term “slid” can be obscured by “stock slides” in financial articles in the corpus.  
All LSA work involves interpretation of the results. In all cases, caution is advised, 
but especially when results of the analysis are surprising. If the relationships between 
terms seem to challenge expectations, it could indicate either a discovery, or a biased 
space. Analysts should examine the terms in question to determine whether they are 
biased by an unrepresentative sample.  
If the corpus is large, it is less likely to be biased by a small number of 
unrepresentative, oversized, or duplicate documents. A large corpus acts as insurance 
against statistically biased and semantically biased errors. If the corpus is large, then 
term-level biases may occur due to unexpected term co-occurrences. This is most likely 
to happen if the term appears rarely in the corpus, in which case its appearance is more 
likely to be in a biased context. As I described in Chapter 4, the term “foosbal” is given a 
position in the space that does not reflect the table soccer game that the dictionary would 
define. It appears rarely in the corpus, and typically in a quotation from a Google 
manager describing locally-oriented search. I identified this by first checking term 
frequency, and then inspecting the documents and word associations that the term had. 
As a result, subsequent interpretation must be clear that “foosbal” does not mean what 
one might think, but instead carries a lot of meaning for “local search.”  
While contextually, “foosbal” may have turned out to have a useful purpose as a 
marker for a concept, in other cases, this may be complete junk. The term “mobil” has its 
nearest neighbor as “Tunbridg” at a cosine distance of 0.672. A place in Britain, it 
appears with “mobil” in 13 out of its 15 documents, related to a recurring local 
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newspaper feature soliciting reader feedback and input. These results with rare terms are 
a key motivation to establish a minimum global term frequency when creating the space, 
and for focusing analysis only on more frequent terms.  
Navigating the space. The semantic space has a wealth of potential uses that we 
have yet to explore. Since we know that our space is created based on a particular corpus, 
we know that terms within the space have meanings within that context. So, we can 
consider that distinct terms, such as a person’s name, might be useful to serve as an 
indicator of a marker for a position, for example, on a top management team. We know 
that executive names are already usually close to a firm. I decided to explore this with 
Apple and Nokia, and see if, knowing executives for one firm, if we could identify 
executives with similar positions at another. I examined three executives, Bob Mansfield, 
VP of Hardware, Phil Schiller, VP of Marketing, and Scott Forstall, VP of Software.  
“Mansfield,” unfortunately, appears frequently in Corpus E as a place. Because the 
term doesn’t primarily represent a person in a particular position, it could not be used in 
this way. I regressed “appl” on “schiller,” normalized the residuals, and then added the 
normalized vector for “nokia.” I then found the nearest neighboring terms to this 
constructed point. It returned a list starting with two handsets, 6101 and 6630, and a list 
of executive names, “juha,” “ollila,” “jorma,” and “alahuhta.” Jorma Ollila was CEO and 
then Chairman, and Matti Alahuhta was President of Mobile Phones, and later EVP and 
Chief Strategy officer of the firm. When evaluating the residuals, without adding Nokia, 
the neighbors included a few words relating to Utah, which does not appear relevant to 
Schiller’s biography. I added “provo” to the regression (thinking that there might be some 
extraneous words from the Deseret Times which is well represented in the corpus) and 
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ran again. The terms shifted a bit, returning 6101, 6630, e606, “phonemak,” and 
“lambeek” at 0.70. Alex Lambeek served as VP for entry level products, as well as for 
emerging markets.  
As Apple’s VP of software, Scott Forstall was a key figure in the development of 
the iOS Software Development Kit (“SDK”, cosine distance 0.675). I repeated the 
regression process with “forstal,” using only “appl” as a regression term. The nearest 
neighbors were: “qt,” 6101, “nokia,” “purnima,” “wada,” and “kochikar.” Qt was a 
software toolkit used in Nokia’s Symbian software, and 6101 was a Nokia handset. 
Purnima Kochikar was Nokia’s “VP, Forum Nokia & Developer Communities” which 
may be a comparable role, at least relative to the heightened public profile that Forstall 
had building the iPhone developer infrastructure and community.  
By quantifying text, LSA is useful to analyze texts and the ideas in them. These 
checks, regressing one or two terms, were simplistic, but do suggest that, in appropriate 
spaces, we may be able to not simply identify what is within a space, or embedded in a 
term, but intentionally navigate through a space. As noted earlier, with careful 
consideration, LSA can be a useful tool to identify limitations in keyword approaches and 
to unpack term meanings. LSA is frequently used to study passages rather than individual 
terms. This is not simply useful to study larger-scale phenomena, but to more accurately 
identify the term meanings in that specific case. By aggregating term vectors, common 
meanings are reinforced, and thus the passage is more accurately placed in the space. In 
an upcoming section, I use this technique, and aggregate documents as well to understand 
how the market evolved, but first survey how the market evolved over the study period. 
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Time Periods 
The journey of the smartphone, from a futurist’s vision to a central piece of 
technology in developed societies, was a winding one, and passed through several distinct 
technological paradigms. It faced technological constraints, and was reframed over time 
as the technological and economic context changed. “Convergence - one of the 
communication industry's favorite buzzwords - describes a time when 
telecommunications, cable and broadcasting, computers and software miraculously merge 
into a single technology (Chianello, 1995).” Although this vision seems less 
“miraculous” two decades later, technology moved in this direction incrementally. The 
Washington Post (1992) reported “Sony Corp. and International Business Machines 
Corp. today unveiled some of their first individual efforts to deal with the coming 
convergence of television, computer and telephone technologies, which is expected to 
create a new generation of electronic products for home and office.” These particular 
efforts came years before email was widely popular in society, and were focused on the 
emerging technologies of CD-ROMs (with Sony’s $1000 Bookman), and smarter cable-
box-style electronics.  
The convergence of industries creates uncertainty and ambiguity, and combines 
actors with different histories and different frame repertoires (Kaplan, 2008). Different 
coalitions formed and shifted over time, built around technologies which seemed 
promising paths toward this converged future. As these coalitions solidified, so did the 
discourse around the technologies, as frames began to emerge in the market. From the 
discourse data, we are able to identify four distinct periods in the discourse from 1992-
2010.  
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The smartphone market began as a vision for where technology would go: a 
“converged device” that subsumed a range of functions that were previously done by 
dedicated hardware. Over time, three separate sets of firms defined what this category 
was in practice: computer manufacturers, handset manufacturers, and electronics 
manufacturers. Although handsets continued to add capabilities and innovate, the market 
segmented into distinct niches, creating opportunities for many different firms, and 
reaching many price points before the multitouch design effectively took over the entire 
market.  
From 1992-2010, our analysis shows that media discourse about smartphones and 
their predecessors went through four separate periods. Showing the LSA-derived 
distances in a heatmap lets us see these comparisons between a large number of 
datapoints, and see trends emerge in these comparisons. The shape of the heatmap is 
consistent with both technology lifecycle theory and framing theories. The initial period 
seems to be one of category emergence (Navis & Glynn, 2010), wherein there is 
discussion about what the technology could or should or will be. In the three subsequent 
periods, there are clearer distinctions between each period and its surrounding time, 
though with differing characteristics of transition and stability. Figure 16 annotates the 
heatmap from Figure 9, illustrating the four periods on the heatmap, as well as the shapes 
that convey useful information. Figure 17 shows the same time, with an annotated Strata 
chart. In this way, we can see the relative changes across periods, and more easily 
compare single periods with non-adjacent ones, and compare relative significance of 
changes.   
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 Figure 16: Heatmap of Corpus E Quarterly Discourse Cosine Distances 
 
Period 1: 
Emergence 
Period 2: 
Ferment 
Period 3: 
Multihoming 
Period 4: Ferment 
Diagonal shape: 
Transition 
between periods 
Sharp transition: 
Discontinuity 
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Throughout each of these periods, Emergence, Ferment, Multihoming, and 
Discontinuity, firms engaged in market movements and strategic actions as they 
developed products and markets. In the Emergence period, few products came to market. 
Much was said about the kinds of products that would exist, and firms made investments. 
However, the period of Ferment was when products really became available, and 
competition really began. Rival designs were floated, until ultimately, the third period 
saw dominant designs emerge. I designate Period 3 as “Multihoming” because while 
stability emerged, there were separate niches across the industry. The Blackberry-style 
design became the exemplar “smartphone,” but cameraphones and other specialized lines 
took on separate functions. The last period, which I call “Discontinuity” is a period of 
renewed contestation, triggered with the launch of the iPhone. In the rest of this section, I 
detail significant actions from each period in turn, and in the next section, explore how 
the discourse changed across them. 
Period 1: Emergence. In the beginning, the smartphone market was without form, 
and void. The promise of “convergence” across information technologies and products 
was vague but exciting “cyberhype” (Chianello, 1995) that offered new markets and 
threatened new competition. Different actors perceived these through different frames. 
Though the vision was of these technologies and services merging, the vision was far 
ahead of the technological capabilities. With 4.25 mobile subscriptions per 100 
Americans in 1992 (International Telecommunication Union, 2016), the mobile phone 
industry was not at the center of the trend in the early days. Over time, however, markets 
developed, US telecommunications deregulated, and information technology developed 
to close gaps. As infrastructure advanced and was built out, the importance of more 
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capable mobile devices became increasingly apparent. However, the technological frames 
around them were undeveloped. Were these devices computers, phones, pagers, game 
consoles, or something else? Were they for contact management, working on 
spreadsheets, or faxes? Who would control the platform? 
Significantly, there does not seem to be a great deal of debate about whether the 
emerging mobile phone would BE a platform. Microsoft’s Pocket PC operating system 
powered hardware in 1992 (Urlocker, 1992), and though these were not phones, Pocket 
PC was intended to address that market in the future. By the mid-1990s, Microsoft had a 
well-established reputation as a channel partner, one which brought them both great 
profits and major legal trouble. This reputation may have been a factor in the collective 
action among handset vendors toward the end of this first period. “Mobile-telephone 
giants Nokia, Ericsson and Motorola have formed a venture with Psion PLC, a UK maker 
of hand-held computers, to make software that could become the brains behind a new 
generation of mobile phones; the venture, in a challenge to Microsoft Corp, is to produce 
a new operating system based on Psion's technology through a new company, Symbian 
Ltd. (Rose, 1998)”  
The creation of Symbian was significant for several reasons. Strategically, it tied 
three major competitors together on a single platform. It posed a major barrier to 
Microsoft’s ambitions on smaller devices by excluding firms Microsoft hoped would be 
its channel, and created a rival for developers and other potential partners. It also limited 
the opportunities for other operating system licensing companies, like Palm. 
Cognitively, Symbian was important too. It reduced uncertainty in the market by 
unifying the manufacturers. (Matsushita, Siemens, and Samsung also joined over the next 
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five years (Tee & Iversen, 2007).) It defined a new rival platform, giving the media a 
clear way to frame the evolution of the market (Kaplan & Radin, 2011). As a venture 
controlled by handset manufacturers, it would operate within handset industry frames, 
rather than Microsoft’s PC-centric frames. It did, however, affirm the framing of smart 
phones and devices as hardware that had a distinct software component, developed by 
suppliers, and was to serve as a platform similar to the PC. The expectation was that this 
would produce an “all-purpose phone” or “superphone (Pain, 1998).” This emergence 
period seems to have ended as the first products came onto the market.  
While the first “smartphone,” IBM’s Simon, was marketed in 1994, the first real 
market for smartphones emerged around 2000, when we see the second period arise in 
Figures 16 and 17. We see a shift in the collective discourse over a 2 quarter transition 
period, which then remains consistent for about two years. This suggests that consensus 
emerged on the technology (Drazin et al., 1999). This is consistent with theory that holds 
that prototypes and products change how technology develops by affecting how people 
think and speak about it (Leonardi, 2011; Suarez, 2004).  
Period 2: Ferment. During the second period, Ferment, rival concepts of the 
smartphone we launched. User interfaces were ane major design battle. Palm Inc., a 
dominant force in the personal digital assistant (PDA) market came to market in 2001 
with PDA-derived phones that ran its PalmOS. Though they had also been licensing 
PalmOS, only second-tier manufacturers Kyocera and Samsung released Palm-based 
phones (Phonescoop, 2016). Palm was famous for its Pilot handheld with resistive 
touchscreen, stylus and stylized writing system called Graffiti to enter text. However, 
while Kyocera and Samsung released touchscreen-only phones, Palm built keyboards on 
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every model except a variant of its first, the Palm Treo 180g. Microsoft’s Pocket PC also 
used a stylus, and Symbian hedged its bets as well. The Symbian OS was developed to 
support three different user interfaces: the UIQ stylus system, the S60 numeric keypad 
system, and S80 with a QWERTY keyboard (Tee & Iversen, 2007). The joint venture 
approach led to a quirk that those interfaces were not developed by the Symbian joint 
venture, but by Ericsson (UIQ) and Nokia (S60) for license to other vendors. Ultimately, 
though, Ericsson only shipped 3 stylus-based Symbian models, and Motorola one more, 
in the US. Pocket PC licensees, often implemented a touchscreen, although sometimes in 
combination with a keyboard. The second period for smartphones did not end abruptly, 
but experienced a transition to the dominant designs of Period 3. 
Period 3: Multihoming. In the third period, Multihoming, Figures 16 and 17 show 
that discourse shifts over a year, and then reaches a new, multi-year “stable” position. 
This is likely a period of incremental innovation. In the market, traditional handset 
companies took control of the market in this time (Canalys, 2007) with media-centric 
consumer offerings with music and cameras, and email-centric business smartphones like 
the Blackberry (Gillette, Brady, & Winter, 2013).  
While dominant designs emerged, they did so within separate niches. This 
“multihoming” featured consensus about the fact that separate phones were appropriate to 
solve separate problems, and while high-end phones might attempt to bundle several of 
these together, phones largely had settled into these niches. The high-end niche was 
primarily targeted toward institutional customers and wealthy business users. As the term 
became more widely known, the smartphone was an email-centric device, exemplified by 
the Blackberry. These findings, particularly as illustrated in Figure 17 with stretches of 
151 
 
very closely related discourse, suggest support for Proposition 2, that collective frames 
emerge and subsequent contestation occurs within those frames.  
The Blackberry, the prototypical smartphone of period 3, was the product of 
Research In Motion, a pager company. Their emphasis on messaging, and a highly 
functional keyboard proved to be very popular in its market segment. With its roots in 
pagers, the Blackberry solved the keyboard-screen-size tradeoff by not trying to fit into 
the user’s pocket. Though their shape was awkward for calling, executives could use 
Bluetooth headsets, and the Blackberry became a status symbol. It was so popular with 
users that the term “crackberry” was coined to imply that the device was “like crack” 
cocaine, and highly addictive. In period 3, the keyboard was a central feature of the 
“smartphone” category, with a screen above, and some sort of pointing device like a 
wheel or trackball to select screen icons. To function, these smartphones required some 
additional mobile services like data plans or email service plans, which lower tier niches 
like camera or music phones did not. In targeting business users, capabilities like camera 
and media were lower priorities for smartphones, though some market challengers did 
include them on some models. Cameraphones, however, with their lower price point and 
convenience for consumers, became a very popular product. “Converged Devices” 
became products that had phones in them, but sat in distinctly different niches, moving 
slowly toward integration. Sociotechnical systems, including the organizations of the 
producers and distributors grew around these niches, creating forces to maintain inertia 
for “non-converged” products. 
The specialization in “converged devices” in this era represented a contradiction of 
the PC-centric frames’ drive to platforms and separate operating systems. The Symbian 
152 
 
partners were successful in this market, but there was not a large Symbian software 
business, and many non-partners hedged their bets on other platforms. A software 
developer who wanted to write for a mobile phone would face a challenge in deciding 
which operating systems to target, or whether they should write for a Java virtual 
machine or other “middleware” on the phones (Tee & Iversen, 2007). Even with a 
platform in place, the hardware of each phone would be different. Blackberry became the 
mindshare leader in smartphones with full control of its own platform. Nokia was the 
largest vendor of handsets in the world, while being the most powerful member of 
Symbian and developing the most popular user interface for it.  
Period 4: Discontinuity. Period 4, Discontinuity, began with Steve Jobs’ keynote 
address at Macworld 2007, when he announced the iPhone to the world. This is evident 
in Figure 16 with the sudden change in groupings, and in Figure 17 with the sharp drop of 
prior discourse in 2007. Though it had been rumored in the press, and the name guessed 
based on iMac and iPod product naming schemes, the design was indeed “revolutionary.” 
First, its architecture is indeed revolutionary because it changed the relationship between 
components, and between functions (Henderson & Clark, 1990). While the screen was 
still for visual user output, the touchscreen plus software was now used for input as well, 
eliminating the keyboard. This approach to solving the screen-keyboard-size constraint 
allowed a maximal screen size. The larger screen made the web more accessible, such 
that it would later be considered the “killer app” for the iPhone (West & Mace, 2010). 
Prior web browsing solutions required simplified versions of the sites, which were often 
of limited value. In addition, the iPhone was built with a number of sensors, including 
ambient light, accelerometers, and a camera that was often omitted on “smartphones.”  
153 
 
The iPhone also changed the relationship between components and core concepts. 
Combining the camera and accelerometer allowed a user to take a picture, and turn the 
phone horizontally, and have the picture rotate in a counter direction. This changed the 
cameraphone’s core concepts (Henderson & Clark, 1990), and as a more natural way to 
use a device, likely increased its experiential commensurability, one of the factors in 
salience and frame resonance (Benford & Snow, 2000).  
This consideration of camera features was a sign of the phone’s media capabilities, 
which Apple emphasized, against the conventional smartphone wisdom. Jobs called it, “a 
widescreen iPod with touch controls, a revolutionary mobile phone, and a breakthrough 
Internet communications device” (Apple, 2007). Although he did not specifically call the 
iPhone a smartphone, he did frame rivals as “not so smart” because of the keyboard that 
was there whether you needed it or not. The iPhone also had mapping support via a GPS 
chip and a Google Maps app for mapping. However, it did not have turn-by-turn maps, 
and most interestingly, lacked any support for third party developers. Although in many 
ways, the iPhone exemplifies a dominant design, which theory would suggest should not 
be the technological disruption, the App Store is a fundamental part of the design of a 
modern smartphone. The original iPhone also did not have the ability to access the fastest 
mobile data networks, being limited to a 2G network rather than 3G. Wifi support, an 
added feature for other smartphones, was particularly critical for the iPhone. 
In November 2007, Google led the creation of the Open Handset Alliance, a 
consortium of firms to back its nascent Android operating system (Open Handset 
Alliance 2007). While originally conceived as a Blackberry-like platform, Google 
rewrote Android to be multitouch like the iPhone, offering handset manufacturers a 
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chance to rapidly imitate Apple’s platform merely by ceding control of the operating 
system. While Nokia and Blackberry were unwilling to do so, many firms joined the 
Alliance. 
Apple made a number of significant changes in 2008. In March, they announced 
iPhone OS 2.0, which would be a free upgrade for iPhone customers, a Software 
Development Kit (SDK) for third party developers, the App Store, and support for 
corporate features like Virtual Private Networks and Microsoft Exchange Sync for email. 
The iPhone 3G was announced on June 9, with full 3G data connectivity and a new 
carrier-subsidized pricing model, with a more expensive data plan but a $199 starting 
purchase price rather than $399. When the new hardware and software went to market in 
July, these updates addressed many of the major criticisms of the iPhone.  
However, beyond the features, these changes significantly altered the sociotechnical 
systems around the iPhone. With the SDK, App Store, Developer Program, third party 
developers could now develop and distribute applications on the phone. Apple also 
announced, with venture capitalists Kleiner Perkins Caulfield Byers, a $100 million 
iPhone investment fund. As a leading VC, KPCB provided a strong concurring claim that 
app development would be a viable business. While other phones could support third 
party apps, Apple’s effort was focused, so that developers could be confident of the 
hardware capabilities of Apple phones, unlike other vendors’. In addition, the App Store 
was a clear way to distribute apps, without needing carrier intervention. Before the 
iPhone, carriers held more power in the value chain, often getting customized “exclusive” 
handsets or even selling their own brand. Indeed, the world’s first Android phone was the 
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T-Mobile G-1, announced on September 23, 2008. The handset-manufacturer-controlled 
App Store diminished the traditional role of carriers as gatekeepers.  
Period identification with ARIMA. Since our interest here is to empirically 
identify those changes and distinct periods, I use ARIMA in a multi-step approach. I ran 
an ARIMA on the series of quarterly cosine distances from the final quarter in the study 
(2010Q4). Based on the idea that outliers may indicate significant points for defining 
separate periods that might also have different characteristics, I ran new analyses ending 
at those outlier points, thereby excluding the more recent periods. If these points are 
indeed the markers of chances between periods, the correct functions for each period may 
differ in each. 
Due to the characteristics of cosine distances and the way that these discourse data 
move over time, it is not surprising that the plot of points shows an increasing trend, 
rising to 1 in the final observation. An augmented Dickey-Fuller test confirmed that the 
unmodified cosine distance series is not stationary (Greene, 2008: 745). 
adf.test(tsMediaEQuarterCos2010Q4) 
 Augmented Dickey-Fuller Test 
data:  tsMediaEQuarterCos2010Q4 
Dickey-Fuller = 0.789, Lag order = 4, p-value = 0.99 
alternative hypothesis: stationary 
 
Figure 18 shows the plot from R’s tseries::tsdisplay command. The top 
graph in the figure is the plot of the data points. The lower left is the autocorrelation 
function (ACF) and the lower right is the partial ACF (PACF.) The decay of the ACF, 
combined with the spike at the first partial autocorrelation suggests that the data may 
follow a (p, d, 0) model, with an autoregressive (AR) and integrated component, but not a 
moving average (Hyndman & Athanasopoulos, 2016).  
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Figure 18: Time Series Values, ACF, PACF 
 
 
 
After testing several permutations of parameters, I found good fit (based on the 
Aikike Information Criterion) with (p,d,q) = (1,1,0) and seasonal values of (1,0,0). These 
parameters specify one and four period autoregression (prior quarter and year-ago) and 
one period differencing. Therefore, the model regresses on the difference between period 
t and t-1, as well as on the value of period t-4. This model has a lower AIC (-266.01) than 
one regressing on the seasonal difference instead (-249.12.) The ADF and ARIMA 
coefficients are shown below.  
Dickey-Fuller = -4.3068, Lag order = 4, p-value = 0.01 
alternative hypothesis: stationary 
 
Coefficients: 
         ar1    sar1      AO3     TC34     AO61 
      0.0452  0.6637  -0.0880  -0.1285  -0.1171 
s.e.  0.1181  0.0854   0.0259   0.0285   0.0216 
 
sigma^2 estimated as 0.001394:  log likelihood = 139,  aic = -
266.01 
 
Outliers: 
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  type ind time  coefhat  tstat 
1   AO   3    3 -0.08804 -3.402 
2   TC  34   34 -0.12846 -4.513 
3   AO  61   61 -0.11710 -5.434 
 
For the entire period, the most significant factor is the seasonal (4 quarter) lag. 
These results indicate that there are three outliers in the data. “AO” types are Additive 
Outliers that affect one period, while “TC” indicates a temporary change that decays over 
time. The ARIMA indicates three outlying points, quarters 3, 34, and 61, are 1992Q3, 
2000Q2, and 2007Q1. The first outlier occurs when we have few articles and thus less 
consistent quarter means. The second point is where the Ferment period is clearly in 
place, and the third is the iPhone announcement quarter. Figure 19 shows the residual 
plot, which no longer shows signs of autocorrelation. The ADF also indicates that the 
series is stationary.  
 
 
Figure 19: ARIMA Residuals, ACF, PACF 
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Theoretically, we assume that the periods we attempt to identify are qualitatively 
distinct. Dynamics of media after a frame break or technological discontinuity are likely 
to be qualitatively different from those before that point. Therefore, I ran an ARIMA on 
the data before the iPhone, through 2006Q4. I used the same parameters. Notably, this 
identifies additional outliers and changes some outlier types.  
Dickey-Fuller = -4.0406, Lag order = 3, p-value = 0.01392 
Coefficients: 
          ar1    sar1      AO3     TC19     LS32     AO34     TC40 
      -0.2499  0.3398  -0.0808  -0.0722  -0.0859  -0.0980  -0.0664 
s.e.   0.1424  0.1346   0.0191   0.0215   0.0227   0.0189   0.0217 
 
sigma^2 estimated as 0.000574:  log likelihood = 136.16,  aic = -
256.32 
 
Outliers: 
  type ind time  coefhat  tstat 
1   AO   3    3 -0.08085 -4.237 
2   TC  19   19 -0.07222 -3.363 
3   LS  32   32 -0.08589 -3.783 
4   AO  34   34 -0.09801 -5.191 
5   TC  40   40 -0.06643 -3.064 
The Dickey-Fuller test shows a p-value just above 0.01, indicating the series is 
stationary. The effect of the seasonal lag is reduced as we examine the time before the 
iPhone. In this regression, quarter 19 (1996Q4) produces a temporary change, while 32 
(1999Q4) is a level shift, a permanent change in the series. 2000Q2 is treated as an 
additive outlier, and 40 (2001Q4) becomes a temporary change that decays over time. 
The 32-34 set of changes bookends the short transition between Emergence and Ferment 
on the heatmap. The outlier plots for the residuals are showing in Figure 20. The ACF 
and PACF are within the 95% confidence interval. 
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Figure 20: ARIMA Residuals 1992-2001, ACF, PACF 
 
 
 
The appearance of 2001Q4 is interesting, since the 40th quarter could be the start of 
a separate trend on Figure 18. Continuing the analysis and studying Emergence and 
Ferment by ending at quarter 40, we find similar results whether we consider seasonality 
or not. The non-seasonal ARIMA yielded a slightly better ADF, and a slightly better 
AIC, indicating that the seasonal impact was even less relevant earlier in smartphone 
market development. 
Dickey-Fuller = -3.5091, Lag order = 3, p-value = 0.05517 
Coefficients: 
          ar1      LS3     TC19     LS32     AO34 
      -0.6410  -0.0785  -0.0795  -0.0847  -0.0996 
s.e.   0.1495   0.0199   0.0197   0.0198   0.0194 
 
sigma^2 estimated as 0.0005456:  log likelihood = 90.91,  aic = -
169.83 
 
Outliers: 
  type ind time  coefhat  tstat 
1   LS   3    3 -0.07846 -3.936 
2   TC  19   19 -0.07955 -4.045 
3   LS  32   32 -0.08475 -4.272 
4   AO  34   34 -0.09962 -5.142 
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This series again highlights the points identified previously, suggesting that there is 
indeed a significant change in quarters 32-34, as well as in quarter 19, which was not as 
obvious to the eye in our visualizations. The ADF suggests the ARIMA has likely 
stabilized the series, though the p-score is just above 0.05. The residual plots in Figure 21 
also suggest no major unidentified autocorrelation. Since much of this period consists of 
what we theorize to be an emergence period, without widespread consumer sales, the lack 
of a strong seasonal influence should not be surprising.  
 
 
Figure 21: ARIMA Residuals 1992-2006, ACF, PACF 
 
 
 
Together, these results suggest that the discourse does behave as we would expect, 
with autoregressive characteristics. It experienced some significant changes in dynamics 
between periods, which would align with framing theories. We are also able to identify 
specific points when the discourse changed, although these are still subject to 
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interpretation. When trends are changing, for example, around quarter 40, the visuals 
suggest that the changes might have truly been a bit later, and that random error might 
place quarter 40’s discourse as a better fit for the later trend than the earlier one. While 
time series analysis is an area rich for future exploration, we have quantitative support for 
the distinction between periods. Figure 22 applies the ARIMA-identified outliers to the 
heatmap, revealing statistically interesting points that may be particularly significant in 
the development of the battle. 
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Figure 22: Heatmap with ARIMA-Identified Outliers 
 
 
 
Although the movements in the market seem to affirm the idea that these periods 
are correctly identified by analyzing media discourse, it is important to explore the 
changes in the discourse to better understand what these shifts actually represent.  
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Changes in Discourse 
To improve my understanding of the themes in the discourse, I used three 
approaches. First, using keywords that I expected to have relevance in different time 
periods, I ran two heatmaps of media quarters compared to the terms. After comparing 
keywords, I clustered the documents to identify thematic groupings of documents, and 
examined how each clusters’ members appeared over time. Finally, I then create sets of 
cameraphone and smartphone coverage and compare how these topical sets diverged over 
time.  
Terms over time. Figures 23 and 24 are the term-media heatmaps. The keywords 
were deliberately ordered to generally increase in salience over time through an iterative 
process. Each cell in the graphic indicates the cosine distance between the vector on X 
axis and the vector on Y, with color coding is relative to the Y axis. The intensity of the 
colors are based on how significant the focal cell is relative to the total of the relevant 
baseline. The underlying cosine distances are the same in each heatmap, but are therefore 
color coded relative to quarter in Figure 23, and to keyword in Figure 24. Figure 23, then, 
tells us which terms are significant to a quarter, and Figure 24 tells us which quarters are 
most significant to the term. So, Figure 23 shows “comput” being bright yellow relative 
to the Emergence period discourse, because few words on the list are so close to these 
quarters. Conversely, because there are many quarters that are close to the term, Figure 
24 shows the relationship as much more muted.  
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Figure 23: Quarters Compared to Keywords 
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Figure 24: Keywords vs. Mean Quarterly Media 
 
 
 
In the Emergence period, Figure 23 shows “telephon,” “comput,” and “isdn” 
(Integrated Services Digital Network, and old high-speed landline system) were the most 
significant terms. Some related computing and telephony terms were also relevant. This 
supports the idea that in the earliest stages, “smartphones” were conceptualized as 
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telephones and would be used for calling, but would also have PC-like characteristics like 
“spreadsheets.” 
In the Ferment period, Figure 23 suggests that the discourse emphasized the 
computer-oriented smartphone, with computing industry firms (Microsoft, Palm) and 
products highly related to these quarters. This suggests that the discourse in the second 
period may be a case where prognostic frames of “what it is” got ahead of the diagnostic 
of “what it is for,” with new products themselves serving as non-discursive framing 
(Leonardi, 2011). Figure 24 suggests that, for these computing-oriented terms, the 
Ferment period was their heyday, soon to be squeezed out in the third period.  
Figure 18 suggests that computing industry terms fell off quickly at the start of 
Multihoming period, and were replaced with an emphasis on cameras, and an emerging 
relevance of music and email. This would reflect the market attempting to refine its 
diagnostic frames around the technology in hand, emphasizing why customers would use 
these products. Figure 24 likewise shows the rise of these terms in this period, as well as 
the handset manufacturers, who took the lead over the computer-oriented firms. 
However, these charts group media by time period and do not separately compare 
business media and consumer media. Therefore, it is likely that the mean position for 
media discourse conflates distinct media that might emphasize different aspects of 
different product lines. These results likely skew toward the consumer product lines since 
consumer-focused phones are likely to be covered in a wide range of general purpose 
publications, while business products are likely to be more narrowly evaluated. An 
aggregation scheme that distinguishes groups between types of media outlet might 
produce somewhat different results, as the computer-based phones might have higher 
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relevance in business-oriented publications. However, we do see that both music and 
email grow in salience throughout this period. 
In the fourth period, of Discontinuity and Ferment, Figure 23 shows that “appl” and 
“iphon” become very salient in this period. This strongly suggests that the iPhone 
announcement represented a frame break, as well as a technological discontinuity. And, 
while we might today conceptualize the multitouch phone as a dominant design, the 
heatmaps show that this was not instant. While the media intensively covered Apple, it 
did not automatically adopt Apple’s technology frames. The non-squared shape of the 
period of the Figure 16 heatmap suggests that the discourse evolved over time, and that it 
initiated a renewed debate about smartphones. Despite the strong consistency in the 
adjacent quarters on either side of the diagonal, this seems to be a period of ferment and 
contestation. Android’s appearance in 2008 (Tseng, 2008) did not spark a new period of 
discourse, but may have shaped the evolution of the debate. It seems likely that 
“Android” became important to the evolving ideas about smartphones, but it did not have 
a key “moment” like the iPhone seems to have, since there we observe no sudden 
changes in the overall discourse, either at announcement, at product availability, or as it 
gained significant market share. It did, however, become more salient throughout 2010. 
Figure 24 exposes a few dynamics that are not evident with the quarter as the 
reference. Keyword-based references make it clearer how individual terms become more 
or less important over time. Some terms span periods - spreadsheet, for example, is 
salient in periods 1 and 2, though moreso in period 2 as computer-centric terms become 
more salient. Media-related terms become increasingly important in periods 2, 3, and the 
start of 4.  Apple-related terms obviously become salient in 2007Q1.  
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Several of these keywords rise, fall, and rise again. “Voicemail” is salient in period 
1, but disappears until Apple’s “visual voicemail” feature comes to the iPhone. 
“Keyboard” becomes quite significant in period 2, diminishes in period 3 (when 
keyboards are actually becoming quite popular) and then reemerges in the first part of 
period 4. This is interesting, because in period 2, “keyboard” appears in just over 14% of 
articles, and in period 3, still appears in almost 9%. This raises a question for further 
investigation - are we seeing the framing contest settle on “keyboard” as being an 
integral, but no longer “contestable” part of the dominant technology frame in period 3? 
Keyboard also seems to diminish in the second half of period 4, when Android-related 
words surge in salience, and when multitouch (a technology introduced at the start of the 
period) becomes much more salient. 
While analyzing shifts in the salience of keywords can shed some light on discourse 
shifts, findings depend on term selection. Another approach is to use clustering. 
Clustered Themes. I k-means clustered the Corpus E media documents based on 
their vectors. I used the same Corpus E space as before, with 30 dimensions.  I clustered 
using Ward’s method, testing K for values 10, 20, 30, 40, and 50. The 30 cluster solution 
seemed to produce a reasonable result based on within-cluster sum of squares, and on 
checks of documents within each cluster. I named the clusters based on which terms were 
closest to the cluster centroid in the semantic space. (I used the neighbors command 
to identify sets of points that were thematically similar, rather than automatically taking 
the closest one.) The cluster solutions were done based on normalized (all vectors 
magnitude 1) Euclidean similarity, regardless of date. Therefore, different themes should 
appear with different frequencies over time. One of the key observations across values of 
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K was that much of the differentiation occurs late in the discourse, such that a larger K 
gives many more clusters post-iPhone, and fewer before. This makes sense because as 
smartphones become more integrated into society, they appear in more contexts in the 
media. This also suggests that interpretation of clusters in earlier periods will be less 
sensitive to the K chosen, at least in this range.  
Table 13 presents the top five clusters for each period, by proportion. The telephony 
cluster relates to telephone-related and voice calling topics. “Disorder” includes news 
about crime, disasters, wars, and accidents, which become much more cited when 
cameraphones emerge. However, police logs that report the theft of a victim’s “computer, 
phone, …” were captured in the corpus search terms, and would likely be included this 
cluster, especially in early quarters. The “2k Tech” cluster emphasized specific 
technologies from that period, including hardware, CDs and DVDs, etc. This is useful to 
note because it indicates a focus on prognosis, rather than diagnosis. “Cam in Society” 
refers to articles that talk about the use of cameraphones in society, often about parties or 
about fears of voyeurs and privacy invasion. From this table, we can see the shifts in 
topic through each period.  
 
 
Table 13: Top Themes by Period 
Emergence Percent Ferment Percent Multihoming Percent Discontinuity Percent 
Telephony 26.5% 2k Tech 33.3% Cameraphones 15.0% iPhone 7.7% 
Disorder 11.6% Telephony 7.9% 2k Tech 11.8% iPhone Hype 6.4% 
Business 11.2% Data 6.5% Cam in Society 8.2% Phone Reviews 5.1% 
2k Tech 10.2% Business 4.4% Disorder 6.5% Blackberry 5.0% 
Uni 8.0% Disorder 4.4% UK Newspapers 5.0% Music 4.7% 
 
 
In the first period, pundits were postulating the coming of “digital convergence.” 
Figure 25 shows the proportion of documents in each quarter that are members of one of 
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the top clusters in the Emergence period. Just as the keyword distance comparison 
showed telephony concepts as important to the smartphone discourse, the clusters reflect 
the same idea. Other clusters that appear are associated with telephony, cameras in 
society and disorder, business, corporate governance (including financial markets), 
universities, and a technology-specific emphasis. These seven clusters account for about 
70% of the discourse through 1999. Telephony as a topic dominates this first period, 
though as technology matures, the emphasis on it declines. The diagnosis of “smartphone 
is for calling” loses salience as other conceptions emerge. This becomes more 
pronounced as technology-specific discourse increases into period 2, when computer-
centric handheld devices become important as the prognosis to diagnosis of “a 
smartphone is for all purposes.” This framing is consistent with the initial vision of 
convergence, and with more products emerging, discourse shifts in 2000. 
 
 
Figure 25: Top Period 1 Clusters by Share 
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The second period in the evolution of the smartphone came around the year 2000, 
as the first real contenders for the title came to market. Different firms came with 
different designs. Figure 26 shows the proportion of documents in each quarter that are 
members of one of the top clusters in the Ferment period. Charting the top clusters, the 
second period, from 2000-2002, shows that media discourse emphasized technology. The 
keywords in the corpus may have biased these results to some degree, but this is the 
period when PDAs achieved their greatest success, and attempted to cross into mobile 
handsets. The competition between rival product designs would be expected to create a 
lot of discourse around the subject as the market works to frame the technology. While 
telephony is still a factor in the discourse in this period, it quickly falls off as 
smartphones start to get to customers’ hands and they use them for much more than just 
calling. 
 
 
Figure 26: Top Period 2 Clusters by Share 
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Although the original vision for a smartphone was a single device that did 
everything, practical limitations got in the way. In the second period, other markets were 
shifting toward the converged device as well. Digital cameras and digital music players 
were gaining market share over their analog counterparts. In the third period, Figure 27, 
handset manufacturers targeted those emerging markets themselves, building that 
functionality into handsets that could not do everything, but could compete for the lower 
end of those other markets. In the cluster analysis, we see that discourse is dominated by 
cameraphones, events recorded on them, and the implications and use of them in society. 
Technology fades as a major emphasis, and music starts to appear as a theme. Although a 
number of other niches emerge, including gaming devices, multimedia/TV, and 
navigation, cameraphones took focus.  
 
 
Figure 27: Top Period 3 Clusters by Share 
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Given the other analyses, it is not surprising to see in Figure 28 that both “iPhone” 
and “iPhone hype” were major themes in the discourse in the Discontinuity period. 
Though it was derided as “a toy” by some, notably for lacking the capability to integrate 
with corporate email systems, the iPhone dominated discourse, even though Windows 
Mobile had 50% smartphone market share in the US (Eddy, 2011) in 2007. The iPhone 
cluster, along with “iPhone hype” (peaking around releases, with consumers waiting 
overnight) were the two largest clusters in this period. Notably, this period saw increased 
numbers for “phone reviews” as well as for Blackberry. The iPhone seemed to have 
shifted emphasis toward smartphones across the market. Apps also became a popular 
topic in 2008, as would also be expected, taking ground from iPhone-specific articles. In 
2008, the iPhone became the first true mobile phone platform, and the smartphone 
category began to be defined by that. 
 
 
Figure 28: Top Period 4 Clusters by Share 
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Over time, we see that different themes became relevant in the media discourse. 
The first two had considerable overlap, but as Ferment gave way to the Multihoming 
period with dominant designs, new clusters, with emphases on distinct usage emerged. 
This suggests support for Proposition 1, that there will be competition between distinct 
technological frames. In Ferment, technology itself is a stronger subject of discussion, 
which implies contests around the prognostic sides of Technology-In-Use and Nature of 
Technology frames. In Multihoming, however, the emphasis moved to the diagnostic 
sides of these, emphasizing their uses. The Discontinuity period demonstrated a sharp 
change in themes as well, with clusters clearly indicating rival platforms as old frames 
began to lose their efficacy for interpretation. Because the Multihoming period is not 
clearly predicted by dominant design theory, it is particularly important to examine in 
more detail. While cameraphones and other niches developed, it is worth investigating 
how those niches diverged from each other. 
Multihoming. The emergence of a dominant design came via a differentiation into 
multiple products in the Multihoming period. Although we see changes in the importance 
of “cameras” over time, the meanings of terms and artifacts have changed over time. The 
semantic space is constructed from a time-independent corpus, and thus cannot show 
changes in the meaning of a term over time. To explore this, I constructed two subsets of 
the corpus from keywords. Though this is a lexical approach to define groups, I used 
these as a proxy for discourse around those terms. The Cameraphone set used 
“cameraphone” or both “camera” and “phone”, while the Smartphone set used 
“smartphone” or both “smart” and “phone”. Because Corpus E was built from queries 
that did not include “cameraphone” after 2008, I used the Corpus F text, projected into 
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the Corpus E semantic space. I then ran a strata chart comparing these sets. Figure 29 
plots the average position of members of the Cameraphone dataset versus the reference 
point of the average position of members of the Smartphone dataset. In other words, each 
line represents the distance of the articles in the “cameraphone” set for that quarter, 
relative to the articles in the “smartphone” set in the X axis quarter. 
 
 
Figure 29: "Cameraphone" Media Discourse vs. "Smartphone" Media Discourse 
 
 
 
This chart shows several important things about the characteristics of discourse in 
general, but particularly in the Multihoming period. I will first note the caveat that low 
frequencies in the earlier period do suggest caution in interpretation. However, 
consistency over time should give us increased confidence about the reliability of these 
findings. 
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The first observation is that over time, particularly from the later part of 
Multihoming, cameraphone and smartphone discourse diverged, supporting the idea that 
multihoming was truly happening. Because we have historical data plotted, we can 
observe some specific dynamics of the discourse in these sets, and how each set was 
changing. In the first half of this chart, we see that historical cameraphone data remains 
about the 0.8 cosine distance from each period of smartphone discourse. This tells us that 
smartphone discourse was not diverging significantly from “camera” topics in those 
quarters, since historical cameraphone data can be used a reference for new smartphone 
positions. In the second half of the chart, the decline of the historical cameraphone lines 
indicates that the historic cameraphone and new smartphone discourse diverge. This 
suggests that “smartphone” discourse is changing, and moving away from talking about 
cameras. It further implies that the conception of a smartphone is moving away from the 
fully converged device to a more specialized design. 
The second observation is that although the historical discourse stayed about the 
same in the first half, indicating that smartphone discourse was not moving much, even in 
Ferment, the new series frequently begin on the lower end of the range of discourse 
distances. This means that the contemporary discourse between cameraphones and 
smartphones is diverging. Combined with the relatively stable position of “smartphone,” 
this implies that the cameraphone discourse was shifting to a new location, and is thus 
increasingly differentiated from the broad vision of all-purpose phones. In 2006, all of the 
new discourse, appears between a cosine of 0.4-0.6 to smartphone discourse in the same 
period, while the Ferment cameraphone discourse remained at 0.7-0.8 from the later 
smartphones. Although the lines in this chart are not consistently ordered and thus the 
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strata are not completely clear, there is a structure here, with certain lines consistently 
high and others consistently low.  
Over this period, the number of cameraphone articles increased, as indicated by the 
bar chart. (The spike in 2007 may have been driven by the intense coverage of the iPhone 
and mentioning its camera.) Likewise, the pseudo-SD indicated by the dots on the chart 
gradually rose as would be expected with increased discourse on a topic, but remained 
fairly consistent.  
The media discourse across the corpus reflects many of the ideas we might expect 
to find. Before products were available, perceptions of the expected category were 
derived from existing products and known technology. These conceptions changed once 
products were actually available, and during Ferment, emphases were much more on the 
technology than on the uses - prognosis rather than diagnosis. In Multihoming, the 
cameraphone segment became significant, particularly around how they were used, and 
how they broke news. Finally, Discontinuity held discourse that was entirely new as 
society’s perceptions changed and focused on new designs and more capable phones. In 
the next section, we analyze the physical evolution of the phones in each period. 
Product Evolution 
The emphasis in this study is on framing and discourse, in a context of a 
technological design battle. While the discourse shows patterns that we would expect 
reflect the cognition in a design battle, it is helpful to establish that such a battle takes 
place. The Phonescoop data provides insight into the evolution of handset features. Using 
this handset data, I ran a PCA on 39 phone features and reduced them to three 
components with varimax rotation to plot in three dimensions. Loadings are presented in 
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Table 14. The three dimensions account for 44% of the variance of these key phone 
features. 
 
 
Table 14: Top Phone Feature PCA Loadings 
Loadings PC1 PC2 PC3 Notes 
WAPorWeb  -0.198  Has some sort of web capability 
MusicPlayer -0.109 -0.242   
WiFi -0.288    
CameraResLog -0.254 -0.117  Log of camera resolution in megapixels 
RealMusicRingers -0.248   
PushToTalk 0.132 -0.103 0.384  
HighSpeedData -0.227 -0.117 Some high speed data capability (2G+) 
MemoryCardSlot -0.251  Removable memory card slot 
TextKeyboardHardware -0.119  Physical keyboard 
NonQWERTYKeyboard   Keyboard is not QWERTY 
USB  -0.238  USB connectivity 
ScreenResRatio -0.292   Screen resolution ratio: px high/px wide 
TouchScreen -0.293   Either kind - stylus or multitouch 
EmailClient -0.109 -0.194 -0.16 Email software 
Camera  -0.307  Presence of camera 
SpeakerPhone -0.242 0.152  
SMS Templates 0.15 -0.125  Templates to make texting easier   
Bluetooth  -0.294   
GSM   -0.38 Euro protocol (AT&T, T-Mobile in US) 
FrontCamera -0.304   Presence of “Selfie camera” 
InstantMessaging -0.116 -0.168   
PCSync   -0.183  
SideKeys  -0.183 0.195  
HardDrive    Storage size 
MMS  -0.276 -0.102 Multimedia messaging 
HeadsetJack 0.144  0.21 2.5mm headphone jack (small size) 
RemovblBattery 0.227    
CustomGraphics -0.284   
Ruggedized   0.478  
WeightOz -0.228  0.151  
DimL -0.29   Length (in) 
DimW -0.26   Width (in) 
DimD 0.22  0.124 Depth/thickness (in) 
LiveTV    Access to live TV service 
WaterResistant  0.353  
Games  -0.188  Has at least one game built in 
VoiceDialing   0.286  
DisplayResLogPx -0.271   Log of the total pixels in display 
Java 0.259 -0.157 -0.117 Has Java mobile virtual machine 
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The first component is heavily oriented toward the iPhone prototype (with a 
negative sign) with touchscreen, email, WiFi, high resolution screens, etc. The second 
captures pre-iPhone designs (again with a negative sign), with some degree of web and 
data support, memory cards, keyboards, media features, etc. The third has strong loadings 
from “blue collar” features like ruggedization (waterproofing, etc) and push-to-talk. In 
other words, a phone that was very unlike the iPhone would be in the upper right corner, 
and would lack cellular data, a touchscreen, etc. 
From 2001 (start of Phonescoop data) through 2002, I plotted the feature sets of all 
phones in the Phonescoop data that had all data for the listed features. Many phones in 
this period lacked important information such as about their screens, and so were dropped 
from the analysis. These were typically “feature phones” which were simply for voice 
usage. Each phone in the sample is plotted with a “2” for Period 2, and is color coded by 
month, starting with 2001 in yellow. These appear in the Figure 30. These appear over a 
fairly wide area, with a general movement downward and to the right (moving toward 
keyboards, toward better data, and away from touchscreens). 
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Figure 30: Phone Feature PCA Plot, 2001-2002 
 
 
 
The Ferment period was full of experimentation. The slider phone form factor 
represented an attempt to balance dueling constraints of physical size, keyboard 
availability, and screen size. “Predictive text entry” was a way to attempt to speed text 
input while keeping only a numeric keypad. Although the initial vision of the smartphone 
was one of an “all-purpose” phone, models began to specialize into niches that 
incorporated functions of other electronic devices.  
By contrast, during Multihoming, handsets were on a consistent technological 
trajectory. In Figure 31, adding phones approved through 2006, phones (turning blue, and 
then toward red over time) move increasingly toward a frontier in these two dimensions, 
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but particularly moving toward the lower right, dropping touchscreens and adding media 
and data capabilities. Adding a third dimension showed phones of trends, with gaps, that 
indicated that while rugged phones were still produced, fewer of them sought FCC 
approval, and had fewer features. These were distinct product segments as well. 
(Unfortunately with a large number of points, it was very helpful to be able to move the 
graphic to perceive depth, and is thus problematic to render to the page.) 
 
 
 
Figure 31: Phone Feature PCA Plot, 2001-2006 
 
 
 
The iPhone clearly altered the technological trajectory of the market. Figure 32 
plots the phones approved by the FCC through May 2007, when the iPhone received its 
approval. While other phones in period 4, as would be expected, stayed on their frontier, 
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the iPhone stood alone on the left, marked with a black “i”. This position is quite distinct, 
as a radical design should be. 
 
 
 
Figure 32: Phone Feature PCA Plot, 2001-May 2007 
 
 
 
Figure 33 shows smartphone approvals through the end of 2010, cycling colors 
through red and back to green over time, plotted with “4s”. Subsequent iPhones are also 
plotted as black “i”s. The impact of the iPhone on competitors’ designs is quite evident. 
A large number of handsets were approved, and in total, move almost straight left on the 
graph, adopting more “iPhone features” in the process. The iPhone itself converged 
toward the other designs by adding missing features in later versions. It is also notable 
that, while there are a range of “4s” along the right side of a chart, these are mostly earlier 
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in the Discontinuity period, as the yellow and green of later months are heavily 
concentrated on the bottom left of the area. 
 
 
 
Figure 33: Phone Features PCA Plot: 2001-2010 
 
 
 
By plotting the feature evolution, the difference between periods becomes visually 
clear. During Ferment, phones were spread out through the space. Under multihoming, 
though, an increasingly clear frontier emerged, combining sets of features, and gradually 
becoming “smarter.” The iPhone appeared far from its rivals, both with distinctive 
features pushing it to the left, and without maximizing the other “smart” features. During 
Discontinuity, the iPhone increased those capabilities, moving downward, while rivals 
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subsequently moved to adopt those “distinctively iPhone” features. In the next section, I 
emphasize the competition between firms. 
Competition 
I began this study with a focus on framing contests. Firms compete to shape how 
others frame technology. They do so through a range of framing actions - many 
discursive, but others material. The iPhone announcement was primarily a discursive 
action, because the product was not available to others at that point, but it also was 
material in that it revealed new technology that was coming to market, and what kinds of 
investments Apple had made in the preceding years. In this section, I first analyze press 
releases from four key firms, evaluate discursive opportunity, drill into specifics of the 
framing contest between firms at the start of the Discontinuity period. 
Press Releases. Press releases themselves are purely discursive, but they do reveal 
the formal positions of the firms. They are carefully crafted, and for a particular set of 
audiences, especially the media and other industry participants. Other communications 
channels target other audiences. Advertising campaigns and websites directly target 
consumers, while financial releases and conference calls target investors. In this study, I 
use press releases from key companies to understand their discourse and how it evolved 
over time. I had 1159 Apple, 4009 Motorola, 5106 Nokia, and 1871 RIM usable press 
releases. 
I projected each press release into the Corpus E semantic space, dropping the firm’s 
own name (in the case of Research in Motion, “rim”, and “blackberri”, as well as “iphon” 
for Apple.) I dropped these terms from those analyses to ensure that these terms would 
not artificially create greater consistency. These brands all had a relatively strong 
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magnitude in the semantic space, and theoretically, are likely to have different 
connotations to those inside the firms writing the PRs and the media in general. Even 
dropping these, it is notable how consistent intra-firm discourse was over time. I 
normalized each vector to a magnitude of 1 to ensure that document length was not a 
factor in the analyses. I present the information for all press releases I was able to retrieve 
for each firm in Figure 34. Overall, firm discourse stayed relatively stable. Apple, in 
particular, kept all of its press releases within a very consistent band, despite the fact that 
these releases are across its product lines. This is likely a function of its disciplined 
release schedules. 2008Q1 shows a spike in PR volume, because the iPhone was 
launching in numerous new markets at that time. Just as the media strata charts show lots 
of change in the era of ferment, Apple does have its largest distances from its prior 
quarters in 2008-2010, although becoming more consistent thereafter. Since Corpus E 
covers through 2010, there is a chance that this difference is the result of uncaptured 
semantic changes. However, due to the amount of text, and the stability that emerged 
later, it seems more likely to be capturing real consistency. 
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Figure 34: Company Cosine by Quarter 
 
 
 
Motorola’s major shifts came first with the split into an enterprise and handset firm 
in January 2011, followed by very consistent press releases around its announced August 
acquisition by Google. The drop in PR frequency chart in 2006 is likely due to the 
challenges of recovering unmaintained historical PR, and the probability that their 
dynamic web hosting system was not fully captured by archive.org. Similar issues around 
changes to Google’s hosting of Motorola PR may also affect the final quarters of its data.  
Nokia’s major change in discourse as time proceeded was more in volume than in 
meaning. In 2006, Nokia issued 424 press releases, but in 2012 had fallen to only 103. 
While this could certainly be related to their collapse as a firm generally, it could also be 
related to their loss of leadership, and elimination of promotional events like the 2007 
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sponsorship of a movie star’s motorcycle trip across Africa to showcase a navigation 
phone. This might also be a function of the consolidation of markets. As handsets gained 
functions and carriers consolidated and lost exclusive models, there were fewer events 
which demanded press releases. We can also see that in 2009, new discourse was more 
distant from prior quarters. This could again be due to a smaller number of releases, but 
this is also the period when the depth of Nokia’s problems became more apparent 
(appointing Microsoft executive Stephen Elop as its first non-Finnish CEO in September 
2010.) To simplify Nokia’s chart, I aggregated at the half year level in Figure 35. Here, 
the ordered strata appear, revealing a consistent evolution over time. A noticeable gap 
appears between the 2002H2 and 2003H1, when Period 3, incremental innovation, takes 
shape and Nokia becomes a clear leader. Another gap appears in 2007, and while Nokia 
does not significantly change its discourse, the technological discontinuity of the iPhone 
seems to have impacted their statements. They remain fairly consistent, though the slopes 
of these lines are still steeper than in Period 3, indicating faster change. 2010 still shows 
even more distinct change, up until Microsoft buys Nokia’s handset business, announced 
in September 2013. 
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Figure 35: Nokia PR Cosines Aggregated by Half Year 
 
 
 
Research In Motion’s press releases show signs of its product evolution. Founded 
around a pager, RIM quickly moved away from its early ideas as it moved into phones. 
While it became more consistent with its prior discourse over time, all quarters from 
2003Q4 to 2006Q3, were of a cosine distance of .92 or higher. In 2006Q4, however, 
RIM’s PR began to change, and discourse moved away from its historic messages. From 
2007Q3 through 2009, they remained consistent on this new theme, before becoming 
much less consistent in 2010 and onward. It is interesting that they began to change their 
message in a measurable way even before the iPhone announcement.  
Since firms are relatively consistent, we can use the content of the text to 
distinguish between firms. Two typical methods to do this are through discriminant 
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analysis or multinomial logistic regression. Since we know that the positions of the text 
are related to the firms in the sample, there is no reason to expect that the data are 
multivariate normal, violating a key assumption of discriminant analysis. Multinomial 
logit does not require this assumption and can thus be used, since we also expect that the 
data would support the assumption of independence to irrelevant alternatives. Using the 
brand-eliminated text and a holdout sample of half of the press releases, I ran a 
multinomial logit using Nokia membership as the baseline. Because the dimensions 
themselves are not normally interpretable, the regression equations are not highly 
informative, except to show that certain dimensions are more important than others at 
distinguishing between firms’ press releases.  
Even omitting brand names, we are able to distinguish between the firms’ press 
releases. For each press release in the holdout sample, I predicted category (firm) 
membership, and used the highest probability as the “predicted” one. Overall, the 
predictions were better than chance. Table 15 shows the categorization results for this 
regression, with each firm having its press releases correctly identified 65% of the time or 
more. The actual firm is in the row, and the regression’s most probable firm is the 
column. Correct categorizations are therefore on the diagonal. Brand names remained 
quite potent in these analyses, as many of the miscategorizations were related to other 
firms. For example, Apple’s miscategorizations were often when they announced deals 
with carriers, with whom Nokia and Motorola had longstanding relationships. As might 
be expected, the firms with the most similar business models, Nokia and Motorola, had 
the most frequent miscategorizations. The multinomial logit confirms that there are real 
differences between firms’s statements, and that certain kinds of statements are more 
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strongly associated with different organizations. Motorola and Nokia, of course, had very 
similar businesses, competing in many similar segments, and with strong enterprise and 
equipment businesses as well. 
 
 
Table 15: Logistic Regression Categorization of Press Releases, Omitting Key Brands 
Firm Categorized As Apple MOT Nokia RIM 
Apple 81.6% 8.2% 8.1% 0.9% 
MOT 1.8% 65.0% 29.7% 4.5% 
Nokia 1.4% 15.0% 79.5% 4.0% 
RIM 1.3% 7.5% 15.6% 74.4% 
 
 
 
As a note, including the brand names of the firms themselves, the categorization is 
even more stark, shown in Table 16. Categorization rises to almost 90%. However, this 
reflects brand associations that are existent in the media, rather than what is likely meant 
by the firms themselves. So, while this is an even stronger result, it is likely less accurate 
and less useful. 
 
 
Table 16: Logistic Regression Categorization of Press Releases, with Brands 
Firm Categorized As Apple MOT Nokia RIM 
Apple 97.9% 0.5% 0.2% 0.2% 
MOT 0.4% 89.6% 10.5% 0.5% 
Nokia 0.3% 6.5% 92.9% 0.3% 
RIM 0.1% 1.6% 1.0% 96.2% 
 
 
 
The differences in firm discourse, and their shifts over time, offer an opportunity to 
further explore ways in which firms differ and are similar. Frame consistency is 
important for successful framing (Benford & Snow, 2000), which we see here. However, 
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we also see that there are shifts in the discourse, and with further investigation, we are 
likely to be able to further clarify specifics within the framing contests. For completeness, 
I include Table 17, with the results of the logistic regression. Nokia was used as the 
baseline case. Because LSA dimensions are not interpretable, however, the regression 
results are also not interpretable beyond identifying that firms’ PR distinctiveness is not 
uniform. 
 
 
Table 17: Logistic Regression Results on Press Releases 
Dim Apple SE p value MOT SE p value RIM SE p value 
(Inter) -4.722 (0.894) 1.262E-07 -1.389 (0.367) 0.000156 -6.779 (0.65) 0 
dim1 -5.616 (1.529) 0.000239 -1.725 (0.653) 0.008248 -4.301 (1.109) 0.000106 
dim2 2.146 (1.118) 0.054960 -0.395 (0.513) 0.441626 7.503 (1.017) 1.647E-13 
dim3 2.12 (0.648) 0.001074 0.545 (0.262) 0.037663 -3.088 (0.453) 9.391E-12 
dim4 21.721 (1.439) 0 3.295 (0.75) 1.127E-05 4.182 (1.242) 0.000756 
dim5 -2.708 (0.923) 0.003333 0.41 (0.474) 0.387123 -5.071 (0.863) 4.176E-09 
dim6 -
16.685 
(1.128) 0 -2.256 (0.444) 3.812E-07 -3.063 (0.784) 9.380E-05 
dim7 -6.834 (1.095) 4.294E-10 0.018 (0.451) 0.968250 4.155 (0.863) 1.468E-06 
dim8 -9.082 (0.984) 0 -3.057 (0.408) 6.839E-14 -7.664 (0.727) 0 
dim9 -3.901 (0.846) 4.0379-06 -3.421 (0.389) 0 -10.825 (0.747) 0 
dim10 9.243 (0.982) 0 2.911 (0.476) 9.482E-10 -5.564 (0.783) 1.162E-12 
dim11 -8.435 (1.283) 4.904E-11 0.347 (0.495) 0.483288 10.882 (0.828) 0 
dim12 1.628 (0.872) 0.06191 -2.124 (0.406) 1.641E-07 -1.576 (0.713) 0.027086 
dim13 1.679 (1.196) 0.16052 -5.378 (0.528) 0 -14.246 (0.929) 0 
dim14 2.383 (1.142) 0.03680 -1.269 (0.515) 0.013702 -3.72 (0.867) 1.798E-05 
dim15 2.108 (1.135) 0.06328 -0.906 (0.538) 0.092362 1.525 (0.868) 0.079010 
dim16 8.309 (1.031) 6.661E-16 1.881 (0.41) 4.494E-06 -2.165 (0.673) 0.001291 
dim17 1.475 (0.921) 0.10940 5.058 (0.417) 0 3.342 (0.721) 3.585E-06 
dim18 -1.138 (1.078) 0.29147 0.156 (0.433) 0.718281 2.679 (0.703) 0.000138 
dim19 5.295 (1.215) 1.312E-05 2.927 (0.466) 3.301E-10 -6.321 (0.786) 8.881E-16 
dim20 -0.299 (0.957) 0.75433 -0.507 (0.39) 0.193102 4.897 (0.686) 9.110E-13 
dim21 4.851 (0.999) 1.200E-06 1.212 (0.445) 0.006452 -3.11 (0.855) 0.000274 
dim22 -4.732 (1.091) 1.440E-05 1.669 (0.411) 4.867E-05 1.612 (0.707) 0.022647 
dim23 3.745 (1.031) 0.00028 4.151 (0.478) 0 -2.921 (0.808) 0.000300 
dim24 1.972 (0.934) 0.03466 -0.64 (0.406) 0.114714 0.235 (0.671) 0.726220 
dim25 -0.078 (0.934) 0.93375 1.919 (0.42) 5.012E-06 0.48 (0.748) 0.520408 
dim26 -1.955 (0.899) 0.02970 3.311 (0.391) 0 -2.342 (0.684) 0.000616 
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dim27 4.227 (0.947) 8.145E-06 1.414 (0.424) 0.000848 5.835 (0.696) 0 
dim28 2.062 (1.06) 0.05174 1.269 (0.472) 0.007167 -1.933 (0.838) 0.021082 
dim29 -3.554 (1.091) 0.00112 -0.183 (0.459) 0.690060 -4.874 (0.741) 4.693E-11 
 
 
 
Overall, firm press releases showed less variation than we might have expected. 
Although there are some visible changes in firm discourse over time, the positions are 
quite consistent overall. There are several factors that may have contributed to this. First, 
because I focused on press releases, which are carefully written and managed, there may 
be a a deliberate and intentional consistency between releases. This would be expected, 
but if it is the cause of persistence across all of a firm’s releases, this would be rather 
surprising. There are several possible methodological causes as well, which I enumerate 
in Chapter 7.  
Discursive Opportunity. Although each firm engages with the media and issues 
press releases, not all speakers have equal coverage. Firms had differential degrees of 
discursive opportunity. The charts in Figure 36 show the monthly number of article 
appearances by pairs of terms among “iPhone,” “Blackberry,” and “Nokia.” In each 
chart, the bar indicates the total number of articles that mention one of the terms, or both 
of them. An article mentioning one without another is not likely to be comparing the 
brands or technologies. As these charts show, while Blackberry was able to gain a lot of 
visibility independent of market share leader Nokia, Apple found much more success 
with the iPhone. Across Corpus E, 64% of Blackberry’s articles also included the iPhone, 
while only 28% of Apple’s were that overlapping set. This suggests that RIM was 
consistently compared to Apple, or was operating in a world that was increasingly framed 
by the iPhone and its surrounding ideas. 
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Figure 36: Comparisons of Term Frequencies Between Brands 
 
 
 
This lexical measure may also be a useful indication of discursive opportunity. A 
firm or technology that is unable to gain visibility apart from its rivals likely has limited 
ability to reframe and shape the discourse themselves. The iPhone and its frames quickly 
became a reference point and overwhelmed Blackberry’s ability to drive its framing. 
Interestingly, Blackberry did gain much more visibility relative to Nokia, as shown in the 
third chart (overlap being 33% of Nokia’s appearances, 22% for Blackberry), but most of 
this was within the new, iPhone-linked smartphone frame. RIM did not have, nor was it 
able to create, an opportunity to position Blackberry independently of the iPhone, leaving 
them seriously constrained. Within the iPhone framing, all prior smartphones would be 
evaluated as inferior. 
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This lexical analysis suggests that Period 3 smartphone manufacturers faced a real 
challenge in counterframing. It also suggests that, rather than simply facing an onslaught 
of media, the problem was more complex. The iPhone certainly garnered a large amount 
of coverage. Monthly analysis demonstrates that there was ongoing coverage of other 
products and firms, and although the media’s focus shifted, there was still ongoing non-
iPhone coverage. It may well be that for competitors, the discursive opportunity crisis 
was not the volume of iPhone coverage, but its infiltration of most of their own. 
Discontinuity. Since Apple appears to have had the most discursive opportunity, it 
is helpful to understand how and why. While Figures 17 and 22 showed that the 
announcement of the iPhone was a pivotal event in the discourse, driving the 
discontinuity, running a heatmap at the month level suggests that this was not simply the 
result of discourse. Figure 37 shows Multihoming and Discontinuity at the month levels, 
and we see three notable features: the iPhone announcement, the iPhone launch, and the 
iPhone 3G launch. The quarter-level strata chart suggests that the iPhone’s announcement 
was the frame break, kicking off the era of ferment with a speech and product demo, 
rather than with a product. However, this is probably misleading. The iPhone 
announcement fell in January, with sufficient media volume that the entire quarter was 
heavily weighted, and the phone hit the market at the end of June, attracting coverage in 
the second quarter. The month level looks different. 
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Figure 37: Media Discourse by Month, 2002-2010 
 
 
 
The iPhone announcement did indeed shift discourse, but only for a short time, 
returning to “normal” as February drew on. In this heatmap of the discourse at a monthly 
level (2002-2010), months proceed from left to right, and bottom to top. The 
Multihoming period is to the lower left, and Discontinuity period is the upper right. The 
iPhone announcement appears as a cross near the end of Period 3, lines of red relative to 
its neighbors, and yellow to future periods.  
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As the heatmap shows, in March-May of 2007, the media discourse was largely 
“back to normal,” and very similar to the rest of Ferment. When the iPhone hit the 
market, media discourse shifted back to close to its Macworld region, never to return to 
Multihoming framing. Although Apple broke the dominant frames and became an 
important contestant, they did not win the framing contest at that point. The frame break, 
and technological discontinuity had clearly taken place. This is important, because it 
implies that the real shift in the discourse came from an event, and the availability of a 
technological artifact reshaped media interpretation of the space. This idea is further 
strengthened by the appearance of a secondary yellow block appear around mid-2008, 
when the Apple’s iPhone 3G and iPhone OS 2.0 filled in the feature gaps and added the 
App Store, making mobile development far accessible to consumers and developers than 
ever before. These product updates led to another sustained change in discourse. 
The implications of these dynamics in Discontinuity are significant. Based on the 
timing, it suggests that while Apple did disrupt the market, it was not the announcement, 
not the discourse, but rather the product itself that really changed media discourse and 
market understanding. Yet, the change that the product triggered was not proportional to 
its shipments or market share, but instead its availability. The announcement laid the 
groundwork, as the media position in January was very similar to the media position in 
June and onward. In the next section, I examine the framing in this period. 
Firm framings and the iPhone. The iPhone truly was revolutionary, ultimately 
redefining mobile phone technology and market structure, and cognition about the 
technology. Apple did a particularly effective job not simply creating a discontinuity, and 
trying to break industry frames, but framing their offering cohesively. Apple created 
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ambiguity around expensive smartphones, while offering clarity in their own framing. 
Jobs’ keynote did not claim “smartphone” category membership, but did specifically 
attack the category as being “not so smart (Apple, 2007)” and framing the iPhone’s 
superior characteristics as the salient ones. This was effective boundary framing, 
identifying which devices were the rivals, while criticizing their solutions for failing to 
solve the problems Apple defined. Apple presented a diagnosis that music and video, 
phone, and internet usage were key problems, and that a large screen with a changing 
keyboard was the prognosis. Rival smartphones were email-centric, targeted more toward 
institutional uses, and the iPhone did not connect to most corporate email systems. By 
clearly framing the prognosis and diagnosis, and as ones separate from the existing 
category, Apple framed the iPhone in its own space while identifying which other 
products it thought should also be framed in that way. Apple was also working to add 
those corporate features for 2008’s iPhone 3G and OS 2.0.  
 The Macworld keynote had some sort of effect on the discourse, as is evident both 
from the break with the prior framing, and with the fact that the discourse in January 
2007 is effectively part of Period 4. There are several possible explanations for this. If 
Apple is skilled at framing, then it is possible that they managed to reframe the market 
and frame their own technology, such that later discourse falls much closer to their own 
perspective. The ongoing impact of the discontinuity was in some ways predicted by the 
announcement. Alternately, it may be simply that the announcement represented a frame 
break, and without a product in hand, it became “old news” in those spring months. The 
shift in June might have been simply a reinvigoration of the framing contest, but one with 
particularly attractive characteristics for media narratives (Kaplan & Radin, 2011; Ryan, 
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1991). It may be that the answer lies in the middle, as media discourse shifted strongly in 
Apple’s direction, but never completely embraced it.  
These findings suggest that the framing around the iPhone may have contributed to 
its success in breaking industry frames and overthrowing Multihoming period designs. 
Although the converged device was a decades-old vision, true convergence was likely 
prohibitively expensive in the Ferment timeframe. While multifunction devices were 
built, they were expensive and niche, and unable to deliver enough value to rapidly 
become mass market. The hardware-software dichotomy frame was widely adopted, with 
Microsoft, Symbian, and a Palm spinoff as notable vendors. However, handset 
manufacturers, may have felt less constrained by the software-centric frame and created 
dedicated-purpose devices in Ferment and Multihoming, filling market needs for reduced 
but affordable functionality. While the handset manufacturers never consciously gave up 
on the idea of complete feature convergence, with their attempts to unify development on 
Symbian or Java (Tee & Iversen, 2007), the fragmentation of the market made it difficult 
to sustain third-party developers (Vuori & Huy, 2016). The more functionality an app 
would use, the smaller its potential market, since fewer handsets would have all of the 
required components. The market structure also put mobile carriers in a dominant 
position, and for many models, were often the retailers for additional software. Any 
attempt for an established handset vendor to reinvigorate their own offerings as a true 
platform would have run into internal, external, technological, and vendor constraints 
(Kaplan & Tripsas, 2008). In retrospect, we can see the challenges for incumbents, and 
indeed, Blackberry was a small but leading specialist in that highest tier, “smartphone” 
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segment. Incumbents faced the kinds of lock-in that restrict bold innovation (Christensen, 
2000), which technology was finally making practical. 
As an outsider, Apple had few of these constraints. Though they still needed to 
work with mobile carriers, they chose market their flagship phones via truly exclusive 
deals, with one per geography. With an attention-grabbing product, this put Apple in a 
more powerful position than other vendors, giving them power to shape their customer 
experience through a partner’s service. Though their patent thicket did not last as long as 
expected (Apple, 2007), they were able to reach target markets while ensuring contract 
pricing with unlimited data, carrier infrastructure investments, and control of software 
distribution. Though only a single carrier sold the phone in each geography, and thus 
eliminated certain segments of the market, the iPhone was still often supply constrained. 
Exclusivity also provided an incentive for partner promotional activity.  
Apple appears to illustrate Proposition 4, that framing contests can be fought 
directly with framing and counterframing, or indirectly through denying rivals discursive 
opportunity. Apple is an unusual company because it has such credibility in the 
marketplace. Though the iPhone was not a guaranteed winner, Apple’s dominance of 
music players made them credible into the conversation about converged devices. This 
gave Apple discursive opportunity, which showmanship and a compelling product helped 
to resonate with potential customers. The interface itself, a novel way to interact with a 
computer with fingers and turning it, was likely something that would be resonant to 
many potential audiences. Apple framed the product succinctly as three separate 
products: a wide-screen iPod, phone, and internet device.  
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Framing the phone as an iPod served several purposes. It highlighted media 
capabilities missing from other smartphones, but that were delivered by separate 
video/music phones. This differentiated, but also justified their market entry, and 
emphasized their legitimacy (Benford & Snow, 2000) due to dominating the portable 
music player business. Steve Jobs bragged that this was a better phone than others with 
contact management, visual voicemail, and clicking phone numbers on the web as 
callable links. The phone framing did not play to Apple’s traditional strengths, though the 
ease of use and integration did. Phone functionality had to be addressed, however, to be 
in a phone category, and they did so in a way that boosted empirical credibility (Benford 
& Snow, 2000) by emphasizing problems that were unresolved by others. Apple’s third 
device framing was as a “breakthrough Internet communicator,” with Wifi and full 
Internet capabilities. They also boasted that the operating system was derived from the 
Macintosh’s OS X, another case where they used existing competencies to reinforce their 
claims in this new area. (It is also possible that this claim signaled future development 
possibilities and stoked interest among developers, even while recommending that third 
parties just write web applications.)  
The framing reinforced Apple’s credibility, and it reframed what expensive phones 
were for. By remixing media players and media phones and internet (but not corporate) 
capabilities, it boldly staked out a distinct position. This was a particularly interesting 
choice. The framing did not claim membership in a category for which it lacked 
functions, but claimed to be better in the functions it did. It specifically criticized “not too 
smart” phones with their “baby internet,” limited, in part, by their screens. By 
deliberately evaluating them within Apple’s frames, Apple intentionally counterframed 
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the upper end of the market and established a contest between their new frames and the 
existing smartphone frames.  
 
While discussions of technology typically center on physical features and industry 
events, there is evidence that framing contests underlay the development of the 
smartphone market. Apple, by skill or luck, did many things right to bring their radical 
design to public awareness, and to triumph in reframing this widespread technology. LSA 
serves as a useful tool to understand how elements of the language relate to each other, as 
well as to make sense of shifts in discourse at very large scales. We are able to visualize 
the design and framing contests and see that there is a relationship between framing and 
product design. I discuss some implications of these findings in the next chapter. 
Propositions from Discovery 
Using LSA, we are able to quantify text, which has many implications for research. 
By examining particular terms, we can unpack meanings embedded within the terms in 
our corpora, including brand-specific meanings and strength. By aggregating documents, 
we can examine how discourse changes over time. In smartphones, specific periods 
became evident based on the content of media coverage. This was in line with predictions 
from both technology and framing theories, since novel technologies have a great deal of 
ambiguity around them. In particular, the appearance of the iPhone created a 
discontinuity in the market, with its announcement and launch altering overall media 
discourse, and with rival products quickly imitating its features after the discourse 
changed. This implies that the product shift followed the discursive shift, and that the 
framing battle led the design battle in this case. The iPhone discontinuity in this case 
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occurred in discrete points. First, the product was announced, shaking up the discourse 
temporarily, before it reverted to the prior discourse. As it had been developed in secret, 
there was little opportunity for rivals to adapt or respond before this point. Then, the 
product was released, altering the discourse permanently. Rivals then began to imitate the 
iPhone, and discourse shifted further as the iPhone 3G (and the first Android phones) 
came to market with a fuller set of features including the App Store. In this case, a 
discursive event led product releases, and appeared to have effectively shaped 
interpretation of the product, but that the product release shaped media discourse, which 
in turn led development of similar-design, competing products. The smartphone market 
has a strong consumer focus and many involved firms, so consumer media is likely to be 
a significant indicator of market direction. In markets with these characteristics, media 
coverage is likely to be a significant factor in driving technology frames and market 
cognition.  
 
Proposition 5: In consumer technology markets with many separate firms, media 
discourse is likely to suggest the emergence of a dominant design before dominance 
is evident in sales figures. 
 
Though much of this work aggregates media discourse at a coarse level, clustering 
results suggest that finer degrees of analysis will yield more precise information. While 
LSA is likely to be useful for studying a range of collective cognition constructs, it holds 
specific promise for studying framing and framing contests at a more granular level, and 
differentiating between frames within specific statements. LSA theory suggests that 
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semantically similar frames should be near each other in the semantic space. Brands with 
similar products are associated in the space, and firms with similar business models have 
the most similar press releases. This should continue to be the case at more granular 
levels of analysis. Contestants making similar claims and promoting similar frames 
should have those parts of the text appear near each other, and have high cosine 
similarity. Texts appearing in a cluster in the semantic space would indicate that the 
space was occupied by a frequently-claimed frame. Frames, and frame elements should 
be identifiable based on these locations, particularly when examining patterns by each 
firm.  
 
Proposition 6: Distinct frames and frame elements should appear in different parts 
of the semantic space. 
 
A framing contest is frequently conceptualized as a battle between defined 
contestants, offering alternative frames. However, as the discursive opportunity literature 
shows, there is more to a contest than simply having the most persuasive argument. The 
argument must be heard and evaluated by the intended audience. In smartphones, 
differences in visibility for the participants foreshadowed the course of the battle. Firms 
that had high visibility in the media (Blackberry, then Apple) were mindshare leaders, 
and defined the products’ designs and frames even if their market share was lower. This 
suggests that framing can be contested at distribution, rather than simply at the level of 
the frame. The most appropriate response to a rival’s frame may not be counterframing, 
but rather a move to undermine their opportunity. Indeed, boundary and adversarial 
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framing strategies are in part about delegitimizing rivals which affects the resonance of 
their frames (Benford & Snow, 2000), but is really a matter of limiting their opportunity. 
This suggests two distinctly different sets of tactics in a framing contest: one that 
emphasizes the frames, and one that emphasizes discursive opportunity.  
Framing contests should be identifiable based on temporal proximity, and patterns 
of appearance in the semantic space. Counterframing, which attempts to debunk a rival 
frame, should be more distant than concurring claims. However, counterframing will still 
share meaning with the initial frame. Rival framing claims that compete but do not 
address each other (e.g. different diagnoses, or different prognoses), would be even more 
distant than the first two cases, yet still have some semantic overlap.  
 
Proposition 7: Contests that compete with counterframing should show frames and 
counter frames in similar positions in the semantic space, while contests that 
compete on opportunity should show discourse in distinct semantic areas in the 
same time period.  
 
These propositions point the way to potential future research. The next chapter 
considers the implications of these findings. 
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CHAPTER 6: DISCUSSION 
This work set out to study the evolution of smartphones as a technology through the 
lens of a framing contest. Empirical data certainly suggests that this is a productive 
perspective to study technology. In this chapter, I explore this idea further. Technology 
does have characteristics in common with social movements, but there are some 
additional complications with this paradigm, most notably the impact of non-discursive 
framing. This also impacted the identification of specific technological frames. 
Diagnostic framing often disappears within prognostic framing. Framing contest theory 
will be enriched by better incorporating discursive opportunity. I also consider the 
aspects in which the evolution of smartphones challenges dominant design assumptions, 
and how some of these can be managed using a cognitive lens. I then consider 
applications of latent semantic analysis to additional strategy topics. Finally, I address 
some managerial implications of this line of research. 
Technology as a Social Movement 
In applying social movement theories to technology, researchers must consider the 
extent to which those processes apply to that context. This research has shown that 
technology markets, and particularly new technologies, do exhibit characteristics of 
social movements. It supports Propositions 1 and 2, that the discourse reflects a contest 
between distinct frames, and that collective frames emerge and new contests happen 
within those bounds. However, there are some crucial differences between technology 
and social movements. These differences concentrate in areas that are not well 
understood. Technology markets particularly differ from traditional social movements 
based on events, non-discursive framing, and actor motivations.  
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There has been a relative dearth of research on the frame-event dialectic in the 
social movement literature. Events can constrain an actors’ discursive opportunity, and 
their frames shape their actions, which can create events that must be interpreted and 
constrain future framing (Ellingson, 1995; Garud et al., 2010). Because they are oriented 
towards salable products, or tangible action of some sort, technology battles produce 
chains of events. Key events have long been used as markers for technology cycles 
(Suarez, 2004; Suarez et al., 2015; Tushman & Anderson, 1986). This makes technology 
a useful context to study events and framing, but also complicates matters since the 
events themselves have a framing impact, perhaps through altering the resonance of the 
discourse (Benford & Snow, 2000; Snow & Benford, 1988). However, just as events 
influence the framing contest in a non-discursive way, so too do the technological 
artifacts. 
The products and technologies that come to market act as non-discursive framing. 
These artifacts embody frames of their own (Leonardi, 2012), because their creators 
develop them as a prognosis to problems they have diagnosed. Because these artifacts 
usually represent investments of time and money, they increase the credibility of their 
producers in framing contests. They also represent facts to be interpreted by the audience, 
and technology’s novelty presents a broader array of framing opportunities when 
contrasted with long-standing social issues. This presents an empirical challenge for 
researchers, since a product offering can simultaneously influence many factors in a 
framing contest, while also representing a new framing attempt. In the case of the iPhone, 
Apple’s framing around the product in January 2007 was powerful, but the discourse 
truly shifted with the launch of the product. In addition, the availability of a consumer 
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product creates opportunities for myriad consonant and dissonant claims, especially with 
the emergence of social media. In the case of visible consumer technology, like a phone, 
computer, or car, artifacts may also define social boundaries. A product’s brand may 
influence how users are perceived and may influence social status. This can complicate 
analysis of framing, but also begin to act as boundary framing for audiences, altering the 
resonance of future messages.  
Technology markets also differ based on actor motivations. As noted in Chapter 3, 
audiences are being mobilized to purchase or invest in private goods, with directly 
appropriable value. Social movements are often focused on public goods, or the creation 
of value for others. This simplifies the motivational challenge for technology contestants, 
because audiences need only be convinced of the severity of the problem and sufficiency 
of the solution. However, actor motivations are different in technology markets as well. 
While firms can have many diverse intermediate-term goals, profitability, and sales, are 
widely held objectives. However, this may change how a framing contest happens. Since 
framing contests occur, reach a resolution, and then move on to other contestable areas 
within the bounds of the settled contest (Drazin et al., 1999), technology firms have an 
incentive to keep opening new framing contests. This is particularly true for technologies 
with multiple possible functions or platforms. Social movement organizations tend to 
adopt visions that define their interests, with specific policy goals that can be updated. 
Because it is economically driven, a firm’s tangible interests may evolve significantly 
over time, accidentally or strategically. Therefore, it may have continued incentives to 
keep reframing a technology. In smartphones, Ferment gave way to a stable, multihoming 
solution until the appearance of the multitouch phone. However, the question of what 
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such a broadly multipurpose device “is for” offers manufacturers the opportunity to 
reframe to emphasize different functions. The 2007 iPhone was pitched for phone 
functions, as an iPod music/video player, and an internet communication device. In 2008, 
there was “an app for that” and the iPhone was to be a platform. 2014’s iPhone 6, 
however, was accompanied with an advertising campaign centered on its photographic 
capabilities and popularity. Although the nature of technology frame is broadly 
established, it may be in a firm’s interest to continually reframe to gain competitive 
advantage. Firms have a stronger incentive to keep “moving the goal posts” in their 
framing. This complicates our ability to measure when a consensus emerges, because 
consensus on one topic may facilitate new framing contests in the same product market.  
Despite the differences between technology and social movement contexts, 
technology’s speed and visibility make it a rich context to study social movements, with 
one further caveat. These contextual differences may interact, such that the launch of a 
product is defined in a particular way by a firm, serves as non-discursive framing, and 
acts as an event that influences interpretation. These interactions may produce an effect 
on the audience that cannot be duplicated in the context of traditional social movements. 
However, even if this limits the generalizability of technology findings to social 
movements, those theories enlighten our understanding of technology. A better 
understanding of framing is useful to make sense of technology. 
Framing in Technology 
Collective frames shape technology trajectories, and constrain how technology will 
develop (Kaplan & Tripsas, 2008). A curious fact of the smartphone market is that it 
began as a vision of device convergence, but settled for multihoming with specialized 
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products before being upset by a new entrant that renewed the dream of convergence. 
The term “smartphone” narrowed as it specialized into one of these niches, limiting how 
actors spoke and thought about the products. As might be expected, the appearance of an 
actor with distinct frame repertoires altered the collective frames about the category 
(Kaplan & Tripsas, 2008). This case demonstrates how many product and market 
characteristics technology research are in fact cognitive. 
Smartphones were always conceived as platforms. The earliest products 
emphasized third-party applications, perhaps as a vestige of the “computer” part of the 
product conception. The iPhone’s (initial) lack of developer support questioned this 
assumption. It also clearly challenged another, that hardware and software were, and 
should be, distinct components and managed separately. Palm and Nokia both spinning 
out their phone operating systems in pursuit of this. Blackberry and Apple were the only 
major players to stand against that split (though Motorola did explore adapting their own 
Linux.) This hardware/software frame implies a market structure as well. If software is 
separate, there are separate firms managing it. The power of mobile carriers was part of 
the technological frame of the industry in the Multihoming period. Other technological 
frames relate to things like first mover advantages, and network effects. Network effects 
are a factor in design dominance (Suarez, 2004), yet for this to be a factor, it depends on 
the perception of network effects. A technology that has unrecognized network effects 
will likely battle for dominance like one that actually lacks those effects. Conversely, a 
technology which is mistakenly believed to have network effects will likely see 
competitors battling for those attributes. The “network effects” of developers for a 
practically unusable platform will be minimal, even if firms aggressively compete for 
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developers. Even “technological superiority” is a frame, because it depends on the 
framing of the Nature of Technology. A physical QWERTY keyboard is technologically 
superior to a touchscreen if the product is intended for heavy typing, but not if the 
product is intended for things other than typing.  
The frames of the industry evolved, in part due to pre-existing frame repertoires of 
actors, and in part due to technological constraints (Elzen et al., 2011). A true converged 
product could not be created, economically, in the early days of the industry, and so 
cognitive, economic, and political structures emerged that locked the players into those 
technologies (Kaplan & Tripsas, 2008). A dominant design emerged, not just for 
“smartphones” but for handsets according to niches. It may even be appropriate to specify 
the market structure as a higher order dominant design in Murmann and Frenken’s (2006) 
framework. This market design of product specialization, with dominant designs within 
each category was, of course, disrupted by the iPhone and Apple’s unique frames and 
mastery of framing.  
Challenges in Identifying Framing. One of the key issues that arose in the research 
on technology framing contests is in how to empirically identify framing efforts, and to 
categorize them. Technological frames emphasize the Nature of the Technology 
(Orlikowski & Gash, 1994), which encompasses both diagnosis and prognosis, which are 
theoretically distinct. However, once technological frames emerge around an artifact, the 
diagnostic framing may become taken for granted and recede into the background. A 
problem exists, a solution is developed, and the problem becomes obscured. As an 
example, consider “email.” For a smartphone, one diagnosis is “the phone should be able 
to do email.” Email itself, however, is a prognosis, and a solution to a problem. Before 
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email became ubiquitous, it may be that the solution “email” applies to problems like 
“communicating with people and organizations,” “speed and expense of postal mail and 
phone calls,” “expense of mailing groups of people,” etc. However, over time, if a 
technology solves the problems well, users may not distinguish the technology from its 
uses. Email as a technology is not typically considered as one possible solution to this set 
of problems. 
“Email,” therefore, represents both a technology prognosis and an implicit usage 
diagnosis. The use of technology terms in public texts demonstrates sociomateriality 
(Leonardi, 2012), because the technology embodies the frames that developed it and its 
use in society. A debate about a term, therefore, may be focused on a specific 
technological implementation, or it may be about the bundle of diagnostic frames that the 
technology implicitly solves. We must therefore be particularly careful in our 
interpretations of the meanings of technological terms, because they carry a range of 
meanings, and of course, change over time. Sociomateriality, and the credibility that 
tangible actions bring to a firm, also suggest that products will be critical parts of a 
technological framing contest because products embody their producers frames. They 
also serve as objects to be interpreted by the evaluators’ frames, and so products that are 
perceived as “deficient” damage their manufacturers’ credibility. In the same way, 
exemplar products may become conflated with a set of frames, as “Blackberry” became 
closely associated with not just a physical form, but a set of uses.  
As a result of these entanglements - discourse and material, diagnostic and 
prognostic - it may be easier to stick with the Orlikowski and Gash technological frames. 
However, when frames are broken, it is likely that the nature of technology will be 
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questioned and diagnosis and prognosis contested. This would potentially invalidate 
assumptions about the technology being a bundle of frames itself, and so empirically, it 
may be appropriate to reevaluate semantic spaces when frame breaks are indicated.  
While clearly measuring discourse, this dissertation does not positively identify 
specific frames. We can identify specific terms, and identify their vectors in the semantic 
space, but have not established clearly that these really represent a frame as we theorize 
it. Measuring the media, the contestation between firms is intermediated as well. We can 
see when media shifts toward a firm, but not at a finer level than this. Increased coverage 
of a firm, or more similar media discourse, as in Figures 11 and 12, is suggestive of the 
adoption and spread of frames of a firm, but is not proof. As we conceptualize real 
“frames,” they might not be best represented with a vector. 
There is likely a difference in how to conduct analysis for “frames” and for 
“framing attempts.” Though I have proposed using a technological term as a proxy for a 
technology frame, this is simplistic. A frame may bound a region in the semantic space, 
and thus, it might be conceptualized either as a point in the space, or as a spatial 
boundary. As a boundary, the “frame” would define the limits within which other 
discourse would occur. This conceptualization would only really be the case once a frame 
reached dominance, such that future discourse occurred within a certain semantic area.  
An actor’s framing attempt could be conceptualized as a point, with some key 
meaning represented as a point that is combined with other points, and thus pulled to a 
different position. However, it might also be useful to consider the framing attempt as a 
set of points, or a geometry that connects different concepts. For example, a bridging 
framing attempt might be intended to connect a product to a user need. Analytically, it 
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might be more helpful to consider the framing attempt as consisting of the set of concepts 
(product/need) rather than collapsing them into a single point which attempted to 
represent “product+need.”  
Though there is additional work to do to more precisely identify framing constructs 
quantitatively, there are strong indications that these have significant effects on the 
development of technology. To develop a full understanding of framing contests, we need 
to integrate our understanding of discursive opportunity. 
Discursive Opportunity 
Within the broader topic of framing, discursive opportunity is a critical part of 
framing contests. The data here supports Proposition 3, that firms with better visibility 
are more successful in the design contest. In this market, the dominant email-smartphone 
design was Research In Motion’s Blackberry, and RIM received media coverage 
disproportionate to their market share. Apple’s iPhone likewise received superior 
visibility long before the design achieved market dominance. Apple created conditions 
which gave them superior discursive opportunity, suggesting support for Proposition 4. 
Apple created a new technology, and redefined what the category was. They provoked a 
framing contest, and won it. While the framing for the iPhone was critical, so too was the 
ability to manage discursive opportunity (Koopmans & Statham, 1999). Traditionally, 
discursive opportunity has emphasized visibility for one’s claims, consonant claims, and 
dissonant claims in evaluating discursive opportunity (Koopmans & Muis, 2009; 
Koopmans & Olzak, 2004). Apple demonstrated an aggressive management of discursive 
opportunity, creating and manipulating it to its advantage.  
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The overall increase in volume both of term appearances and overall discourse 
certainly suggests that Apple had a great deal of discursive opportunity, and particularly 
high visibility for its claims in the market (Koopmans & Muis, 2009; Koopmans & 
Olzak, 2004). However, due to the aggregation of our data, we cannot distinguish does 
not distinguish between pure “visibility” with its claims being reported throughout the 
media, consonant claims by others, or dissonant claims. However, where there are 
dissonant claims, if they operate within Apple’s frame, this could still build the 
credibility of that frame. Koopmans’ studies had hypothesized that dissonant claims on a 
subject could still strengthen discursive opportunity for a contestant, but did not find that 
effect. However, they studied characteristics of claims and outcomes like political 
support, frequency of claims, and supporter mobilization (in the form of gang attacks) 
rather than impacts on the discourse itself, and for an established topic. If a subject is 
successfully framed in a period of high ambiguity, however, the way in which it is 
discussed, rather than the valence of the discussion, is quite relevant. A new technology, 
as contrasted to political objectives, is less likely to be associated with a pre-existing set 
of frames that can be selectively activated. Immigration can be evaluated in different 
ways, but is a topic that societies have debated for centuries. Novel technologies could be 
framed with associations to older ones, but also offer potential for novel framing. In these 
cases in particular, framing is especially important and dissonant claims may contest 
claims within the frame, and thus still reinforce the broader frame. 
Apple seems to have created a frame break by creating a product for which existing 
frames were ill-suited. As charted in Chapter 5, the design literally stood alone, well 
away from other products. Because frames are the cognitive structures through which we 
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interpret the environment, this created discursive opportunity by creating a need for new 
frames.  
While we cannot deduce intent, we can observe the impact of these product 
decisions in the contest, including the impact of its limitations. The product which rivals 
dismissed as a “toy” generated discursive opportunity for Apple while constraining 
opportunity for competitors. As previously noted, the iPhone had several obvious 
deficiencies in terms of expectations and diagnostic frames of the smartphone category. 
Third party developer support (in theory), corporate email and VPN, high speed (3G) 
data, and removable batteries were all clear parts of smartphone framing, and these 
objections were registered in the press. The iPhone 3G of 2008 met all of these objections 
but the battery. Apple was clearly working on these features at the time of the launch, but 
shipped without them. There are practical reasons why they might have made regular 
smartphone features a lower priority than other ones. However, from a framing 
perspective, this yielded other advantages. 
Launching with obvious gaps relative to the dominant framing, complicates 
evaluation within that category’s frames. Thus, it makes it easier to frame the new 
product as distinct from the pre-existing category. These feature gaps also led rival 
managers, at least in middle management, to fail to interpret the product correctly (Vuori 
& Huy, 2016: 28). For the broader market, since the new product cannot be meaningfully 
evaluated on features it lacks, it is more likely to be evaluated on its unique strengths. By 
focusing on the screen and internet, Apple directed evaluation to areas in which it was 
clearly superior. To evaluate on these characteristics, one would thereby be adopting 
Apple’s frame.  At the same time, omitting expected features denied rivals the 
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opportunity to debate “which phone is better for using Exchange,” or other key 
evaluations within the established smartphone frame (Coles, 1998; Ryan, 1991). This 
forced the media to adopt more of Apple’s framing in covering the news. The ideal frame 
for a new product architecture should be one in which the new product has a sustainable 
advantage, should emphasize those hard-to-duplicate features, and reduce the ability to 
evaluate it through existing frames.  
By positioning the iPhone as a distinct but “smartphone-like” product, audiences 
were presented with two sets of frames for evaluating high-end phones. Neither 
incumbents nor challenger met all of the salient criteria of the other, so the utility of both 
sets of frames was subject to contestation. Neither provided a complete schema to 
interpret these products. However, after establishing a distinct set of iPhone frames in 
2007, Apple coopted the main arguments against them in 2008 (Coles, 1998; Ryan, 
1991). By adding those key missing features and thus expanding its frame of what a high 
end phone should be, Apple effectively engaged in “frame bridging” alignment (Snow et 
al., 1986) that subsumed most of the Multihoming smartphone frame.  
Although I suggest that this choice had a framing effect, that does not imply that 
this framing contest manipulation was the primary motivation. It may have been 
motivated by a goal of reaching the market sooner (though in this case, it would represent 
dubious prioritization) or by those features being simply immature and thus being inferior 
comparisons. As a framing strategy, it is risky due to the categorical imperative, and 
would likely limit discursive opportunity for all but the most visible and credible firms. 
Apple mitigated this risk at product announcement by involving partners, who offered 
consonant claims of the product’s capabilities and who often announce investments in the 
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technology, increasing their own credibility. For example, the iPhone launch included 
Cingular (now AT&T), Yahoo, and Google, while venture capitalists Kleiner Perkins 
announced a $100M app development VC fund when the iPhone SDK was announced in 
2008. Partners provide consonant claims, and lend credibility to Apple’s frames.  
Throughout the battle, the iPhone dominated discourse about what smartphones 
were or should be. While Blackberry seemed to initially benefit from increased attention 
to the category, it had limited ability to influence the media discourse, particularly as the 
emphasis switched away from its strengths. This speaks to the importance of discursive 
opportunity as a construct in framing contests. As McCammon (2013) notes, discursive 
opportunity structures are related to frame resonance (Snow & Benford, 1988), but 
extend beyond with media and other environmental factors (Koopmans & Olzak, 2004). 
Claimsmaker credibility or legitimacy has been identified as a factor in framing contests 
and frame resonance (Kaplan, 2008; Snow & Benford, 1988), but this might be best 
theorized as a component in a speaker’s discursive opportunity. This would clarify that 
frames are contested both at the level of the cognitive structure, and at the level of 
communication.  
Discursive opportunity explains why some ideas get a fair hearing, and others do 
not. Technological decisions are made by thinking people, so all design battles hinge on 
alternative designs having the opportunity to sway decision makers. Christensen’s (2000) 
claim that nascent disruptive technologies require alternative, low-end markets is a 
narrow formulation of this idea. This market suggests that discursive opportunity can be 
created in other ways, and can be used to help overthrow dominant designs. 
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Dominant Designs 
This deep dive into the smartphone market exposed some factors in the battle for a 
dominant design, but also raised some new questions about the extant theory. Both the 
dominant design in Period 3 and aspects of Apple’s rise pose complications. However, at 
least some of these can be mitigated by considering the core theories through a cognitive 
lens. 
Traditionally, the dominant design is a single product design. While a dominant 
smartphone design did emerge in the Multihoming period, this was not what a 
smartphone had been considered, nor what it became. The fact that the market split into 
separate niches poses a definitional challenge to the traditional technology lifecycle 
(Anderson & Tushman, 1990). However, this becomes less problematic for the theory if 
we take a “cognitive-first” approach to the design. Characteristics of the technology 
lifecycle are not intrinsic to the object, but are filtered through the cognition of observers 
and participants. The technology lifecycle is, itself, a frame. We can then extend the 
hierarchical conception of design (Murmann & Frenken, 2006) which suggests that 
designs compete to establish dominant but stable architectures and then trigger battles at 
component levels. We can then conceptualize the multihomed market, with its niches, as 
an architectural solution a level above the product. The iPhone’s discontinuity was at 
more than a single product level, but across multiple niches and markets. Through this 
lens, the reorganized market structure would be entirely expected. 
At the product level, Anderson and Tushman (1990) argued that technological 
discontinuities are not the ultimate dominant design. In the case of the iPhone, however, 
this may be a matter of debate. The multitouch phone appears to be much the same nine 
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years later as it was in 2007. However, this poses another definitional question. Does the 
brand of operating system, e.g. Android or iOS, pertain to the definition of dominant 
design? And what role does software play more generally? Considering the concepts of 
core and peripheral components, and modular design (Baldwin & Clark, 2000; Murmann 
& Frenken, 2006), I suggest that the dominant design of the multitouch phone requires, as 
a core component, an App Store. The ability to easily add software to utilize the hardware 
is a fundamental part of the design, and indeed, what makes the smartphone a platform 
(Gawer & Cusumano, 2002). The iPhone lacked this capability at launch, making the 1.0 
version merely a discontinuity. The capability was announced in March 2008 (with no 
change in discourse) and released in July. Figure 30, the month-level media discourse 
heatmap shows a shape of a “new yellow square” appearing in the era of ferment in 
August. From 2008 onward, the iPhone design evolved incrementally, although 
multitouch phone market share did not rise to traditional “dominant design” levels for 
several years. Fundamentally, the new smartphone design was not just multitouch, but a 
true, viable platform, that supported profitable software developers, a feat not previously 
achieved (Vogelstein, 2013). The software-driven, converged-device platform vision of 
the 1990s was finally returning to prominence, but would ultimately destroy the 
competences of the handset manufacturers who led the market in Multihoming. 
Finally, the emergence of the iPhone challenges Suarez’ (2004) integrative model 
technological dominance. Prototype announcements and “first launch” events appear in 
this model of dominant design. For the iPhone, the announcement served as a public 
prototype, and with the product launch. However, this model is not an ideal fit for this 
contest, unless one defines the new smartphone design as a new product category, and 
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one driven primarily by a single firm. Apple’s secrecy and independence challenge this 
model, since the first public prototype was the announcement of the product, and this 
only preceded the launch due to the need for publicly filed FCC documents (Apple, 
2007). These were critical events, but in a contestation of previously established markets. 
Anderson and Tushman’s model of dominant design lifecycles, conversely, indicate that 
a new product represents a technological discontinuity, but does that occur at 
announcement, or upon release? Our dataset captures only public reactions, not private 
ones, and we know that the announcement triggered a complete overhaul of Android 
from its Blackberry-like intention (Vogelstein, 2013). This reaction from Google suggests 
that the announcement itself may be correctly identified as the discontinuity, even though 
the market discourse was not consistent. An internal dataset, for example, 
communications between engineers, might be useful in understanding the impact of this 
event on a critically different audience. Competing engineers, after all, are going to 
produce rival designs and engage in the technical contest.  
While the findings generally supported the ideas of the technology lifecycle, they 
also raised questions. While it seems that the core idea is solid, it is worth considering the 
lifecycle as existing at a cognitive level rather than a physical one. Physical objects and 
events are easier to measure, but rely on assumptions about the nature of industries and 
products. By considering the technology lifecycle as a part of a logical functional 
hierarchy, we may be able to expand our understanding further. To evaluate this 
hierarchy beyond the physical, however, we will need tools to measure cognitive factors, 
such as LSA. 
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LSA as Applied to Strategy Research 
LSA holds the potential to enhance research in strategy. One of the fundamental 
questions that drives the field is, “why are firms different (Rumelt, Schendel, & Teece, 
1994)?” LSA can be a useful tool to measure how firms are different, a critical 
predecessor to answering why. At its core, LSA does one thing - it allows us to compare 
the similarities between texts, in a particular context. The research question will drive the 
choice of context, and of which texts to analyze. LSA enables researchers to examine 
rich, large scale, archival data. The richness of text data provides the opportunity to 
identify nuance in text that simpler methods, like keywords, might miss. It also may 
reduce biases introduced by incorrect priors at the beginning of the project. In the past, 
nuance would be primarily identified and teased out through the use of qualitative 
methods. The time and expense of qualitative work necessarily limited the size of these 
projects, providing a rich but narrow investigation. LSA enables analysis at a much lower 
cost. It can offer the benefits of archival research with some of the finesse of qualitative 
methods. Because it can examine topics at a large scale, LSA could perhaps be used on 
not just a sample, but the entire population of interest. Essentially, LSA provides a way to 
quantify and then analyze similarity between units of complex, unstructured information.  
This offers the potential to explore assumptions in our theories. For example, 
categorization research often focuses on category labels. However, as this study has 
shown, the “smartphone” category label persisted despite the meaning of the category 
shifting over time. By using LSA to explore the meanings associated with particular 
terms at different periods, we can challenge assumptions about categories and their 
labels, and perhaps identify categories independent of their labels. For example, from a 
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categorization perspective, did Apple join the smartphone category, despite their 
distinctive initial position? Or did they destroy the pre-existing category, and merely see 
the old label repurposed? Analyzing terms and their meanings separately would be 
complex, but is now possible. The ability to quantify text, and to evaluate the semantics 
within terms is an important new research capability. 
Differences in Terms. Within strategy research, many research areas could benefit 
from LSA. Across innovation, cognition, and competitive dynamics, similarity and 
differences are central to theory. Text which talks about products and markets can be a 
data source for information about firm similarity. Firm names and major brands can be 
compared as terms in a semantic space. For example, to compare public perceptions of 
firms, one could build a space from media coverage or social media posts, and plot the 
differences. In this dissertation, Nokia’s third-closest term is Swedish rival Ericsson 
(following Finnish and Helsinki.) This means that the semantic model, based on this text, 
judges Nokia and Ericsson to be very similar in many ways - both publicly traded firms, 
with similar product offerings, Scandinavian home, business models, etc. In fact, Nokia is 
much more closely associated with Ericsson than with any of its own products. Just as 
normal language has a semantic structure, firm and product names become rooted in the 
structure as well. 
These perceptions can be analyzed based on separate sets of speakers. So, to 
compare analyst perceptions of firms, analyst reports could be used to create the space. 
So long as the technical requirements were met (in this example, particularly regarding a 
sufficient quantity of text), a semantic space could be used to model the relationship 
between firms as understood and communicated by this influential group of observers.  
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Technology trajectories (Dosi, 1982) are typically studied based on features of the 
products. For cases of modular or incremental innovation (Henderson & Clark, 1990), 
this is likely to be useful, because performance will emerge from easily identifiable 
changes. However, in some cases, features or specifications may not measure all relevant 
aspects of the product. For example, architectural innovation might involve a change that 
doesn’t alter specifications, but represents a new paradigm and thus, new trajectory 
(Dosi, 1982). In this case, product differences would likely be described in other written 
material, and thus, be potentially identifiable with LSA. By using a corpus that covers the 
subject, for example, media reports on the products and related industries, product names 
could be compared within the semantic space. Similar products should be near each 
other, while others would be farther away. LSA could also be useful for studying 
platform development and competition (Gawer & Cusumano, 2002), since so much of the 
critical factors in platform success are not integral platform features. 
Many other strategy questions relate to differences in distinct but not-clearly-
defined constructs as well. Streams of research on imitation, pioneering, and fast 
following circle around the similarity and differences of products and strategies of 
competing firms. LSA could complement existing methods by measuring similarities in 
products and firms based on third party text. Imitative products should have their names 
close to the names of the innovators. Innovative products should appear apart from 
contemporaries, even if subsequent products become closer to their position in the space. 
Likewise, optimal distinctiveness of a new category label (e.g. Grodal et al., 2015) may 
be quantifiable in a semantic space. 
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While LSA can be useful to infer similarities in the meanings embedded in strategic 
terms, it can also be useful to analyze longer passages, to answer different questions.  
Differences in Statements. The position of a firm’s name in a semantic space 
would reveal things about the meaning of that firm relative to other constructs, as 
understood by the writers of the documents in the corpus. However, there are also other 
ways that firms are similar, such as how they present or describe issues. Press releases or 
marketing materials could be projected into the semantic space and then compared 
between companies. The similarity between firms’ statements could serve as a measure 
of isomorphic pressures (DiMaggio & Powell, 1983), imitation strategies, or pioneering. 
By considering statements and not just terms, more complex concepts can be analyzed. 
These texts can also be compared in groups based on other metadata, like company, 
author, or any other data that can be associated to the text. Groups of text can also be 
created by selecting statements on keywords, or through clustering. Researchers could 
cluster terms to identify characteristics of speakers on an exploratory basis.  
LSA could also be a useful method to accelerate other text analysis. For example, 
when comparing a firm’s SEC documents, some sections will remain identical year to 
year, and changes to these could indicate a significant change. Paragraph-level analysis of 
the documents would indicate which paragraphs are identical year to year, and which 
deviate.  
Differences Over Time. Another critical factor that LSA can exploit is time of 
publication. By considering the temporal order of texts, similarity measures can be 
evaluated longitudinally, to build a case for causality. This is particularly important when 
studying theory where market leadership is an important factor. Temporal LSA might be 
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able to shed light on whether market share leaders are mindshare leaders, by considering 
spatial positions of statements from different firms over time. Likewise, it can be used to 
chart how rapidly texts change over time, possibly in reaction to competitors or other 
external events. When particular texts are considered in a sequence, time series analysis 
can be used to identify changes and shocks. Tzabbar’s (2009) approach to estimating 
patenting changes in a vector space might be particularly useful. Temporal LSA is also 
likely important for a topic like optimal distinctiveness (Lounsbury & Glynn, 2001), 
where the optimal novelty (and consequently, success) for a particular concept is 
dependent on the existence of other concepts in the same period. 
Many of the constructs we study in strategy are deeply rooted in cognition. 
Cognition is difficult to study, but with the ability to capture and quantify text sources, 
we can begin to gain a new perspective on these dynamics. This will, hopefully, let us 
enrich our theories, and produce more useful research for society. 
Managerial Implications 
For managers in technology firms, the pace of technological development is a 
critical factor. As previously noted, handset manufacturers in Ferment moved away from 
a single converged device into organizational and market structures that constrained their 
eventual development for that kind of product. Though the technology’s 
price/performance capabilities was probably adverse for a true converged device in the 
early 2000s, the resulting inflexibility and myopia made it difficult to exploit new 
technologies (Vuori & Huy, 2016).  
Apple’s careful framing is exemplary for managers, as it achieved many goals 
simultaneously. It justified their market entry. It explained what the product was in three 
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bullet points. It engaged in diagnostic framing, not claiming to solve the same problems 
as rivals, but identifying and solving unaddressed problems. It then staked a claim to 
solving these, as the prognosis and explaining the nature of the technology. It also 
identified specific rivals that failed to solve these new problems. It carefully avoided 
(refutable) category membership claims, while identifying the competition. Apple’s 
product feature choices served as non-discursive framing, and may have been designed to 
spring a cognitive and discursive trap on rivals as well. The iPhone launch immediately 
created uncertainty about market direction, ambiguity around technology framing, while 
offering a candidate for new frames. 
These findings emphasize that radical innovations benefit from having a distinct 
context in which to start. While Christensen (2000) talks about having lower end markets 
for disruptive innovations, Apple benefitted from standing apart from the others in 
categorical and framing terms. If the frames of an incumbent technology are applied, only 
incremental innovations, which outperform the traditional one according to traditional 
standards can take hold. The iPhone’s features (material framing) and discursive framing 
could not be effectively evaluated using existing frames, breaking them in this case. In 
addition, when exploiting new market niches, managers must be careful to ensure that 
they do not ultimately, as the handset manufacturers did, lock themselves into social and 
economic structures that become a trap in the future. 
The findings regarding discursive opportunity offer some specific managerial 
insights. When the iPhone emerged, from the ground, it was difficult to see if it would be 
successful. Many pundits and rival CEOs dismissed the product and were blinded by their 
own industry frames. However, this analysis shows both that industry frames had broken, 
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and that rivals were not getting their message out. For firms facing disruption, this 
suggests that radical action was required. By losing control of the narrative and being 
framed within the iPhone sphere, their old competences were rendered obsolete, and 
incremental improvements were unlikely to remain relevant in the future. Radical actions, 
to provoke an entirely new frame around a new design, might have had a chance to either 
challenge Apple’s design, or shake off its successful reframing. Without that, rival 
handset manufacturers ceded the cognitive side of the battle and could only try to catch 
up by imitating a competitor who had a strong technological lead.  
 
This line of research has produced a number of insights and provoked a number of 
additional questions. Technology does seem to develop in line with theories from social 
movements, but there is much more nuance to be revealed in its similarities and 
differences. Framing has shaped the smartphone market, but this single case cannot 
answer how significant it is across technologies. Do entire technologies rise and fall 
based on the framing skill of their proponents, or merely firms? What are the real bounds 
of theories on technology lifecycles? I would suggest that the recurring theme is that 
collective frames shape the development of technology, and that collective cognition is a 
more fundamental factor in technology development than it is typically considered. This, 
however, is something to be considered in the future. 
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CHAPTER 7: LIMITATIONS AND FUTURE DIRECTIONS 
Smartphone development was shaped by the traditional technology lifecycle, but 
also by the cognitive contest around framing. While this research has applied new 
methods to quantify and understand these issues, it also leaves many more questions. 
This study was limited in numerous ways, and there are some clear directions to improve 
both the data and the methods for future research. These results suggest new 
opportunities for expanding and enriching our theories. It is important for researchers to 
improve our understanding of technology development, but also to improve upon this 
work to better understand social movements more broadly. I first discuss the empirical 
context of smartphones, before examining methodological improvements, and important 
questions of theory. 
Empirical Context 
While the context of the development of smartphones allowed us to study 
enlightening phenomena, there were several issues that emerged that complicated the 
story. Some issues relate to applying social movement theories in markets, others from 
specifics of this market, and some are more general about relating to appropriate data 
sources for the subject. Although this context is accessible to many people, and we think 
we know the story, there is much more to learn from it. 
Market-specific limitations. Relative to other technology markets, the smartphone 
market is an outlier in some ways due to the impact that Apple has. While it did conform 
to many of the predictions that the literature would make, such as the ways in which it 
acted as a discontinuity, the company’s penchant for secrecy and vertical integration 
challenges Suarez’s (2004) dominant design theory. The “public prototype” was 
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announced less than six months before the first product launch, preventing the expected 
industry-wide R&D and positioning normally expected. Technology battles are often 
depicted as a battle of collectives, as with dueling HD-DVD standards (den Uijl & de 
Vries, 2013). The multitouch phone appeared instead as an almost-surprise product and 
its imitators, which then disrupting existing players. Combined with its effectiveness with 
media, Apple’s involvement complicates generalizability because there are few other 
firms with the ability to move into a new market and rapidly become the thought leader. 
However, this quirk does increase the value for examining this market to better 
understand how it was done.  
Another challenge in smartphones is that a single product today combined a number 
of separate product markets. Within handsets, this consisted of a number of different 
segments with different goals, though often similar firms with internal organization that 
reflected the market. The phones also diminished markets for non-integrated products 
like cameras, navigation systems, music players, handheld game consoles, and more. This 
creates theoretical challenges for bounding the study, as well as empirical ones about 
which markets’ data is required to understand and model the terms in the corpus. Since 
technology is specialized and different industries have different frames and logics, terms 
may have separate meanings in the context of different markets, posing a further 
challenge for interpreting results.  
The smartphone context had a number of useful characteristics to study framing and 
social movements in technology markets. Finally, it is not clear whether future framing 
research should use data from smartphones from the mid 2010s onward. Framing and 
collective action theories are useful when power is widely dispersed among multiple 
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actors, when there is uncertainty, and when there are not established power structures in 
place (Kaplan, 2008; Narayanan & Chen, 2012). The stability that is emerging in the 
form of a dominant design, and a dominant collective frame in smartphones may also be 
accompanied by a power structure in which Apple is the clear leader. Its huge share of 
industry profits, its vertical integration in system design, and its significant market share 
per model may be establishing it as the de facto power in the market. The institutional 
design perspective would likely be more salient than the collective action perspective 
(Hargrave & Van de Ven, 2006) if Apple has the power, solely or in a hegemony with a 
rival, to legitimize or delegitimize technologies.  
Market-specific future directions. The smartphone market holds potential to more 
deeply explore some important issues in technology. This research suggests that one of 
the major influences on the success of the converged device is that it was treated as a 
platform (Gawer & Cusumano, 2002). Yet, the platform is not simply a product, or even 
a support system around it, but a frame. Smartphones were touted as platforms for years, 
but did not realize this objects until 2008’s App Store. The smartphone market would be 
an appropriate context to study “platform” competition and development, from both 
material and cognitive perspectives, with Symbian, Microsoft, Palm, Apple, Research in 
Motion, Google, Sun Microsystems and others in the fray. With FCC data, this could 
potentially also be a place to study the development of designs, and the emergence of 
dominance, across hierarchical levels (Murmann & Frenken, 2006). Smartphones also 
provide an interesting case where the design hierarchy leads to distinct business models, 
and design dominance at particular levels with design and component contestation 
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continuing at lower levels. These changes could also potentially be linked to changes in 
diagnostic and prognostic framing in the market. 
Data source limitations. Finally, there are limitations with these data sources. 
When the bounds of the market have been defined, there is a secondary question of how 
to best define the corpus that can model that space, and represent market discourse. In 
this study, the same corpus of media articles was used for both tasks, though it is 
appropriate to think of them as distinct corpora. Should these corpora be collected based 
on keywords, as here? Keyword selection puts an implicit bound on the semantic space, 
as documents that use synonyms are likely to be omitted (depending on the data source’s 
search engine), which could systematically bias the corpus.  
In future research, it might be appropriate to conduct multiple rounds of text 
selection and refinement using LSA. A two round system could be designed as follows. 
After the first round of keyword-based search, a semantic space is created from the 
corpus. Documents are projected into the space and outliers identified and resolved. 
Then, the documents are clustered to identify topics within the corpus. The clusters 
should identify documents that are irrelevant to the space, in particular if they use search 
terms with alternate meanings, to be omitted from the construction of the second space. 
Other clusters may suggest related but unconsidered terms, which can be added for a 
second data collection phase.  
The articles in the media corpora were newspapers from Lexis/Nexis. Though this 
is appropriate for the time period studied, the digital disruption in the newspaper sector 
has rendered their reliability for future research somewhat suspect. Additional news and 
gossip websites may be at least as important for other discussions. Facebook or other 
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social media sites could be invaluable data sources for future large scale research, for 
individual comments, for access to news and “shared” stories, as well as the social graph 
that quantifies online word of mouth networks.  
In a longitudinal study, different trends will impact the news. This may have a 
milder influence on lexical approaches like counting keywords. However, since LSA lets 
researchers get a more complex view of the text, other trends may appear in the corpus. 
For example, this dataset covers a period with the growth of mobile phones in general, 
the creation of the World Wide Web and consumer internet, the dot-com bubble, 9/11 and 
wars, and various global financial crises. A single corpus selected from this period 
incorporates associations across each of those periods, in whatever way they color the 
coverage of the central topic. These external events may “contaminate” the corpus, 
depending on the researcher’s specific objectives. In this study, these external events may 
be acceptable, since these environmental changes affect how people understand their 
world, and their overall frames must interpret those trends. For example, consumer 
Internet adoption, and the creation of consumer navigation systems over the study period 
would inform different interpretations of what a “converged device” would be at different 
points. However, for some questions, researchers may need to control for those external 
trends in their data to isolate specific changes in their space.  
There is also an open question about the timeliness of these data sources. Media 
reacts to events, with a few pundits predicting or reporting on rumored future 
developments. For firms, press releases are more likely to lag products than lead them, 
and are very polished and controlled. These will represent the official position of the 
firms, and not intentionally reveal their internal thinking. For example, Verizon did not 
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have the iPhone contract and had to wait for rival phones to reach the market. Their press 
releases would not likely reveal their interpretation of multitouch smartphones in that 
period. To gain deeper insight into the thinking behind their technology decisions and 
their framing, other sources might be relevant, like industry technical groups or 
conference presentations, or statements that are more vision-oriented like keynote 
addresses by executives.  
These results show high consistency across press releases. It may be that firms’ 
different lines of business crowded out the actual movement in phones with firm-specific 
noise. When aggregating press releases by period, this would anchor them in a particular 
region of the space. To mitigate this risk, researchers might choose to first cluster the 
documents with the goal of identifying business-unit specific press releases. These 
business-unit level releases could then be analyzed and aggregated as usual. Additionally, 
to best understand the impact of corporate framing in consumer markets, it could be 
useful to integrate advertising data. Press releases are not necessarily targeted to 
consumers, as the media is, but are more oriented toward the media itself as the audience. 
Advertising campaigns, however, are usually focused on consumers directly, and thus 
may convey different sets of messages and framing.  
Second, the position of brands will have a strong influence on press releases if they 
are included, and it is not clear if they should be omitted. Including them will bias the 
analysis, but omitting them downplays the impact of branding on the results. Extremely 
strong brands, like Apple and iPhone, distort the company’s statements, but leaves a 
critical gap in meaning when trying to analyze without those terms. Further, since those 
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terms became salient in only a particular period of the contest, the comparisons with 
media in that period become exaggerated.  
Apple and iPhone are also biased by their frequent appearance only in the latter half 
of the media corpus. Therefore, the semantic model finds variance that implicitly has 
time periods built into it. So, the term “iPhon” in a smartphone semantic space is going to 
act as a marker not simply for a technology and product, but also a period of time. This is 
likely to obfuscate the meaning of the term, and so suggest some additional analysis. 
Generating a space at the paragraph-level may partially mitigate this by reducing the 
overall proportion of documents in which the term appears. 
While this research sheds new light on the development of the smartphone market, 
this study, like all, has empirical limitations. Future work will be able to improve upon 
this and refine our understanding further. This will be particularly helpful when paired 
with improved methods. 
Methods 
Using LSA, I was able to quantify relationships across large quantities of text, 
emphasizing discourse at an aggregate level. Though usually used at a more micro level, 
LSA also gives us an ability to measure discourse changes and, implicitly, cognition 
changes at a collective level, and over time. This has potential to be used more widely to 
understand market-level phenomena. However, there are a range of limitations that 
became clear throughout the project. LSA in its best case scenario can only capture 
semantics of words, and not structural meaning. As a bag of words approach, it will not 
be able to capture sentence-level meaning that emerges with word order. Therefore, it 
will always lack precision compared to pure qualitative methods. In addition, LSA is 
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sensitive to it’s starting conditions. While I believe I have sufficient text, and sufficiently 
broad coverage to have captured the space accurately, this may not be the case. Though I 
feel confident about the topic coverage, broader search might have returned other features 
that were minimized in this project. Later periods were of sufficient volume that they 
might have overweighted the space in favor of later meanings, thus minimizing 
differences in earlier periods. Document-level analysis identified links between more 
words, leading to potentially less precise term meanings with the tradeoff of broader 
connections. All of these decisions impacted the creation of the semantic space, and 
would have biased it, and thus the findings, in ways that are difficult to predict. I used 
fairly simple aggregation methods, either through time or k-means clustering, which 
could be much richer and more nuanced. While I am confident that my model and my 
findings are strong and useful, I also know that they can be improved. 
The great promise of LSA for our work is that by quantifying text, that data can be 
used in many kinds of statistics. I used logistic regression to categorize speakers by their 
content, with reasonable success, and linear regression to unpack term meanings. 
However, much of this project involved quantification and comparison, rather than 
hypothesis testing. This work sets the stage to bring our full range of quantitative 
methods to the study of collective frames. Since the shifts in the overall discourse are an 
area of interest in this work, further time series analysis with ARIMA are a natural fit to 
develop testable models. The potential for large scale text analysis opens entirely new 
research possibilities. There are some specific issues that we should consider to enhance 
the effectiveness of LSA in large scale social science research, and in framing research 
specifically.  
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Brand meanings. While this work demonstrates some of the value of exploring the 
semantics associated with brand names, there is potential to take this much farther. 
Beyond associating brands, products, and manufacturers, researchers could drive deeper 
into the kinds of uses or distinctive characteristics that particular products or categories 
have.  
Examining the data at a finer level of detail, we may be able to track the emergence 
of niches in divergence of discourse around those products. To conduct this research, the 
data would need to be of a scale that was sufficient to capture accurately assign vectors to 
all of the products of interest. This data challenge might require even more datasources, 
beyond formal news sources, such as blogs and message boards. Alternatively, feature-
level data, or product-to-product associations may have to serve as a proxy for less 
discussed products. For example, if one model is very similar to a more popular one 
based on a component analysis of features, then researchers may be able to analyze the 
imitation similarly to the leader.  
When a brand like the Blackberry or iPhone becomes a breakout hit, it can become 
an exemplar or a prototype for its category. Though this is a favorable situation for a 
firm, increasing its credibility, it potentially complicates semantic analysis, because uses 
of the term in the text may refer to the idea of the category, rather than to the product 
itself. It is likely that analysis methods can be developed to identify these cases, and then 
use these both to distinguish product uses from category uses, and to better understand 
the categories as well. Word frequency analysis to identify disproportionately used terms, 
cluster analysis to identify central terms, or network analysis of distances could all be 
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candidates to distinguish which terms become exemplars. This might also affect how we 
approach grouping our texts.  
Grouping texts. The clustering methods available to us are useful, but insufficient. 
Hierarchical clustering can be difficult to make sense of when trying evaluate thousands 
of items. In k-means clustering, is difficult to know what the appropriate parameters are, 
particularly how many groups to specify a priori. But beyond this, these clustering 
approaches make certain assumptions about how the data relates. We control these 
assumptions via our choice of clustering method, but the appropriateness of each method 
varies throughout a single corpus! Within these sets of text data, there should be no 
assumption of normality or uniformity in the space. We would assume, theoretically, that 
documents would tend to cluster, because things that are said are not random. There is 
noise, variation, and systemic change, but not randomness. There are likely separate 
clusters as well. In a single newspaper, separate sections might have their “smartphone” 
articles cluster separately, whether this was in the front page, business, fashion, or 
technology section. We would expect company press releases to observe some sort of 
semantic document structure where earnings releases would be somehow between 
announcements about upcoming earnings calls and product launch announcements. We 
would expect that time and the speaker would be important factors in how documents 
cluster, and that a topical structure should exist. While our current clustering with Ward’s 
Method implies this, it is not as data-driven as perhaps it should be.  
While no perfect clustering method exists yet, manual work, alternating between 
methods, and potentially accounting for time and speaker, might be helpful in finding 
more precise approaches to clustering. This could be useful as a meta-level research tool, 
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by identifying documents that are outside the bounds that one wishes to consider. For 
example, if a researcher wanted to cluster a firm’s press releases by time, but to 
specifically exclude financial announcements, this could be a useful approach. 
Multiple spaces. The semantic space theoretically represents the cognition of an 
audience because it represents their text inputs. In this research, we compiled a corpus 
consisting of all discourse on smartphones, implying an audience that existed which 
consumed all of the articles, and did so effectively simultaneously to learn the term 
meanings. This assumes no audience segmentation, and no significant temporal 
differences in meaning. Future studies could confront these assumptions by implementing 
analysis of multiple spaces generated with distinct corpora.  
First, to model separate audiences, one would construct audience-specific corpora 
and generate spaces from these. For example, if the research question considered a topic 
in which consumer and corporate markets were theorized to think and act differently, the 
researcher could model both a “consumer” semantic space and a “corporate IT manager” 
space. Both may include general media publications, but the manager would heavily 
include industry publications. While LSA’s models are space-dependent and the two 
spaces cannot be compared directly (Quesada, 2006), distances between the same 
documents projected into each could be. The dimensions would hold different meaning, 
but the distances could be comparable. So, to evaluate how information would be 
interpreted differently between two audiences, a set of reference documents would be 
projected into each space. Then, the same set of focal documents could be projected and 
their distances between the references calculated and compared between corpora. This 
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would hopefully show how different documents would be interpreted differently by 
different audiences.  
A similar approach may be possible to evaluate evolving semantics in a domain. 
Term meanings can change over time, which these spaces do not model. The placement 
of a document in the semantic space is therefore based on its terms which might have 
incorrectly modeled meanings. As an example, consider two contemporary documents 
which are made up of pairs of synonymous terms. Over time, each of the pairs diverge in 
meaning. After semantic analysis, the documents, which would ideally be very close to 
each other would instead be more distant, distorting the analysis. This sort of semantic 
change poses a problem in any context where new terms emerge and have meaning 
attached to them, which could be quite common both in framing contests generally and in 
technology contexts. Here, the term “iPhone” was actually another firm’s brand for a 
wired internet phone in 1995, which would be quite distant from the Apple product. By 
compiling a large corpus into separate spaces that are time-specific, we can then compare 
how distances between terms changes across spaces, and thus, how the meanings change 
over time. This approach could form the basis for a more detailed exploration of evolving 
term meaning. When a frame break is indicated, such as the iPhone’s launch, it may be 
appropriate to create spaces specifically around this, to better identify when key terms, 
which might be used as markers for technological frames, are reconfigured. 
Technical enhancements. There are a number of technical enhancements available 
in the future. As noted, paragraph-level analysis can be quite expensive from a computing 
resource standpoint, which made it difficult to do initially, and particularly using the 
standard R packages. However, there are some large potential improvements that could 
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be implemented to increase the technical efficiency of LSA work. The R text mining 
package, tm, offers much more efficient importing routines than lsa does, and native 
metadata management. This seems like a clear advantage for future work. In addition, 
when generating the semantic space from the document-term matrix, I substituted IRLBA 
for SVD. However, another approach for generating the matrices is the RSpectra 
package, which may have better performance. While the gains for a dataset like these 
corpora would not be game-changing, many of the methodological research opportunities 
- multiple spaces, paragraph level, larger corpora - will involved increased computation, 
where speed advantages will become increasingly important. In addition, the more 
computation that is required, the more useful that cloud computing will be to process and 
analyze increasingly large amounts of data at a practical cost. 
Large-scale text analytics involves many decisions about the parameters and 
assumptions of data processing. The result is that text analysis itself represents a search 
space regarding generation of quantitative data. It is unclear whether we can generalize 
about the smoothness or other characteristics of the search space. If the search space is 
rugged, then the optimal approach to generating a space would involve a broad search, 
and thus creating numerous spaces with different parameters and comparing their models. 
This kind of investigation could also be made practical by cloud computation.  
These methodological enhancements, while technically interesting, are only of 
service if they can be used to further develop and improve our theoretical understanding 
of these important phenomena. 
241 
 
Theory 
Theoretically, this research has just begun to scratch the surface of these subjects. 
The appearance of new measurement tools opens the possibility for new kinds of 
questions. It is likely that in technology, material and discursive framing are tightly 
interwoven, and that framing for technology ultimately merge together into a proxy 
“technological frame.” This seems to imply that technologies themselves have a 
hierarchical framing, and that when a technology gains a dominant frame, discourse and 
interpretation move to another topic. This could also suggest some sort of modular 
structure for technology-related cognition, but this would require deep research. The 
hierarchical design model (Murmann & Frenken, 2006) suggests there might be, within 
technology-centric text, indications of design battles at each level. This would suggest 
that particular disputes about components, core concepts, and their linkages could appear, 
for example, about user interfaces, processors, specific features, optimal screen size, and 
so on. These component-level framing contests may have similar characteristics, but 
within the larger, established technological frame, and subject to a separate consideration 
of those market dynamics. For example, a component’s market might have very different 
technical constraints, and different market power for its producers.  
With the ability to operationalize important characteristics of framing, we may be 
able to also drive toward a rigorous model of frame resonance (Snow & Benford, 1988). 
Using LSA or another text analysis method, we can evaluate certain characteristics like 
frame resonance (based on the frame’s subsequent adoption), speaker consistency, 
narrative fidelity (if the frame is near existing discourse) (Benford & Snow, 2000), and 
visibility (based on amount of coverage of the statements) (Koopmans & Olzak, 2004), 
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though this would need to include a large number of contests to have sufficient data. A 
richer understanding of frame resonance will help us better understand many aspects of 
social movement framing, including clarifying mechanisms of strategic framing actions 
(Benford & Snow, 2000). A better understanding of frame resonance within a contest will 
also help us better understand discursive opportunity.  
Discursive opportunity is a particularly important concept to understand framing 
contests. Without an opportunity for the message to an audience, no framing attempt can 
succeed. Opportunity, however, can be manipulated and created for oneself and denied to 
rivals. We need more research on how discursive opportunity works, what influences 
how much an actor has in a situation, and how it is created and destroyed by various 
parties. Broadly speaking, there seem to be two main ways in which a framing contest 
can be fought, through manipulating frames, and manipulating discursive opportunity. 
Apple’s entry appears to have executed both of those strategies simultaneously. There is 
an opportunity and a need to develop a framework for framing contests centered on the 
adoption of these strategies.  
This research has shown that framing contests are part of technology battles, but 
also that discourse alone seems insufficient to explain the battle. This theoretical 
challenge may not be as critical for social movements, but when applied to markets, it 
seems that non-discursive framing in the form of products and tangible actions are critical 
parts of a framing contest. While complicating the empirical picture, it is theoretically 
consistent. Non-discursive framing usually has some level of credibility staked on it 
through repetitional or financial commitments, and thus should lead to higher 
claimsmaker credibility than discourse alone. Indeed, Symbian indicated that while 
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Microsoft was notable for pre-announcing products, they preferred to “ship the product 
(Suarez, 2004: 277).” The Apple example illustrates that tangible actions were important 
in driving discourse. However, product feature sets may have been key to shaping the 
framing contest, in addition to the discursive framing. To truly understand how framing 
works and how technology cognition develops, we need to find ways to measure both 
discursive and non-discursive framing. This present limitation represents a huge 
opportunity for additional insight as we further expand our understanding of framing and 
cognition in markets. 
Conclusion 
As we look back on the evolution of the smartphone industry, we see a fascinating 
story unfold. From the beginning, a vague vision of the future was expressed, a vision 
that outstripped the capabilities of its visionaries. The vision of a converged device was 
appealing, but technological and economic constraints ensured could not be realized, and 
the industry evolved to deliver what it could to consumers. It was a vision which could 
not be realized, until one day, it was. It came in a form, and from a firm, that the market 
did not expect, but within two years had redefined the market. This was not simply a new 
product, but a complete reframing of a central technology, so complete that in 2016, it is 
difficult to think about the market of a decade ago as it was, in the way that we did.  
From a period of ideas, smartphones competed and were redesigned, ultimately 
defining separate niches, which were then disrupted by a new unified design. Throughout 
this process, market leadership shifted and the conception of what the products were went 
through a series of changes. New analytic methods exposed some of these processes and 
helped show how the way that people talk about things parallels changes to the things 
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themselves. That discourse also changes in other ways too, with uses of technology 
lagging discourse about the technology itself. We see that framing contests depend on 
framing attempts, but also on the opportunity to do so. 
In this dissertation, smartphones served as a test case to add to our knowledge 
about the framing processes that influence social movements. Framing contests are 
opaque and obscure, but they determine how entire societies interpret information and 
think about the world. The need to better understand how framing is contested is not 
simply a matter of academic significance. Our understanding of these processes is 
dangerously thin. Democracy hinges on the will of a free populace, and how that 
populace interprets the world determines what the world will become. There is much 
work to do. 
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