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Abstract. Climatic characteristics are affected by var- 
ious systematic and occasional impacts: besides the 
changes in the observing system (locations of the sta- 
tions of the meteorological network, instruments, ob- 
serving procedures), the possible local-scale and global 
natural and antropogenic mpacts on climatic condi- 
tions should be taken into account. Apart from the pre- 
dictability problems, the phenomenological analysis of 
the climatic variability and the determination of past 
persistent climatic anomalies are significant problems, 
among other aspects, as evidence of the possible ano- 
malous behavior of climate or for climate impact stud- 
ies. In this paper, a special technique for the identifica- 
tion of such "shifts" in the observational series is pre- 
sented. The existence of these significant shorter or 
longer term changes in the mean characteristics for the 
properly selected adjoining periods of time is the neces- 
sary condition for the formation of any more or less 
unidirectional climatic trends. Actually, the window 
technique is based on a complete set of orthogonal 
functions. The sensitivity of the proposed model on its 
main parameters i also investigated. This method is 
applied for hemispheric and Hungarian data series of 
the mean annual surface temperature. 
Introduction 
The hypothesis of enhanced greenhouse gas phenome- 
non is apparently well reinforced by the latest observa- 
tions: the last decade was the warmest one of the cen- 
tury and the overall temperature trend indicates global 
warming (Hansen and Lebedeff 1987, 1988). This 
means a rise in the average temperature of about 0.6 ° C 
as compared with the 1880s ituation (including correc- 
tions for the urban effects). Jones and Kelly (1983) 
pointed out that significant warming took place for the 
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Northern Hemisphere during the period 1917-1940 
then it was followed by some cooling until 1965; after- 
wards the warming tendency continued. Angell (1988) 
estimated the warming rate for the Northern Hemis- 
phere for the recent hree decades as 0.08 °C/decade 
(+ 0.09 °C). A detailed study of the relations of the data 
coverage for the Northern Hemisphere and the esti- 
mated tendencies in the temperature cords is given by 
Jones et al. (1986). Most authors revealed that a rapid 
warming started in the 1920s with its maximum in the 
late 1930s, it was followed by a relatively short-term 
cooling tendency and now the significant warming 
seems to be continuing during the recent decade. The 
overall estimate of the positive trend for the century- 
scale warming is about 0.0 to 0.6°C for the Northern 
Hemisphere according to different research groups. It 
should be noted that strong criticism about hese results 
is also raised by some authors especially because of the 
inconsistencies in the observations u ed for the climatic 
change detection studies (Callendar 1961; Karl and 
Quayle 1988). The trend detection in the past and re- 
cent observational series on smaller spatial scales is 
also important for the estimation of the predictability 
value of climatic normals or any other climatic charac- 
teristics (Dixon and Shulman 1984). 
Large-scale average surface temperature observa- 
tions are used in many studies as indicators of the pos- 
sible climatic change. The problems of derivation of 
these data series have been dealt recently by several re- 
search groups; an overview is given by Wigley et al. 
(1986). Long-term temperature cords for the North- 
ern Hemisphere (mainly based on continental observa- 
tions) were derived and reported, inter alia, by Jones 
and Kelly (1983), Jones et al. (1986), Vinnikov and 
Groisman (1981), Vinnikov et al. (1987), Hansen and 
Lebedeff (1987, 1988). The interpretations of these re- 
cords by the authors are rather similar as regards the 
likelihood of a warming trend with the slight differ- 
ences in the phase and amplitude stimates. 
The relation between the global and local tendencies 
is even more difficult (Kim et al. 1984). As a matter of 
fact, no single station can be found which temperature 
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variations (or climate, in general) is in significant corre- 
lation with the large-scale average value. It means that 
the area-averaging is a principal attribute of the global 
scale results. This aspect is obvious from a statistical 
point of view, however, its proper consideration is
sometimes neglected. Regional temperature trends were 
studied, among others by Agee (1982), Williams and 
van Loon (1976), Karl and Quayle (1988). It should be 
emphasized that the behavior of the smaller scale noise 
terms being inherent in the local or regional observa- 
tions play a determining role in the analysis of their 
"coherence" with the global (globally averaged) sample 
series. 
Various methods were used in the trend analysis of 
the records. The independence of the sample series ele- 
ments is accepted in the most studies with fitting of the 
ordinary linear or non-linear regression model (Angell 
1983; Jones and Kelly 1983). More sophisticated ap- 
proaches are also proposed, like the two-phase (piece- 
wise linear) estimate by Solow (1987). Madden and Ra- 
manathan (1980), Wigley and Jones (1982) assumed 
that the noise term follows a first-order autoregressive 
scheme. Significance tests of the results are performed, 
for instance, by the t-test (Karl and Riebsame 1984; 
Gruza et al. 1987). Apparently, beside such characteris- 
tics of the sample series as the size of the sample, the 
spatial resolution of the observations, the method of 
their averaging, the combination of the local and global 
impacts on the observations, the results on the climatic 
trends depend on the particular models to large extent. 
The suggested functional forms are sometimes oversim- 
plified. Instead, the climatic trend should be inter- 
preted in a very extended sense: it can be of arbitrary 
(parametric or non-parametric) functional form, which 
means the use of the general concept of climatic signal 
and noise. Also, the interpretation f the observations, 
the identification of the trends depends to a very large 
extent on the period or time window for which the time 
series characteristics are calculated. Some of these 
problems are addressed in details in the literature (e.g., 
Jones and Kelly 1983; Jones et al. 1986; Karl and 
Quayle 1988). 
In our paper, we focus on those methodological 
problems of trend detection which are related to the 
identification of significant anomalies (anomalous sub- 
periods) in the observational data series and which sub- 
stantially depend on the concrete time period of obser- 
vations used for particular trend detection studies. Il- 
lustrations are given simultaneously for average annual 
temperature data for the Northern Hemisphere and 
Hungary. It is believed that such time series analysis 
and detection studies should be performed for global 
and regional data as well, however, only the former 
data can serve as indicators (or primary indicators) of 
the possible global climatic change. However, we keep 
in mind that "the reliance on the annual Northern 
Hemisphere average in many studies of recent climatic 
change is unfortunate, reflecting more, we believe, its 
convenience than its value as a physical parameter" 
(Jones and Kelly 1983). In addition, in both cases, the 
phenomenological analysis of past data is important for 
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various purposes: for instance, for an explanatory part 
of the climate impact case studies of contemporary cli- 
mate-related events or to provide evidence for recent 
anomalous behavior of the climate (Epstein 1982). In 
our numerical experiments, the emphasis is made pri- 
marily on the methodological aspects of the time series 
analysis and the demonstration f the proposed meth- 
od. 
The trend models and the window technique 
The trend models are set under the assumption that the 
time series consists of two parts, namely 
t~t-~mt+6 t t= l ,  2, ..., n (1) 
where mt is the trend function, i.e., changes of the vari- 
able St can be characterized by this trend function mr, 
and e, is the white noise term with zero mean (expected 
value) and variance cr 2. In this case, the variance cr 2 is 
the measure of variability for the investigated variable. 
The purpose of the statistical trend analysis is to 
separate the trend and the noise terms. For the evalua- 
tion of the given model, a set of hypotheses about the 
validity of the trend attributes hould be tested by 
means of statistics at a given significance l vel. We wish 
to get as much significant information as possible about 
the trend and this requirement is essentially equivalent 
to the total (mutual) independence of statistics. In this 
respect, the application of the orthogonal series expan- 
sions is advantageous in the case of normal noise. 
These general conditions can be satisfied by several 
approaches. The linear analytical trend analysis is the 
most commonly used scheme, its time-dependent term 
can be tested and interpreted physically very well, but it 
gives only a particular and sometimes even misleading 
information about the general trend function. There is 
no reason to assume that even if the general warming 
tendency is accepted, its rate obeys a unique simple 
functional form. Discrete Fourier-series expansion or 
periodogram analysis are other trend approximations 
which produce independent s atistics, however, their 
/ 
Fig. 1. General concept of the window technique for trend analy- 
sis: the most significant "breaks" of the observational series are 
found by use of subsequent windows or subperiods and the eval- 
uation of local mean values for these subperiods 
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"physical" interpretation raise certain principal prob- 
lems. 
Taking into consideration these shortcomings, we 
suggest he application of a special window technique 
which enables us to reveal the significant changes in the 
investigated time series and requires minimum assump- 
tions about the parameterizable functional form of the 
trend to be present (or not present) in the climatic time 
series. 
The window technique is based on the Haar-series 
expansion (Riesz and Sz.-Nagy 1953; Kolmogorov and 
Fomin 1960). The specific purpose of this trend analy- 
sis is to get information about the changes of the mean 
characteristics of the observational series within certain 
time intervals. More exactly, the (statistical) decision 
about the acceptability of hypothesis ~(a)--m(2) should 
be tested for the elements of a given window (sub-peri- 
od) system, where ~(1), m(2) are the corresponding aver- 
ages of the trend function (Fig. 1). 
The Haar-function system 
The essence of the Haar-series expansion is the follow- 
ing. Le t /be  a sub-interval system of [0, 1]. By definition 
[0, 1] E1 and if a closed interval belongs to the system, 
[k,/] E I then [k, (k +/)/2] E l and [(k +/)/2,/] E/,  that is 
both halves of the particular intervals are also the ele- 
ments of the system. In this case, the step-wise func- 
tions {~tk, 11(0; [k,/] El} 
[ - -1 /2  if tE[k,(k+l)/2) 
CI)[k,l](t)= I ~/2 if tE((k+/)/2, l] 
if tE([0, 1]\[k,/]) v {(k+/)/2} 
together with the function O°( t ) - l ,  tE[0, 1] form a 
complete orthogonal system within the function space 
L2([0, 1]). It means that all members of this function 
space can be expressed by means of this system as the 
sum of its projections on the elements of the orthogonal 
system. 
The window functions 
The concept of the Haar-function system can be ex- 
tended to arbitrary intervals and its discrete subsets. Let 
us introduce the following discrete (time) interval sys- 
tem I 
• (1, n)={1,2,...,n}EI 
• if (k,/)={k,k+l, . . . , l}EL k</ then  
(k, [(k +/)/2) = {k,..., [(k +/)/2]} ~ I and 
([(k +/)/21+ 1,/) = {[(k +/)/21 + 1 . . . .  ,/} e I 
where [(k +/)/2] denotes the integer part of (k+/)/2. 
Then the windows are defined as the discrete inter- 
vals which have at least two elements, that is: 
W= {(k,/) Iw>_2, (k,/) E/}, 
where w = l -k+ 1 is the width of the interval (k,/). In 
this case the number of windows is # W= n - 1. 
The generalized Haar-functions {~(k, l)(t) ; (k,/) E W} 
are defined upon this window system, namely ~o (t) = 1 
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and 
@(k, l) (t) = -- [W/2I/w if t E (k, [(k +/)/2]) (2) 
[w/2]/w if t E ([(k+/)/2]+ 1,/). 
where w is the width of the window (k,/), and [w/2] de- 
notes the integer part of w/2. These functions form a 
complete orthogonal step function system upon the set 
of (ordered) values {1, n} analogously to the Haar-func- 
tion system in the discrete ase. 
The expansion of the time series of investigated cli- 
matic observations and their trend upon the above 
function system can be written in the form: 
m, =too, ) + £dm(k,O ~(k, 1)(t), (k,/)E W (3) 
t$, =~-(1,,)+Y~dt~(k,,) ~(k, 1)(t), (k,/)EW, 
with the coefficients of these expansions being just the 
values of the changes in the time averages: 
d in (k ,  1) = m([ (k  + I)/2] + 1, I) - -  re (k ,  [(k + 1)/2]) 
d ~k, 1) = ~([ (k  + I)/21 + 1, / )  - -  ~-(k, [(k +/ ) /2 ] ) ,  
where ~(i.j), 6-(i,j) denote the averages for interval (i,j). 
Test of hypothesis on the particular climate change 
episodes 
The main objective of the extended Haar-series expan- 
sion is the selection of coefficients d~(k,~ which differ 
from zero on the basis of estimators d t$(k, l). In other 
words, those particular episodes are looked for where 
significant changes in the successive subperiod means 
are present. We emphasize already at this point that the 
identification of such particular changes does not mean 
a jumplike change in the climate. Such climatic jumps 
were studied by Knox et al. (1988). The principal idea 
behind our findings is that most changes (of usually un- 
known shape and rate) also lead to the changes in the 
local mean values for adequately chosen successive 
subperiods of time. Therefore, such changes in the 
means can be considered as indicators of climatic 
change, however they do not give, but rather only ap- 
proximate, the specific form of the actual climatic sig- 
nal. 
As a consequence of using orthogonal series expan- 
sion and assumption on normality, the estimators 
d ~k, 1), (k,/) E W are totally independent and normally 
distributed, d 8(k, I) E N{d ~(k, 0; W* ~/([W/2] (W -- [W/ 
21))}. 
On the basis of these features, statistical procedure 
can be constructed for the detection of non-zero differ- 
ences in the successive climatic means d~(k,t)+O at a 
given significance level. For this purpose, the ordered 
squares of standardized estimators d&(k, 1) 
(w=l -k+ 1 >3) are examined, while the estimators 
d&(k, 1) (w = 1--k+ 1 < 3) are applied to estimate the un- 
known "noise" variance oa. The latter procedure is ade- 
quate if it is assumed that (d~(k,O) z~o -2 for 
w = l-- k + 1 = 2, 3 i.e., the rate of change compared with 
("interannual") climatic variability is slow. The critical 
values of this hypothesis test which correspond to the 
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given significance level can be calculated by Monte- 
Carlo simulations. 
According to this statistical procedure, if K smaller 
or larger but jointly significant "changes" are accept- 
ed: 
d~l~!,  )~e 0,..., d~l~)t) ~e O, (4) 
then the probability of first type error (the validity of 
the existence of a coefficient dm~k) o=O (i----1,..., K)) 
is less than or equal to p, where 1 -p  is the given signif- 
icance level. 
One of the most advantageous features of the win- 
dow technique is that the trend can be approximately 
reconstructed as the combination of estimates of the 
particular changes. Taking into account only those 
components which were accepted to be significant, the 
trend estimate is simply the "truncated" expansion of 
the time series in Eq. (3): 
th, = 6o, ,)+ Edr/~, o @/~, 0(t), i= 1,..., r ,  (5) 
with those indices for which dm--~, t)+ 0 (i = 1,..., K) at 
the given significance level. 
Applications 
The data series 
Two sample series are studied simultaneously. The an- 
nual mean surface air temperature cord for the period 
1851-1988 for the Northern Hemisphere (Jones et al. 
1986; Jones et al. 1990) was used for the analysis of the 
global trend detection problems. This series will be re- 
ferred to as N-series with the indication of the period if 
necessary. This data set was used on the one hand, to 
reveal ong-term changes in the average surface temper- 
ature, on the other hand, its reduced version (since 
1881) served as a parallel data basis for our regional 
data. 
The annual mean temperature record for Hungary 
has been derived as the spatial average of selected Hun- 
garian stations for the period 1881-1988 (denoted fur- 
ther as H-series). For this purpose, observations of 16 
meteorological stations with long climatic records were 
involved, however, no special homogeneity or other 
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tentative data screening analysis was applied. These 
stations cover the whole area of the country. We admit 
that observations atsome of the selected stations can be 
influenced by gradually strengthening urban effects 
(and other factors) so that we interpret the results of the 
present rend analysis with proper care. Similar prob- 
lems arise for the larger-scale data which is the source 
of uncertainties and speculations about the observa- 
tional evidence of the climatic change (Karl and Quayle 
1988). 
Application of window method to temperature series 
As mentioned, various temperature s ries and methods 
are used for trend estimates on global and hemispheric 
scales. The most common technique because of its ulti- 
mate simplicity is the linear trend model which gives a 
firm positive trend for the N-series (Fig. 2). It is usually 
interpreted as an indication of global warming and ex- 
pressed in terms of the warming rate which is the mean 
temperature rise per decade. We think that the availa- 
ble observations or the physical background (buildup 
of greenhouse gases in the atmosphere) do not give 
enough basis to make conclusions on the functional 
form of this tendency in the temperature series. The 
other methodologically possible alternative is the use of 
non-parametric estimators (moving weighted averages, 
splines). However, such models are of rather limited 
value because usually neither the problem of detection 
of the change in the data series is solved, nor do they 
have at least formal predictive capabilities. To deal 
with the former problem, obviously, one can avoid at- 
taching a parameterizable specific analytical form to 
the observations. If a more or less monotonous climatic 
signal (with unknown form and rate of change) is pres- 
ent in the observational series, the time averages will 
follow the tendency of the signal. The window tech- 
nique is just the generalization of this simple concept. 
Applying this method to the N{1851-1988}-series, only 
a single significant change can be detected at signifi- 
cance level 0.9 (Fig. 2) 
~(1851, 1919)<~(1920, 1988) (138-year window). 
0.? 
0.4 
Q.1 
-0.2 
-0.5 
--0.8 
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i 
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] I "  i - a a I J i I r i " 
1880 1910 19,10 1970 2000 
Fig. 2. The linear trend and the trend estimate 
by the significant elements (at level 0.9) of the 
window function system for the hemispheric 
temperature cord for period 1851-1988 
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This result only means that a statistically significant po- 
sitive increase in the Northern Hemispheric surface 
temperature s ries could be detected. No further efine- 
ment of the trend is justifiable in this window model at 
the same significance level, though temperature in- 
crease during both halves of the whole period could be 
expected according to the linear approximation. 
Beside the effects of the prescribed functional forms 
or models of trend, the use of observations for concrete 
time periods determines the identification and determi- 
nation of the underlying trend component. In other 
words, the allocation and size of the window (sample 
from a subperiod) with respect to the available observa- 
tional series can be a determining factor. 
Given a particular observational series, say the N- 
series, it is worth performing a retrospective analysis by 
reducing the series or taking various initial windows. 
This way, we cut the N-series first by selecting the pe- 
riod 1881-1988 (Fig. 3). This analysis is also needed for 
comparisons with the regional data (the H-series). The 
significant components (at level 0.9) revealed are as fol- 
lows: 
~(1881, 1934)<~(1935, 1988) (108-year window) 
~(1881, 1907)<m(1908, 1934) (54-year window) 
~(1908, 1921)<~(1922, 1934) (27-year window) 
~(1962, 1975)< m(1976, 1988) (27-year window) 
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Therefore, the window technique allows us to have 
much more significant features for this reduced period: 
on the one hand, the linear estimate seems to be even 
less adequate for this case, on the other hand, two well- 
known features of the temperature course are also iden- 
tified as significant changes in the subperiod mean val- 
ues. Namely, the relatively warm 30-40 y period follow- 
ing the early 1920s and the peculiar temperature drop 
during the 1960s and early 1970s. Parallel with these 
calculations, the Hungarian data for the same period 
1881-1988 were studied (Fig. 4). Its linear trend has a 
near zero slope, whereas its Haar-analysis results in a 
single significant component (at 0.9 level), namely: 
~(1935, 1961)>~(1962, 1988) (54-year window) 
and for all other windows the hypotheses on changes at 
the local means are rejected at significance level 0.9. 
Obviously, the warming period after the late 1920s 
coincides with the larger-scale tendencies, however no 
significant warming could be identified from these data 
after the temperature decrease which started in the 
1960s. The unidentified significant warming subperiod 
during the 1980s does not mean a conceptual contradic- 
tion to the hemispheric temperature trend which repre- 
sents a large-scale spatial average. Moreover, as men- 
tioned before, this regional observational data should 
be further analyzed for its representativeness. 
<).7 
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Fig. 3. The linear trend and the trend estimate 
by the significant elements (at level 0.9) of the 
window function system for the hemispheric 
temperature record for period 1881-1988 
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Fig. 4. The trend estimate by the significant el- 
ements (at level 0.9) of the window function 
system for the Hungarian temperature observa- 
tions for period 1881-1988 
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In another numerical experiment, we go "back" to 
the middle of the 1970s (Fig. 5). The window approxi- 
mation for the hemispheric data N{1881-1977} shows 
the same general shape as that for the larger window 
N{1881-1988}, however, its right hand side represents 
the significant drop in the average surface temperature. 
That time, this phenomenon gave a basis for specula- 
tions about he beginning of global cooling. It is a good 
indication for the sensitivity of such commonly used 
terms as global cooling or warming. After a decade of 
couple of record-breaking temperatures, there is again 
a "general consensus" about the global warming trend. 
Instead, we suggest interpretation of the observational 
series and the trends fitted to them with proper care. 
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Sensitivity of the trend estimates 
We should note that the various trend models are more 
or less sensitive to the data series. The sensitivity is 
commonly investigated in terms of the model's tability 
to changes (or errors) in the observations. One of the 
straightforward properties of the simple analytical ap- 
proaches (with parameterizable analytical trend func- 
tions like linear or quadratic trend functions) is that 
they are rather stable even to individual "outliers" 
(large deviations from the general trend line) in the case 
of relatively large sample sizes. This is also valid for the 
gradual extension or reduction of the investigated peri- 
od. 
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1880 1902 1924-  1946 1968 1990 
Fig. 5. The trend estimate by the significant el- 
ements (at level 0.9) of the window function 
system for the hemispheric data for period 
1881-1977 
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Fig. 6. Sensitivity analysis of the window tech- 
nique: trend estimates for the hemispheric data 
for the periods 1881-1980 and 1881-1982, re- 
spectively (at level 0.9) 
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Contrary to analytical models, the window approxi- 
mation is much more sensitive to changes in the obser- 
vational period. The reason is a consequence of the 
specific structure of the windows and window func- 
tions. In particular, the extension of the initial series 
with a pair of new observations n'-~n+2 will change 
both subsets for the test of the first window component 
from (1, [(n + 1)/2]) and ([(n + 1)/2] + 1, n) to (1, [(n + 1)/ 
2] + 1) and ([(n + 1)/2] + 2, n + 2), respectively. It means 
that the second subset of size [(n + 2)/2] changes with 
three elements and if there was an even finer significant 
division of this subset, its right half will change again 
with three elements after the extension of the observa- 
tional series. Obviously, the results of the test statistics 
can change drastically for the finer subdivisions (high- 
er-order window components) especially in the case if 
the new observations represent large anomalies in 
terms of the subperiod mean value. 
To illustrate this phenomenon, the N{1881-1980} 
and N{1881-1982} observational series are contrasted 
(Fig. 6). The window analysis for the former gives no 
significant change for the last 25-year period whereas 
the extension of the data to 1982 (including the record 
breaking value for 1981) yields considerably different 
right hand side of the trend estimate. 
Comparison with linear trends 
As mentioned the probability of first type error for the 
decision about he non-zero coefficients of window ap- 
proximation (4) is less than or equal to p where 1 -p  is 
the given significance l vel. Another principal question 
about the goodness-of-fit of this estimate concerns the 
second type error, that is whether the approximation i  
Eq. (5) is adequate to characterize the trend function or 
some essential information is neglected. 
In this respect, the suggested method can be com- 
pared with the most commonly applied linear trend 
model. We test if a significant linear component can be 
found in the observational series together with the win- 
dow components. 
The linear trend model gives a firm positive trend 
for the N-series (Fig. 2, 3), namely the t-values and the 
levels of significance for the coefficient of the linear 
function of time are the following 
Data series t-value 1 -p  level 
N{1851-1988} 8.2832 1 
N{1881-1988} 8.7606 1 
H{1881-1988} -0.2875 0.2257. 
In order to test the adequacy of the window model, it is 
combined with a linear term 
mt=co+ ECi ( I ) l~ , l ) ( t )q -Cr+l t  , i= I , . . . ,K  
where ~/~ ,o(t) (i= 1,..., K) are the window functions 
according to Eq. (5). 
The hypothesis Ho={CK+l=O} should be tested. It 
would mean that the model (5) is more adequate than 
linear one for the given data series. The F-values and 
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levels of significance for the linear term (in an ordinary 
multilinear regression scheme) are derived for this test 
procedure 
Data series F-value 1 -p  level 
N{1851-1988} 0.0026 0.0409 
N{1881-1988} 0.2450 0.3783 
H{1881-1988} 0.6632 0.5827 
It should be noted that the F-value obeys the F-distri- 
bution for large n and little K (provided the Ho is true) 
independently from the selection of the window func- 
tions in the regression scheme. Consequently, the above 
hypothesis Ho can be accepted for the examined time 
series and it means that the window technique leads to 
trend estimates which are at least as informative as the 
common linear approximation. 
Conclusion 
The analysis of particular temperature s ries by use of 
the window technique revealed the basic characteristics 
which are more or less known from other sources. 
However, we suggest that it is better to avoid the ex- 
pression of the trends in such simple terms as the an- 
nual or decadal rate of warming or cooling for the 
whole period. In order to verify the general tendencies, 
alternative global and hemispheric data series will also 
be used, and more substantial data screening is neces- 
sary in the case of regional spatial averages. 
The suggested method of generalized Haar-series ex- 
pansion for climate trend analysis has its own strength 
and weakness. Actually, it represents a compromise be- 
tween the commonly used analytical approaches and 
the non-parameteric filtering methods. Its effective fea- 
ture is that the emphasis is made on the detection of 
changes in the observational series rather than to find 
or a priori postulate the actual form of the trend func- 
tion. 
One of the principal problems with the window 
technique is its sensitivity to changes in the time period 
of the observations. It is assumed that further develop- 
ment of this method can lead to more flexible choise of 
the subperiods for which the local mean values are con- 
trasted. 
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