Introduction and summary .
For every positive integer n and any real number a in the open interval (0, 1), let e7 (a) be the least real number e with the following property .
PROPERTY (P1 ) : For any sequence {A i , 1 5 i<_ n} of n events in an arbitrary probability space (Q,4, P) such that P(A i A j ) <_ a 2 for all i, j (i +j), the following inequality holds : n (1) [P(Ai) -x] < e .
=1
The exact value of the constant e (e) is given in Section 2 ; however, the essential fact is that it tends to a finite limit as n goes to infinity . More precisely, it is found that E n (a) = 2'(1 -a) provided na or (n -1)x is an integer (hence En (2) = 4 for every n) and that En (a) = 2(1-x) + 0(n -1 ) for fixed a . It is also shown that it is possible to find, for every n and a, a sequence {A 1 *,1 < i <_ n} such that P(A i *) = a+En(a)/n, P(Ai * A ; * ) = x 2 (2+~) ;
for this sequence (1) is an equality . Such an extremal sequence is constructed in [0,1], for the case a = 2, n =_ 3 (mod 4) by use of the method of quadratic residues ; this example originated the present study . After having completed this work, we became aware of a paper by S . Zubrzycki [2] which deals with the salve problem in the special case when P(A i ) =a), for i = 1, . . . , n and P(A i Aj) =0,)2 for i + j ; the inequality which he obtains between w 1 and w 2 is essentially equivalent with our Corollary 1 . Among the extremal cases where the inequality becomes an equality are those in which the P(A i ) and the P(A i A j ) have the constant values mentioned above and already found by Zubrzycki . Despite the overlapping of the results and the similarity of the methods we have considered the publication of the present paper worth while not only because of the somewhat greater generality of our results but also because of the difference in point of view .
.
In order to be able to calculate sn(A) easily, we shall first establish the following results . THEOREM 1 . For every n and a, the constant e n(a) is also the least real number e having the following property : PROPERTY (P 2 ) : For any random variable N defined on an arbitrary probability space (Q, d, P) and with values in the interval {0, 1, . . . , n} of integers, such that E[N(N-1)] 5 n(n -1)a 2 , the following inequality holds :
PROOF. Suppose first that v is a real number having property (P 2 ) . Hence if the sequence {A i} is such that I I P(A i Aj ) < n(n-1),x 2 , 2 t j and a fortiori, if P(A iAJ) < A 2 for every i, j (i+j), then by property (P2 )
This shows that v has property (P 1). Conversely, suppose that v is a real number having property (P 1) and let {pi, 0<_ i < n} be a probability law on the set {0, 1, . . . , n} . Then it is possible to construct a sequence {A i, L<_ i :5 n} of n events in a suitable probability space (Q,Q,P) such that a) the random variable N = La=1lA i has {pi , 0 :5 i :5 n} for probability law ; b) the sequence {A i l is symmetrically dependent, that is, P(A i1 . . . A i) depends only on the number e of different indices i1 ie . In order to construct such a sequence, let {Ai, L<_ i < n} be a sequence of independent equiprobable events in a suitably choosen probability space (Q, d, Q) and define a new probability P on (Q, d) by If the given law {pi} is such that 2:k k(k-1)pk 5n(n-1)x 2, then the sequence {A i } constructed above is such that for every io, j o (io+jo)
Hence, by the property (PI ) of e, kpk = I P(A 1) < na + en(a) .
This shows that e has property (P 2) and finishes the proof of the theorem .
COROLLARY 1 . For every n and A, the constant en(a) is the least real number e having the following property PROPERTY (P,') : For any sequence {A i,1 < i < n} of n events in an arbitrary probability space (S2, d, P) such that 1 j 1 P(AiAj) < a 2 n(n-1) i,j the following inequality holds n (1)
S-1 PROOF . If a real number s satisfies property (P 1 '), it clearly satisfies (P1 ) . The first part of the proof of the preceding theorem also shows that if an e satisfies (P 2), it satisfies (P 1 ') . The corollary then follows from the equivalence of (P I ) and (P 2 ) .
In this section, we compute the supremum S of E(N) when N varies in the class of random variables taking their values in the set {0,1, n)
and such that E[N(N-1)] < C for a given constant C . In virtue of Theorem 1 this will give us the constant en(x) by letting C=n(n-1)x2
and S=n+sn(a) . The following final result will be obtained by letting C = n(n -1)x 2 and sn (A)=S-na .
Let v be the largest integer such that v(v -1) <_ n(n -1)a2 . Then
The second term vanishes when na or (n -1)a is an integer (for then v equals nA or (n-1)x, respectively) ; for n -* oo, it is of the order of l/n .
The value of E n (x) given above is obtained by elementary computations from the equations E n (A) = S-na ; S = v+J(1+0) ; 0 = (C-v2 )/v ; C = n(n-1)x 2 .
When na is an integer, it follows from C = na(na -a) that v = na and that 0 = -,x, ; similarly if (n -1)a is an integer, then v = (n -1)a and 0 = a ; in both cases En (x) reduces to El -(x) . When n increases to infinity, [n(n -1)A 2 ]k = nx -Pa + 0(1/n) ; hence
3 . An example .
Using well known properties of quadratic residues we can construct explicit examples which are extremal in the sense of the preceding paragraph, for a = 1 . We shall need the following THEOREM 2 . Let p be a prime number such that p-3 (mod4) . Put p = 4k -1 . Let r 1 , r2 , . . . , r21 _1 be all the quadratic residues mod p . Then if d is any of the numbers 1, 2, . . . , p -1, there are among the numbers r, + d, j =1, 2, . . . , 2k -1, exactly k -1 which are congruent to some rh , 1 <_ h<_ 2k -1 (and k which are not) . On the other hand, according to the theorem on quadratic residues mentioned above we have Hence if we consider the sets A 0 , . . ., A P -1 as events in the probability space ( .Q,,4, P) where Q is the interval [0, 1), d the set of all measurable subsets of~V, and P the Lebesgue measure, then {A 0 , . . .,A p _ 1 } is an extremal system of events (for a = 4, n = p) of the required type .
