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Figure 1: Manipulating images to change where people look. Images in the first and third column were generated by our model by
transforming the original image shown in the second column. The presented images are shown in the first row and the measured human
fixation densities are shown in the second row. The first manipulation aimed to make people fixate on the elephant in the foreground.
The second manipulation aimed to make people fixate on the large elephant in the background. Compared to the original image, the total
probability to fixate on the target elephant increased by 0.17 (86%), in the first image and 0.1 (28%) in the second image.
Abstract
The eye fixation patterns of human observers are a fun-
damental indicator of the aspects of an image to which hu-
mans attend. Thus, manipulating fixation patterns to guide
human attention is an exciting challenge in digital image
processing. Here, we present a new model for manipulat-
ing images to change the distribution of human fixations in
a controlled fashion. We use the state-of-the-art model for
fixation prediction to train a convolutional neural network
to transform images so that they satisfy a given fixation dis-
tribution. For network training, we carefully design a loss
function to achieve a perceptual effect while preserving nat-
uralness of the transformed images. Finally, we evaluate
the success of our model by measuring human fixations for
a set of manipulated images. On our test images we can
in-/decrease the probability to fixate on selected objects on
average by 43/22% but show that the effectiveness of the
model depends on the semantic content of the manipulated
images.1
1. Introduction
Humans typically guide their visual attention selectively
to different parts of an image and the spatial distribution of
visual attention over an image strongly shapes perception.
Since human vision is foveated, the most important measur-
able correlate of visual attention is the position at which the
fovea is fixated.
1Supplement at: bethgelab.org/media/uploads/gazeguide/Supplement.zip
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Recently, models based on features from convolutional
neural networks (CNNs) trained on object recognition have
lead to major advances in predicting human fixation loca-
tions, also called saliency prediction [22, 23, 20, 14]. Fur-
thermore, the same feature spaces allow to generate and ma-
nipulate images with respect to important perceptual prop-
erties such as objects [33], text [34], image texture [8] or
artistic style [9]. These image manipulations on perceptual
variables are achieved by optimising perceptual loss func-
tions defined in neural representations of CNNs trained on
object recognition.
In this work, we aim to combine the recent success
in predicting human fixation patterns with the advances
in CNN-based image manipulation. We explore to what
extent we can use the information captured by a CNN
trained on fixation prediction to inform image manipula-
tions that change the distribution of human fixations (also
called saliency map [21, 24]) of images in a controlled way.
This problem is challenging for two main reasons. First,
the saliency map of an image contains far less information
than the image itself. Thus, there exists a myriad of im-
ages that would satisfy a given target saliency map, many
of which are quite unnatural. Second, we find that the state-
of-the-art model for human fixation prediction [23] is prone
to adversarial examples, similar to other CNN-based pre-
diction models [43, 5]. That means, one can apply changes
to an image that are imperceptible for humans but make the
image satisfy an arbitrary target saliency map for the pre-
diction model. We address these challenges by carefully
designing a loss function to preserve identity and natural-
ness of the transformed images. Moreover, we reduce the
flexibility of the admissible image transformation by train-
ing a fixed CNN architecture to manipulate the saliency map
of a large dataset of images such that it cannot overfit on ad-
versarial noise for specific examples
Finally, we conduct a behavioural experiment to evalu-
ate the success of our method. We construct a set of ma-
nipulated images and measure human fixation patterns in
response to these images. Analysing the results, we find
that the effectiveness of our method depends on the seman-
tic content of the image but in most cases we successfully
change the fixation patterns in the desired fashion.
2. Related work
Several previous studies aim to manipulate images with
respect to saliency (for review see [30]). However, the na-
ture of the image manipulations as well as the measure of
image saliency varies. Image saliency is typically mea-
sured by some hand-crafted model (e.g. [16]) and the image
manipulations aim to directly change the features that are
used for saliency prediction (e.g. colour [31, 35], frequency
bands [42] and luminance-contrast [7, 47] or a mixture of
them [48, 12]). There are often some additional constraints
to preserve naturalness of the output image (e.g. total lim-
its on the manipulation [48, 42] or only to use colours from
within the image [32] or of similar objects from a database
[35]). In contrast to our work, none of the previous studies
aimed to learn a general saliency-manipulating image trans-
formation directly from a data-driven state-of-the art model
for saliency prediction.
Similar to us, a number of studies have used pre-trained
CNN features to synthesise or manipulate images with re-
gard to perceptual properties (for review see [10]). Suc-
cessful examples include attribute-based image synthesis
[40, 33, 34] and manipulation [46], texture synthesis and
style transfer [8, 9]. Technically most closely related to
our work are studies that train a CNN to transform one
image into another image. Example tasks include image
generation from segmentations [15, 39, 3], style transfer
[17, 44, 26, 50] or superresolution [17, 25, 38]. Note that
in contrast to many other image to image translation tasks
(e.g. [15]), there exists no ground truth data in pixel space
for our saliency manipulation task.
3. Saliency manipulation method
The basic problem we are addressing can be formulated
as follows: We want to find a transformation T that maps
an image I(x, y) and a target fixation distribution pt(x, y)
to a new image It(x, y) such that, when observing It(x, y),
human fixation patterns satisfy the specified target distribu-
tion pt(x, y) (domain labelled ‘Human perception’ in Fig.
2).
However, since collecting human fixation patterns is ex-
pensive, we cannot directly guide our search for an appro-
priate image transformation by human behavioural data. In-
stead, we need to use a model that predicts human fixations
and can be easily evaluated on new images.
3.1. Predicting human fixation patterns
To model the density of human fixations, we use the most
recent DeepGaze model [23], a saliency prediction model
that achieves state-of-the-art performance in fixation pre-
diction as evaluated on the MIT300 saliency benchmark [2].
The model takes an image as input and outputs a probability
distribution over pixels indicating the fixation probability at
each image location:
DG(I(x, y)) = p(x, y) (1)
To predict fixation densities, the model uses the feature
spaces of the VGG-19 Network [41] that was trained on
the ImageNet object recognition challenge [37]. In particu-
lar, it uses features from layers conv5 1, relu5 1, relu5 2,
conv5 3, relu5 4 giving a three-dimensional tensor with
2560 (5 × 512) channels. It computes a point-wise non-
linear combination of the VGG features using a four-layer
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Figure 2: Conceptual setup: An input image and a target saliency
map are transformed into an output image. Output images can
have the desired saliency effect for humans (light green area,
‘Human perception’) and for the saliency model (light blue area,
‘Model perception’) and can be natural or artificial. The trans-
formation is guided by model perception but our goal is to pro-
duce natural images that affect human perception in the desired
way (dark green area). Artificial images can easily achieve desired
saliency effects for humans (red area). Adversarial examples can
easily achieve desired saliency effects for the model while main-
taining naturalness (dark blue area).
readout network with 1 × 1 rectified convolutions in each
layer to produce a single output channel. This channel is
up-sampled by a factor 8 and blurred with a gaussian kernel
to regularise the predictions. Finally, a center-bias is added
to the channel to model the prior distribution over fixations.
The result, S(x, y), is converted into a probability distribu-
tion over the image using a soft-max function over spatial
positions:
p(x, y) =
exp(S(x, y))∑
x,y exp(S(x, y))
(2)
Here, we omit the center-bias of DeepGaze when using it
for saliency manipulation, since we want to inform our im-
age transformations only with image dependent saliency in-
formation.
3.2. Saliency loss
To manipulate the saliency map of an image I to match
a target saliency map pt, we transform it by T to generate a
new image Iˆ: Iˆ = T (I, p). Next, we compute the saliency
map pˆ of the transformed image: pˆ = DG(Iˆ). To measure
the success of the image transformation, we compute the
KL-Divergence from the saliency map of the transformed
image to the target saliency map:
Lsal =
∑
x,y
pt(x, y) log
(
pt(x, y)
pˆ(x, y)
)
(3)
Importantly, we are limited how well we can manipulate
where people look by the agreement of our saliency model
with human fixations. In fact, we can only directly search
for images that affect the perception of DeepGaze (domain
labelled ‘Model perception’ in Fig. 2) but not for images
that affect human perception. Still, we want to find im-
ages that not only affect the model perception but also hu-
man perception (intersection between ‘Model perception’
and ‘Human perception’ domains in Fig. 2).
3.3. Preserve naturalness
Manipulating the saliency map of images in any way
is not necessarily useful. For example, guiding the ob-
server’s attention by placing a bright red dot in the image
would hardly be considered an interesting image manipula-
tion. Similarly, there exist many transformations of the in-
put image that strongly distort the image to match the target
saliency map. These images can produce a perceptual effect
for both the saliency model and humans, but lie outside the
domain of natural images (red area of intersection between
‘Model perception’ and ‘Human perception’ domains Fig.
2) and thus the transformations that produce them are of
limited use. Here we employ several measures to ensure
that we are searching for image transformations that stay
in the domain of natural images and somewhat close to the
input image in particular.
3.3.1 Feature loss
We aim to preserve the overall structure and content of the
input image but leave flexibility for identity-preserving im-
age transformations. To that end, we penalise the distance
of the transformed image to the input image in a feature
space provided by a deep layer of the VGG network. Say
F`(I) is the feature representation of an image I in layer `
of the VGG-network. Each column of F`(I) is a vectorised
feature map and thus F` ∈ RM`(I)×N` whereN` is the num-
ber of feature maps in layer ` and M`(I) = H`(I)×W`(I)
is the product of height and width of each feature map. We
measure the mean-squared error between the feature repre-
sentation of the input image I and the transformed image
Iˆ:
Lfeat = 1
N`M`(I)
∑
ij
(
F`(Iˆ)− F`(I)
)2
ij
(4)
This is the same as the well-known content loss from Neu-
ral Style Transfer [9], only that here we use layer relu5 2
instead of layer relu4 2. This choice worked well in our
experiments but we did not exhaustively compare between
different choices of feature representations.
3.3.2 Texture loss
We also want to preserve the overall appearance of the input
image and its low-level structure without enforcing its exact
reconstruction. For that purpose, we employ a texture loss
[8] that measures the difference between the texture of the
transformed image and the texture of the output image:
Ltex =
∑
`
w`E` (5)
E` =
1
N2`
∑
ij
(
G`(Iˆ)−G`(I)
)2
ij
(6)
where G`(I) = 1M`(I)F`(I)
TF`(I) is the Gram Matrix of
the feature maps in layer ` in response to image I . We in-
clude Gram Matrices from layers relu1 1, relu2 1, relu3 1,
relu4 1, relu5 1 with equal weights to model the texture of
the input image. For both the texture and the feature loss,
we used the same normalised VGG-network [8] that is also
used by DeepGaze [23].
3.3.3 Adversarial loss
Finally, we employ a patch-based conditional adversarial
loss [15, 39, 26]. An adversarial loss [11] is an adaptive loss
term aiming to correct for systematic differences between
the input and the transformed images. In the adversarial
loss, a discriminator learns to discriminate between image
patches of transformed and input images and is jointly opti-
mised with the image transformation. If the image transfor-
mation produces images whose patches are systematically
different from the input images, the discriminator can learn
this difference and inform the image transformation to cor-
rect for it.
For the discriminator we used the implementation of the
patch-based adversarial loss by [15] with receptive field size
of 70 px. We used the LSGAN [29] objective for improved
training stability and thus, the following term is added to
the loss function for the image transformation:
Ladv =
∑
x,y
(1−D(Iˆ)(x, y))2 (7)
where D(I)(x, y) denotes the single channel output of the
discriminator in response to image I . At the same time,
the discriminator CNN is optimised to distinguish between
input and transformed images:
LD = 1
2
∑
x,y
(
D(Iˆ)(x, y)2 + (1−D(I)(x, y))2
)
(8)
This patch-based conditional adversarial loss can also be
understood as a texture loss. However, in our previously
described texture loss the loss function is fixed and based
on the pre-trained VGG features, whereas the adversarial
loss function is adaptive and trained from scratch.
3.3.4 Avoid adversarial transformations
The total loss function we aim to minimise with respect to
the image transformation is:
Ltotal = λsLsal + λfLfeat + λtLtex + λaLadv (9)
For a given input image and target saliency map, the most
flexible approach to minimise this loss function is to directly
optimise the pixels of the input image, as was previously
done for CNN-based image generation [40, 28, 8, 49]. Un-
fortunately though, we find that optimising the image di-
rectly leads to adversarial examples [43]: transformed im-
ages that are indistinguishable from the input images for hu-
mans, but match the required target saliency map predicted
by DeepGaze. Thus, they remain natural images and gener-
ate a perceptual effect for the model but do not generate a
perceptual effect for humans (dark blue area of intersection
between ‘Model perception’ and ‘Natural images’ domains
Fig. 2)
Adversarial examples can exist for any model whose pre-
diction is based on different image information than human
perception. Since our saliency prediction model is not per-
fect, the existence of adversarial examples is not surprising.
Because the saliency loss is the only term that encourages
the transformed image to be different from the input im-
age, an image transformation that generates adversarial ex-
amples for DeepGaze will minimise our total loss function
(Eq. 9). Thus, to avoid adversarial image transformations,
we need to constrain the class of image transformations over
which we optimise.
3.4. Image Transformation
We define the class of admissible image transformations
by parameterising T as a CNN with parameters θ. Further-
more, we require that the same transformation simultane-
ously minimises our loss function for a large set of images
(Fig. 3(a)). Hence, searching for the optimal image trans-
formation Topt(I, pt, θopt) means training a CNN to min-
imise the loss function (Eq. 9) for many input images I and
target saliency maps pt:
θopt = argmin
θ
E
I,pt
[Ltotal(I, pt, θ)] (10)
During training, input images and target saliencies are
passed to the transformer network, which produces output
images. The output image is passed to DeepGaze. The
VGG features of DeepGaze are used to compute the feature
and texture losses. The final output of DeepGaze is used to
compute the saliency loss (Fig. 3(a)). At the same time, the
input and the transformed image are passed to the discrimi-
nator network. The discriminator computes the adversarial
loss for the transformer network (Eq. 7) and optimises its
own discrimination target (Eq. 8) (Fig. 3(a)).
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Figure 3: (a) Training infrastructure. Modules with trainable pa-
rameters are red, contributions to the loss function are green. Grey
modules are not optimised. (b) Network architecture. VGG fea-
tures are computed from the input image and in subsequent stages
transformed and up-sampled to generate the transformed image.
The input image and target saliency map is concatenated with the
feature maps at several stages of the transformer network. (c)
Residual block: Two convolutional layers with InstanceNorm (IN)
and ReLU non-linearities. The input is added before the second
ReLU. (d) Up-sampling block: Nearest-neighbour up-sampling
followed by a convolutional layer with IN and ReLU.
3.4.1 Transformer network
Since existing CNN architectures for image-to-image map-
ping [17, 15] did not perform well on our task (Fig. 4), we
developed a new CNN architecture (Fig. 3(b)). First, the in-
put image is transformed into the 2560 VGG feature chan-
nels used by DeepGaze to predict the saliency map. This
feature space extracts the rich image information with large
receptive fields that DeepGaze uses for saliency prediction.
Its spatial dimensions are 16 times smaller than that of the
input image. At that resolution, the image is transformed
using 6 blocks of residual layers [17, 13] that have 1024
feature channels. Each residual block consists of two stages
of convolutional layer with kernel size 3×3 (Conv), Instan-
ceNorm (IN) [45] and rectifying-linear unit (ReLU). The
input to the residual block is added before the last ReLU
(Fig. 3(c)). Next, we have 4 up-sampling stages that in-
crease each spatial dimension by a factor of 2 and decrease
the number of channels by a factor of 2 (Fig. 3(b)). Each up-
sampling stage consists of nearest neighbour up-sampling
(NN Up), Conv, IN and ReLU (Fig. 3(d)). At each stage of
the processing hierarchy, we want the transformer network
to have access to the input image and target saliency map
to inform the transformation and allow the preservation of
low-level information. Therefore, we down-sample the 4
input channels (RGB image and target saliency map) to the
respective size and concatenate them with the feature output
of the network at each processing stage (Fig. 3(b)). Thus,
the first residual block receives 2564 (2560+4), the first up-
sampling block 1028 (1024+4) and the second up-sampling
block 516 (512+4) input channels and so on. In that way
we have a powerful transformer architecture built on the
rich object-based VGG features that can also preserve all
low-level image information. In the following we call this
architecture ‘feature-guided transform’ (FGTransform).
3.4.2 Network training
We use the MSCOCO training images [27] to train our net-
work on saliency manipulation. The images are spatially
resized to 512x512 pixels, and pre-processed for the VGG-
network (transformed to BGR, subtraction of channel mean,
and scaled by 255) [41].
We have to generate target saliency maps for each train-
ing sample. We hypothesise that there is a class of ‘natural
saliency maps’ that arise from the set of natural images. We
tried to construct natural target saliency maps by changing
the original saliency map of the input image in either of two
ways.
In the first manipulation, we add a constant to a local
region of the un-normalised saliency map:
St(x, y) = S(x, y) + kshM(x, y) (11)
Here, ksh is the constant shift to the saliency map and
M(x, y) denotes a mask that defines the local region which
will be changed. Intuitively, this manipulation corresponds
to increasing (for ksh > 0) or decreasing (for ksh < 0) the
saliency of local parts of the image. We sample the masks
M(x, y) from the object segmentation labels of the COCO
dataset. Each mask is blurred with a gaussian kernel to keep
the target saliency maps smooth. Thus, during training the
network learns to in-/decrease the saliency of annotated ob-
jects and people in the training set (Fig. 4(a), third column).
For the second manipulation, we globally scale the
saliency map with a constant factor:
St(x, y) = ksc × S(x, y) (12)
Here ksc denotes the constant scaling factor that is applied
to the saliency map. Intuitively, this manipulation changes
the consistency of the fixation patterns. It either increases
the clustering of the fixations on few, very salient regions
(for ksc > 1) or spreads the fixation patterns more uni-
formly over the image (for 0 < ksc < 1). The factor
ksc can also be thought of a temperature parameter that in-
/decreases the entropy of the fixation distribution (Fig. 4(a),
fourth column).
In both cases, the target saliency distribution pt is ob-
tained by normalising St using the soft-max function (Eq.
2). During training, we generate new target saliency maps
on-the-fly for each training sample by either locally shift-
ing all annotated objects in the image by a constant ksh ∈
[−4, 4] or globally scaling by a factor ksc ∈ [0.5, 2]. We al-
ways used the log saliency map during training, so the input
to the transformer network is {I, log(pt)}.
Further details of the training procedure can be found in
the Appendix.
4. Results
4.1. Visual inspection
We compare the training results between our FGTrans-
form and the previously published ‘Resnet-9’ and ‘U-Net’
architectures [17, 15] (Fig. 4(b),(c)). For the ‘Resnet-9’ and
‘U-Net’ architectures, we observed problems with unnatu-
ral distortions in the transformed images (Fig. 4(b), head of
the salient dog in second and third column). Interestingly,
these distortions appear to resemble scribbled text, which
is one of the main features driving human fixations [23].
Thus, it makes sense to put text at locations that should
have high saliency, but this does not preserve the natural-
ness of the image well. Ideally though, the transformation
can increase the saliency of the features in the input image
rather than always putting text scribbles in the correspond-
ing location. That is why we designed our own feature-
guided architecture hoping that a better-suited network can
learn a more image-dependent transformation. We did not
encounter similar problems with artificial distortions with
our architecture (Fig. 4(b), first column) indicating that it
can learn a more image-dependent transformation. Model
comparisons for all stimuli used in the behavioural study in
section 5 can be found in the Supplement.
4.2. Quantitative evaluation
To compare the models quantitatively, we computed the
training and test error over the training iterations for each
saliency manipulation. We sampled 1000 training images
from the COCO training set and 1000 test images from the
COCO validation set that were not used during training of
the model. As during training, we randomly sampled either
ksh from [−4, 4] or ksc from [0.5, 2] to generate the target
saliency for each image. We find that the training and test
error are on a similar level and even after 150k training iter-
ations there is no sign of overfitting (Fig. 4(c)). Also, when
inspecting the transformed images we were unable to tell
the difference between training and test images. Further-
more, our network architecture consistently leads to smaller
loss values than the compared ‘Resnet-9’ and ‘U-Net’ archi-
tectures (Fig. 4(c)). This is true for the saliency loss as well
as the regularisation losses meaning that our model provides
a better solution to the problem and not only a better trade-
off between naturalness and saliency manipulation.
(a)
(c)
Org image Org sal. Shift sal. Scale sal.
(b)
FGTransform (ours) Resnet [17] U-Net [15]
No tex.No reg. No adv.No feat.
(d) (103) (103)
Figure 4: (a) Target saliency maps are either created by in-
/decreasing the saliency of particular objects (third column) or
globally scaling the saliency map (fourth column). (b) Existing
image-to-image networks generate artificial distortions in our task.
(c) Our feature-guided architecture minimises all parts of the loss
function better than existing architectures. Results shown for train-
ing on local saliency shifts. Results for global saliency scaling
look similar and can be found in the Appendix. (d) Ablation stud-
ies. Without regularisation output images are very distorted (first
column). Leaving out other parts of the loss function has subtle
but noticeable effects. Images best viewed with zoom.
4.3. Ablation studies
Finally, we re-trained our FGTransform while setting
different parts of the loss function equal to zero. When
only training on the saliency loss (λf , λt, λa = 0), the
transformed images are strongly distorted (Fig. 4(d), first
column). When leaving out only one of the regularisa-
tion losses (either of λf , λt, λa equal to 0), the differences
are more subtle. We see that in each case, the images are
slightly more distorted than for the full loss function 4(d)).
Looking at many examples, we found that the addition of
every part of the loss function increased the perceptual qual-
ity of the transformed images. Nevertheless, the perceptu-
ally optimal trade-off between the different regularisation
terms is hard to determine since our loss function is only a
rough quantitive measure of perceptual quality. Ablation re-
sults for all stimuli used in the behavioural study in section
5 can be found in the Supplement.
5. Behavioural study
We have developed an image transformation that can ma-
nipulate arbitrary input images to change the saliency pre-
diction of DeepGaze while preserving naturalness. How-
ever, the existence of adversarial examples illustrates that
model prediction and human perception can be quite differ-
ent for images optimised with respect to the model. Thus,
to evaluate our work it is vital to measure human fixation
patterns in response to images generated with our model.
5.1. Stimulus generation
We picked 24 images from the COCO validation set that
were not used during training. For each image, we created
two modified versions leading to a total of 72 images. We
designed the modifications to generate opposite changes in
human behaviour compared to the original image. For 21
images, we aimed to in-/decrease the saliency of different
objects in the two versions using a mixture of the local
shifting and global scaling of the saliency map (e.g. Fig.
5(a),(b)). For three images, we purely scaled the saliency
map to in-/decrease its entropy (e.g. Fig. 5(c)). Since our
image transformation is fast (117 ms on a GTX 1080 GPU),
we can manipulate images with respect to the parameters
ksh and ksc in an online, interactive fashion.
When applying both local shifting and global scaling, we
first transformed the image by the network trained on local
shifting and afterwards transformed the output of that ma-
nipulation by the network trained on global scaling of the
saliency map. In difference to the training, we did not blur
the local shift mask when computing the target saliency as
this slightly improved the perceptual quality of the manip-
ulations. Images of all stimuli, the target saliency map to
generate them, their saliency map predicted by DeepGaze
and their saliency map measured from human behaviour can
be found in the Supplement.
DeepGaze is trained on images that are down-sampled
by a factor 2 compared to the size of the images on which
the fixation data was collected [22]. Therefore we needed
to up-sample the generated images by the same factor be-
fore collecting human fixations. We used a state-of-the art
network for superresolution [38] to up-sample the generated
and original images of size 512× 512 to size 1024× 1024
as this gave better results than bicubic up-sampling.
5.2. Experimental setup
We measured fixation responses of 23 subjects to our 72
stimuli in a free-viewing task. Experimental details can be
found in the Appendix.
To obtain an empirical fixation density from the raw fix-
ation data, we fit a kernel density estimate together with a
uniform component and a center-bias. We fit this estimate
separately for every image and cross-validate over subjects.
To compute DeepGaze’s prediction for each stimulus, we
use the center-bias computed from the empirical densities
from all other stimuli.
5.3. Results
Each stimulus was generated to produce a specific be-
havioural effect. For 21 source images, we generated
two manipulated versions whose desired effect was to
in-/decrease the probability of looking at certain objects
(e.g. Fig. 5(a)). After obtaining empirical fixation den-
sities from measuring people’s fixation patterns, we use
the COCO segmentation masks to compute the probabil-
ity of people looking at the objects in the image: pobj =∑
x,yM(x, y)p(x, y). In case of manipulations that aimed
to increase the probability of looking at certain objects, we
measured an average increase in the probability of looking
at objects targeted by the manipulation of 0.09. Relative to
the probability of looking at the corresponding object in the
original image this result constitutes an increase of 43%.
For manipulations that aimed to decrease the probability of
looking at certain objects, we measured an average decrease
in the probability of looking at objects targeted by the ma-
nipulation of 0.04 (22%).
For three source images, we generated two manipulated
versions that aimed to change the entropy of the fixation
density (Fig. 5(c)). We compute the entropy of the empir-
ical fixation densities as H = −∑x,y p(x, y) log(p(x, y)).
The fixation densities of images manipulated to in-/decrease
the entropy of their saliency map showed an average in-
/decrease in entropy by 0.19/0.48 bits (1/3%). Although
the effect size for this manipulation seems small, it can can
considerably change the perception of an image (Fig. 5(c)).
We can also compare the empirical fixation densities
measured from human behaviour with the prediction pro-
duced by our saliency model (Fig. 5). We find that
DeepGaze usually predicts much stronger effects for the
manipulated images than we find from human behaviour.
DeepGaze predicts an in-/decrease in fixation probability
for manipulated objects of 0.43/0.15 (142/74%). For the
entropy manipulation, DeepGaze predicts an average in-
Manipulation 1Original Manipulation 2(a)
DeepGaze Human DeepGaze HumanDeepGaze Human
DeepGaze Human DeepGaze HumanDeepGaze Human
(c)
DeepGaze Human DeepGaze HumanDeepGaze Human
(b)
Figure 5: Example results of behavioural study. (a) The image
is manipulated to highlight either the dog in the lower right or
lower left of the image. Fixation probability on the targeted dog
increases by 0.17 (77%) for the dog in the left and 0.17 (70%) for
the dog in the right. Deep Gaze predicts stronger increases of 0.64
(285%) and 0.54 (274%) respectively. (b) The image is manipu-
lated to highlight either two humans on the carriage or the horse
pulling it. Fixation probability increases on average by 0.02 (13%)
for the humans and 0.15 (66%) for the horse. Deep Gaze predicts
stronger increases of 0.15 (105%) and 0.56 (262%) respectively.
(c) The image is manipulated to in-/decrease the entropy of the
fixation density. The empirical entropy in-/decreases by 0.76/0.18
bits. DeepGaze predicts a stronger in-/decrease of 1.08/1.04 bits.
Images best viewed with zoom.
/decrease by 0.89/1.32 bits (5/8%). The discrepancy be-
tween model prediction and human behaviour shows that
our image transformation still has an adversarial component
Original Manipulation
DeepGaze Human DeepGaze Human
Original Manipulation
DeepGaze Human DeepGaze Human
(a) (b)
Figure 6: Failure examples. (a) The probability to fixate on the
man increases by 0.07 (19%) although DeepGaze predicts a de-
crease by 0.32 (44%). (b) The probability to fixate on the girl
increases by 0.07 (150%) although DeepGaze predicts a decrease
by 0.1 (82%). Images best viewed with zoom.
to it: It is more effective in manipulating model perception
compared to human perception.
Inspecting the results, we find that the adversarial com-
ponent is most apparent when human fixations are driven
by high-level semantic information. For example, humans
continue to look at a face in the middle of the image, even
though the image is manipulated such that DeepGaze as-
signs considerably less saliency to the face (Fig. 6(a)).
6. Discussion
The ability of machines to predict perceptual properties
of images has greatly improved with the rise of CNNs. Still,
it is an open question to what extent these models can in-
form image manipulation and synthesis with respect to per-
ceptual properties. Prediction models discard image infor-
mation that is not informative for their task leading to two
major problems when using them for image generation: En-
suring that the output is sufficiently natural and the exis-
tence of adversarial examples.
In this work we tackle these problems in the specific case
of saliency manipulation. We use the best model for fixa-
tion prediction to learn an image-to-image mapping that can
manipulate images to change human fixation patterns in a
controlled fashion. Nevertheless, we also find some limi-
tations of our saliency manipulation model. Most promi-
nently, the learned image transformation has difficulties to
decrease the saliency of semantically important objects such
as human faces. This can probably only be achieved with
severe changes to the semantic content of the image (e.g.
deleting a face in some way), which our model has not man-
aged to learn. It is a compelling question for future work
how to improve the design of the transformation network to
enable such strong semantic image manipulations. In sum-
mary, we believe this work sets the stage for an exciting new
path to edit images and contributes towards enabling the use
of powerful prediction models for image manipulation.
7. Appendix
7.1. Training details
7.1.1 Transformer network
We set the weights of the loss function to λs = 1, λf =
1e−2, λt = 2e−2, λa = 1e−1 after a preliminary explo-
ration phase on smaller datasets. We trained separate net-
work instance for each type of saliency manipulation, the
local shifting and the global scaling. Every network was
trained for 150k iterations with batch size 4 and learning
rate 1e−3 using the Adam optimiser [18]. As a compari-
son to our FGTransform, we also trained instances of the
‘Resnet-9’ and ‘U-Net’ architectures from [17, 15] with two
slight modifications: We replaced BatchNorm by Instan-
ceNorm and we initialised them as an auto-encoder by first
training them to reconstruct the input image, which slightly
accelerated training in the beginning. We also experimented
with the ‘context-aggregation network’ (CAN32) from [4]
but did not get promising results in our task.
7.1.2 Adversarial loss
The discriminator in the adversarial loss is a five-layer CNN
with 64, 128, 256, 512 and 1 channels and LeakyReLU non-
linearity. In the last layer, each unit has receptive field size
of 70px and is trained to discriminate between transformed
and real image patches. In difference to [15] we used In-
stanceNorm instead of BatchNorm layers in the discrimina-
tor. To implement the adversarial loss, we slightly modified
the code2 from [15, 50].
7.1.3 Extended results
In Fig. 7 we show the training and test loss for the net-
works trained with target saliency maps from global scal-
ing of the original saliency maps. The Ablation and Model
Comparison results for all stimuli used in the behavioural
experiment can be found in the ‘ModelComparison’ and
‘AblationStudies’ folders in the Supplement at:
bethgelab.org/media/uploads/gazeguide/Supplement.zip.
7.2. Behavioural study
23 participants were recruited from an internal mailing
list. Each participant saw three blocks of 24 stimuli; each
block contained one version of the 24 source images (one
block with the original images and two blocks with manipu-
lated images). The order of the blocks was counterbalanced
over participants (latin square design) such that an approx-
imately equal number of participants saw each condition in
their first block. On each trial, participants were presented
with a fixation target in the centre of the screen. After fixat-
ing, the images were displayed for 3 seconds and could be
2github.com/junyanz/pytorch-CycleGAN-and-pix2pix
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Figure 7: Quantitative evaluation of network trained with target
saliency maps generated by global scaling of the original saliency
map.
freely explored by the participants. The inter-trial interval
was 2 seconds, in which a blank grey screen was presented.
Stimuli were displayed on a VIEWPixx 3D LCD
(VPIXX Technologies Inc., Saint-Bruno-de-Montarville,
Canada; spatial resolution 1920 1080 pixels, temporal
resolution 120 Hz). Participants viewed the display from
60 cm in a darkened chamber. At this distance the im-
ages subtended approximately 25 degrees of angle at the
retina. Stimuli were presented using the Psychtoolbox Li-
brary [1, 36, 19] version 3.0.12 under MATLAB (The Math-
works Inc., Natick MA, USA; R2015b). Participants’ gaze
position was recorded monocularly (left eye) at 500 Hz with
an Eyelink 1000 (SR Research, Ontario, Canada) video-
based eyetracker in combination with the Eyelink toolbox
[6] for MATLAB. Gaze traces were classified into fixations
using the default settings of the SR Research processing
software.
There are two potential problems in the data. First, every
participant saw each image 3 times (once per block). Thus,
memory effects potentially changed behaviour. We con-
trolled for this by counterbalancing the order of the blocks
over participants to minimise the influence of memory / fa-
miliarity on the average densities over conditions. We ad-
ditionally analysed the data of only the first block for each
participant and found a similar effect in human behaviour as
for the full data (average in-/decrease to fixate the targeted
objects: 0.08/0.03 (55/9%)).
Second, although all images except for one (the snow-
boarder) were unseen by all participants before the experi-
ment, some participants were familiar with the general re-
search question. Thus, fixations could be influenced by con-
scious behaviour. To check if this could potentially inval-
idate our results we also analysed only the first fixations
from all participants, under the assumption that the first fix-
ation is difficult to control voluntarily. We found that for
this subset of the data the effect size rather increased (av-
erage in-/decrease to fixate the targeted objects: 0.15/0.10
(3230/35%)). The reason for the very large average relative
increase is that for some manipulated images, a significant
amount of first fixations is guided to target objects that re-
ceived no first fixation in the original image (e.g. see Fig. 8,
fixations on the bicycle). This generates a huge relative in-
crease in fixation probability for these images, which dom-
inate the average value. The median relative in-/decrease in
fixation probability for the first fixation only was 57/48%.
All data from the experiment is contained in the folder
‘BehaviouralExperiment’ in the Supplement at:
bethgelab.org/media/uploads/gazeguide/Supplement.zip:
• ‘BehaviouralExperiment/Stimuli’ contains the im-
ages shown in the experiment
• ‘BehaviouralExperiment/TargetSaliencyMaps’
contains the target saliency maps used to produce the
stimuli. Note that the target saliency maps can look
artificial, since we did not use blurring of the object
masks as we did during training. Training directly
with non-blurred object masks did not improve the
results.
• ‘BehaviouralExperiment/DeepGazePrediction’
contains the saliency prediction by DeepGaze in
response to the stimuli images. The difference be-
tween the target saliency and the saliency prediction is
quantified by the test loss of the model (although the
loss was again evaluated with blurred object masks).
• ‘BehaviouralExperiment/HumanFixations’ con-
tains the human fixation data in response to the stimuli
in the folder.
• ‘BehaviouralExperiment/DataOnlyFirstBlock’
contains the human fixations and DeepGaze predic-
tions for only the data in the first block for each
subject. Note that DeepGaze predictions are slightly
different, because the center-bias is also adapted to
contain only the data from the first block.
• ‘BehaviouralExperiment/DataOnlyFirstFixation’
contains the human fixations and DeepGaze predic-
tions for only first fixation of all subjects and images.
Note that DeepGaze predictions are slightly different,
because the center-bias is also adapted to contain only
the data from the first fixation.
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