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Abstract
We derive generic relativistic hydrodynamical equations with dissipative effects from the underlying Boltzmann equation in a mechanical and
systematic way on the basis of so-called the renormalization-group method. A macroscopic frame vector is introduced to specify the frame on
which the macroscopic dynamics is described. Our method is so mechanical with only few ansatz that our method gives a microscopic foundation
of the available hydrodynamical equations, and also can be applied to make a reduction of the kinetic equations other than the simple Boltzmann
equation.
© 2007 Elsevier B.V.
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Open access under CC BY license.The relativistic hydrodynamical equation is widely used in
various fields of physics, especially in high-energy nuclear
physics and astrophysics [1–3], and it seems that the study
of the dissipative hydrodynamical equations is now becoming
a central interest in these fields [3–10].
It is, however, noteworthy that we have not necessarily
reached a full understanding of the theory of relativistic hydro-
dynamics for viscous fluids:
(1) It is well known that the relativistic hydrodynamical
equation with dissipation has a form depending on the choice
of the Lorentz frame or the definition of the hydrodynamical
flow. The typical frame is that on the particle or the energy
flow, and the typical corresponding equations are the ones of
Eckart [11] and Landau [12], which were derived phenomeno-
logically on the basis of the number and energy–momentum
conservation laws, the second law of thermodynamics and some
specific assumptions on the choice of the flow. One might con-
sider that the difference of the equations should be merely
a kind of choice of coordinate to describe dynamics in an
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Open access under CC BY license.easy and practical way, and one might be able to go back and
forth between the two reference frames, by a Lorentz trans-
formation. However, it may not be the case. To be more spe-
cific, let δT μν and δNμ, be the dissipative part of the energy–
momentum tensor and the particle current, respectively. The
point is that they are not determined uniquely only by the sec-
ond law of thermodynamics without some physical constraints
involving the four flow-vector uμ with uμuμ = 1: The con-
straints of Eckart are expressed as [13], (i) uμuνδT μν = 0,
(ii) uμδNμ = 0, (iii) μνδNν = 0, while those of Landau are
(i) uμuνδT μν = 0, (ii) uμδNμ = 0 and (iv) uμνρδT μν = 0,
where μν = gμν − uμuν . As one sees, the first two con-
straints are the same for the two theories, and the respective
third condition specifies the frame of the coordinate. It is here
noteworthy that there is a proposal by Stewart [14] for the con-
straints for the Eckart frame, i.e., the particle-flow frame, as
given by (v) δT μμ = 0, (ii) uμδNμ = 0, (iii) μνδNν = 0,
where the condition (i) of Eckart is replaced by a different
one (v). One may ask if both the Eckart and Stewart con-
straints make sense or not. It has been scarcely examined [15]
whether the constraints proposed phenomenologically hold in-
ternal consistency or match the underlying microscopic kinetic
theories.
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derivative only in the first order, unfortunately, suffer from the
unphysical instability [13,16]; the instability is attributed to the
lack of the causality, and invented is a fluid dynamical equa-
tion which contains the second-order time-derivative as well as
the first-order one [11,12,17]. The new equation called Israel–
Stewart equation [20] contains new transport coefficients like
the relaxation time yet to be determined microscopically or phe-
nomenologically [14,18–20].
There are some attempts to derive the phenomenological
equations from the microscopic equation, i.e., the relativis-
tic Boltzmann equation, with use of the Chapman–Enskog
method [21] and the Grad’s fourteen-moment method [22], and
hence give a microscopic foundation to them [14,18–20,23].
We notice that such a microscopic approach has another merit
that the hydrodynamical equations can be obtained, which are
consistent with the underlying kinetic equation, because the
theory connects the kinetic and the hydrodynamical regimes
and hence gives the natural initial condition for the hydrody-
namical equation. This point should have a practical merit when
one analyzes the freeze-out regime and also the hadron corona
in the expanding system such as the intermediate stage of the
relativistic heavy-ion collision [7,9,24].
One must say, however, that the past works in the micro-
scopic approaches are not fully satisfactory in giving the foun-
dation to the phenomenological equations:
(a) Although the past works succeeded in identifying the
assumptions and/or approximations to reproduce the known hy-
drodynamical equations by Eckart, Landau and Israel, one must
say that the physical meaning of these assumptions/approxima-
tions is somewhat obscure, and so is the uniqueness of those
hydrodynamical equations as the long-wavelength and low-
frequency limit of the microscopic theory.
(b) It is also to be noted that the Chapman–Enskog method
and the Grad’s fourteen-moment method themselves have some
ad hoc part and may not be fully mechanical nor systematic
methods for the reduction of dynamics.
The purpose of this Letter is to derive the relativistic hydro-
dynamical equations with dissipative effects from the micro-
scopic theory in a more natural and systematic way, and thereby
establish the microscopic foundation of them. We shall show
that when the particle-flow frame (Eckart frame) is chosen, the
constraints by Stewart but not Eckart must be taken, while the
resulting hydrodynamical equation which manifestly satisfies
the second law of thermodynamics is different form that given
by Stewart.
The problem is how to reduce the dynamics to a slower dy-
namics using a reliable reduction theory of the dynamics [25],
which should be as mechanical as possible. In fact, van Kam-
pen [23] applied his method of the reduction [26] to derive
the relativistic hydrodynamic equations for the viscous fluid.
However, his method is not formulated in a covariant way
and hence failed in reproducing the phenomenological hy-
drodynamical equations with dissipation. We shall apply an-
other powerful reduction theory known as the “renormalization-
group (RG) method” [27–33] to reduce the relativistic Boltz-
mann equation to the hydrodynamical equations. Our the-ory is manifestly covariant and relies on almost no assump-
tions.
The RG method is a systematic reduction theory of the dy-
namics leading to the coarse-graining of temporal and spatial
scales. This method is suitable for our present purpose to elu-
cidate the physical meanings of each process of the reduction
since the method is so mechanical and does not require any
specific assumptions. Indeed, the RG method is already applied
satisfactorily to the derivation of the Navier–Stokes equation
from the (non-relativistic) Boltzmann equation [32,33]. The
present work is an attempt to extend these previous works to
the relativistic case.
In this Letter, we shall treat, as a simplest example, the clas-
sical but relativistic system composed of identical particles; an
extension to multi-component systems is possible and will be
discussed in a separate paper [34]. Then the relativistic Boltz-
mann equation [18] describing such a system reads
(1)pμ∂μfp(x) = C[f ]p(x),
where fp(x) denotes the one-particle distribution function de-
fined in the phase space (xμ,pμ) with pμ being the four mo-
mentum of the on-shell particle; pμpμ ≡ p2 = m2 and p0  0.
The right-hand side of Eq. (1) is called the collision inte-
gral, C[f ]p(x) ≡ 12!
∑
p2
1
p02
∑
p3
1
p03
ω(p,p1|p2,p3)(fp2(x) ×
fp3(x) − fp(x)fp1(x)), where ω(p,p1|p2,p3) denotes the
transition probability owing to the microscopic two-particle in-
teraction and contains the delta functions δ4(p+p1 −p2 −p3)
representing the energy–momentum conservation. The transi-
tion probability has the symmetry properties due to the indis-
tinguishability of the particles and the time reversal invariance
in the scattering process: ω(p,p1|p2,p3) = ω(p2,p3|p,p1) =
ω(p1,p|p3,p2) = ω(p3,p2|p1,p). It should be stressed here
that we have confined ourselves to the case in which the particle
number is conserved in the collision process.
The particle-number and energy–momentum conservation in
the collision process ensures the following important relations;∑
p
1
p0
C[f ]p(x) = ∑p 1p0 pμC[f ]p(x) = 0, which says that
the five quantities (1,pμ) are collision invariants. We have the
continuity or balance equations for the particle current and the
energy–momentum tensor,
∂μ
∑
p
1
p0
pμfp(x) ≡ ∂μNμ = 0,
(2)∂ν
∑
p
1
p0
pμpνfp(x) ≡ ∂νT μν = 0,
respectively. Notice that while these equations have the same
forms as the hydrodynamical equations, nothing about the dy-
namical properties is contained in these equations before the
evolution of the distribution function fp(x) is obtained by solv-
ing the microscopic Eq. (1).
The entropy current may be defined by Sμ ≡ −∑p 1p0 pμ ×
fp(x)(lnfp(x) − 1), which is conserved only if lnfp(x) is
a collision invariant, or a linear combination of the basic col-
lision invariants (1,pμ) as lnfp(x) = α(x) + pμβμ(x) with
α(x) and βμ(x) being arbitrary functions.
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the time- and space-dependence of the physical quantities are
small, we solve Eq. (1) under the situation where the time vari-
ation of fp(x) is slow with long wavelengths.
To retain the Lorentz covariance, and achieve a coarse-
graining, it is found convenient to introduce a macroscopic
Lorentz vector aμp characterizing the flow, which specifies the
covariant coordinate system (frame) and we call the macro-
scopic-frame vector. Although aμp may depend on the momen-
tum p and the space–time coordinate x, the time variation of
it is supposed to be much smaller than that of the microscopic
processes. Our point is that the separation of the scales can be
nicely achieved by the RG method.
Keeping in mind the above scale difference, we define the
covariant coordinate system (τ, σμ) as dτ ≡ aμp(x)dxμ and
ε−1 dσμ ≡ (gμν − aμp(x)aνp(x)/a2p(x))dxν ≡ μνp (x)dxν . We
notice that the small quantity ε has been introduced to tag that
the space derivatives are small for the system we are interested
in; the ε may be identified with the ratio of the average parti-
cle distance over the mean free path. In this coordinate system,
Eq. (1) reads
∂
∂τ
fp(τ, σ ) = 1
p · ap(τ, σ )C[f ]p(τ, σ )
(3)− ε 1
p · ap(τ, σ )p ·∇fp(τ, σ ),
where aμp(τ, σ ) ≡ aμp(x), μνp (τ, σ ) ≡ μνp (x) and fp(τ, σ ) ≡
fp(x). Since ε appears in front of ∇μ ≡ μνp (τ, σ ) ∂∂σν , Eq. (3)
has a form to which the perturbative expansion can be possi-
ble. In fact, a natural but significant assumption underlies this
seemingly mere rewrite of the equation that only the spatial in-
homogeneity over distances of the order of the mean free path
is the origin of the dissipation. We notice that the RG method
applied to non-relativistic Boltzmann equation with the corre-
sponding assumption nicely leads to the Navier–Stokes equa-
tion [32,33]; the present approach is simply a covariantization
of the non-relativistic case.
Some remarks on aμp(τ, σ ) are in order: (i) In the pertur-
bative expansion, we shall take the coordinate system where
a
μ
p(τ, σ ) has no τ dependence, i.e., aμp(τ, σ ) = aμp(σ ). (ii) In
our coordinate system, where the physical quantity transported
per unit τ is given by p ·ap(σ ), we can control what is the flow
represented in our theory by varying the specific expression of
a
μ
p(σ ). Owing to this freedom inherent in our coordinate system
our theory may lead to various hydrodynamical equations, in-
cluding the ones in the Eckart and Landau frames for non-ideal
fluids.
In accordance with the general formulation of the RG
method given in [28,29,31], we first try to obtain the per-
turbative solution f˜p around the arbitrary initial time τ = τ0
with the initial value fp(τ0, σ ); f˜p(τ = τ0, σ ; τ0) = fp(τ0, σ ),
where we have made explicit that the solution has the τ0 de-
pendence. The initial value is not yet specified, we suppose
that the initial value is on an exact solution with τ0 being
varied. The initial value as well as the solution are expanded
with respect to ε as follows; f˜p(τ, σ ; τ0) = f˜ (0)p (τ, σ ; τ0) +εf˜
(1)
p (τ, σ ; τ0) + ε2f˜ (2)p (τ, σ ; τ0) + · · · , and fp(τ0, σ ) =
f
(0)
p (τ0, σ ) + εf (1)p (τ0, σ ) + ε2f (2)p (τ0, σ ) + · · · . The respec-
tive initial conditions at τ = τ0 are set up as f˜ (l)p (τ0, σ ; τ0) =
f
(l)
p (τ0, σ ) for l = 0,1,2, . . . . In the expansion, the zeroth-
order value f˜ (0)p (τ0, σ ; τ0) = f (0)p (τ0, σ ) is supposed to be as
close as possible to an exact solution.
Substituting the above expansions into Eq. (3) in the τ -inde-
pendent but τ0-dependent coordinate system with aμp(τ, σ ) →
a
μ
p(τ0, σ ) ≡ aμp(σ ; τ0), we obtain the series of the perturbative
equations with respect to ε. The zeroth-order equation reads
(4)∂
∂τ
f˜ (0)p =
1
p · ap C
[
f˜ (0)
]
p
.
Since we are interested in the slow motion which may be
realized asymptotically when τ → ∞, we should take the
following stationary solution or the fixed point, ∂
∂τ
f˜
(0)
p = 0,
which is realized when C[f˜ (0)]p = 0 for arbitrary σ . This
implies that ln f˜ (0)p is a linear combination of the five colli-
sion invariants (1,pμ), and hence f˜ (0)p is found to be a lo-
cal equilibrium distribution function or the Juettner function
(the relativistic analog of the Maxwellian): f˜ (0)p (τ, σ ; τ0) =
(2π)−3 exp[(μ(σ ; τ0) − pμuμ(σ ; τ0))/T (σ ; τ0)] ≡ f eqp (σ ; τ0)
with uμ(σ ; τ0)uμ(σ ; τ0) = 1, which implies that f˜ (0)p (τ, σ ;
τ0) = f˜ (0)p (τ0, σ ; τ0) = f (0)p (τ0, σ ) = f eqp (σ ; τ0). It should be
noticed that the five would-be integration constants T (σ ; τ0),
μ(σ ; τ0) and uμ(σ ; τ0) is independent of τ but may depend on
τ0 as well as σ .
Next the first-order equation reads
(5)∂
∂τ
f˜ (1)p =
∑
q
Apqf˜
(1)
q + Fp,
where the linear evolution operator A and the inhomogeneous
term F are defined as Apq ≡ (p · ap)−1 ∂∂fq C[f ]p|f=f eq and
Fp ≡ −(p · ap)−1p ·∇f eqp , respectively. To obtain the solution
which describes the slow motion, it is convenient first to analyze
the properties of A, especially its spectra. For this purpose, we
convert A to another linear evolution operator L ≡ f eq−1Af eq
with the diagonal matrix f eqpq ≡ f eqp δpq . Let us define the inner
product between arbitrary vectors ϕ and ψ by
(6)〈ϕ,ψ〉 ≡
∑
p
1
p0
(p · ap)f eqp ϕpψp.
With this inner product, one can nicely show that L be-
comes self-adjoint 〈ϕ,Lψ〉 = 〈Lϕ,ψ〉 and non-positive defi-
nite 〈ϕ,Lϕ〉  0, which means that the eigen values of L are
zero or negative. The eigen vectors of the zero eigen value are
ϕα0p = pμ for α = μ = 0 ∼ 3 and ϕ40p = m, which span the ker-
nel of L and satisfy Lϕα0 = 0. Notice that these five vectors are
the collision invariants. Following [31], we define the projec-
tion operator P onto the kernel of L which is called the P-space
and the projection operator Q onto the Q-space complement to
the P-space:
(7)[Pψ]p ≡
∑
ϕα0pη
−1
αβ
〈
ϕ
β
0 ,ψ
〉
,αβ
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〈ϕα0 , ϕβ0 〉.
In the following, we shall suppress the argument σ and the
subscript p when no misunderstanding is expected. The so-
lution to Eq. (5) with the initial condition f˜ (1)(τ = τ0; τ0) =
f (1)(τ0) is found to be f˜ (1)(τ ; τ0) = e(τ−τ0)A{f (1)(τ0) +
A−1Q¯F } + (τ − τ0)P¯ F − A−1Q¯F , where the modified pro-
jection operators P¯ ≡ f eqPf eq−1 and Q¯ ≡ f eqQf eq−1 have
been introduced. Notice that the first term would be a fast mo-
tion coming from the Q-space, which we can nicely eliminate
by choosing the initial value f (1)(τ0), not yet being specified;
thus we have the first-order solution
(8)f˜ (1)(τ ; τ0) = (τ − τ0)P¯ F − A−1Q¯F
with the initial value determined as f˜ (1)(τ0; τ0) = f (1)(τ0) =
−A−1Q¯F . We notice the appearance of the secular term pro-
portional to τ − τ0, which apparently invalidates the perturba-
tive solution when |τ − τ0| becomes large.
The second-order equation1 is written as
(9)∂
∂τ
f˜ (2) = Af˜ (2) + (τ − τ0)H + I,
with Hp ≡ −(p · ap)−1p · ∇[P¯ F ]p and Ip ≡ (p · ap)−1 ×
p ·∇[A−1Q¯F ]p , the solution to which is found to be
f˜ (2)(τ ; τ0) = e(τ−τ0)A
{
f (2)(τ0) + A−2Q¯H + A−1Q¯I
}
+ 1
2
(τ − τ0)2P¯ F + (τ − τ0)
{
P¯ I − A−1Q¯H}
(10)− {A−2Q¯H + A−1Q¯I}.
Again the would-be fast motion can be eliminated by the choice
of the initial value f (2)(τ0), and thus we have the second-order
solution
f˜ (2)(τ ; τ0) = 12 (τ − τ0)
2P¯ F + (τ − τ0)
{
P¯ I − A−1Q¯H}
(11)− {A−2Q¯H + A−1Q¯I},
with the initial value determined as f˜ (2)(τ0; τ0) = f (2)(τ0) =
−A−2Q¯H − A−1Q¯I . We notice again the appearance of the
secular terms.
Summing up the perturbative solutions up to the second or-
der, we have an approximate solution around τ 	 τ0 to this
order; f˜ (τ ; τ0) = f˜ (0)(τ ; τ0) + εf˜ (1)(τ ; τ0) + ε2f˜ (2)(τ ; τ0) +
O(ε3), containing the secular terms which apparently invali-
dates the perturbative expansion for τ away from the initial
time τ0.
The point of the RG method lies in the fact that we can
utilize the secular terms to obtain a solution valid in a global
domain. Now we may see that we have a family of curves
f˜ (τ ; τ0) parameterized with τ0. They are all on the exact so-
lution f (τ) at τ = τ0 up to O(ε3), but only valid locally for
τ near τ0. So it is conceivable that the envelope E of the fam-
ily of curves which contacts with each local solution at τ = τ0
1 Although the bilinear term of f˜ (1)(τ ) appears from the collision integral,
here we neglect it. It is known that the neglected term produces the so-called
Burnett terms which represent the higher-order non-equilibrium effects.will give a global solution in our asymptotic situation. Accord-
ing to the classical theory of envelopes, the envelope which
contacts with any curve in the family at τ = τ0 is obtained by
d
dτ0 f˜p(τ, σ ; τ0)|τ0=τ = 0, or explicitly
∂
∂τ
{
f
eq
p − ε
[
A−1Q¯F
]
p
}− ε[P¯ F ]p
(12)− ε2{[P¯ I ]p − [A−1Q¯H ]p}+ O(ε3)= 0.
This envelope equation is the basic equation in the RG method
and gives the equation of motion governing the dynamics of the
five slow variables T (τ), μ(τ) and uμ(τ) in f eqp . The global
solution in the asymptotic region is given as the envelope func-
tion,
f˜p(τ, σ ; τ0 = τ) ≡ fp(τ, σ )
= f eqp − ε
[
A−1Q¯F
]
p
(13)
− ε2{[A−2Q¯H ]
p
+ [A−1Q¯I ]
p
}+ O(ε3),
where the exact solution of Eq. (12) is inserted. Thus one sees
that fp(τ) now describes the macroscopic-time evolution of the
one-particle distribution function in Eq. (1), because the time-
derivatives of the quantities in fp(τ) are all in the order of ε.
We emphasize that we have derived the infrared effective theory
of Eq. (1) in the form of the pair of Eqs. (12) and (13). This is
one of the main results in this Letter.
Now the RG/envelope equation (12) is actually the hydro-
dynamic equation governing the five slow variables T (τ), μ(τ)
and uμ(τ). To show this explicitly, we apply P¯ from the left
and then take the inner product with the five zero modes ϕα0 .
2
Putting back ε = 1, we arrive at ∂μJμαhydro = 0 with
J
μα
hydro ≡
∑
p
1
p0
pμϕα0p
{
f
eq
p −
[
A−1Q¯F
]
p
}
(14)= Jμα0 + δJμα,
where Jμα0 ≡
∑
p
1
p0
pμϕα0pf
eq
p and δJμα ≡ −∑p 1p0 pμϕα0p ×
[A−1Q¯F ]p . Here Jμα0 represents the currents of perfect-fluid
part, while δJμα the dissipative part. In deriving Eq. (14), we
have used the following relation:
∑
p
1
p0
(p · ap)ϕα0p[P¯ψ]p =∑
p
1
p0
(p · ap)ϕα0pψp , obtained from the definition P¯ =
f eqPf eq−1 and Eq. (7). Notice that the derivation of Eq. (14)
is accomplished for arbitrary aμp which is now dependent on τ
as well as on σ ; in other words, we have a set of relativistic hy-
drodynamic equations for viscous fluids, which have still the
freedom of choice of aμp . This is also one of the main results in
the present work.
In the rest of the Letter, we shall show how known relativistic
dissipative hydrodynamic equations are derived with a choice
of the macroscopic frame vector aμp .
As a simple but nontrivial choice, let us take the following
set of the macroscopic frame vectors with θ being a constant;
a
μ
p = (p · u)−1{(p · u) cos θ + m sin θ}uμ ≡ θμp , which leads to
2 This is tantamount to inserting the solution f (τ) into Eq. (2).
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finds that (p · u)−1{(p · u) cos θ + m sin θ} ∂
∂τ
= uμ∂μ ≡ D and
∇μ = μν∂ν ≡ ∇μ. We notice that the factor m is introduced
simply to make the expression dimensionless, so our method is
also applicable to the case of massless particles.
In the reduction of the currents in terms of the fluid dynam-
ical quantities, the central task is the evaluation of A−1Q¯F .
A straightforward but tedious manipulation leads to the follow-
ing formula,
(15)
[
A−1Q¯F
]
p
= f eqp
∑
q
L−1pq
1
T
(
ΠqXθ + Qμq Xθμ + Πμνq Xμν
)
,
where Lpq ≡ (p · θp)Lpq being independent of θμp . Here
we have introduced the following quantities; the dissipa-
tive currents, i.e., the bulk pressure, Πp ≡ (4/3 − γ ) ×
(p · u)2 + [(γ − 1)T hˆ − γ T ](p · u) − 1/3m2, the heat flow,
Q
μ
p ≡ −[(p · u) − T hˆ]μνpν and the stress tensor, Πμνp ≡
1/2(μρνσ +μσνρ −2/3μνρσ )pρpσ . The coefficient
of each dissipative current is the respective dissipative ther-
modynamic force, i.e., Xθ ≡ (−z2 cos 2θ)∇ · u/{z2 cos2 θ +
z2(3γ − 4) sin2 θ − 3z[1 − (hˆ − 1)(γ − 1)] cos θ sin θ}, Xθμ ≡
∇μ lnT − cos θ∇μ ln(nT )/(hˆ cos θ + z sin θ), and Xμν ≡
1/2(μρνσ + μσνρ − 2/3μνρσ )∇ρuσ , where the fol-
lowing definitions have been used; the reduced mass z ≡ m
T
,
the particle density n ≡ (2π)−34πm3e μT {z−1K2(z)}, the en-
ergy density  ≡ mn{K3(z)/K2(z)−z−1}, the reduced enthalpy
per particle hˆ ≡ +nT
nT
and the ratio of the heat capacities
γ ≡ 1+{z2 +3hˆ− (hˆ−1)2}−1, with the modified Bessel func-
tions K2(z) and K3(z).
Since the dissipative part of the currents has been obtained
for arbitrary θ , we can obtain the microscopic formulae for
the transport coefficients, i.e., the bulk viscosity ζ , the heat
conductivity λ and the shear viscosity η, which are nicely
given in forms of the Kubo formula as follows: Using the
new inner product 〈ϕ,ψ〉eq ≡
∑
p
1
p0
f
eq
p ϕpψp and the evolved
microscopic dissipative currents [Π(s)]p ≡ ∑q [esL]pqΠq
and so on, we have ζ ≡ (1/T ) ∫∞0 ds 〈Π(0),Π(s)〉eq, λ ≡
−(1/3T 2) ∫∞0 ds 〈Qμ(0),Qμ(s)〉eq and η ≡ (1/10T ) ×∫∞
0 ds〈Πμν(0),Πμν(s)〉eq. It is noteworthy that these transport
coefficients are independent of θ while the dissipative thermo-
dynamic forces are dependent on it.
Although we can now write down the generic form of the
currents Jμαhydro for arbitrary θ , we shall give here them only for
a few values of θ for the sake of space, but show that our generic
currents have included the known currents for the relativistic
fluid dynamics for a viscous fluid.
(A) With the simplest choice aμp = uμ, i.e., θ = 0, we have
(16)Jμαhydro =
{
uμuν − (p + ζX)μν + 2ηXμν, α = ν,
mnuμ − m
hˆ
λXμ, α = 4,
where p ≡ nT , X ≡ −∇ · u and Xμ ≡ ∇μ lnT − hˆ−1∇μ ×
ln(nT ). If we employ the constitutive equations; Π = ζX,
Qμ = T λXμ and Πμν = 2ηXμν − Πμν , it is possible torewrite the equation in terms of the flows rather than the ther-
modynamic forces as
(17)Jμαhydro =
{
uμuν − pμν + Πμν, α = ν,
mnuμ − m
hˆT
Qμ, α = 4.
One should notice that Jμαhydro in Eq. (16) or Eq. (17) agrees
completely with the Landau theory for non-ideal fluids. This
was actually anticipated: In fact, if we take a natural choice that
a
μ
p = uμ, the physical quantity transported per unit τ becomes
the microscopic thermal energy (p · u), which is reduced to the
familiar form m+ m2 | pm −u|2 in the non-relativistic limit. Thus
it is natural that the currents Jμαhydro with the choice a
μ
p = uμ
becomes those in the Landau frame.
(B) Another simple choice for the macroscopic frame vector
is given with θ = π/2; aμp = mp·uuμ. A similar manipulation as
the above gives the following currents
(18)Jμαhydro =
⎧⎨
⎩
( + 3ζ X˜)uμuν − (p + ζ X˜)μν
+ λT uμX˜ν + λT uνX˜μ + 2ηXμν, α = ν,
mnuμ, α = 4,
where X˜ ≡ −{1/3(4/3 − γ )−1}2∇ · u and X˜μ ≡ ∇μ lnT . In
terms of the flows, we have
(19)Jμαhydro =
⎧⎨
⎩
uμuν − pμν + 3Π˜uμuν + uμQ˜ν
+ uνQ˜μ + Π˜μν, α = ν,
mnuμ, α = 4,
where Π˜ = ζ X˜, Q˜μ = λT X˜μ and Π˜μν = 2ηXμν − Π˜μν .
Since the dissipative term with the heat conductivity is absent
in Jμ4hydro, one might be tempted to identify the above equation
with the Eckart one, but it is not the case: A detailed exami-
nation tells us that Eq. (18) is rather a modified or corrected
version, we would say, of Stewart’s [14]. This observation is
based on the fact that Eq. (18) meets the Stewart’s constraints,
(v), (ii) and (iii) but not the Eckart’s, (i), (ii) and (iii), men-
tioned in the Introduction. The reason why we call Eq. (18) the
corrected version of Stewart equation will be shortly explained.
A noteworthy point is the following: In the Eckart theory3 used
conventionally, the appearance of the terms with the bulk vis-
cosity is the same as the Landau theory. In contrast, Eq. (18)
shows the different appearance so that the bulk viscosity has an
influence on the terms of not only the pressure p but also the
energy density . We can show that our Eq. (18) satisfies the
second law of thermodynamics as will be explicitly shown in
the separate papers [34,35], although the original Stewart equa-
tion may not.
(C) The other interesting choice of θ is θ = −π/4, for which
we have aμp = (p·u)−m√2p·u uμ, and
(20)Jμαhydro =
⎧⎨
⎩
uμuν − pμν − λT uμX¯ν
− λT uνX¯μ + 2ηXμν, α = ν,
mnuμ − λT X¯μ, α = 4,
3 In the original paper [11], basically the bulk viscosity is not taken into ac-
count.
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alternative expression in terms of the flows is
(21)
J
μα
hydro =
{
uμuν − pμν − uμQ¯ν − uνQ¯μ + Π¯μν, α = ν,
mnuμ − Q¯μ, α = 4,
where Q¯μ = λT X¯μ and Π¯μν = 2ηXμν . In this frame, X¯ ≡
Xθ=−π/4 = 0 so that the associated bulk pressure Π¯(= ζ X¯)
disappears. The unique feature of this equation is the absence
of terms with the bulk viscosity. As far as we know, this type of
the dissipative fluid dynamical equation is written down for the
first time, which was made possible by the introduction of the
macroscopic frame vector in the powerful RG method.
Now we have seen that the fluid dynamical equation for dis-
sipative fluids in the Eckart frame does not take the form of
Eckart, if we start from the underlying Boltzmann equation.
This fact is actually known for some time [15]. Nevertheless
it is instructive to see that there cannot exist the frame vector
a
μ
p that leads to the Eckart’s constraints, (i), (ii) and (iii), be-
cause it would help to elucidate the physical meaning of the
P- and Q-space in our formalism and their relation to the phe-
nomenological constraints imposed to the dissipative part of
the energy–momentum tensor δJμν and the particle-number
current δJμ4, which are defined just below Eq. (14). Eq. (15)
tells us that the dissipative part of the one-particle distribution
function fp , i.e., −[A−1Q¯F ]p can be written as f eqp φp with
φp ≡ −[L−1Qf eq−1F ]p . Since the Q-space vector φp is or-
thogonal to the five P-space vectors ϕα0p by definition, we have
(22)〈ϕα0 , φ〉= 0 for α = 0,1,2,3,4.
Here the inner product is defined by Eq. (6) where aμp en-
ters with the form (p · ap). The notable point is that these
five identical equations exactly correspond to the constraints
on δJμν and δJμ4. In fact, Eq. (22) with the choice of (A)
a
μ
p = uμ gives ∑p 1p0 (p ·u)f eqp ϕα0pφp = 0, which is equivalent
to the set of equations uνδJμν = 0 and uμδJμ4 = 0, because
δJμα = ∑p 1p0 pμϕα0pf eqp φp . The former equation may be re-
expressed by uμuνδJμν = 0 and μρuνδJμν = 0. Thus one
can readily see that these equations coincide with the Landau’s
constraints, (i), (ii) and (iv). Similarly, with the choice of (B)
a
μ
p = mp·uuμ, we have
∑
p
1
p0
mf
eq
p ϕ
α
0pφp = 0, which means
that δJμ4 = 0 and δJμμ = 0; the former equation is equivalent
to the set of equations uμδJμ4 = 0 and μνδJμ4 = 0. Thus
one sees that the Stewart’s constraints, (v), (ii) and (iii) are de-
rived. Here we have used the on-shell condition m2 = pμpμ.
Now it is easy to show that there exists no aμp leading to the
Eckart’s constraints, (i), (ii) and (iii), simultaneously. In order
to lead to the constraints (ii) and (iii) on δJμ4, Eq. (22) with
α = μ requires that (p · ap) = const, i.e., independent of pμ.
On the other hand, in order to lead to the constraint (i) on δJμν ,
Eq. (22) with α = 4 must lead to (p · ap) = const × (p · u)2,
which is in contradiction with the condition for (ii) and (iii).
Thus we can conclude that there exists no aμp leading to the
Eckart’s constraints (i), (ii) and (iii) simultaneously.
What we have seen is that whenever the Eckart frame is
taken where the particle flow is constructed so as to have nodissipative part, the constraint on the dissipative part of the
energy–momentum tensor must satisfy (v) but not (i). This fact
suggests that the Eckart’s theory may not be realized as the slow
dynamics of the underlying Boltzmann equation, and hence nor
have microscopic foundation [15].
One of the unique and important feature of the hydrodynam-
ical equations obtained in the present work lies in the fact that
the thermal force driving the heat flow contains ∇μT but no
Duμ as in the Landau equation, which in contrast with the
Stewart and Eckart equations. We shall briefly argue that the
Duμ terms should not exist on the general ground on the ba-
sis of a natural assumption on the origin of the dissipation; the
detailed argument will be presented in the separate paper [35].
First of all, we can trace back the absence of Duμ terms
in the thermal forces to our ansatz that the dissipation comes
solely from the spatial inhomogeneity at the rest frame. This
ansatz is clearly expressed in the choice of aμp : Although the
generic form of aμp which keeps the Lorentz covariance can be
given as aμp = α(p · u)uμ + β(p · u)μνpν , where α(x) and
β(x) are the arbitrary Lorentz-scalar functions, we have inten-
tionally put β(x) = 0 so that the differential operator ∇μ in
the last term in Eq. (3), which gives rise to the deviation from
the local equilibrium and hence the dissipation, agrees with
the spatial derivative, i.e., ∇μ = ∇μ. As mentioned before, the
non-relativistic Navier–Stokes equation can be nicely derived
by the same ansatz that the spatial inhomogeneity leads to the
dissipation [32,33], and the present approach is simply a covari-
antization of the non-relativistic case. On the other hand, the
ansatz used by Landau or Stewart is that the dissipation comes
from both of the spatial and the temporal inhomogeneity at the
rest frame, although no Duμ terms appear in the Landau equa-
tion.
In a separate paper, we shall show that the covariant dissi-
pative hydrodynamic equations constructed in the phenomeno-
logical way as was done by Eckart, Landau, Stewart so on but
based on the same ansatz as that in the present work, completely
agree with the equations derived in the present RG method for
the Landau and Eckart frame, i.e., with the two choices for aμp .
In summary, we have derived generic covariant hydrody-
namical equations for viscous fluids as a reduction of dy-
namics from relativistic Boltzmann equation in a mechanical
way with no heuristic arguments on the basis of so-called
the renormalization-group method: This was made possible
by introducing the macroscopic frame vector which defines
the macroscopic Lorenz frame in which the slow dynamics
is described. Our generic equation includes not only the Lan-
dau equation [12] but also a modified Eckart/Stewart equation
[13,14] and a novel one which does not contain the bulk viscos-
ity term.
We notice that the derived equation is consistent with the un-
derlying kinetic equation, so the equations and also the method
developed here may be useful for the analysis of the system
where the proper dynamics describing the system changes from
the hydrodynamic to kinetic regime, as in the system near the
freeze-out region in the RHIC experiment.
Our method is so mechanical and simple that it is success-
fully applicable to derive the dissipative hydrodynamics for the
140 K. Tsumura et al. / Physics Letters B 646 (2007) 134–140multi-component system in Landau frame [34]. In the present
work, the fluid dynamical variables correspond to the conserved
quantities in the collision process and span the five-dimensional
P-space, which is an invariant manifold in the terminology of
the dynamical systems. One may suspect that the method could
apply to derive the Israel–Stewart equation [20] with fourteen
variables in accordance with Grad’s moment method [22]. The
answer is affirmative: We have found [35] that a simple exten-
sion of the P-space in our formalism gives the equation equiva-
lent to Grad’s fourteen-moment method [22]. These extensions
will be reported elsewhere. In passing, we emphasize that our
method itself has a universal nature and can be applied to derive
a slow dynamics from other kinetic equations than the simple
Boltzmann equation.
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