An approximation Ansatz for the operator solution, U (z ′ , z), of a hyperbolic first-order pseudodifferential equation, ∂z + a(z, x, Dx) with Re(a) ≥ 0, is constructed as the composition of global Fourier integral operators with complex phases. An estimate of the operator norm in L(H (s) , H (s) ) of these operators is provided which allows to prove a convergence result for the Ansatz to U (z ′ , z) in some Sobolev space as the number of operators in the composition goes to ∞.
Introduction
We consider the Cauchy problem ∂ z u + a(z, x, D x )u = 0, 0 < z ≤ Z (0.1) u | z=0 = u 0 , (0.2) with Z > 0 and a(z, x, ξ) continuous with respect to (w.r.t.) z with values in S 1 (R n × R n ). We denote D x = 1 i ∂ x . Further assumptions will be made on the symbol a(z, x, ξ). When a(z, x, ξ) is in fact independent of x and z it is natural to treat such a problem by means of Fourier transformation: ) n dξ. For this to be well defined for all u 0 ∈ S (R n ) or some Sobolev space we shall impose the real part of the principal symbol of a to be non-negative. When the symbol a depends on both x and z we can naively expect
for z small and hence approximately solve the Cauchy problem (0.1)-(0.2) for z ∈ [0, z (1) ] with z (1) small. If we want to progress in the z direction we have to solve the Cauchy problem ∂ z u + a(z, x, D x )u = 0, z (1) < z ≤ Z u(z, .) | z=z (1) = u 1 (z (1) , .), which we approximatively solve by
Such a procedure then goes on.
If we call G (z ′ ,z) the operator with kernel
we then see that the procedure described above involves composing such operators: with chosen values 0 ≤ z (1) ≤ · · · ≤ z (k) ≤ Z we then have
for z ≥ z (k) . We then naturally define for P = {z (0) , z (1) , . . . , z (N ) }, a subdivision of [0, Z] with 0 = z (0) < z (1) < · · · < z (N ) = Z, the operator W P,z
The procedure described above yields W P,z (u 0 ) as an approximation Ansatz for the solution to the Cauchy problem (0.1)-(0.2). We denote ∆ P = sup i=1,...,N (z i − z i−1 ). The operator G (z ′ ,z) is often referred to as the thin-slab propagator (see e.g. [3, 2] ).
Note that a similar procedure can be used to show the existence of an evolution system by approximating it by composition of semigroup solutions of the Cauchy problem with z 'frozen' in a(z, x, D x ) [19, 11] . Note that the thin-slab propagator G (z ′ ,z) is however not a semigroup nor an evolution family here (see Section 3 for simple arguments).
The approximation Ansatz proposed here is a tool to compute approximations of the exact solution to the Cauchy problem (0.1)-(0.2). Such computations in the case of geophysical problems can be found in [3] . In exploration seismology one is confronted with solving equations of the type (∂ z − ib(z, x, D t , D x ) + c(z, x, D t , D x ))v = 0, (0. 3) v(0, .) = v + (0, .), (0. 4) where t is time, z is the vertical coordinate and x is the lateral or transverse coordinate. The operators b and c are of first order, wiht real principal parts, b 1 and c 1 , and c 1 (z, x, τ, ξ) is non-negative. We see that the Cauchy problem (0.1)-(0.2) studied here is more general. The Cauchy problem (0.3)-(0.4) is obtain by a (microlocal) decoupling of the up-going and down-going wavefields in the acoustic wave equation (see Appendix A and [22] for details). The proposed Ansatz can then be a tool to approximate in practice the exact solution of the Cauchy problem (0.3)-(0.4) for the purpose of imaging the Earth's interior [3, 2] . As explained in Appendix A the operator c works as a damping term that suppresses singularities in the microlocal region where its symbol does not vanishes. This effect is actually recovered in the proposed Ansatz. Geophysists are not only interested in the convergence of this Ansatz to the exact solution of the Cauchy problem (0.3)-(0.4) but they expect the wavefront set of the approximate solution to be close, in some sense, to that of the exact solution because seismic imaging aims at imaging the singularities in the subsurface (see for instance [23, 1] ). We shall investigate the microlocal properties of the proposed Ansatz in Part II, written in collaboration with Günther Hörmann.
In the present paper, we are interested in the analysis of the convergence of the approximation scheme W P in Sobolev spaces. Section 1 introduces the Cauchy problem we study and the precise assumptions made on the symbol a(z, x, ξ), especially on the real part, c 1 , and imaginary part, −b 1 , of its principal symbol. In Section 2, we shall at first concentrate our study on the operator G (z ′ ,z) , yet to be properly defined. Under some assumptions on a(z, x, ξ), we shall prove that G (z ′ ,z) is a global Fourier integral operator (FIO) with complex phase and that it maps S into S , S ′ into S ′ and H (s) into H (s) for any s. An estimation of G (z ′ ,z) (H (s) ,H (s) ) will be the first step towards the analysis in Section 3 of the convergence of W P,z . In fact we prove that for z ′ − z sufficiently small then (Theorem 2.22)
for some constant M . Such an estimate is achieved by the analysis of the behavior of the symbol exp[−∆c 1 ] as an element of S ξ.
In Part II, we shall focus on the microlocal aspects of the operator W P,z and how it propagates the singularities of the initial condition u 0 . We shall show that the wavefront set of W P,z (u 0 )(z, .) converges in some sense to that of the solution u(z, .) of the Cauchy problem (0.1)-(0.2) as ∆ P goes to 0.
Multi-composition of FIOs to approximate solutions of Cauchy problems where first proposed in [16] and [15] where the exact solution operator of a first order hyperbolic system is approximated with a different Ansatz, up to a regularizing operator. The technique is based on the computation and the estimation of the phase functions and amplitudes of the FIO resulting from these multi-products, a result know as the Kumano-go-Taniguchi theorem. The technique was then further applied to Schrödinger equations with specific symbols [12, 17] . In these latter works the multi-product in also interpreted as an iterated integral of Feynman's type and convergence is studied in a weak sense. In [12] a convergence result in L 2 is proved. This is the type of results sought here for first order hyperbolic equations. We however do not use the apparatus of multi-phases and rather focus on estimating the Sobolev regularity of each term in the multiproduct of FIOs in the proposed Ansatz. While the resulting product is an FIO, we do not compute its phase and amplitude.
In this paper, when the constant C is used, its value may change from one line to the other. If we want to keep track of the value of a constant we shall use another letter. When we shall write that a function is bounded w.r.t. z and/or ∆ we shall actually mean that z is to be taken in the interval [0, Z] and ∆ in some interval [0, ∆ max ] unless otherwise stipulated. We shall generally write X, X ′ , X ′′ , X (1) , . . . , X (N ) for R n , according to variables, e.g., x, x ′ , . . . , x (N ) .
In the present paper, symbol spaces are spaces of global symbols; a function
The best possible constants C αβ , i.e.,
We shall use, in a standard way, the notation # for the composition of symbols of pseudodifferential operators (ψDO). When given an amplitude p(x, y, ξ) ∈ S m ρ,δ (X ×X ×R n ), ρ ≥ δ, we shall also use the notation σ {p} (x, ξ) for the symbol of the pseudodifferential operator with amplitude p. For p ∈ S m ρ,δ (X × R n ) we shall write p * for the symbol of the adjoint operator. When composing ψDOs or computing adjoints of ψDOs we shall make use of the oscillatory integral representation of the resulting symbol instead of asymptotic series for two reasons. First, we aim at estimating operator norm in L(H s , H s ) while using asymptotic series representations for symbols yields results up to regularizing operators which operator norms cannot be controlled. Second, we shall consider symbols in S m ρ , for some m, including the case ρ = 1 2 for which the asymptotic formulae of the calculus of ψDOs cease to hold.
For r ∈ R we let E (r) be the ψDO with symbol ξ r := (1 + |ξ| 2 ) r/2 . The operator E (r) maps H (s) (X) onto H (s−r) (X) unitarily for all s ∈ R with E (−r)
being the inverse map.
The homogeneous first-order hyperbolic equation
Let s ∈ R and Z > 0. We consider the Cauchy problem
where the symbol a(z, x, ξ) satisfies the following assumption Assumption 1.1. In Section 3 we shall further make the following assumption.
Weaker assumptions will also be formulated in Section 3, for instance by the introduction of another approximating Ansatz.
We denote by a 1 = −ib 1 +c 1 the principal symbol of a and write b = b 1 +b 0 with 
with λ large enough (λ solely depending on s).
By Proposition 9.3 in [5, Chapter VI] the family of operators (a z ) z∈[0,Z] generates a strongly continuous evolution system. We denote U (z ′ , z) the corresponding evolution system:
Then the Cauchy problem (1.5)-(1.6) reads
2 The thin-slab propagator. Regularity properties.
We follow the terminology introduced in [9, for FIOs with complex phase. Let z ′ , z ∈ [0, Z] with z ′ ≥ z and let ∆ :
Remark 2.1. The function φ (z ′ ,z) is assumed to be homogeneous of degree 1 only when |ξ| ≥ 1. This however is not an obstacle to the subsequent analysis, e.g., FIO properties, since to define such operators the phase function need not be homogeneous of degree 1 for small |ξ|. In the subsequent results concerning the phase function and FIOs one will then assume that |ξ| is large enough, i.e., |ξ| ≥ 1.
Proof. Note that, by Assumption 1.1, Im(φ (z ′ ,z) ) ≥ 0 and φ is homogeneous of degree 1; ∂ x φ = 0 implies ξ = 0. Thus, φ is a phase function of positive type. Inspecting the partial derivatives of ∂ ξ φ w.r.t. x we conclude that the differentials d(∂ ξ1 φ), . . . , d(∂ ξn φ) are linearly independent.
by Lemma 18.1.10 in [8] . We define
We shall keep this notation (for this symbol and others in the sequel) but it will be useful however to consider this symbol to depend on the parameters z and ∆ instead of z and z ′ in the following analysis. Note that g (z ′ ,z) is bounded w.r.t. z and C ∞ w.r.t. ∆ with values in S 0 (X × R n ). Hence, we may define a distribution kernel
as an oscillatory integral. We denote the associated operator by G (z ′ ,z) . This operator is often referred to as the thin-slab propagator (see e.g. [3, 2] ). We show that
Define α := (x ′ , x, ξ ′ , ξ) and
where j = 1, . . . , n. We denote byĴ (z ′ ,z) the ideal in C ∞ (R 5n ) generated by the functions u θj , u ξj , and u xj , and we let J (z ′ ,z) be the subset of the functions inĴ (z ′ ,z) that are independent of θ.
is generated by the functions
Some of the key arguments of the proof are close to that in the proof of Theorem 25.4.4 in [9] .
Proof. The idealĴ (z ′ ,z) is also generated by the functions
where these generators vanish and we work in a neighborhood of this point. (Note that θ 0 = ξ 0 .) Since z → a 1 (z, .) ∈ S 1 (X × R n ) is bounded we have that ∃∆ 1 > 0 such that for 0 ≤ ∆ ≤ ∆ 1 , and all z ∈ [0, Z], det ∂ (u θ1 , . . . , u θn ,ũ ξ1 , . . . ,ũ ξn , u x1 , . . . , u xn ) /∂ν = 0. By Theorem 7.5.7 in [10] we have 
where P is a C ∞ 2n × n matrix and Q is a C ∞ 2n × 2n matrix and the functionsx,ξ are also C ∞ in a neighborhood of (ν 0 , µ 0 ). As the functions
independent differentials, Lemma 7.5.8 in [10] proves that they generateĴ (z ′ ,z) and the proof of that lemma shows that Q is invertible in a neighborhood of (ν 0 , µ 0 ). Letting θ = ξ we have
We thus obtained thatĴ (z ′ ,z) is generated by the functions u θj , v xj , v ξj , j = 1, . . . , n. We then see that J (z ′ ,z) is generated by v xj , v ξj , j = 1, . . . , n. In fact, using Theorem 7.5.7 in [10] again, any C ∞ function h(α) can be locally written in the form
and Lemma 7.5.10 in [10] implies that ∀N ∈ N, ∃C N > 0:
locally. Therefore, Theorem 7.5.12 in [10] yields r ∈ I(w x , w ξ ) = I(v x , v ξ ); which in turn implies g ∈ I(v x , v ξ ) and thereby completes the proof.
As the Poisson brackets (for the symplectic 2-form σ ′ − σ on T * (X ′ × X), where σ ′ and σ are the symplectic 2-forms on T * (X ′ ) and T * (X) respectively) of any two of the functions in (2.10) vanish identically we obtain that the ideal generated by these functions is globally a conic canonical ideal in the sense of [9, Definition 25.4.1. and Section 25.5]. The phase function φ (z ′ ,z) thus defines J (z ′ ,z) in the neighborhood of any point of J (z ′ ,z)R : it thus globally defines J (z ′ ,z) , which is then of positive type. Therefore the operator G (z ′ ,z) is a global FIO with complex phase (see Definitions 25.4.9. and 25.5.1. in [9] ).
global Fourier integral operator with complex phase and
We denote the half density bundle on
′ stands for the twisted canonical ideal, i.e. a Lagrangian ideal (see Section 25.5 in [9] ).
Note that, with the following analysis, we could also consider G (z ′ ,z) as a global FIO with real phase with amplitude in S
g. [20] ). However such consideration would be rather technical as one usually restricts oneself to the type S m ρ with ρ > 1 2 for FIOs (see the remark at the end of Section 25.1 in [9] ; see Also [18, pages 391-392] ). Viewing the thin-slab propagator G (z ′ ,z) as a FIO with complex phase is also a good framework to understand the propagation of singularities in Part II. We shall however make this interpretation for G (z ′ ,z) in Proposition 2.25, below, to apply a result of Kumano-go [13, Theorem 2.5].
We now establish some global continuity properties of the operator G (z ′ ,z) stated in a slightly more general form (for similar results with global symbols see for instance [13] , where phase functions are real and other conditions are imposed on the phase function).
Lemma 2.5. Let A be an FIO with a kernel of the form
where
and ϕ is homogeneous of degree 1 in ξ, for |ξ| large enough, and
Proof. Let u ∈ S . We then have
The operator A is hence well defined from S into C (R n ). If we differentiate we obtain
Iterating we find that Au ∈ C ∞ (R n ). Integrating by parts we also have
Since
Au(x)| because of the hypothesis made on f i , i = 1, . . . , n. The operator A thus maps S into S continuously.
To show continuity from S ′ into S ′ we shall need the following lemma.
Then we have
where the constant C is bounded when the function f stays in a domain of
Proof. The proof is the same as that of Theorem 7.7.1 in [10] where u ∈ C k 0 (R n ). In fact the further assumptions on f made here allow to give global bounds that are needed since u ∈ S in the present case. 
Lemma 2.7. Let A be an FIO with a kernel of the form:
Observe that the differential of φ(x, ξ) : Proof. Without loss of generality we may assume that γ is homogeneous of degree 1 for |ξ| ≥ 1. Let A t be the transpose of A and let u ∈ S , then.
and put w(ξ) = v(ξ, ξ). As u ∈ S then v and w are both C ∞ . Then A t u is the Fourier transform of w. The lemma is proved if we show that u → w(ξ) is continuous from S to S .
Let ω = |ξ| ≥ 1 and ξ 0 = ξ/|ξ| ∈ S n−1 . We then have y|ξ + γ(y, ξ) = ωf (y, ξ) with f homogeneous of degree 0 in ξ, for |ξ| ≥ 1. Note that ∂ y f (y, ξ) = ξ 0 + ∂ y γ(y, ξ 0 ). With the assumption made on ∂ y γ we have |∂ y f (y, ξ)| ≥ c > 0. Applying Lemma 2.6 and estimate (2.11) we obtain
where the constants K k , K ′ k can be chosen uniformly w.r.t. ξ, |ξ| ≥ 1 since the constants C 0 , C 1 , . . . , C k+1 of Lemma 2.6 can be chosen bounded (as ξ 0 ∈ S n−1 ). Now setting η = ξ we obtain that for all k ∈ N, ∃K
We now consider
As y i u(y) ∈ S and ∂ ξi γ(y, ξ) is homogeneous of degree 0 for |ξ| ≥ 1 estimates similar to those in (2.13) are valid.
It is immediate from the structure of φ (z ′ ,z) in (2.8) that Lemma 2.5 applies to 
Remark 2.9. By the above result, composition of the two FIOs G (z ′′ ,z ′ ) and G (z ′ ,z) is thus natural without further requirement such as having the operators properly supported.
We now turn to global L 2 and Sobolev space continuity for the operator G (z ′ ,z) . We shall use the following lemma. 
where f is in S 1 (X × R n , R n ) and homogeneous of degree 1 in ξ, for |ξ| ≥ 1. Thenp
Proof. Let ∆ 3 be small enough such that |ξ − ∆f (x, ξ)| ≥ C 0 > 0 if |ξ| = 1 and ∆ ∈ [0, ∆ 3 ]. We then have
This inequality yields the proper estimates for ∂ α x ∂ β ξp s to prove thatp s ∈ S m ρ (X × R n ). As derivatives w.r.t. ∆ do not affect the symbol order and type, the proof is finished. Bounds w.r.t. the parameter s come naturally. The proof is complete.
Following [21] we introduce
if it is non-negative and satisfies
We then set
Remark 2.12. Suppose q(z, .) as in Definition 2.11 and |α| + |β| ≥ L then
Estimate (P L ) is thus clear in this case.
Examples of symbols with such a property with L > 2 are given in [21] . In fact we prove that c 1 satisfies Property (P L ) for L = 2.
Lemma 2.13. Let q(z, y, η) be bounded w.r.t. z with values in
Proof. Bounds w.r.t. z are natural; we shall omit the dependence on z in the proof for concision. We have to prove that
The property is clearly true for |α| + |β| = 0 and for |α| + |β| ≥ 2 by the remark above. Let us now treat the case |α| + |β| = 1. For this we use Landau's inequality: let f ∈ C 2 (R) with f ≥ 0 and f ′′ is bounded then (see [4, page 40] and [10, Lemma 7.
We first treat the case |α| = 1. Define p(y, η) = (1 + |η| 2 )
and is thus bounded. We thus have
which yields
which is the expected estimate. Let us now treat the case |β| = 1, with for instance, β = (1, 0, . . . , 0) and α = (0, . . . , 0). Define p(y, η) = (1+|η| 2 ) 1 2 q(y, η). Then p ∈ S 2 (R p × R r ) and thus ∂ 2β η p(y, η) is bounded. We hence have
the triangular inequality yields
We finally obtain
which is the expected estimate.
Remark 2.14. If the symbol q(z, y, η) satisfies Property (P L ) then the amplitude q(z, y ′ , η) + q(z, y, η) also satisfies Property (P L ) (with derivatives w.r.t. y, y ′ and η). 
is a linear combination of terms of the form
We can estimate the absolute value of each of these terms, using Property (P L ), by
While the symbol exp[−∆q(z, y, η)] is bounded w.r.t. z and smooth w.r.t. ∆ with ∆ ≥ ∆ min > 0 with values in S 0 ρ (R p × R r ), this fails to be true at ∆ = 0:
In fact when we want to control the behavior of exp[−∆q] close to ∆ = 0 we shall use the following definition and lemmas. 
Proof. In the proof all the functions and symbols will naturally be bounded w.r.t. z. We thus drop the variable z here for concision.
We define
. We first consider the case |α| + |β| = 0 with 0 ≤ m ≤ 1. We need to estimate |∂ 
(where k can be 0). Using Property (P L ) we find that the absolute value of such a term is bounded by
and q ≥ 0 and we obtain the following estimate
If l < 0, (1 + q) l is simply bounded (q ≥ 0) and we obtain the following estimate:
As m + δ(|a + b|) − 1 > −1 in the considered case, both estimates exhibit bounds that are in L 1 ([0, 1]) w.r.t. s. We also have uniform bounds w.r.t. ∆ as we have assumed m ≤ 1.
We now treat the case 1 ≤ |α| + |β| ≤ L, 0 ≤ m ≤ 1 − δ(|α| + |β|). We estimate the absolute value of
which is a linear combination of terms of the form
where k ≥ 1. Using Property (P L ) we find that the absolute value of such a term is bounded by
This completes the proof.
Proof. Again bounds w.r.t. z are clear. We first treat the case |α| + |β| = 0. We write
As q ∆ | ∆=0 is independent of y and η, then q ∆ is bounded w.r. 
r.t. ∆ and z with values in
Note that the property (Q L ) is stable when we go from amplitudes to symbols:
Proof. We use the oscillatory integral representation for the symbol:
, we obtain a linear combination of terms of the form, with α 1 +α 2 = α,
where q m(α1,α2)β ∆ is bounded w.r.t. ∆ and z with values in the symbol space S m−ρ|β|+δ|α| ρ (R 2p ×R p ). As the map a → σ {a} maps bounded sets into bounded sets the result follows.
We shall also need the following lemma.
where the function λ m ∆ (z, x, ξ) is bounded with respect to ∆ and z with values in S
Proof. For the sake of concision we take p = 1 in the proof but it naturally extends to p ≥ 1. We write λ ∆ = q ∆ r. Using the oscillatory integral representation of σ {q ∆ } we obtain
Taylor's formula yields
With an integration by parts we obtain
as r does not depend on y. The first term is treated using Property (Q L ) while for the second one we write
by Property (Q L ). We actually take δ ≤ m ′ ≤ 1 − δ and write m = m ′ − δ. We obtain (R 2p × R p ) and 0 ≤ m ≤ 1−2δ = ρ−δ. We conclude since the map σ{.} maps bounded sets into bounded sets.
We are now ready to give an estimate of the operator norm of the thin-slab propagator,
Theorem 2.22. Let s ∈ R. There exists M > 0, ∆ 4 > 0 such that
In the proof we assume that c 1 satisfies property P L for some L ≥ 2. We know that it is always true for L = 2 by Lemma 2.13 but special choices for c 1 can be made. As before we use ρ = 1 − 1/L and δ = 1/L with ρ > δ for L > 2 and ρ = δ = 1 2 for L = 2. In the proof we proceed classically by computing G (z ′ ,z) G * (z ′ ,z) and use the classical results on ψDOs (see e.g. [18, Section 5] and also [7] ). Here we however do not content ourself with the continuity of G (z ′ ,z) but we want to obtain a precise estimate of the operator norm in L(H (s) (X), H (s) (X ′ )), which will be required in the sequel. Here we exploit the fact that ∆ can be taken arbitrarily small which allows to carry out some explicit computations.
Computing the kernel
We write
where h is smooth and homogeneous of degree one in ξ, |ξ| ≥ 1. The function h and continuous w.r.t. z with values in S 1 (X × R n ) by Assumption 1.1 and estimate (1.1.9) in [10] . We thus obtain that the change of variables ξ → ξ + ∆h(z,
We thus have 
t. ∆ with values in S
Proof. Homogeneity is clear. We have
which yields, because of homogeneity,
for ∆ small enough, uniformly chosen w.r.t. z ∈ [0, Z], x ′ , x ∈ R n . Differentiating the j th coordinate of ξ,
The partial derivatives of h are bounded for |ξ| = 1. We can hence solve for ∂ xiξ (∆, z, x ′ , x, ξ) when ∆ is small enough and find the expected estimate from that obtained forξ(∆, z, x ′ , x, ξ):
Differentiating w.r.t. x ′ i , ξ i , and ∆ yields similar structures and the proper symbol estimates. The proof carries on by induction. Note that the required size for ∆ to solve the systems of the form (2.15) remains fixed along the induction process. Theorem 2.22 . From (the proof of) Lemma 2. 23 we also obtain that the Jacobian J ∆ (z, x ′ , x, ξ) is homogeneous of degree zero in ξ, |ξ| ≥ 1, and is continuous w.r.t. z and C ∞ w.r.t. ∆ with values in S 0 (R 2n ×R n )).
Continuation of the proof of
. Lemma 2.10 and Lemma 2.23 yield that p ∆ satisfy property (Q L ). We then have
where k ∆ (z, .) is bounded w.r.t. z and C ∞ w.r.t. ∆ with values in S −2s (R 2n ×R n ) and k ∆ (z, .)| ∆=0 = .
−2s by Lemma 2.10 and Lemma 2.23. By Theorem 1.1.9 and formula (1.1.9) in [10] we obtain
wherek ∆ is bounded w.r.t. z and C ∞ w.r.t. ∆ with values in
and is given by
As p ∆ bounded w.r.t. z and ∆, ∆ small enough, with values in S 0 ρ (R 2n × R n ) (Property (Q L )) we obtain that the second term in the equation above satisfies the same property and thus we can write
and 
where λ ∆ is bounded w.r.t. ∆ and z with values in S
We thus obtain
For the rest of the proof, if we don't write it explicitly, by p ∆ and p ∆ (z, x, ξ) we shall actually mean p ∆ (z, x, x, ξ).
Lemma 2.24.
t. z and ∆ with values in
Proof. We write
and thus obtain, with the oscillatory integral representation for the composition formula,
With Taylor's formula and applying an integration by part, we find (we have supposed n = 1 for the sake of simplicity but it naturally extends to p ≥ 1)
Using Property (Q L ) with m = 1 − δ we find
is bounded w.r.t. ∆ and z with values in S 1 ρ (R n × R n ) we obtain the result.
End of the proof of Theorem 2.22.
With the previous lemma we see that
we follow the procedure at the end of the proof of Theorem 18.1.11 in [8] . Let A := 1 + ∆. Define
which satisfies Property (Q L ) by Lemma 2.18. Then define r ∆ by
Note that
It is easy to check that ν ∆ (z, x ′ , ξ)ν ∆ (z, x, ξ) satisfies Property (Q L ) for |α| + |β| ≥ 1. The same applies to p ∆ (z, x ′ , ξ)p ∆ (z, x, ξ). Lemma 2.21 applies and with m = ρ − δ we thus obtain that r ∆ = ∆r ∆ withr ∆ bounded w.r.t. z and ∆ with values S
for some K 4 > 0 large enough. We thus obtain that
With the definition of F (z ′ ,z) it follows that
which concludes the proof of Theorem 2.22.
We observe that for ∆ small enough, the function x ′ |ξ + ∆b 1 (z, x ′ , ξ) satisfies the conditions (P )-(i), (P )-(ii), and (P )-(iii) in [13, page 2] . With Lemmas 2.13 and 2.17, we observe that an FIO with phase function φ (z ′ ,z) (x ′ , x, ξ) and amplitude in σ A (z, x ′ , ξ) in S m (X × R) may actually be understood as an FIO with real phase
. Applying Theorem 2.5 and the following remark in [13] we obtain Proposition 2.25. Let A (z ′ ,z) be the global FIO with kernel
This proposition could also be proved by adapting the proof of Theorem 2.22 to this case. Note that in the case σ A = g (z ′ ,z) we were able, in the proof of Theorem 2.22, to achieve a finer estimate. The proof heavily relies on the particular structure of the phase function and the amplitude that can be taken as "close" as we want to those of the identity operator by taking ∆ small enough.
The approximation Ansatz. Convergence in Sobolev spaces
We first define the Ansatz that approximates the solution operator to (1.5)-(1.6). We chose to use a constant-step subdivision of the interval [0, Z] but the method and results presented here can be naturally adapted to any subdivision of [0, Z].
The following proposition will be useful in the sequel.
Proposition 3.2. Let s ∈ R. There exists K > 0 such that for every subdivision
N which is bounded as it converges to exp [ZM ] as N goes to ∞. 
as the norm of u k in H (s+1) (X) remains under control even if |P| = N becomes very large by Proposition 3.2:
if ∆ P is small enough.
We shall need the following lemma which is a variant to Lemma 2.21
where the function λ 
Proof. We proceed as in the proof of Lemma 2.21 (we take p = 1 for the sake of concision). We obtain
where here
The first two terms are treated like in the proof of Lemma 2.21. For the Third term, with Property (Q L ) we write
. We actually take δ ≤ m ′ ≤ 1 − δ and write m = m ′ − δ. We obtain 
where q For the next proposition we shall need the following assumption as announced in Section 1
e. Lipschitz continuous w.r.t. z with values in
Proposition 3.8. Let s ∈ R. There exists ∆ 6 > 0 and C ≥ 0 such that for
Like in the proof of Theorem 2.22 we assume that c 1 satisfies property P L for some L ≥ 2. We know that it is always true for L = 2 by Lemma 2.13 but special choices for c 1 can be made. As before we use ρ = 1 − 1/L and δ = 1/L with ρ > δ for L > 2 and
Let us define
We prove in the following lemma that for r, s ∈ R, D (z ′ ,z) (H (r) ,H (r+2s−2)) ) ≤ C∆ uniformly w.r.t. z ∈ [0, Z] for ∆ small enough. The conclusion then follows:
Proof. The operator D (z ′ ,z) is made up of four terms:
The kernel of D 1,(z ′ ,z) is given by
and
with g (z ′ ,z) given in (2.9). Following the proof of Theorem 2.22 we write
where h is homogeneous of degree one in ξ, |ξ| ≥ 1. The function h and continuous w.r.t. z with values in
We thus obtain that the change of variables ξ → ξ + ∆h(z,
′ , x, ξ) is homogeneous of degree zero in ξ, C ∞ w.r.t. ∆ and bounded w.r.t. z with values in S 0 (R 2n × R n ). We then have
The functionξ(∆, z, x ′ , x, ξ), writtenξ(∆, ξ) for concision, is bounded w.r.t. z and C ∞ w.r.t. ∆ in S 1 (R 2n × R n ) and homogeneous of degree 1 in ξ as shown in Lemma 2.23. It follows thatd 1,z 
Similarly we prove that
The operator D 2,(z ′ ,z) is thus in Ψ 2−2s ρ (X) with symbol
Similarly we find that the operators D 3,(z ′ ,z) and D 4,(z ′ ,z) are in Ψ 
The result follows.
If we change the assumption made on the symbol a(z, .) to some Hölder type continuity, then the corresponding change in the proof of Lemma 3.9 yields the following weaker result
Then the approximation Ansatz W P,z converges to the solution operator U (z, 0) of the Cauchy problem (1.5) 
as ∆ P goes to 0 with a convergence rate of order α/2: 
A A diagonalization/decoupling of the acoustic wave equation
We give here an overview of [22] , which gives a motivation for approximating solutions of the Cauchy problem (1.5)-(1.6), for instance in the context of geophysics.
We first consider the scalar wave equation 
as encountered in acoustics, where ρ is the fluid density, and c is the wavespeed. Both these functions are assumed to be independent of time t and to be in C ∞ (R n ). We further assume that 0 < ρ 0 ≤ ρ(y) ≤ ρ 1 and 0 < c 0 ≤ c(y) ≤ c 1 , y ∈ R n . We denote z = y n and x = (y 1 , . . . , y n−1 ) and write p( where Λ is a first-order elliptic ψDO, say for instance |D t,x |, and
with Λ −1 denoting a parametrix for Λ.
Following [22] , we introduce Figure 1 illustrates the set I Θ at a given (x, z) and a given frequency τ . An angle θ ∈ [−Θ, Θ] corresponds to a propagation angle. Restricting the analysis to I Θ corresponds to staying away Figure 1 : The shaded area corresponds to I Θ at a given (t, x, z) and a given frequency τ . θ is the propagation angle. The set Char(p) is represented dotted. from horizontal propagation. Note that in I Θ we have c(x, z) −2 τ 2 − |ξ| 2 > 0, which is the main purpose of the restriction to such a microlocal region.
In I Θ , G is a first-order ψDO by Theorem 18.1.35 in [8] . In I Θ we can follow the method of [25, Chapter IX] (see also [24] ) to decouple the up-going and downgoing wavefields. We briefly recall the method here. Define η ± (x, z, τ, ξ) = ±(c(x, z) −2 τ 2 − |ξ| 2 ) 1 2 , which are the two roots of det(ηI 2 − G 1 ) = 0 with G 1 the (matrix-)principal symbol of G. The matrix G 1 (x, z, τ, ξ) is diagonalizable and we choose a matrix V (x, z, τ, ξ) ∈ S 0 (I ′ Θ ), invertible, such that V G 1 V −1 is diagonal; V van be chosen homogeneous of degree 0. If we write w (0) = V (x, z, D t , D x )w we obtain D z w (0) (t, x, z) = G (0) w (0) (t, x, z) + f (0) (t, x, z) mod C ∞ ,
We write G (0) = G
1 +G
0 with G
1 ∈ Ψ 1 in I Θ and diagonal and G
0 ∈ Ψ 0 in I Θ . By V −1 we denote a parametrix for V with principal symbol V (x, z, τ, ξ)
−1
(an abuse of notations, which will occur below again).
We then write w (1) = (1 + K (1) (x, z, D t , D x ))w (0) , with K (1) ∈ Ψ −1 in I Θ of the form
We then obtain
making use of
1 + [K (1) , G
1 ](1 + K (1) )
and the fact that L(1 + K (1) ) −1 − L ∈ Ψ m−1 if L ∈ Ψ m . Lemma 2.1 in [24] shows that K (1) can be chosen so as to have [K (1) , G
1 ] + G
0 diagonal up to an operator in Ψ −1 in I Θ . The procedure goes on by choosing K (2) ∈ Ψ −2 in I Θ in order to diagonalise the term of order -1, etc. We thus obtain Q ∈ Ψ 0 in I Θ such thatw = Q −1 w satisfies
withG =G(x, z, D t , D x ) ∈ Ψ 0 in I Θ , diagonal up to a regularizing operator
In [22] , Stolk shows that b ± can be chosen selfadjoint. This is achieved by first choosing selfadjoint operators with principal symbols equal to η ± (x, z, τ, ξ) and then replace (1 + K (i) ) by exp[K (i) ] in the iteration process described above. Various choices of Q are presented in [22] .
We define the set J Θ+ of points (t 0 , x 0 , z 0 , τ 0 , ξ 0 , ζ 0 ) such that the bicharacteristics associated with b + , parametrized by z, (t(z), x(z), τ (z), ξ(z)), passing through (t 0 , x 0 , τ 0 , ξ 0 ) at z = z 0 , is such that for all z ∈ [0, Z], the point (x(z), z, ξ(z), τ (z)) remains in I ′ Θ . In other words, with the interpretation given by Figure 1 the propagation angle, θ(z) along the bicharacteristics should never exceed Θ.
We now choose 0 < Θ 1 < Θ 2 < π 2 . We choose a real non-negative symbol c(z, x, τ, ξ) ∈ S 1 (R × R n−1 × R × R n−1 ) such that c = 0 in I Θ1 and elliptic in the complement of I Θ2 . After extendig smoothly b + outside I Θ , such that b + is real homogeneous of degree 1, we now consider the Cauchy problem (∂ z − ib + (z, x, D t , D x ) + c(z, x, D t , D x ))v = 0, v(0, .) = v + (0, .),
With Assumption (33) and (34) in [22] we obtain that v = v + mod C ∞ in J Θ1+ , v = 0 mod C ∞ in the complement of J Θ2+ .
See [22] and [21] for details. A similar results holds for the other 'one-way' wave operator ∂ z − ib − + c.
