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a b s t r a c t
We present a finite volume version of the multi-moment advection scheme (Minoshima et al., 2011,
2013). The scheme advances zeroth to second order piecewise moments at cell centers through their
numerical fluxes obtained fromone-dimensional high order interpolation. Themodification simplifies the
scheme without losing its high performance. We apply the scheme to two-dimensional electromagnetic
Vlasov simulations of linearwavepropagation andnonlinearmagnetic reconnectionproblems. OurVlasov
simulation resolvesmicroscopic structure of the non-Maxwellian plasma velocity distribution around the
magnetic reconnection site as well as macroscopic structure of fluid quantities within the energy error of
2%, and is in good agreement with previous studies.
© 2014 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/3.0/).1. Introduction
The kinematics of collisionless plasma has been studied in
a wide variety of fields, such as in laboratory plasma physics,
space physics, and astrophysics. The evolution is fully described by
the Vlasov–Maxwell equations. Thanks to recent development in
computational technology, self-consistent numerical simulations
of collisionless plasma have been successfully performed from the
first-principle Vlasov–Maxwell system of equations.
There are two numerical simulation methods for collision-
less plasma. The most popular one is the Particle-In-Cell (PIC)
method [1], which approximates the plasma by a finite number
of Lagrangian macro-particles. Their trajectories calculated from
ordinary differential equations are continuous in space, while elec-
tromagnetic fields are discretized on grid points in space. The PIC
method has been used for awide variety of plasmaphenomena, be-
cause it gives satisfactory results evenwith a relatively small num-
ber of particles. However, the PIC inherently has a large numerical
noise due to the approximation of the distribution function by a fi-
nite number of particles. It is hard to describe the distribution func-
tion in low density regions of phase space.
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0/).An alternative method has been proposed to remedy problems
inherent to the PIC. The so-called Vlasov simulation directly dis-
cretizes the distribution function on grid points in phase space, and
then solves the Vlasov equation as a partial differential equation.
The Vlasov simulation describes the Eulerian distribution function
with very low level of numerical noise. This advantage allows us to
study in detail such as wave–particle interaction, heating and ac-
celeration, and thermal transport processes, inwhich a small num-
ber of high energy particles play an important role. On the other
hand, the Vlasov simulation requires a highly accurate scheme for
the advection equation in multidimensions to preserve character-
istics of the Vlasov equation (i.e., the Liouville theorem) as much
as possible. It needs huge computational cost to discretize the dis-
tribution function in multidimensions up to six. Sub-grid scale
structures inherently arise in velocity space in associationwith the
so-called filamentation phenomenon [2]. The Vlasov and PIC sim-
ulations are complementary to each other.
A popular strategy for the Vlasov simulation is an operator
splitting method proposed by Cheng and Knorr [3], in which
the electrostatic Vlasov equation is split into two equations in
configuration and velocity spaces and then are alternately ad-
vanced. Both equations reduce to simple linear advection equa-
tions. Most schemes for the Vlasov simulation are designed based
on the splitting method to utilize high order advection schemes.
The schemes have been succeeded especially in applying to the
le under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.
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netic Vlasov–Maxwell simulations in two and three dimensions
are indispensable for understanding the physics of magnetized
plasma. Extension of the splitting method to the electromagnetic
Vlasov simulation has been developed. Semi-Lagrangian schemes
have been successfully incorporated into the splitting method to
trace characteristics in phase space [6,2,7–10]. However, insuffi-
cient resolution in phase space causes rapid numerical diffusion
during the gyration around themagnetic field line (solid body rota-
tion in velocity space). Therefore, practical application of the elec-
tromagnetic Vlasov simulation to magnetized plasma phenomena
is very limited.
Recently, we have proposed a new conservative semi-Lagran-
gian scheme for the advection equation, specifically designed to
solve the Vlasov equation for magnetized plasma [11,12]. The
scheme advances not only point values of a profile but also its
zeroth to second order piecewise moments on the basis of their
governing equations, for better conservation of the information
entropy and reducing numerical diffusion. The Multi-Moment
Advection (MMA) schemepreserves a physical profile in the advec-
tion and solid body rotation problem with substantially reduced
numerical diffusion, allowing us to perform long-time Vlasov sim-
ulations of magnetized plasma with high accuracy. We have suc-
cessfully applied the scheme to one-dimensional electromagnetic
Vlasov–Maxwell simulations.
The purpose of this paper is to simplify the scheme without
losing its high performance. To this end, we modify the scheme
into a finite volume formulation (MMAFV). Only piecewise mo-
ments are defined as dependent variables at cell centers, while
the previous scheme uses point values at cell corners as well. The
numerical flux is calculated at cell interfaces by one-dimensional
interpolation technique dimension-by-dimension, while the pre-
vious scheme requires the reconstruction of a multi-dimensional
interpolation function and its exact integration over time and
space. These modifications greatly simplify the scheme. Details of
the scheme are described in Sections 2–4. Numerical tests of the
scheme are presented in Section 5. We find that the new scheme is
more suitable for practical applications than the previous scheme.
The application of the scheme to two-dimensional electromagnetic
Vlasov–Maxwell simulations is presented in Section 6. Finally, we
summarize the paper in Section 7.
2. One-dimensional scheme (MMAFV1D)
We consider the advection equation of a physical profile f (x) in
a conservative form,
∂ f
∂t
+∇ · (uf ) = 0, (1)
where u is the velocity. In order to solve the equation, we define
mth order moments of a one-dimensional profile f (x) as
Mm = 1
m!

xmfdx. (2)
Integrating Eq. (1) over space, the governing equation of the
moments is written as
∂Mm
∂t
+ 1
m!

dx
∂
∂x

uxmf
 = H(m)
(m− 1)!

uxm−1fdx, (3)
where
H(m) =

0 (m = 0),
1 (m > 0).
The scheme treats three dependent variables of cell-averaged,
zeroth to second order moments,
Mmi =
1
m!|∆x|
 xi+1/2
xi−1/2
xmfdx, (m = 0, 1, 2) (4)where |∆x| is the grid size. Eq. (3) is discretized into a finite volume
formulation,
∂Mmi
∂t
= − (ux
mf )i+1/2 − (uxmf )i−1/2
m!|∆x|
+ H(m)|∆x|
 xi+1/2
xi−1/2
uxm−1f
(m− 1)!dx. (5)
Using nine variables in the stencil (i−1, i, i+1) as constraints,
we construct an upwind-biased, eighth-order polynomial and then
approximate the profile f at cell interfaces as
fi+d/2 =

284x2i+d/2 − 412xi+d/2∆x+ 140∆x2

M0i+d
+ 2147x2i+d/2 + 2504xi+d/2∆x+ 626∆x2M0i
− 121x2i+d/2 + 412xi+d/2∆x+ 346∆x2M0i−d
− 568xi+d/2 − 412∆xM1i+d
− 4294xi+d/2 + 2504∆xM1i
+ 242xi+d/2 + 412∆xM1i−d
+ 568M2i+d + 4294M2i − 242M2i−d

/

108∆x2

, (6)
where d = sgn (ui) stands for the sign of ui and ∆x = −d|∆x|.
Uniform grid spacing is assumed. Hereafter, we refer to Eq. (6) as
f = MMAFV1D(M0,M1,M2). The second term in Eq. (5) is simply
approximated as H(m)uiMm−1i .
Finally, Eq. (5) can be advanced. For stable calculation and
reducing the memory cost, we use a fourth-order autonomous
Runge–Kutta time integration. The sth order autonomous Runge–
Kutta method gives the numerical approximation of the initial
value problem y˙ = F(y), y(t0) = 0y as follows,
Y = ny,
Y = ny+ F(Y )∆t
k
, (k = s, s− 1, . . . , 1)
n+1y = Y ,
where the left-superscript indicates the number of time step and
the function F does not explicitly depend on the independent vari-
able t .
Minoshima et al. [11] have shown that theMMA scheme exactly
guarantees the conservation of the zeroth to second order central
moments in the linear advection problem (see Eqs. (21)–(23) in the
paper). The MMAFV scheme keeps this property. The entropy of
the Gaussian profile is exactly conserved in the linear advection
problem,
f (x,∆t) = exp − (x− u∆t)2 ,
H(∆t) = −
 ∞
−∞
f (x,∆t) log f (x,∆t)dx
=

i
 xi+1/2
xi−1/2
(x− u∆t)2 f (x,∆t)dx
=

i

(u∆t)2 1M0i − 2u∆t1M1i + 21M2i

=

i

(u∆t)2 0M0i − 2u∆t
0M1i + u∆t0M0i 
+ 2

0M2i + u∆t

0M1i +
u∆t
2
0M0i

= 2

i
0M2i = H(0).
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We define (m + n)th order moments of a two-dimensional
profile f (x, y) as
Mm,n = 1
m!n!

xmynfdxdy. (7)
Integrating Eq. (1) over space, the governing equation of the mo-
ments is written as
∂Mm,n
∂t
+

dx
∂
∂x

xm
m!

u
yn
n! fdy

+

dy
∂
∂y

yn
n!

v
xm
m! fdx

=
 
H(m)uxm−1yn
(m− 1)!n! +
H(n)vxmyn−1
m!(n− 1)!

fdxdy, (8)
whereu andv are the velocity components in the x and ydirections.
To solve the equation, the scheme treats six dependent vari-
ables of cell-averaged, zeroth to second order moments,
Mm,ni,j =
1
m!n!|∆x||∆y|
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
xmynfdxdy.
(0 ≤ m+ n ≤ 2, 0 ≤ m, 0 ≤ n). (9)
Eq. (8) is approximately discretized into a finite volume formula-
tion,
∂Mm,ni,j
∂t
= 1|∆x||∆y|
−

uj
xm
m!
 yj+1/2
yj−1/2
yn
n! fdy
xi+1/2
xi−1/2
−

vi
yn
n!
 xi+1/2
xi−1/2
xm
m! fdx
yj+1/2
yj−1/2
+
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2

H(m)uxm−1yn
(m− 1)!n! +
H(n)vxmyn−1
m!(n− 1)!

fdxdy
 ,
(10)
where we ignore the variation of u(v) along y(x) in the flux terms
for simplicity. We evaluate line-averaged variables (square brack-
ets in Eq. (10)) at cell interfaces with the one-dimensional interpo-
lation technique (Eq. (6)),
1
|∆y|
 yj+1/2
yj−1/2
yn
n! fdy = MMAFV1D(M
0,n
j ,M
1,n
j ,M
2,n
j ), (11)
1
|∆x|
 xi+1/2
xi−1/2
xm
m! fdx = MMAFV1D(M
m,0
i ,M
m,1
i ,M
m,2
i ). (12)
These equations stand for the interpolation along the x and y di-
rections, respectively. Nine variables of cell-averaged moments
(M0,0, . . . ,M2,2) are required to complete Eqs. (11) and (12), while
we treat only six dependent variables (M0,0,M1,0,M2,0,M0,1,
M1,1,M0,2). To evaluate higher order moments (M2,1,M1,2,M2,2),
we construct a two-dimensional quadratic polynomial in a single
cell,
Fi,j(x, y) =
α+β=4
α=1,β=1
βαCβα;i,j

x− xi−1/2
α−1 y− yj−1/2β−1 . (13)
The coefficients Cβα;i,j are determined by using six variables Mm,ni,j
as constraints, which are listed in Appendix A. The higher ordermoments are calculated by integrating Eq. (13),
Mm,ni,j =
1
m!n!|∆x||∆y|
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
xmynFi,j(x, y)dxdy
=
α+β=4
α=1,β=1
Anβ(yj+1/2, yj−1/2)A
m
α (xi+1/2, xi−1/2)
× Cβα;i,j|∆x|α−1|∆y|β−1, (14)
where
A0α(x, xi) = 1,
A1α(x, xi) = (αx+ xi) / (α + 1) ,
A2α(x, xi) =

α (α + 1)
2
x2 + αxix+ x2i

/ {(α + 1) (α + 2)} .
(15)
Then we can calculate the numerical fluxes in Eq. (10) with Eqs.
(11) and (12). When the velocity component consists of several
terms, the corresponding numerical fluxes should be evaluated by
choosing the upwind direction for each term. For example, the ve-
locity in the x direction is u = u0 − ωy in the advection and solid
body rotation problem. The first term in Eq. (10) is
−u0 [. . .]xi+1/2xi−1/2 + ωyj [. . .]xi+1/2xi−1/2 ,
where the first and second brackets do not necessarily coincide,
depending on the sign of u0 and ωyj.
The evaluation of the remaining third term in Eq. (10) depends
on the velocity field (u, v). For the Vlasov equation in magnetized
plasma, we present two cases of the advection with uniform
velocity and the solid body rotation. For the advection, (u, v) =
(u0, v0), the term is
H(m)u0M
m−1,n
i,j + H(n)v0Mm,n−1i,j . (16)
For the solid body rotation, (u, v) = (−ωy, ωx), the term is
ω

−H(m) (n+ 1)Mm−1,n+1i,j + H(n) (m+ 1)Mm+1,n−1i,j

. (17)
Finally, Eq. (10) is advanced with the fourth-order Runge–Kutta
time integration.
The conservation of the zeroth to second order moments is
guaranteed with the multi-dimensional MMAFV scheme in the
samemanner as theMMA scheme [11]. The zeroth to second order
central moments are conserved in the linear advection problem,
similar to the one-dimensional case. The zeroth ordermoment and
the sum of the second order moment (M2,0 +M0,2) are conserved
in the solid body rotation problem. However, the scheme does not
guarantee the conservation of the sum of the square of the first
order moment (i.e., radius of rotation),
1
∆x∆y
 ∞
−∞
 ∞
−∞
xfdxdy
2
+
 ∞
−∞
 ∞
−∞
yfdxdy
2
=

i,j
nM1,0i,j
2
+

i,j
nM0,1i,j
2
=

1− (ω∆t)
6
72
+ (ω∆t)
8
576

×

i,j
n−1M1,0i,j
2
+

i,j
n−1M0,1i,j
2 , (18)
where the last equality is obtained by taking the sum of Eq. (10)
over (i, j) and then implementing the fourth-order autonomous
Runge–Kutta time integration. The error is only of the order
O((ω∆t6)) for this particular time integration scheme, and can be
further improved by using a higher order time integration.
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Extension of the present scheme to three dimensions is
straightforward.We define (l+m+n)th ordermoments of a three-
dimensional profile f (x, y, z) as
M l,m,n = 1
l!m!n!

xlymznfdV , (19)
where dV = dxdydz. Integrating Eq. (1) over space, the governing
equation of the moments is written as
∂M l,m,n
∂t
= −

dx
∂
∂x

xl
l!

u
ymzn
m!n! fdydz

−

dy
∂
∂y

ym
m!

v
znxl
n!l! fdzdx

−

dz
∂
∂z

zn
n!

w
xlym
l!m! fdxdy

+
 
H(l)uxl−1ymzn
(l− 1)!m!n! +
H(m)vxlym−1zn
l!(m− 1)!n!
+ H(n)wx
lymzn−1
l!m!(n− 1)!

fdV , (20)
where u, v andw are the velocity components in the x, y and z di-
rections.
To solve the equation, the scheme treats ten dependent vari-
ables of cell-averaged, zeroth to second order moments,
M l,m,ni,j,k =
1
l!m!n!|∆x∥∆y∥∆z|
 zk+1/2
zk−1/2
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
xlymznfdV .
(0 ≤ l+m+ n ≤ 2, 0 ≤ l, 0 ≤ m, 0 ≤ n). (21)
Eq. (20) is approximately discretized into a finite volume formula-
tion,
∂M l,m,ni,j,k
∂t
= 1|∆x∥∆y∥∆z|
×
−

uj,k
xl
l!
 zk+1/2
zk−1/2
 yj+1/2
yj−1/2
ymzn
m!n! fdydz
xi+1/2
xi−1/2
−

vi,k
ym
m!
 xi+1/2
xi−1/2
 zk+1/2
zk−1/2
znxl
n!l! fdzdx
yj+1/2
yj−1/2
−

wi,j
zn
n!
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
xlym
l!m! fdxdy
zk+1/2
zk−1/2
+
 zk+1/2
zk−1/2
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2

H(l)uxl−1ymzn
(l− 1)!m!n!
+ H(m)vx
lym−1zn
l!(m− 1)!n! +
H(n)wxlymzn−1
l!m!(n− 1)!

fdV
 , (22)
where we ignore the variation of the velocity (u, v, w) on the or-
thogonal plane in the flux terms for simplicity. We evaluate area-
averaged variables (square brackets in Eq. (22)) at cell interfaces
with the one-dimensional interpolation technique (Eq. (6)),
1
|∆y||∆z|
 zk+1/2
zk−1/2
 yj+1/2
yj−1/2
ymzn
m!n! fdydz
= MMAFV1D(M0,m,nj,k ,M1,m,nj,k ,M2,m,nj,k ), (23)1
|∆z||∆x|
 xi+1/2
xi−1/2
 zk+1/2
zk−1/2
znxl
n!l! fdzdx
= MMAFV1D(M l,0,ni,k ,M l,1,ni,k ,M l,2,ni,k ), (24)
1
|∆x||∆y|
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
xlym
l!m! fdxdy
= MMAFV1D(M l,m,0i,j ,M l,m,1i,j ,M l,m,2i,j ). (25)
To complete Eqs. (23)–(25), twenty-three variables of cell-
averaged moments are required, which are listed below,
M0,0,0,M1,0,0,M0,1,0,M0,0,1,
M2,0,0,M0,2,0,M0,0,2,M1,1,0,M0,1,1,M1,0,1,
(26)
M2,1,0,M0,2,1,M1,0,2,M1,2,0,M0,1,2,M2,0,1,M1,1,1,
M2,2,0,M0,2,2,M2,0,2,M2,1,1,M1,2,1,M1,1,2.
(27)
However, we treat only ten dependent variables (26) (see Eq. (21)).
To evaluate higher order moments (27), we construct a three-
dimensional quadratic polynomial in a single cell,
Fi,j,k(x, y, z) =
α+β+γ=5
α=1,β=1,γ=1
γ βαCγ βα;i,j,k

x− xi−1/2
α−1
× y− yj−1/2β−1 z − zk−1/2γ−1 . (28)
The coefficients Cγ βα;i,j,k are determined by using ten variables
M l,m,ni,j,k as constraints, which are listed in Appendix B. The higher
order moments are calculated by integrating Eq. (28),
M l,m,ni,j,k =
1
l!m!n!|∆x∥∆y∥∆z|
×
 zk+1/2
zk−1/2
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
xlymznFi,j,k(x, y, z)dV
=
α+β+γ=5
α=1,β=1,γ=1
Anγ (zk+1/2, zk−1/2)A
m
β (yj+1/2, yj−1/2)
× Alα(xi+1/2, xi−1/2)Cγ βα;i,j,k|∆x|α−1|∆y|β−1|∆z|γ−1.
(29)
Then we can calculate the numerical fluxes in Eq. (22) with Eqs.
(23)–(25).
The evaluation of the remaining fourth term in Eq. (22) depends
on the velocity field (u, v, w). For the advection, (u, v, w) =
(u0, v0, w0), the term is
H(l)u0M
l−1,m,n
i,j,k + H(m)v0M l,m−1,ni,j,k + H(n)w0M l,m,n−1i,j,k . (30)
For the solid body rotation, (u, v, w) = (−yωz + zωy,−zωx +
xωz,−xωy + yωx), the term is
ωx

−H(m) (n+ 1)M l,m−1,n+1i,j,k + H(n) (m+ 1)M l,m+1,n−1i,j,k

+ωy

−H(n) (l+ 1)M l+1,m,n−1i,j,k + H(l) (n+ 1)M l−1,m,n+1i,j,k

+ωz

−H(l) (m+ 1)M l−1,m+1,ni,j,k + H(m) (l+ 1)M l+1,m−1,ni,j,k

.
(31)
T. Minoshima et al. / Computer Physics Communications 187 (2015) 137–151 141Fig. 1. One-dimensional advection of a Gaussian profile with (a) the MMAFV and (c) the UP3 schemes. Symbols show the simulation result, and dashed lines are the exact
solution. (b) and (d) show the deviation of the simulation result with the MMAFV and the UP3 from the exact solution.Fig. 2. L1 error norm of the one-dimensional advection of a Gaussian profile as
a function of the grid size. Triangles and diamonds are obtained from the MMAFV
and the UP3 schemes. Dashed and dot-dashed lines represent the third- and fourth-
order accuracies. Symbols with the same colors are obtained from the simulations
with the same memory cost. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
Finally, Eq. (22) is advanced with the fourth-order Runge–Kutta
time integration.
5. Numerical tests
We perform several numerical tests with the present scheme
(MMAFV), and compare them to a conventional third-order up-
wind scheme (UP3). The stencil size for the interpolation is iden-
tical between the two schemes. However, the MMAFV requires a
larger memory cost than the UP3 when the same number of grid
points is used, because it advances several variables simultane-
ously. Alternatively, we compare them under the same memory
cost with a larger number of grid points for the UP3.
5.1. One dimensional test
We test the one-dimensional linear advection problem,
∂ f
∂t
+ u∂ f
∂x
= 0, (32)Fig. 3. One-dimensional advection of a square wave profile with theMMAFV (solid
line with triangles) and the UP3 (dashed line with diamonds) schemes. A dot-
dashed line shows the exact solution.
with u = 1.0 and a simulation domain of [−1, 1]. The CFL number
is 0.2. First, we perform the advection of a Gaussian profile with
the initial condition of
f (x, t = 0) = exp

− (x− x0)
2
2σ 2x

, x0 = −0.5, σx = 0.05. (33)
The number of grid points and the grid size are (32, 0.0625) for the
MMAFV scheme, and (96, 0.0208) for theUP3 scheme. Fig. 1 shows
results at t = 0.5. The error level of the MMAFV is∼10−2 smaller
than that of the UP3.
From simulation runs with different numbers of grid points, we
evaluate the order of accuracy of the schemes. Fig. 2 shows the L1
norm of numerical errors at t = 0.5 as a function of the grid size.
The simulation results with the same memory cost are denoted
as symbols with the same colors. The error level of the MMAFV is
∼10−2–10−3 smaller than that of the UP3 under the samememory
cost. The MMAFV shows the fourth-order accuracy (dot-dashed
line), but we have confirmed that the accuracy can be improved
up to eighth-order by increasing the order of time integration.
Next, we perform the advection of a square wave profile in
Fig. 3. The number of grid points and the grid size are (256, 0.0078)
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after 500 rotations. The number of grid points is 323 . (d)–(f) Profiles with the UP3 scheme at initial, after 100 rotations, and after 500 rotations. The number of grid points is
683 .for the MMAFV and (768, 0.0026) for the UP3. The discontinuity
is well captured within a very few grid points by the MMAFV.
Although the higher order interpolation is used (Eq. (6)), the
overshoot/undershoot of the MMAFV is comparable to or smaller
than that of the UP3.
5.2. Three dimensional test
We test the three-dimensional advection and solid body
rotation problem of a Gaussian profile
∂ f
∂t
+ {(v − v0)× ω} · ∂ f
∂v
= 0, (34)
f (v, t = 0)
= exp

−

(vx − vx0)2
2σ 2x
+

vy − vy0
2
2σ 2y
+ (vz − vz0)
2
2σ 2z

. (35)
This equation describes the rotation around v0 = (vx0, vy0, vz0),
corresponding to the electric field (E × B) drift motion in mag-
netized plasma. The angular velocity is (ωx, ωy, ωz) = (1/
√
6,
1/
√
3, 1/
√
2). The center position and standard deviation of the
Gaussian profile are (vx0, vy0, vz0) = (0.2, 0.15,−0.1) and (σx,
σy, σz) = (0.15, 0.2, 0.25). The simulation domain is [−1, 1] in
each direction with 32 grid points (grid size of 0.0625) for the
MMAFV scheme, and 68 grid points (grid size of 0.0294) for the
UP3 scheme. The openboundary condition is employedwhere con-
stant incoming fluxes are assumed while outgoing fluxes are per-
fectly lost. The time step is 2π/500 for the MMAFV and 2π/1000
for the UP3 so that the CFL number is almost equal between the
two schemes. The simulation runs till five hundreds rotation peri-
ods. The CPU time is comparable with the both schemes when the
memory cost and the CFL number are equal.
Fig. 4 shows the simulation results with the MMAFV and the
UP3 schemes. The MMAFV preserves the profile even after hun-
dreds of rotation periods, while the profile is severely blurred
after tens of rotation periods with the UP3 due to numerical diffu-
sion. Fig. 5 shows the temporal variation of the standard deviationof the Gaussian profile. The standard deviation obtained from the
UP3 is rapidly increased and then reaches a certain level (∼0.35),
depending on the size of the simulation domain (larger size yields
a higher level). Furthermore, the standard deviations in each direc-
tion are almost equal at the final state,meaning that the anisotropy
of the profile is numerically lost. On the other hand, the numerical
increase of the standard deviation is very slow with the MMAFV.
The error level is 10% for σx, 3% for σy, and 2% for σz at the final
state, and thus the anisotropy of the profile is still preserved.
From simulation runs with different numbers of grid points, we
evaluate the order of accuracy of the schemes. Fig. 6 shows the L1
norm of numerical errors at 200 rotation periods as a function of
the grid size. The simulation resultswith the samememory cost are
denoted as symbols with the same colors. Due to strong numerical
diffusion in a long-time calculation, the error of the UP3 scheme
is saturated at a certain level (∼10−2, depending on the size of
the simulation domain) with a coarse grid size. Then the inherent
third-order accuracy of the UP3 is lost and the accuracy is worse
than the second order for this resolution. On the other hand, the
MMAFV scheme keeps the third- to fourth-order accuracy and its
error level is 10−1−10−2 times smaller than theUP3with the same
memory cost.
In multi-dimensional advection and solid body rotation prob-
lems, the previous MMA scheme is found to bemore accurate than
the present MMAFV scheme (see Fig. 4 in Minoshima et al. [12]).
However, the previous scheme sometimes yields numerical oscil-
lations around the boundary as a simulation goes on, precluding
very long-time simulations. Such oscillations are not found with
the MMAFV, allowing very long-time simulations (more than mil-
lions of iterations). Therefore, we consider that theMMAFV ismore
suitable for practical applications, although the resolution is some-
what degraded against the MMA.
6. Electromagnetic Vlasov simulations
We apply the MMAFV scheme to the electromagnetic Vlasov–
Maxwell simulation. In the previous papers, we have performed
T. Minoshima et al. / Computer Physics Communications 187 (2015) 137–151 143Fig. 5. Temporal variation of the standard deviations (a) σx , (b) σy , (c) σz , and (d) their average in the three-dimensional advection and solid body rotation of an anisotropic
Gaussian profile. Solid and dashed lines are obtained from the MMAFV and the UP3 schemes.Fig. 6. L1 error norm of the three-dimensional advection and solid body rotation of
an anisotropic Gaussian profile as a function of the grid size. Triangles and diamonds
are obtained from theMMAFVand theUP3 schemes. Dotted, dashed anddot-dashed
lines represent the second-, third-, and fourth-order accuracies. Symbols with the
same colors are obtained from the simulations with the same memory cost. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
one-dimensional electrostatic and electromagnetic Vlasov simu-
lations with the MMA scheme [11,13,12]. In this paper, we test
two-dimensional electromagnetic Vlasov–Maxwell simulations.
Although configuration space is assumed two dimensions, full
three-dimensional velocity space is treated. Therefore, we solve
five-dimensional distribution function in phase space. Full six elec-
tromagnetic field components are treated.
The non-relativistic electromagnetic Vlasov–Maxwell systemof
equations is written as
∂ fs
∂t
+ v · ∂ fs
∂x
+ qs
ms

E + v × B
c

· ∂ fs
∂v
= 0, (s = p, e) (36)∂E
∂t
= c∇ × B− 4π j, (37)
∂B
∂t
= −c∇ × E, (38)
j =

s=p,e
qs

vfsdv, (39)
with constraints
∇ · B = 0, (40)
∇ · E = 4πρ, ρ =

s=p,e
qs

fsdv. (41)
Here, E(x) and B(x) are the electric and magnetic fields, j(x) is the
current density, ρ(x) is the charge density, c is the speed of light, qs
is the charge,ms is themass, fs(v, x) is the phase space distribution
function, and the subscript s denotes particle species (p for protons
and e for electrons). The charge conservation law is derived from
Eq. (36), or, Eq. (37) and (41),
∂ρ
∂t
+∇ · j = 0. (42)
To utilize theMMAFV scheme, the (α+β+γ )th order piecewise
moments of the distribution function is discretized on cell centers
in phase space,
f α,β,γs;i,j,k,l,m =
1
α!β!γ !|∆v|3|∆x||∆y|
×
 ym+1/2
ym−1/2
 xl+1/2
xl−1/2
 vz;k+1/2
vz;k−1/2
 vy;j+1/2
vy;j−1/2
 vx;i+1/2
vx;i−1/2
vαx v
β
y v
γ
z fsdvdx.
(0 ≤ α + β + γ ≤ 2, 0 ≤ α, 0 ≤ β, 0 ≤ γ ) (43)
144 T. Minoshima et al. / Computer Physics Communications 187 (2015) 137–151Fig. 7. (a), (b) Expansion of a square wave pulse in vacuum with the FDTD and the third-order Lax–Friedrichs schemes. (c), (d) Fourier amplitude with the FDTD and the
Lax–Friedrichs schemes. Dashed lines represent the exact dispersion relation.We split the Vlasov equation (36) into two equations in three-
dimensional velocity and two-dimensional configuration spaces,
∂ fs
∂t
+ qs
ms

E + v × B
c

· ∂ fs
∂v
= 0, (44)
∂ fs
∂t
+ v · ∂ fs
∂x
= 0. (45)
Eq. (44) is advanced by the MMAFV scheme, and Eq. (45) is ad-
vanced by a third-order, unsplit, conservative semi-Lagrangian
scheme for simplicity (Appendix C). The electromagnetic fields are
discretized on staggered grid points, (Ex;l−1/2,m, Ey;l,m−1/2, Ez;l,m)
and (Bx;l−1/2,m, By;l,m−1/2, Bz;l,m), so as to guarantee thedivergence-
free condition of the magnetic field (40). The numerical flux of the
distribution function in the configuration space (vfs in Eq. (45)) is
integrated over the velocity space to calculate the in-plane current
density at the same grid position as the electric field,
jx;l−1/2,m =

s=p,e
qs

dv

vx
|∆y|
 ym+1/2
ym−1/2
fs(xl−1/2)dy

, (46)
jy;l,m−1/2 =

s=p,e
qs

dv

vy
|∆x|
 xl+1/2
xl−1/2
fs(ym−1/2)dx

, (47)
so as to satisfy the charge conservation law (42), and thereby the
Gauss law (41) [8]. Therefore, our Vlasov simulation code guaran-
tees the constraints (40) and (41) in a discretized level without
solving elliptic partial differential equations. This method is use-
ful especially for massively parallel computing.The conventional finite-difference time-domain (FDTD) scheme
is widely employed to solve the Maxwell equation in kinetic
plasma simulations. However, the FDTD scheme causes consider-
able numerical oscillations due to its dispersion error. To reduce
numerical oscillations, we employ the Lax–Friedrichs scheme (Ap-
pendix D). Fig. 7 compares the numerical solution of the expanding
square wave pulse in vacuum with the FDTD and the third-order
Lax–Friedrichs schemes. In the FDTD scheme, numerical disper-
sion at short wavelength appears as oscillations behind the wave
front. In the Lax–Friedrichs scheme, on the other hand, such oscilla-
tions are suppressed by numerical dissipation at short wavelength
(k & 0.5knyquist ). The dissipative property of the Lax–Friedrichs
scheme may reduce numerical Cherenkov instabilities in multi-
dimensional kinetic plasma simulations [14], although the resolu-
tion is degraded against the FDTD scheme.
The time integration of the system is implemented as follows:
(0) Shift the distribution function at t = −∆t/2 with a half time
step∆t/2 only in the configuration space to give the initial condi-
tion, 0fs = fs(v, x− v∆t/2,−∆t/2) (left-superscript indicates the
number of time steps). (1) Advance the distribution function in the
velocity space with a full time step, ∗fs ← nfs. (2) Advance the dis-
tribution function in the configuration space with a full time step,
n+1fs ← ∗fs. (3) Calculate the current density at t = (n + 1/2)∆t .
The in-plane current density is calculated based on the charge con-
servation law (discussed above). The out-of-plane current density
jz is calculated from the distribution function at n+ 1/2 steps, for
example, n+1/2fs = (∗fs + n+1fs)/2. (4) Advance the electromag-
netic fields with a full time step, (n+1E, n+1B) ← (nE, nB). This
algorithm is a second-order leap-flog time integration.
T. Minoshima et al. / Computer Physics Communications 187 (2015) 137–151 145Fig. 8. Dispersion relation for linear waves propagating perpendicular and parallel to the magnetic field line Bx . (a) Fourier amplitude of Ey for perpendicular propagation.
From top to bottom, dashed lines represent the R-mode cutoff, upper hybrid, L-mode cutoff, and lower hybrid frequencies. (b) Fourier amplitude of Bz for parallel propagation.
From top to bottom, dashed curves represent the dispersion relation for cold plasma waves, the R-mode, L-mode, whistler, and ion cyclotron waves.Since the Vlasov simulation requires huge computational cost
to treat the phase space distribution function, the implementation
of a scalable parallelization on the code is important to exploit
the full computing power of (super)computers. We briefly present
the parallelization strategy and performance measurement of our
Vlasov simulation code in Appendix E.
6.1. Linear wave propagation in two dimensions
We test the linear wave propagation in two dimensions. The
initial plasma condition is a uniform and isotropic Maxwell dis-
tribution with a small (1%) uniform random perturbation for the
electron density. A uniform magnetic field is imposed in the x di-
rection, and a small (1%) uniform random perturbation is added to
Bz . The initial electric field is determined from the Poisson equa-
tion (Gauss’ law). Simulation parameters are as follows; a proton
to electron mass ratio mp/me = 16, a ratio of the electron gyro to
plasma frequency ωge/ωpe = 0.5, and electron and proton ther-
mal velocities ve;th = 0.1, vp;th = 0.025, corresponding to elec-
tron and proton plasma beta values being βe = βp = 0.04. The
simulation domain in the velocity space is [−4vth, 4vth] with 32
grid points in each direction (323) for each species. The number of
grid points in the configuration space is 642, and the grid size is
∆x = ∆y = λD or 16λD where λD is the Debye length. The bound-
ary condition is periodic in the configuration space, and open in
the velocity space. The time step is 0.05/
√
2ω−1pe . The simulation
runs until ωpet = 723.4 (ωget = 361.7). Four Intel Xeon octa-core
processors are used for the simulation.
Fig. 8(a) shows the dispersion relation for the perpendicular
propagation to the magnetic field line. The simulation result with
∆x = λD is shown. The electron Bernsteinmode is clearly resolved.
The ion Bernstein mode is found at long wavelength, although
the simulation size is not sufficient to clearly identify. During the
simulation, the total energy is conserved within an error level of
0.003%.
Fig. 8(b) shows the dispersion relation for the parallel propa-
gation to the magnetic field line. The simulation result with ∆x= 16λD is shown. The R-mode, L-mode, andwhistler waves are re-
solved at long wavelength, but are strongly damped at wavelength
shorter than ∼8πrge = 4.4∆x due to the dissipative property of
the scheme. The numerical dissipation of thesewaves degrades the
energy conservation. The error level of the total energy,∼0.01%, is
certainly worse than the simulation with ∆x = λD, but still keeps
very low level.
6.2. Magnetic reconnection
Finally, we test the collisionless magnetic reconnection prob-
lem. The initial condition is given by the Harris current sheet con-
figuration with background stationary plasma,
B(x) = B0 tanh
 y
λ

ex, (48)
fs(v, x) = n(y)
(πv2s;th)3/2
exp

−v
2
x + v2y + (vz − Vs)2
v2s;th

+ nbg(y)
(πv2s;th)3/2
exp

−v
2
x + v2y + v2z
v2s;th

, (s = p, e) (49)
Vs = −
v2s;th
ωgsλ
, (50)
n(y) = n0 cosh−2
 y
λ

, (51)
nbg(y) = δn

1− cosh−2
 y
λ

, (52)
where Vs is the diamagnetic drift velocity, ωgs = qsB0/msc is the
gyro frequency of the species s outside of the current sheet, λ is the
half thickness of the current sheet, and n0 and δn are the plasma
density inside and outside of the current sheet, respectively. The
background plasma is imposed only in the upstream (lobe) region
(Eq. (52)). Therefore, the initial condition is not exactly in theHarris
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equilibrium. Reconnection is triggered by a small flux perturbation,
δAz = 2λδB exp[−(x2+y2)/(2λ)2]where δB = 0.1B0 is the typical
amplitude of the perturbed field [15].
Simulation parameters are mp/me = 25, ωge/ωpe = 0.1, λ =
0.5dp = 0.5c/ωpp, and δn = 0.2n0. Thermal velocity is determined
from the pressure balance of the Harris current sheet,
1
2
n0mev2e;th

1+ Tp
Te

= B
2
0
8π
, (53)
wherewe use a proton to electron temperature ratio Tp/Te of unity.
The simulation domain in the velocity space is [−5vth, 5vth] with
32 grid points in each direction (323) for each species. Because
of the symmetry constraints, we treat only one quarter domain
in the configuration space (x, y > 0), similar to previous Vlasov
simulations [16,8]. The grid size in the x direction is uniform,∆x =
10λD = 0.1dp. The grid size in the y direction is nonuniform,
∆y = 10λD = 0.1dp for y < 4λ and 40λD = 0.4dp for y > 4λ.
Then, the domain of [0, Lx = 25.6dp]×[0, Ly = 19.6dp] is resolved
with 256×64 grid points. The boundary condition is symmetric in
the configuration space, and open in the velocity space. The time
step is 0.25/
√
2ω−1pe . Note that the effect of the boundary condition
appears when the simulation time exceeds the Alfvén transit timealong the x direction ∼25.6ω−1gp . Sixty-four Intel Xeon octa-core
processors (total of 512 cores) are used for the simulation.
Following Zenitani et al. [15], we identify the dominant recon-
nection site by finding the minimum in x of the magnetic flux
Φ(x, t) =  |Bx|dy, and then measure the normalized reconnec-
tion rate as
R = − 1
va;inBin
d
dt
Φmin, (54)
where va = B/

4πnpmp is the Alfvén velocity and the subscript
in indicates quantities at 5dp upstream of the dominant reconnec-
tion site. Fig. 9 shows the reconnection rate as a function of time.
The rate increases with time, undergoes a modest overshoot at
ωgpt ∼ 15, and then approaches a quasisteady value of around
0.14. Such evolution agrees with [15], although the peak rate is
larger than their result.
Fig. 10 shows the two-dimensional structure of various fluid
quantities at ωgpt = 20.36, at which the reconnection rate ap-
proaches its quasisteady value. Fig. 10(a) shows the proton outflow
jet. The peak velocity of the proton outflow jet is around a half of
the upstream Alfvén velocity throughout the simulation. Fig. 10(b)
shows the electron outflow jet. The electron outflow jet has a nar-
rower structure than the proton. The peak velocity of the electron
outflow jet exceeds the upstream Alfvén velocity as the reconnec-
tion develops. Around the separatrix, there is a reverse electron
flow toward the reconnection site (x, y) = (0, 0). This is a carrier
of well-known Hall electric current [17]. The Hall current gener-
ates the out-of-plane component of the magnetic field as shown in
Fig. 10(c). These fundamental properties of collisionless magnetic
reconnection are in good agreement with many previous studies
with PIC simulations (e.g., [18,19,15]).
In addition to the above fluid quantities, the MMAFV scheme
enables us to examine the plasma velocity distribution function
in detail. Fig. 11 shows the electron velocity distribution function
taken at four different positions along the dashed line in Fig. 10(d).
The velocity distribution function is integrated over vz . We
confirm that characteristics of the distribution function are con-
sistent with observational and theoretical studies at the Earth’s
magnetosphere by Hoshino et al. [20,21]. Fig. 11(a) shows the dis-
tribution function at the boundary between the upstream and the
current sheet, (x, y) = (6.5, 1.9), at which the Hall current gen-
erates the out-of-plane magnetic field. The distribution functionFig. 10. Two-dimensional structure of magnetic reconnection atωgpt = 20.36. (a) Proton bulk velocity along the x direction. (b) Electron bulk velocity along the x direction.
The velocity is normalized by the asymptotic value of the upstream Alfvén velocity. (c) Out-of-plane magnetic field Bz . (d) Proton number density. Solid lines represent the
magnetic field lines.
T. Minoshima et al. / Computer Physics Communications 187 (2015) 137–151 147Fig. 11. Electron velocity distribution function fe(vx, vy) at (a) (x, y) = (6.5, 1.9), (b) (x, y) = (6.5, 1.3), (c) (x, y) = (6.5, 0.7), (d) (x, y) = (6.5, 0.1). Dashed lines indicate
the direction of magnetic field lines.shows two populations of a cold component flowing toward the
reconnection site and a hot component flowing away from the site.
The former is a carrier of the Hall current, and the latter is an elec-
tron beamheated at the reconnection site and then is ejected along
the magnetic field. Fig. 11(b) shows the distribution function in-
side the boundary, (x, y) = (6.5, 1.3). The distribution function
still shows two populations. The one is a lower energy component
with the temperature anisotropy T∥ > T⊥, where subscripts indi-
cate the direction relative to the magnetic field line (dashed line).
The other is a higher energy beam component with a ring-shaped
distribution. The velocity of the high energy beam is close to the
upstream electron Alfvén velocity ∼B0/√4πδnme ∼ 3ve;th. The
ring-shaped distribution implies that the electron beam suffers
from the magnetic mirror force at the downstream and then
bounces back. Fig. 11(c) shows the distribution function close to
the current sheet, (x, y) = (6.5, 0.7). The two populations seen
above are less clear, indicating that the electrons undergo ther-
malization processes. A lower energy component is still elon-
gated in the parallel direction, while a higher energy component
is nearly isotropic. Finally, Fig. 11(d) shows the distribution func-
tion inside the current sheet (x, y) = (6.5, 0.1), at which the
reconnected magnetic field is piled up. The electrons are almost
thermalized. Unlike the distribution around the boundary, the
temperature anisotropy T⊥ > T∥ is seen at low energy, probably
due to the heating by the magnetic compression.
We check the conservation of mass and energy in this run.
Although our Vlasov simulation code uses conservative schemes,
the simulation does not guarantee the mass conservation due to
the open boundary condition in the velocity space. If the plasma is
strongly accelerated/heated and then the distribution approachesthe boundary in velocity space, the plasma is numerically lost
in the system. Therefore, one must care about the conservation
of plasma quantities in Vlasov simulations, when strong particle
acceleration/heating occurs. In this run, the mass conservation is
kept within errors of 0.05% for protons and 0.01% for electrons. The
error of energy conservation is less than 2%, by virtue of adopting
the MMAFV scheme in the velocity space. However, the mass
conservation could become worse when, for example, lower value
of the plasma density outside of the current sheet δn is used (giving
higher upstream Alfvén velocity), or plasmoid contraction takes
place (yielding strong plasma heating). We have to use sufficiently
wide domain in velocity space to capture high velocity plasmas.
7. Summary
We have improved the multi-moment advection scheme
[11,12] by utilizing a finite volume formulation. The present
scheme advances zeroth to second order piecewise moments
at cell centers on the basis of their governing equations, while
the previous scheme uses point values of a profile at cell cor-
ners as well. The one-dimensional interpolation technique is uti-
lized to calculate the numerical fluxes dimension-by-dimension,
while the previous scheme requires the reconstruction of a multi-
dimensional interpolation function and its exact integration over
time and space. These modifications greatly simplify the scheme.
On the other hand, the numerical solution of the present
scheme is found to be slightly diffusive than the previous scheme
in amulti-dimensional problem. As mentioned in Sections 2 and 3,
the scheme guarantees the conservation of moments in the same
manner as the previous scheme. Therefore, the diffusive property
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trajectories of a physical profile that are accurately integrated
in the previous semi-Lagrangian scheme. The diffusion degrades
the entropy conservation. The number of dependent variables is
three, six, and ten for one-, two-, and three-dimensional schemes,
while four, six, and eight for the previous scheme. Therefore,
the computational cost of the scheme is larger than the previous
scheme in three dimension. These are disadvantages of the scheme
against the previous scheme.
Nevertheless, several numerical tests show that the present
scheme keeps sufficient accuracy and is much better than a con-
ventional third-order scheme with the same memory cost. Al-
though the numerical solution of the scheme is slightly diffusive
than the previous scheme in the advection and solid body rota-
tion problem, it allows us to perform very long-time simulations.
Therefore, we consider that the scheme is more robust and easy-
to-use than the previous scheme, hence suitable for practical ap-
plications.
We have applied the scheme to two-dimensional electromag-
netic Vlasov simulations. Long-time simulations of the linear wave
propagation in magnetized plasma are carried out with small nu-
merical errors. The simulation of collisionless magnetic reconnec-
tion resolves the microscopic structure of the non-Maxwellian
plasma velocity distribution as well as the macroscopic structure
without numerical noise, and is in good agreement with previous
studies [20,21]. The total energy is conserved within an error level
of 2%.
The peak reconnection rate in our simulation is larger than
that obtained by Zenitani et al. [15], while the rate is almost
comparable at the quasisteady state. A preliminary result with a
temperature ratio of Tp/Te = 5 shows lower peak rate than with
Tp/Te = 1 (Tp/Te > 1 is often employed for kinetic magnetic
reconnection simulations). We confirm that the inductive electric
field at the reconnection site is dominated by the nongyrotropic
electron pressure, as pointed out by previous studies (e.g., [22,
23]). The contribution to the reconnection electric field from the
nongyrotropic electron pressure is estimated as [22]
Ez ∼ 1qe
∂Vex
∂x

2meTe, (55)
where Vex is the electron outflow velocity along the x direction.
At the peak time, the gradient of the electron outflow velocity is
comparable between the two cases of Tp/Te = 1 and 5. Then,
lower peak rate (weaker electric field at the peak time) is attributed
to larger temperature ratio (lower electron pressure relative to
protons). At the quasisteady state, the electron outflow velocity
will be adjusted so as to support a nearly constant reconnection
rate imposed by the large-scale evolution, which is probably
controlled by protons [23].
Inmagnetic reconnection, cross-scale coupling between kinetic
(micro) and fluid (macro) scales is a critical issue to be understood.
Higashimori and Hoshino [24] have studied the large-scale mag-
netic reconnection by means of a two-dimensional hybrid simu-
lation (ions treated as particles and electrons as fluid). They have
found that two pairs of slow-mode shocks predicted from magne-
tohydrodynamic theory [25] are formed in a kinetic regime, when
the simulation size is large enough (Lx & 100dp) that the ion tem-
perature anisotropy in association with ion beams from the recon-
nection site can be relaxed. Since the slow-mode shock associated
with the reconnection is believed to play a key role in the dissipa-
tion of the magnetic energy stored in global plasma environments
such as the solar corona [26] and the Earth’s magnetosphere [27],
it is important to further study the formation process of the slow-
mode shock in a fully kinetic regime. A global-scale kinetic plasma
simulation is required to describe the reconnection process and the
shock structure self-consistently.One of advantages of the Vlasov simulation over the explicit PIC
simulation is that the grid size in configuration space is not neces-
sarily restricted to the Debye length, allowing large-scale kinetic
simulations within a reasonable computational cost. In fact, we set
the grid sizemuch larger than the Debye length in themagnetic re-
connection simulation. This advantage can be applied especially to
large-scale three-dimensional simulations with a large frequency
ratio ωpe/ωge ≫ 1 (λD ≪ rge). Many PIC simulations adopt the
frequency ratio ωpe/ωge ∼ O(1), much smaller than in our space
environment, because the spatial length in magnetized plasma
phenomena is scaled by the gyro radius whereas the spatial grid
size is restricted by the Debye length. A large-scale Vlasov simu-
lation with ωpe/ωge ≫ 1 is possible within a reasonable compu-
tational cost by using a coarse grid size. Another advantage is the
simplicity for parallel computation, because both the plasma and
electromagnetic fields are treated as Eulerian variables. Currently,
our Vlasov simulation does not show a remarkable advantage
against the PIC method, in spite of its expensive computational
cost. We expect that the Vlasov simulation will be a suitable tech-
nique especially for global-scale kinetic plasma simulations on
massively parallel computers.
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Appendix A. Coefficients of the interpolation function of
MMAFV2D
C11;i,j = 2
∆x2∆y2
 
15

x2i−1/2∆y
2 + y2j−1/2∆x2

+ 27xi−1/2∆y+ 27yj−1/2∆x+ 18xi−1/2yj−1/2
+ 13∆x∆y∆x∆yM0,0i,j
− 3

10xi−1/2∆y+ 6yj−1/2∆x+ 9∆x∆y

∆yM1,0i,j
+ 10yj−1/2∆x+ 6xi−1/2∆y+ 9∆x∆y∆xM0,1i,j 
+ 30

∆y2M2,0i,j +∆x2M0,2i,j

+ 18∆x∆yM1,1i,j

, (A.1)
c12;i,j = −3
∆x3∆y
 
30x2i−1/2 + 38xi−1/2∆x+ 9∆x2

∆y
+ 6∆x 2xi−1/2 +∆x yj−1/2M0,0i,j
− 2

30xi−1/2∆y+ 6yj−1/2∆x+ 19∆x∆y

M1,0i,j
+ 3 2xi−1/2 +∆x∆xM0,1i,j 
+ 60∆yM2,0i,j + 12∆xM1,1i,j

, (A.2)
c13;i,j = 10
∆x4

6x2i−1/2 + 6xi−1/2∆x+∆x2

M0,0i,j
− 6 2xi−1/2 +∆xM1,0i,j + 12M2,0i,j  , (A.3)
c22;i,j = 9
∆x2∆y2
 
4xi−1/2yj−1/2 + 2xi−1/2∆y
+ 2yj−1/2∆x+∆x∆y

M0,0i,j
− 2

2yj−1/2 +∆y

M1,0i,j
+ 2xi−1/2 +∆xM0,1i,j + 4M1,1i,j  , (A.4)
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coefficients c21, c31 are obtained by alternating (x, y) in Eqs. (A.2)
and (A.3).
Appendix B. Coefficients of the interpolation function of
MMAFV3D
C111;i,j,k = 2
∆x2∆y2∆z2
 
15

x2i−1/2∆y
2∆z2
+ y2j−1/2∆z2∆x2 + z2k−1/2∆x2∆y2

+ 36 xi−1/2∆y∆z + yj−1/2∆z∆x
+ zk−1/2∆x∆y

∆x∆y∆z + 18 xi−1/2yj−1/2∆z
+ yj−1/2zk−1/2∆x+ zk−1/2xi−1/2∆y

∆x∆y∆z
+ 26∆x2∆y2∆z2M0,0,0i,j,k
− 6
 
5xi−1/2∆y∆z + 3yj−1/2∆z∆x
+ 3zk−1/2∆x∆y+ 6∆x∆y∆z

∆y∆zM1,0,0i,j,k
+ 5yj−1/2∆z∆x+ 3zk−1/2∆x∆y
+ 3xi−1/2∆y∆z + 6∆x∆y∆z

∆z∆xM0,1,0i,j,k
+ 5zk−1/2∆x∆y+ 3xi−1/2∆y∆z
+ 3yj−1/2∆z∆x+ 6∆x∆y∆z

∆x∆yM0,0,1i,j,k

+ 30

∆y2∆z2M2,0,0i,j,k +∆z2∆x2M0,2,0i,j,k
+ ∆x2∆y2M0,0,2i,j,k

+ 18∆x∆y∆z
×

∆zM1,1,0i,j,k +∆xM0,1,1i,j,k + ∆yM1,0,1i,j,k

, (B.1)
C112;i,j,k = −6
∆x3∆y∆z
 
15x2i−1/2 + 22xi−1/2∆x
+ 6∆x2∆y∆z + 3∆x 2xi−1/2 +∆x
× yj−1/2∆z + zk−1/2∆yM0,0,0i,j,k
− 2 15xi−1/2 + 11∆x∆y∆z
+ 3∆x yj−1/2∆z + zk−1/2∆yM1,0,0i,j,k
− 3∆x 2xi−1/2 +∆x ∆zM0,1,0i,j,k +∆yM0,0,1i,j,k 
+ 30∆y∆zM2,0,0i,j,k
+ 6∆x

∆zM1,1,0i,j,k +∆yM1,0,1i,j,k

, (B.2)
C113;i,j,k = 10
∆x4
 
6x2i−1/2 + 6xi−1/2∆x+∆x2

M0,0,0i,j,k
− 6 2xi−1/2 +∆xM1,0,0i,j,k + 12M2,0,0i,j,k  , (B.3)
C122;i,j,k = 9
∆x2∆y2

4xi−1/2yj−1/2 + 2xi−1/2∆y
+ 2yj−1/2∆x+∆x∆y

M0,0,0i,j,k
− 2

2yj−1/2 +∆y

M1,0,0i,j,k
+ 2xi−1/2 +∆xM0,1,0i,j,k + 4M1,1,0i,j,k  , (B.4)
where∆x = xi+1/2 − xi−1/2,∆y = yj+1/2 − yj−1/2,∆z = zk+1/2 −
zk−1/2. Remaining coefficients c121, c211, c131, c311, c221, c212 are
obtained on the basis of a cyclic rule.
Appendix C. Third-order, unsplit, conservative semi-Lagrangian
scheme
In order to solve the advection equation in two dimensions,
∂ f
∂t
+ vx ∂ f
∂x
+ vy ∂ f
∂y
= 0, (C.1)we construct a piecewise interpolation for f in a cell with an
upwind-biased quadratic polynomial,
Fi,j(x, y) =
3
m=1
3
l=1
mlCml;i,j

x− xi+dx/2
l−1 y− yj+dy/2m−1 , (C.2)
where dx = sgn(vx), dy = sgn(vy). The nine coefficients Cml;i,j are
determined by using cell-averaged variables at (i−1, j−1), (i, j−
1), . . . , (i+ 1, j+ 1) as constraints,c11 c12 c13
c21 c22 c23
c31 c32 c33

i,j
=
 1/3 5/6 −1/6−1/(2∆y) 1/(2∆y) 0
1/(6∆y2) −1/(3∆y2) 1/(6∆y2)

·
fi+dx,j+dy fi,j+dy fi−dx,j+dyfi+dx,j fi,j fi−dx,j
fi+dx,j−dy fi,j−dy fi−dx,j−dy

·
 1/3 −1/(2∆x) 1/(6∆x2)5/6 1/(2∆x) −1/(3∆x2)
−1/6 0 1/(6∆x2)
 , (C.3)
where ∆x = −dx|∆x|,∆y = −dy|∆y|, and uniform grid spacing
is assumed. Then, Eq. (C.1) is advanced with the semi-Lagrangian
method in a conservative form,
f n+1i,j =
1
∆x∆y
 yj−dy/2
yj+dy/2+η
 xi−dx/2
xi+dx/2+ζ
F ni,j(x, y)dxdy
+
 yj−dy/2
yj+dy/2+η
 xi−dx/2+ζ
xi−dx/2
F ni−dx,j(x, y)dxdy
+
 yj−dy/2+η
yj−dy/2
 xi−dx/2
xi+dx/2+ζ
F ni,j−dy(x, y)dxdy
+
 yj−dy/2+η
yj−dy/2
 xi−dx/2+ζ
xi−dx/2
F ni−dx,j−dy(x, y)dxdy

, (C.4)
where (ζ , η) = (−vx∆t,−vy∆t).
Appendix D. Lax–Friedrichs scheme for the wave equation on
the CT grid system
Let us consider the wave equation in two dimensions,
∂ fx
∂t
− c ∂gz
∂y
= 0, (D.1)
∂ fy
∂t
+ c ∂gz
∂x
= 0, (D.2)
∂gz
∂t
+ c

∂ fy
∂x
− ∂ fx
∂y

= 0, (D.3)
with a constraint,
∂ fx
∂x
+ ∂ fy
∂y
= 0, (D.4)
where c is the characteristic velocity. Field components are
discretized on the staggered grid system used for the constrained
transport (CT) method [28],
fx;i−1/2,j = 1|∆y|
 yj+1/2
yj−1/2
fx(xi−1/2, y)dy, (D.5)
fy;i,j−1/2 = 1|∆x|
 xi+1/2
xi−1/2
fy(x, yj−1/2)dx, (D.6)
gz;i,j = 1|∆x||∆y|
 yj+1/2
yj−1/2
 xi+1/2
xi−1/2
gz(x, y)dxdy, (D.7)
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respectively. The same grid spacing is employed for both electric
and magnetic fields. The CT method has been developed to solve
the induction equation in magnetohydrodynamics.
The wave equation is discretized into a finite volume formula-
tion as
∂ fx;i−1/2,j
∂t
= c gz;i−1/2,j+1/2 − gz;i−1/2,j−1/2|∆y| , (D.8)
∂ fy;i,j−1/2
∂t
= −c gz;i+1/2,j−1/2 − gz;i−1/2,j−1/2|∆x| , (D.9)
∂gz;i,j
∂t
= −c

fy;i+1/2,j − fy;i−1/2,j
|∆x| −
fx;i,j+1/2 − fx;i,j−1/2
|∆y|

. (D.10)
Eqs. (D.8) and (D.9) guarantee the divergence-free condition (D.4)
in a discretized form to machine accuracy, if the initial condition is
divergence-free.
To solve the wave equation (D.8)–(D.10), we first evaluate the
field components at the cell center (i, j). For example, the linear
interpolation gives
fx;i,j = fx;i−1/2,j + fx;i+1/2,j2 ,
fy;i,j = fy;i,j−1/2 + fy;i,j+1/22 .
Next, we evaluate the numerical fluxes at cell interfaces with the
Lax–Friedrichs flux splitting. From Eqs. (D.1)–(D.3), we find
gz;i,j−1/2 =
gLyz;i,j−1/2 + gRyz;i,j−1/2
2
− sgn(c) f
Ly
x;i,j−1/2 − f Ryx;i,j−1/2
2
, (D.11)
gz;i−1/2,j =
gLxz;i−1/2,j + gRxz;i−1/2,j
2
+ sgn(c) f
Lx
y;i−1/2,j − f Rxy;i−1/2,j
2
, (D.12)
fy;i−1/2,j =
f Lxy;i−1/2,j + f Rxy;i−1/2,j
2
+ sgn(c)g
Lx
z;i−1/2,j − gRxz;i−1/2,j
2
, (D.13)
fx;i,j−1/2 =
f Lyx;i,j−1/2 + f Ryx;i,j−1/2
2
− sgn(c)g
Ly
z;i,j−1/2 − gRyz;i,j−1/2
2
. (D.14)
Here, g(L,R)xz;i−1/2,j are the left- and right-side variables at the x face
(i− 1/2, j);
gLxz;i−1/2,j = gz;i−1,j,
gRxz;i−1/2,j = gz;i,j,
for the first-order accuracy, and
gLxz;i−1/2,j =
−gz;i−2,j + 5gz;i−1,j + 2gz;i,j
6
,
gRxz;i−1/2,j =
−gz;i+1,j + 5gz;i,j + 2gz;i−1,j
6
,
for the third-order accuracy with uniform grid spacing. The same
holds for g(L,R)yz;i,j−1/2, f
(L,R)y
x;i,j−1/2, f
(L,R)x
y;i−1/2,j.
Eqs. (D.13) and (D.14) give the numerical fluxes in Eq. (D.10).
To advance Eq. (D.8) and (D.9), we need gz at the cell cornerTable 1
Strong scalingmeasurement of our Vlasov simulation code on the Fujitsu PRIMERGY
CX400 system at Research Institute for Information Technology, Kyushu University.
HybridMPI/OpenMP parallelization is implemented in the code. The number ofMPI
processes per one node is 4, and the number of OpenMP threads per one process
is 4.
Number of grid points Number of nodes/CPU cores Runtime (s)
323 × 10242 128/2048 3891
256/4096 1956
512/8192 999
1024/16384 492
323 × 5122 32/512 3877
64/1024 1959
128/2048 955
256/4096 479
323 × 2562 8/128 3896
16/256 1946
32/512 963
64/1024 483
(i − 1/2, j − 1/2). It is also evaluated by the Lax–Friedrichs flux
splitting. From Eqs. (D.1) and (D.2), we find
gz;i−1/2,j−1/2 =
gLyz;i−1/2,j−1/2 + gRyz;i−1/2,j−1/2 + gLxz;i−1/2,j−1/2 + gRxz;i−1/2,j−1/2
4
− sgn(c)

f Lyx;i−1/2,j−1/2 − f Ryx;i−1/2,j−1/2

−

f Lxy;i−1/2,j−1/2 − f Rxy;i−1/2,j−1/2

4
.
(D.15)
The first term can be evaluated by gz;i−1/2,j, gz;i,j−1/2 (obtained
from Eqs. (D.11) and (D.12)), and the second term by fx;i−1/2,j,
fy;i,j−1/2 (defined as Eqs. (D.5) and (D.6)). Finally, we advance Eqs.
(D.8)–(D.10) with a second-order leap-frog time integration.
Appendix E. Parallelization strategy and performance mea-
surement of the Vlasov code
We implement hybrid MPI/OpenMP parallelization in the
Vlasov simulation code. Since the Vlasov simulation requires the
integration of the distribution function over velocity space to
calculate the current density, we applyMPI domain decomposition
only to configuration space. Therefore, our code does not call MPI
collective communication during the time integration. OpenMP
thread parallelization is utilized in each MPI process.
We measure the strong scaling of the simulation code on
the Fujitsu PRIMERGY CX400 system at Research Institute for
Information Technology, Kyushu University. The system consists
of 1476 computing nodes, and each node contains two Intel Xeon
octa-core processors. The simulation setup is the same as in
Section 6.1. Table 1 lists the results of the scaling measurement.
The left column shows the number of whole grid points in the five-
dimensional phase space (three-dimensional velocity and two-
dimensional configuration spaces). The center column shows the
number of nodes and CPU cores. The number of MPI processes per
one node is 4, and the number of OpenMP threads per one process
is 4. The right column shows the measured runtime, indicating
perfect scaling up to ten thousand cores. Effective parallelism of
the simulation is estimated to be &99.999%.
References
[1] C.K. Birdsall, A.B. Langdon, Plasma Physics via Computer Simulation, Inst. of
Phys. Publishing, Bristol/Philadelphia, 1991.
[2] A. Ghizzo, F. Huot, P. Bertrand, A non-periodic 2D semi-Lagrangian Vlasov code
for laser–plasma interaction on parallel computer, J. Comput. Phys. 186 (2003)
47–69.
[3] C.Z. Cheng, G. Knorr, The integration of the Vlasov equation in configuration
space, J. Comput. Phys. 22 (1976) 330–351.
T. Minoshima et al. / Computer Physics Communications 187 (2015) 137–151 151[4] T. Nakamura, T. Yabe, Cubic interpolated propagation scheme for solving the
hyper-dimensional Vlasov–Poisson equation in phase space, Comput. Phys.
Commun. 120 (1999) 122–154.
[5] F. Filbet, E. Sonnendrücker, P. Bertrand, Conservative numerical schemes for
the Vlasov equation, J. Comput. Phys. 172 (2001) 166–187.
[6] A. Mangeney, F. Califano, C. Cavazzoni, P. Travnicek, A numerical scheme for
the integration of the Vlasov–Maxwell system of equations, J. Comput. Phys.
179 (2002) 495–538.
[7] H. Schmitz, R. Grauer, Comparison of time splitting and backsubstitution
methods for integrating Vlasov’s equationwithmagnetic fields, Comput. Phys.
Commun. 175 (2006) 86–92.
[8] T. Umeda, K. Togano, T. Ogino, Two-dimensional full-electromagnetic Vlasov
code with conservative scheme and its application to magnetic reconnection,
Comput. Phys. Commun. 180 (2009) 365–374.
[9] N.J. Sircombe, T.D. Arber, VALIS: A split-conservative scheme for the relativistic
2D Vlasov–Maxwell system, J. Comput. Phys. 228 (2009) 4773–4788.
[10] N. Crouseilles, T. Respaud, E. Sonnendrücker, A forward semi-Lagrangian
method for the numerical solution of the Vlasov equation, Comput. Phys.
Commun. 180 (2009) 1730–1745.
[11] T. Minoshima, Y. Matsumoto, T. Amano, Multi-moment advection scheme for
Vlasov simulations, J. Comput. Phys. 230 (2011) 6800–6823.
[12] T. Minoshima, Y. Matsumoto, T. Amano, Multi-moment advection scheme in
three dimension for Vlasov simulations ofmagnetized plasma, J. Comput. Phys.
236 (2013) 81–95.
[13] T. Minoshima, Y. Matsumoto, T. Amano, Multi-moment advection scheme for
Vlasov simulations, In: N.V. Pogorelov, J.A. Font, E. Audit, G.P. Zank, (Eds.),
Numerical Modeling of Space Plasma Slows, (ASTRONUM2011). Astronomical
Society of the Pacific Conference Series, vol. 459, 2012, p. 277.
[14] B.B. Godfrey, Numerical Cherenkov instabilities in electromagnetic particle
codes, J. Comput. Phys. 15 (1974) 504–521.
[15] S. Zenitani, M. Hesse, A. Klimas, C. Black, M. Kuznetsova, The inner structure of
collisionless magnetic reconnection: The electron-frame dissipation measure
and Hall fields, Phys. Plasmas 18 (12) (2011) 122108.[16] H. Schmitz, R. Grauer, Kinetic Vlasov simulations of collisionless magnetic
reconnection, Phys. Plasmas 13 (9) (2006) 092309.
[17] T. Terasawa, Hall current effect on tearingmode instability, Geophys. Res. Lett.
10 (1983) 475–478.
[18] M.A. Shay, J.F. Drake, B.N. Rogers, R.E. Denton, Alfvénic collisionless
magnetic reconnection and the Hall term, J. Geophys. Res. 106 (2001)
3759–3772.
[19] P.L. Pritchett, Geospace environment modeling magnetic reconnection
challenge: Simulations with a full particle electromagnetic code, J. Geophys.
Res. 106 (2001) 3783–3798.
[20] M. Hoshino, K. Hiraide, T. Mukai, Strong electron heating and non-Maxwellian
behavior in magnetic reconnection, Earth, Planets, Space 53 (2001) 627–634.
[21] M. Hoshino, T. Mukai, T. Terasawa, I. Shinohara, Suprathermal elec-
tron acceleration in magnetic reconnection, J. Geophys. Res. 106 (2001)
25979–25998.
[22] M. Hesse, K. Schindler, J. Birn, M. Kuznetsova, The diffusion region in
collisionless magnetic reconnection, Phys. Plasmas 6 (1999) 1781–1795.
[23] M.M. Kuznetsova, M. Hesse, D. Winske, Collisionless reconnection supported
by nongyrotropic pressure effects in hybrid and particle simulations,
J. Geophys. Res. 106 (2001) 3799–3810.
[24] K. Higashimori, M. Hoshino, The relation between ion temperature anisotropy
and formation of slow shocks in collisionless magnetic reconnection,
J. Geophys. Res. (Space Phys.) 117 (2012) 1220.
[25] H.E. Petschek, Magnetic field annihilation, in: W.N. Hess (Ed.), The Physics of
Solar Flares, 1964, p. 425.
[26] S. Tsuneta, Structure and dynamics of magnetic reconnection in a solar flare,
Astrophys. J. 456 (1996) 840.
[27] Y. Saito, T.Mukai, T. Terasawa, A. Nishida, S.Machida,M.Hirahara, K.Maezawa,
S. Kokubun, T. Yamamoto, Slow-mode shocks in the magnetotail, J. Geophys.
Res. 100 (1995) 23567–23582.
[28] C.R. Evans, J.F. Hawley, Simulation of magnetohydrodynamic flows — A
constrained transport method, Astrophys. J. 332 (1988) 659–677.
