In this paper, we propose a novel color-texture image segmentation method based on local histograms. Starting with clustering-based color quantization, we extract a sufficient number of representative colors. For each pixel, through counting the number of pixels with each representative color within a circular neighborhood, a local histogram is obtained. After the circular neighborhood is extended to several scales, a local histogram with an appropriate scale is adopted as a color-texture descriptor at the corresponding pixel for image segmentation. Further, we correct the color-texture features near boundaries and obtain a initial segmentation by a clustering method with the color-texture descriptors. Finally, in order to obtain a better segmentation result, we merge the over segmented regions guided by the obtained boundaries. Experiments are performed on both synthetic and natural color-texture images, and the results show that our proposed method performs much better compared with state-of-the-art methods on image segmentation, particularly in textured areas.
I. INTRODUCTION
Color image segmentation deals with partitioning a given image into several visually distinct regions, so that each region has a homogeneous texture. It is an essential step towards content analysis and image understanding. Applications based on segmentation are numerous, and they can be from medical image analysis and face identification to remote sensing.
A variety of classic color image segmentation methods have emerged for different applications, including those using local binary patterns (LBP) [1] , Gabor filtering and clustering [2] , [3] , graph cuts [4] - [6] , active contours [7] - [9] , watersheds [10] , [11] , level sets [12] , [13] , region growing [14] , [15] , mean shift [16] , knowledge-based approaches [17] , and machine-learning based methods [18] . The processes of these segmentation methods are basically the same, which can be summarized as the following three steps: (1) feature extraction; (2) segmentation; and (3) postsegmentation processing.
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Color and texture information collectively have strong links with human perception. They are powerful visual cues and provide useful features for the segmentation of complex images, which exhibit significant inhomogeneities in color and texture. Texture is different from color in that it reveals the spatial organization and arrangement of a set of basic elements or sequences (i.e., textons), and it has three primary characteristics: continuous repetition of some textons, nonrandom arrangements, and roughly uniform in the texture regions.
Feature extraction is a vital step in color image segmentation. It is necessary to distinguish textures by measuring their special properties. The special property used to represent the texture is called texture feature. There are a wide variety of classic methods for extracting texture features, including gray level co-occurrence matrices (GLCM), LBP, Gabor filters, and wavelet methods. However, most of them are designed for gray-level image segmentation, and fail to combine the information contained in color channels (i.e., the red, green, and blue channels). In many practical scenarios, the coloralone or texture-alone image information is not sufficiently robust to accurately describe the image content. Therefore, image segmentation based on the integration of color and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ texture information has attracted attention. For example, in [19] , the color-texture feature is extracted based on the integration of the Gabor filters with the measurement of color in the wavelength-Fourier domain, and it is demonstrated to be accurate in capturing texture statistics. Yang et al. [20] propose a more involved color-texture integration strategy based on compression-based texture merging, which extracts the color-texture features at pixel level by stacking the intensity values within a 7 × 7 window for each band of the converted CIELAB image. Han et al. [21] propose a graph cuts based color-texture cosegmentation method, where a comprehensive texture descriptor is designed by integrating the nonlinear compact multi-scale structure tensor and total variation flow. Nonetheless, there are still many difficulties in extracting accurate color-texture features that can locally adapt to the variations in the image content. Because features are only observable on a certain range of scales, it is obviously not a good solution for most of the methods that use a fixed local window to extract features from images. For an image with multiple types of textures, the use of non-adaptive local windows inevitably leads to blurred regions with small-scale textures and misses the complete information in the regions with large-scale textures.
To solve the problems above, we design a new segmentation method for color-texture images which includes the following four aspects: proposing a more effective color-texture descriptor, extracting local scales adaptively, correcting the descriptors near boundaries, and merging homogeneous or small regions. The segmentation method is described as follows.
At first, a novel color-texture feature descriptor (we name it local histogram descriptor and it is abbreviated as LH) is designed, which is based on color quantization techniques and local color histograms within circular neighborhoods. In order to make the LH descriptors suitable for textons of different scales, the scales of the receptive fields of the LH descriptors are adaptively set based on the similarity between adjacent regions. Because the LH descriptor is used for performing statistical operations within circular neighborhoods, the LH descriptors of the pixels near texture boundaries cannot accurately describe the pixels' texture features. To solve this problem, we propose a texture boundary detector to obtain the texture boundaries, which are used to guide the correction of the LH descriptors for pixels near texture boundaries. And then by clustering the LH descriptors at suitable scales using the density-based spatial clustering of applications with noise (DBScan) [22] method, an initial segmentation result is obtained. Although there may be severe over segmentations, the segmentation provides a good basis for the subsequent operation, i.e., region merging. Based on the mean value of the LH descriptors on each initial segmentation region and obtained texture boundaries, a region merging method for merging homogenous and small regions is designed to obtain the final segmentation result.
Compared with previous unsupervised color-texture segmentation methods, the main contributions of our method are twofold. Firstly, a new texture feature descriptor is designed, which can effectively and robustly handle not only complex shapes but also multiscale textures. Secondly, due to the coupling with reliable boundaries, the image segmentation can effectively eliminate the risk of over-segmentation because of the slow change of brightness.
The rest of the paper is organized as follows. Related work is reviewed in Section II. In Section III, we describe how the proposed image segmentation method is constructed. Section IV presents quantitative comparisons of our method with existing image segmentation methods. We conclude in Section V.
II. RELATED WORK
Existing color-texture image segmentation algorithms can be generally classified into three major families, i.e., contourbased, region-based, and machine learning based approaches.
Early contour-based methods try to detect edges by convolving a grayscale image with edge detection operators, such as Sobel, Roberts, Prewitt, and Canny. These detectors tend to overemphasize small, unimportant edges which are often caused by repeated or stochastic textures. More recent contour-based methods take into account color and texture information for cue combination. Martin et al. [23] define a linear operator Pb, which provides the probability of a boundary at each image location and orientation by the means that the features of the local brightness, color, and texture cues are fed into a regression classifier that predicts edge strength. Based on the Pb detector and combined with local and global image information, a multiscale and global gPb contour detector is defined, and then the oriented watershed transform and ultrametric contour map techniques are used for converting contours to a hierarchical region tree. The edge detection method has a good effect on image segmentation with large contrast between regions. But it is difficult to segment images with no clear or many boundaries, and it is difficult to produce a closed curve or boundary. Besides, comparing with other methods, contour-based methods are more susceptible to noise.
Region-based methods look for the similarity among spatially connected pixels and group them into multiple homogeneous regions based on feature descriptors. Deng and Manjunath [24] designed a fully unsupervised color-texture segmentation method (referred to as JSEG), which implements a multiscale region growing method with a novel segmentation criterion. One weakness of JSEG is that it has no good solution for the over-segmentation problem. In [16] , a mean-shift approach is adopted for the analysis of a complex multimodal feature space and for delineating arbitrarily shaped clusters in the application of color image segmentation. The technique has a small number of parameters and is very robust. Based on the normalized cut algorithm [25] , the authors in [26] propose a spectral segmentation method with multiscale graph decomposition, which provides high-quality segmentations efficiently. Min et al. [27] proposed a level set segmentation model integrating intensity and texture terms for segmentation of natural images, which can better capture intensity information of images than the Chan-Vese model [28] , and the texture feature is extracted by the adaptive scale local variation degree algorithm. Gao et al. [29] proposed a factorization-based level set model for texture image segmentation (referred to as FACM), which utilizes the local spectral histogram as the texture features and establishes an energy function based on the theory of matrix decomposition.
In addition, image segmentation based on machine learning is also a hot topic. In recent years, there are great advances in supervised machine learning based image segmentation using deep learning methods such as U-Net [30] and RNN [31] , [32] , and these methods have greatly improved segmentation performances compared with traditional methods. Despite this, these supervised machine learning based methods require a large number of manually annotated training samples, and obtaining such samples is still a timeconsuming task. There are also some image segmentation methods based on unsupervised machine learning. For example, Xu et al. [33] improved the pulse coupled neural network model, which can only be used for grayscale images, to a method that can be used for color images. Unsupervised methods reduce the need for manually annotating datasets, but these methods are not mature enough to achieve accurate segmentation results. In addition, for both supervised and unsupervised machine learning based image segmentation methods, their memory usage and computational time are always excessive during the training process.
III. PROPOSED METHOD
In this section, the proposed method for color-texture image segmentation is introduced in detail, and it includes the following four parts: (1) multiscale color-texture feature extraction based on the LH descriptor, (2) scale selection of the LH descriptor, (3) correction of the LH descriptors near texture boundaries and initial segmentation, and (4) region merging.
A. COLOR-TEXTURE FEATURES
Intuitively, texture is composed of locally repeating textons. Hence a local histogram within a small region can provide a robust mechanism for modeling the distribution of the textons. Inspired by the characteristics of local repeatability of textures, a feature descriptor based on local color histogram is designed. We give a definition on the descriptor as follows:
Taking each pixel as the center of a circular neighborhood in a given color-quantized image, the number of pixels with different intensities is counted within the circular neighborhood. Then a local histogram is obtained for collecting the occurrences of each intensity value. The obtained local histogram is named as the LH descriptor H (x c , y c , r) at the central point, where (x c , y c ) is the pixel coordinate of the center point, and r is the radius of the circular neighborhood.
For a given gray-quantized imageĪ (x, y) K with K gray levels, it can be seen that the LH descriptor is a K -dimension vector. We use H K to represent an LH descriptor with K dimensions, and its kth element can be expressed by
where N (x c , y c , r) is a circular neighborhood with center point (x c , y c ) and radius r.Ī (x, y) k is a binary image and the value of pixel (x, y) in the image is 1 when it belongs to the kth gray level. Moving along the image for every pixel, all the LH descriptors of the image form a hyperplane, named as an LH image for simplicity. The LH image provides local texture information for each pixel and its circular neighborhood for both grayscale and color images. For a given color-quantized image, the LH descriptor first converts the color image into multiple separate feature channels and then processes each channel independently. Lastly, the outputs of all the channels at each pixel are concatenated. For example, the multichannel LH descriptor for pixel (x c , y c ) in the RGB color space is obtained and is denoted by:
Feature extraction process using the LH descriptor.
where S denotes the color space, K denotes the vector dimension, and H i,K i (i ∈ {R, G, B}) denotes the LH descriptor in the ith channel with K i quantized bins. That is, the LH descriptor can be seen as a local gray histogram within a circular neighborhood, and is extended to exploit color information. Then, we form the final feature vector for the input image by concatenating all these LH descriptors as shown in Fig. 2 . The feature extraction using the LH descriptor includes two processes, color quantization and obtaining the local histograms.
1) COLOR QUANTIZATION
Color histograms have been widely used to capture image properties for various computer vision applications. However, there are issues with the color histograms to be directly used for texture segmentation. Firstly, the dimensionality of color histograms is too high, and this will present a challenge computationally. Furthermore, the majority of the histogram bins would be empty, which may result in unreliable estimations on the texture features. Besides, even in the same texture of a natural image, there may be a small difference in lightness, noise, etc. Thus we should classify pixels with similar colors into one class rather than classify pixels with exactly the same color into one class.
Hence, a color quantization technique is adopted before obtaining color histograms. Color quantization algorithms mainly contain two parts, i.e., palette design and pixel mapping. The process of palette design reduces the color complexity of the original image, yet keeps a sufficient number of representative colors. In this paper, the mean shift clustering algorithm [34] is used in the design of color palette and pixel mapping. After the pixels of the image are clustered in the RGB color space by the mean shift clustering algorithm, the cluster center obtained is the color palette, and the correspondence between each pixel and its corresponding cluster center is the pixel mapping, which is to find the closest color from the color palette to represent the original colors of the input image with minimum distortion.
2) LOCAL IMAGE STATISTICS
The high dimensionality problem of the traditional color histograms can be alleviated by color quantization techniques. Now there is another issue which needs to be addressed. That is, the color histogram of the entire image does not include any spatial distribution of colors. Hence the shape and texture information of the image may not have been fully used. To overcome this problem, the local color histogram is computed within a circular neighborhood. As expressed in (1), for each bin of the local histogram, the counting can be obtained by convolving a mean filtering C (r) with a binary image, which is obtained by selecting the corresponding representative color in the quantized image. The values for C (r) can be obtained in two steps: (1) The values of the pixels completely within the circular boundary are the same, and equal to 1, which are denoted by the yellow pixels in Fig. 3 . The values of the pixels partially within the circular boundary are estimated by an interpolation operation, and their values are equal to the percentage of the area within the circular boundary, which are denoted by the orange and light blue pixels in Fig. 3. (2) All the values for C (r) are normalized to make their summation equal to 1.
B. DESCRIPTOR SCALE SELECTION
The size of the LH descriptor is closely related to the scale of textons. If the size of the LH descriptor is smaller than the scale of the textons, the obtained information about the textons is incomplete and with missing details. In addition, a real-world image usually contains more than one types of textons, and the scale of a texton may vary with the imaging angle and the undulating surface of the object. For example, Fig. 4 shows a color-texture zebra image where there is only one kind of texton on the zebra but with different scales. The neck area of the zebra contains large-scale textures, while the hip and waist of the zebra contains small-scale textures. When we obtain the LH descriptors with a single scale for the zebra image, it can be seen intuitively that if the scale is small, the LH descriptor is inadequate to represent the texture information on the zebra neck, while if the scale is large, the LH descriptor blurs the texture boundary on the hip and waist of the zebra. Therefore, it is necessary to set an adaptive scale for the LH descriptor in different areas of a given image.
In general, when the LH descriptor at a pixel is expanded to a larger scale, there will be more pixels to be included in the larger circular neighborhood. Based on their locations, these pixels can be divided into two categories, i.e., pixels within . Separability between two categories of pixels. One category which is within a circular neighborhood is denoted by a yellow region and the other category is denoted by a blue region.
a circular neighborhood and pixels on the ring, as shown in Fig. 5 . If the two categories of pixels are homogenous, they are inseparable; otherwise, they are separable. So, the separability can be used to find a suitable scale. In order to obtain a quantitative measure on how separable the two categories are, a distance measure is required. In this paper, the Bhattacharyya distance [35] is used to represent the separability. For each pixel (x, y) in a given image, the Bhattacharyya distance between the color-texture feature descriptors h (x, y, r i ) and h (x, y, r i+1 ) on adjacent scales is calculated as follows. Fig. 6 shows how to select the scale using the Bhattacharyya distance, and the red dots represent the selected scales in a series of radii with a pre-set range. Fig. 6(b) and Fig. 6 (c) represent two different cases, i.e., pixel (169, 141) located in a region with the same texture and pixel (230, 137) located in a changing texture region respectively. As shown in Fig. 6(b) , with the scale of the receptive field increasing within a certain range, the Bhattacharyya distance tends to become smaller and finally stabilizes. The Bhattacharyya distance is relatively small with the increasing scale, which indicates that the textures in the receptive field are always similar, so the largest circle is taken as the receptive field to obtain more accurate texture description information. While in the second case, as shown in Fig. 6(c) , with the increasing scale, the Bhattacharyya distance becomes higher between the 4th and 5th circles because on the 5th circle it detects a new texture. So, the receptive field for pixel (230, 137) is set at the 4th circle.
C. CORRECTION AND INITIAL SEGMENTATION
In general, the positions of pixels in a given multi-texture image can be divided into two categories, i.e., pixels far away from the texture edges and pixels near or on the texture edges. For the first category of pixels, the LH descriptors can be effectively and accurately extracted within their circular neighbors. While for the second category of pixels, there may be more than one types of textons within their default circular neighbors. If the LH descriptor is directly used in image segmentation, it may lead to uncertain edges in the segmentation results. Therefore, for pixels in the second category, the LH descriptors need to be corrected. After correction, the LH descriptors can be used to obtain a initial segmentation result.
1) CORRECTION OF LH DESCRIPTORS
To obtain the corrected receptive fields, we first design a texture boundary detection method, which is described as follows.
In [23] , Martin et al. define a gradient-based boundary detector Pb which provides the posterior probability of a boundary with orientations at each image pixel. Based on the Pb detector, we propose a variation of the detector Pb for our application, which is described below.
For each pixel on the color-quantized imageĪ (x, y), the circular neighborhood centered on the pixel is divided into two half-disk g θ and h θ by a line segment at an angle θ through this pixel. For each half-disk in the RGB color space, Comparison of extracted boundary results between our method and the method in [23] . It can be seen that our boundary map (right) is smoother in texture compared with the boundary map obtained by the method in [23] (left).
the histograms of every color channel are obtained. The Pb with an arbitrary orientation is described as the histogram difference, which is computed by
where K denotes the number of color-quantized bins, and r denotes the radius of g θ and h θ . We use eight orientations for θ: 0 • , 22.5 • , 45 • , 67.5 • , 90 • , 112.5 • , 135 • , and 157.5 • , and obtain a multi-orientation Pb detector by adding eight values from the Pb detector together. To adapt to different scales of textons, same with the LH descriptor, the Pb detector is extended to multiscales by changing the radius r of the circular neighborhood in a given range. The multiscale Pb detector is the result of all the responses from the Pb detectors in a given range of radius from r 1 to r n , which is expressed by
where r i is the radius of the ith scale of the Pb descriptor. We then apply the mPb detector to the color-quantized image, and the initial texture boundaries are obtained. After that, the gradient edges of the given image are used to eliminate false boundaries generated by color quantization as shown in Fig. 7 . Then, the texture boundaries are extracted to be used at a later stage. There is a difference in (6) from [23] in that the summation operation for the Pb detectors with different scales is replaced by a multiplication operation to better blur the internal structure of the texture, as shown in Fig. 8 .
After obtaining the boundary map, long boundaries are selected from the boundary map for correcting the descriptors for the pixels near boundaries because large regions are generally enclosed by long boundaries. For each long boundary and its neighborhood, there is a banded region of mixture (B-ROM), which is centered at the boundary location with a band with the width of 2R as shown in Fig. 9 . For each pixel in B-ROM, the receptive field of its LH descriptor is changed to a circular neighborhood that is tangent to the contour and with a radius of R.
As shown in Fig. 10 , we use the average filter instead of the LH descriptor to intuitively observe the corrected effect of the receptive field. After correcting the LH descriptors near boundaries, the edges of the feature map become sharper.
2) INITIAL SEGMENTATION
We use a DBScan-based [22] approach to build local clusters of pixels with the LH descriptors and the normalized x, y pixel coordinates, which are expressed by multiplying the coordinates by a fixed value. Indeed, the method can be initially used in this step when we apply the method of segmenting the image into several regions. However, to increase the robustness of the algorithm, we perform an over segmentation and then merge the regions. In Fig. 11 , we can see the results of initial segmentations.
D. REGION MERGING
The initial segmentation described earlier divides the image into many small regions. Although there may be severe over segmentations, the initial segmentation provides a good basis for region merging. In this section, we propose a fast and efficient region merging method based on the texture boundaries and initial segmentation. That is, the two nearby initial segmentation regions are determined whether to merge into one by two merging criterions, i.e., the texture boundaries and similarity in the mean value of the LH descriptors (mLH, for short) between two nearby initial segmentation regions. Texture boundaries can help avoid over segmentation because of brightness variations. The similarity is represented by the Bhattacharyya distance between the mLH descriptors. The merging process is as follows: first the mLH descriptors of each initial segmentation region are calculated; then the mLH descriptors are used to calculated the Bhattacharyya distance of each two nearby regions; at last, only when the Bhattacharyya distance between the two nearby regions is smaller than a certain threshold and there is no texture boundary between them, the two regions are merged into one. In addition, the threshold is obtained from a large number of practical experiments.
IV. EXPERIMENTS
In this section, we evaluate the performance of the proposed method on one synthetic and two natural image databases. The describable textures database (DTD) [36] is selected as a synthetic image test, and the BSDS500 dataset [37] and the Weizmann database [38] are selected as natural image tests for practical image segmentations.
Besides, both subjective and objective evaluation methods are used in these evaluations. The subjective evaluation method is to compare and analyze the segmentation results of each segmentation method with reference to ground truth. As for objective evaluation, we select four popular and effective metrics [39] , i.e., the probabilistic rand index (PRI) [40] , the variation of information (VoI) [41] , the global consistency error (GCE) [42] , and the boundary displacement error (BDE) [43] . PRI represents the agreement between the obtained segmentation and the ground truth. VoI measures the distance between two segmentations in terms of their average conditional entropy, thereby roughly measuring the amount of randomness in one segmentation that cannot be explained by the other. GCE measures the extent to which one segmentation can be viewed as a refinement of the other. BDE measures the average displacement between the boundaries of two segmented images. We should notice that PRI ranges in [0, 1], and a larger value is better; VoI varies in [0, +∞), and a smaller value is better; GCE ranges in [0, 1], and a smaller value is better, and BDE varies in [0, +∞) in pixels, and a smaller value is better. Therefore, a segmentation is better if PRI is larger and the other three metrics are smaller when compared with the ground truths.
Our proposed method is compared with six other classical and advanced segmentation techniques, i.e., the unsupervised J-images segmentation (JSEG) [24] method, the multiscale normalized cuts (MNCut) [26] method, the compressionbased texture merging (CTM) [20] method, the segmentation by aggregating superpixels (SAS) [44] method, the contourguided color palettes based (CCP-LAS) [45] method, and the factorization based active contour model for texture segmentation (FACM) [29] method. The test results will be given and analyzed in the following section.
A. PARAMETER SETTING
There are a few parameters that can be set to influence the segmentation results for our method. Most of the parameters can be set to fixed values. The fixed parameters used in the LH descriptor are set as follows: The radius r shown in (1) are from 5 to 14, and the step size for two adjacent filters is 1. The number of segmented regions on the input image is set to 100 to obtain an over segmentation result to maintain segmentation details.
For the purpose of fair comparisons, the main parameter settings for the six competing methods are given below. The JSEG method has three parameters that should be set, i.e., the color quantization threshold, the scale, and the merge threshold. Just as the authors suggested, these parameters can be set to 255, 1.0, and 0.4. The number of segmented regions for MNCut is set appropriately according to the image content. The CTM method is a simple agglomerative clustering algorithm derived from a lossy data compression approach, and the texture difference threshold is set to 0.15. For the SAS method, the affinity coefficient, the scale factor, and the neighbor numbers of super pixels are set to 0.001, 20, and 1 respectively. For the CCP-LAS method, we select the spectral BW parameter as 5, as the authors used in their paper. For the FACM method, the two balance coefficients are set to 1 and 0.04, respectively, the integration scale is set to 20, the number of bins of histogram is set to 12, and the initial contour divides the image into 9 identical 3 × 3 sub-images.
B. EXPERIMENT ON SYNTHETIC IMAGES
The synthetic image segmentation task is tested firstly on some specifically designed synthetic images, which are from the DTD database. Fig. 12 shows the comparisons of the segmentation results among our method, benchmark JSEG, MNCut, CTM, SAS, CCP-LAS, and FACM.
The first row of Fig. 12(a) shows a challenging synthetic color-texture image in which the row sub-images differ in color and the column sub-images differ in texture. The test is set to evaluate the capability of our proposed method on discriminating different colors and textures. It can be seen that our proposed method and CCP-LAS can segment the image with different colors and textures accurately. However, both JSEG and MNCut fail in segmenting different texture areas as shown in the other rows of the first column. Although the other two methods, CTM and SAS, can also separate different colors and textures, the dividing boundaries are inaccurate. FACM can segment regions with different textures very well, but it fails in separating different colors. The first row of Fig. 12(b) shows a more complex image, which is synthesized from five sub-images with different colors and textures. On one diagonal, the three sub-images have similar color but different textures. On the other diagonal, the three sub-images have different colors but with the same texture. It can be seen that, except for the CTM and FACM methods, all other methods can distinguish the regions with the same texture but different colors. As for the regions with the same color but different textures, only the SAS, CCP-LAS, FACM, and our method can segment the image correctly, and our method performs best among these segmentation methods. Although FACM performs well in separating regions with different textures, it cannot distinguish colors well. The first row of Fig. 12(c) shows a synthesis image with two irregularshaped sub-images, and the sub-images are with different textures but with similar colors. It can be seen that only FACM and our proposed method can separate the two sub-images with different color-texture features and locate the boundaries accurately. The segmentation results in these tests demonstrate that our approach has a much better performance than the other six methods, especially for distinguishing regions with different textures but with similar colors. Meanwhile, more synthetic color-texture images are chosen from the DTD dataset for testing. Compared with the images in Fig. 12 , the color-texture features in these images are more random, irregular, and complex, as shown in Fig. 13 . In this experiment, the numbers of segmented regions for MNCut, SAS, CCP-LAS, and our method are all set to 4 in rows 1-2 and 5 in rows 3-4 in Fig. 13 . The parameters for the other three methods, JESG, CTM, and FACM, are adaptively adjusted by their algorithms. As shown in Fig. 14, our proposed method performs best in the comparison results, especially in accurately locating the region boundaries.
In addition, to objectively evaluate the segmentation results from our proposed method compared with other methods, the PRI, VoI, GCE, and BDE values are obtained and given in Table 1 .
As shown in Table 1 , the segmentation result of our method is the most accurate. JSEG segments well but it obtains a bad BDE result. MNCut has a bad result in GCE because it generates more errors. As a segmentation method based on texture, CTM achieves a good score in BDE, but it is not able to segment the texture images into correct regions, so it has a bad VoI score. SAS and CCP-LAS are based on boundaries and they are not good at texture image segmentation. FACM only achieves a good score in GCE because many of its results are under-segmented.
As described earlier in the comparative experiments, for the qualitative comparisons in Figs. 12-14 or the quantitative comparisons in Table 1 , our proposed method has a superior performance compared with the other color segmentation methods in the aspects of accuracy, robustness, and colortexture discriminating capability.
C. EXPERIMENT ON NATURAL IMAGES
In this subsection, we validate the effectiveness of our proposed method on two natural image datasets, i.e., the Weizmann database and the Berkeley dataset. Both of them include a set of real-world images with diverse, complex, and irregular color-texture patterns. The experiments are conducted to obtain quantitative and qualitative evaluations on the performances of our proposed method. Meanwhile, the JSEG, MNCut, CTM, SAS, CCP-LAS, and FACM algorithms are also chosen for comparisons.
We first begin validating our proposed method on 32 color-texture images from the Weizmann dataset, and the segmentation results from our method are given in Fig. 15 , which indicates that our method extracts the objects with accurate and smooth boundaries. There are some test images which contain rich and complex textures, such as plant, buildings, and animals, and there are some test images which contain gradual brightness changes, such as the sky behind the ferris wheel and water surrounding an island. These experimental results show that our method is not only robust against brightness changes, but also can discriminate regions with rich color textures.
We next test some more complex color-texture images from the well-known Berkeley segmentation database (BSDS500). The images considered in this section are characterized by nonuniform textures, fuzzy borders, and low image contrast, and known color-texture segmentation methods often obtain undesirable results.
In order to demonstrate the effectiveness of our method in handling images containing rich and complex textures, four images (as shown in Fig. 16 ) are selected from the BSDS500 database. The comparisons of our proposed method and the other six segmentation methods are given in Fig. 16 . In Fig. 16(a) , a zebra image is tested, which contains different-scale strip textures. For instance, the texture in the waist region is very dense, while the scale of the strip texture in the hip and neck regions is relatively large. Therefore, it is very suitable to demonstrate the superior scale discriminating power of our proposed method. It can be seen from Fig. 16(a) that, benefiting from the multiscale extraction of the LH descriptor, our method can separate the zebra as an entire object. However, the other six segmentation methods can only segment parts of the zebra, especially in regions with low color contrast and fine details, e.g., the zebra fore legs which are blurred by grass in the background. Besides, both SAS and CCP-LAS produce over-segmentation results on the neck of the zebra due to its relatively larger scale. Moreover, in Fig. 16(b) , our method can not only discriminate the large-scale texture as a single area, but also preserve more details. Hence, the two rectangular holes are separate in the pair of snowshoes. In Fig. 16(c-d) , our method can extract camouflaged leopards as an entire object from their surroundings. As for the other six compared methods, JSEG, MNCut, and CTM totally fail in these tests, although SAS, CCP-LAS, and FACM can segment parts of the leopards, and their segmentation results appear to be seriously oversegmented and wrongly segmented to some extent.
Another problem in image segmentation is that it is easy to produce over-segmentation in regions with gradually changed brightness by many color image segmentation methods. In Fig. 17 , four images are tested, which contains rich colortexture information, and the brightness is gradually changing in some regions. Based on the boundary-guided region merging, our method is robust against brightness variations. For the textures with gradually changed brightness, for example, the sky and sea regions as shown in Fig. 17(a-c) , our method avoids over-segmented results because of the region merging guided by boundaries. The segmentation results from the three comparison methods JSEG, MNCut, and CTM appear to be over-segmented. FACM performs well as shown in Fig. 17(b) , but it appears to be under-segmented as shown in Fig. 17(a, c) . Moreover, in Fig. 17(d) , only our method can retain the horses as an entire object with accurate boundaries, because there is uniformity brightness on the horse back. In order to illustrate the effectiveness of our method in handling different images, 500 images from the Berkeley database are used for testing. Part of segmentation results are shown in Fig. 18 .
The experimental results on the Berkeley database are given in Table 2 which shows that the proposed method achieves a much better performance compared with the other algorithms based on the PRI, VoI, GCE, and BDE measures.
V. CONCLUSION
In this paper, we propose a color-texture image segmentation method. To improve the color-texture discriminating capability, a new color-texture descriptor based on local histograms is designed to model the color-texture distribution. Meanwhile, the color-texture descriptor can also obtain the scale information of the textures. Afterwards, a variant of the local multiscale probability of a boundary detector is designed to extract texture boundaries. Then the texture boundaries are used for region merging. A large number of qualitative and quantitative experiment results show that our method outperforms other methods for color-texture segmentation, especially for images with rich color textures and gradual brightness changes.
