The Tangent Works team participated in GEFCom 2017 to test its automatic model building strategy for time series known as Tangent Information Modeller (TIM). Model building using TIM combined with historical temperature shuffling resulted in winning the competition. This strategy involved one remaining degree of freedom, a decision on using a trend variable. This paper describes our modelling efforts in the competition, and furthermore outlines a fully automated scenario where the decision on using the trend variable is handled by TIM. The results show that such a setup would also win the competition. 
Qualifying Match Description
Data. The qualifying match consisted of making quantile predictions for 10 different time series of electricity load sampled hourly (the 8 ISO New England zones, Massachusetts (sum of three zones under Massachusetts) and the total (sum of the first 8 zones); see Table 2 for a ful list). Fig. 1 shows an example of a load signal and coresponding quantile forecasts for January 2017. Explanatory variable candidates were restricted to four -dry bulb temperature, dew point temperature, public holidays in the United States and time information (time stamps for calculating month of year, day of week etc.). Each forecast consisted of nine deciles (from first to ninth) and was submitted 6 times:
• Round 1 due date: Dec 15, 2016; forecast period: Jan 1-31, 2017.
• Round 2 due date: Dec 31, 2016; forecast period: Feb 1-28, 2017.
• Round 3 due date: Jan 15, 2017; forecast period: Feb 1-28, 2017.
• Round 4 due date: Jan 31, 2017; forecast period: Mar 1-31, 2017.
• Round 5 due date: Feb 14, 2017; forecast period: Mar 1-31, 2017.
• Round 6 due date: Feb 28, 2017; forecast period: Apr 1-30, 2017.
Historical values were available for the year 2003 up to 2016. There were no temperatures specified for the total Massachusetts load, so we used 6 temperatures (2 temperatures from each of the 3 Massachusetts zones). Preprocessing. The data quality was good and there was no preprocessing needed on the loads nor on the temperatures. A slight change was done only to standardize the hours at the beginning and end of daylight saving time (DST). The switch to DST in March required the averaging of the hour ending at 1AM and at 3AM so that a value of load ending at 2AM is created. In November, the return to Standard Time is handled by halving the double counted 2AM value.
These modifications were not needed for the data since 2016. This way we obtained 9 datasets with 4 variables (a vector of date strings, the 2 temperatures, and a vector with ones for holidays and zeros otherwise) and 1 dataset (Mas- 2. Shuffle historical temperatures to create 'new' artificial possible weather scenarios for forecast months and plug them into these underlying models to obtain different load forecasts. Create quantiles from these forecasts.
Shuffling Temperatures
Luckily there were enough years of history available for both dry bulb and dew was not complete). This means we did not have to use discontinuous shuffling to obtain a sufficient amount of new temperatures. What we did is to simply shift the existing 13 year temperature profiles by 3 days ahead and 3 days behind.
This way we could generate 91 (7 times 13) 'new' temperatures, which is enough to make reasonable quantiles from load after plugging the temperature into the underlying model. These were simply constructed using the R function quantile, which calculates them as
where all parameters are default taken.
Model Building
For each dataset only 2 models were created. These models did not interfered with models created for other time series. The procedure of creating the two models was identical in all 10 cases, meaning it suffices to describe only one of them.
Training Data Ranges. Models were trained only on the last three years (1.1.2014
to 30.11.2016). We retrained these models every time new data were available by simply adding them to the dataset. In rounds 1, 2 and 3 data were avail- Information Criteria and Bayesian Statistics [3] . This whole process is fast and automatic, requiring no fine-tuning. Some other efforts concerning automation in time series modelling are outlined in [4, 5, 6] .
For all time series, TIM generated an individual model for each hour of a day.
For the sake of simplicity we refer to this set of models as a model. Two sets of quantiles were generated for each model -'trend' and 'non-trend'
ones. In the 1st, 2nd and 6th round we sent only quantiles from the model containing a trend and in the 3rd, 4th and 5th round we averaged the quantiles of both models resulting in an ensemble approach. This decision was taken because after getting partial results from the first rounds we thought we could improve our performance by weakening the 'trend effect' (and vice versa in the last round). The whole strategy is visualized in the Fig. 3 .
Results
The pinball loss function was used to evaluate the models. Let τ be the target quantile, y the real value and z the quantile forecast, then L τ , the pinball loss function, can be written as:
For each zone in each round, the pinball loss function was calculated. These were then compared to the vanilla bench-mark model and relative improvement over the model was calculated and used as score. The final score for each round is the relative improvement over the vanilla model averaged across the all zones. Table 1 
Discussion
Automation and Trend Variable. It was interesting to observe that using models with the trend variable in all rounds would have also resulted in winning the competition. This can be attributed to the fact that TIM has the ability to automatically exclude or significantly suppress variables that may worsen the prediction quality. We could therefore add the trend variable to all of the 10 scenarios and let TIM include or exclude the variable. A closer inspection of the generated models revealed that in one of the zones the trend variable was completely excluded while it varied in importance in some others. The whole competition could have been won in an automatic fashion because both, the underlying models and the quantiles were estimated without any tuning. Responsiveness to New Data. It is worth mentioning that our quantile forecasts would differ only slightly with the new training data available. This is due to the fact that shuffled temperatures plugged into the model will not change as they are all historical values. It was therefore perfectly possible to send quantile forecasts for the entire year 2017 right at the beginning of the competition. The only thing that may change is an underlying model, but the strategy should be robust enough that compared to the 3 years used for training, some small amount of additional training data should not make a substantial difference.
Moreover, consider a situation where the temperature in half of January gets unusually high resulting in a lowered electricity consumption. This would suggest that the temperature in the other half of January might be high too and therefore we should lower our quantiles for consumption as well. However, this represents only a small portion of training data in our underlying model and does not affect temperatures plugged into it at all, resulting in our model not being able to capture the situation very well. The question is how to adjust the strategy so models can react to new data faster without loosing generality.
Usage of Hierarchical Information. Another space for an improvement could be the Massachusetts-total" dataset and Total" dataset. These electricity loads are in reality a sum of 3 zonal Massachusetts loads and the sum of all loads, respectively. We completely ignored this connection and built a separate model for each. The only thing that takes this into account is usage of more temperatures for the Massachusetts-total. There certainly exists a way to improve results using some sort of hierarchical modelling, for example as in [7] .
Quantile Estimation Techniques. Estimating quantiles directly using, e.g., quantile regression as in [1] is also an interesting topic for further work.
Conclusion
This study shows that designing a highly competitive automatic model building strategy is possible. Full automation brings some interesting benefits. It is worth emphasizing that a business user with a limited mathematical background could use TIM in an automatic fashion and obtain the same results. A robust modelling strategy with zero degrees of freedom is also key to forecasting at scale in machine-to-machine scenarios where hundreds or thousands of different time series need to be predicted. TIM is a crucial building block to such a large-scale forecasting system.
Detecting long-term trends in the historical data is possible and could be considered as future work. An additional rule for a long-term trend detection is devised and added to TIM.
In addition, the applications of TIM are not limited to electricity load forecasting. At the time of writing, TIM has been extensively tested on several hundreds of data sets from diverse domains of the energy industry (electricity load, gas consumption, wind and solar production, district cooling, etc.). 
