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Molecular dynamics simulations of sodium iodide dissolved in dimethyl ether or
1,2-dimethoxyethane ~glyme! were studied at a range of salt concentrations. The interactions among
the species were represented with Lennard-Jones and Coulomb forces. Dimethyl ether and glyme
were represented by a rigid three-site model and a six-site model with flexible dihedral angles,
respectively. Glyme is demonstrated to be a much better solvent than dimethyl ether, although both
are low-dielectric solvents. At the highest concentration studied in glyme, which corresponds to an
oxygen/cation ratio of 16:1, free ions make up about 50% of the total ion concentration, and neutral
pairs make up about 20%. A quantitative analysis of the species important in conductivity shows that
the current is primarily the result of the movement of free ions and the relative movement of ions
within loosely bound ion pairs. At higher salt concentrations, many different ionic species can make
contributions to the conductivity. © 1995 American Institute of Physics.I. INTRODUCTION
Polymer electrolytes,1 as well as many other ionic solu-
tions, typically exhibit a minimum in molar conductivity at
low-salt concentrations and a maximum at higher salt
concentrations.1–3 The minimum, which occurs at concentra-
tions of less than 0.1 molality,4–6 is generally attributed to
the formation of neutral ion pairs from free ions. The pairs
are believed to recombine to form charged species when
more salt is added, but whether the new species are free ions
or larger clusters has been a matter of debate.
A study by Vincent and co-workers5 determined the con-
ductivity as a function of salt concentration for materials
consisting of poly~ethylene glycol! and either LiClO4 or
LiCF3SO3. The researchers attempted to calculate the rela-
tive concentrations of the different species by making the
assumptions that no ion species larger than triplets existed
and that the concentrations of oppositely charged triplets
were equal. The concentration of free ions was found to be
negligible at salt concentrations typically found in polymer
electrolytes. The majority of ions existed in ion pairs, and
these conclusions imply that clusters of three ions ~triples!
carry most of the conductivity.
However, other research has led to different conclusions.
For example, Torell and co-workers7–9 have used Raman
scattering to estimate the concentration of free ions and ion
pairs in polymer electrolytes of similar composition to those
in the Vincent study. After studying the effect of temperature
and polymer molecular weight on the anion symmetric
stretch in these systems, the authors conclude that free ions
have a significant concentration in these materials and ac-
count for the conductivity. Ultrasound measurements by
a!Present address: Department of Materials Engineering, Monash University,
Wellington Road, Clayton, Victoria 3168, Australia.
b!Author to whom correspondence should be addressed.8746 J. Chem. Phys. 103 (19), 15 November 1995 0021-960Eyring, Petrucci, and co-workers have also led to the conclu-
sion that the free ions are responsible for the
conductivity.10–13
A series of molecular dynamics simulations was under-
taken to study these questions, at least for two model
systems.14 The simulations study the effects of changes in
salt concentration at 298 K with a constant ion charge of 0.3
e. The choice of a moderate value of the charge ensures that
the systems are less likely to experience phase separation, as
discussed in the companion paper,15 henceforth referred to as
I. Five simulations used a rigid three-site dimethyl ether sol-
vent model, and four simulations used a six-site glyme sol-
vent model with flexible dihedral angles ~formula
CH3O–CH2CH2–OCH3!. The choice of the glyme solvent is
important, as the approximate spacing of oxygens by two
methylene groups is essential to the conductivity of the ether
class of polymer electrolytes.16 These studies complement
other efforts which have focused on modeling much larger
solvents17–21 or on technical questions about solvation.22–26
All simulations used a total number of 330 solvents and
ions. The ion concentration for each simulation will be re-
ferred to using the ratio ~rounded off to integer values! of
solvent oxygen sites to cations. The dimethyl ether simula-
tions used ratios of 53:1, 31:1, 23:1, 20:1, and 16:1. Those
simulations were carried out for 50, 50, 30, 80, and 50 ps,
respectively, after 90 ps of equilibration. The glyme simula-
tions used ratios of 51:1, 31:1, 24:1, and 16:1. Those simu-
lations were carried out for 50, 50, 30, and 30 ps, respec-
tively, after 90 ps of equilibration. The dimethyl ether
simulation with ratio 20:1 is the same as the one discussed in
I for an ion charge of 0.3 e.
II. COMPUTATIONAL METHODOLOGY
The molecular dynamics program used for this research
has been described in I. The site parameters for the species6/95/103(19)/8746/10/$6.00 © 1995 American Institute of Physics
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to the program for use of a six-site solvent model of 1,2-
dimethoxyethane, also known as monoglyme or simply
glyme. In this species, the nearest-neighbor distances and
next nearest-neighbor distances are fixed, ensuring that bond
lengths and bond angles are rigid. The major modification
was the inclusion of flexibility for the three dihedral angles
of the solvent. These angles will be referred to as F1 for the
two methyl–oxygen–methylene–methylene dihedral angles,
which are both governed by the same potential, and F2 for
the oxygen–methylene–methylene–oxygen dihedral angle.
Intermolecular distribution functions are calculated as
described in Sec. II of I. Intramolecular distribution func-
tions are defined differently. For a pair of sites A and B in the
same molecule, the intramolecular pair distribution function
gAB(r) is the percent of pairs which on average are at that
distance. For an intramolecular dihedral angle, the angle dis-
tribution function g ~F! is the percent of angles which on av-
erage take that value. For an intramolecular distribution
function g(x) where x may be a distance r or an angle F, its
integral N(z) is the integral from x50 to x5z .
A primitive approximation for the alkyl ether dihedral
potentials was developed based on the work of Jorgensen
and associates.27 The potential used for dihedral angle F is a
Fourier expansion
V~F!5
1
2V1
~11cos F!1
1
2V2
~12cos 2F!
1
1
2V3
~11cos 3F!. ~1!
The parameters for the dihedral angles were obtained from
the SYBYL molecular mechanics program using the GRID-
SEARCH option for torsional angles. The calculation used
standard SYBYL parameters for the sites and included hydro-
gens on the methyl groups and lone pairs on the oxygen
sites. The energy of each torsional angle was calculated from
0° to 180° at intervals of 1° after minimization of each con-
figuration. The KALEIDAGRAPH data analysis program was
used to fit the results to potentials of the form of Eq. ~1!.
For angle F1 formed by the sites CH3–O–CH2–CH2–,
V1512.885 kJ/mol, V2527.1744 kJ/mol, and V3519.049
kJ/mol. For angle F2 formed by the sites
–O–CH2–CH2–O–, V1520.11254 kJ/mol, V2520.24434
kJ/mol, and V3516.375 kJ/mol.
The dihedral angle potentials control the distances be-
tween site i and site i13 in a solvent molecule. As stated
previously, distances between site i and site i11 and be-
tween site i and site i12 are constrained. The Lennard-Jones
potential is allowed to operate between site i and site i14
and between site i and site i15. Thus all internal degrees of
freedom are either constrained or controlled by a potential.
The forces acting on individual sites must be derived
from the dihedral angle potential. Equation ~1! may be re-
written in a more useful form
V~F!5~0.5V11V210.5V3!1cos F~0.5V121.5V3!
1cos2 F~2V2!1cos3 F~2V3!. ~2!J. Chem. Phys., Vol. 103, NThe force acting on site i for any potential involving the
cosine of an angle is expressed28
Fi5
2dV~F!
d cos F ¹ i cos F . ~3!
Allen and Tildesley28 have provided the general derivation of
forces due to such potentials.
The dipole moment of the dimethyl ether model is 1.2 D,
and the dipole moment of the glyme model is 1.9 D at 298 K.
These correspond reasonably well to literature values.29,30
The dielectric constant at 298 K of the dimethyl ether model
is approximately 3, and that of the glyme model is approxi-
mately 5. The dielectric constants at 298 K of dimethyl
ether,29 glyme,30 and typical polymeric ethers16 are about 5,
7, and 5, respectively. Polymeric ethers are better solvents
than small ethers, such as dimethyl ether or glyme, due to
entropic considerations.31
III. STRUCTURAL PROPERTIES
The mean anion and oxygen coordination numbers for
the cations at 3.6 Å are presented in Table I. At the highest
ion concentrations, each cation in dimethyl ether is most of-
ten in close proximity to one anion. The cations in glyme
have anion coordination numbers that are typically about
half of those in dimethyl ether at comparable concentrations.
Sodium cations are observed to have approximately fourfold
coordination, which agrees with the simulation results of
Catlow.19 In glyme, most of that coordination is supplied by
solvent oxygens.
The first peaks of the cation–anion pair distribution
functions ~PDF! for the dimethyl ether simulations are
shown in Fig. 1, and the cation–anion PDF for the glyme
simulations are shown in Fig. 2. The intensities of the major
peaks in each graph decrease as the concentration increases,
reflecting the increasing values of the normalization factors,
which include the increasing total number of anions. None of
the PDF show a large second peak, indicating that clustering
is not greatly increasing with concentration. The intensity of
the major peak at each concentration in dimethyl ether is
always at least twice as large as the comparable peak in
glyme. This comparison provides evidence that less cluster-
ing takes place in glyme than in dimethyl ether, and this
conclusion is supported by the cation–cation and anion–
anion PDF. Table I shows that the cation has approximately
TABLE I. Concentration dependence of mean coordination numbers of cat-
ions at 3.6 Å.
Solvent Ratio
Salt
molarity
No. of
anions
No. of
oxygens
~CH3!2O 53:1 0.272 0.61 2.72
~CH3!2O 31:1 0.453 0.72 2.60
~CH3!2O 23:1 0.589 0.92 2.27
~CH3!2O 20:1 0.679 0.87 2.36
~CH3!2O 16:1 0.815 1.12 2.09
Glyme 51:1 0.350 0.30 4.06
Glyme 31:1 0.554 0.43 3.80
Glyme 24:1 0.700 0.42 3.80
Glyme 16:1 0.963 0.52 3.64o. 19, 15 November 1995
8748 Payne et al.: Simulations of NaI/ether solutions. IIfourfold coordination in both solvents. In dimethyl ether, two
to three oxygen sites are in close proximity to each cation. In
glyme, the cation is near to about four oxygen sites at each
concentration. A strong chelation effect is indicated, in which
two glyme solvents with a total of four oxygens coordinate
the sodium.
Distribution functions can also be used to determine the
properties of the glyme model and the effect of the ions on
these properties. The solvent–solvent center-of-mass ~COM!
pair distribution functions for both the dimethyl ether model
and the glyme model are similar to each other and typical of
dense fluids.32 The addition of ions has no measurable effect
on the intermolecular solvent–solvent PDF for either model.
The presence of ions does not necessarily affect intermolecu-
lar solvent structure. A neutron diffraction study33 of water
structure in concentrated lithium chloride solutions reports
that the intermolecular solvent structure is unchanged from
that of pure water at 1 molal concentrations. In 10 molal
solutions, the number of solvent hydrogen bonds is de-
creased. The study found no effect on intramolecular solvent
FIG. 1. The cation–anion pair distribution function at five different ion
concentrations in dimethyl ether. The concentrations are listed in terms of
the ratio of solvent oxygens to cations. A few data points are marked with
symbols.
FIG. 2. The cation–anion pair distribution function at four different ion
concentrations in glyme. The concentrations are listed in terms of the ratio
of solvent oxygens to cations.J. Chem. Phys., Vol. 103, Nstructure ~bond angles! even at concentrations of 10 molal.
In the work reported here at salt concentrations up to 1 molar
~see Table I!, the ions also do not appear to exert a strong
influence on either the intermolecular or intramolecular
structure of glyme, as the discussion below will show.
Figures 3 and 4 show the angle distribution functions
and their integrals for the glyme dihedral angles F1 and F2 .
F1 is the methyl–oxygen–methylene–methylene angle, and
F2 is the oxygen–methylene–methylene–oxygen angle. Re-
sults for the pure solvent and the solution with ratio 16:1 are
shown. For all the angle and intramolecular distribution
functions discussed here, results are quite similar for all the
glyme solutions with different ratios. The F1 angle for the
pure solvent is in the trans conformation about 60% of the
time and the gauche conformation about 40% of the time.
Addition of ions causes no significant change. The F2 angle
for the pure solvent is in the gauche conformation about 90%
of the time and the trans conformation the rest of the time.
The addition of ions leads to no significant change for the F2
angle either. Another parameter of interest is the mean dipole
moment of the glyme solvent. The dipole moment of glyme
FIG. 3. The angle distribution function for F1 for pure glyme and a solution
with ratio 16:1. Both the distribution function and the integral have units of
percentage.
FIG. 4. The angle distribution function for F2 for pure glyme and a solution
with ratio 16:1. Both the distribution function and the integral have units of
percentage.o. 19, 15 November 1995
8749Payne et al.: Simulations of NaI/ether solutions. IIis about 1.9 D in both the pure solvent and the solutions. The
addition of ions causes no conformational change for the
six-site model of glyme.
This conclusion for the F2 angle is confirmed by exami-
nation of the intramolecular oxygen–oxygen distribution
functions, which are displayed in Fig. 5. The distance be-
tween the two oxygen sites for the gauche conformation may
be from 2.7 to 3.2 Å. Figure 6 presents the methyl–cation
and methylene–cation PDF for sodium iodide in glyme. The
cations show some preference for solvation by a methylene
site instead of a methyl site. The methylene–cation peak is
shifted to shorter distances than the methyl–cation peak, and
the methylene–cation peak center corresponds to the dis-
tance between the two oxygen sites for the gauche confor-
mation in Fig. 5. The picture that emerges from this infor-
mation is that when the cation inserts itself between the two
oxygen sites in a glyme species in the F2 gauche conforma-
tion, it can be solvated by the two negative sites at the same
time. However, the coordination does not appear to affect the
conformation of the glyme solvent.
FIG. 5. The distribution function for glyme intramolecular oxygen–oxygen
distances in pure glyme and a solution with ratio 16:1. Both the distribution
function and the integral have units of percentage.
FIG. 6. The methylene–cation and methyl–cation pair distribution functions
for solutions in glyme with ratio 16:1.J. Chem. Phys., Vol. 103, NFigure 7 shows the methyl–anion and methylene–anion
PDF for sodium iodide in glyme solutions. Unlike the cation,
the anion has some preference to be near a methyl site than
near a methylene site. By interacting with a methyl group at
the end of a glyme molecule instead of a methylene group,
the anion avoids the repulsive interactions from the oxygen
sites. This difference in solvent site preference between cat-
ions and anions will assist in decreasing ion pairing and clus-
tering in glyme as compared to dimethyl ether.
Figure 8 shows the methyl–methyl distribution function
for the two end sites. Again, no significant difference is ob-
served between pure glyme and the solution. The peak
around 6.0 Å corresponds to the extended conformation in
which all three dihedral angles are trans. Glyme has less than
a 10% probability of being in that extended conformation.
The structure at shorter distances corresponds to conforma-
tions in which one or more of the dihedral angles are gauche.
According to the literature, the most likely conformations of
pure glyme are trans–gauche–trans and trans–trans–gauche,
with trans–gauche–gauche and all trans conformations also
observed.34,35 Frech and Huang found from a Raman spec-
troscopy study that a new conformation of glyme becomes
FIG. 7. The methylene–anion and methyl–anion pair distribution functions
for solutions in glyme with ratio 16:1.
FIG. 8. The distribution function for glyme intramolecular methyl–methyl
distances in pure glyme and and a solution with ratio 16:1. Both the distri-
bution function and the integral have units of percentage.o. 19, 15 November 1995
TABLE II. Concentration dependence of diffusion coefficients. In all tables, errors are given as standard
deviations from the mean over the simulation. Due to finite simulation times, the actual errors are larger.
Solvent Ratio
D solv/1025
S cm21
Dc/1025
S cm21
Da/1025
S cm21
Dca/1025
S cm21
~CH3!2O No salt 8.5 ••• ••• •••
~CH3!2O 53:1 8.4 10.260.3 6.760.1 2.1 60.1
~CH3!2O 31:1 8.9 10.260.2 6.160.1 2.2 60.1
~CH3!2O 23:1 9.1 8.760.2 5.960.1 1.5 60.1
~CH3!2O 20:1 9.4 10.660.1 6.460.1 1.6 60.1
~CH3!2O 16:1 9.4 9.560.2 6.060.1 2.4 60.1
Glyme No salt 3.8 ••• ••• •••
Glyme 51:1 4.7 5.860.1 5.060.1 20.4160.01
Glyme 31:1 5.1 5.960.1 5.360.1 0.9460.01
Glyme 24:1 5.4 6.860.2 5.860.1 0.1960.01
Glyme 16:1 5.0 5.660.1 5.360.1 0.8860.01
8750 Payne et al.: Simulations of NaI/ether solutions. IIenergetically favorable when lithium ions or other alkali
metal ions are present at a ratio of 20:1.34,35 No new confor-
mations are observed to become important in the simulations
discussed here using the six-site glyme model. This behavior
may be due to a deficiency of the model, which constrains
bond lengths and bond angles, except for the dihedral angles.
In any case, the glyme model serves the purpose of providing
a reasonable coordination site for the sodium cation.
IV. DYNAMIC PROPERTIES
An examination of the time correlation functions for the
simulations discussed here supports the conclusions reached
in I for dimethyl ether solutions with ion charge of 0.3 e.
There is little evidence of periodic motion in the time corre-
lation functions of the current, cation velocity, and anion
velocity. The cation–cation and anion–anion functions are
also of small magnitude.
Table II presents the self-diffusion and cation–anion
cross–diffusion coefficients for all of the simulations dis-
cussed here. The diffusion coefficient of glyme is about half
of the diffusion coefficient of the dimethyl ether species.
Both cation and anion diffusion coefficients are also de-
creased in glyme when compared with their values in dim-
ethyl ether. This effect may be due either to closer associa-
tion of the ions with the solvent or to increased viscosity of
the solution. The values of the cation–anion cross-diffusion
coefficients are greater in dimethyl ether than in glyme, sup-
porting the conclusion that ion pairing occurs to a greater
extent in the smaller solvent. Note that switching to the
larger solvent decreases Dc more than Da . This effect is
consistent with the much stronger Lewis acid-base interac-
tion in glyme. This same strong solvation of cations causes
small cation transference numbers in polymer
electrolytes.2,36
Table III gives the conductivities and Haven ratios for
the simulations. The Haven ratio is that of the diffusion co-
efficient calculated from the velocity correlation functions to
the diffusion coefficient calculated from the conductivity
~see Sec. III of I!. For all the systems listed in Table III, the
Haven ratio is less than 2.0. This observation indicates that
the majority of the ions are free or in small clusters in all
systems. The conductivities should be compared in terms ofJ. Chem. Phys., Vol. 103, Nthe molar conductance values, since the salt concentrations
vary in the different simulations. The conductivity values are
relatively high in all cases. There is no great difference be-
tween conductivities in dimethyl ether and conductivities in
glyme. Given the differences in diffusion coefficients for the
ions in glyme and dimethyl ether ~see Table II!, the similar
conductivities imply a large increase in the ‘‘efficiency’’ of
conductivity in glyme, where efficiency means less cluster-
ing. This difference in ion pairing and clustering, also ob-
served in the pair distribution functions, means a greater
number of charge carriers exist in glyme at the same salt
concentration.
The differences in conductivities among different con-
centrations in the same solvent are not large enough to dis-
tinguish effects of the concentration changes from the error
of the values. Each deviation reported in the various tables is
calculated as the standard deviation of the mean over the
length of the simulation. Since the simulation can sample
only a small portion of the equilibrium phase space, the ac-
tual error of the values is larger. Still, the physical conclu-
sions of importance can be derived from our results.
V. CLUSTERING ANALYSIS OF THE CONDUCTIVITY
Table IV presents the results of the clustering analysis
for the dimethyl ether simulations using a value for the pair-
ing parameter of 1.0 Å. All ions are therefore considered to
be free during the calculations. Table V presents the same
analysis for the glyme simulations. S refers to self-terms and
TABLE III. Concentration dependence of conductivities and Haven ratios.
Solvent Ratio HR
s/1023
S cm21
L/1025 S
cm2 mol21
~CH3!2O 53:1 1.7 9.260.4 3.460.2
~CH3!2O 31:1 1.1 22.560.9 5.060.2
~CH3!2O 23:1 1.7 17.160.9 2.960.2
~CH3!2O 20:1 1.4 27.160.7 4.060.1
~CH3!2O 16:1 1.5 29.161.8 3.660.3
Glyme 51:1 1.0 12.860.3 3.760.1
Glyme 31:1 1.3 16.760.7 3.060.1
Glyme 24:1 0.9 32.861.5 4.760.2
Glyme 16:1 1.1 31.561.5 3.360.2o. 19, 15 November 1995
8751Payne et al.: Simulations of NaI/ether solutions. IIX refers to cross terms. Cations and anions are denoted by c
and a subscripts. All values are reported as a percentage of
the total conductivity for the appropriate simulation. The per-
centage is rounded off to the nearest integer.
In the dimethyl ether analysis, the total of the self-terms
is larger than the total of the cross terms. The cation contri-
bution is larger than the anion contribution, which was also
the case in I for simulations at different ion charges. The
largest portion of the negative cross term total comes from
cation–anion cross diffusion. These results are all consistent
with a picture of the free ions and ion pairs as the most
important species in all the systems. Evidence to support that
conclusion will be presented shortly. Comparing the self-
terms and the cation–anion cross term can be viewed as a
quantitative method of determining the relative influence of
pairs and free ions.
The cross terms from the clustering analysis of the
glyme simulations are smaller than from the dimethyl ether
simulations. The conductivity can be accounted for almost
entirely from the self-terms. These changes correlate with the
lower concentrations in pairs for the glyme simulations that
will be discussed soon. The self cation and anion terms are
closer in magnitude to each other than they were for the
dimethyl ether simulations. This observation is consistent
with a comparison of the cation and anion diffusion coeffi-
cients seen in Table II. The cation and anion diffusion values
are more similar to each other in the glyme simulations than
in the dimethyl ether simulations.
Another way to state this observation is that Sc/Sa drops
in the larger solvent. Similarly, transport number measure-
ments often indicate that the anion is more mobile than the
cation in polymer electrolytes.2 A possible explanation is
that, in dimethyl ether, the cation is more mobile than the
TABLE IV. Clustering analysis for dimethyl ether simulations with pairing
parameter of 1.0 Å. S refers to self-terms, X refers to cross terms, and c and
a refer to cations and anions, respectively.
Ratio
53:1
Ratio
31:1
Ratio
23:1
Ratio
20:1
Ratio
16:1
S total 162 113 163 142 137
Sc 99 71 96 89 84
Sa 64 42 66 52 53
X total 263 213 263 242 237
Xcc 26 19 219 211 15
Xaa 217 1 210 26 212
Xca 240 233 234 224 240
TABLE V. Clustering analysis for glyme simulations with pairing parameter
of 1.0 Å.
Ratio 51:1 Ratio 31:1 Ratio 24:1 Ratio 16:1
S total 93 130 103 97
Sc 50 68 56 50
Sa 43 62 46 47
X total 27 230 23 3
Xcc 5 26 13 13
Xaa 28 26 24 2
Xca 10 219 212 212J. Chem. Phys., Vol. 103, Nanion due to a smaller size and mass. In larger solvents with
better coordinating power, the effective mass and size of a
cation entangled in the bulky ether is much larger than that
of an anion. Hence, a reversal in the relative mobilities of the
ions takes place in progressively larger solvents.
The clustering analysis was repeated for the 9 systems at
various salt concentrations. The pairing parameter of 4.8 Å
was used in each case. Clusters larger than 7 ions are found
only at the highest ratio of 16:1 in both solvents. As dis-
cussed in the previous paper, this size was chosen as a some-
what arbitrary cutoff to decide if any degree of phase sepa-
ration exists. The concentration of large clusters is less than
10% of the ions in the glyme solvent with ratio 16:1, and it is
greater than 30% in the dimethyl ether solvent at the same
ratio. The size of the largest cluster is also greater in dim-
ethyl ether. The only system with a large degree of phase
separation is therefore the dimethyl ether solution with ratio
16:1.
Figure 9 shows the percent of cations which are free,
anions which are free, and ions which are in neutral pairs.
The concentrations of all three species decrease with increas-
ing salt concentration. Ion pairs are more abundant than free
ions in dimethyl ether, but a reversal takes place in glyme,
where the majority of all ions are free. Table VI shows the
mean percentages of cations and anions found in small ion
species in dimethyl ether. Table VII shows the same infor-
mation for small ion species in glyme. A dash mark means
the cluster was not observed during the simulation. If the
cluster is neutral, the percentages of cations and anions are
equal. Separate percentages for cations ~C! and anions ~A!
are reported for charged clusters. The symbols d1 and d2
stand for partial charges. The percentages for all species con-
taining cations add up to 100%, and the percentages for all
species containing anions also add to up 100%.
Most of the ions in the dimethyl ether solutions are
found in small clusters with 6 ions or fewer, with the excep-
FIG. 9. The percent concentration of free ions and neutral pairs at different
salt concentrations in dimethyl ether or glyme. The percent of total cations
which are free, the percent of total anions which are free, and the percent of
ions which are in neutral ion pairs are reported.o. 19, 15 November 1995
8752 Payne et al.: Simulations of NaI/ether solutions. IItion of the highest ratio of 16:1. Large clusters have in-
creased to include over 30% of the ions. The solubility limit
for the salt in the solvent model must fall somewhere be-
tween a ratio of 20:1 and a ratio of 16:1. The percentage of
free ions drops significantly with an increase in salt concen-
tration. The size of the neutral clusters increases with con-
centration as well. Neutral pairs are to some extent replaced
by groups of 4 or 6 ions.
Even at the highest salt concentration in glyme, the per-
cent of ions in large clusters is less than 10%. The majority
of the ions are free, even at the highest concentration. Based
on a comparison with the dimethyl ether results, a prediction
may be made that the solubility limit for the salt in the glyme
model solvent falls at a ratio of around 12:1. Interpreting the
specific trends of the ion pair concentrations to change with
salt concentration in either solvent is a difficult task. A great
deal of noise may be present in the data due to limited simu-
lation time.
Table VIII presents the clustering analysis for the dim-
ethyl ether simulations using a pairing parameter of 4.8 Å.
Table IX presents the same analysis for the glyme simula-
tions. The subscript 1 refers to any cluster type and the sub-
TABLE VI. Mean percentages of cations and anions found in small clusters
in dimethyl ether. When necessary, separate values are reported for cations
~C! and anions ~A!.
Ratio
53:1
Ratio
31:1
Ratio
23:1
Ratio
20:1
Ratio
16:1
Nad1 C 42.2 C 27.7 C 25.8 C 20.5 C 11.7
Id2 A 30.8 A 27.5 A 11.9 A 22.3 A 11.0
NaI 42.2 53.3 31.1 43.5 25.5
Na2Id1 C 0.4 C 4.4 C 0.2 C 7.8 C 8.4
A 0.2 A 2.2 A 0.1 A 3.9 A 4.2
NaI2d2 C 11.7 C 2.5 C 11.3 C 3.3 C 2.2
A 23.3 A 4.9 A 22.6 A 6.6 A 4.4
Na2I2 3.4 10.8 26.3 12.6 10.9
Na3I2d1 ••• C 0.9 ••• C 4.5 C 1.2
A 0.6 A 3.0 A 0.8
Na2I3d2 C 0.1 C 0.4 C 5.2 C 0.9 C 2.8
A 0.1 A 0.7 A 7.8 A 1.3 A 4.1
Na3I3 ••• ••• 0.02 6.5 5.7
Other ••• ••• C 0.05 C 0.4 C 31.6
A 0.2 A 0.3 A 33.4
TABLE VIII. Clustering analysis with pairing parameter of 4.8 Å for dim-
ethyl ether systems. The values which are not underlined are calculated by
the COM approximation. S refers to self-terms, and X refers to cross terms.
A Q parameter in the range 90%–110% represents a successful analysis.
Ratio
53:1
Ratio
31:1
Ratio
23:1
Ratio
20:1
Ratio
16:1
Total 71 39 48 36 27
100 100 100 100 100
S1 66 39 49 40 24
98 79 99 84 71
X11 25 1 24 21 2
27 2 212 5 25
X12 10 21 2 23 1
9 19 13 11 35
Q 111 99 98 99 102J. Chem. Phys., Vol. 103, Nscript 2 refers to any cluster type 2Þ1. The underlined values
include both the COM contributions and the contributions
due to the motions of individual ions. The values which are
not underlined include only the COM contributions. The fi-
nal row of each table contains the parameter Q, which is the
percentage of the total conductivity calculated using
rpair54.8 Å with respect to the total conductivity calculated
using rpair51.0 Å.
In the dimethyl ether simulations, a value of the Q pa-
rameter reasonably close to 100% is obtained. The self terms
also account for most of the conductivity. The highest con-
tribution of cross terms is found for the system with ratio
16:1, which had a number of large clusters. A comparison of
the values here with those in Table IV shows that the new
analysis places more of the conductivity with self-terms than
the first analysis did. By grouping the ions into clusters in-
stead of treating them all as free ions, the portion of the
conductivity due to relative ion motion within clusters is
shifted from the cross terms to the self-terms. The glyme
simulations ~Table IX! provide the largest percentage yet
seen in this work of COM contributions to the conductivity.
For each of the systems, the self-term accounts for at least
three-fourths of the conductivity, and the Q parameter indi-
cates that the analysis was successful.
The clustering algorithm also gave an estimate of the
positive or negative contribution to the conductivity from a
cluster type or pair of types if the magnitude was greater than
0.01%. For the dimethyl ether simulations with ratios of
53:1, 31:1, 23:1, 20:1, and 16:1, there were 32, 41, 50, 61,
and 292 such terms, respectively. For the glyme simulations
with ratios of 51:1, 31:1, 24:1, and 16:1, there were 14, 56,
33, and 134 terms, respectively. The number of terms con-
tributing to the conductivity grows as the solution becomes
more concentrated, which is to be expected from the broader
distribution of cluster types at higher ion concentrations.
The separate contributions to the conductivity will be
reviewed here for free ions, neutral pairs, and clusters with 3
to 6 ions. Table X presents the contributions of these small
clusters to the conductivity of each system. The values re-
ported include both COM and relative ion motion contribu-
tions. The meanings of the terms S1 , X11 , and X12 are the
same as in the previous table and refer to self and cross
terms. Only values with magnitudes over 6% are reported,
and the results are ordered by size of the value.
There are three terms which appear in this table for all
the simulations, and they are the self-terms for the free cat-
ions, the free anions, and neutral ion pairs. The total contri-
butions that these three terms make to the conductivities in
dimethyl ether for ratios of 53:1, 31:1, 23:1, 20:1, and 16:1
are 91%, 63%, 71%, 66%, and 40%, respectively. The total
contributions of these three terms to the conductivities in
glyme for ratios of 51:1, 31:1, 24:1, and 16:1 are 78%, 87%,
71%, and 65%, respectively. The system with ratio 16:1 in
dimethyl ether is the only one for which the contribution is
not over 60%. This system is also the only one in which
more than 10% of the ions are in clusters greater than 6 ions
~see Table VI!. For each system, the remaining portion of the
conductivity is made up of a number of different self- and
cross contributions. The most important other species are theo. 19, 15 November 1995
8753Payne et al.: Simulations of NaI/ether solutions. IIneutral cluster with 4 ions, the negatively charged triple, and
the positively charged triple.
The notion that a neutral species such as an ion pair can
contribute to ionic conductivity seems contrary to intuition.
If each species was tightly bound and did not change over
time, then it is true that only charged ions and clusters could
create a current. However, simulation results show that,
within each cluster, each ion is in motion relative to the other
ions in the cluster. Free ions often break off or join clusters,
and clusters themselves may merge or fragment. For ex-
ample, a negatively charged triple might pull a cation out of
an ion pair, resulting in a free anion and a neutral cluster.
Even if the two ions in the pair were at rest relative to each
other before this event, the moment the cation began to move
away from the anion, a current was created within the ion
pair. The complex dynamic equilibrium exhibited by the
ionic species in these simulations requires a detailed analysis
such as that described here and in I.
VI. CONCLUSIONS
A. Small-ether solvents
This study looked at the effects of salt concentration on
the properties of dimethyl ether and glyme solutions at 298
K with ion charge of 0.3 e. All of the systems were stable,
with the possible exception of the highest concentration in
dimethyl ether. The specific conductivity s increases as more
ions are added to the solution and the number of charge
carriers increases. However, the molar conductivity L shows
only small changes at different concentrations in the same
solvent.
This observation can be directly linked to the changes in
cluster types found at the different concentrations. For dim-
ethyl ether, low-salt concentrations show about 30% free
ions. As the number of ions increases, the percent concentra-
tion of free ions decreases. The percent concentration of
pairs peaks at about 30% at a ratio of 30:1. Further increases
in concentration lead to the formation of more clusters with 3
or more ions. At a ratio of 16:1, a significant number of large
clusters are observed with 7 or more ions. In glyme, the
TABLE VII. Mean percentages of cations and anions found in small clusters
in glyme.
Ratio 51:1 Ratio 31:1 Ratio 24:1 Ratio 16:1
Nad1 C 65.2 C 58.2 C 57.6 C 52.3
Id2 A 66.1 A 52.5 A 55.6 A 47.8
NaI 33.1 23.7 28.0 22.0
Na2Id1 C 1.7 C 3.7 C 6.8 C 5.0
A 0.8 A 1.9 A 3.4 A 2.5
NaI2d2 ••• C 6.6 C 5.8 C 5.1
A 13.2 A 11.6 A 10.1
Na2I2 ••• 5.4 0.5 5.7
Na3I2d1 ••• C 0.4 C 1.3 C 0.4
A 0.2 A 0.9 A 0.3
Na2I3d2 ••• C 1.8 ••• C 2.6
A 2.8 A 3.9
Na3I3 ••• ••• ••• 1.4
Other ••• C 0.2 ••• C 5.5
A 0.3 A 6.3J. Chem. Phys., Vol. 103, Nmajority of the ions are free at all concentrations studied,
although the percentage decreases with increasing salt con-
centration. The concentration of pairs decreases with increas-
ing concentration as well, and the concentration of various
small clusters with 3 or more ions increases. At the highest
ratio of 16:1, about 5% of the ions are in large clusters.
These results show that there are major differences be-
tween the properties of dimethyl ether and glyme as solvents
despite similar low-dielectric constants. At every concentra-
tion, the cation–anion interactions seen in the PDF are less
and the cation–oxygen interactions are more in glyme than
in dimethyl ether. The coordination numbers show that the
fourfold coordination of the sodium cation in glyme is pri-
marily made up of oxygen sites. Two solvents, each with two
oxygen sites, are solvating most cations. In dimethyl ether,
two or three solvents, each with a single oxygen site, are
solvating each cation, and the remaining coordination is pro-
vided by an anion. This difference is due to the greater prob-
ability that one oxygen will solvate a cation if another site on
the same molecule is already solvating the cation. In other
words, entropy, or the chelate effect, is a major reason why
glyme is a better solvent than dimethyl ether. As discussed
earlier, the majority of the ions at all concentrations studied
are free in glyme, and this low degree of ion clustering must
be attributed to the powerful solvation effect.
A difference also exists in the conductivity results. After
taking into account that the diffusion coefficients of the ions
are lower in glyme, it is clear that the mechanism of conduc-
tivity is more efficient in the larger solvent. A larger number
of charge carriers exists in glyme than in dimethyl ether at
every concentration. The increased number of charged par-
ticles leads to a higher conductivity.
The results for the simulations here and in I from the
clustering analysis using a pairing parameter of 1.0 Å, which
corresponds to treatment of all ions as free, show some gen-
eral trends. The presence of a large negative X total term is a
signal that the system has a high level of clustering. While
positive terms in the tables are due to ions in motion, signifi-
cant negative terms arise when the motions of oppositely
charged ions cancel one another. The greater the ion cluster-
ing, the larger these negative terms will be in relation to the
total conductivity. If large positive Xcc and Xaa terms and a
large negative Xca term are observed, significant numbers of
ions must be traveling together in groups.
In the stable systems, the cross terms are much smaller.
In fact, for all the stable systems discussed here and in I, the
S total term is less than 170% and the X total term has a magni-
tude less than 70%. For the system with the least degree of
clustering, which is the dimethyl ether solution at charge of
0.1 e ~see I!, S total accounts for 94% of the conductivity and
X total only 6%. In this paper, the X total terms for the glyme
solutions are typically smaller than those for the more clus-
tered dimethyl ether solutions. For the stable systems, the
contribution of the cation ~Sc1Scc! is greater than the contri-
bution of the anion ~Sa1Saa!. In any system where a signifi-
cant concentration of small clusters exists, the smaller mass
and size of the cation allow it to contribute a greater portion
of the conductivity.
The analysis using a pairing parameter of 1.0 Å is lim-o. 19, 15 November 1995
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analysis with pairing parameter of 4.8 Å provided a wealth
of information. In all systems, the COM approximation was
demonstrated to be poor. In other words, replacing each clus-
ter species with one particle having the total mass and charge
of the cluster would give rise to a smaller conductivity. The
relative motion of ions within clusters is a significant com-
ponent of the conductivity. Therefore, the commonly used
approximation for the conductivity in a system with N types
of charge carriers,
s'(
k51
N
qknkmk , ~4!
where nk is carrier density, qk is charge, and mk is mobility,
fails for the cases discussed here.
The simulations which gave a Q parameter much differ-
ent from 100% were also the highly clustered systems with a
low value of the conductivity. In these cases, the X11 and X12
terms were calculated to have comparable magnitudes to the
S1 terms. The Q parameters for the stable systems ranged
from 93% to 111%, and these will be regarded as successful
calculations. One important observation is that failure to con-
sider cross terms in the conductivity can lead to inaccurate
conclusions. For example, the dimethyl ether simulation with
ratio 23:1 has a S1 term of 99%, and it might appear that
there is negligible clustering in this system if the cross terms
had not been calculated. However, a cancellation of the mag-
nitudes of the X11 and X12 terms, both about 12%, shows that
the cross terms are small but not zero.
In most of the stable systems, the X11 and X12 cross
terms are less than 20%. This result is quite exciting, because
it shows that after all this work, the self terms are the most
important in conductivity in these concentrated model solu-
tions. This idea is what many have assumed for the real
systems, but now it has been carefully demonstrated through
simulations.
The most important conclusion that will be made is that
the majority of the conductivity in the stable systems comes
from free ions and ion pairs. This conclusion has been
reached through the mathematical breakdown of the conduc-
tivity into terms corresponding to motions of different cluster
types. In the case of a neutral pair, it is the relative motion of
the two ions within the pair that leads to a current. There is
no COM current for a neutral pair, and this fact is why the
COM approximation fails. In more dilute and less clustered
TABLE IX. Clustering analysis with pairing parameter of 4.8 Å for glyme
systems.
Ratio 51:1 Ratio 31:1 Ratio 24:1 Ratio 16:1
Total 69 90 82 70
100 100 100 100
S1 67 77 55 57
78 98 76 72
X11 21 7 2 7
2 8 21 12
X12 4 6 24 5
20 25 25 16
Q 98 101 101 93J. Chem. Phys., Vol. 103, Nsystems, the free sodium term is the largest. In more concen-
trated and more clustered systems, the ion pair term becomes
more important. Other species of secondary importance are
ion triples, in particular the negative triple, and neutral clus-
ters of 4 ions.
The study of the concentration dependence of the ion
structure has had some unexpected results. It was expected
that as the concentration increased in either dimethyl ether or
glyme, the free ions and ion pairs would be replaced by one
or two other cluster types. In fact, a spread of the cluster size
distribution is observed with an increase in concentration.
Although ion triples and clusters of 4 are more common than
clusters of 5 or 6 ions, a significant concentration of the latter
species also exists. As the concentration approaches the solu-
bility limit, the mean of the cluster size distribution also
increases. Above the solubility limit, large clusters are ob-
served.
B. Polymer electrolytes
The motivation behind this work was to obtain informa-
tion about polymer electrolytes37 difficult to reach through
experimental means. It is possible to make some educated
guesses about how the conclusions reached for a model sys-
tem should be reinterpreted for polymer electrolytes. First of
all, the dynamic processes in a polymer take place on a much
longer time scale than in the liquid. Diffusion coefficients
and conductivities will be at least two orders of magnitude
smaller in the polymer. However, if the structure in the simu-
lations is correct, it can be expected that the dynamic prop-
erties will scale uniformly with decrease in solvent relax-
ation time and hence in the time scale of motion. Second,
polarizability has been neglected in these simulations and
may be important in the simulation of the properties of the
iodide. Third, ion motion is likely to be less continuous in
the polymeric material. The ions may spend a long time
trapped in a cavity, and then move almost in a hopping mo-
tion, as chelation is broken.
Last, the polymer is a better solvent than the small mol-
ecule ethers used in the simulation. Therefore, the concentra-
tion and importance of small ionic species is probably even
greater in the polymeric solvent. Free ions in equilibrium
with loosely bound pairs are indicated to be the species most
important in charge transport in polymer electrolytes, along
with contributions from clusters of up to 6 ions. A significant
concentration of larger clusters with more than 6 ions is in-
dicative of phase separation.
In the polymer electrolytes studied to date,37 strong
Lewis acid-base interaction between the salt cation and the
oxygen sites on the polymer provides the driving force for
complex formation. It also provides a drag effect on the cat-
ions, giving an anion transference number exceeding 0.5.36
Some indication of this drag effect is seen in our simulations:
The Dc/Da ratios in Table II are uniformly larger for the
smaller solvent ~dimethyl ether! than for the larger solvent
~glyme!. Finally, it has been shown38 that the molar conduc-
tivity for similar solvent relaxation rates is only weakly de-
pendent on ion concentration. This effect is observed again
in these simulations.o. 19, 15 November 1995
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