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Gas flux at high wind speeds is not fully understood, and bubbles are rarely 
accounted for in models of air-sea gas exchange. Observing noble gas fluxes under 
bubble-rich and high wind conditions provides needed insight into fundamental gas 
exchange laws. The noble gases are ideal tracers for measuring gas exchange because 
they are inert and only respond to physical forcing; their range of physical properties 
results in unique responses to environmental changes for each gas. To quantify the 
effect of physical processes on gas fluxes, we took discrete and continuous 
measurements of noble gas ratios at the University of Miami Rosenstiel School of 
Marine and Atmospheric Science’s SUrge STructure Atmospheric InteractioN 
(SUSTAIN) wind-wave tank. 
Over five days of experiments, we implemented 10-meter (U10) equivalent wind 
speeds ranging from 10-36 m s-1, water temperatures ranging from 18 to 27.5 degrees 
Celsius, and wave conditions including regularly breaking waves, irregularly breaking 
waves, and waves targeted to break at our sampling location. We used a Gas 
Equilibration Mass Spectrometer (GEMS) system to continuously measure noble gas 
ratios (with Ne, Ar, Kr and Xe), with a temporal resolution of ~15 minutes, during the 
experiments. The GEMS was calibrated using cold-welded copper tube discrete 
samples, which also yield concentrations of the noble gases, including helium. Bubbles 
were imaged during the experiments with a submerged shadowgraph, and physical 
parameters such as short-scale surface roughness, wave amplitude and water velocity 
were continuously monitored. 
Although the SUSTAIN tank cannot truly replicate oceanic processes, we can 
use the data to make direct links between physical conditions and gas fluxes. These 
links should prove useful to increasing our mechanistic understanding of air-sea gas 
exchange and improving gas transfer parameterizations, especially for bubble-rich and 






Chapter 1: Introduction and Background Information  
 
1. Noble gases as chemical tracers  
Dissolved gases play an important role in the oceanic ecosystem and in Earth’s 
climate system.1 Gaseous species such as oxygen, nitrogen, and carbon dioxide 
underlie biogeochemical processes including net community production, denitrification, 
and the carbon solubility pump.1 Though important, the physical activity of these gases 
is difficult to measure directly due to their tendency to react in competing chemical and 
biological processes.1 Rather than attempting to measure these labile gases directly, 
scientists can instead use noble gas measurements to quantify fundamental gas 
exchange processes.1 Through their varied physical properties and chemical and 
biological inertness, noble gas measurements enable an easier quantification of 
physical processes that are relevant to all gases, including those with important 
biogeochemical and climatic implications, based on universal gas exchange laws.  
The noble gases are stable and unreactive elements that are unlikely to undergo 
chemical reactions. Their biological and chemical inertness2 is largely attributed to their 
completely filled outermost electron shell; because the noble gases have full valence 
subshells, they are unlikely to participate in electron exchange with other molecules or 
atoms. Additionally, noble gases have constant dry atmospheric concentrations over 
centennial time scales.1 
  The inert and stable properties of noble gases can be taken advantage of by 
using the elements as tracers for physical processes.2 The five stable noble gases -- 
namely, He, Ne, Ar, Kr, and Xe -- each have distinct physical properties that distinguish 
them from one another, including diffusivity and solubility (Fig 1).2 Each noble gas will 
respond differently to physical forcing based on its specific properties. Measuring the 
concentration or saturation anomaly of multiple noble gases simultaneously and 
knowing their solubility and diffusivity, which have been measured in laboratory 






2. GEMS for continuous noble gas measurements  
 A recently developed gas equilibrated mass spectrometer (GEMS) through its 
small size and real-time, continuous measuring abilities, revolutionizes the way noble 
gases are measured. The GEMS provides the mole ratios of Ne, Ar, Kr, and Xe in water 
by equilibrating the gases with a membrane contactor cartridge and then detecting 
using a quadrupole mass spectrometer.6 The e-folding response time for measurements 
is 90-410 seconds, enabling large amounts of data to be acquired in nearly real-time6; 
this contrasts to the discrete sampling method often used for studying noble gases, 
where airtight samples are collected in copper tubes and then later analyzed back in the 
laboratory using mass spectrometry7. Traditional discrete sampling methods require a 
large amount of time for sample processing and analysis; one sample alone often takes 
multiple hours to process and analyze.6 Additionally, sample processing and analysis 
utilizes costly specialized equipment.6 The GEMS improves on traditional discrete 
methods by providing high-precision and accuracy continuous measurements of noble 
gases with smaller time, labor, and financial requirements than traditional discrete 
sampling methods.6 With a lower cost (~$50,000) than discrete sampling equipment and 
the elimination of sample processing and analysis, the GEMS makes noble gas tracers 
more accessible to the scientific community and provides data acquisition with a much 
higher throughput than traditional sampling methods.6 
 
3. Methods for Quantifying Air-Sea Gas Exchange  
Air-sea gas exchange carries important implications for climate, biogeochemical 
cycles, pollution transport, and other prominent global processes.8 Since the late 1990s, 
there has been a considerable amount of research focusing on air-sea gas exchange in 
an attempt to increase overall understanding of these physical earth processes.9 
Studies quantifying and modeling the exchange of carbon dioxide, for example, have 
largely dominated theoretical, laboratory, and field investigations for over four decades8 
due to the gas’s relevance and contributions to the anthropogenic greenhouse effect.9 
Air-sea exchange studies cover a broad range of topics and utilize a variety of 
data acquisition and analysis methods. Studies have focused on aspects such as 
exchange processes at the molecular level, transfer across liquid-gas surfaces, 
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exchange over the ocean, and gas transfer rates and the processes that influence 
them.9 A primary focus on gas exchange is upscaling, the process of relating gas 
transfer to its influencing environmental factors -- most often wind speed.9  
 Traditionally, ship-based experiments over both short and long timescales are 
used to study air-sea gas exchange. Some of the primary methods people use to study 
oceanic gas exchange include the covariance technique,10 deliberate tracers,11 and 
noble gas mass balance techniques.7  
The covariance technique, also known as eddy correlation, is a gas exchange 
measurement method used to measure the flux for CO2,12 DMS,13 and O314 using ship-
based experiments. In the covariance method, the flux is measured directly from the 
gas concentration and vertical velocity within the atmospheric boundary layer.9 This 
method is useful because it does not rely on assumptions and approximations about 
gas properties and atmospheric boundary layer turbulence.12 While there is great value 
in the minimization of assumptions and approximations in this method, the 
accompanying drawback is the small signal to noise ratios obtained due to the 
inherently small signals; even fast-response sensors may not produce significant 
signals due to insufficient resolution.10 To ensure the accurate measurement of the flux 
components, frequencies of 10-20 Hz are required for the covariance technique and the 
experiments must take place in water which is considerably out of equilibrium.15 
Deliberate tracers are another tool for quantifying air-sea gas exchange. In this 
process, molecules such as sulfur hexafluoride (SF6) are injected into the water as a 
tracer gas and then its gas exchange is estimated.16 SF6 is a commonly used deliberate 
tracer because it is inert at ambient temperatures, non-toxic, and gives strong signal-to-
noise ratios.16 The SF6 deliberate tracer method has been used in a variety of settings, 
including lakes and wind tunnels, which both have fixed volumes, and in open-water 
settings such as the ocean.9 In large-scale oceanic studies, an on-ship analysis system 
is used to process and analyze seawater samples containing SF6 on site.16 Another 
common deliberate tracer is He-3, which is also inert with strong signal-to-noise ratios. 
Unlike SF6, however, He-3 is small and will exit the water more quickly than SF6 will via 
gas exchange.9 When used in combination, He-3 and SF6 are useful deliberate tracers 
for larger-scale work through their difference in concentration loss due to gas 
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exchange.9 The He-3 and SF6 combined deliberate tracer method is regarded as highly 
efficient for measuring gas transfer velocities; this method has been utilized widely in 
the coastal ocean and more recently in the open ocean.11 Both individually and 
combined, these tracers are useful because they eliminate the need to correct for 
biological processes.9  
 
 
4. Noble Gases as Quantifiers for Air-Sea Gas Exchange  
Noble gas tracers are used in seawater to quantify air-sea gas exchange 
because they enable the isolation of variables by separating the main two components 
of gas exchange: bubble gas exchange and diffusive gas exchange.2 The noble gases 
have a broad range of solubilities and diffusivities in seawater and each reacts uniquely 




Fig. 1 The five stable noble gases as a function of temperature for diffusivity (a) and solubility (b) in 
seawater. Figure from Stanley and Jenkins 2013.  
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The solubilities of Ar, Kr, and Xe in seawater are non-linearly temperature 
dependent, whereas the solubilities of He and Ne are largely unaffected by temperature 
fluctuations.2 In seawater, the noble gases’ diffusivities and solubilities differ by a factor 
of seven and an order of magnitude, respectively.2 Noble gas saturation anomalies are 
defined as percent departure from equilibrium (Eq 1).7 Based on these differing gas 
properties, the noble gas saturation anomalies each react uniquely to physical forcing 
and thus stray from equilibrium by varied amounts.1 This difference from equilibrium can 




where Ci,w represents the actual measured gas concentration in the water and the 
Ci,eq is the expected concentration of gas that would be at equilibrium with the water at 
the given temperature and salinity, and a total pressure of 1 atm. Positive and negative 
values for Δ indicate supersaturation and undersaturation, respectively. 
 
Recently noble gas measurements in the Labrador Sea were used to quantify air-
sea gas exchange and predict physical gas saturations.1 The ratios of Ne/Ar/Kr were 
collected and analyzed using a simple mixed layer model and an Earth system model.1 
The study results demonstrated consistent patterns of Ne supersaturation and Ar and Kr 
undersaturation. Temperature variations in the water changed the expected 
equilibration concentration of each gas based on its temperature dependence on 
solubility and diffusivity. The noble gas temperature dependence for solubility and 
diffusivity increases down and up the periodic table, respectively; the study results were 
consistent with these relationships, with Kr saturation anomalies most affected by 
cooling and Ne least affected.1 The cooling effect on noble gas solubility is countered by 
diffusive gas exchange at the air-sea interface, which pushes the gas saturation 
anomalies back toward equilibrium.1 The cooling effects on noble gas solubility and 
diffusivity create a pseudo-equilibrium state when the cooling decreases saturation 
anomalies at the exact rate that diffusion increases them.1  
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 The simple mixed layer model used to interpret the Labrador Sea data avoided 
making assumptions about subsurface gas concentrations, but opened room for error 
by oversimplifying the oceanic convection of the site.1 While this simplification ignores 
important oceanic processes that affect air-sea gas exchange, the study’s location in 
the Labrador Sea lessened its hazard because of its minimal vertical exchange. The 
minimal vertical exchange is a result of the location’s relatively homogenous water 
mass, which is caused by the previous winter’s convection.1 Researchers analyzed the 
data with and without accounting for diffusive gas exchange, and with the addition of 
large bubbles. Excluding diffusive gas exchange, the study found that atmospheric 
pressure plus large bubble overpressures were 2.1% above 1 atm.1 When accounting 
for diffusive gas exchange, results yielded an atmospheric pressure plus large bubble 
overpressures of 1.0% below one atmosphere; these results most closely matched the 
actual recorded wintertime atmospheric pressure in the Labrador Sea, which range from 
-1.3% to -0.5% from January to March.1 
 Noble gases have also been used to quantify air-sea gas exchange in a coastal 
upwelling zone in Monterey Bay, CA. Using four different published air-sea gas 
exchange parameterizations, five days of noble gas concentrations collected during a 
ship-based experiment in Monterey Bay were analyzed to compare the results yielded 
by each specific parameterization. Study results found that all four published models 
gave similar results for Ar, Kr, and Xe, but the parameterizations varied greatly for He 
and Ne; this is attributed to the low solubility of the lighter gases, which increases their 
sensitivity to the specific bubble model used to parameterize their net gas exchange 
and bubble flux.17 The heavier gases were less affected by the specific bubble 
parameterization method used because their air-sea gas exchange was dominated by 
diffusive gas exchange.17 The air-sea gas flux of lower solubility gases is more affected 
by bubbles because the atmospheric concentration of the gas is high compared to the 
water concentration.17 Overall, the study demonstrated the use of noble gas 
measurements as quantifiers for physical processes. It also underscored the need for 
accurate bubble parameters for He and Ne measurements.17 Results indicated that 
there is still a significant uncertainty associated with bubble flux gas exchange, and that 
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higher wind speed conditions cause larger deviations between the bubble 
parameterization methods.17  
 Multi-year time observational time series studies with noble gas tracers have also 
been used to quantify air-sea gas exchange and other physical processes.7 In 
combination with an upper ocean model, a three-year observational time series of the 
noble gases was conducted at the Bermuda Atlantic Times series Study (BATS) site.7 
The study shows similar results to the previously mentioned publications, showing 
similarities in gas exchange behavior between the three heavier stable noble gases -- 
namely, Ar, Kr, and Xe, and between the two lighter noble gases, He and Ne.7 Due to 
their low temperature dependence on solubility, He and Ne were found to have 
relatively similar saturation anomalies year round. Their flux inward was primarily linked 
to air injection, and their flux out of the ocean was primarily attributed to diffusive gas 
exchange.7 Inadvertent bubble trapping during the sampling process introduced error 
into the experiment by creating noisy data that were later corrected.7 Contrasting the He 
and Ne data, Ar, Kr, and Xe saturation anomalies fluctuated with the changing seasons, 
reaching supersaturation in the summer.7 The solubility dependence on temperature for 
these gases influences their seasonal fluctuations because the gases are sensitive to 
temperature, with lower solubilities in warmer water.7 The size of the supersaturation for 
each gas was proportional to its temperature dependence on solubility; in the summer, 
Ar had the smallest supersaturation and Xe had the largest.7 
The Bermuda Atlantic Time series noble gas study specifically separated the 
diffusive and bubble-mediated components of gas exchange through an improved air-
sea gas exchange parameterization.7 The new parameterization used is considered to 
be more tightly constrained7 than formerly used parameterizations through its greater 
attention to bubble-mediated gas exchange.7 Study results demonstrated the need for 
the incorporation of bubble-mediated gas exchange into the parameterization of 
physical air-sea processes through its comparison of parameterizations that do and do 
not incorporate it. Wanninkhof (1992) is a parametrization often used that does not 
incorporate bubble-mediated gas exchange; comparison of this method against the one 
used in the study yielded an approximate 240% difference when coupled with observed 
Ar saturation anomalies.7 When instead a gas exchange parameter is included in a 
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model, the approximate difference between the study parameterization7 and the 
Wanninkhof method decreases to approximately 35%, emphasizing the importance of 
incorporating bubble-mediated gas exchange in parameterization models.7 Additionally, 
the lower uncertainty values in the presented study7 underscore the importance of 
bubble fluxes in gas exchange models. The parameterization method used in the study 
has an uncertainty that is approximately half the magnitude of other common 
parameterization methods.11, 18-21 Several studies after this one further improve 
parameterizations of bubble-processes using noble gases or modeling.22-23 
 
5. Wind-Wave Tanks in Air-Sea Exchange Studies  
While wind speed is widely accepted as the dominant factor that drives gas 
exchange, several studies indicate that wind speed, alone, cannot account for the entire 
gas exchange process.9 Other oceanic processes such as surfactants,24 bubble 
entrainment,25 wave dynamics,26 and boundary layer stability27 have also been shown to 
affect the process of gas transfer across the sea-air interface. An additional concern in 
determining the relationship between oceanic wind speed and gas exchange is the use 
of global mean wind speed estimates. Wind speed estimates are challenging to 
measure exactly and can differ by more than 1 ms-1; consistent wind speeds are 
essential when calculating regional or global-scale fluxes, so the use of imprecise 
averages can result in incorrect estimations of gas exchange.9 
A wind-wave tank is one solution to the difficulties in studying wind speed and 
gas flux. Through its heavy instrumentation, the wind-wave tank enables an easier 
measurement of variables that are linked to gas exchange, such as wind speed and 
wave conditions. Additionally, wind-wave tanks eliminate the need for correcting data for 
the motion of the ship, which can displace air intake and instruments and create error in 
the data due to the nonlinearity of the vertical gas gradient.9 Wind-wave tanks offer a 
unique approach to studying oceanic methods by providing a controlled environment to 
study oceanic processes and relationships, such as air-sea gas exchange.28 
The box model method is frequently employed on wind-wave gas exchange 
measurements28. This model assumes that the water is a box and the air is a box, and 
each box is well-mixed. Between these boxes, gas tracers can only be exchanged 
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through the water surface.28 Through these assumptions, the velocity of the gas transfer 
can be calculated.29 The box model method for gas transfer velocity assumes constant 
water volume and a negligible concentration of the tracer ambient air.29 The validity of 
the box model method has been tested for analyzing gas fluxes at the annular Aeolotron 
wind-wave tank in Heidelberg, Germany. A study using N2O and CH3OH tracers and 
wind speeds ranging from u10=0.73 m s-1 to u10=13.2 m s-1 found that the wind-wave 
tank coupled with the box model method yielded reliable and reproducible28 values for 
gas transfer velocity for molecules that range from highly soluble to sparingly soluble.28 
A different study at the same wind-wave tank found that scaling heat transfer velocities 
to gas transfer velocities yielded reliable results for low wind-speed conditions using 
N2O and C2HF5 gas tracers.29 
 
6. Our Experiment: Noble Gas Tracers in a Wind-Wave Tank  
 Our experiment combines the latter three sections-- namely, air-sea transfer, 
noble gas tracers, and wind-wave tanks -- to investigate the effect of high wind speed 
conditions on air-sea gas exchange. Specifically, our study aims to quantify the effects 
of bubbles on air sea gas exchange in various wind and wave conditions and determine 
whether transfer coefficients will flatten or exponentially increase at high-wind speed 
and wave conditions.  
Using the GEMS and noble gas tracers, we conducted five days of experiments 
at the Rosenstiel School of Marine and Atmospheric Sciences (RSMAS) Wind-Wave 
Tank, located at the University of Miami. Over the course of the experiment, we created 
various physical conditions in local seawater by manipulating the wind, wave, and 
temperature settings within the tank. The resulting gas exchange was measured using 
the GEMS, enabling continuous noble gas measurements with nearly real-time 
responses. The GEMS data was calibrated with various discrete noble gas samples, 
which were analyzed for their concentrations at the Woods Hole Oceanographic 
Institute. 
While the wind-wave tank cannot be used to replicate the exact oceanic 
environment and its processes, it proves a useful tool for controlling variables and 
determining the relationships between them. Ultimately, we aim to use our research to 
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better understand the effects physical forcing has on physical processes—namely, air-
sea gas exchange. Our results carry important implications for global processes, such 
as the carbon cycle and other biogeochemical cycles; by better understanding how 
gases move between the air-sea interface, we can improve our flux parameterizations 




























Chapter 2: Methods  
 
1. Experimental Overview  
Over the course of five days, we ran fourteen wind-wave experiments at the 
RSMAS Wind-Wave tank under various specific, quantized conditions by manipulating 
wind-speed, wave conditions, and temperature. Experimental wind-speeds ranged from 
U10 = 10 ms-1 to 36 ms-1, and wave conditions included regularly breaking uniform 
waves, irregularly breaking waves (JONSWAP spectrum), and targeted “chirp” waves, 
designed to break directly on measuring equipment. Water temperatures ranged from 
16 to 27.5° C. Table 1 details the 14 specific sets of conditions run throughout the five-
day experimental period.  
During experiments, the tank was filled with 75 cm of local seawater, pumped in 
from Biscayne Bay, which is situated directly adjacent to the RSMAS facilities. The 
salinity of the seawater ranged from 32.75 to 33.74. In order for the experiment to also 
be able to use oxygen as a gas exchange tracer, the tank was emptied, bleached with 
liquid pool bleach, and rinsed prior to the addition of the experimental seawater.  
 Throughout each experiment, the GEMS produced continuous measurements of 
six noble gas ratios – namely, Ne/Xe, Kr/Xe, Ar/Kr, Ar/Xe, Ne/Kr, and Ne/Ar.6 These six 
ratios were selected based on their varied chemical properties, which determine their 
temperature dependence on solubility and diffusivity. Helium is not used in ratios 
because its high diffusivity makes it challenging to accurately measure. The GEMS 
provides the ion currents for the gases, rather than actual concentrations of gases in the 
water; by converting these ion currents to ratios, we largely correct for fluctuations over 
time within the mass spectrometer. Frequent measurements of laboratory air by the 
GEMS further allows us to correct for mass spectrometer fluctuations.  Additionally, 
given the ratio of these gases in air is constant and known, we are able to quantify the 
air-sea flux knowing only the relative abundances of gases in the water.6  
 Throughout the experimental process, discrete noble gas samples7 were 
collected for processing at the Woods Hole Oceanographic Institute in Falmouth, MA. 
As a traditional and well-established method for noble gas sampling, the discrete 
samples were collected with the intent of calibrating the continuous noble gas 
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measurements and determine the precision and accuracy of the GEMS data. 












1 07/17 18:11 20:09 25 Uniform 
waves 
10 
2 07/17 20:18 22:03 25 Uniform 
waves 
30 
3 07/18 14:08 17:09  25 Uniform 
waves  
25 
4 07/19 14:25 16:55 27.5  JONSWAP 
spectrum   
20 




6 07/19 19:38 20:57 27.5 Chirp waves 20 
7 07/19 21:20 00:07 27.5 Chirp waves 36 
8 07/20  14:00 18:47 Cooling from 




9 07/20 18:50 20:26 20 Uniform 
waves  
25 
10 07/20 22:11 00:07 17 Uniform 
waves 
30 
11 07/21 15:50  16:27 16 JONSWAP 
spectrum  
18 





13 07/21 19:20 20:18 17 Chirp waves 10-20  
14 07/21 22:42 00:10  Warming 





Table 1: Experimental Summary. A summary of all experimental conditions, including wind speed, wave 
conditions, and temperature. All times given are in UTC.  
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2. GEMS for Continuous Noble Gas Measurements  
The continuous noble gas data in this experiment was collected using a gas 
equilibrated mass spectrometer (GEMS). The GEMS operates using a combination of 
equilibrium and measurement components, referred to as the “wet-side” and “dry side” 
components, respectively (fig. 2). The wet side operates by pumping filtered water 
through a membrane contactor cartridge that contains a gas-permeable membrane, and 
then transferring the equilibrated gas via capillary at a low flow rate to the mass 
spectrometer for the detection of relative noble gas ratios.6 The dry side operates using 
a multi-position Valco valve that is connected to three capillaries: a 1 m long capillary 
that samples air, a 1 m long capillary to sample the headspace, and a 4 m long capillary 
serving as the inlet to the mass spectrometer.6 Getters purify the sample of unwanted 
gases, such as N2, O2, and H2O, and increase the limit of detection by reducing 
molecular collisions inside the mass spectrometer.6 After purification, the detection of 
the noble gases is accomplished using a quadrupole mass spectrometer with a 
secondary electron multiplier detector (SEM).6 A heating jacket is placed around the 
mass spectrometer manifold to hold the temperature steady at 50 ℃ and protect from 
environmental temperature fluctuations. The noble gas mole ratios are found using 
selected ion monitoring, and air calibrations are used to convert the averaged ion ratios 
to the saturation anomaly from equilibrium.6 Lists of the primary equilibration and 
measurement components are located in tables 2 and 3, respectively.  
Previous testing of the GEMS indicates strong precision, with experimental 
precision values of 0.7% or better in a temperature-controlled room for all noble gases.6 
Here, precision is defined as the relative standard deviation of difference between 
filtered ratios and interpolated ratios. In the field, precision declined due to 
environmental temperature fluctuations, increasing to 1.0% for all gases.6 Accuracy 
tests were also conducted on the GEMS by comparing its field and lab data to published 
values obtained from discrete samples. Accuracy, here, is defined as the average 
magnitude of the relative percent difference between the GEMS and the discrete 
sample values.6 Lab tests yielded an accuracy value of 0.9% or better for all noble gas 
molar ratios, and in the field accuracies were 0.7% or better and 2.5% or better, 
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respectively, for ratios without and with Xe.6 Later tests found an improved accuracy for 
Xe by calibrating the GEMS with the discrete samples, with accuracies ameliorating to 
0.6% or better for ratios containing Xe.6  
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TPS-compact with Turbo-V 
301 Navigator 
turbomolecular and IDP-3 
dry scroll pump 
 
Mass spectrometer 
pumping source  
 
Full range pressure gauge 
for TPS compact 
 
Made by agilent 
 




Custom made by Sharon 
Vacuum  
 
Housing for QMS  
 
Heating Jacket with power 




includes display model  
 
Maintains temperature 
around QMS manifold  
 
Getters with custom getter 
chamber  
 
Cylindrical pieces, 6 mm 
diameter, 2 mm long 
 
Purify sample, reduce 
molecular collisions  
Table 2: Measurement components. A list of many of the measurement components. For a complete 








Table 3:  
 
Membrane Contactor 
Extra-Flow 2.5 x 8 x 40 fiber 
Membrana Liqui-Cel  
Wet-board: wet-side. 
Equilibrates gas in water 
sample  
Nafion dessicant box Made by PermaPure Drying agent: eliminate 
unwanted moisture in 
system  
Micro diaphragm pump Made by Parker/Hargraves 
Fluidics 
Gas recirculation  












Water pump drive 150-400 rpm  Wet-board: wet-side 
components  
 
Felt filter socks  
er, 5 μm inner, 100 μm 
outer pore size, 12 in long x 
1.5 in wide 
Water delivery system: 
prevent membrane clogging 
 
Felt filter bags  
 
Polyester filter bag, 25 μ 
Water delivery system: 
prevent membrane clogging  
Deactivated fused silica 
capillary  
 
0.05 mm ID, 0.36 mm OD  
Measuring inlet  
Valco multi-position valve  VICI Valco  Wet-board components: dry 
side  
Desiccant  Changes from blue to white 
when exposed to moisture  
Drying agent/indicator  
Flexible PVC tubing  ¼ “ ID by 3/8 “ OD  For water  
Flexible PVC tubing  1/8” ID by ¼ “ OD  For gas  
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Fountain pump  Smart Pond 500-Gph 
submersible fountain pump 
Water delivery system 
pump 
Plastic bin 10-gallon rectangular 
plastic bin with open top  
Water delivery system  
Large graduated cylinder Holes drilled in top  Water delivery system 
Plastic bucket 1-gallon plastic bucket with 
handle  
Water delivery system  
Table 3: Equilibration Components. A list of many of the equilibration components. For a more 






Fig. 2 A diagram of the GEMS instrumental setup, not drawn to scale, showcasing the dry side and wet  
side components. Our experimental set-up mimics that in the diagram, less the filter canisters.  Figure 







In Manning et al. 2016, the decreased field accuracies seen for ratios for containing Xe 
is attributed to the element’s higher sensitivity to matrix effects; because Xe is the least 
abundant gas measured, it is the most likely to be affected by variability in the total 
pressure, which can result in nonlinearities between the gas pressure and signal 
intensity read by the detector.6  
 
3. SUSTAIN Tank and Facilities  
This experiment was executed at the SUSTAIN Wind-Wave tank, located at the 
Rosenstiel School of Marine and Atmospheric Sciences at the University of Miami 
(Miami, FL). The wind-wave tank at SUSTAIN --which stands for SUrge STructure 
Atmosphere INteracton Facility— is the largest wind-wave tank in the country (23m x 
6m x 2m) and can test three-dimensional coupled wind-waves and surge at conditions 
as high as the intensity of a Category 5 hurricane with wind speeds up to U10 100 ms-1. 
The 12 piston-type hydraulic wave paddles at the tank can generate a variety of 
prescribed wave conditions, including regularly breaking waves (constant amplitude, 
phase, and frequency), JONSWAP spectrum waves (designed to mimic the irregularly 
breaking waves in oceanic conditions),30 and wave chirps (targeted waves designed to 
break specifically on the measuring sensors). 
The rectangular tank is enclosed on all sides by transparent acrylic panels. 
Several of these panels can be removed on the top of the tank to put sensors and 
instruments in place (fig. 3, fig. 4).  
 23 
 
Fig 3: A photo showing the side profile of the partially-filled SUSTAIN Wind-Wave tank, including 
the removable acrylic panels on the top. Photo taken from the University of Miami Website.   
 
Fig 4: A bird’s-eye view of the SUSTAIN Wind-Wave tank, showing the top of the tank. Photo 
taken from the University of Miami Website.  
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The tank is elevated two stories above the ground and is thus accessible laterally as 
well as from the top and underneath. A series of ladders enables transit from the ground 
level (where the bottom surface of the tank is visible), to the mid-level (where the side 
profile of the tank is visible), to the top level, where the viewer can look down onto the 
tank. All wind and wave conditions within the tank are computer-controlled by an 
electronics system located adjacent to the tank’s mid-level.  
 
4. Instrumental Overview and Design  
Our experiments at the SUSTAIN tank took place on the top of the tank, where 
we removed a single acrylic panel in the center to place our measurement instruments 
above the top of the tank opening, and directly below the opening on the base of the 
tank. The instrumental design included various equipment for measuring wind and wave 
conditions including a Campbell Scientific Irgasonde and pressure sensors. Instruments 
for gas exchange measurements included an in-situ bubble imager,31 a SAMI for pCO2 
measurements,32 an AANDERAA Oxygen Optode 4531 oxygen measurements,33 an 
equilibrated inlet mass spectrometer (EIMS) for O2/Ar measurements,33 and the GEMS 
for continuous noble gas measurements.6 All measuring instruments and sensors were 
located inside of the tank under the surface of the water at the bottom of the tank, with 
the exception of the two mass spectrometers, which hung from a crane on an anchored 




Fig. 5: Diagram showing the SUSTAIN tank facilities, including top view images of the entire tank (top 
left) and of the intended sensor/instrumental locations (top right). The bottom image shows the side 
profile of the instrument and sensor locations as it would appear from the side of the tank. Exact sensor 
locations were adapted slightly during the experiment based on the recommendation of RSMAS lab 
members. The UDM sensors were on either side of the GEMS intake location. Additionally, a single 
Irgasonde sensor was placed in closer proximity to the front of the GEMS. Diagram reprinted with 








a)                                         b)                                              c)  
     
Fig. 6: Experimental photos showing (a) the GEMS hanging on the anchored wooden platform above the 
tank, (b) the dry-side components of a wet board for the EIMS, and (c) the wet-side wet board 
components for the GEMS showing placement in relation to the GEMS.   
 
The wooden platform was suspended from the ceiling to minimize vibration and 
stabilized on all four corners to prevent lateral and vertical motion, which can disrupt 
mass spectrometer measurements. Also located on the platform were two identical wet-
board systems for the GEMS and EIMS. The GEMS was placed inside of a wooden box 
to limit environmental noise and ensure a controlled climate immediately surrounding 
the mass spectrometer.  
 
5. Water Delivery System  
Water was delivered to the GEMS wet-board and then recirculated into the tank 
via an elaborate water delivery system. Using a Smart Pond 500-Gph submersible 
fountain pump, we pumped water from the tank at a pumping site located directly under 
the mass spectrometer. Water pumped from the tank travelled in through 3/8“ inner 
diameter PVC flexible tubing to a bucket system, where a large, plastic graduated 
cylinder sat inside of a gallon-sized  plastic bucket, which was positioned inside a large 
10-gallon plastic bin (fig. 7). The graduated cylinder and the plastic bucket contained 
several small holes, located approximately two inches from the top of each container; 
these holes enabled the tank water in the container to drain into the subsequent 
container when the water levels surpassed them. The final plastic bin had a hole drilled 
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approximately two inches from the bottom, where ¼” inner diameter PVC flexible tubing 
was connected to deliver water back to the tank. An additional submersible pumped 
was placed inside the bin to ensure the outflow flow strength was strong enough to 
prevent water from overflowing the plastic bin. The water return site, where water was 
eventually redelivered to the tank, was located at the far end of the tank; this location 
was specifically selected as far away from the instruments and sensors as possible, so 
as to not disrupt measurement of physical conditions or gas fluxes. This water delivery 
system is adapted from that used in Manning 20166, with filter bags used instead of filter 
canisters (see below for details). Additionally, the plastic bin draining system was an 
addition required because we needed water to run in controlled fashion back to the 
tank. 
 
Fig. 7: The water delivery system for the GEMS and EIMS wet-boards, showing the series of 
containers where water was delivered and then drained for redelivery into the tank. 
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The GEMS and EIMS wet-boards accessed the water from the water delivery 
system using a suction shoe gear pump from Micropump, with tubing attached to pull 
water from the plastic cylinder from the bucket system and into the wet-boards. The 
plastic intake cylinder was fitted with a two-layer felt filter bag, with a 100 and 5 μm 
outer and inner nominal pore size, respectively. The intake tubing for both the EIMS and 
GEMS gear pumps were both fitted with a felt filter sock (2-layer, 5 μm inner, 100 μm 
outer pore size, 12 in long x 1.5 in wide).6 The felt filters were incorporated with the 
intent of preventing clogging within the membrane and filtering out unwanted biological 
material.6 The filter socks were replaced as needed, based on discoloration accrued 
throughout the experiment (fig. 8); this translated into replacing the felt filters 
approximately once every couple of days.  
a)                                                          b)  
    
Fig 8: Experimental felt filters showing discoloration after experimental use in the water delivery 
system for a) the filter bag and b) the filter socks used for GEMS and EIMS water intake tubing. 
 
 After water was pumped through the GEMS and EIMS wet-board systems and its 
gases had been equilibrated for QMS detection, it was returned to the bucket system 
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via ¼” inner diameter flexible PVC tubing directly to the plastic outer bin, where it could 
then be transferred back into the tank to ensure a constant mass-balance was 
maintained. Throughout each experiment, water pumped through the water delivery and 
return system continuously.  
 
6. Discrete Sampling Methods  
To calibrate the GEMS continuous data,6 we collected 27 discrete noble gas 
samples7 for analysis at Woods Hole Oceanographic Institute. Discrete noble gas 
samples were collected throughout the 14 executed experiments at RSMAS, including 
during initial conditions immediately after waves and wind had been initiated, and during 
mid- and final conditions, when experiments were approaching and at steady-state 
equilibrium, respectively.  
Discrete samples were obtained by collecting approximately 45 grams of tank 
water in a copper tube with air-tight seals created on either end via cold-welding. The 
cold weld is made by a hydraulically actuated crimper system, which is activated by a 
foot pedal assembly and secured by a mounting bracket (fig. 9).  
 
a)                                                 b)      c)  
 
Fig. 9: The mounting bracket (a), hydraulically automated crimper (b) and the foot pedal utilized in the 
cold-welding system. Photos from the Isotope Geochemistry Facility at Woods Hole Oceanographic 
Institute. 
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Immediately prior to the sample collection, a 30-inch section of copper tube was 
rolled out and cut for water collection. The copper tubing was kept rolled and in a 
climate-controlled setting with the ends capped until just before sample collection to 
prevent moisture from weathering the tubes; if not kept clean and dry until used, the 
copper will not seal as effectively and risks sample leakage. Using a sharpie, the tube 
was segmented into two 12-inch samples, with a 3-inch leeway on either end to leave 
room for welding. Each 12-inch sample segment was marked with the experiment 
number, the date, and the specific sample number and letter. Two identical samples 
were collected for each discrete sampling measurement as a safeguard against sample 
leakage, improper sample tube lengths, or otherwise damage to the copper tubes. 
Additionally, it enabled precision determination for the experimental discrete sampling 
method.  
Once the sampling tube was rolled and cut, a tube flattener (fig. 10a) was used to 
compress a small piece of the tube (approximately 2-inches) on each of the 12-inch 
segments. The purpose of flattening the tube is to protect the long-term integrity of the 
seal by temporarily reducing the volume of the tube, which is later re-rounded after 
water collection and sealing. This relieves tube pressure by adding head-space inside 
each copper tube, which lowers the risk of seals breaking or leaking during storage and 
transportation.  
Next, the copper tubing was transferred to the experimental sampling location, 
located directly adjacent to the mass spectrometer and the water delivery system 
buckets. The sampler raised the tube high in the air and slowly lowered it as water 
pumped from the tank flowed in through the bottom of the copper tube through plastic 
Tygon tubing. The purpose of this process is to leverage gravity to ease the task of 
getting water to flow against gravity, as well as to prevent bubbles from becoming 
trapped in the sample tube. Water exited the top of the copper tubing through another 
Tygon tube, which returned the water to a bucket. As water ran through the copper 
tube, a wooden mallet was used to rap the tube at a moderate pace and force to knock 
any air bubbles out of the tube. Once bubbles no longer evolved from the top of the 
tubing, the bottom and then top of the tubes were sealed with tube clamps (pinch 
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valves) and the sample was transported to the hydraulically actuated crimper system for 
cold welding. 
With the Tygon tubing still clamped and attached, the copper tubing was placed 
through the middle of the jaws of the hydraulically actuated crimper, with the sealing 
location aligned with the crest of the hemicylindrical plates. The foot pedal was then 
pressed while the sampler firmly holds the copper tube in place while the pressurized 
plates move together and create an air-tight seal on the tube. This process was 
repeated three times for the 30-inch tube sample; once in the middle to separate the 
two 12-inch samples, and then once at each end to seal the other end of each sample.  
Immediately after the copper tube samples were sealed, the previously flattened 
portion of the tube was re-rounded using a manual tube re-rounder (fig. 10b). The 
samples were then rinsed with fresh water to remove any salt residue from the metal, 
dried, wrapped in bubble-wrap, and placed in a watertight box for safe-keeping. 
Samples were sent to the Woods Hole Oceanographic Institute for analysis on a 
quadrupole mass spectrometer that uses cryogenic trapping to separately measure 
each noble gas.34 
 
a)                                                                    b)  
 
Fig 10: The manual devices used to flatten (a) and re-round (b) copper tubes for noble gas discrete 
sampling. Photos from the Isotope Geochemistry Facility, Woods Hole Oceanographic Institute 
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Chapter 3: Results and Discussion  
 
     1.  GEMS Continuous Uncorrected Data  
 Over the course of five days, GEMS continuous data was collected for all 
fourteen experiments under each set of varied experimental conditions. The collected 
raw data files were loaded into MATLAB, where the QMS data was matched with the 
relevant temperature data obtained from the thermocouples and the times when the 
QMS was measuring in air rather than water. Once these pieces of data were linked, 
the ratios of each gas were calculated for each continuous time point (fig. 11). 
 
 
Fig. 11: GEMS continuous data showing the uncorrected ratios of noble gases as a function of time 
(UTC) for the first experimental day, which included experiments 1 and 2. 
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Initially uncorrected gas ratios from the GEMS did not demonstrate large 
departures from equilibrium as a function of time in most experiments. From the ratios 
of gases, the saturation anomaly for each noble gas ratio was calculated (Eq. 1) and 
plotted as a function of experimental time (fig. 12-16). Saturation anomalies provide a 
quantitative description of how much each gas ratio strayed from equilibrium as a result 
of the physical forcing invoked within the tank. As seen when comparing figures 11 and 
12, saturation anomalies demonstrate the same trends as gas ratios, but provide more 
significance for the data by showcasing shifts from equilibrium.  
 
Fig. 12: GEMS continuous data showing the uncorrected saturation anomalies for each ratio of noble 




Fig. 13: GEMS continuous data showing the uncorrected saturation anomalies for each ratio of noble 





Fig. 14: GEMS continuous data showing the uncorrected saturation anomalies for each ratio of noble 








Fig. 15: GEMS continuous data showing the uncorrected saturation anomalies for each ratio of noble 






Fig. 16: GEMS continuous data showing the uncorrected saturation anomalies for each ratio of noble 





2. GEMS Continuous Data Correction 1: Environmental Conditions  
The electronics of the mass spectrometer can respond differently in varied 
temperature and humidity conditions; because the SUSTAIN facilities are enclosed and 
utilize naturally-humid Miami air in the wind-wave tank, some of which escapes to the 
surrounding where the mass spectrometer was located, it was necessary for the GEMS 
continuous data to be corrected for environmental conditions – namely, the humidity 
and heat within the tank facilities.  
 To correct the GEMS continuous data for any potential environmental humidity 
effects, we first looked at what the mass spectrometer does under ambient, non-
experimental conditions. To accomplish this, we allowed the mass spectrometer to run 
overnight in air after each of the first four experimental days. Following the fifth day of 
experiments, we began the process of disassembling and packing equipment 
immediately, so there was no overnight air data collected for this day. During the 
overnight air data collection, the temperature cools and humidity decreases, enabling us 
to see the relaxation of the mass spectrometer data from high-humidity/temperature 
conditions to low ones; because we are only measuring in air at night, we can be sure 
that this relaxation is due to environmental conditions. While there is a possibility that 
some of the relaxation is due to the natural drift in the mass spectrometer, we assume 
that the relaxation due to humidity is much larger than the natural drift. In contrast, 
during the day, we primarily are measuring water with changing wind and wave speeds 
and thus cannot immediately separate the signals changing due to real changes in the 
measured seawater vs. signals changing due to the GEMS response to increased 
humidity and temperature. However, we can apply what we learn from the night-time 
data to the day-time data, and thus correct for the humidity effect. It is important to note 
that we assume the magnitude of the change in one direction—that is, the change due 
to the relaxation of the humidity effect—is the same as the magnitude of change in the 
opposite direction, namely the change due to the presence of the humidity effect.  
 Using the overnight air data for each of the first four days of experiments, each 
noble gas ratio was plotted as a function of temperature and a linear trend line was 
fitted within the region of linearity for the plot. The deviation of linearity on both the high 
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and low end of the trend line represented the points at which the effect seen due to 




Fig. 17: The overnight air data following the first day of experiments for each noble gas ratio. The 
temperature dependence of the ratio is shown for the relaxation of the humidity and temperature effects 
on the mass spectrometer. The linear region is fitted with a pink trendline, and the relaxation time is 





Fig. 18: The overnight air data following the second day of experiments for each noble gas ratio. The 
temperature dependence of the ratio is shown for the relaxation of the humidity and temperature effects 
on the mass spectrometer. The linear region is fitted with a pink trendline, and the relaxation time is 





Fig. 19: The overnight air data following the third day of experiments for each noble gas ratio. The 
temperature dependence of the ratio is shown for the relaxation of the humidity and temperature effects 
on the mass spectrometer. The linear region is fitted with a pink trendline, and the relaxation time is 








Fig. 20: The overnight air data following the fourth day of experiments for each noble gas ratio. The 
temperature dependence of the ratio is shown for the relaxation of the humidity and temperature effects 
on the mass spectrometer. The linear region is fitted with a pink trendline, and the relaxation time is 
shown by the color gradient, with the legend on the right indicating hours since relaxation began. 
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For each ratio on each day, the trend line was plotted three separate times using 
slightly varied high and low leveling off points, or limits of linearity. These three slopes 
were averaged, generating one average slope for every ratio on every day (table 4). 
The slopes for each ratio were then used for their corresponding day to correct the 
GEMS continuous data. The slopes from the overnight data for day four were used to 
correct the day five experimental data because no overnight data was obtained for this 
day; because the fourth night of overnight air data ran continuously until the 
experimental conditions began again on the fifth day, we believe the environmental 
conditions captured by the overnight data for night four are similar enough to those on 
the fifth day  that the slope values can reasonably be used to correct the raw data. 
Additionally, the similarity between nights 3 and 4 give us confidence that the correction 
factors will work well for night 5 too.  
  
Table 4:  
Ratio Night 1 Slope  Night 2 Slope Night 3 Slope Night 4 Slope  
Ne/Xe 0.062 0.059 0.11 0.11  
Kr/Xe  45.3 50.1 70.2 84.2 
Ar/Kr  0.389 0.58 0.89 0.88 
Ar/Xe  0.0012 0.00066 0.0017 0.0017 
Ne/Kr  1.06 0.98 1.13 1.58 
Ne/Ar  -1.5 x 10-5 -2.8 x 10-5 4.7 x 10-7 -2.2 x 10-5 
 
Table 4: The correction slope value obtained for each set of overnight air data and each noble gas ratio. 
Slope values were obtained by averaging three linear slopes with various high and low limits of linearity 
for each ratio on each night. The correction values for the fourth night additionally served as the 




The temperature-dependence slopes found for each ratio varied across each of 
the four nights; in general, the correction slopes for nights 1 and 2 aligned most closely 
with one another, as did the correction slopes for nights 3 and 4. Because the slopes 
represent the change in ratio due to environmental conditions, larger slope values will 
correspond to bigger changes in ratio due to humidity and temperature. Overall, the 
slope corrections for nights 3 and 4 are almost universally higher than those for nights 1 
and 2; this relationship is expected because, as illustrated in 17-20, the overnight data 
for nights 3 and 4 began at temperatures approximately 0.5 to 2 degrees higher than 
those for the first two nights. If it is true that the mass spectrometer electronics are 
adversely affected at higher temperatures, then we would expect to see a larger 
relaxation—or change—during the transition from conditions with higher initial 
temperatures than from those with lower initial conditions. The initial temperatures for 
the first two nights (approximately 28.5-29 °C) match most closely with one another, as 
do the initial temperatures for the final two nights (approximately 29.5-30.5 °C), which 
could help explain the correlated closeness in slope correction values. The use of 
averages could explain impreciseness in the relationship between slope size and initial 
temperature – for example, why some of the night four correction slopes are not larger 
than all of the night three correction slopes, despite a larger initial temperature.  
Another possibility for differences between the slopes is the difference in daily 
experimental conditions invoked within the SUSTAIN facilities. During the first two days 
of experiments, fewer than four hours of winds and waves experiments were executed, 
and all experiments (1-3) were conducted at 25 °C. In contrast, during experimental 
days three and four, the wind and wave experiments spanned closer to six hours of time 
throughout the day with water temperatures ranging from 17 to 27.5 °C. It is plausible 
that differences in wind, waves, and temperatures during experiments on each day 
could change the magnitude of the slope correction on a day to day basis for each ratio. 
Specifically, more experiments at higher wind speeds enables more humid Miami air 
escaping from the tank and into the area above the tank where the QMS and electronics 
are located, resulting in a greater temperature and humidity effect.  
 45 
The differences in slope correction values between each noble gas ratio aligns 
with the chemical expectations derived from noble gas properties. As the least abundant 
gases measured in air, Xe and Kr are the most susceptible to matrix affects; we see a 
correspondingly larger correction slope for ratios containing these elements, with a 
larger correction needed for ratios with Xe, which is the less abundant in air than Kr. Not 
surprisingly, the largest correction slopes needed were for the Kr/Xe ratio – the ratio 
containing the two least abundant noble gases in air. In contrast, Ne/Ar, which contains 
neither Kr or Xe, required the smallest correction slopes. 
Once the correction slopes were obtained, they were applied to correct the 
GEMS continuous raw data for humidity and temperature effects. The temperature-
corrected continuous data was then plotted next to the raw continuous data as 
saturation anomalies versus time for each ratio (fig. 21-25). For most noble gas ratios 
on most days, the applied correction usually changed the saturation anomalies by a 
magnitude of approximately 1 percent of less; this is within our experimental error and 
ensures us that we corrected for any slight errors but did not profoundly affect our 





Fig. 21: The applied temperature and humidity correction (orange) plotted over the raw continuous data 




Fig. 22: The applied temperature and humidity correction (orange) plotted over the raw continuous data 




Fig. 23: The applied temperature and humidity correction (orange) plotted over the raw continuous data 
(blue) for each of the noble gas ratios for the third day of experiments.  
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Fig. 24: The applied temperature and humidity correction (orange) plotted over the raw continuous data 







Fig. 25: The applied temperature and humidity correction (orange) plotted over the raw continuous data 





3. Discrete Noble Gas Samples   
 The noble gas discrete samples were shipped directly to the Woods Hole 
Oceanographic Institute and processed for their exact gas concentrations (table 5). 
Duplicate samples run for five separate noble gas samples yielded a precision of 0.1 to 
0.2 percent. Gas concentrations were loaded into MATLAB, where they were converted 
to the experimental ratios. From here, saturation anomalies were calculated using the 
relevant experimental data for salinity and temperature, and the solubility functions for 
each noble gas.3 The saturation anomalies for the discrete gas ratios were then plotted 
over the saturation anomalies for the raw and temperature-corrected GEMS continuous 
data (figures 26-30).  
Because the discrete samples are a well-established noble gas sampling method 
with high accuracy and precision,7 the samples give a reliable estimation of the 
accuracy of the GEMS continuous data and temperature correction. Previous 
experimental testing indicates that the GEMS does not perform with accuracies better 
than approximately 1% in the field,6 so GEMS and discrete gas sample correlation 
within this range is considered to experimentally align.  
 When examining the correlation between the GEMS continuous data and the 
discrete sample data, it is evident that certain experimental days lead to stronger 
matching between the two sampling methods. Specifically, the third, fourth, and fifth 
experimental days saw better correlation between the methods than the first two 
experimental days. Additionally, ratios containing Ne tended to have poorer matching 
between discrete and continuous data. The widespread disagreement between the 
continuous and discrete data on the first two experimental days points to systemic 
problems within the experimental setup, such as equilibration; it is likely that there was a 
flaw in the experimental setup, such as loose tubing that enabled air leaks, that 
contributed to the misalignment between discrete and continuous data. In contrast, the 
inaccuracy of ratios containing Ne are attributed to the fact that it is more challenging to 
equilibrate Ne due to its insolubility in water relative to the other noble gases; there is 
more Ne in the headspace than in the water, so to meaningfully impact the headspace, 
nearly all the Ne must come out of the water. 
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Table 5:  
Day Exp Sample duplicate C(He) C(Ne) C(Ar) C(Kr) C(Xe) 
    nmol/kg nmol/kg nmol/kg nmol/kg nmol/kg 
1 1 1 0 1.753 6.720 9910 2.147 0.275 
1 1 1 1 1.749 6.723 9900 2.145 0.275 
1 1 2 0 1.720 6.838 10360 2.244 0.295 
1 2 1 0 1.768 7.003 10500 2.244 0.301 
2 3 1 0 1.754 6.861 10370 2.252 0.296 
2 3 2 0 1.735 6.876 10350 2.224 0.295 
2 3 2 1 1.735 6.883 10350 2.229 0.295 
3 4 1 0 1.739 6.748 9870 2.112 0.275 
3 4 2 0 1.727 6.787 10020 2.150 0.281 
3 4 2 1 1.727 6.782 10030 2.141 0.279 
3 6 1 0 1.732 6.837 10150 2.184 0.287 
3 7 1 0 1.758 6.929 10230 2.199 0.286 
3 7 2 0 1.764 6.947 10260 2.207 0.288 
4 8 1 0 1.757 6.860 10170 2.187 0.286 
4 8 3 0 1.740 6.901 10390 2.237 0.295 
4 8 3 1 1.739 6.895 10390 2.238 0.293 
4 9 1 0 1.748 7.011 10810 2.353 0.313 
4 9 2 0 1.768 7.179 11390 2.512 0.338 
4 10 1 0 1.746 7.117 11440 2.539 0.345 
4 10 3 0 1.779 7.323 11980 2.674 0.368 
5 11 2 0 1.757 7.214 11970 2.696 0.371 
5 12 1 0 1.813 7.482 12460 2.823 0.388 
5 12 2 0 1.817 7.507 12500 2.844 0.391 
5 13 1 0 1.775 7.367 12430 2.828 0.391 
5 13 1 1 1.777 7.371 12440 2.824 0.392 
5 13 3 0 1.784 7.417 12630 2.869 0.399 
5 14 1 0 1.762 7.291 12350 2.803 0.391 
5 14 3 0 1.757 7.057 11000 2.432 0.325 
Table 5: Raw noble gas concentrations from the discrete samples processed at Woods Hole 
Oceanographic Institute. Concentrations for each gas are given in nmol/kg. 
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Fig. 26: GEMS raw and temperature-corrected saturation anomalies with discrete noble gas saturation 





Fig. 27: GEMS raw and temperature-corrected saturation anomalies with discrete noble gas saturation 






Fig. 28: GEMS raw and temperature-corrected saturation anomalies with discrete noble gas saturation 






Fig. 29: GEMS raw and temperature-corrected saturation anomalies with discrete noble gas saturation 




Fig.30: GEMS raw and temperature-corrected saturation anomalies with discrete noble gas saturation 




4. GEMS Calibration using Discrete Samples  
 Because the discrete samples have such high accuracy and precision values, 
they can be used to calibrate the GEMS continuous data.6 To do this, we found the 
difference between the continuous and discrete data. This first required computing an 
average value within a given time range for the continuous data because there are 
many more continuous data points than discrete data samples. For each discrete point, 
we found a singular correlated continuous value—called the GEMS single value-- by 
averaging the time window spanning two minutes before and ten minutes after the time 
of the discrete sample; this window was selected specifically to accommodate the e-
folding response time of the QMS. From here, we calculated a ratio of the GEMS single 
value divided by the discrete sample for that time frame to determine the magnitude of 
the difference between the two sampling methods. These ratios—also called “correction 
factors” --were plotted as a function of time (fig. 31), water temperature (fig. 32), and 
noble gas ratio size (fig. 33), so as to give an indication of what experimentally caused 
the GEMS data to deviate most from the discrete sampling data. Plotting the correction 
factors against time shows whether the GEMS systemically struggled on certain days 
due to issues within the experimental setup. The plots of correction factor versus water 
temperature and noble gas ratio indicate whether error in the GEMS stems from a 
temperature effect within the water, or an equilibration issue stemming from gas 
abundance in the sample, respectively. Since the noble gases concentration change 





Fig. 31: Correction-factors plotted as a function of time. The orange triangles show the raw correction-
factors plotted as a function of time, and the purple triangles show the size-corrected correction factors as 
a function of time. Ratios Kr/Xe, Ar/Kr, and Ar/Xe were not size corrected, so the purple triangles shown 
are just the correction factors plotted against time. Black circles indicate daily averages for the discrete 




Fig. 32: Correction-factors plotted as a function of water temperature (x-axis) for each noble gas ratio (y-
axis). The blue squares show the raw correction-factors plotted as a function of time, and the orange 
squares show the size-corrected correction factors as a function of time. Ratios 84/129, 38/84, and 
38/129 were not size corrected, so the orange squares shown are just the correction factors plotted 





Fig. 33: Correction-factors plotted as a function of ratio size (x-axis) for each noble gas ratio (y-axis). The 
blue circles show the raw correction-factors plotted as a function of ratio-size, and the red circles show 
the size-corrected correction factors as a function of ratio-size. Ratios Kr/Xe, Ar/Kr, and Ar/Xe were not 
size corrected, so the red circles shown are just the correction factors plotted against ratio size. The cubic 
fit for the ratios with size-corrections are shown by the black line.  
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 Ideally, correction factor values should be as close to 1 as possible because this 
shows excellent agreement between the discrete and continuous sampling methods. In 
contrast, larger deviations from 1 indicate experimental error by showing disagreement 
between the two methods. Nearly all correction factors stayed within +/- 0.05 of 1, 
demonstrating overall reasonable agreement between the discrete and continuous data.  
The raw correction factors plotted against time and water temperature did not 
show a strong initial relationship for any of the ratios, indicating that the difference 
between the discrete and continuous data wasn’t systemically linked to major 
experimental setup issues or fluctuations in water temperature. The correction factors 
did, however, show a strong linear dependence on ratio size for ratios 22/129, 22/84, 
and 22/38. The strong size dependence for ratios containing Ne is attributed to the 
same difficulty equilibrating within the GEMS system that adversely affected the 
alignment between the discrete and continuous ratio data; Ne is the most insoluble 
noble gas in water, so it exists primarily in the headspace. In order for there to be a 
meaningful change in the amount of Ne in the headspace, nearly all the gas must come 
out of the water. In other words, the barrier for meaningful change is higher for Ne than 
it is for other noble gases due to its insolubility in water.  
 To correct the ratios with Ne, a cubic fit was applied to each of the ratios 
containing Ne—namely, 22/129, 22/84, and 22/38—and the specific coefficients applied 
were then applied to the GEMS continuous data as a size-correction. Accompanying the 
new continuous data were new correction factors, which were then plotted over the 
previously generated correction factors (figs. 33, 32, 31). The size-corrected correction-
factors no longer showed a linear dependence on ratio size, indicating that the 
correction had worked as intended. Additionally, the ratios were all brought closer to 
one, indicating that the continuous and discrete data now aligned more closely.  
The size-corrected correction-factors continued to show no dependence on water 
temperature, however they did demonstrate a dependence on time for ratios containing 
Ne; again, this sensitivity for ratios containing Ne is attributed to the difficulty in 
equilibrating it within the GEMS setup. To apply a time calibration, the average 
correction factors for each day were calculated and then applied to their respective days 
of continuous data as a final correction. Daily averages were opted for over a spline 
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function because the spline runs a risk of over-correction. The spline could potentially 
introduce error because some of the variation we see from point to point within a day 
may not be related to the time of day, but rather inherent uncertainty in the method. 
Additionally, daily averages were opted for over one experimental average because 
equilibration likely varied slightly from day to day, so we maintain more fidelity in our 
data and corrections by utilizing a correction factor average for each day. All correction 
factors were applied to the initial air-temperature corrected GEMS continuous data 
discussed in section 2. In the end, the continuous data encompassed three corrections: 
the air temperature correction for QMS variance in response to humidity, the correction 
factor ratio size correction in response to equilibration issues, and the correction factor 
time correction to account for systemic experimental variances. The GEMS continuous 
data was plotted individually for each of the fourteen experiments (as described in Table 





















Fig. 34: GEMS continuous data with all corrections applied for Experiment 1. The blue dots show 
continuous data with only the initial temperature correction applied, and the black line shows the 
continuous data with all corrections applied, including the temperature correction and both correction 
factor corrections. The red circles show discrete noble gas samples taken throughout the experiment. The 
portions of the graph that are entirely straight reflect periods with no continuous data. Refer to table 1 for 







Fig. 35: GEMS continuous data with all corrections applied for Experiment 2. Data is plotted in 








Fig. 36: GEMS continuous data with all corrections applied for Experiment 3. Data is plotted in 





Fig. 37: GEMS continuous data with all corrections applied for Experiment 4. Data is plotted in 





Fig. 38: GEMS continuous data with all corrections applied for Experiment 5. Data is plotted in 




Fig. 39: GEMS continuous data with all corrections applied for Experiment 6. Data is plotted in 





Fig 40: GEMS continuous data with all corrections applied for Experiment 7. Data is plotted in the 





Fig. 41: GEMS continuous data with all corrections applied for Experiment 8. Data is plotted in the same 













Fig. 42: GEMS continuous data with all corrections applied for Experiment 9. Data is plotted in 








Fig. 43: GEMS continuous data with all corrections applied for Experiment 10. Data is plotted in 




Fig. 44: GEMS continuous data with all corrections applied for Experiment 11. Data is plotted in 





Fig. 45: GEMS continuous data with all corrections applied for Experiment 12. Data is plotted in 






Fig. 46: GEMS continuous data with all corrections applied for Experiment 13. Data is plotted in 




Fig. 47: GEMS continuous data with all corrections applied for Experiment 14. Data is plotted in 







5. Discrete Experimental Analysis: Linking Conditions with Flux  
 While the GEMS continuous data give only ratios and relative abundances of 
noble gases, the discrete samples provide exact concentrations of the noble gases in 
the water at points collected throughout each day and experiment (fig. 48); though 
discrete samples do not offer the benefits of continuous and real-time data, the 
concentrations they provide enable us to track the individual behavior of each gas, 
rather than the behavior relative to the gas suite.  
 
 
Fig. 48: Noble gas concentrations plotted as saturation anomalies for each individual noble gas. Blue 
circles indicate initial points in experimental conditions, whereas red circles represent mid and final points 





 Saturation anomalies from discrete noble gas samples were calculated from Eq 
1, taking into account dry atmospheric pressure by applying the relevant humidity, 
temperature, and pressure data. We correct for atmospheric pressure because the 
solubility functions used to process each noble gas assume a dry atmospheric pressure 
of 1 atm; if this estimation is not accurate, then it can cause deviation within the 
saturation anomalies when looking at singular gases. Atmospheric pressure corrections 
are unnecessary when working with noble gas ratios because the terms will cancel out 
due to their appearances in both the numerator and denominator.  
Unlike concentration, saturation anomalies are a function of temperature; if the 
concentration of gas in the water remains constant, the saturation anomaly can still 
change if the temperature is changing. This temperature effect is not considered to be 
of large concern because our experiments are primarily conducted under relatively-
constant temperatures. In contrast, the concentration of gases in the water will not 
change as a function of temperature and will instead only reflect whether or not gas 
exchange is occurring. 
 The individual noble gases obtained from the discrete samples behave in a 
manner that primarily aligns with our chemical expectations based on noble gas 
properties. On the first day of experiments, we see initially negative saturation 
anomalies from Kr, Ar, and Xe, and a positive saturation anomaly for Ne (fig. 48). At 
moderate wind speeds of U10 = 30 ms-1, we would expect a larger bubble effect because 
more gases are being injected into the water. Neon is the noble gas most affected by 
diffusive gas exchange, so we would expect to see the largest increase in the saturation 
anomaly and concentration of Ne upon invoking high wind speed conditions within the 
tank. In the following order, we would expect the next highest values for percent 
increase in saturation anomaly and concentration for Ar, then Kr, and finally Xe. Table 6 
documents the percent change for each noble gas between the final state of the first 
experiment (U10 = 10 ms-1) and the final state of the second experiment (U10= 30 ms-1), 






 Ne Ar Kr Xe 
%D Concentration + 2.5% + 1.4% + 0.01% + 1.93% 
%D Saturation Anomaly + 3.0% + 2.7% + 1.6%  + 4.0% 
Table 6: The percent change of concentration and saturation anomaly for each noble gas upon 
increasing wind speeds from 10 ms-1 to 30 ms-1 between the first and second experiments on day 1. 
Temperatures and wave conditions remained constant between the two conditions, with T = 25° C and 
uniform waves.  
  
As expected, we saw large percent increases in Ne for both saturation anomaly 
and concentration; these increases are attributed to a corresponding increase in the 
diffusive gas exchange that occurs when more bubbles are injected into the water. 
Argon and Kr have percent increases that follow in receding order, which also aligns 
with their respective sensitivity to diffusive gas exchange and bubbles. The most 
unexpected result, however, were the large percent increases for Xe in both 
concentration and saturation anomaly. Because Xe has low diffusivity, it is not affected 
by bubble injections, so we anticipated to see virtually no response under increased 
wind speeds. Surprisingly, however, we found Xe to have the second highest percent 
increase in concentration (+1.93%) and the highest percent increase in saturation 
anomaly (+4%) under high-wind speed conditions.  
It is possible that the uncharacteristically large increases in Xe are due to 
partially trapped bubbles. Partially trapped bubbles are bubbles that are injected into the 
water but do not fully dissolve. Partial trapping has been shown to most affect the 
saturation anomalies of heavier noble gases because they are more soluble than lighter 
gases7 Partial bubble injections could help explain the unexpectedly large influxes of 
Xe, especially as compared to Ne, for which we expect the greatest signal due to 
bubbles. While temperature cannot explain the concentration changes in Xe, the large 
increase in Xe saturation anomaly is also likely linked to the increasing water 
temperatures in these experimental conditions (fig. 49). Water temperature settings 
remained constant at 25 °C, however temperatures increased because of more rigorous 
wind and wave conditions (fig. 49); this is because air is at a higher temperature than 
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water, and higher wind speeds cause more air to cross into the water interface and 
transfer some of its heat. Additionally, stronger wave breaking generates higher kinetic 
energy within the water, which can also increase water temperatures. The solubility of 
Xe in seawater is highly dependent on temperature, thus the increase in water 
temperature likely affected the supersaturation of Xe.  
 The temperature effect on Xe upon tank warming is also readily apparently in 
experiment 14 on the final day of experiments. Prior to this experiment, the tank was 
warmed from 17 degrees to 22.4 degrees. The experiment utilized high wind speed 
conditions (U10 = 30 ms-1) and uniform waves; with the exception of the temperature 
difference in the water, these conditions are identical to those used in experiment 2. 
Throughout the course of the experiment, water temperatures also saw a 0.5-0.7 °C 
increase, likely due to the high wind speed conditions (fig. 50).  
 
Fig. 49: Water temperature as a function of time during the second experiment on day 1. Temperatures 
begin at approximately 24.45°C and gradually increase to 25.1°C throughout the course of the 





Fig. 50: Water temperature as a function of time during the final experiment (14) on day 5. Temperatures 
begin at approximately 22.4°C and gradually increase to 22.9°C throughout the course of the experiment, 
likely due to the high-wind speed conditions coupled with already warm initial water temperatures. 
 
 
 In experiment 14, saturation anomalies began large and positive due to the water 
warming prior to the experiment. Chemically, we expect to see the noble gas largest 
saturation anomaly in order of decreasing molecular weight, with Xe starting farthest 
from equilibrium and Ne having the smallest disequilibrium.  This is due to the 
relationship between noble gas molecular weight and temperature-dependence on 
solubility (fig. 1). Thus the changes in the gas concentrations and saturation anomalies, 
as gas exchange causes their concentrations to shift towards equilibrium, should result 
in Xe having the largest change and Ne the smallest. Our experimental results matched 
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our chemical expectations, with Xe and Ne recording the highest and lowest percent 
changes, respectively (table 7).  
 
Table 7: 
 Ne Ar Kr Xe 
%D Concentration -3.2% -10.95% -13.25% -16.8% 
%D Saturation Anomaly -2.2% -9.0% -11.0% -13.7% 
Table 7: The percent change of concentration and saturation anomaly for each noble gas upon warming 
the water temperature from 17 to 22.4 °C prior to the start of the experiment (#14) on day 5. The 
experimental wind speed used was 30ms-1, and the wave conditions were uniformly breaking.  
 
 
 Although our wind speeds were as high as they were in the second experiment 
(30 ms-1), we see low percent changes in Ne relative to the other gases for both 
concentration and saturation anomaly. The inability to see a strong bubble effect is 
attributed to the ratios’ drastic start out of equilibrium. The ratios begin so far out of 
equilibrium due to the temperature that the disequilibrium changes are overshadowing 
any potential signal driven by wind or waves 
 Evaluation of gases on an individual basis also provides insight on which wave 
conditions were most affected by bubble injections—or, diffusive gas exchange. 
Because sensitivity to diffusive gas exchange decreases down the periodic table, 
comparing the change in saturation anomaly for each gas under the same conditions 
will indicate the presence of a bubble effect. For the fourth experiment (day 3), discrete 
samples were taken during initial and final points for JONSWAP spectrum wave 









Table 8: The percent change of concentration and saturation anomaly for each noble gas under 
JONSWAP wave spectrum conditions, coupled with 20 ms-1 wind speeds and tank water at 27.5 °C 
(experiment 4). The change is reported as the difference between the final and initial points at the end 
and beginning of the experiment, respectively.   
 
The changes in saturation anomaly and concentration (table 8) show that the 
JONSWAP spectrum did not produce a large bubble effect among the noble gas suite; 
this result aligns with our experimental observation that there visually were not as many 
bubbles appearing in the water with these wave conditions. If a bubble effect was 
present, we would expect to see larger increases in Ne, with smaller increases following 
as molecular weight increases. Instead, we see the opposite effect, with changes 
increasing as molecular weight of the gas increases; this effect aligns with noble gas 
solubility properties and more closely aligns with a temperature effect.  
 Experiments 5 and 6 utilized the same conditions as experiment 4 (T=27.5 °C, 
U10= 20 ms-1), only with uniform waves and then chirp waves, respectively.  
 
Table 9: 
 Ne Ar Kr Xe 
%D Concentration +1.3% +2.8%  +3.4%  +4.4%  
 %D Saturation Anomaly +1.4%  +2.3%  +2.8% +3.5% 
Table 9: The percent change of concentration and saturation anomaly for each noble gas under chirp 
wave conditions, coupled with 20 ms-1 wind speeds and tank water at 27.5 °C (experiment 6). The change 
is reported as the difference between the initial sample of the day (beginning of experiment 4) and the 
conclusion of experiment 6.  
 
 Ne Ar Kr Xe 
%D Concentration +0.6% +1.5% +1.8% +2.25%  
%D Saturation Anomaly +0.5% +1.1% +0.96% +1.3%  
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No discrete sample was analyzed for experiment 5, however discrete analysis of 
change in saturation anomaly and concentration for experiment 6 shows a larger 
change for all noble gases under chirp wave conditions than under JONSWAP 
spectrum (table 9). The larger response in Ne, specifically, indicates that the bubble 
effect is much stronger under the chirp wave conditions than under JONSWAP wave 
conditions. The upward trend in percent change as molecular weight increases, 
however, still indicates that the dominant effect under these experimental conditions 
may be temperature.  
 Experiment 7 began 23 minutes following the conclusion of experiment 6 and 
utilized the same water temperature (T = 27.5 °C) and chirp wave conditions. For this 
experiment, wind speeds were increased from U10= 20 ms-1 to U10= 36 ms-1. Under 
these high wind conditions, we would expect to see a large bubble response in Ne 
because more gas is being injected into the water. Experimentally, we saw a decreasing 
change in concentration with increasing molecular weight, aligning with the diffusivity 
pattern of noble gases (table 10). This pattern confirms the anticipated bubble effect 
due to high wind speed conditions.  
 
Table 10: 
 Ne Ar Kr Xe 
%D Concentration +1.3% +0.7%  +0.7%  -0.2% 
 %D Saturation Anomaly +0.3%  +0.2%  +0.3% +0.7% 
Table 10: The percent change of concentration and saturation anomaly for each noble gas under chirp 
wave conditions, coupled with 36 ms-1 wind speeds and tank water at 27.5 °C (experiment 6,7). The 










 Ne Ar Kr Xe 
%D Concentration +2.4%  +2.3% +3.1% +3.2% 
 %D Saturation Anomaly +2.6% +2.1%  +2.7% +2.0% 
Table 11: The percent change of concentration and saturation anomaly for each noble gas under chirp 
wave conditions, coupled with 36 ms-1 wind speeds and tank water at 27.5 °C (experiment 6,7. The 
change is reported as the difference between the end of experiment 4 and the conclusion of experiment 
7.  
 
Between the conclusion of experiment 4 and the conclusion of experiment 7, we saw 
the full effect of the 30 ms-1 wind speeds on the noble gases, both in saturation anomaly 
and concentration (table 11). Most unexpected about these results were the large 
concentration increases in both Kr and Xe; this is attributed to the previous theory of 
partial bubble trapping, which may be exasperated at higher wind speeds when more 
gas is going into the water.  
When Experiment 6 and 7 were both compared to the same initial point (e.g. end 
of experiment 4), then the changes in experiment 7 were larger than those in 
experiment 6, likely the result of the increased wind speed in Experiment 7 causing a 
larger bubble effect. Note that if the changes were only a result of diffusive gas 
exchange, then experiment 7 should be closer to equilibrium due to the higher wind 
speeds and that clearly was not observed. Moreover, the high wind speed in experiment 
7 resulted in a bubble effect that superseded the temperature effect present in both 
experiments. In contrast, while signals increased as a result of bubbles in experiment 6, 
the temperature effect was dominant, as demonstrated by the increasing changes in 
concentration and saturation anomaly as a function of molecular weight. These results 
indicate that wind speed is a very important factor and can change gas exchange 
dramatically even if the underlying wave conditions remain the same. Furthermore, 
wave type is also an important variable since the results demonstrate the chirp led to 
much bubblier conditions than the JONSWAP conditions.  
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6. Continuous Experimental Analysis: Linking Conditions with Flux  
 The continuous data offers the benefit of real-time experimental analysis of gas 
flux under varied conditions. GEMS continuous data captured both the temperature and 
bubble effects observed in the discrete data through ratios that increase, decrease, or 
plateau based on the gases’ sensitivities to solubility and diffusivity.  
 The first experiment (T=25 °C, uniform waves, U10 = 10 ms-1) began with all of 
the gases out of equilibrium, likely due to the cooling of the water as a result of the 
recent filling of the tank; this is supported by the under-saturation of the heavier gases 
(fig. 48), which are more soluble in cooling water. As the experiment proceeds, all of the 
gases go back to steady-state equilibrium, ending slightly supersaturated. The Ne/Xe 
continuous data (fig. 34) show a lack of significant response under the experimental 
conditions; we attribute this plateau to the presence of competing bubble and 
temperature effects. The bubble effect results in the supersaturation of Ne, however this 
change is masked by accompanying increases in Xe due to warming temperatures, 
such as those shown in figure 49, as well as the effect of dissolution from partially 
dissolving bubbles previously mentioned. The slight decrease in the ratio—indicating 
that the saturation of Xe is increasing more than that of Ne—suggests that the 
combined temperature effect on solubility and partial bubble trapping for heavier noble 
gases outweighs the bubble effect seen for lighter noble gases.  
 In experiments 2 and 3 (fig. 35, 36), we see a similar masking of effects due to 
competing chemical processes. From discrete analysis, we saw that the bubble effect 
was present, with saturation anomalies following the pattern of noble gas diffusivity, with 
the exception of Xe, which saw the largest saturation anomaly increase (table 6). 
Continuous data shows similar results. In experiment 2, all ratios begin supersaturated 
and decrease as the gases approach steady-state equilibrium (fig. 35). The Ne/Xe ratio 
begins with an initial plateau, followed by a decrease of approximately 1%. The other 
ratios primarily begin and end closer to equilibrium, but also show somewhat muted 
QMS responses, likely due to a confounding temperature effect. At higher temperatures, 
heavier gases are more supersaturated, and at bubblier conditions lighter gases are 
more supersaturated, so the combination of warming temperatures (fig. 49) and higher 
wind speeds created a confounding effect for the gas ratio behaviors.  
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Experiment 3 utilized the same conditions as experiment 2 (T= 25°C, uniform 
waves), but with wind speed decreased to 25 ms-1. Based on the lower wind speeds, we 
would expect a slight increase in the bubble effect. The continuous data shows all ratios 
containing Ne began with small, positive saturation anomalies that primarily remain 
unchanged throughout the course of the experiment. In contrast, ratios that do not 
contain Ne all began under-saturated and gradually increased to end at steady-state 
equilibrium (fig. 36). Discrete sampling demonstrated large increases in both the 
saturation anomaly and concentration of Ne, so the plateauing of all Ne ratios indicates 
that the expected bubble signal is being masked by the competing temperature effect. 
This effect will increase the saturation anomaly for Ar, Kr, and Xe because in warmer 
water, these gases are less soluble. 
 Experiments 8 and 14 were cooling and warming experiments, respectively, and 
thus showed distinct temperature effects on all gas ratios. In experiment 8, we cooled 
the water from 27.5 to 20 °C, with uniform waves and gentle wind speeds of 10 ms-1 to 
mix the tank homogeneously. All gas ratio saturation anomalies began close to 0 and 
increased over the course of the warming experiment (fig. 41). The ratios with Ne 
showed the largest increases, with Ne/Xe marking the biggest change in saturation 
anomaly, followed by Ne/Kr and then Ne/Ar. This trend aligns with the chemical 
expectation we would have for the ratios upon warming; as the temperature increases, 
the heavier gases become less under-saturated (or more super-saturated) because 
they are less soluble in warmer water. The solubility of Ne is least affected by this trend 
because of its negligible temperature dependence, so its saturation value changes by a 
smaller amount than the other three noble gases. As a result of these properties, we 
see increases in the ratios Ne/Xe, Ne/Kr, and Ne/Ar. Similarly, we see smaller changes 
in Ar/Kr—which have more similar chemical properties—than we do in Ar/Xe.  
Prior to experiment 14 (U10 = 30 ms-1, uniform waves), water temperatures were 
warmed from 17 to 22.4 °C. The warming of the tank resulted in large, negative 
saturation anomalies for all gas ratios (fig. 47). When the tank warms, gases become 
supersaturated because they are less soluble; this effect increases with increasing 
noble gas molecular weight, so heavier gases will have larger positive changes in 
saturation anomaly than lighter gases. The experimental results align with these 
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chemical expectations. Similar to experiment 8, we see the largest changes in 
saturation anomaly from ratios with the greatest variance in chemical properties. Ne/Xe 
has the largest change in saturation anomaly due the tendency of each gas’s solubility 
to vary as a function of temperature. Ne/Ar saw virtually no response in saturation 
anomaly warming, which coincides with the chemical principle that neither gas’s 
solubility varies much according to temperature. It is surprising, however, that there was 
no signal at all because the solubility of Ar should vary slightly, theoretically giving 
signals, albeit small.   
As noted in the discrete analysis, experiments 4, 5 and 6 utilized identical 
experimental conditions (T = 27.5 °C, U10= 20ms-1) with the exception of wave 
conditions. According to the discrete samples, the JONSWAP waves in experiment 4 
produced a smaller bubble response than the response invoked by chirp wave 
conditions in experiment 6. GEMS continuous data for bubblier conditions will show 
larger responses in lighter noble gases and negligible responses for heavier ones; this 
means ratios should increase. In experiment 4, we see decreases in ratio saturation 
anomalies, indicating that there is not a dominant bubble effect present in the 
experiment (fig. 37). In contrast, we see slight increases in ratios without Xe during 
experiment 6, likely due to the bubblier conditions induced by chirp waves (fig. 39). 
Similarly, the uniform wave conditions in experiment 5 also resulted in ratio increases. 
These findings support the conjecture that chirp and uniform wave conditions result in 
more bubbles—and thus greater diffusive gas exchange—than JONSWAP conditions.  
As noted with the discrete sample analysis, the change in both saturation 
anomaly (+2.25%) and concentration (+1.3%) for Xe during experiment 6 is unexpected, 
given its independence between diffusivity and temperature. The uncharacteristic 
increase in Xe caused its ratios to plateau or decrease, potentially masking some 
bubble signals that may have been present. As previously suggested, the unexpected 
Xe saturation anomaly increase could be a result of a temperature effect on solubility, 
which would affect Xe more than any of the other gases. Concentration changes in Xe 




Chapter 4: Conclusion  
 
 Results from our study suggest that both the variety and magnitude of physical 
forcing influence the gas exchange within the SUSTAIN tank. Higher wind speeds 
resulted in a greater amount of gas transfer from air to water, resulting in more diffusive 
gas exchange. Wave conditions also had a strong effect on the gas exchange in the 
tank, with chirp waves and uniform waves both prompting greater diffusive gas 
exchange than JONSWAP spectrum waves. Water temperature perhaps had the most 
apparently prominent effect on gas behavior, with solubility-dependence on temperature 
masking the expected bubble-effect in many noble gas ratios. Partial-bubble trapping 
was also a notable effect throughout the experimental process, particularly for Xe; this 
phenomenon is attributed to unexpected concentration increases in Xe that are 
disproportional to that of other gases based on initial chemical expectations.   
 Going forward, several steps can be taken to further quantify and validate our 
continuous noble gas data. Using our O2/Ar data obtained from the EIMS and oxygen 
optode, we can solve for Ar concentration with the known O2 concentration provided by 
the optode. We can then compare the Ar concentration to the GEMS continuous data to 
obtain the concentration of all other noble gases and use these results to further 
calibrate our continuous data. Once we know concentrations, we can calculate the gas 
fluxes for each set of experimental conditions by evaluating the concentration change 
over time; from here, gas transfer velocities can then be calculated for each experiment. 
It would also be useful to construct an experimental box model to predict changes in 
gas concentration or ratios in the tank as a function of gas transfer velocity or wind 
speed.   
 As the first year of a two-year study and one of the first major research projects 
for the GEMS, this experiment provided valuable insight on working within the SUSTAIN 
facilities, such as which variables most influence the gas exchange within the tank and 
what confounding variables inhibit the formation of concrete conclusions. Our research 
provided a first-look glance into the most prominent drivers of air-sea gas exchange, 
and researchers returning to the tank in the summer of 2018 will be able to use this 
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information to better inform their experimental planning, execution, and data 
interpretation. 
 Now that we have a preliminary idea of which conditions most affect gas 
exchange, the next experimental phase should use this information to further isolate the 
variables and delve into their implications. An immediate improvement necessary is the 
separation of conditions that promote both the temperature effect and the bubble effect. 
When coupled with warm temperatures, bubbly conditions, such as those with high 
winds or chirp waves, resulted in two competing noble gas effects that affected the gas 
saturation anomaly in opposing directions; by separating these conditions from one 
another in future experiments, we will enable a better separation of variables where we 
can more clearly draw conclusions about gas exchange as a result of specific physical 
forcing. While we will be able to avoid major temperature changes if desired, preventing 
minor changes may be difficult, however, due to the inherent changes in temperature (of 
circa 0.5 degrees Celsius) when the winds are blowing and waves are on. Thus low 
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