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Özetçe —Günümüzde, otomatik perakende ürün sınıﬂandırma
sistemleri gün geçtikçe önem kazanmaktadır. Perakende ürün
sınıf sayısının çok fazla ve bu ürünlerin birbirine benzer olması
pek çok uygulama alanı olan bu tip ürün tanıma sistemlerinin
tasarımını zor ve karmas¸ık bir problem haline getirmektedir.
Bu bildiride, bilgisayarlı görü alanında görüntü sınıﬂandırma
için sıklıkla kullanılan farklı sınıﬂandırma tekniklerinin, süper-
markette akıllı telefon ile çekilmis¸ raftaki perakende ürünlerin
tanınması problemi üzerindeki bas¸arımlarının kars¸ılas¸tırmasını
içeren bir çalıs¸ma sunulmaktadır.
Anahtar Kelimeler—Çoklu benzeyen ürünlerin sınıﬂandırıl-
ması, sınıﬂandırma, destek vektör makineleri, softmax bag˘lanımı,
k en yakın koms¸uluk, evris¸imsel sinir ag˘ları.
Abstract—Classiﬁcation systems of retail products have re-
cently been gaining more importance. There are many classes of
retail products and the resemblance of these products makes
the design of product recognition systems, which have many
application areas, more challenging. In this paper, we present a
comparison of different classiﬁcation techniques that are widely
used in computer vision for image classiﬁcation on retail product
images taken by smart-phones.
Keywords—Fine-grained retail product recognition, classiﬁ-
cation, support vector machines, softmax regression, k nearest
neighbors, convolutional neural networks.
I. GI˙RI˙S¸
Günümüzde, görüntü sınıﬂandırma birçok farklı uygu-
lamada sıklıkla kullanılmaktadır. Bu uygulamalardaki genel
amaç görüntü içinde bulunan nesnenin sınıfını tanımaya ça-
lıs¸maktır. Literatürde görüntü sınıﬂandırma problemine çoklu
ikili sınıﬂandırıcıları veya çok sınıﬂı sınıﬂandırıcıları eg˘iterek
farklı çözüm önerileri sunulmus¸tur [1], [2].
Son zamanlarda, perakende ürünleri tanıma uygulamaları
ilginç hale gelmis¸tir. Bu uygulamaların, perakende ürünlerinin
incelenmesi, ﬁyat bilgilerinin alınması, süpermarketlerdeki na-
vigasyona ve görme engelli kis¸ilere alıs¸veris¸te yardımcı olması
ve üreticiler için ürün takip sistemleri kurulması gibi çok genis¸
yelpazede kullanım alanları vardır. Bu problemde görüntüler
birçok bilgisayarlı görme uygulamalarında oldug˘u gibi ideal
stüdyo ortamında deg˘il, mag˘azalarda cep telefonlarıyla çeki-
len gerçek dünya görüntüleridir. Bu nedenle, toplanan ürün
görüntüleri bulanıklık, alıs¸ılmadık görüs¸ açısı, arka planda
dag˘ınıklık ve çok farklı aydınlatma kos¸ulları gibi problemleri
içermektedir. Ayrıca marketlerde çok sayıda farklı perakende
ürün sınıﬂarı vardır ve farklı sınıﬂara ait ürünler birbirlerine
çok benzemektedir. Tüm bunlar perakende ürün sınıﬂandırma
problemini daha da zor hale getirmektedir.
Sistemimiz çoklu benzer kategorili sınıﬂandırma sorunu
ile ilgilidir. Bilgisayarla görme alanında birbirine benzeyen
ürün sınıﬂarını tanımak için farklı yöntemler uygulanmaktadır.
Literatürdeki kus¸ türleri, çiçek ve yaprak çes¸itlerini sınıﬂan-
dırma uygulamaları gibi uygulamalar da birbirine benzeyen
sınıﬂardan olus¸tug˘u için perakende ürün tanıma problemine
benzerlik göstermektedir. Perakende ürün tanıma problemi
bilgisayarlı görme teknikleriyle otomatik olarak çözülebileceg˘i
için son bir kaç yılda konu ile ilgili çalıs¸malar hız kazanmıs¸tır
[3]–[5].
Bu çalıs¸malardan [3]’te görüntü alımı yöntemi uygulan-
maktadır. Görsel olarak sisteme gelen perakende ürün görün-
tüsünün sorgu görüntülerine benzerlig˘i hesaplanır ve buna göre
sınıﬂandırma gerçekles¸tirilir. [4]’te önerilen yöntemde 120
sınıftan olus¸an GROZI˙-120 veri kümesi üzerinde çalıs¸malar
yapılmıs¸tır. Her test görüntüsü raf görüntüsünden elle ayrılmıs¸
tek bir ürün görüntüsünden olus¸ur. Bu çalıs¸mada ölçekten ba-
g˘ımsız öznitelik (SIFT), renk histogramı ve Haar yöntemleriyle
öznitelikler olus¸turulmus¸ ve öznitelik es¸les¸tirmesi ile sınıﬂan-
dırma gerçekles¸tirilmis¸tir. [5]’te 26 perakende ürün sınıfından978-1-5090-6494-6/17/$31.00 c©2017 IEEE
olus¸an veri kümesi üzerinde çalıs¸ma yapılmıs¸tır. Bu çalıs¸mada
ürün görüntüleri üzerinde ayrıs¸tırıcı parçalar tanımlanmaktadır.
Buna ilaveten ürün ambalajlarının üzerindeki yazıları tanıyan
bir sistemle sınıﬂandırıcılarının bas¸arısını arttırmaktadırlar.
Bu çalıs¸mada gerçekles¸tirilen, softmax bag˘lanımı yöntemi,
k en yakın koms¸uluk yöntemi, destek vektör makineleri ve
evris¸imsel sinir ag˘ları (ESA) gibi sınıﬂandırıcıların çoklu ben-
zer kategorili sınıﬂandırma problemindeki bas¸arılarının elde
edilmesi ve kars¸ılas¸tırılmasıdır. Perakende ürün sınıﬂandırma
problemi çok sayıda farklı sınıfın oldug˘u ve farklı sınıﬂardaki
ürünlerin birbirine görsel olarak çok benzedig˘i karmas¸ık bir
problemdir. Klasik tek katmandan olus¸an sınıﬂandırıcıların
yanı sıra günümüzde sıklıkla kullanılmaya bas¸lanılan derin
ög˘renme metotlarından olan ESA metodu kars¸ılas¸tırmalarda
kullanılmıs¸tır. Çalıs¸manın sonucunda evris¸imsel sinir ag˘larının
dig˘er sıkça kullanılan sınıﬂandırıcılara göre daha bas¸arılı ol-
dug˘u gözlenmis¸tir. Bildirimizin özgün katkısı derin ög˘renme
bakıs¸ açısını temsil eden evris¸imsel sinir ag˘ları yönteminin
birbirine benzeyen sınıﬂar içeren perakende ürün tanıma prob-
lemine ilk defa uygulanması ve bu problem üzerinde çes¸itli
sınıﬂandırıcıların bas¸arımlarının kars¸ılas¸tırmalı analizinin ger-
çekles¸tirilmesidir.
Bildirinin geri kalan kısmı as¸ag˘ıdaki s¸ekilde düzenlen-
mis¸tir. 2. Bölümde önerilen perakende ürün sınıﬂandırıcıları
sunulmaktadır. 3. Bölümde veri kümesi ile ilgili bilgi ve deney
sonuçlarımız verilmektedir.
II. YÖNTEMLER
Bu bölümde, performansını kars¸ılas¸tırdıg˘ımız sınıﬂandırma
yöntemlerinden ve çoklu benzer kategorili sınıﬂandırma prob-
lemine nasıl uygulandıklarından kısaca bahsetmekteyiz.
A. Softmax bag˘lanımı yöntemi
Softmax bag˘lanımı (SB) yöntemi [2], lojistik bag˘lanımı
yönteminin birden fazla sınıfa ait verilerden olus¸an bir eg˘itim
kümesinden ög˘renebilecek s¸ekilde genelles¸tirilmis¸ halidir. Bir
bas¸ka ifadeyle, verilere ait etiketler K adet farklı deg˘er alabilir.
Böylece, x(i) ∈ Rn olmak üzere, m adet örnekten olus¸an bir
{(x(1), y(1)), . . . , (x(m), y(m))} eg˘itim veri kümesi için sınıf
etiketleri y(i) ∈ {1, 2, . . . ,K} olmaktadır. Softmax bag˘lanımı
yöntemi, hθ(x) hipotez fonksiyonunun, verilen bir x test verisi
için, o verinin her bir k sınıfında (k = 1, . . . ,K) bulunma
olasılıg˘ını hesaplar. Buna göre hipotez fonksiyonu hθ(x) K-
boyutlu bir fonksiyon olup
hθ(x) = [p(y = 1|x; θ), . . . , p(y = K|x; θ)]
=
1
∑K
j=1 exp(θ
(j)T x)
[exp(θ(1)
T
x), . . . , exp(θ(K)
T
x)]T
(1)
denklemiyle hesaplanır. Burada, θ(1), . . . , θ(K) ∈ Rn eg˘itim
veri kümesinden ög˘renilen model parametreleridir. Model pa-
rametreleri
H(y, z) = −
m∑
i=1
y(i) log(zi) (2)
çapraz entropi fonksiyonunun en küçüklenmesiyle bulunur.
Burada y(i), x(i) eg˘itim örneg˘inin dog˘ru etiketini gösteren
ve zi ise ög˘renilen model tarafından tahmin edilen (zi =
hθ(x
(i))), x(i) verisinin her bir sınıfta bulunma olasılıg˘ını
gösteren K boyutlu birer vektördür. Bu bildirideki deneylerde
x imge piksellerine kars¸ılık gelen bir vektör olup, y ise x
verisinin her bir sınıfa ait olma olasılıklarını gösteren K
boyutlu bir vektör olarak alınmıs¸tır.
B. k en yakın koms¸uluk yöntemi
k en yakın koms¸uluk sınıﬂandırıcısı(kEYK) en temel sı-
nıﬂandırma yöntemlerinden biridir [6]. x(i) ∈ Rn ve K etiket
sayısı olmak üzere, {(x(1), y(1)), . . . , (x(m), y(m))}, y(i) ∈
{1, 2, . . . ,K}, eg˘itim veri kümesinin verildig˘ini kabul edelim.
Buna göre k en yakın koms¸uluk sınıﬂandırıcısı yönteminde,
verilen bir x test verisinin her bir x(i), 1 ≤ i ≤ m eg˘itim
verisine uzaklıg˘ı bir uzaklık metrig˘i ile hesaplanır. Bu metrig˘e
göre, eg˘itim veri kümesindeki x test verisine en yakın k adet
eg˘itim verisi, {x(u1), . . . , x(uk)} ({u1, . . . , uk} ⊆ {1, . . . ,m}
olmak üzere) bulunur. Son olarak, {y(u1), . . . , y(uk)} küme-
sinde en çok tekrarlanan etiket, x test verisinin etiketi olarak
karar verilir.
C. Destek vektör makineleri
Destek vektör makineleri (DVM), sıkça kullanılan bir sı-
nıﬂandırma yöntemidir [7]. Elimizde x(i) ∈ Rn olmak üzere
{(x(1), y(1)), . . . , (x(m), y(m))}, y(i) ∈ {1,−1} s¸eklinde bir
eg˘itim veri kümesi oldug˘unu kabul edelim. Bu durumda eg˘itim
verilerinin bir kısmı pozitif, geriye kalan kısmı ise negatif
sınıfa ait olarak kabul edilebilir. Pozitif olanları, negatif olan-
lardan ayıran bir ayırıcı düzlem oldug˘unu varsayarsak ve d+
ve d− sırasıyla ayırıcı düzleme en kısa mesafede olan pozitif
ve negatif örnek olarak tanımlanırsa, destek vektör algoritması,
d+ + d− toplamının en fazla oldug˘u ayırıcı düzlemi arayarak
verileri iki ayrı sınıf olacak s¸ekilde sınıﬂandırma yapar [8].
Destek vektör makineleri, iki sınıf için sınıﬂandırma yap-
maya olanak sag˘lar. Ancak uygulamada genellikle ikiden fazla
sınıf arasında sınıﬂandırılma yapılması gerekebilir. Bunun için
kullanılan yaklas¸ımlardan bir tanesi bire-kars¸ı-kalanı yaklas¸ı-
mıdır [2]. Toplamda K tane sınıf oldug˘unu varsayarsak bu
yaklas¸ıma göre K tane destek vektör makinesi olus¸turulup
her sınıf için o sınıfa ait eg˘itim verileri pozitif, geriye kalan
veriler negatif olarak etiketlendirilerek ikiden fazla sınıf için
sınıﬂandırma yapılır. Bu çalıs¸mada dog˘rusal çekirdek ile bire-
kars¸ı-kalanı yaklas¸ımı kullanılmıs¸tır.
D. Evris¸imsel sinir ag˘ları
Evris¸imsel sinir ag˘ları (ESA), pek çok katmandan olus¸an ve
sinir ag˘larının ızgara benzeri topolojiye sahip verinin is¸lenmesi
için özelles¸mis¸ s¸eklidir. Evris¸imsel ag˘ların, sinir ag˘larından
en temel farkı, en az bir katmanında matris çarpımı yerine
evris¸im is¸leminin kullanılmasıdır. Resim verisi, bu tarz veri
çes¸idi olarak örnek verilebilir ve evris¸imsel sinir ag˘ları ile
is¸lenebilir. Evris¸imsel ag˘lar, uygulamalarda oldukça bas¸arılı bir
yöntem olarak nitelendirilmektedir [9].
Evris¸imsel sinir ag˘ları, pek çok katmana sahip olabilir.
Bu katmanlara örnek olarak evris¸im is¸leminin gerçekles¸tig˘i
evris¸im katmanı ve örnek seyreltmenin gerçekles¸tig˘i havuz-
lama katmanı örnek verilebilir. Bu çalıs¸mada kullanılan derin
mimaride [10] ilk katman olan girdi katmanında eg˘itim verileri
bulunmaktadır. Daha sonrasında gelen evris¸im katmanı ile
resimdeki anlamlı öz nitelikler elde edilmektedir. Evris¸im kat-
manından sonra gelen havuzlama katmanı ile de resim boyutu
yarıya düs¸ürülerek tekrar bir evris¸im katmanına verilmektedir.
Sonraki katmanda tekrar 2 çarpanıyla örnek seyreltme ger-
çekles¸tirildikten sonra en son katmanda tamamen bag˘lı bir ag˘
bulunur. ESA’nın en son katmanı, her görüntünün hangi sınıfa
ait oldug˘unı çıktı olarak verir.
III. DENEYSEL SONUÇLAR
Bu bölümde, gerçekles¸tirilen testler ve onların sonuçların-
dan bahsetmekteyiz. Tüm deneylerde mes¸rubat ürünleri veri
kümesi kullanılmıs¸tır [11]. Veri kümesi market raﬂarından top-
lanan 3920 adet perakende ürün görüntüsünden olus¸maktadır.
Görüntüler 8MP akıllı telefon kamerasıyla toplanmıs¸tır. Veri
kümesi ürün sınıf etiketleri ve sınırlayıcı kutularla çevrelenmis¸
ürünleri içeren perakende raf görüntülerinden olus¸maktadır.
794 farklı sınıfı içeren toplam 108090 adet mes¸rubat ürün
görüntüsü bulunmaktadır.
Bu çalıs¸mada, Bölüm 2’de bahsedilen sınıﬂandırıcılar ile
dört deg˘is¸ik durumda testler gerçekles¸tirilmis¸tir. Bu testler,
rastgele seçilmis¸ 5 ve 15 sınıf ile birbirine çok benzeyen
5 ve 15 sınıf içeren problemlerde, bahsedilen sınıﬂandırı-
cıların çoklu benzer kategorili sınıﬂandırmadaki bas¸arımları-
nın ölçülmesini ve kars¸ılas¸tırılmasını kapsamaktadır. Birbirine
benzeyen ve rastgele seçilmis¸ 5 sınıftan örnek görüntüler
S¸ekil 1 ve S¸ekil 2’de gösterilmektedir. Her test için sınıﬂarın
seçilmesinden sonra bu sınıfa ait resim verilerinin yüzde 70’i
eg˘itim, geriye kalan yüzde 30’u ise test verisi olarak 5 kez
rastgele seçilmis¸ ve sınıﬂandırıcıların bas¸arımı deg˘is¸ik eg˘itim
ve test verilerinde gözlemlenmis¸tir. Birbirine çok benzeyen 5
sınıf için toplamda 3213 eg˘itim ve 1381 test verisi, 15 sınıf
için 7740 eg˘itim ve 3325 test verisi kullanılmıs¸tır. Rastgele
seçilen 5 sınıfta ise 1868 eg˘itim ve 776 test verisi, 15 sınıfta
ise 5625 eg˘itim ve 2379 test verisi kullanılmıs¸tır.
Softmax bag˘lanımı yöntemi, k en yakın koms¸uluk yöntemi
ve destek vektör makinelerinde eg˘itim ve test verisi olarak
kullanılan resimler 190× 190 boyutunda iken evris¸imsel sinir
ag˘larının bas¸arımını ölçmek için kullanılan resimler 28 × 28
boyutundadır. Bunun sebebi, büyük resimlerde evris¸imsel sinir
ag˘larının bilinen bir problemi olan yavas¸ çalıs¸ması ve yüksek
bas¸arımlı sonuçlar elde edilebilmesi için daha fazla eg˘itilmesi
gereklilig˘idir. k en yakın koms¸uluk yöntemi ile yaptıg˘ımız
deneylerimizde k = 5 olarak alınmıs¸tır.
Bütün test sonuçları incelendig˘inde, evris¸imsel sinir ag˘-
larının dig˘er sınıﬂandırıcılara göre çoklu benzer kategorili
sınıﬂandırmada daha bas¸arılı oldug˘u gözlemlenmis¸tir. Tablo
1’de birbirine benzeyen 5 sınıf için sınıﬂandırıcıların bas¸arım
yüzdeleri sunulmus¸tur.
S¸ekil 1: Birbirine benzeyen 5 perakende ürün sınıfı.
TABLO I: Birbirine benzeyen 5 sınıf için sınıﬂandırıcıların
bas¸arımları.
Test 1 Test 2 Test 3 Test 4 Test 5 Ortalama
SB %88.56 %91.96 %90.51 %91.45 %91.38 %90.77
kEYK
(Öklit) %76.88 %81.17 %82.62 %81.25 %80.96 %80.58
kEYK
(Spearman) %90.22 %92.25 %92.61 %92.61 %92.18 %91.97
DVM %86.75 %88.56 %88.49 %88.34 %88.05 %88.03
ESA %94.57 %94.42 %95.51 %95.87 %93.99 %94.87
Birbirine benzeyen 5 sınıf için bahsedilen sınıﬂandırıcılarla
sınıﬂandırma yapıldıg˘ında evris¸imsel sinir ag˘larının bas¸arımı-
nın ortalama olarak yüzde 95’e yakın oldug˘u görülmektedir. k
en yakın koms¸uluk yönteminin bas¸arımı ise kullanılan uzaklık
metrig˘ine göre deg˘is¸mekte olup, Spearman uzaklık metrig˘i
kullanıldıg˘ında ortalama yüzde 92’ye yakın bir bas¸arım elde
edilmis¸tir. Öklit uzaklık metrig˘i kullanıldıg˘ında ise bu bas¸arım
deg˘is¸ik eg˘itim ve test verileriyle yüzde 76 ve 83 arasında
deg˘is¸mektedir. Softmax bag˘lanımı yöntemi ve destek vektör
makinelerinin bas¸arımları sırasıyla ortalama yüzde 91 ve yüzde
88 olarak gözlenmektedir.
Tablo 2’de birbirine benzeyen 15 sınıf için bahsedilen
sınıﬂandırıcıların bas¸arımları gözlemlenebilir.
TABLO II: Birbirine benzeyen 15 sınıf için sınıﬂandırıcıların
bas¸arımları.
Test 1 Test 2 Test 3 Test 4 Test 5 Ortalama
SB %85.20 %80.30 %79.70 %85.62 %79.85 %82.13
kEYK
(Öklit) %70.29 %74.38 %75.04 %75.55 %74.62 %73.98
kEYK
(Spearman) %86.50 %87.94 %87.97 %87.43 %88.09 %87.59
DVM %74.26 %74.29 %75.34 %74.44 %75.70 %74.80
ESA %90.62 %91.49 %90.86 %91.49 %91.67 %91.22
Sınıf sayısı 5’ten 15’e çıkartıldıg˘ında, beklenildig˘i üzere
bütün sınıﬂandırıcıların bas¸arısında azalma gözlenmis¸tir. Daha
önce bahsedildig˘i gibi, evris¸imsel sinir ag˘larının yüzde 90’ın
üzerinde bir bas¸arı oranıyla sıkça kullanılan dig˘er sınıﬂandırı-
cılara kıyasla daha bas¸arılı oldug˘u görülmektedir. k en yakın
koms¸uluk yönteminde uzaklık metrig˘i Öklit uzaklıg˘ı olarak
seçildig˘inde bas¸arı oranı ortalama olarak yüzde 74 olmaktadır.
Tablo 3’te sınıﬂandırıcıların rastgele seçilmis¸ 5 sınıf üze-
rindeki bas¸arım oranları sunulmaktadır.
S¸ekil 2: Rastgele seçilmis¸ 5 perakende ürün sınıfı.
Tablo 3’e bakıldıg˘ında, 5 sınıfın rastgele seçildig˘i durumda
bütün sınıﬂandırıcıların bas¸arımının bazı testlerde yüzde 90’ın
üzerinde oldug˘u görülmektedir. Evris¸imsel sinir ag˘larının bu
TABLO III: Rastgele seçilmis¸ 5 sınıf için sınıﬂandırıcıların
bas¸arımları.
Test 1 Test 2 Test 3 Test 4 Test 5 Ortalama
SB %94.20 %92.78 %92.27 %92.65 %93.3 %93.04
kEYK
(Öklit) %89.30 %90.08 %89.69 %90.21 %90.72 %90.00
kEYK
(Spearman) %94.07 %92.91 %94.20 %94.07 %94.07 %93.86
DVM %90.21 %87.89 %86.60 %90.85 %88.27 %88.76
ESA %97.42 %97.16 %96.91 %97.81 %97.55 %97.37
testlerdeki bas¸arımının ise yine dig˘er sınıﬂandırıcılara kıyasla
oldukça yüksek oldug˘unu söylemek mümkündür.
Tablo 4’te, sınıﬂandırıcıların rastgele seçilmis¸ 15 sınıf
üzerinde test edildiklerindeki bas¸arım yüzdeleri görülmektedir.
TABLO IV: Rastgele seçilmis¸ 15 sınıf için sınıﬂandırıcıların
bas¸arımları.
Test 1 Test 2 Test 3 Test 4 Test 5 Ortalama
SB %81.42 %80.45 %79.61 %79.27 %81.55 %80.46
kEYK
(Öklit) %74.40 %80.45 %79.40 %78.81 %78.86 %78.38
kEYK
(Spearman) %79.95 %82.72 %83.27 %84.20 %84.32 %82.89
DVM %66.08 %67.30 %67.72 %67.63 %67.89 %67.32
ESA %88.02 %87.18 %86.76 %86.04 %85.29 %86.65
Tablo 4’te, daha önce oldug˘u gibi, sınıf sayısı 5’den 15’e
çıkartıldıg˘ında bas¸arım yüzdelerinin düs¸tüg˘ünü görmek müm-
kündür. Evris¸imsel sinir ag˘ları, yine en yüksek bas¸arıma sahip
sınıﬂandırıcı olup, Test 1’deki eg˘itim ve test verileri üzerinde
yüzde 88.02 bas¸arım yüzdesine sahiptir. Bunun yanında benzer
uygulamalarda sıkça kullanılan destek vektör makinesi, aynı
verilerle yalnızca yüzde 66.08 bas¸arım yüzdesine sahiptir.
Rastgele seçilmis¸ 15 sınıf için sınıﬂandırıcıların bas¸arımı,
birbirine benzeyen 15 sınıf için sınıﬂandırıcıların bas¸arımından
daha yüksek olması beklenirken bu durumun tam tersinin
gerçekles¸tig˘i gözlemlenmis¸tir. Bu durumun sebebi, rastgele
seçilmis¸ 15 sınıfın içindeki bazı ürünlerin boyutlarının nor-
malde birbirinden farklı olmasına rag˘men görüntüler market
ortamında elde edildig˘i için aradaki farkın ayırt edilmesinin
zorlas¸masıdır. S¸ekil 3’te sırasıyla 450 mililitre ve 1 litre
hacimli iki ürünün resimlerini görmek mümkündür.
S¸ekil 3: Aynı ürünün farklı boyutlarının (sol: 450 mililitre, sag˘:
1 litre) bulundug˘u iki farklı sınıftan birer örnek.
IV. VARGILAR
Bu bildiride, çoklu benzer kategorili sınıﬂandırma prob-
lemi için softmax bag˘lanımı, k en yakın koms¸uluk, destek
vektör makineleri ve evris¸imsel sinir ag˘ları olmak üzere dört
deg˘is¸ik sınıﬂandırıcı kars¸ılas¸tırılmıs¸tır. Bildiri dahilinde ger-
çekles¸tirilen deneylerin sonuçlarına bakılarak, evris¸imsel sinir
ag˘ları gibi derin mimariye sahip olan sınıﬂandırıcıların çoklu
benzer kategorili sınıﬂandırma probleminde, klasik sınıﬂandı-
rıcılara kıyasla daha bas¸arılı olabileceg˘i söylenebilir.Evris¸imsel
sinir ag˘larının, klasik sınıﬂandırıcılara kıyasla çoklu benzer
kategorili sınıﬂandırma probleminde daha bas¸arılı olmasının
sebebi, dig˘er sınıﬂandırıcılara göre daha karmas¸ık yapıları
ög˘renebilmesi olarak söylenebilir. Evris¸imsel sinir ag˘larının bu
problemdeki bas¸arımı, daha çok katmanlı ve daha gelis¸mis¸
bir derin mimariye sahip bir ag˘ ile daha da yükseltilebilir.
I˙leride gerçekles¸tireceg˘imiz çalıs¸maların temeli, kullandıg˘ımız
derin mimariyi daha gelis¸mis¸ hale getirmek, kullanılan veri
kümesindeki sınıf ve görüntü sayısını artırmak olacaktır.
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