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a b s t r a c t
In this paper we propose a 1-to-1 correspondence between graded
two-sided ideals of the free associative algebra and some class of
ideals of the algebra of polynomials, whose variables are double-
indexed commuting ones. We call these ideals the ‘‘letterplace
analogues’’ of graded two-sided ideals. We study the behaviour of
the generating sets of the ideals under this correspondence, and
in particular that of the Gröbner bases. In this way, we obtain
a new method for computing non-commutative homogeneous
Gröbner bases via polynomials in commuting variables. Since the
letterplace ideals are stable under the action of a monoid of
endomorphisms of the polynomial algebra, the proposed algorithm
results in an example of a Buchberger procedure ‘‘reduced by
symmetry’’. Owing to the portability of our algorithm to any
computer algebra system able to compute commutative Gröbner
bases, we present an experimental implementation of our method
in Singular. Bymeans of a representative set of examples,we show
finally that our implementation is competitive with computer
algebra systems that provide non-commutative Gröbner bases
from classical algorithms.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Since the very beginning of abstract algebra, scientists computed examples in complicated
algebraic structures like semigroups, groups, rings and algebras. It became clear that one has to use
universal objects like free algebras and present the specific objects of some class as free objects subject
to some relations. Since that time algebraists used – at first implicitly – rewriting rules based on
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the relations and completion of the relations. Gradually a need to write these algorithms down in
a computer science fashion, with proofs of termination (or partial termination) and correctness was
widely recognized.
A pioneering paper of Shirshov (1962) dealt with free Lie algebras. The thesis of Buchberger in
1965 (Buchberger, 2006) laid down the foundation of commutative computer algebra, and heavily
influenced the non-commutative theory as well. The famous Diamond lemma of Bergman (1978)
was formulated in such a way that one could apply it to various algebraic structures including free
associative algebras.
It has taken some time for non-commutative Gröbner basis theory to develop in the ways
proposed by Buchberger and Bergman. Then, Mora in (1986; 1989; 1988), Green in (1993; 2000) and
Ufnarovski (1995, 1998) and Cojocaru et al. (1997) presented different facets of what we call today
non-commutative Gröbner basis theory. In particular Mora (1988) discussed free non-commutative
algebras and their quotient rings endowed also with negative (non-well-)orderings and (Apel, 2000)
further extended his theory. Other important contributions were made by Apel and Lassner (1988)
and especially Apel (2000).
Pritchard (1996) investigated weak Gröbner bases and the ideal membership problem in free
associative algebras with commutative rings as coefficient domains. Leonid Bokut’ with his colleagues
developedGröbner–Shirshov basis theory (see e.g. Bokut and Klein (1996)) and applied it to numerous
famous algebraic structures. In a recent paper (Kang et al., 2007), the authors provided a generalization
of the celebrated F4 algorithm of J.-C. Faugère in the framework of Gröbner–Shirshov basis theory.
However, their promising algorithm is not known to be implemented in any computer algebra system.
The computer algebra systemsGrb (later superseded byOPAL (Green et al., 1997; Keller, 1997)) and
Bergman (Backelin et al., 2006)were developed in the groups of EdGreen, andBackelin andUfnarovski
respectively. Also, several important classes of non-commutative algebras were distinguished and
special Gröbner basis theories were developed for them; see e.g. Kandri-Rody and Weispfenning
(1990), Apel (1988), Li (2002), Kredel (1993), Pesch (1998), Weispfenning (1992), Bueso et al. (2003),
Levandovskyy (2005a), Levandovskyy (2005b) and Chyzak and Salvy (1998). The latter cases are often
accompanied with implementations which do not really compute in free associative algebras, but
utilize special properties of algebras inmost aspects, fromparticular presentation of data to simplified
forms of generalizations of Buchberger’s algorithm.
The Gröbner basis theory for monoid and group rings was developed by Reinert (1995) and
Rosenmann (1993). BothMadlener with Reinert and Heyworth (Heyworth, 2000) pointed out the fact
that rewriting for semigroups (groups) is a special case of Gröbner basis theory.
In the last few years we have seen more progress in both theoretical, implementational and
practical directions. Notably, the interest in free associative algebras grew stronger, as indicated by e.g.
the book of Green (2003), where the author considers also negative (non-well-)orderings for certain
non-commutative cases with a very different motivation and meaning, compared with the theory of
Mora (1988) and Apel (2000) and with the commutative case as in Greuel et al. (2002).
Evans and Wensley investigated in Evans and Wensley (2007) involutive bases in non-
commutative algebras.
Gröbner bases are applied to awide area of problems, startingwith representation theory of groups
and (Lie) algebras, to algebraicD-modules, control theory, symbolic summation, integration andmany
more. In applications one needs the flexibility of ground fields or rings, possible monomial (module)
orderings and different kinds of Gröbner bases. The most fundamental applications of Gröbner bases,
called Gröbner basics by Buchberger and Sturmfels, give rise to non-commutative Gröbner basics. The
tools of homological algebra, such as syzygies and projective resolutions, become more and more
essential even for the problems of applied nature, since they lead to e.g. extensionmodules and various
kinds of cohomologies.
Keeping all this in mind, in this paper we propose a new method for computing Gröbner bases of
graded two-sided ideals by means of an embedding of all computations in a commutative polynomial
ring. Let K〈X〉 be the associative algebra freely generated by a countable or finite set X , and denote
by K [X |P] the commutative polynomial ring whose variables belong to the set X × P , where P = N
is the set of natural numbers. We consider over the algebra K [X |P] a direct sum decomposition into
subspaces and an action by endomorphisms both defined by the monoid N. To be precise, we define
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the shift s ∈ N of a monomial m = (xi1 |j1) · · · (xin |jn) as the minimum of the indices j and we put
s ·m = (xi1 |s+ j1) · · · (xin |s+ jn).
In Section 2 we start with an embedding of vector spaces ι : K〈X〉 → K [X |P] where ι(w) =
(xi1 |0) · · · (xin |n − 1) for any monomial w = xi1 · · · xin of K〈X〉. This map was first introduced in
Feynman (1951) and Doubilet et al. (1974) for the purposes of representation theory. By means of it,
we obtain a 1-to-1 correspondence ι˜ between all graded (w.r.t. total degree) two-sided ideals I ⊂ K〈X〉
and a special class of ideals J ⊂ K [X |P] that we call letterplace ideals. Such an ideal satisfies some set of
natural properties and in particular J is invariant with respect to the shift action. In Section 3we study
howhomogeneous bases of I and J behave under the correspondence, and in particular Gröbner bases.
We prove that a homogeneous Gröbner basis G of the two-sided ideal I can be obtained as ι−1(H ∩V ),
where H is a suitable Gröbner basis of J and V is the image of ι.
For the purpose of this result, it is clear that we have to consider compatibility conditions with
respect to the map ι for the term-orderings of the algebras K〈X〉, K [X |P]. Since the letterplace ideals
are shift-invariant, a first assumption for a term-ordering ≺ of K [X |P] is to be such that u ≺ v if and
only if s · u ≺ s · v for any monomials u, v and shift s. This implies that for an S-polynomial one has
S(s · f , t · g) = s · S(f , (t − s) · g) for all shifts s ≤ t and f , g polynomials, which means that we have
reduced to considering S-polynomials with lowest shift (zero). In other words, Buchberger’s criterion
and his completion procedure can be reduced up to the symmetry defined by the shift action. Clearly
this approach works not only for letterplace ideals but also for all shift-invariant ones.
Finally, to obtain the Gröbner basis of I , we are interested just in the elements belonging
to the intersection H ∩ V . Hence, the last ingredient is finding for the (reduced by symmetry)
Buchberger procedure a criterion that deletes all S-polynomials leading to unnecessary elements
of the Gröbner basis H of J . The resulting algorithm shows its feasibility in Section 5, where we
compare an experimental implementation in the computer algebra system Singular with four of
the best implementations of non-commutative Gröbner bases, namely the ones of Bergman, GAP,
Magma and Opal. In our test set we consider relevant objects in non-commutative algebra, as two-
sided ideals defining the universal enveloping algebras of some relatively free Lie algebras, Serre’s
relations (built from generalized Cartanmatrix) between positive or negative roots of Lie algebras and
of Kac–Moody algebras, and some braid-like algebras. We also consider the T-ideal of the polynomial
identities satisfied by a matrix algebra. Owing to the naturalness of the proposed approach, we aim
in the future to enlarge the range of its applications to all non-commutative Gröbner basics, and also
to extend the idea of an optimization of the Buchberger procedure for invariant ideals to actions of
other types. We hope finally that the portability of our algorithm in any computer algebra system
providing commutative Gröbner bases will extend the number of systems able to support the work of
researchers in non-commutative algebra.
2. A bijection between ideals
Let K be any field. Fix X = {x0, x1, . . .} a finite or countable set and put P = N = {0, 1, . . .}. We call
X and P respectively sets of letters and places. We denote as (xi|j) each element (xi, j) of the product set
X × P . Define K〈X〉, the free associative algebra generated by X , and denote by K [X |P] the polynomial
ring in the commuting variables (xi|j). Let 〈X〉 and [X |P] be the monoids given by the corresponding
sets of monomials. Let µ = (µk)k∈N, ν = (νk)k∈N be two sequences of non-negative integers with
finite support. We can considerµ as amultidegree for themonomialsw = xi1 · · · xin ∈ 〈X〉 and (µ, ν)
as a multidegree for the monomials
m = (xi1 |j1) · · · (xin |jn) ∈ [X |P].
To be precise, we define µk = #{α | xiα = xk}, νk = #{β | jβ = k} and define
∂X (m) = µ, ∂P(m) = ν.
Defining |µ| = ∑k µk, one has that |∂X (m)| = |∂P(m)| = deg(m). We call µ and ν respectively
letter- and place-multidegrees. We denote by K〈X〉µ the homogeneous component of the algebra K〈X〉
corresponding to the letter-multidegree µ, that is K〈X〉µ is the subspace of K〈X〉 spanned by all
monomials of multidegreeµ. In the sameway we can define the homogeneous component K [X |P]µ,ν
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and hence K〈X〉 =⊕µ K〈X〉µ and K [X |P] =⊕µ,ν K [X |P]µ,ν are multigraded algebras. By putting
K [X |P]∗,ν =
⊕
µ
K [X |P]µ,ν, K [X |P]µ,∗ =
⊕
ν
K [X |P]µ,ν
we obtain that K [X |P] is multigraded with respect to letter- or place-multidegrees only. Clearly
K〈X〉, K [X |P] are also graded algebras with respect to total degrees (we always assume all variables
have degree 1).
The monoid N has a natural faithful action on the graded algebra K [X |P] given by
s · (xi|j) = (xi|s+ j)
for all variables (xi|j) of K [X |P] and s ∈ N. In other words, one has a monoid monomorphism
ρ : N → End(K [X |P]) where each map ρ(s) is homogeneous of degree zero. Note also that the
ρ(s) are injective maps.
Definition 2.1. Letm = (xi1 |j1) · · · (xin |jn)be amonomial of [X |P].Wedefine sh(m) = min{j1, . . . , jn}
and we call this integer the shift of m.
If ∂P(m) = ν we have clearly that sh(m) = min{k | νk > 0}. Moreover one has
sh(m1m2) = min{sh(m1), sh(m2)}
for all m1,m2 ∈ [X |P]. Denote by K [X |P](s) the subspace of K [X |P] generated by all monomials
with shift s ∈ N. We call the elements of K [X |P](s) shift-uniform with shift s. One has that K [X |P] =⊕
s∈N K [X |P](s) and s · K [X |P](t) = K [X |P](s+t) for all s, t ∈ N.
For each s, n ∈ Nwe denote by s · 1n the place-multidegree ν = (νk)k∈N such that
νk =
{
1 if s ≤ k ≤ s+ n− 1,
0 otherwise.
For s = 0 we write simply 1n. Define now
V =
⊕
n∈N
K [X |P]∗,1n
which is a subspace of K [X |P](0). We have a useful isomorphism of vector spaces
ι : K〈X〉 → V w 7→ (xi1 |0) · · · (xin |n− 1)
for any monomial w = xi1 · · · xin ∈ 〈X〉. Clearly ι preserves letter-multidegrees and hence total
degrees. Since K〈X〉 is isomorphic to the tensor algebra over the vector space KX with basis X , a
monomialw can be understood as a decomposable tensor. For this reason the image (xi1 |0) · · · (xin |n−
1) is called the letterplace notation of the tensor w. The isomorphism ι has been introduced in the
context of invariant and representation theory (see Doubilet et al. (1974), Section 10, and Feynman
(1951)). Note that the general linear group GLm(K), where m = #X , and the symmetric group
Sn act respectively from the left and the right on both spaces K〈X〉n =
⊕
|µ|=n K〈X〉µ and Vn =⊕
|µ|=n K [X |P]µ,1n . Then, the restricted isomorphism ιn : K〈X〉n → Vn results in an isomorphism
of modules.
Definition 2.2. Let J be an ideal of K [X |P]. The ideal J is called:
• place-multigraded if J =∑ν J∗,ν where J∗,ν = J ∩ K [X |P]∗,ν ,
• shift-decomposable if J =∑s J (s) where J (s) = J ∩ K [X |P](s).
Proposition 2.3. Let J ⊂ K [X |P] be an ideal. Then J is shift-decomposable if and only if J is generated by⋃
s∈N J (s).
Proof. The necessary condition is obvious. Assume now that J = Span(mf |m ∈ [X |P], f ∈ J (s), s ∈
N). Then, for t = min{sh(m), s}we havemf ∈ J (t) and hence J =∑s J (s). 
Clearly a place-multigraded ideal is also graded and shift-decomposable.
Definition 2.4. Let J be a shift-decomposable ideal of K [X |P]. We say that J is shift-invariant if s · J (t) =
J (s+t) for all s, t ∈ N.
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Clearly J is shift-invariant if and only if s · J (0) = J (s), since in this case s · J (t) = s · (t · J (0)) =
(s+ t) · J (0) = J (s+t).
Proposition 2.5. Let J ⊂ K [X |P] be an ideal. Then J is shift-invariant if and only if J =∑s∈N s · J (0).
Proof. Clearly we have the necessary condition. Assume now J =∑s s · J (0). We have s · J (0) ⊂ J and
s · J (0) ⊂ s · K [X |P](0) = K [X |P](s) and hence s · J (0) ⊂ J (s). Let f ∈ J (s). Since f is shift-uniform and
J =∑t t · J (0), then necessarily f ∈ s · J (0). We conclude that s · J (0) = J (s) and therefore J =∑s J (s). 
Proposition 2.6. Let J be an ideal of K [X |P] and put I = ι−1( J ∩ V ) ⊂ K〈X〉.
• If J is a shift-invariant ideal, then I is a left ideal of K〈X〉.
• If J is a place-multigraded ideal, then I is a graded right ideal.
Proof. Assume J is shift-invariant and let f ∈ I, w ∈ 〈X〉. Define g = ι(f ) ∈ J ∩ V and m = ι(w). If
deg(w) = s we have clearly ι(wf ) = m(s · g) ∈ J ∩ V and therefore wf ∈ I . Suppose now that J is
place-multigraded and hence graded. Since V is a graded subspace, it follows that J ∩V =∑d(Jd∩V )
and then, setting Id = ι−1(Jd ∩ V ), we obtain I = ∑d Id. Let f ∈ Id, that is ι(f ) = g ∈ Jd ∩ V . For all
w ∈ 〈X〉we have that ι(fw) = g(d ·m) ∈ J ∩ V , that is fw ∈ I . 
Proposition 2.7. Let I be a left ideal of K〈X〉 and put I ′ = ι(I). Define J, the ideal of K [X |P] generated by⋃
s∈N s · I ′. Then J is a shift-invariant ideal. Moreover, if I is graded then J is place-multigraded.
Proof. From s · I ′ ⊂ J (s) it follows that J is generated by⋃s∈N J (s), that is J is shift-decomposable. By
definition one has J = Span(m(t · f ) |m ∈ [X |P], t ∈ N, f ∈ I ′). Then, the vector space J (s) is spanned
by elements m(t · f ) such that min{sh(m), t} = s. In particular, J (0) is spanned by elements m(t · f )
where min{sh(m), t} = 0. By acting with s, we obtain that s · J (0) is spanned by elements of the form
s · (m(t · f )) = (s · m)((s + t) · f ) where m ∈ [X |P], t ∈ N, f ∈ I ′ such that min{sh(m), t} = 0 and
therefore min{sh(s ·m), s+ t} = s. Since s · K [X |P](0) = K [X |P](s) we conclude that s · J (0) = J (s).
Assume now that I is a graded ideal. Any element f ∈ I can be written as f = ∑d fd where
fd ∈ I∩K〈X〉d. Put g = ι(f ), gd = ι(fd) and then gd ∈ I ′∩Vd. For any s ∈ N one has that s ·g =
∑
d s ·gd
where s ·gd ∈ s · (I ′∩Vd) ⊂ J . Note that since ∂P(s ·gd) = s ·1d, all polynomials s ·gd are homogeneous
with respect to place-multigrading. We conclude that J is generated by homogeneous elements and
hence it is a place-multigraded ideal. 
Definition 2.8.
• Let I ⊂ K〈X〉 be a graded two-sided ideal. We denote by ι˜(I) the shift-invariant place-multigraded
ideal J ⊂ K [X |P] generated by⋃s∈N s · ι(I) (cf. Proposition 2.7), and call J the letterplace analogue
of the ideal I .
• For a shift-invariant place-multigraded ideal J ⊂ K [X |P]we denote by ι˜−1(J) the graded two-sided
ideal I = ι−1( J ∩ V ) ⊂ K〈X〉 (cf. Proposition 2.6).
Proposition 2.9. We have the following inclusions:
• ι˜−1(ι˜(I)) = I , ι˜(ι˜−1(J)) ⊆ J ,
• ι˜(ι˜−1(J)) = J if and only if J is generated by⋃s,d∈N s · (Jd ∩ V ).
Proof. Let I be a graded two-sided ideal of K〈X〉 and put J = ι˜(I), that is J ⊂ K [X |P] is the ideal
generated by
⋃
s s · I ′ where I ′ = ι(I). We have to prove I = ι−1(J ∩ V ), that is I ′ = J ∩ V . Clearly
I ′ ⊂ J ∩V . Let us have f ′ ∈ J ∩V and put f = ι−1(f ′). Since J is place-multigraded, we can assume that
f ′ is homogeneous with respect to place-multigrading. Moreover we have J = Span(m(s · h) |m ∈
[X |P], s ∈ N, h ∈ I ′) and then it is sufficient to consider f ′ = m(s ·h) for somem, s, h such that f ′ ∈ V .
If d = deg(h) then ∂P(s·h) = s·1d andwe canwrite f ′ = m1(s·h)((s+d)·m2)withm1,m2 ∈ [X |P]∩V
(s = deg(m1)). This implies that f = w1gw2 where g = ι−1(h), wi = ι−1(mi). From g ∈ I it follows
that f ∈ I (that is f ′ ∈ I ′) and we conclude that I = ι˜−1(J).
Now, let J be a shift-invariant place-multigraded ideal of K [X |P]. We put I = ι˜−1(J), that is
I = ι−1(J ∩V ). Thus I ′ = ι(I) ⊂ J and hence⋃s s · I ′ ⊂ J because J is shift-invariant. We conclude that
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the ideal ι˜(I) ⊂ K [X |P] generated by⋃s s · I ′ is contained in J . Since J is place-multigraded one has
that I ′ = J ∩V =∑d Jd∩V . We obtain that ι˜(I) = J if and only if J is generated by⋃s,d s · (Jd∩V ). 
Definition 2.10. A graded ideal J of K [X |P] is called a letterplace ideal if J is generated by⋃s,d∈N s ·
(Jd ∩ V ). In this case J is shift-invariant and place-multigraded.
After this definition, we obtain finally the main result of this section.
Corollary 2.11. Themap ι : K〈X〉 → V induces a one-to-one correspondence ι˜ between graded two-sided
ideals I of the free associative algebra K〈X〉 and letterplace ideals J of the polynomial ring K [X |P].
3. Generating sets
This section concerns the problem of understanding how generating sets behave under the ideal
correspondence ι˜. We start with general bases, and we then consider Gröbner bases.
Definition 3.1. Let J be a letterplace ideal of K [X |P] and H ⊂ K [X |P]. We say that H is a letterplace
basis of J if H ⊂⋃d∈N Jd ∩ V and⋃s∈N s · H is a generating set of the ideal J .
Proposition 3.2. Let I be a graded two-sided ideal of K〈X〉 and put J = ι˜(I). Moreover, let G ⊂ ⋃d∈N Id
and define H = ι(G) ⊂⋃d∈N Jd ∩ V . Then G is a generating set of I as two-sided ideal if and only if H is a
letterplace basis of J .
Proof. Assume that
⋃
s∈N s · H is a basis of J , that is J = Span(m(s · h) |m ∈ [X |P], s ∈ N, h ∈ H).
Since J is place-multigraded one has that
J ∩ V = Span(m(s · h) ∈ V |m ∈ [X |P], s ∈ N, h ∈ H).
If d = deg(h) then m(s · h) = m1(s · h)((s + d) · m2) where m1,m2 ∈ [X |P] ∩ V (s = deg(m1)).
By applying ι−1 we obtain that I = Span(w1gw2 |w1, w2 ∈ 〈X〉, g ∈ G), that is G is a basis of
I as two-sided ideal. Assume now G generates I . By reversing the above argument, one has that
J ∩ V ⊂ U = Span(m(s · h) |m ∈ [X |P], s ∈ N, h ∈ H) ⊂ J . From s · (m(t · h)) = (s · m)((s + t) · h)
for s, t ∈ N, it follows that s · (J ∩ V ) ⊂ U for any s. We conclude that J = U (that is H is a letterplace
basis of J) because J is generated by
⋃
s∈N s · (J ∩ V ). 
We want now to enter into the realm of Gröbner bases and we need for this purpose some new
notions. Let X, Y be finite or countable sets (for the applications that we are interested in, one has
Y = X × P) and form the polynomial algebras K〈X〉 and K [Y ]. Denote by A either K〈X〉 or K [Y ], and
byM the monoid of all monomials of A. A (global) term-ordering on A is a total order onM which is a
multiplicatively compatible well-ordering. To be precise, one has:
(i) either u ≺ v or v ≺ u, for any u, v ∈ M, u 6= v;
(ii) if u ≺ v thenwu ≺ wv and uw ≺ vw, for all u, v, w ∈ M;
(iii) every non-empty subset ofM has a minimal element.
Note that there are term-orderings even if the number of variables of the polynomial algebra A is
infinite. In fact, by Higman’s lemma (Higman, 1952), one has that any multiplicatively compatible
total ordering on M such that 1 ≺ x0 ≺ x1 ≺ · · · is a term-ordering (see also Aschenbrenner and
Pong (2004)).
If f 6= 0 is a polynomial in A we denote by lm(f ) the greatest monomial of f with respect to
a fixed term-ordering, and by lc(f ) ∈ K \ {0} its coefficient. If G is any subset of K〈X〉 we put
lm(G) = {lm(g) | g ∈ G, g 6= 0} and define LM(G) to be the two-sided ideal generated by lm(G). Let I
be a two-sided ideal of K〈X〉 and G ⊂ I . If lm(G) is a generating set of LM(I) then G is called a Gröbner
basis of I as two-sided ideal. In other words, for all f ∈ I, f 6= 0 there arew1, w2 ∈ 〈X〉, g ∈ G\{0} such
that lm(f ) = w1 lm(g)w2. By induction on the term-ordering one easily obtains that Gröbner bases
are in fact bases of ideals. Similarly one defines the notion of the Gröbner basis of an ideal of K [Y ].
Let G ⊂ K [Y ], f ∈ K [Y ]. By definition f has a Gröbner representation with respect to G, if f = 0 or
there are fi ∈ K [Y ], gi ∈ G such that f =∑ni=1 figi, with either figi = 0 or lm(f )  lm(fi) lm(gi) for all
i. It is useful to introduce the following procedure.
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Algorithm 1 Reduce
Input: G ⊂ K [Y ] and f ∈ K [Y ].
Output: h ∈ K [Y ] such that h = 0 or lm(h) /∈ LM(G).
h := f ;
while h 6= 0 and lm(h) ∈ LM(G) do
choose g ∈ G, g 6= 0 such that lm(g) | lm(h);
h := h− lc(h) lm(h)lc(g) lm(g)g;
end while;
return h.
By | we mean the usual divisibility of monomials. The termination of Reduce is provided by the
properties of term-orderings. Note in particular that even if G is infinite there are a finite number of
monomials lm(g)  lm(f ) with g ∈ G, g 6= 0. By induction on the term-ordering, one can easily
prove the following characterizations.
Lemma 3.3.
• The polynomial f has a Gröbner representation with respect to G if and only if Reduce(f ,G) = 0.
• The subset G is a Gröbner basis of the ideal J ⊂ K [Y ] if and only if any element f ∈ J has a Gröbner
representation with respect to G.
For f1, f2 ∈ K [Y ] \ {0}, f1 6= f2 we putmi = lm(fi), ci = lc(fi) andm = lcm(m1,m2). We define
S(f1, f2) = mc1m1 f1 −
m
c2m2
f2.
The element S(f1, f2) is called the S-polynomial of the pair (f1, f2). Clearly one has S(f2, f1) = −S(f1, f2).
Moreover, if m1,m2 are coprime, then it is an easy exercise to show that S(f1, f2) has a Gröbner
representation with respect to {f1, f2} (this is the so-called ‘‘product criterion’’).
We recall now a fundamental Buchberger criterion for Gröbner bases. For a proof see for example
Eisenbud (1995) Lemma 15.1, 15.1 bis and Theorem 15.8. The arguments are given there with Y a
finite set, but in fact they depend on the assumption that K [Y ] is endowed with a term-ordering. See
also the comprehensive Bergman paper (1978) where the theory of Gröbner bases (he didn’t use this
name) is provided for both commutative and non-commutative setting and without any restriction
on the finiteness of the variables set.
Proposition 3.4. Let G be a basis of an ideal J ⊂ K [Y ]. Then G is a Gröbner basis of J if and only if for all
f , g ∈ G \ {0}, f 6= g, the S-polynomial S(f , g) has a Gröbner representation with respect to G.
This criterion implies a ‘‘critical pair & completion’’ algorithm, transforming a generating set G0
into a Gröbner basis G. This procedure goes back to Buchberger (1970).
Remark 3.5. If the set Y is infinite then the ring K [Y ] is not noetherian and hence it is not guaranteed
that G0,G are finite sets, that is the procedure terminates in a finite number of steps. Of course if the
ideal J has a finite basisG0, then its Gröbner basisG is contained inK [Y ′], where Y ′ is the set of variables
occurring in G0. Therefore G is also finite by noetherianity of K [Y ′]. We have a similar situation when
J is graded and it has a finite number of generators of degree ≤ d. Then, there are a finite number of
elements of the Gröbner basis of J that have degree ≤ d, that is the truncated algorithm terminates
up to degree d.
When there is the action of a monoid S over a polynomial ring, one has the useful concepts of the
S-basis and Gröbner S-basis (see Drensky and La Scala (2006)). We introduce here these notions for
the action of N over K [X |P] by shifting.
Definition 3.6. Let J be an ideal of K [X |P] and H ⊂ J . Then H is said to be a (Gröbner) shift-basis of J if⋃
s∈N s · H is a (Gröbner) basis of J .
It is clear that if J has a shift-basis then s · J ⊂ J for all s ∈ N. Note also that when J is a letterplace
ideal, then any letterplace basis of J is a shift-basis but not generally a Gröbner shift-basis of J .
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Algorithm 2 GBasis
Input: G0, a basis of an ideal J ⊂ K [Y ].
Output: G, a Gröbner basis of J .
G := G0 \ {0};
P := {(f , g) | f , g ∈ G, f 6= g, gcd(lm(f ), lm(g)) 6= 1};
while P 6= ∅ do
choose (f , g) ∈ P;
P := P \ {(f , g)};
h := Reduce(S(f , g),G);
if h 6= 0 then
P := P ∪ {(h, g) | g ∈ G, gcd(lm(h), lm(g)) 6= 1};
G := G ∪ {h};
end if;
end while;
return G.
Corollary 3.7. Let J ⊂ K [X |P] be a shift-invariant ideal. Then J (0) is a Gröbner shift-basis of the ideal J .
Proof. By definition J = ∑s J (s) and J (s) = s · J (0). This implies that J (0) is a shift-basis of J . Let
f ∈ J (u) \ {0}, g ∈ J (v) \ {0}, f 6= g and form the S-polynomial S(f , g) = cmf − dng where c, d ∈ K
andm, n are monomials such that lcm(lm(f ), lm(g)) = m lm(f ) = n lm(g). To prove that⋃s J (s) is a
Gröbner basis it is sufficient to show that S(f , g) is shift-uniform, that is S(f , g) ∈⋃s J (s). If u = v this
is trivial. Assume u < v. The variables of m come from the leading monomial of g which has shift v.
Then, one has that cmf is shift-uniformwith shift u. The variables of n are from the leading monomial
of f and one of them has shift u because u < v, that is no variable of the leading term of g has shift u.
Then also dng is shift-uniform with shift u and the same clearly holds for S(f , g) = cmf − dng . 
It is important now to give some condition of compatibility of the term-ordering of K [X |P] with
the shift action.
Definition 3.8. A term-ordering on K [X |P] is called shift-invariantwhen u ≺ v if and only if s·u ≺ s·v
for any u, v ∈ [X |P] and s ∈ N. In this case one has that lm(s · f ) = s · lm(f ) for all f ∈ K [X |P] \ {0}
and s ∈ N.
It is clear that many of the usual term-orderings are shift-invariant. From now on, we assume
K [X |P] endowed with a shift-invariant term-ordering.
Proposition 3.9. Let J ⊂ K [X |P] be an ideal and H ⊂ J . One has that H is a Gröbner shift-basis of J if and
only if lm(H) is a shift-basis of LM(J).
Proof. It is sufficient to note that lm(s · H) = s · lm(H) for any s ∈ N. 
Lemma 3.10. Let f1, f2 ∈ K [X |P] \ {0}, f1 6= f2. Then S(s · f1, s · f2) = s · S(f1, f2).
Proof. We have lm(s · fi) = s · mi where mi = lm(fi) and therefore lc(s · fi) = ci with ci = lc(fi). Put
m = lcm(m1,m2) and therefore s ·m = lcm(s ·m1, s ·m2). Then
S(s · f1, s · f2) = s ·mc1(s ·m1) s · f1 −
s ·m
c2(s ·m2) s · f2 = s · S(f1, f2). 
By means of the compatibility of the term-ordering of K [X |P] with the action by algebra
endomorphisms defined by N, we obtain an example of a Buchberger criterion reduced up to such
symmetry.
Proposition 3.11. Let H be a shift-basis of an ideal J ⊂ K [X |P]. Then H is a Gröbner shift-basis of J if and
only if for all f , g ∈ H \ {0}, s ∈ N, f 6= s · g, the S-polynomial S(f , s · g) has a Gröbner representation
with respect to
⋃
t∈N t · H.
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Proof. The necessary condition follows from Proposition 3.4. We have to prove now that G =⋃s s ·H
is a Gröbner basis of J , that is for any f , g ∈ H \ {0}, s, t ∈ N, s · f 6= t · g the S-polynomial S(s · f , t · g)
has a Gröbner representation with respect to G. Assume s ≤ t and put u = t − s. By the previous
lemma we have S(s · f , t · g) = S(s · f , s · (u · g)) = s · S(f , u · g). By hypothesis, the S-polynomial
S = S(f , u · g) is zero or S = ∑i figi, where fi ∈ K [X |P], gi ∈ G and lm(S)  lm(fi) lm(gi) for all i
such that figi 6= 0. By acting with the shift s it is clear that s · S also has a Gröbner representation with
respect to G. 
By Proposition 3.11 we obtain the correctness of the following algorithm.
Algorithm 3 SGBasis
Input: H0, a shift-basis of an ideal J ⊂ K [X |P].
Output: H , a Gröbner shift-basis of J .
H := H0 \ {0};
P := {(f , s · g) | f , g ∈ H, s ∈ N, f 6= s · g, gcd(lm(f ), lm(s · g)) 6= 1};
while P 6= ∅ do
choose (f , s · g) ∈ P;
P := P \ {(f , s · g)};
h := Reduce(S(f , s · g),⋃t t · H);
if h 6= 0 then
P := P ∪ {(h, s · g) | g ∈ H, s ∈ N, gcd(lm(h), lm(s · g)) 6= 1};
P := P ∪ {(g, s · h) | g ∈ H, s ∈ N, gcd(lm(g), lm(s · h)) 6= 1};
H := H ∪ {h};
end if;
end while;
return H .
Note that again the termination of this procedure is not guaranteed in general since X × P and⋃
s∈N s · H0 are infinite sets (cf. Remark 3.5 for the situations where the algorithm terminates).
We want now to understand what happens when we apply this algorithm to letterplace ideals of
K [X |P]. Let ν = (νk)k∈N be a multidegree. Define√ν = (ηk)k∈N where ηk = 1 if νk > 0 and ηk = 0
otherwise. Moreover, we define
V ′ =
⊕
√
ν=1n, n∈N
K [X |P]∗,ν ⊂ K [X |P](0).
Lemma 3.12. Let f1, f2 ∈ K [X |P] \ {0}, f1 6= f2 be homogeneous elements with respect to place-
multidegree and consider the S-polynomial S = S(f1, f2) 6= 0. Assume √∂P(fi) = si · 1di (si, di ∈ N)
and gcd(lm(f1), lm(f2)) 6= 1. Then S is homogeneous with respect to place-multidegree and√∂P(S) also
has the form s · 1d with s, d ∈ N.
Proof. Put mi = lm(fi) and define m = lcm(m1,m2). Clearly one has that S is homogeneous and
∂P(S) = ∂P(m). From gcd(m1,m2) 6= 1 it follows that the intersection {s1, . . . , s1 + d1 − 1} ∩
{s2, . . . , s2 + d2 − 1} is non-empty and then
{s1, . . . , s1 + d1 − 1} ∩ {s2, . . . , s2 + d2 − 1} = {s, . . . , s+ d− 1}
for some s, d. In other words one has that
√
∂P(m) = s · 1d. 
Proposition 3.13. Let J ⊂ K [X |P] be a letterplace ideal. There exists a Gröbner shift-basis of J contained
in
⋃
ν J∗,ν ∩ V ′.
Proof. We argue by induction on the countable steps of the algorithm SGBasis when applied to a
letterplace basis H0 ⊂ ⋃d Jd ∩ V of the ideal J . Note that any element f ∈ H0 is homogeneous with
respect to place-multidegree and ∂P(f ) = 1d = √∂P(f ) for some d ∈ N. Suppose now that at the
current step, one has to reduce the S-polynomial S = S(f , s · g) of the elements f , g ∈ H where
f 6= s · g and gcd(lm(f ), lm(s · g)) 6= 1. By induction, we can assume√∂P(f ) = 1d′ ,√∂P(g) = 1d′′
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and therefore
√
∂P(S) = 1d for some d, by the previous lemma. Since the procedure Reduce clearly
preserves place-multigrading, onehas that the remainderh = Reduce(S(f , s·g),⋃t t·H) is either zero
or satisfies
√
∂P(h) = 1d.We conclude that a Gröbner shift-basisH ⊂ J is contained in⋃ν J∗,ν∩V ′. 
Definition 3.14. Let J be a letterplace ideal of K [X |P] and H ⊂ J . We say that H is a Gröbner letterplace
basis of J if H ⊂⋃ν J∗,ν ∩ V ′ and H is a Gröbner shift-basis of J .
To obtain a homogeneous Gröbner basis of a graded two-sided ideal I from a Gröbner letterplace
basis of the letterplace analogue J = ι˜(I), one has to provide the following compatibility condition of
the term-orderings with the map ι.
Definition 3.15. Fix the term-orderings< on K〈X〉 and≺ on K [X |P]. They are called compatible with
ι, when v < w holds if and only if ι(v) ≺ ι(w) for any v,w ∈ 〈X〉. In this case it follows that
lm(ι(f )) = ι(lm(f )) for all f ∈ K〈X〉 \ {0}.
There are many term-orderings that are compatible with ι. For instance, order the set X in the
natural way (xi < xk when i < k) and the set X × P by putting (xi|j) ≺ (xk|l) if i + j < k + l or
i+ j = k+ l, i < k. Define also on X×P the ordering (xi|j) < (xk|l) if j < l or j = l, i < k. Use the latter
order to define a canonical form for the monomials m ∈ [X |P], that is m = (xi1 |j1) · · · (xin |jn) where
(xi1 |j1) ≤ · · · ≤ (xin |jn) (and hence j1 ≤ · · · ≤ jn). Now refine the partial ordering on the degrees of
the monomials in [X |P] in the following way. Let m = (xi1 |j1) · · · (xin |jn),m′ = (xk1 |l1) · · · (xkn |ln) be
twomonomials of the same degree.We definem ≺ m′ when (xip |jp) = (xkp |lp) for p = 1, 2, . . . , q−1
and (xiq |jq) ≺ (xkq |lq) (1 ≤ q ≤ n). It is clear that ≺ is a term-ordering on K [X |P]. We fix now on
K〈X〉 the length lexicographic order that we will denote as <. When m,m′ ∈ V (that is j1 = l1 =
0, . . . , jn = ln = n−1) one has thatm ≺ m′ if and only if ι−1(m) = xi1 · · · xin < xk1 · · · xkn = ι−1(m′),
that is<,≺ are ι-compatible. Moreover, the term-ordering≺ is clearly shift-invariant.
In what follows we assume that the algebras K〈X〉, K [X |P] are endowed with term-orderings
compatible with ι, where the one of K [X |P] is also shift-invariant.
Proposition 3.16. Let I ⊂ K〈X〉 be a graded two-sided ideal and put J = ι˜(I). Moreover, let H be a
Gröbner letterplace basis of J and put G = ι−1(H ∩ V ) ⊂ ⋃d∈N Id. Then G is a Gröbner basis of I as
two-sided ideal.
Proof. Let f ∈ Id and put f ′ = ι(f ). Then, there is m ∈ [X |P], s ∈ N, h ∈ H such that lm(f ′) =
m lm(s · h) = m(s · lm(h)). From f ′ ∈ Jd ∩ V and √∂P(h) = 1n (n ∈ N) it follows necessarily that
∂P(h) = 1n, that is h ∈ H ∩ V . This implies that lm(f ′) = m(s · lm(h)) = m1(s · lm(h))((s+ n) · m2)
where m1,m2 ∈ [X |P] ∩ V and s = deg(m1). Since the term-orderings are compatible with ι, we
obtain that lm(f ) = w1 lm(g)w2 where g = ι−1(h), wi = ι−1(mi). 
Lemma 3.17. Let f1, f2 ∈ K [X |P] \ {0}, f1 6= f2 be homogeneous elements with respect to place-
multidegree and consider the S-polynomial S = S(f1, f2) 6= 0. Assume √∂P(fi) = si · 1di (si, di ∈ N)
and gcd(lm(f1), lm(f2)) 6= 1. If ∂P(S) = s · 1d (s, d ∈ N) then ∂P(fi) = si · 1di (i = 1, 2).
Proof. Put mi = lm(fi) and define m = lcm(m1,m2). If m = (xi1 |j1) · · · (xid |jd) with j1 < · · · < jd
then the same happens also form1 andm2. 
Let I ⊂ K〈X〉 be a graded two-sided ideal generated by G0 ⊂ ⋃d∈N Id. Owing to Proposition 3.16,
to compute a homogeneous Gröbner basis G of I one can compute the Gröbner letterplace basis H of
J = ι˜(I) by applying the algorithm SGBasis to H0 = ι(G0). Actually G = ι−1(H ∩ V ) and hence we are
interested in calculating just the elements of H ∩ V . Lemma 3.17 implies that they are all obtained by
reducing S-polynomials S(f , s · g) where f , g are already elements in V . In other words, we have the
correctness of Algorithm4 thatwe propose as an alternativemethod for computing non-commutative
homogeneous Gröbner bases.
Clearly the termination of this procedure is not provided in general, even if the set of variables X is
finite and the ideal I has a finite basis G0. From the viewpoint of our method, this corresponds to the
fact that the set of letterplace variables X × P is infinite, and the letterplace ideal J = ι˜(I) is generated
by
⋃
s∈N s · ι(G0) which is also an infinite set. Nevertheless, we have the following result concerning
termination of the truncated version of the algorithm.
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Algorithm 4 NCGBasis
Input: G0, a homogeneous basis of a graded two-sided ideal I ⊂ K〈X〉.
Output: G, a homogeneous Gröbner basis of I as two-sided ideal.
H := ι(G0 \ {0});
P := {(f , s · g) | f , g ∈ H, s ∈ N, f 6= s · g, gcd(lm(f ), lm(s · g)) 6= 1,
lcm(lm(f ), lm(s · g)) ∈ V };
while P 6= ∅ do
choose (f , s · g) ∈ P;
P := P \ {(f , s · g)};
h := Reduce(S(f , s · g),⋃t t · H);
if h 6= 0 then
P := P ∪ {(h, s · g) | g ∈ H, s ∈ N, gcd(lm(h), lm(s · g)) 6= 1,
lcm(lm(h), lm(s · g)) ∈ V };
P := P ∪ {(g, s · h) | g ∈ H, s ∈ N, gcd(lm(g), lm(s · h)) 6= 1,
lcm(lm(g), lm(s · h)) ∈ V };
H := H ∪ {h};
end if;
end while;
G := ι−1(H);
return G.
Proposition 3.18. Let I ⊂ K〈X〉 be a graded two-sided ideal and d > 0 an integer. If I has a finite number
of homogeneous generators of degree ≤ d then the algorithm NCGBasis computes in a finite number of
steps all elements of degree≤ d of a homogeneous Gröbner basis of I.
Proof. With the notation of the algorithm NCGBasis, consider the elements f , g ∈ H ⊂ V at the
current step. If both of these polynomials have degree≤ d then the condition gcd(lm(h), lm(s · g)) 6=
1 implies that s ≤ d − 1. It follows that the computation actually runs over the variables set
X ′ × {0, . . . , d − 1}, where X ′ is the finite set of variables occurring in the generators of I of degree
≤ d. By noetherianity of the ring K [X ′ × {0, . . . , d − 1}] we conclude that the truncated procedure,
up to degree d, stops after a finite number of steps. 
Corollary 3.19. Let I ⊂ K〈X〉 be a graded two-sided ideal and assume that it has a finite homogeneous
basis whose polynomials are all of degree ≤ d. Denote by Gd−1 the output of NCGBasis up to degree d. If
Gd−1 = G2d−2 then Gd−1 is a Gröbner basis of I.
Proof. Put Hd−1 = ι(Gd−1). If Hd−1 = H2d−2, this means that all the S-polynomials S(f , s · g)
with f , g ∈ Hd−1, s ∈ N, f 6= s · g, gcd(lm(f ), lm(s · g)) 6= 1 (and hence s ≤ 2d − 2) and
lcm(lm(f ), lm(s · g)) ∈ V reduce to zero with respect to⋃t t · Hd−1. Then, by Proposition 3.11 and
Proposition 3.16 one obtains the claim. 
Note that the Proposition 3.18 generalizes a well-known result concerning solvability of word
problems for finitely presented homogeneous associative algebras. Moreover, the algorithm provided
by this proposition is important for concrete applications, since even if an ideal has an infinite Gröbner
basis this need not be unpleasant. A partial knowledge of such basis may be enough for predicting
formulas that can be applied to determine various invariants (see Drensky and La Scala (2006) and
Ufnarovski (1989)). In general, it is still an open problem to determine when a finitely generated ideal
has also a finite Gröbner basis with respect to a given monomial ordering. We want also to mention
that the assumption about homogeneity of two-sided ideals needed by the proposed method is not
too restrictive. In fact, it is well-known that a Gröbner basis of any two-sided ideal I can be obtained
via a Gröbner basis of a homogenized version of I (see for instance Nordbeck (1998)). Nevertheless, we
hope in the future to have an extension of the ideal correspondence ι˜ and related algorithms for non-
graded ideals. The feasibility of the algorithm NCGBasis is tested in Section 5 where we compare an
experimental implementation that we developed in the computer algebra system Singular (Greuel
et al., 2006) with some of the best implementations of classical algorithms for non-commutative
Gröbner bases.
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4. A concrete example
In this section, we compute a non-trivial example with the classical non-commutative Buchberger
algorithm as well as with Algorithm 4.
Let X = {x, y}. Consider f1 = x3 − y3 = xxx − yyy, f2 = xyx − yxy and I = 〈f1, f2〉 ⊂ K〈X〉 with
respect to the graded left lexicographical ordering. We compute the truncated Gröbner basis up to
degree d = 5.
4.1. Computation in K〈X〉
We follow the common terminology and refer to an s-polynomial in this setting rather as an overlap.
Having two wordsw = ow′ and v = v′o, we denote, for short, their overlap at o by v′ · o · w′ below.
Let G = {f1, f2} as above.
(f1, f1) : lm(f1) = xxx, so there are two self-overlaps of f1, namely
o1 := o1,1 = f1x− xf1 = xy3 − y3x, o1,2 = f1x2 − x2f1 = x2y3 − y3x2.
Moreover, o1,2 − xo1,1 = xy3x− y3x2 = o1,1x, so o1,2 reduces to 0. Hence G = G ∪ {o1}.
(f2, f2) : lm(f2) = xyx, so there are two self-overlaps. Indeed, due to symmetry, these two are
redundant, since they originate from the overlap xy · x · yx of lm(f2). Then
o2 = f2yx− xyf2 = xyyxy− yxyyx. So G = G ∪ {o2}.
(f1, f2) : lm(f1) and lm(f2) have two overlaps xx · x · yx and xy · x · xx; hence
o3,1 = f1yx− xxf2 = xxyxy− y4x and o3,2 = f2xx− xyf1 = xy4 − yxyxx.
Performing reductions, we see that o3,1 − xf2y − f2yy − yo1 = 0 and o32 − o1y + yf2x + yyf2 =
yyyxy− yyyxy = 0.
(f1, o1) has overlap xx ·x ·yyy, (f2, o1) has overlap xy ·x ·yyy, (f1, o2) has overlap xx ·x ·yyxy, (o1, o2)
has overlap xyy · xy · yy, o2 has a self-overlap xyy · xy · yxy and (f2, o2) has two overlaps xy · x · yyxy
and xyy · xy · x. Since all these elements are of degree≥ 6 and we are in the graded case, we conclude
that G = {f1, f2, o1, o2} is the truncated Gröbner basis up to degree 5.
4.2. Computation in K [X |P]
Assume for simplicity that the lowest shift is 1 (instead of 0) and let us denote the variables
(x|i), (y|j) as x(i), y(i). For the case d = 5, one considers then the polynomial ring K [X |P5] =
K [x(1), y(1), . . . , x(5), y(5)] and the polynomials
f1 = x(1)x(2)x(3)− y(1)y(2)y(3),
f2 = x(2)x(3)x(4)− y(2)y(3)y(4) = 1 · f1,
f3 = x(3)x(4)x(5)− y(3)y(4)y(5) = 2 · f1,
f4 = x(1)y(2)x(3)− y(1)x(2)y(3),
f5 = x(2)y(3)x(4)− y(2)x(3)y(4) = 1 · f4,
f6 = x(3)y(4)x(5)− y(3)x(4)y(5) = 2 · f4.
Out of set P of 15 pairs (fi, fj), which we write for short as just (i, j),
• the pairs (1, 4), (1, 5), (2, 4), (4, 5) are discarded by the V -criterion, since the lcm of leading
monomials is non-multilinear in places; note that (4, 5) can also be discarded by the product criterion;
• the pairs (2, 3), (2, 5), (2, 6), (3, 5), (3, 6), (5, 6) are discarded by the V -criterion, since the
lcm of leading monomials has non-zero shift; note that (5, 6) can also be discarded by the product
criterion.
Hence, it remains to consider five pairs P = {(1, 2), (1, 3), (1, 6), (3, 4), (4, 6)}. Following
Algorithm 4, H := {f1, f4}.
spoly(1, 2) = f1x(4) − x(1)f2 = x(1)y(2)y(3)y(4) − y(1)y(2)y(3)x(4) =: g1; hence H := H ∪ {g1}
and we denote by g2 := 1 · spoly(1, 2) = x(2)y(3)y(4)y(5) − y(2)y(3)y(4)x(5) the only admissible
shift of g1.
spoly(1, 3) = f1x(4)x(5) − x(1)x(2)f3 = x(1)x(2)y(3)y(4)y(5) − y(1)y(2)y(3)x(4)x(5) = x(1)g2 +
g1x(5) → 0. Note that we can apply the chain criterion to pairs (1, 2), (1, 3), (2, 3) and since
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lm(f2) | lcm(lm(f1), lm(f3)) we can skip the pair (1, 3). The pair (2, 3) is skipped by the V -criterion
above.
spoly(1, 6) = f1y(4)x(5) − x(1)x(2)f6 = x(1)x(2)y(3)x(4)x(5) − x(1)x(2)x(3)y(4)x(5). Indeed,
spoly(1, 6) = x(1)f5y(5)+ f4y(4)y(5)+ y(1)g2 → 0.
spoly(3, 4) = f4x(4)x(5) − x(1)y(2)f3 = x(1)y(2)y(3)y(4)y(5) − y(1)x(2)y(3)x(4)x(5) and
spoly(3, 4) = g1y(5)− y(1)f5x(5)− y(1)y(2)f6 → 0.
spoly(4, 6) = f4y(4)x(5) − x(1)y(2)f6 = x(1)y(2)y(3)x(4)y(5) − y(1)x(2)y(3)y(4)x(5) cannot be
reduced; hence g3 := spoly(4, 6) and H becomes {f1, f4, g1, g3}. Note that there are no admissible
shifts for g3.
Inspection of the pairs (g1, f1), . . . , (g1, f6), (f1, g2), (f4, g2), appearing when g1 enters H
and (g3, f1), . . . , (g3, f6), (g3, g1), (g3, g2), which appear when g3 enters H (note that the pairs
(f1, g3), (f4, g3), (g1, g3) are already included in the latter set) shows that all of these pairs are
discarded by the V -criterion.
Thus ι−1({f1, f4, g1, g3}) is a truncated Gröbner basis up to degree 5 of I ⊂ K〈X〉.
5. Implementation and comparison
Among the computer algebra systems, there are only a few which provide a user with the
possibility of performing computations in free associative algebras and path algebras. The following
is an exhaustive list, to the best of our knowledge, of such systems.
◦ Bergman, from Backelin et al. (2006), is a powerful and flexible tool for calculating Gröbner
bases, Hilbert and Poincaré–Betti series, Anick resolutions, and Betti numbers in non-commutative
algebras and in modules over them. Per default, Bergman takes homogeneous polynomials as
the input. However, one is able to compute Gröbner bases of non-homogeneous ideals using
homogenization and the so-called rabbit strategy provided by Bergman.
◦ NCGB, from Helton and Stankus (2001), is a package forMathematica, partially written in C . It is a
part of the NCAlgebra suite, which performs various operations (e.g. simplification and reduction
modulo a Gröbner basis) of non-commutative expressions.
◦ Opal, from Green et al. (1997), is the specialized standalone system for Gröbner bases in free and
path algebras. Opal does not require the homogeneity of an input and is able to compute degree-
bounded Gröbner basis.
◦ GBNP (also called Grobner), from Cohen and Gijsbers (2003), is a package for Gap 4 with the
implementation of non-commutative Gröbner bases for free and path algebras, following the
algorithmic approach of Mora (1989, 1994). It is a recent development, gaining more and more
functionality with every new release.
◦ Felix, from Apel and Klaus (1998), provides generalizations of Buchberger’s algorithm to free K -
algebras, polynomial rings and non-commutative G-algebras. Also, syzygy computations and basic
ideal operations are implemented.
◦ in Magma, from Bosma et al. (1997), there is, among others, a generalization of Buchberger’s
algorithm to one-sided and two-sided ideals of finitely presented K -algebras as well as a non-
commutative generalization (due to Allan Steel) of the Faugère F4 algorithm. These developments
are quite recent inMagma. There are basic ideal operations and very important vector enumeration
tools implemented.
Our experimental implementation of the algorithmNCGBasis consists of two parts: the kernel part,
realized in the kernel of Singular, and the interface part, containing additional useful procedures
(such as conversion between different presentations of objects), which are collected in the Singular
library freegb.lib. We would like to stress the fact that in the kernel part, we were basing
consideration on themost common Singular internal routines for Buchberger’s algorithm. That is, we
were not using any other variants of the algorithm like F4-based or F5-based, Hilbert or syzygy-driven
algorithms and so on. There is still a lot of room for improvements in our prototype implementation.
The original ordering on the variables of the free algebra K〈X〉 = K〈x0, . . . , xn−1〉 is expanded
blockwise to the ordering on the letterplace polynomial ring K [X |Pd] where the places are bound by
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the degree d that one wants to reach, that is
K [X |Pd] = K [(x0|0), . . . , (xn−1|0), . . . , (x0|d− 1), . . . , (xn−1|d− 1)].
Thus, the latter ordering consists of d blocks with the original ordering. Note that in the Singular
interface, a letterplace variable (xi−1|j − 1) is written as xi(j) in order to have a compact format and
avoid zero indices and places. By following this convention, we provide users with the possibility
of performing computations with respect to the variety of term-orderings available in Singular and
compatible with ι.
The tests were performed on a PC equipped with two Intel Pentium4 Processors 3200 MHz with
4 GB RAM running Linux. However, it was possible to use only one processor and at most 2GB RAM
for our processes. To compare our implementation of NCGBasis with classical algorithms for non-
commutative Gröbner bases we have used:
◦ Bergman version 1.01,
◦ GBNP release 0.9.3 on GAP 4 release 4,
◦ OPAL version 1.0,
◦ Singular 3-0-4 with freegb.lib version 1.9,
◦ Magma version 2.14-16.
Up to now, there is still no publicly available collection of standard benchmarks for non-
commutative Gröbner bases in free and path algebras. Good sources of examples are Keller (1997) and
Ufnarovski (1995) and the GBNP user manual (Cohen and Gijsbers, 2003). However, these examples
are too easy for modern systems. We used the ideas, collected from the above references and
composed our own examples, partially based on them. Next, wewent through the algebraic literature
and picked upmore relevant examples, whichwe describe below.We are grateful to Victor Ufnarovski
for sending us some very interesting examples.
We would like to stress the importance of creating a unified set of examples, which will serve
as benchmarks for systems, computing non-commutative Gröbner bases in free and path algebras.
It seems possible to use the tools developed in the SymbolicData project to organize the systematic
collection and the work with the representative examples.
Out of many examples, we took the most interesting ones, such as examples with Gröbner bases
containing elements of high degree or the infinite Gröbner basis. We selected those examples for the
presentation whose running time, obtained with the fastest system, ranges from 1 s to 4 min.
Now we describe the examples which have been chosen for testing.
Example 5.1. Consider the two-sided ideal I , such that K〈X〉/I is the universal enveloping algebra of
the (relatively) free nilpotent Lie algebra L of class c. In other words, the ideal I is generated by all
(left-normed) commutators [xi1 , . . . , xic+1 ] of length c + 1, where the number of variables xi ∈ X is
the dimension n of the algebra L. In particular, we study the case when n = 5 and c = 3, 4. We called
these examples nilp3 and nilp4. We compute up to degrees 6, 10 for nilp3 and 6, 7, 8 for nilp4.
We use the example nilp4 in two forms, namely with the big list of totally 2500 redundant relations
(nilp4) obtained by an automatic generation procedure, and the list of 1200 simplified relations
(nilp4s).
Example 5.2. Another example of the same kind is the ideal I , defining the universal enveloping
algebra of the free metabelian Lie algebra. In other words, I is generated by all the commutators
[[xi, xj], [xk, xl]]. We fix the dimension to be n = 5, denote this example as metab5 and compute
up to degrees 10 and 11. There are 360 generators, while in the examples denoted by metab5s we
use 45 irredundant ones.
In the theory of associative algebras a fundamental role is played by the so-called T-idealswhich are
(multi)graded two-sided ideals I of the free associative algebra K〈X〉 given by all polynomials which
are zero when evaluated on elements of an algebra A. Then, A is said a PI-algebra if I is different from
zero. Usually the T-ideals are not finitely generated as ideals of K〈X〉, and so one can give a finite set
of generators just up to some degree d.
Example 5.3. As an example for testing our implementation we consider the T-ideal I of the algebra
of 2-by-2 upper triangularmatrices.We have that I is generated by polynomials [xi, xj]w[xk, xl]where
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w is an arbitrary word (including 1) of K〈X〉. For the test we fix the number of variables equal to 4 and
degree bound to 7, and denote this example as tri4. We compute with this generating set of 12240
polynomials and with the simplified set (in the example tri4s) of 3060 generators.
A very rich source of examples is provided by Serre’s relations. For a square integermatrixA = (aij),
for i 6= j we have 1 − aij ∈ Z+, so the (i, j)-th relation reads ad1−aijxj (xi) = [xj, [. . . [xj, xi]] . . .]. We
consider Cartan matrices, which lead to simple Lie algebras as well as generalized Cartan matrices,
which are used to define Kac–Moody algebras. Serre’s relations are homogeneous; they appear
between the generators of positive or negative parts of an algebra. For both universal enveloping
algebras of Lie algebras and Kac–Moody algebras, Serre’s relations are very important. Together with
additional relations (which are non-homogeneous), Serre’s relations lead to compact presentations of
algebras. On the way to the general case we work first with the homogeneous relations. Note that in
the case of Lie algebras, employing a degree ordering leads to finite Gröbner basis. This is not the case
for general Kac–Moody algebras, which makes the latter algebras more interesting to study from the
algorithmic point of view.
Example 5.4. The Cartan matrices for the algebras F4 and E6 are well-known and can be obtained
explicitly with e.g. GAP. The generalized Cartan matrices for HA11 and for the EHA
1,2
1 (which is an
instance of parametric extended HA11 matrix) are the following:
HA11 :
( 2 −1 0
−1 2 −2
0 −2 2
)
, EHA1,21 :
( 2 −2 −3
−2 2 −1
−2 −5 2
)
.
We call these examples ser-f4, ser-e6, ser-ha and ser-eha respectively.
For the purpose of a fast comparison with many systems, we produce also the following set of
examples, which we constructed ourselves or got from other sources. The running time on Singular
for such examples is less than half a minute.
Example Generators of an ideal #Out
braid3-11 yxy− zyz, xyx− zxy, zxz − yzx, x3 + y3 + z3 + xyz 726
braid4-11 yxy− zyz, xyz − zxy, zxz − yzx, x3 + y3 + z3 + xyz 416
lp1-10 z4 + yxyx− xy2x− 3zyxz, x3 + yxy− xyx, zyx− xyz + zxz 55
lv2-15 xy+ yz, x2 + xy− yx− y2 184
ufn1h-11 see below 360
ufn1h-14 see below 712
ufn1h-15 see below 892
The exampleufn1h is a homogenization of the example, communicated to us byVictor Ufnarovski.
The ideal is generated by the set {a2−ah, b2−bh, c2−ch, d2−dh, aba−abh, bab−abh, aca−ach, cac−
ach, ada − adh, dad − adh, bcb − bch, cbc − bch, bdb − bdh, dbd − bdh, cdc − cdh, dcd − cdh, ha −
ah, hb−bh, hc− ch, hd−dh} in the algebra K〈a, b, c, d, h〉. Note that the original inhomogeneous set
of generators has finite Gröbner basis, while homogenizing the generators leads to an infinite Gröbner
basis. We consider also another example from Victor Ufnarovski denoted as ufn3. This is a list of 125
binomials of degree 2 in 15 variables. Some of them represent anti-commutativity, ab + ba; the rest
are of the form ab+ cd, ca+ ab, de+ fd and so on.
In the last column of the table we write the number of computed elements of the Gröbner basis.
We denote each example by its name and the degree bound up to which the computation must go;
like lp1-10means we compute up to degree 10 with the example lp1. For all the examples, we fix
the term-ordering as the length left lexicographic one and the ground field K = Q.
We measure the total running time of each call to a system in a batch mode. In this time the
initialization of a system, loading of an example file, the actual computation and the writing of an
output are included. Since Magma has two algorithms for computing non-commutative Gröbner
bases, we test both of them and denote them as Magma GB and Magma F4 respectively. We have
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to make a remark on GBNP (of GAP) and onMagma. Since GAP andMagma are especially big systems,
the loading process of all needed packages took about 3–4 s for GAP and 5–7 s for Magma in our
configuration. Since systems like Bergman and Singular load their standard tools too (although the
loading takes up to 1–2 s), we do not subtract this time from the total one.
The running times in the tables below are given in ‘‘minutes:seconds’’ format.
Example Bergman GBNP OPAL Singular Magma GB Magma F4
braid3-11 1:11 8:31 80:00Ď 0:17 2:26 2:08
braid4-11 0:14 1:12 33:07 0:04 0:54 0:53
lp1-10 0:07 0:20 11:40 0:01 1:23 1:29
lv2-15 0:05 1:17 98:00Ď 0:02 0:13 0:13
ufn1h-11 0:02 0:14 0:09 0:02 0:17 0:19
ufn1h-14 0:09 2:39 0:38 0:13 0:23 0:28
ufn1h-15 0:14 10:26 0:57 0:23 0:27 0:26
For the timings we use the following shortcuts. We write tĎ when the system call exited with non-
zero status after the time t . Then, tĎĎ means that the system call exited with non-zero status after the
time t , but the dump returned the correct number of generators. Finally, we denote by t× that the
process was terminated after the time t .
From this table, and other experiments, we conclude that, in general, OPAL cannot compete with
the other systems on the variety of examples of different natures. Therefore we do not test advanced
examples with this system.
In the following table we gather the information on the behaviour of four systems onmuch harder
examples, which were described before. In addition, we print the number of generators in the input
and in the output.
Example Bergman GBNP Singular MagmaGB MagmaF4 #In #Out
nilp3-6 0:01 0:07 0:01 0:16 0:15 192 110
nilp3-10 0:23 1:49 0:03 0:38 1:59 192 110
nilp4-6 1:22 1:12 0:14 1:55 1:42 2500 891
nilp4-7 1:24 7:32 1:40 6:48 5:09 2500 1238
nilp4s-8 13:52 74:54 0:57Ď 27:29 12:16 1200 1415
metab5-10 0:20 13:58ĎĎ 0:22 3:08 3:16 360 76
metab5-11 27:23 14:42Ď 1:11 30:43 30:06 360 113
metab5s-10 0:32 102:43ĎĎ 0:34 3:23 3:11 45 76
metab5s-11 27:33 25:27Ď 2:05 30:39 28:04 45 113
tri4-7 0:48 1080:00× 0:08 0:36 31:58 12240 672
tri4s-7 0:40 3:37 0:07 0:29 0:37 3060 672
ser-f4-15 16:05 85:48 0:08 15:03 1:58 9 43
ser-e6-12 0:49 5:39 0:07 0:32 0:37 20 76
ser-e6-13 2:36 14:52 0:14 1:29 1:16 20 79
ser-ha-10 0:04 7:82 0:01 0:27 0:20 5 33
ser-ha-15 63:21 246:00 1:58 21:15 16:45 5 112
ser-eha-12 0:56 3:44 0:37 8:08 8:36 6 126
ser-eha-13 72:50 34:53 4:08 35:38 35:21 6 174
ufn3-6 0:31 1:43 0:23 0:40 0:28 125 1065
ufn3-8 2:18 9:33 2:20 1:14 0:44 125 1763
ufn3-10 5:24 20:37 3:25Ď 1:57 1:04 125 2446
As we can see, for complicated examples our implementation in Singular scores better results
than Bergman and both algorithms of Magma, and very often these systems are faster than GBNP.
The latter clearly has a problem with handling large inputs, because it launches a minimization or a
kind of interreduction first. This approach is known to be counter-productive even in the commutative
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case. Analyzing the output of the failed examples, we see that after hours of work, GBNP was stuck
in the interreduction procedure. When we input the irredundant set of relations for the same ideal,
GBNP is able to compute a Gröbner basis.
At the present state of our experimental implementation in Singular, we have experienced one
drawback concerning a large use of memory during the computation of some tests with high degrees
and many variables. This depends on the fact that we actually store not only new generators, but also
their shifted polynomials. Note that this greedy behaviour as regards the memory is not a problem of
the theoretical algorithm, but an issue of our prototype implementation only. We are working further
to enhance our implementation. In the following table we show the number of times three criteria
have been applied for a couple of examples. These numbers are counted internally by Singular and
show that due to the V -criterion, that is lcm(lm(f ), lm(g)) ∈ V , we skip a very large number of pairs,
incomparable to the number of times that either product or chain criteria apply.
Example Product criterion Chain criterion V -criterion
braid-3-11 1039 200 725307
ufn1h-11 7824 205 377438
ufn1h-15 41900 553 3011860
serre-eha112-13 402 25 77587
The timings thatwe obtained in all the experiments are very encouraging and show that in addition
to the interesting feature of being portable to any commutative computer algebra system, themethod
that we propose is really feasible. Our implementation will become available to the general public
together with the newmajor release 3-1 of Singular, which is about to appear. It also seems possible
to us to obtain all non-commutative Gröbner basics such as intersections of ideals, kernels of ring
homomorphisms etc. and also to extend the algorithm in order to do the computation of syzygies,
resolutions, dimensions and so on. Thus, we may say that this article proposes a new computing
paradigm – a letterplace technology – for effective computationswith non-commutative algebras (via
commutative ones). Another good point is the possibility of using the variety of classical monomial
orderings from the commutative case in order to model the orderings on a letterplace algebra. In fact,
computer algebra systems for free algebras usually lack a considerable choice of term-orderings.
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Appendix. Example scripts, used in tests
As an illustration, we take the lp1-10 test example.
Bergman : lp1-10.bg
(off gc)
(noncommify)
(setmaxdeg 10)
(simple)
vars z,y,x;
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z^4 + y*x*y*x - x*y*y*x - 3*z*y*x*z, x^3 + y*x*y - x*y*x,
z*y*x-x*y*z + z*x*z;
(quit)
Command line call: bergman< lp1-10.bg> lp1-10.bg.res.
GBNP: lp1-10.gap
LoadPackage("GBNP","0",false);;
SetInfoLevel(InfoGBNP,1);
SetInfoLevel(InfoGBNPTime,1);
K:=Rationals;;
A:=FreeAssociativeAlgebraWithOne(K,"z","y","x");;
g:=GeneratorsOfAlgebraWithOne(A);;
z:=g[1];; y:=g[2];; x:=g[3];;
weights:=[1,1,1];;
KI_gp := [ z^4 +y*x*y*x - x*y*y*x - (3)*z*y*x*z,
x^3 + y*x*y - x*y*x, z*y*x-x*y*z + z*x*z ];;
KI_np:=GP2NPList(KI_gp);;
GB := SGrobnerTrunc(KI_np,10,weights,1);;
GBNP.ConfigPrint("z","y","x");
PrintNPList(GB);
Length(KI_gp); Length(GB);
quit;
Command line call: gap -b -q< lp1-10.gap> lp1-10.gap.res .
Magma: lp1-10.magma
A<x,y,z>:=FreeAlgebra(Rationals(),3);
B := [ z^4 +y*x*y*x - x*y*y*x - 3*z*y*x*z, x^3 + y*x*y - x*y*x,
z*y*x-x*y*z + z*x*z ];
GB:=GroebnerBasis(B,10); // compute with the variation of F4
GB;
#B; #GB;
quit;
In order to compute with Buchberger’s algorithm instead of F4, one has to execute
GB:=GroebnerBasis(B,10:Faugere:=false);
Command line call: magma< lp1-10.magma> lp1-10.magma.res .
OPAL: lp1-10.opal
context A=PathAlgebra(Rationals,FreeGraph([x,y,z]));
assume A;
HBasis({z^4 +y*x*y*x - x*y*y*x - 3*z*y*x*z, x^3 + y*x*y - x*y*x,
z*y*x-x*y*z + z*x*z},10);
quit;
Command line call: opal -o length lex< lp1-10.opal> lp1-10.opal.res .
Singular: lp1-10.tst
LIB "freegb.lib";
ring r = 0,(x,y,z),dp;
int d = 10; // degree bound
def R = makeLetterplaceRing(d); // create a letterplace ring
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setring R;
ideal I = z(1)*z(2)*z(3)*z(4) + y(1)*x(2)*y(3)*x(4) - x(1)*y(2)*y(3)*x(4)
- 3*z(1)*y(2)*x(3)*z(4), x(1)*x(2)*x(3) + y(1)*x(2)*y(3) - x(1)*y(2)*x(3),
z(1)*y(2)*x(3)-x(1)*y(2)*z(3) + z(1)*x(2)*z(3);
option(redSB);option(redTail); // recommended options
ideal J = system("freegb",I,d,3); // main call
J; // print the generators
size(I); // the number of original generators
size(J); // the number of elements in Groebner basis
Command line call: Singular -teq< lp1-10.tst> lp1-10.tst.res
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