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Abstract
One of the principal obstacles on the way to quantum computers is the lack of distinguished basis
in the space of unitary evolutions and thus the lack of the commonly accepted set of basic operations
(universal gates). A natural choice, however, is at hand: it is provided by the quantum R-matrices, the
entangling deformations of non-entangling (classical) permutations, distinguished from the points of view of
group theory, integrable systems and modern theory of non-perturbative calculations in quantum field and
string theory. Observables in this case are (square modules of) the knot polynomials, and their pronounced
integrality properties could provide a key to error correction. We suggest to use R-matrices acting in the
space of irreducible representations, which are unitary for the real-valued couplings in Chern-Simons theory,
to build a topological version of quantum computing.
1. Introduction. Quantum computer1 is proposed as a tool for solving some of the NP problems outside
of the class P (if any), i.e. those requiring exponentially large resources, if conventional (classical) computers
are used. A typical example of such a problem is multiplication of exponentially large matrices, and the key
observation is that Nature provides a solution to it at no expense. Indeed, a system of M spins has a Hilbert
space of dimension 2M and evolution operator is a unitary matrix of size 2M × 2M : thus, these huge evolution
matrices are automatically multiplied (iterated) as time goes. The task of quantum computing is a reduction of
problems to multiplication of huge unitary matrices, which becomes a straightforwardly solvable problem once
quantum computer gets available.
Quantum programming is a deformation and extension of classical reversible programming. This later repre-
sents any algorithm as a series of permutations which can be realized by a corresponding product of permutation
matrices. In order to make a reversible algorithm, one avoids erasing, copying and forgetting operations, which
change the entropy and cause unavoidable heating, at least, by bit costs kT log 2 (von Neumann-Landauer limit)
[4]. Any classical algorithm can be reformulated reversibly, though it is not always a trivial task (in particular,
it requires, at least, 3-bit universal gates). Quantum programming substitutes permutations by generic unitary
transformations, thus enormously extending the set of reversible algorithms, what, among other things, may
solve some NP -class problems at the expense of providing the answers only probabilistically (what is not a
practical limitation, since testing the answer requires a polynomial time for the NP -class problem). The re-
striction to the unitary matrices is partly artificial, the reason is just that we know the physical mechanism
(quantum mechanics) for multiplication of unitary, but not any other types of matrices. If there will be a
realization of multiplication of any other matrices, it would provide a reasonable alternative for the current
quantum computer paradigm.
In fact, quantum computing is not yet universally defined, it is even not yet decided whether accent should
be put on ”analogous” (system oriented) or on ”digital” devices. Different thinkable processors use different
sets of universal gates, and their choice can seriously affect the actual programming.
1The literature devoted to quantum computing and related issues is incredibly vast, we just give text-book references [1, 2] and
a review [3], further references can be found in these sources.
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A new twist in this story is provided by the idea [5] of topological programming, when permutations are
substituted by quantum R-matrices, which are the natural deformations of permutations, on one hand, and are
related to topological (and integrable) structures, on the other hand. These topological structures are encoded
in the corresponding knot/link polynomials. Needed are permutations of arbitrary size and they are substituted
by R-matrices in higher representations which in the case of links can act on the products of not necessarily
coinciding representations.
To begin with, there are serious chances that knot theory will finally provide a method of calculating
knot polynomials not directly, by multiplication of huge R-matrices, but via discovery of their properties like
the modified Reshetikhin-Turaev formalism [6, 7], additional equations [8, 9], simple recursions [10], hidden
dualities and integrabilities [11]. If this happens, one would have a solution to an NP problem, of which the
knot polynomial calculus, if approached directly, is a typical example.
More conservative viewpoint is, however, that the knot polynomials are a typical problem to be solved
with the help of quantum computers. And it is clearly a distinguished problem, what makes the topological
computer, targeted to (best adjusted for) solving this particular problem a distinguished candidate for the role of
the standard setting machine in the field, an analogue of the Turing machine in classical programming. Perhaps
not accidentally, there is a built-in bonus in the topological approach: in the case of knots the observables are
polynomials (in the coupling constants q and A), moreover they have integer coefficients, and this provides an
easy way to test the validity of calculations and thus a new fundamental tool for the error control in quantum
computations.
There are two basic problems. The theoretical one: the R-matrices are not necessarily unitary. The ”prac-
tical” one: it is difficult to realize R-matrices in a physical system, normally this requires moving of twist
operators in WZNW model [12], which is much similar to the quantum computer realization (see the review in
[3]), though one can also hope for a realization in terms of Chern-Simons theory dynamics [13, 41].
Because of the recent progress in advanced knot theory, theoretical problems can be now application-
independent addressed in this theory, while practical problems are best understood in modern considerations of
the Fractional Quantum Hall Effect. Practical solutions should depend on the resolution of ”theoretical” issues:
what kind of evolutions we actually wish to realize. Here is one of the bifurcation points: there are artificial
choices of ”accidentally” unitary R-matrices and there is a natural class of those: in particular channels obtained
by projecting on irreducible representations (irreps). In this note, we briefly discuss basics of the ”theoretical”
part.
The main message is that there is a distinguished choice of quantum programming, the topo-
logical one based on R-matrices in irreducible representations, and one should look for their real-
izations in systems, which admit a non-Abelian WZNW description. Such quantum computers will be
”analogous” for the most fundamental archetypical quantum objects, colored knot polynomials [14, 15, 7, 16, 6],
and this is the language which is best suited for formulating the quantum programming in a universal, appli-
cation independent way. There are a lot of quantum evolutions, while what we need is the ”fundamental” one,
and it is provided by the knot polynomial calculus.
In a more formal language, one can say that the standard quantum programming is physically associated
with the quantum entanglement, i.e. with EPR like effects, while the topological quantum programming deals
with the topological entanglement, i.e. with topological linking. The idea to relate these two a priori different
entanglements goes back to P.K. Aravind [17] and was later developed by L. Kauffman and other authors, who
suggested to use elements of the Hecke [18] (or the Temperley-Lieb [19]) algebras as realizations of quantum
unitary operations [20]. However, this algebra is too small, one needs to have much more to realize a full-
fledged quantum programming. In this paper, we propose the set of R-matrices realized as acting in the space
of intertwining operators in various representations as a possible realization of the universal gate sets for the
purposes of quantum programming, i.e. to remove an artificial restriction to the fundamental representations of
SU(2), which unreasonably reduces braid groups to the Hecke algebras. Within this framework, the quantum
codes are nothing but the quantum (graded) traces or matrix elements of products of these R-matrices, i.e.
their role is actually played by the knot/link polynomials. Thus, in this way one can naturally associate the
sequence of quantum operations (gates) with a knot/link.
2. Quantum programming. Obviously, topological programming (TP) is intimately related to knot theory,
especially in the Reshetikhin-Turaev (RT) formalism [16], and addressing the TP issues one can make use of
the recent advances in the theory of knot polynomials.
One of the first results in this direction is a recently proved connection between quantum and topological
entanglements [21]. The main problem with TP is that the group theory R-matrices are not unitary at |q| = 1.
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For instance, the simplest R-matrix (acting in the product of two SU(2) fundamental representations) [22]
R =
1
q

q
{q} 1
1 0
q
 (1)
where {x} ≡ x− x−1, is already non-unitary at unimodular q. There are two obvious ways out of this problem.
One is to make use of the unitary solutions to Yang-Baxter equations, e.g. provided by representations of
the Hecke [18] (Temperley-Lieb [19]) algebras which govern the physics of spin chains (like the XXZ model
[23, 24]) and loop models [19, 25]. This is a very interesting approach, in knot theory it is related to study of
the Khovanov formalism [26] and its various modifications [27].
Another possibility is to note that the group theory R-matrices become unitary when acting on irreducible
representations, i.e. in the modern version of the RT formalism [7, 6]. One can fully use this way the above
mentioned achievements of modern knot theory. Here the sacrifice is relation to the physical intuition about
the spin chains and, more than that, to the corresponding intuition about the quantum evolution. The point
is that the states in different representations of quantum groups are not orthogonal in the ordinary quantum
mechanics, e.g.
q| ↑↓> +| ↓↑> and | ↑↓> −q| ↓↑> (2)
look orthogonal at real q, but not such at the unimodular q, which is needed for unitarity. This is because
the scalar product involves complex conjugation. In other words, we deal with the unitary evolution of two
non-orthogonal states, which can not be unified into a common evolution: it can not be unitarily lifted from
irreducible representations to the full Hilbert space of the spin chain. Still, we suggest to build a version of the
TP on this unusual grounds.
3. R-matrices. Let us note that there are two different R-matrices that differ by the permutation of two
spaces on which the R-matrix acts [28, 24]. One of the R-matrices is obtained from the universal R-matrix in
the concrete representations and satisfies the Yang-Baxter equation [22] (in this letter we consider only constant
R-matrices, since they are associated with knots, [29, s.12])
Rˇ12Rˇ13Rˇ23 = Rˇ23Rˇ13Rˇ12 (3)
where the indices denote the spaces where the R-matrix acts. For the fundamental representations and the
group SU(2), this R-matrix is
Rˇ =

q
1 {q}
0 1
q
 (4)
The second R-matrix (1) is obtained from this one by the permutation of columns and is related to constructing
knot invariants via the Reshetikhin-Turaev construction [16]. This R-matrix satisfies the knot type Yang-Baxter
equation
R12R23R12 = R23R12R23 (5)
The main drawback of the R-matrix (1) for our needs is that it is not unitary for |q| = 1, while for the
quantum computing we need unitary operations. Instead, it is Hermitian for real q, this is why it appears as
a Hamiltonian in the theory of spin chains. However, we want to use the R-matrices in the role of unitary
evolution operators, not of Hermitian Hamiltonians. To make this possible, note that the R-matrix (1) acts
in the product of two fundamental representations of SU(2). This product can be decomposed into the sum
of two irreps: [1] ⊗ [1] = [2] + [11], symmetric and antisymmetric. An essential feature of the R-matrix is
that it is constant on the whole irreducible representation. This is because the R-matrix commutes with the
co-product (in variance with Rˇ). For instance, the eigenvalues of the R-matrix (1) are q, q, q,−1/q. The first
three eigenvalues correspond to the 3-dimensional spin 1 irrep [2], while the fourth one is associated with the
scalar (spin 0) irrep [11]. Hence, in the two-dimensional space of representations (or, better to say, intertwining
operators) the R-matrix can be written as
R =
(
q 0
0 − 1q
)
(6)
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This matrix is unitary if |q| = 1.
More generally, if one considers the R-matrix acting in the product of two representations V1 and V2 so that
V1 ⊗ V2 = ⊕QMQV1V2Q (7)
where some irreps Q can appear a few times at the r.h.s., the R-matrix can be realized in the space of all
possible intertwining operators M, the eigenvalue of R-matrix on the space Q being equal (up to a sign) to
q
∑
i,j∈Q(i−j), where the sum runs over the Young diagram describing the representation Q. The subtlety is,
however, that, in the case of the irrep appearing several times at the r.h.s. of (7) the matrix R is no longer
diagonal. Consider, for instance, the product of three fundamental representations. The R-matrix acting on the
first two of them, R1 is (6), and such as the R-matrix R2 acting on the second and the third representations.
However, these two R-matrices are diagonal in different bases. Let us rewrite them in the basis of irreps of the
triple: [1]3 = [3] + 2[21] + [111]. One can see that if the basis is chosen so that R1 is diagonal:
R1 =

q
q
− 1q
− 1q
 (8)
then
R2 =

q
− 1q2[2]
√
[3]
[2]√
[3]
[2]
q2
[2]
− 1q
 (9)
where [n] ≡ {qn}/{q} are the quantum numbers. We will be interested only in the non-trivial 2× 2 part of the
matrices related to the two irreps [21], i.e.
R1 =
(
q 0
0 − 1q
)
, R2 =
 − 1q2[2] √[3][2]√
[3]
[2]
q2
[2]
 (10)
and R2 here is obtained from R1 by the rotation of basis provided by the Racah matrix
S =
 1[2] √[3][2]√
[3]
[2] − 1[2]
 (11)
Note that both R1 and R2 are unitary at unimodular q. The reason is that the matrix elements of Racah
matrices are always constructed only from the quantum numbers, and these later are real at unimodular q.
These formulas are immediately generalized to SU(N) so that the R-matrices do not change.
Hence, one can generate large enough set of unitary operations, considering matrices Ri for large enough
representations and acting on the product of sufficiently many spaces. We consider examples in the next
paragraph.
4. Knot polynomials and closed braids. Having the R-matrix, one can construct the knot HOMFLY
polynomial colored with a representation V for an arbitrary knot by representing it as a closed braid so that, for
the n strand braid, the braid generator bi is associated with the R-matrix acting at i-th and (i+ 1)-th factors
at the tensor product
V1 ⊗ . . .⊗ Vi−1 ⊗ Vi ⊗ Vi+1︸ ︷︷ ︸
Ri
⊗Vi+2 ⊗ . . .⊗ Vn (12)
In other words, with each crossing at the two-dimensional projection of the knot one associates either the R-
matrix or its inverse, depending on the order of strands at the crossing. One can similarly deal with links with
different components colored with different representations. In this case, one sometimes deals with R-matrices
acting on the product of different representations.
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Thus, any knot/link is described by a product of R-matrices. The second essential ingredient in order to
construct the knot/link polynomial is to define the trace of these R-matrices (since the braid is closed). In fact,
one can calculate the standard quantum trace, i.e. the ordinary trace with inserted qρ(V
⊗n), where ρ is the
Weyl vector (half-sum of all positive roots). This quantum trace reduces to the trace over each concrete irrep
and the sum of the irreps, and the HOMFLY polynomial is
HV = TrV ⊗n
(
qρ(V
⊗n)
∏
R
)
=
∑
Q
trQ
qρ(Q) ∏
along
braid
R
 (13)
In the basis of intertwining operators discussed in the previous paragraph, the R-matrices are rewritten in terms
of matrices Ri that are constant on irreps Q, i.e.
HV =
∑
Q
(∏
R
)(
trQ q
ρ(Q)
)
=
∑
Q
dQ
∏
along
braid
R (14)
since trQ q
ρ(Q) is equal to the quantum dimension dQ of the representation Q.
In more physical terms, one can associate these HOMFLY polynomials with the Wilson loop averages in
Chern-Simons gauge theory [30] where the Wilson loop is just the knot/link [15]. If one considers the gauge
group SU(N), the representation of the Wilson loop V and the Chern-Simons coupling κ, the Wilson loop
average is exactly the HOMFLY polynomial HV , which is a Laurent polynomial (up to a normalization factor)
of q = e
2pii
κ+N and A = qN . This implies that, in the unitary theory, when κ is real, q is unimodular. Another
interesting restriction is to consider an integer κ. This case describes integrable representations of the SU(N)
WZNW theory [31], the evolution of its conformal blocks being associated with the corresponding Wilson
averages in the SU(N) Chern-Simons theory [15, 32]. In more practical terms, the integer κ greatly simplifies
calculations [33], while, on the quantum computing side, it gives additional tools for correcting errors.
5. Knot polynomials and plat (multi-bridge) representations. There is another way to obtain the
HOMFLY polynomials from the sequence of R-matrices, which is closer to the original suggestion by E.Witten
[15] and to physical realization of quantum calculations. That is, instead of taking trace, one can calculate
vacuum matrix elements (or taking projections onto singlet representations) of the product of the same R-
matrices in the space of intertwining operators [7, 34].
Within this approach, one has to consider the plat (or bridge) representation of the (oriented) knot/link,
i.e. a braid with an even number of (oriented) strands so that the ends of strands are pairwise contracted (see
Fig.1). Fixing positive direction along the braid, one can associate with the parallel strand the representation
V and with the antiparallel strand the conjugated representation V¯ . Since in the product V ⊗ V¯ there is the
singlet representation, one can always project the unitary operator describing this braid to pairwise singlet
representations (which is the exact meaning of contracting the ends).
Figure 1: Typical plat representation for the knot (it is the two-bridge case: there are two arcs at the left and
at the right). This concrete knot is 914 in the Rolfsen table [35].
Since in Fig.1 there are both parallel and antiparallel strands at any triple of strands, now one needs more
ample set of the Racah matrices. Say, even in the simplest 4-stand case of the two-bridge knots depicted in the
figure, there are two R-matrices
R = − 1
qA
( −q2 0
0 1
)
, R¯ =
( −A 0
0 1
)
(15)
and two different Racah matrices, depending on the mutual orientation of strands (we refer the reader to [7, 34])
S = 1
[N ]

√
[N ][N−1]
[2]
√
[N ][N+1]
[2]√
[N ][N+1]
[2] −
√
[N ][N−1]
[2]
 , S¯ = 1[N ]
 1 √[N − 1][N + 1]√
[N − 1][N + 1] −1
 (16)
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where A = qN and we changed the framing as compared with the previous paragraph. Note that in the case
of N = 2, i.e. A = q2 the Racah and R-matrices pairwise coincide (up to the framing), since in the SU(2)
case the representation coincide with its conjugate. These Racah matrices are unitary only with the additional
constraint [N ± 1] ≥ 0, [N ] ≥ 0 (this is because of the square roots), which is the case for a sufficiently small
phase of q.
If looking at Fig.1 as a four strand braid, one has to associate with the first strand R1 = R or R1 = R¯,
depending on the orientation of strands. Similarly, R2 = SRSt, R2 = S¯R¯S or its transposed, depending on
the orientation of strands. The proper choice is fixed by the matrix indices, which take values: X ∈ V ⊗ V and
X¯ ∈ ⊗V ⊗ V¯ . With the indices, the matrices are: SX¯Y , S¯X¯Y¯ , RXY , R¯X¯Y¯ . At last, the third matrix R3 = R1
in this case, since the only representation in the product V ⊗4 that contributes to the necessary matrix element
is singlet.
The HOMFLY polynomial corresponding to knot 914 in Fig.1 is then given by the matrix element (11) of
the product
H914V = dV ·
(SRStR¯−1S¯R¯SR−1StR¯S¯R¯−3SRSt)
11
(17)
where the superscript t denotes transposition of the matrix. In the fundamental representation V = [1], one can
use the matrices (16) and (15) in order to produce the standard HOMFLY polynomial for knot 914 (see [35]).
Hence, the HOMFLY polynomials are matrix elements of unitary operators (up to a normalization factor)
and topological computing actually deals with evaluation of the absolute value of the HOMFLY polynomials,
which are less or equal to unity (in the range of values where the Racah matrices are unitary like [N ± 1] ≥ 0
in the fundamental case above).
Note that within this approach one starts from the R-matrices in the space of intertwining operators from
the very beginning. This is because this construction is equivalent to dealing with monodromies of the conformal
blocks of the WZNW model [15] so that all the R-matrices act in the space of the conformal blocks. Thus, in
this part, the approach is very close to that described in the review [3], where a quantum computer is realized
by moving points in the conformal blocks.
6. Versatility. As any programming, the one for quantum computers builds arbitrary algorithms from a
few standard operations called universal gates. They realize a set of unitary dM × dM matrices, which, when
considered as multiplicative generators, form a subgroup, which is dense in the entire set U(dM ) of unitary
matrices of a given size. There is still no fully conventional choice of universal gates, only some theoretical
criteria for making this choice in the future.
In fact, an arbitrary product of matrices from the set of k unitary N ×N matrices Uj = eiAj , j = 1, . . . , k,
can be given by an infinite integer-valued word {naj},
Un111 . . . U
n1k
k U
n21
1 . . . U
n2k
k . . . =
∏
a
k∏
j=1
U
naj
j (18)
and the Baker-Campbell-Hausdorff formula expresses it as an exponential of a sum of repeated commutators of
Aj with rational {n}-dependent coefficients. In order to approximate an arbitrary unitary matrix in this way,
one needs to fulfil three properties:
(a) there are N 2 linearly independent repeated commutators of k matrices Aj
(b) the {n}-dependent coefficients in front of them are all independent and
(c) the commutators fill densely the N 2 plane, i.e. among repeated commutators there are infinitely many
linearly independent modulo Z (i.e. with rational coefficients) and the rank is also unrestricted.
The property (a) means that there is nothing like Serre relations, which restrict the growth of space of
repeated commutators, in particular that the matrices Aj are not generated by the comultiplication from any
small Lie algebra, smaller than SU(N ). The properties (b) and (c) can be true, if the matrices Aj are themselves
are irrational, then linear combinations with integer coefficients can still be dense. It is important that just
the lack of Serre identities and irrationality allows one to span the space of exponentially large, N ∼ dM (M
qudits) matrices with just a few matrices. These matrices, as was explained above, can not be subject to Serre
relations in some SU(k) subgroup.
In fact, just two matrices are sufficient to approximate any unitary. For example, one can take for these
two exp
(∑
i c
+
i Fi
)
and exp
(∑
i c
−
i Ei
)
, where c±i are arbitrary irrational coefficients such that their ratios are
also irrational, and Fi (Ei) are the Chevalley generators corresponding to positive (negative) simple roots of
SU(N ) in the fundamental representation. We provide a simple illustration of how this works in the case of
SU(N ) = SU(4) First, take two elements A1 and A2 in the Lie algebra that do not lie in a smaller subalgebra,
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i.e. which can generate the whole algebra (the everywhere dense subset in it) after repeated commutating. We
choose
A1 =
E1√
3
+
E2√
5
+
E3√
7
, A2 =
F1√
11
+
F2√
13
+
F3√
17
(19)
where Fi (Ei) correspond to positive (negative) Chevalley generators in the fundamental representation. Second,
we repeatedly commute A1 and A2, take the linear span with integer coefficients of the obtained commutators
and check that it densely covers the whole positive sub-space of SU(4) algebra (for the compact group this
positivity at the algebra level is not a restriction). In fact, one do not even need all the repeated commutators:
a rather particular sequence is actually enough.
Let us denote α = [[A1, A2], A1] and β = [[A1−3α,A2], A1] (technically convenient is to have α12  α23 and
β12  β23). Now we start with A1, commute it with A2, then with A1, then add β with an integer coefficient,
commute it again first with A2 and then with A1 etc. Thus, we define the sequence
B[i]→ [[B[i], A2], A1]→ B[i] + p(1)i α+ p(2)i β = B[i+ 1] (20)
The integers p
(1)
i and p
(1)
i are random, but chosen so that to keep the coefficients in front of E1 and E2 within
the segment [0, 1]. Due to this choice, without adding α and β, all coefficients would tend to zero. The picture
generated by the computer is depicted in Fig.2.
Figure 2: The plot of coefficients in front of generators E1 and E2.
The periodic structure, which is clearly seen in the plot, emerges due to a particular regular procedure that
has been used, still the background is densely filled.
One can illustrate the same phenomenon immediately in the group terms: let us take two randomly chosen
unitary 4×4 matrices U1 and U2. Now one can check if they generate all the unitary matrices just via generation
of the random sequences {ni} and then looking at the matrix elements of U = Un11 Un22 Un31 . . .. A typical plot
obtained this way is depicted in Fig.3.
Figure 3: The plot of the matrix elements of the unitary matrix randomly generated from two random unitary
matrices: Re U11 and Im U11 (left); Re U11 and Re U23 (right).
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However, one can also see that the plots are dense, but not-homogeneous, thus different unitary matrices can
be approximated with different effort (at different cost). This once again emphasizes the advantage of choosing
the generators not randomly, but ”cleverly”, so that the really important codes are easier accessible. The hope
expressed in this paper is that R-matrices can provide such a ”clever” choice for most fundamental problems.
7. Universal gates. In fact, the two generators, though enough to approximate an arbitrary unitary matrix,
do not have a ”local” structure and, hence, are not the true universal gates needed in quantum programming,
where one wants to realize the whole code, acting on exponentially large matrices, in terms of a set of small
standard qubits (or qudits). In other words, it is not sufficient to an approximate arbitrary N × N unitary
matrix, one should also respect the auxiliary structure reflected in the fact that N = dM . Moreover, the
emerging generators should be local, but not built by comultiplication from the d × d ones, exact requirement
still needs to be formulated in abstract group theory terms. In practice, for the qubit realization and N = 2M ,
the minimal necessary number of universal (i.e. ”local” and ”quasi-local”) gates is believed to be 3M − 1.
For the simplest case of the system of two qubits, i.e. d = 2, M = 2 the typical set of universal gates
consists of five matrices. One of them is necessarily an entangling matrix [36], the others are chosen in the form
of single-qubit evolutions, U ⊗ I and I ⊗ U which are non-entangling. For instance, the standard universal set
consists of CNOT and single qubit Hadamard and pi/8 gates (so that on two qubits the matrices are I ⊗ H,
H ⊗ I, I ⊗ T and T ⊗ I):
controlled-NOT : K =

1
1
1
1
 , (21)
Hadamard : H =
1√
2
(
1 1
1 −1
)
, (22)
pi/8-gate : T =
(
1 0
0 eipi/4
)
(23)
One can prove that any single qubit unitary operation can be approximated by the Hadamard and pi/8 gates to
arbitrary accuracy. Now, the universality of the above set is guaranteed by the Brylinskis theorem [36], which
claims that the two-qubit gate G along with local unitary gates (in our example, Hadamard and pi/8 gates)
provides the universal set of gates if and only if G is entangling, i.e. if there exists a vector |v >= |x > ⊗|y >∈
V2 ⊗ V2 such that G|v > is not decomposable as a tensor product of two qubits.
The proof consists of a few steps (for an alternative proof see [1, 36]). First of all, one proves that any
unitary 2× 2 matrix can be realized up to arbitrary accuracy by a product of matrices H and T . This is done
by noting that generating all such matrices can be reached by two different rotation generators on the Bloch
sphere R~n(θ) = exp
(
− iθ~n · ~σ/2
)
(σi are the Pauli matrices) with non-parallel ~n1 and ~n2 and non-rational
angles θ1,2. HTHT and THTH provide an example of such generators. The next step is to note that any 4× 4
unitary matrix can be presented in the form
U4 = exp
( 3∑
ij=0
cij σi ⊗ σj
)
(24)
where σ0 = I. Now, since Ue
AU−1 = eUAU
−1
, one can apply the single qubit matrices H and T to the first
and the second factor of the tensor product in order to transform to each other linear combinations of the Pauli
matrices in (24). The only problem is to generate from eσ⊗I some eσ⊗σ. This is done by the CNOT (or any
other entangling) matrix: Keσ1⊗IK = eσ1⊗σ1 . This completes the construction.
This scheme is immediately generalized to multi-qubit case, when, in order to approximate arbitrary 2M×2M
unitary matrices, one needs just 2M single qubit matrices made of H and T , and a few entangling matrices.
Indeed, in this case,
U2M = exp
( 3∑
ij=0
c~i σi1 ⊗ . . .⊗ σiM
)
(25)
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and this time one needs M − 1 entangling matrices to deal with tensor products containing σ0 = I. For
instance, one can choose N −1 CNOT matrices Ki acting on the i-th factors: Ki(I⊗ . . .⊗σ1⊗ I⊗ . . .⊗ I)Ki =
I ⊗ . . .⊗ σ1 ⊗ σ1 ⊗ . . .⊗ I. Thus, totally there are 3M − 1 matrices.
The extension to qudits (i.e. local d× d matrices) is equally straightforward [36].
8. Universal gates from the R-matrix. Straightforward option for any kind of a quantum computer would
be to just realize the universal gates, and then the rest is left to the algorithm writers, who are used to reduce
every algorithm to a sequence of the universal gate operations (and their multi-qubit analogues).
Let us first note that one can immediately realize the single qubit operations (22) and (23) by the matrices
R and S or R¯ and S¯ from (15), (16). For the first pair, one can just put q = e−3pii/8 and A = e−3pii/2, which
corresponds to the group SU(4). In fact, one evidently can consider any higher N multiple 4: N = 4k and
choose q = e−3pii/(8k). For the second pair, it is described, e.g. by the pair q = epii/3 and A = e5pii/4, which
is less plausible corresponding to the non-integer N = 15/4, however, is technically possible. Note that for
fault-tolerant constructions one also usually includes in the universal set R2 as well [1]. The two elements R
and R2, indeed, look completely different from the point of view of knots.
As we explained in paragraph 6, one needs in practice the combinations HTHT and THTH. Taking into
account associating R and S with T and H respectively, we immediately notice that
HTHT = R2R1, THTH = R1R2 (26)
since R1 is related with R2 exactly by the rotation with the Racah matrix S. Thus, we finally come to the
claim that the two R-matrices R1 and R2 describing the two-bridge block in the plat representation (in this
representation of knots, R1 = R3) provide the local gates dense in the space of single qubit unitary matrices.
Similarly, one can work with the matrices R¯ and S¯ from (15), (16). In fact, in order to generate all single qubit
gates, one can choose almost arbitrary unimodular q and A preserving matrices’ unitarity, the values discussed
above are just demonstrate that one reproduces the standard universal set of gates.
Now, as it was explained in the previous paragraph, in order to construct a set of universal gates, it is
necessary and sufficient to add any entangling matrix. As a matter of fact, typical (i.e. at q 6= 1) R-matrices
and Racah matrices are entangling (see examples in [37]). Hence, to generate the set of universal gates in
the two-qubit case, it is sufficient to consider intertwined pairs of two-bridge knots/links (see Fig.4): they are
intertwined by the needed entangling matrices. In fact, the construction of arbitrary unitary matrices in the
previous paragraph used as convenient entangling matrices the CNOT matrices Ki which act on two neighbour
factors in the tensor product. It is much similar to the entangling matrices which act between two neighbour
two-bridge braids, which present, in this way, a realization of separate qubits.
Figure 4: The plat representation corresponding to two-qubits: four-bridge case.
Thus, in this picture, one qubit is realized by a two-bridge block, while for higher number of
qubits, the number of two-bridge blocks in the knot/link has to be correspondingly enlarged.
Further, one could generate qudits considering higher (non-fundamental) group representations
(as we explained above, two matrices are still sufficient in this case to generate all d× d unitary matrices). For
instance, considering the r-th symmetric representations, what is convenient, since they exist for any group,
one can expect generating qudits with d = r + 1.
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In fact, the standard universal set of gates considered above is in no way distinguished: there are many
other examples of universal gates, with their own advantages and drawbacks. More important is the fact that
using these universal gates one may need exponentially many gates to approximate some unitary operations
(see, e.g., [1, s.4.5.4]). Hence, one may ask for a wider and more effective set of elementary gates. One may
address a fundamental question: can universal gates be generated by the R-matrices? As we explained
above, their products are at least expected to be dense in the space of all unitary matrices.
We emphasize that the R-matrices provide a new systematic approach to quantum programming, which is
not just a literal reformulation of the previously developed algorithms. The differences become more pronounced
when one proceeds from qubits to qudits: for R-matrices this just involves higher representations, while the
knots (codes) can remain the same, while in naive approaches one often needs to use absolutely new collections
of universal gates for different spins. A counterpart of this ambiguity is existence of Reidemeister equivalent
combinations of R-matrices, which implies that one and the same knot/code can be described by different
combinations of R, R¯, S and S¯.
9. Entanglement of operators: quantum vs. topological entanglement. As we already explained
in paragraph 6, in accordance with the Brylinskis theorem the universal gate should contain, at least, one
entangling operator [36]. It turns out that there exists much similar theorem in knot theory, which allows one
to put the similarity between quantum and topological entanglement (that was proposed long ago [17, 5]) on a
quantitative ground. The theorem [21] claims that the knot polynomial can distinguish different knots only if it
is constructed with the help of R-matrix which is an entangling operator. In particular, this means that, using
the full permutation matrix (which is not entangling) one can produce only trivial knot polynomials. This is
really the case, since it would produce the HOMFLY polynomial at q = 1, which is just 1.
In variance with full permutation matrix, the R-matrix at q 6= 1 is an entangling operator. However, there
are different degrees of entanglement, and one can introduce quantitative description of the entangling power of
the operator. The simplest one is a degree of entanglement that measures enlarging the rank of the vector with
the action of operator on it: what is the minimal number of terms in Xˆ|v >, where |v >= |x > ⊗|y > runs over
the whole variety of vectors |x > and |y >. However, besides the discrete degree, there should be continuous
characteristics (like Vandermonde determinant for the matrix of the maximal rank). In principle, they should
be looked among the objects of (non-)linear algebra [38] and matrix model theory, which can often be put in
the entropy like form.
In order to define such more subtle characteristics of entanglement power of operators, one has to consider
first the entanglement of states: consider a state of a system consisting of two parts A and B, it can be
represented as Ψ =
∑
a,i cai |a〉 ⊗ |i〉 with rectangular matrix cai and normalization condition (where different
signs of trace denote the traces in a and i) Tr (cc†) = tr (c†c) = 1. Its AB-entanglement can be measure by the
entanglement entropy SAB(Ψ) = Tr
(
c†c log c†c
)
= tr
(
c†c log c†c
)
, i.e. SAB(Ψ) = SBA(Ψ). The entanglement
entropy vanishes for pure (AB-pure) states, when rank of the matrix c is one.
Entanglement concerns operators which act on linear spaces with an additional structure, namely, which are
tensor products of constituent spaces. Such operators can be conveniently decomposed as Xˆ =
∑
l slAˆl ⊗ Bˆl in
the orthonormal basis of Aˆ and Bˆ. For such Schmidt-decomposed operators, one can define various quantities
that describe the entangling power of operators:
a) The most immediate one S(X) = ∑l s2l log s2l .
b) One can also look at the number of negative eigenvalues N (X) = #{sl < 0}.
c) There are also minimization characteristics, over all pure states: minψ,χSAB
(
Xˆ(|ψ > ⊗|χ >)
)
or over all
states: minΨ
(
SAB
(
Xˆ(Ψ)
)
− SAB
(
Ψ
))
.
d) At last, there are averaged characteristics like the entanglement power of [39]: (Xˆ) =
∫
d
d−1
(
1 −
Tr ρ(Xˆ)2
)
dψdχ for ρ(Xˆ) = Xˆ
(
|ψ > ⊗|χ >< ψ|⊗ < χ|
)
Xˆ†.
This list is neither distinguished, nor complete. A search of adequate definitions and criteria is still in
progress, and the group theory structures introduced through the use of quantum R-matrices should be very
helpful in this respect as well.
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10. Physical realizations. This is a separate big issue of principal importance. It deserves noting that the
very idea of topological computing appeared from the very beginning as a possible tool for diminishing the loss
of quantum coherence, and in this quality it remains in the center of interest in practical attempts to build a
working quantum computer device [41]. The problem, however, is that the physical systems with non-Abelian
anyonic statistics are still exotic in solid state physics. Thus, it is somewhat premature to go into details about
the next step: how the entire variety of quantum R-matrices, for different groups and representations can be
physically realized, especially, if one wants to leave all the three variables, q, A = qN and representation R
as independent free parameters. This is a great and important challenge for different branches of solid state
physics (today it is mostly studied in relation with the quantum Hall effect, but mostly because it is also a story
with a ”topological” flavor). Here we add just a few simple remarks.
As we saw in the previous paragraphs, the unitary evolution was provided by the R-matrices acting in the
space of intertwining operators. In other words, this means that one has to deal with non-standard spin systems
(or spin chains) with the energy that depends only on the full moments of pairs of neighbour spins. For instance,
if one considers a pair of spins in the fundamental representations [1] of the SU(N) spin chain, the energies of
two possible representations can be parameterized as E[2] =  and E[11] = pi −  so that the evolution matrix is
Uˆ =
(
q 0
0 − 1q
)
(27)
with q = eit (in the concrete Chern-Simons realization one still can consider, say, t = 1, which gives rise to a
discrete evolution, see [40], and  = 2pi/(κ+N)) .
This evolution matrix is diagonal, since we constructed it in the basis of irreps in the product of two spins.
Having further three spins, in the case of the evolution operation acting on the second pair of spins, one should
recalculate to the basis, and this is done exactly by the Racah matrices. Now, one has to consider higher
representations and more spins, which, as we described in this note, is related to knot polynomials. This gives
a physical realization of the construction.
Another possibility is still to use the R-matrix acting in the product of representations, like (1). This R-
matrix is not unitary, but it is Hermitean at real q. This means that exponential of this R-matrix is a unitary
operator, and one can consider the corresponding evolution. This leads not to the standard spin chain, since
its Hamiltonian is equal to
H =
∑
i
Ri,i+1 (28)
where the sum runs over spins, so that the evolution operator is
Uˆ = eiHt (29)
instead of ∏
i
eiRi,i+1t (30)
However, this system is in the same class of well-studied spin chains. Still, this system is not that immediately
related to knot polynomials, in variance with the previous variant.
11. Conclusion. In this letter we developed the earlier ideas and suggested to treat topological computing
as a distinguished and standard setting version of quantum programming. For this to work, one should be able
to produce universal gates from the R-matrices acting in the space of intertwining operators. The hope is
that arbitrary exponentially large dM × dM unitary matrices can be approximated by products of
linearly many ∼M R-matrices, acting on adjacent two-bridge braids in the multi-bridge (plat) representation
of knots/links (parameter d is, roughly, size of the representation R). If true, this should be a topological
version of the Brylinskis theorem. Note that, like in that theorem, the number of these matrices (universal
gates) is exponentially smaller than the number of Chevalley generators of UdM . As to irrationality needed
for such an approximation, it comes from the eigenvalues of the diagonal matrices like R and R¯ and in R-
matrix theory is regulated by the second Casimir operator eigenvalues of relevant representations. If true,
this construction would identify amplitudes generated by the topological computer with the knot
polynomials, which are polynomials with integer coefficients, and this additional integrality can
be used for fault-tolerant constructions. For knot theory, a look from this perspective enlightens new
amusing properties of knot polynomials like the restriction |HR/dR| ≤ 1 for unimodular q (and restricted N).
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In extreme, the NP -problem of knot polynomial calculation can appear partly solvable not only by quantum
computers, but also pure theoretically (by exploiting integrability and other deep properties of the theory). If
true, topological computing implies classification of quantum algorithms by knots, and it becomes
then a challenging problem to decide, which knot polynomial needs to be calculated to solve, say, a prime
decomposition problem, and whether it is hopeless in modern knot theory or not. The parallel search for
physical realization of topological computer, which is quite non-trivial, especially for arbitrary (or at least
unimodular) values of parameters q and A, and for an exhaustive theory of knot polynomials should benefit
both sides.
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