To identify or equalize wireless transmission channels, or alternatively to evaluate the performance of many wireless communication algorithms, coefficients or statistical properties of the used transmission channels are often assumed to be known or can be estimated at the receiver end. For most of the proposed algorithms, the knowledge of transmission channel statistical properties is essential to detect signals and retrieve data. To the best of our knowledge, most proposed approaches assume that transmission channels are static and can be modeled by stationary random variables (uniform, Gaussian, exponential, Weilbul, Rayleigh, etc.). In the majority of sensor networks or cellular systems applications, transmitters and/or receivers are in motion. Therefore, the validity of static transmission channels and the underlying assumptions may not be valid. In this case, coefficients and statistical properties change and therefore the stationary model falls short of making an accurate representation. In order to estimate the statistical properties (represented by the high-order statistics and probability density function, PDF) of dynamic channels, we firstly assume that the dynamic channels can be modeled by short-term stationary but long-term non-stationary random variable (RV), i.e., the RVs are stationary within unknown successive periods but they may suddenly change their statistical properties between two successive periods. Therefore, this manuscript proposes an algorithm to detect the transition phases of non-stationary random variables and introduces an indicator based on high-order statistics for non-stationary transmission which can be used to alter channel properties and initiate the estimation process. Additionally, PDF estimators based on kernel functions are also developed. The first part of the manuscript provides a brief introduction for unbiased estimators of the second and fourth-order cumulants. Then, the non-stationary indicators are formulated. Finally, simulation results are presented and conclusions are derived.
Introduction
Unlike discrete transmission channels which have limited practical value, continuous random transmission channels are widely accepted and used to illustrate practical concepts [1] . In numerous proposed algorithms, statistical properties or probability density function (PDF) of transmission channels are assumed to be perfectly known or already estimated [2] [3] [4] [5] [6] . To analyze the performance of various wireless transmission schemes, Simon and Alouini in [7] have used channel statistical models and PDF properties. It is widely believed that wireless *Correspondence: mansour@ieee.org 1 LAb STIC -ENSTA Bretagne, 2 Rue François Verny, Brest 29200, France Full list of author information is available at the end of the article transmission channels can be modeled using stationary random variables [1, 8, 9] . We should highlight the fact that various PDFs have been used in the context of wireless communications, such as Gausssian, Rayleigh, log-normal, exponential, one-sided Gaussian distribution, Hoyt, Weibull, Rice, Nakagami-m, α − μ, and η − κ (see [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] and the references therein). It is worth pointing out that parametrical estimation methods can be used if the channel model (or a PDF for the real random variable (RV)) is selected or identified. Additionally, nonparametrical estimation methods can also be found in the literature [22] [23] [24] [25] [26] [27] . However, these methods are hard to be implemented and mostly time consuming and they strongly relate to the proposed models and applications. For this main reason, a generic method and few required http://asp.eurasipjournals.com/content/2014/1/21 assumptions about the transmission channel are proposed and discussed in this manuscript.
The recent spread of cellular systems (smart sensors, mobile phones, base stations, satellites, surveillance devices, traffic radars, etc.) has increased the complexity of processing algorithms as well as the model of transmission channels. In fact, in various applications, transceiver units are in motion. For such systems, the transmission channels can no longer be considered as static channels, i.e., they cannot be modeled by stationary random variables. To overcome this difficulty, most researchers assume that the transmission channels are static during the processing time a [28] [29] [30] .
In this manuscript, the proposed models are improved by considering that transmission channels are dynamic channels that can be modeled as non-stationary variables. It is worth mentioning that for antennas mounted on moving vehicles or drones, the transmission channels can be approximated by almost static or slowly evolutionary dynamic channels over certain periods. The transition among these periods can be very fast. In addition, during two adjacent periods, transmission channels can have completely different statistical properties and/or PDFs. This scenario illustrates a typical scenario of a mobile phone used in a moving car which is moving among big buildings in a modern city. It can represent as well the scenario of a drone flying at low altitude in a mountainous area.
In what follows, we consider that transmission channels can be modeled as short-term stationary signals and long-term non-stationary signals (many natural and physical signals belong to this category, such as speech signals [31, 32] ). Herein, we develop an algorithm to accurately estimate the transition times. The algorithm is based on high-order statistics (HOS). In several study cases, HOS are shown to be more promising than the second-order stochastic methods, namely, power, variance, covariance, and spectra. In fact, HOS have been used to solve many recent and important telecommunication problems [33, 34] , such as blind identification or equalization, blind separation of sources, and time delay estimation [35] [36] [37] [38] . It is worth mentioning that most of these HOS algorithms are only based on the second-and the fourth-order statistics [39] . Once the transition times are estimated, we should be able to estimate the PDF of the local stationary random variable (i.e., during a short-term period).
It is well known that any random variable can be completely described by its PDF [40] . In many cases, an accurate estimation of the PDF of physical parameters of interest (which are random variables) is essential to achieve our goals. This is while an accurate estimation of PDFs is still challenging to researchers. The estimation of PDFs is a relatively old problem that has been considered since the beginning of the last century with the rise and the development of new and modern complex systems (radars, sonar, and wireless communication systems). However, in late 1950s, systematic mathematical approaches have been proposed. One of the pioneering work in this field is the work presented by Rosenblatt in [41] . Parzen in [42] formulated the estimation of PDFs using kernel approaches. Later on, new approaches emerged to overcome the specification of diverse applications such as the sum of Gamma densities in Risk Theory [43] or the sum of exponential random variables in wireless communication [44] . Other researchers have focused on the choice of the kernel and smoothing functions [45, 46] . The estimation of PDFs using orthogonal series has been introduced by Schwartz in [47] . In more recent work, wavelets have been used as a non-parametric estimation of PDFs [48] . Similar to previous work, Engel used Haar's series to estimate PDFs [49] . Using autoregressive (AR) models, Kay in [50] proved that PDFs can be estimated by appealing the theory of power spectral density (PSD). More recent work reintroduced the estimation of PDF using a windowed Fourier transform [51] or Hermite's orthonormal basis set [52] . We should mention that all the abovementioned work assume that the random variables are stationary. In countless applications, the stationarity assumption may be invalid [53] . To the best of our knowledge, there is no such PDF estimator for nonstationary random variables. Hence, it is the aim of this paper to propose a PDF estimator based on a smooth kernel PDF estimator that assumes known transition times.
Mathematical model and background
In this paper, we consider the case of real non-stationary random variables b . We also assume (1.1 in Appendix 1) that random variables consisting of transmission channels are stationary by part [54, 55] . While this assumption is less strict than the most widely used assumption of stationary transmission channels, its consideration is justified in the case of moving receivers or transmitters.
Hereinafter, Pr(A) stands for the probability of the event A. Let x 1 , . . . , x n stand for n independent realization of a continuous RV X. In addition, let us denote by f X (x), F X (x),f X (x), andF X (x) respectively as the PDF, the cumulative distribution function (CDF) of X, and their estimated functions:
In the following, k(x) denotes a kernel function of x, and the mathematical expectation (i.e., the mean) of a real RV X is denoted by where E stands for the mathematical expectation. By definition [56] , the qth-order moment μ q of a stochastic signal X is
We mentioned earlier that a real random variable X is completely described by its PDF f X (x). In addition, a random variable can also be described by its first X (u) or second X (u) characteristic functions as follows:
where j 2 = −1. While the second characteristic function can be directly obtained from the first one, the first one is considered as the inverse Fourier transform of the PDF. Theoretically, PDFs may be obtained by the Fourier transform of X (u). The Taylor series of the two characteristic functions yield other important statistical functions which are the moments and the cumulants [56] :
According to the theorem of Leonov-Shiryayev [56] , the rth-order cumulant of X can be calculated from its moments, using the following formula c [53, 57] :
Using this relationship, we can evaluate the fourth-order cumulant of X as
For a zero-mean stochastic signal (please see [58] and the cited references therein), d the second-order cumulant is equal to the second-order moment and therefore the fourth-order cumulant becomes
The HOS are much easier to be estimated than PDF, as will be shown in the next section. For this reason, our nonstationary transition indicator is based on the secondand fourth-order statistics. In fact, the transition of nonstationary random variable can generate discontinuity in its HOS. As the variance of any signal should be different than zero, then it can be used to identify the existence of signals. On the other hand, normalized signals have the same unit variance. Therefore, the variance is not enough to identify the transition in a general case. Besides that, the fourth-order cumulants of Gaussian signals are zeros. For these reasons, we developed a non-stationary transition indicator based on the variance and the fourth-order cumulant.
Unbiased and adaptive HOS estimators
Let X be a zero-mean stochastic signal where x i is an event (or a signal sample) of X (1 ≤ i ≤ N). The classic estimator of the rth-order moment of X is given by
It is easy to verify that (11) is an unbiased estimator of the rth-order moment of X (i.e., E[ μ r ] = μ r ). To estimate the fourth-order cumulant of X, we can derive an estimator from the Leonov-Shiryayev formula (8):
It is established [59, 60] that the estimator in (12) is a biased estimator and the estimation error decreases proportional to 1 N . In fact, using (11) and (12) we can write
and the estimator expectation becomes
Using the Leonov-Shiryayev formula, one can develop an unbiased estimator for the cumulant as e Cum 4 Let μ r {k} be the estimator of the rth-order moment at the kth iteration, and we can develop the following adaptive estimators for the second-and the fourth-order statistics: 
where 0 < γ < 1 is another forgetting factor.
PDF estimators
To get an accurate estimation of f X (x), one should use available observations or measurements (i.e.,
where Card denotes the cardinal of a σ -algebra set. Using
dx , Parzen proposed an asymptotically unbiased estimator of the PDF as the sum of scaled and shifted kernel functions:
given that lim n→∞ h(n) = 0 and the kernel k(x) and xk(x) are Borel's functions [62] g in L1 function space, which satisfy few conditions such as [41, 47] R k(x) = 1.
In [42] , Parzen suggests few kernel functions including histograms which are kernel estimators when
with u(x) being the Heaviside step function. Using the definition in (4), the PDF f X (x) can be approximated by using the Fourier transform of an estimated characteristic function [53] . In fact, the average over a set of realization is an unbiased estimator of the mathematical expectation of a RV. Therefore, the first characteristic function can be approximated using the following equation:
In [51] , the authors mentioned that the Fourier transform of the last equation cannot converge. However, it is possible to obtain the Fourier transform of the product betweenˆ X (u) and a weighting window w(x). In this case the PDF estimator is given bŷ
The above equation can be considered as a kernel estimator. Window length and parameters are the key factors which can affect the performance of the estimator [51] . To avoid the problem of this approach and apply the well-established theory of power spectral density, Kay in [50] proposed an AR model of order p to estimate the PDF. Parameters of his AR model are estimated using Yule-Walker equations and Levinson recursion.
Using Gram-Charlier series to expand the PDF in terms of the normal density and its derivatives, Bowers in [43] approximated a risk theoretic distribution by the sum of Gamma RVs. In his expansion, the polynomials which multiply the PDF of a zero-mean normalized normal PDF are the Hermite polynomials (see Appendix 2). This study was generalized by Schwartz in [47] .
According to Vannucci [24] , there are different types of non-parametric density estimators: delta sequence estimators (such as kernel, histogram, and orthogonal series estimators) and penalized maximum likelihood estimators such as spline estimators. She also proved that scaling functions give a good approximation of smooth functions, while wavelets h can deal with functions which have local fluctuations. In order to practically apply wavelet estimators, a truncation should be made [24] . Therefore, the overall performance depends on the truncation order. An optimal choice of such order can be determined by minimizing the integrated square error or the intergraded http://asp.eurasipjournals.com/content/2014/1/21 mean square error. In real-world applications, another problem can arise related to the evaluation of the scaling and the mother functions at arbitrary points [24] . In [49] , Engel used Haar's functions to estimate the PDF and shows that his estimator is equivalent to a histogram on certain dyadic intervals.
Recently, the authors of [51, 52] have compared their approaches to the abovementioned ones. In fact, Xie and Wang in [51] showed that an estimator based on the Fourier transform of the characteristic function gives similar results to the AR model PDF estimator proposed earlier by Kay in [50] . They also showed that in certain cases, histograms can provide similar overall performance to previously mentioned estimators. However, Howard in [52] showed that the Hermite basis estimator can slightly achieve better results than the estimator based on the Fourier transform of the characteristic function proposed in [51] . For these reasons, we only consider the histogram, the Hermite basis estimator and the smooth kernel density estimator proposed by Bowan in [45, 46] . Our simulations have shown that smooth kernel density has slightly better performance than the previous mentioned ones (see Section 7).
Finally, two useful error measures are proposed to evaluate the overall performance of various estimators [41, 47, 51, 52] :
-The root of the mean-squared error
Representation of non-stationary PDF
Real-world signals can be modeled by wide or quasi nonstationary random variables [39, 63] . In this case, the PDF is a time-dependent function f X (x, t) where t can be a vector representing discrete time instants. Let us consider for example a wireless transmission channel h(t) which can be modeled by a quasi stationary RV [1] . Let us assume now that h(t) has a Weibull PDF for the first period, a uniform PDF for the second period, then a Gaussian RV in its last parts. In this case, it becomes clear that the PDF of h(t) cannot be represented by simple curve as function of t or X. Hence, the PDF of non-stationary RV should be plotted as a function of a RV X and t (see Figure 1) .
In fact, classic PDF estimators cannot provide an accurate estimation of the non-stationary signal PDF. By applying a smooth kernel density estimator over 10,000 independent realization of h(t), a bimodal PDF was obtained (see Figure 1b) . It is clear that the obtained PDF cannot correctly represent the PDF shown in Figure 1a .
Non-stationary transition indicator
In order to estimate the PDF parts of quasi non-stationary RV, one can easily use the estimator developed in the previous section to detect the number and the size of the stationary parts. Once these parts are well identified and their sizes are relatively enough to estimate a PDF, we can apply any classic PDF estimator. To make this estimation more robust, cumulants of different order (mainly the second and the fourth order) can be used to identify such parts. In fact, Gaussian signals are characterized by their zero fourth-order cumulant (see Appendix 1). In these case, the fourth order cannot separate two adjacent Gaussian parts. However, if these two parts represent two normal RVs with different means or variances, then the second or the first moment can be used to identify these parts. If the two Gaussian parts have the same mean and variance then they can describe the same RV due to the basic assumptions about the whiteness of the samples (i.e., the realization of X).
Hereinafter, we consider that the non-stationary RV is formed by successive segments of stationary RV. In order to estimate the PDF of the non-stationary signal, an estimator of the transition times should be developed. In order to simplify our discussion and gain insight, a generic case is considered. Let us consider a zero-mean nonstationary signal X(t) made by four parts of stationary random variables as shown in The fourth-order statistics of the uniform parts are given as follows:
where A is the maximum amplitude of X. Figure 3 shows that the proposed adaptive estimators can yield a good estimation of the HOS. However, these estimators are not quite enough to estimate the HOS and the transition times with a wide accuracy range. In fact, the estimators shown in Figure 3 noisy signals. To reduce the noise level, we adopted two steps:
1. First, the obtained signals are filtered using the smoothing polynomial regression filter proposed by Savitzky-Golay [64] [65] [66] . The main idea of the Savitzky-Golay filter is to apply a FIR filter such that its coefficients minimize the mean-squared approximation error. This filter is used to filter biomedical signals such as EEG signals (see Figure 4 ). 2. Second, the noise in the filtered signals are slightly reduced using a Walsh-Hadamard transform which is a generalization of discrete Fourier transform [67] . This transformation is also used in biomedical signals to filter and compress ECG signals (see Figure 5 ).
In order to smooth the HOS estimator and achieve better detection of the transition times, the signal of the HOS estimator was firstly filtered using a Savitzky-Golay filter then a Walsh-Hadamard transform truncation filtering techniques is applied. Experimental results showed that the filtered signals are much more smooth and useful to reach our goal (see Figure 6 ).
While the filtered signals are much better smoothed than the raw signals, they are still relatively noisy to obtain an accurate estimate of transition time. In fact, Figure 6 shows that the obtained filtered estimators are still suffering from the previously mentioned drawbacks, i.e., the inaccuracy in the estimation of the HOS and the transition times.
To address the previously mentioned problems, we developed the following algorithm:
-First, the PDF of the filtered HOS estimators are obtained using the kernel PDF estimator (see cumulants are clustered in rectangular signals which represent theoretical values of the HOS (see Figure 8 ).
-Various simulations have been conducted. Our simulations showed that sometimes the rectangular clustered signals suffer from local narrow spurious error windows (see Figure 8 ). These spurious error windows are normally very narrow. Hence, by supposing that the channel is not a highly dynamic one, i.e., any channel parameter cannot change more than one time in a short period (for example, the short period can be the symbol duration). In this case, one can easily eliminate these windows. In order to clean out the clustered rectangular signals and achieve an accurate non-stationary indicator, the derivative of these signals is evaluated (see Figure 9 ). -Let us assume 1.2 in Appendix 1 that the stationary parts of the channels have more than 1,000 samples (in many cases, 500 samples were enough to obtain good results). In this case, each of local narrow spurious error windows generates two Dirac delta functions with equal values and opposite signs. Based on 1.2 in Appendix 1, the two delta functions should be close to each other within 1,000 samples. Using this fact, we developed and implemented a recursive filtering procedure called continuity process (CP) to eliminate these spurious windows (see Figure 10 ). The Matlab code is given in Appendix 3. - Figure 10 shows that the impact of the local narrow spurious error windows is completely eliminated. However, our non-stationary indicator still suffers from two-step transition problem, i.e., the transition between two valid states of the cluster rectangular signals is not immediate (this case can be shown in Figure 8 around the 14,000th and 24,000th samples). Using 1.2 in Appendix 1 and the fact that the two-step transition problem generates two Dirac delta functions with different values but sharing the same sign, we developed another process called two-step transition process to deal with this problem (see Appendix 3). -Finally, a clear and accurate non-stationary indicator is obtained. Our final indicator is the output of an 'OR' gate applied on the non-stationary indicator of various HOS (in our case, we used two HOS, i.e., the second and the fourth cumulants). The final indicator is shown in Figure 11 . In Figure 12 , the synoptic of our proposed algorithm using smoothing filters and nearest-neighbor clustering algorithm is presented.
PDF estimator for non-stationary signals
In the previous section, the transition between two stationary parts has been well identified. Hereinafter, we assumed that the different stationary segments of the signal are already known and just the PDF of the nonstationary signal should be estimated. To evaluate their algorithms, the authors of [50] [51] [52] its PDF as a moderated sum of PDF of two uncorrelated normal RVs:
where m i and σ i are, respectively, the mean and the standard deviation of the normal RV X i and p 1 + p 2 = 1 are weighting parameters. It was mentioned in [52] without any proof that the previous PDF shown in equation (20) 'is consistent with a random sum of independent RVs':
where, for example, M ∈ 1, 2, and Pr[M = 1] = p 2 . We proved (see Appendix 4) that the sum should be just over two independent RV and we give the statistical properties of the newly obtained RV. It is well known that the overall performance of a histogram depends on the number of samples as well as the theoretical PDF. Performances can deteriorate if the number of samples is not large enough. On the other hand, if realization can be repeated many times, then an accurate estimation of the PDF can be obtained as the average of all obtained histograms (in Figure 13b , the average is done using ten iterations). For a large number of samples, the histogram performs quite well (see Figure 13c) .
Our simulations show that the Hermite basis set estimator suffers from two major inconveniences:
1. It depends on the value of k s , 2. It can generate a negative function, see Figure 14 .
The smooth kernel estimator proposed in [46] seems to overcome the previous two mentioned drawbacks (see Figure 15 ).
Conclusions
In this manuscript, a transition indicator for nonstationary signals is presented. The new indicator is based on HOS of quasi non-stationary variables (the random variables are considered stationary by parts). To estimate the HOS, unbiased adaptive exponential estimators are presented. To reduce the noise level of the HOS estimators, we used a cascade filtering procedure based on Savitzky-Golay filters and a truncation of its Walsh Hadamard transform. Then rectangular signals representing the theoretical values of HOS are obtained by using clustering algorithm using the maxima of kernel PDF estimator and minimizing Euclidean distances.
Simulation studies show that the obtained rectangular signals can suffer from local narrow spurious error windows which can be eliminated using a continuity assumption 1.2 in Appendix 1 and a continuity cleaning procedure called continuity process. In addition to these local narrow spurious error windows, estimated signals suffer another artifact called the two-step transition problem. After solving this problem using assumption 1. Output of IntCont using continuity and transition processes Figure 11 Indicator of non-stationary transition with continuity and two-step transition processes.
in Appendix 1 and a continuity procedure, an accurate transition indicator of non-stationary signals is achieved. Simulation studies corroborate the performance of our proposed algorithm and the accuracy of our nonstationary transition indicator. Finally, a survey of major PDF estimators is done. A comparative study is also presented and discussed. The advantages and drawbacks of major methods are highlighted and a theoretical study is provided. Simulation results show a slight advantage of smooth kernel estimator methods. It is worth mentioning that the histogram with a large number of samples is still one of the simplest and efficient estimators. The case of non-stationary process was considered and a PDF estimation approach was discussed.
Endnotes
a However, the processing time is not standardized. In fact, different authors claim that the parameters of the channel should remain constant during one frame duration, few hundred symbols, or during the convergence time of their adaptive algorithms.
b The fact that the channel is considered as a real channel is not limiting our approach, as a complex Gaussian channel could be represented by its modulus as a Rayleigh channel.
c The original formula shows the relationship among the cumulant of r stochastic signals X i (i = 1, . . . , r) and their moments of order p, p ≤ r: where the addition operation is over all the set of v i (1 ≤ i ≤ p ≤ r) and v i constitutes a partition of {1, . . . , r}, [40] . d In many applications, the stochastic signal X is a zero-mean signal. This assumption is not a major one and it has been used in many studies (please see [58] and the cited references therein). In fact, by considering this assumption, the mathematical notations can be simplified. However, all the proposed steps can be straightforwardly derived in the case of a non-zero mean transmission channel. Besides that, the mean can be estimated and canceled out from the other equations.
e Further details are given in Appendix 1. f According to Fubini's theorem [61] , a double integral defined over two measure spaces D a , D b of a measurable function f (x, y) can be computed using iterated integrals:
A is an open set, the inverse of f (x), and x = f −1 (y) is an element of a Borel's set, i.e., Lebesgue measurable set [62] .
h Wavelets are basis functions which have quite interesting properties such as their localization in space and frequency [24] .
Appendix 1: high-order statistics estimators
In this section, HOS estimators are developed. Generally, HOS estimators can be divided into main families: the arithmetic and the exponential estimators.
Arithmetic estimators
Let X to be a zero-mean stochastic ergodic signal where x i is an event (or a signal sample) of X (1 < i < N). In this case, the arithmetic estimator of the qth-order moment is given by This estimator assumes that the signal X is stationary over N samples. This estimator is a non-biased estimator (i.e., E( μ q ) = μ q ) and its variance is given by
Clearly, it is a consistent estimator; hence for stationary signals, its variance decreases with an increased number of samples. An arithmetic estimator of the qth-order cumulant can be developed from Equation 8:
It is proved [59, 60] that the estimator in (24) is a biased consistent estimator where the estimation error decreases proportional to
. . .
A non-biased cumulant estimator can be deduced from the last equation: where the parameters c p depend on the partitions of the indices v i . These parameters can be estimated as the solution of q linear equations. Let us consider the fourth-order cumulant:
In order to make the last estimator unbiased, one should solve a linear system of equations obtained by comparing term-to-term the expectation of Equation 26 and the theoretical value given by (9) (27) For zero-mean signals, we can easily prove that
This means that the following estimator is an unbiased estimator for the fourth-order cumulant of a zero-mean stationary signal X:
For real-time applications, the estimators should be adaptive ones. The estimator (23) is not an adaptive one, but it is easy to derive an adaptive version:
where μ r {k} is the estimator of the rth order moment at the kth iteration.
Exponential estimators
Exponential estimators are defined as
where 0 < λ q < 1 represents a forgotting factor. This estimator can be calculated easily in an adaptive way:
The latest estimator is biased (E μ q = (1 − λ N q )μ q ), but it is asymptotically non-biased. The main interest in such estimator resides on the fact that it can give better estimation for the moments of non-stationary signals. Thus, the closest λ to 1, the more past samples are taking into account. A non-biased exponential estimator can be written as
Estimator (32) can be also modified to an adaptive version:
An adaptive non-biased estimator of the cumulants could be derived using (22) and (33) . To simplify our discussion, the fourth-order cumulant unbiased estimator for zeromean signals could be developed as
where γ is a forgetting factor and
− Cum q (X){k − 1}
Adaptive unbiased estimators of the fourth-order cumulants
A non-biased estimator of fourth-order cross-cumulants can be obtained from the definition of the crosscumulants [68] . In fact let us consider K 22 an estimator of Cum 22 (X, Y ) defined as
where a, b, and c should be set in order to make K 22 a non-biased and consistent estimator. When samples x i and y i are independent, one can use similar estimators to these proposed in [69, 70] . In the following, we assume that the samples are independent and identically distributed (iid) over time but spatially correlated. In this case, one can prove that K 22 become a non-biased and consistent estimator: To obtain these estimators, signals are assumed stationary. The last assumption cannot be satisfied in our application. Therefore, some modifications should be considered. Let where, M ∈ 1, 2 is a modified Bernoulli RV, and a is a Bernouilli RV with Pr(a = 1) = 1 − Pr(a = 0) = . In this case, one can write:
= Pr(a = 0) Pr (X 1 + aX 2 ≤ x | a = 0)+Pr(a = 1) × Pr (X 1 + aX 2 ≤ x | a = 1)
Using the previous equation, one can deduce [53] that
where * represents the convolution product. If X 1 and X 2 are two uncorrelated mutually Gaussian RVs, then Z = X 1 + X 2 is another normal RV with N m 1 + m 2 , σ 2 1 + σ 2 2 , which proves the proposed statement.
The mean of the new variable X is given by
Using the definition of the variance and the properties of a Bernouilli RV, the second moment of the new variable X becomes In this case the variance of X could be obtained as follows:
