Abstract-The competitiveness of modern enterprises heavily depends on their ability to make the right business decisions by relying on efficient and timely analysis of the right business critical data. In large and data intensive companies such as Equinor, a Norwegian multinational oil and gas company with more than 20,000 employees, gathering such data is not a trivial task due to the growing size and complexity of corporate information sources. As a result, the data gathering task is often the most time-consuming part of the decision making process, in particular when it comes to the work processes of Equinor's exploration geologists that should find in a timely manner new exploitable accumulations of oil or gas in given areas by analysing data about these areas. In this work we present our experience in addressing this data challenge tast at Equinor. We have developed and deployed at Equinor a semantic data access system that relies on the Ontology Based Data Access (OBDA) approach. Our system is based on our solid theoretical contributions and has been extensively evaluated at Equinor.
I. INTRODUCTION
The competitiveness of modern enterprises heavily depends on their ability to make the right business decisions by relying on efficient and timely analysis of the right business critical data. Equinor ASA, is a Norwegian multinational oil and gas company headquartered in Stavanger, Norway. It is a fully integrated petroleum company with operations in thirty-six countries. One of the factors determining the competitiveness of Equinor is the ability of its exploration geologists to find in a timely manner new exploitable accumulations of oil or gas in given areas by analysing data about these areas. Gathering such data is not a trivial task due to the growing size and complexity of corporate information sources. As a result, the data gathering task is often the most time-consuming part of the decision making process.
Indeed, Equinor geologists often require data that is stored in multiple complex and large data sources that include EPDS, Recall, CoreDB, GeoChemDB, OpenWorks, Compass, and NPD FactPages (see Section II for more details). These DBs are mostly Equinor's corporate data stores for exploration and production data and Equinor's interpretations of this data. Some of these DBs has been created long time ago, can hardly be accessed by geologists without a help from IT personnel due to the complexity of their schemata, e.g., EPDS currently has about 3,000 tables with about 37,000 columns, and a common information need of a Equinor geologist corresponds to an SQL query with hundreds to thousands of terms and 50-200 joins. Moreover, the majority of EPDS table names are not meant to be read by end-users, e.g., EXTOBJIND_BKUP, RCA_GRDENS, and SSRF_RCK_SEG are such table names, while the semantics of a very few others is more understandable, e.g., DOCUMENT, WELLBORE, and CORE. Construction of queries over such schemata is not possible for Equinor geologists and thus they have to pass their information needs to IT specialists who then turn the needs into SQL queries. This drastically affects the efficiency of finding the right data that should back decision making.
Ontology Based Data Access (OBDA) [1] is a prominent approach to data access in which an ontology [2] 1 is used to mediate between data consumers and data sources (see a general diagram of OBDA in Figure 1 ). The ontology provides 'a single point of semantic data access' for data consumers, and allows either to export data in a semantic format or to pose queries over the integrated data sources in terms of a user-oriented conceptual model that abstracts away complex implementation-level details typically encountered in database schemata. Domain experts are thus able to express information needs in their own terms without any prior knowledge about the way the data is organised at the source, and to receive answers in the same intelligible form. The ontology is connected to the data via a set of mappings: declarative specifications that relate ontological terms with queries over the underlying data. OBDA systems automatically translate ontological queries, i.e., expressed in the SPARQL query language 2 , into database queries, i.e., expressed in SQL, and delegate execution of SQL queries to the database systems hosting the data. OBDA is a natural fit to address the Equinor data access challenges described 1 An ontology us a semantically rich conceptual model of the problem domain that captures the domain in terms of classes and binary properties that relate entities that populate classes and assign data values to these entities. In the last decade a number of standardised machine processable ontology languages have been developed, where the most popular are W3C standardised RDF (w3.org/RDF/), OWL 2 (w3.org/TR/owl2-overview/). Ontologies have been successfully used in many applications, including Web search [3] , Medicine [4] , E-commerce [5] , Media [6] Figure 1 . General scheme of the OBDA approach.
above: if complex database schemata are presented to users via an ontology, then they can formulate queries in terms of classes and properties in an object-centric fashion, e.g., asking for all wellbores penetrating a rock layer of a specific geological age. Moreover, OBDA is a so-called virtual approach, providing an access layer on top of databases while leaving the data in its original stores. Thus, OBDA has the potential to improve data access with a minimal change to existing data management infrastructure.
OBDA has recently attracted a lot of attention and a number of systems have been developed, e.g., [7] , [8] , [9] , [10] , [11] . However, to the best of our knowledge, the following three critical problems have attracted only limited attention and in isolation:
(i) How to create ontologies and mappings for a deployment of an OBDA system in a company? (ii) How to ensure that OBDA query processing is efficient in practice, that is, comparable to the user's expectations or comparable to the query processing time over company's database backends? (iii) How to ensure that the target users are actually able to efficiently express their information needs against an OBDA system? These problems have high practical importance for OBDA systems in general and in particular for effective and efficient deployment and use of an OBDA system in Equinor. Indeed, deployment of an OBDA system comes with a high modelling cost due to the complexity of the domain and of the database schemata. Moreover, unoptimised OBDA query processing may become impractical when the ontology and/or database are large [12] . Finally, expressing information needs over an OBDA system as a query written in a query language, e.g., SPARQL, is error prone and requires substantial training which significantly limits the usability of an ODBA system in a company.
In this paper we report our experience from a large scale 4-years long project with Equinor where we addressed the aforementioned OBDA limitations, developed our own OBDA platform, deployed and evaluated it at Equinor.
In particular, we developed (i) novel semi-automatic techniques to bootstrap (extract) new ontologies and mappings from relational databases and to integrate existing ones, and (ii) novel optimisation techniques to improve query processing by producing compact and efficient SQL queries, and then by carefully planning their query execution strategy over one or several federated DBs. (iii) a novel OBDA oriented visual query formulation interface. We then implemented these techniques and developed an OBDA deployment, query optimisation, and query formulation systems which were integrated in an end-to-end Euqinor semantic access platform.
We deployed and evaluated our platform at Equinor in order to improve the data gathering routine of Equinor's geologists. The deployment was done over seven prominent, complex, and large data sources: EPDS, Recall, CoreDB, GeoChemDB, OpenWorks, Compass, and NPD FactPages. These DBs are mostly Equinor's corporate data stores for exploration and production data and Equinor's interpretations of this data, and they are heavily used by Equinor geologists. We then evaluated our platform over the aforementioned seven DBs using three metrics:
• quality of the system's deployment, • efficiency of the system's query processing, and • effectiveness and efficiency of the system's query formulation support.
In order to objectify the measure of success and facilitate all three metrics, we gathered a catalogue of queries collected from Equinor geologists. These queries cover a wide range of typical information needs, and they are hard to formulate over Equinor databases. In order to show the quality of our semi-automatic deployment, we showed that the system enables formulation of the queries in the catalog, i.e., it provides enough ontological terms to do so, it covers a wide range of commonly used ontological terms from the geological domain, and the ontology and mappings in combination reflect expectations of geologists, that is, the answers to queries from the catalog correspond to expectations of geologists.
In order to show the efficiency of our platform's query processing, we conducted a number of experiments. Most of our experiments showed that our platform can handle queries from the Equinor's catalog reasonably well, that is, in time comparable to the time reported by existing Equinor's systems.
In order to show the effectiveness of our platform's query formulation support we showed that the semantic queries that geologists have to formulate are much simpler than the data queries over the Equinor databases behind our OBDA deployment. We also conducted a series of user studies to show that the Equinor's catalog queries can be formulated by Equinor's target personnel in a reasonably short time.
Finally, we integrated our platform in Equinor's infrastructure in order to facilitate the update of the system by Equinor's business units. In particular, we integrated the platform with ArcGIS 3 and Petrel 4 in order to show query results computed by the platform on geological maps.
The paper is organised as follows: in Sec. II we explain why findding data at Equinor is hard; in Sec. III we present our system for semantic data access; in Sec. IV we explain how we prepared our system for deployment at Equinor by developing ontologies and mappings; in Sec. V we present how we deployed and evaluated our system at Equinor. This paper reports our experience in the Optique project [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] .
II. FINDING DATA IS AS HARD AS FINDING OIL
The main task of exploration geologists in oil companies like Equinor, is to find exploitable deposits of oil or gas in given areas and to analyse existing deposits. This is typically done by investigating how parts of the earth crust are composed in the area of interest. By combining information from wellbores, seismic investigations, and general geological knowledge, geologists can, for example, assess what types of rock are in the reservoir and intersected along the wellbore. The geologist does this typically in two steps: (i) find relevant wellbore, seismic, and other data in Equinor DBs, (ii) analyse these data with specialised analytical tools.
Equinor has a number of databases of different formats and sizes that have different content and provided by different vendors and that geologists have access to and need to analyse: (i) Exploration and Production Data Store (EPDS) is the Equinor's central repository of geological data of the type described above, i.e., for exploration, production data, and its interpretations. EPDS is stored in an Oracle database. It was created about 15 years ago and it currently has about 3,000 tables and views that have about 37,000 columns all together; (ii) Core DB contains information about samples taken from the wellbore, and measurements done on them (iii) Openworks is a project database that contains work in progress. (iv) Recall contains wellbore logs, that is, measurements made down along the wellbore, both during drilling, and on later occasions; (v) GeoChem contains, mostly spectrometry, measurements from the wellbore in the field of geochemstry; (vi) Compass has geometric and geographic information about wellbores; (vii) Norwegian Petroleum Directorate FactPages (NPD FP) is an external data source governed by the NPD, which reports to the Norwegian Ministry of Petroleum and Energy.
Equinor geologists typically access data via a variety of query interfaces and data extraction tools, such as geographical information system (GIS) tools and specialised data manipulation tools, that we shall collectively refer to as access points. The flexibility of the access points is limited and in general users can control them only by inserting values for certain query parameters. When information needs cannot be satisfied with any of the available access points, geologists, possibly with the help of IT staff, try to combine answers obtained from several access points. In some cases, geologists have to contact IT staff to provide a new access point. Since access points are typically based on materialised special purpose database views, to make a new view or to modify an existing one, IT staff typically use external tools, such as Feature Manipulation Engine (FME). 5 The process of making such view consists of the three ETL steps (extracting, transforming, and loading data) Building such ETL processes that establishes an access point for a complex information need consists of a myriad of data access and processing steps, many of which require deep knowledge of the data that is being processed and how it is represented. Figure 2 shows an excerpt of an FME process that establishes an access point for gathering the information for the information need about overlapping core samples that we took from Equinor and anonymised.
It is common that Equinor geologist have to involve IT staff for data access especially when geologists need to 'explore' the data, e.g., in the case when the concrete information need is not clear and depends on the available data or when a new access point has to be created. Thus, IT staff become the de facto mediators between geologists and databases and this is the case not only for Equinor but for large and data intensive companies in general [23] . In practice, it is often the case that the availability of IT personnel that both understand the information need of the geologist and the inner workings of the data sources and tools necessary to answer the information need is scarce, and such people are often overloaded. Moreover, development of a new access points is a very time consuming process and may take up to several weeks; e.g., in Equinor it commonly takes up to several days to produce an access point that completely answers the required information need. The concrete time of course depends on the complexity of the query task and the degree of the involvement of the IT staff. As the result, the IT staff involvement became the (time) bottleneck of the data access.
There are around 900 geologists and geophysicists in Equinor and accessing data is their routine. Currently, if the access is done via existing access points, then the data can be extracted relatively fast, while the average turnaround for new access points is about four days. Reducing this time from several days to several hours would potentially bring a significant saving by improving the effectiveness of Equinor's exploration department, which is key to their overall competitiveness and profitability.
III. SEMANTIC DATA ACCESS FOR EQUINOR
One way to reduce the data access time is to provide Equinor geologists with a way to express their information needs to the system directly, without an intervention of the IT staff. We now describe the Ontology Based Data Access (OBDA) approach that aims such direct semantic access.
The main idea behind OBDA [1] is to provide the user with access to the data store via the use of a domain specific vocabulary of classes, i.e., unary predicates, and properties, i.e., binary predicates, that the user is familiar with. This vocabulary is related to the database schema via view definitions, called mappings; thus, technical details of the database schema are hidden from end-users. The user formulates queries in terms of the classes and properties in an objectcentric fashion. Queries over the domain vocabulary are then unfolded into queries over the database schemas and executed over the data by DBMS. An important feature of the OBDA approach is that the domain vocabulary is enhanced with a set of formal axioms that constitute an ontology, In contrast to database constraints, ontological axioms can be exploited to enrich query answers with implicit information. Enrichment of answers is done via logical reasoning: a user query Q over the domain vocabulary can be rewritten into a new query over this vocabulary that is logically equivalent to Q w.r.t. the ontology and 'absorbs' a fragment of the ontology relevant for answering Q.
In our project we decided to apply OBDA in Equinor but this required from us to address the following challenges: C1. The first challenge is to obtain the required components to install an OBDA system, i.e., ontologies and mappings. To overcome this we developed a bootstrapper that is able to extract ontologies and direct mappings from relational schemata. C2. The second challenge is to guarantee that our OBDA system is able to process semantic queries over massive amounts of data, as in Equinor. Since query processing in OBDA requires rewriting, unfolding, and query execution with an RDBMS, this is not a trivial task. C3. The third challenge comes with the assumption that the users can formulate queries over the ontological vocabulary. SPARQL is the standard query language over ontologies; however, it is not end-user oriented. Thus we need to develop a query language tailored for users that are not familiar with formal query languages. In order to address these Equinor challenges we developed a semantic data access platform and its high level architecture is in Figure 3 . The platform has two user roles: the enduser, in our case typically a geoscientist that wants some specific access to data, and the IT-expert, whose job it is in part to provide such end-users with access to data. The platform consists of various components that are integrated in a common framework. Ontologies, mappings, queries and other specifications, like SPARQL repository settings, are stored in a central repository that all components can access.
In the following we describe the different modules of the Semantic Equinor platform along with the challenges they address in parenthesis:
A. Deployment Support
Our platform equips the IT-expert with interfaces to setup and maintain the platform and its artefacts, in particular our deployment module can construct ontologies and mappings over the data sources using the data schemas as input [24] . We now give a short overview of what our deployment support can do. To this end, recall that an OBDA specification [1] is defined as a 4-tuple composed by an ontology vocabulary V, a set of axioms, i.e., an ontology O, a set of mappings M and a database schema S. An OBDA instance is an OBDA specification where the database schema S is replaced by D, a database instance for S, that satisfies O and M [1] . The deployment module supports the following tasks for bootstrapping ontologies and mappings from RDBs in order to create an OBDA instance. 
B. Query Transformation, Planning, and Execution
Queries over ontologies (expressed in SPARQL) posed by the users to the system are processed by our query transformation and planning module, and then executed by our execution component. They addresses Challenge C2 above and we refer the reader to [14] for technical details that are out of the scope of this paper.
The query tranformation module considers the information in the ontology, mappings, data source schemas, and additional optimisation settings, to transform the SPARQL query into an optimised federated SQL query over all the sources connected to the platform. The module performs several optimisations that address the following: (i) redundancy in SPARQL queries where SPARQL fragments may be subsumed by other SPARQL fragments within the same query; (ii) inefficiency of rewriting that is in the worst case exponential in the ontology size. Additional optimisations are performed on the unfolding of SPARQL queries to SQL queries that address: (i) redundant unions caused by redundancies in the bootstrapped ontology and mappings; (ii) redundant joins originating from the fact that database n-ary relations are mapped to RDF ternary relations.
The SQL query created in the previous step is passed on to our query planning and execution module that deconstructs the SQL query and orchestrates the evaluation of the query parts to the correct underlying data sources. The data sources evaluate the query parts as any other SQL query and return the results back to query execution module, which assembles the query answering results of the sources to form the final result of the end-user query. In order to perform cost estimation of different query plans, data statistics are obtained for all external tables that are referenced in the mappings. A transformation-based optimiser has been developed, that takes into consideration common subexpressions coming from different parts of a query in order to find an efficient execution plan. The option to push specific operators, like joins, to external databases is considered as a post-optimization step. After the final execution plan has been chosen, data transfer operators import external data. An intermediate result caching mechanism has also been implemented, so that a different eviction policy can be specified per data source. Existence of temporary results in this mechanism is taken into consideration during optimization and can lead to important improvements by avoiding execution the the external sources.
C. Query Formulation
The end-user interacts primarily with our visual query formulation tool that addresses the above Challenge C3 and that allows to formulate SPARQL queries over the ontological vocabulary without any prior knowledge of SPARQL: by iteratively combining visual components and setting filters [19] , [15] . Such queries are then sent to the query transformation module described above. The client side interface of our query formulation tool is driven by information in the ontology, and this information is fed to the client by a server side part that can also exploit ranking using query logs to improve the user's efficiency and user experience. Our visual query formulation tool is composed of communicating widgets that offer flexibility, modularity, and adaptability, see Figure 4 for an example Equinor query formulated in our tool. In Equinor's case five widgets are adopted for: (i) navigating through the concepts and roles of an ontology (widget W1 in Figure 4) ; (ii) visual representing the query as a directed graph (widget W2); (iii) performing selection and projection operations on attributes of a concepts (widget W3); (iv) presenting sample results; (v) constraining attributes by value selection from a wellbore map.
IV. ONTOLOGIES AND MAPPINGS FOR EQUINOR
The use of our OBDA platform at Equinor required the development of appropriate ontologies and mappings. We now present Equinor requirements for ontologies and mappings and then explain how we developed them.
A. Practical Requirements to Ontologies and Mappings
Clearly, the main requirement is that our OBDA solution should enable efficient formulation of information needs from Equinor geologists. In order to achieve this, we conducted interviews with Equinor geologists and IT experts who support them by creating access points. This gave us a few hundreds of information needs expressed in English, that look as follows: 1) In my area of interest, e.g., the Gullfaks field, return wellbores penetrating a specific chronostratigraphic unit, and information about the lithostratigraphy and the hydrocarbon content in the wellbore interval penetrating this unit. 2) Show all core samples overlapping with Brent Group. 3) Show all permeability measurements in Brent. Then, we aggregated thees needs in patterns since many of them asked about essentially the same (or very similar) entities but relied on different concrete 'constants', e.g., several needs were about penetration of stratigraphic layers and they differed only on the names of concrete layers. This aggregation gave us a Equinor query catalog of 73 representative Equinor queries in SPARQL, with references to the underlying information needs expressed in natural language. Clearly, our collection of both information needs and corresponding queries is not exhaustive-it is only a sample of what geologist typically ask. At the same time, as we verified with domain experts, the Equinor query catalogue provides a good coverage of topics that are typically of interest for Equinor geologists. From this we derived the first natural minimum requirement for the ontology and mappings:
Requirement 1: The ontology should enable formulation of queries from the Equinor query catalog and mappings should enable answering these queries. To fulfil Requirement 1, the ontology must contain all the terms occurring in the catalogue. For example, the example information need 1 presented above contains the terms wellbores, penetrating, chronostratigraphic unit, lithostratigraphy, hydrocarbon content, and wellbore interval. All in all the catalogue contains more than 150 relevant domain terms. As we verified with Equinor geologists, the terms occurring in the catalogue are important, but, as expected, do not provide a sufficient domain coverage; that is, geologists need many more domain specific terms for expressing their information needs. Via interviews with geologists, we determined six domains that should be reflected in the ontology: geospatial, geometrical, enterprise, production, seismic and oil related facilities, which gave the following requirement:
Requirement 2: The ontology should cover a wide range of geological domain terms including the ones from the catalogue and the six relevant domains. A desired requirement of the ontology and mappings is, not only to cover the necessary vocabulary to enable the formulation of queries, but also to enable the correct answering of these queries.
Requirement 3: The ontology and mappings should lead to the expected query results in the OBDA solution.
B. Development of Ontologies and Mappings
In order to meet the aforementioned requirements, the ontology developed for Equinor consists of two parts. The fist part was bootstrapped from the Equinor databases using our bootstrapping module. For example, running the bootstrapper over the EPDS database extracted an ontology comprising 3,329 classes, 68,737 properties, and 139,037 axioms from explicit and implicit constraints. See Table I for the complete list of ontology metrics. The second part of the ontology was manually developed by us together wit the Equinor engineers. It is called the Subsurface Exploration (SE) ontology and it covers parts of the petroleum subsurface exploration domain with a special focus on the information needs (i.e. query catalog) to meet Requirement 1. This includes concepts and relations for describing, e.g., fields, wells, wellbores, and subsurface conditions and environments. The SE ontology contains 106 classes, 49 object properties, 42 datatype properties, and 520 logical axioms. Figure 5 shows an overview of the resulting OBDA instance for each of the Equinor databases together with the (imported) SE ontology. Next we provide more details about the creation of the OBDA instance.
The bootstrapped part helps us to meet both Requirement 1 and Requirement 2 in order to include a broader set of terms which may be relevant for future information needs covering the six indentified domains. The bootstrapped ontologies and the SE ontology were aligned using the techniques described in Section III (see column Align in Table I ). Special care was taken to avoid introducing unwanted consequences: for instance the alignment techniques will avoid adding alignment axioms that would lead to inconsistencies, or faulty consequences like W ell W ellBore that are not supported by the input ontologies [25] and would prevent meeting Requirement 3.
Most of the axioms in the ontologies, including all bootstrapped axioms, fall in the OWL 2 QL profile, which is required for OBDA to guarantee correctness in the query rewritting (see Table I ). Examples of OWL 2 QL axioms are NaturalGasLiquid Petroleum (natural gas liquids are a sort of petroleum), Wellbore ∃hasLicense (each wellbore has a license associated to it), and Company ∃hasName (each company has a name). The SE ontology contains a few non-OWL 2 QL axioms, which we approximated in OWL 2 QL using the techniques of [26] .
In order to fulfil Requirement 3, the SE ontology was manually linked via R2RML mappings to the data sources: EPDS, OpenWorks, Recall, CoreDB and GeoChemDB and a total of 75 mappings were created. The bootstrapped mappings were also complemented with manually create complex mappings since there were cases where the bootstrapped mappings did not sufficiently reflect their relation to the correspondent database in order to meet the information needs. See Table II for metrics about the manually created and bootstrapped mappings.
The column Federated contains mappings where the source SQL query touches more than one database. These mappings are only usable in a federated OBDA setting. All the other mapping rules have SQL queries that each selects data only from a single database.
We try to avoid such federated mappings because of Equinor policy on SQL queries: Because of the complexities in the SQL schemas, and the rate of change, there is for each database a single team of people who are tasked with the writing of all SQL queries towards that database. Requiring these teams to overlap is organizationally hard, hence, no single person should have to be able to write SQL towards Together with Equinor geologists we manually evaluated sample classes and properties form the constructed ontologies. As the result 44% of the classes in the query catalog have a good (lexical) match (greater or equal 0.8) with terms of the bootstrapped ontology; furthermore, 29% of the classes are fully (lexically and structurally) covered (i.e., true positives), while 19% of the matches are semi-true positives.
V. DEPLOYMENT AND EVALUATION AT EQUINOR
We deployed our platform at Equinor using the ontologies and mappings that we discussed in the previous section. We now present how we integrated our platform in the Equinor's infrastructure and then how we evaluated it. query to this collection, and then immediately execute the query from the GIS client tool where the results of the query will be displayed. Figure 7 shows a screenshot that illustrates how results of querying from a GIS client tool look like. The list of available queries/WFS layers that may be fetched from our OBDA platform are also available directly from the GIS tool. This usage pattern shows how our platform platform can be used to efficiently share queries across the enterprise. Figure 8 shows a screenshot of how our semantic platform is integrated with the Petrel system.
B. Evaluation of Visual Query Formulation
Since the goal of our OBDA deployment is to make gathering of data from EPDS more efficient; this leads us to the next requirement:
Requirement 4: Queries from the Equinor catalogue should be expressible in our visual query system. Moreover, these queries expressed over the ontology should be much simpler than the data queries in the corresponding access points. We evaluated our solution against this requirement with positive result. By analysing Equinor query catalogue we observed that 83% of its queries are either linear or threeshaped conjunctive queries and the others contain aggregate functions while a very few of them contain negation. No query in the catalogue has a cycle. Therefore, a visual query formulation system should primarily support tree-shaped conjunctive queries and aggregation. Data sources at Equinor have a spatial dimension; therefore, domain experts could greatly benefit from an interaction mechanism where maps are used. This requires us to provide a domain specific map component to address spatial data sources. Our visual query formulation tool meets these requirements as it is combines multiple representation and interaction paradigms through various widgets including a map widget. Currently, 67% of the queries in the query catalogue are supported, that is, tree-shaped conjunctive queries and queries with aggregation (i.e., excluding queries with negation).
Expressing Equinor catalog queries over the ontology requires from 3 to 13 ontological terms, and the longest query contains 23 terms. These queries are quite simple and contain 8 and 13 terms only. At the same time, the Equinor access points corresponding to such queries are based on complex SQL queries that involve not less than dozen of tables, not less than 25 statements in the WHERE clause with not less than 11 technical statements of the form 'T.A is not null' that ensure correctness of query execution, and not less than 10 joins. This provides clear evidence that the catalogue queries over the ontology are much simpler than the corresponding access point queries. Moreover, expressing catalogue queries over the ontology is relatively easy and could be done quite quickly by Equinor geologists-during user studies they did it in one day.
C. Evaluation of Query Processing
The final requirement is about the system's efficiency: Requirement 5: Execution time of queries from the Equinor catalogue over our OBDA deployment should be similar to the data extraction time of the corresponding access points even in the case of data federation scenario. We conducted extensive experiments to evaluate the execution time of our system in several scenarios over Equinor databases. We now give only a summary of the performance evaluation results, see details in [14] . Our first set of experiments aimed at showing how our query optimisations lead to significant reduction of query processing time over one DB. To this end we focused on the most complex Equinor DB available for our experiments, EPDS, and showed how our optimisations affect query execution time for queries from the Equinor catalog. Since EPDS is not a public DB, we conducted the same experiments over NPD FactPages, a public Equinor DB. Since NPD FactPages is small, about 105 MB, we developed and applied a procedure to scale this data in such a way that the resulting DB respects the important structural characteristics of the original DB. Finally, we conducted experiments over federated databases in order to show practical benefits of our distributed query planning component. In Table III we give statistics about executing queries from the Equinor catalog over EPDS. In short, our OBDA solution at Equinor currently covers most information needs with average execution times of about two minutes for the federation setup, and under one minute for the EPDS setup. This is a huge improvement in comparison to the time needed in order to setup a new access point for Equinor geologists, but it is also comparable to the time needed for end users to get information from existing access points, with parameterized queries for example. As effort to cover all the remaining information needs is ongoing, we believe that execution times for the rest will not be much different from the existing ones.
VI. CONCLUSION AND DIRECTIONS
In this paper we presented our practical experience with addressing the challenge of finding the right data when it comes to big data of a large and data intensive company Equinor. We developed and deployed a systems that enables Equinor geologists to find the right data and eventually oil faster than with the conventional ETL-based data access points that they currently use at Equinor. Our approach is semantic in the sense that it is based on the ontology-based data access paradigm.
Our solution goes beyond the stat-of-the-art OBDA systems, non of which to the best of our knowledge could be directly applied at Equinor. In particular our solution is equipped with a deployment module for semi-automatic creation of ontologies and mappings, a query processing module that ensures efficient OBDA query processing, a federated query execution module that provides highly optimised query plans, and a query formulation module that allows end-users to construct relatively complex queries over ontologies without a prior knowledge of Semantic Technologies and of Equinor databases. We deployed our solution at Equinor and evaluated it against the requirements that we derived together with the Equinor engineers via interviews, analysis of their business processes, and against the catalogue of typical information needs of Equinor geologists.
Moreover, we believe that our work opens new avenues for research in the areas of semantic access and integration of federated and distributed relational databases in large enterprises, since it shows practical benefits of such approach and exhibits important practical challenges that should be addressed in order to ensure success of such technology. 
