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Abstract
The concept of smart manufacturing comprises high levels of adaptability with rapid design changes,
digital information technology, and more data training. This differs from traditional manufacturing,
which depends on constant inputs for the generation of process planning to manufacture a part or
requires human intervention if any of the input changes. Smart manufacturing has become a vital
issue in the manufacturing industry since the start of the twenty-first century, in terms of time and
production cost. One of the most effective concepts for achieving a smart manufacturing industry
is the use of Computer-Aided Process Planning (CAPP) which is the key technology that connects
Computer-Aided Design (CAD) and the Computer-Aided Manufacturing (CAM) processes. A lot of
effort has been spent taking CAPP systems to the next upgraded level that is Automated Computer-
Aided Process Planning (ACAPP) in order to provide complete information about the product, in
a way that is automated, fast, and accurate. One of the most import aspects in creating an ACAPP
system is the use of feature technology, as it is the first step in converting the design to manufacturing
features. This includes in particular the development of efficient Automatic Feature Recognition
(AFR) systems and solving features intersecting issues.
The implementation of AFR techniques is an indispensable concept for transferring product
data between CAD and ACAPP systems. Different international Product Data Exchange (PDE)
standards, such as Drawing Exchange Format (DXF), Initial Graphic Exchange Specification (IGES),
and Standard for the Exchange of Product (STEP) files are used to accomplish this purpose. Although
many AFR techniques and systems have been developed to serve this aim, each of them has limitations.
For example, each system is restricted to recognise a specific set of predefined manufacturing features;
hence, if new features are included in the model design, they will not be recognised. In this work,
a novel and smart interactive AFR (SI-AFR) system has been proposed for recognising features of
iii
rotational parts. A parser has been developed to extract the geometrical and topological information
of a part design from a STEP file and to send it to the next steps. Then, the system manipulates
the extracted information to facilitate the feature recognition process. During this progression, the
system contributes to solving issues considered drawbacks in previous works, such as identifying the
convexity and concavity of toroidal surfaces and efficiently isolating faces that belong to holes and
internal shapes. Finally, the feature recognition process has been divided into two parts: recognition of
predefined features and smart interactive feature recognition. This has been written using C# coding to
extract the features’ geometrical and topological information from the STEP file. Whilst the first part
of the proposed system has the ability of recognising 54 predefined features, the main contribution
of this research is concentrated in the second part of the system which allows new features to be
detected, identified, and added to the predefined feature set. This is achieved by extracting the type and
specification of each face, the geometrical and topological relation between each two adjacent faces,
and the number of the faces that form the new feature. Due to its ability in identifying predefined and
new features, it is believed that the system represents a new generation of feature recognition systems.
Also, a “features subtraction” system has been created as an optimal solution for complex features
intersecting cases. It takes the final manufacturing features from the SI-AFR system as an input.
The system has seven steps for analysing, processing, and calculating intermediate features. The
intermediate features represent layers of material to be removed, in an optimal sequence. These are
recognised by scanning in all directions of the part, to determine the intersecting areas between the
final manufacturing features. Such a system provides a whole vision of transferring a blank into the
desired shape via step-by-step rough turning, drilling, and boring processes.
The results from the SI-AFR and features subtraction systems depend on the geometrical and
topological information of the pre-defined and new features. These are analysed for the purpose of
automatically generating CAPP outputs, such as the process selection, cutting tools, sequence of
operations, and generating G-code. This is to reduce the time and production cost, as well as human
intervention, and hence significantly contributes to an organisations efforts in sustainability. The
proposed ACAPP system has been practically validated, clearly demonstrating how it surpasses the
capabilities of traditional CAM software, since all the outputs are achieved automatically, which
CAM software are currently not capable of. The final manufacturing features of the part have been
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produced accurately, compared to the design features, in terms of specified design dimensions and
tolerances. The current version of the system covers rotational symmetrical parts, however this work
can be extended to include rotational non-symmetrical and prismatic parts.
Keywords: Automatic CAPP, Smart manufacturing, Automatic feature recognition, Features
subtractions
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1.1 Background of research
Process planning is an essential link between design and manufacturing. It determines the manufac-
turing processes, their sequences and the conditions to convert a design into a physical component
economically and competitively [1–6]. With the traditional approach, manufacturing experts used
their experience and knowledge to solve process planning issues and give instructions about how
to manufacture products [7, 8]. Since the early 1960’s, computers have been used to assist design,
process planning and manufacturing activities due to their ability to perform complex functions in
a fast and accurate way [1, 9]. Thus, the three traditional concepts (design/process planning/manu-
facturing) have now become known as Computer Aided Design (CAD), Computer Aided Process
Planning (CAPP), and Computer Aided Manufacturing (CAM) in the industrial world [9].
The term CAD refers to the use of computer systems to assist in generating surfaces and 3D
solids of products [9, 10]. Design information needs to be shared accurately among designers, process
planners and other participants in the production process [2, 11]. A part’s information is represented
internally in CAD systems and thus, it is logical to let computers analyse that database of information
directly to create a process plan. This is instead of converting the design from the computer into
a drawing on paper and back again, to produce the manufacturing report [12]. However, sharing
design information is challenging because different enterprises, which are involved in designing
and manufacturing, use different CAD systems [13, 14]. As an ideal solution, many companies
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and organisations have designed and presented formats of international Product Data Exchange
(PDE) standards to solve this issue: Drawing Exchange Format (DXF), Initial Graphic Exchange
Specification (IGES), and Standard for the Exchange of Product (STEP) [13–15]. The benefits of
these standards are not limited to handling and saving the product data, for it is also possible for them
to be used in identifying the manufacturing features of the product [15, 16]. In fact, the standard
formats are essential requests, since manufacturing features are used for almost all CAPP systems for
product description [2].
Computer Aided Process Planning (CAPP) is the use of computers to aid process planners in a
systematic determination of convenient methods in the manufacturing of a part or product [17, 18].
Niebel in 1965 was the first who discussed the use of computers to assist in the selection of basic
processes in order to plan manufacturing processes for a given functional design [1, 6, 19]. To date,
much research and many publications have been devoted to develop CAPP systems. However, in
comparison with CAD and CAM systems, few CAPP systems have reached the stage where they
could provide significant solutions to the manufacturing industry [20]. Part of this slow progress
is due to the enormous complexity of the nature, and the dynamic aspects of the process planning
task [12, 19, 20]. Furthermore, it might be discouraging to know that since Sutton mentioned in
1989 that, “there are no fully automated CAPP system and almost all of them still require extensive
manual operations” [21], this statement still holds true, in spite of the significant efforts that have
been made to take the traditional CAPP systems to the next automated level [22, 23]. Hence, it is
very important to pinpoint the barriers that obstruct this goal. The following research question will be
examined to achieve a smart Automated Computer Aided Process Planning (ACAPP) system, which
is an extension of the functionalities of CAPP:
1. What are the required inputs and expected outputs to generate ACAPP?
2. What optimisation functions can be implemented (cost, productivity, etc.)?
3. What factors and strategies are needed, and what further knowledge could be added?
Figure 1.1 shows a smart manufacturing system as a sequence of a product life cycle, which is
supported by computers throughout the three main stages (design process/CAPP based on automatic
feature recognition (AFR)/manufacturing process).
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Figure 1.1 The architecture of a smart manufacturing system
Where the analysis includes features extraction and recognition in addition to all other information, such as
dimensions and tolerances, surface finish, and the part datum.
1.2 The concept of CAPP
As mentioned in section 1.1 , it is clear that the decisive role of process planning is as a bridge
between the design and manufacturing processes and that an efficient CAPP can reduce the lead
time [21, 24]. In addition, essential issues such as cost of components, company competitiveness,
production planning, and production efficiency could be determined with the associated CAPP [25].
Owing to the reduction in the number of experienced process planners in industry, the field of CAPP
research is growing and receiving greater attention than ever before [24].
Whilst there has been much research to automate CAPP, the results are still considered to be
lagging behind where they should be due to the multidisciplinary nature of process planning [5, 26].
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The various aspects of process planning are classified according to the required inputs and operational
details (outputs). The required inputs of a CAPP include:
1. Feature technology;
2. Geometric dimensioning and tolerancing (GD&T);
3. Materials;
4. Surface finishes;
5. Machining process and process capabilities (MP&PC).
These inputs should be accurately analysed and evaluated in order to generate process planning
based on available machinery and processes [4, 17].
The final output of the process planning activities includes:
1. Processes selection;
2. Sequence of operation;
3. Cutting tools;
4. Cutting conditions;
5. Selection of jigs and fixtures;
6. Identifying the tool path for both the rough and finish cycles;
7. Estimating the time and the cost to manufacture the part[3, 17, 26].
Figure 1.2 shows the general structure of CAPP systems with their inputs and outputs.
1.3 Justification and motivation
There are many methods and technologies of CAPP, with those that are widely used including
feature-based technologies, knowledge-based systems, artificial neural networks, genetic algorithms
(GAs), fuzzy set theory and fuzzy logic, Petri nets (PNs), agent-based technologies, internet-based
1.4 Research aims and objectives 5
Figure 1.2 CAPP system with its inputs and outputs
technologies, and the standard for the exchange of product data (STEP)-compliant method [1, 6]. It is
important to re-examine and analyse the current methodologies and approaches to determine whether
they will lead to convincing solutions of ACAPP.
There are numerous reasons why developing a smart ACAPP system would be massively beneficial
to the manufacturing industry. Firstly, it can reduce human intervention in regenerating the required
manufacturing information of a CAD model by automating the process. Secondly, the output
manufacturing information of the system can be saved and presented to the machine operator as
documentary files, including complete process planning in terms of instructions. Thirdly, based
on the points mentioned above, a smart ACAPP system would significantly minimise the time and
production cost, and increase flexibility due to the increased intelligence of the system. Finally, all
these advances enhance the sustainable capabilities of the manufacturing industry, by reducing waste
of resources. This research intends to elevate current capabilities of traditional CAPP to the next level
of intelligence and automation.
1.4 Research aims and objectives
The aim of this research is to take CAPP systems a step forward to the next level in the form of smart
ACAPP. This is by solving some AFR drawbacks such as recognising new manufacturing features
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that are not included with the predefined ones and features intersections issues. Whilst this research
attempts to cover as much as possible of CAPP inputs and outputs, more emphasis has been given to
the AFR since it is considered an indispensable concept for transferring product data between CAD
and CAPP systems; hence, it helps in generating CAPP outputs. Finally, the instructions of how to
manufacture a part is automatically generated and presented as text files to the machine operator for
delivering a complete picture of the process planning. Such a system would reduce the expected time
to produce instructions setting up a blank on a machine and manufacturing the part, hence reducing
the overall lead time. Also, another value that smart ACAPP adds is that it does not require human
experience to carry out these steps, which is traditionally the case. In order to achieve these aims the
following objectives has been set:
1. Reviewing previous technologies and methods developed in CAPP and AFR, and presenting a
critical assessment of the work achieved in the last decades.
2. Gaining a solid knowledge about the structure of the STEP file, and diagnosing its benefits and
limitations.
3. Investigating, assessing, and defining the main AFR problems in terms of recognising new
manufacturing features that might be included in a CAD model as well as features intersecting
issues.
4. Investigating, assessing, and defining the existing issues in recognising some features of
rotational parts based on a STEP file information, such as identifying whether a toroidal face in
a part is a concave or convex surface, and if a feature is external or internal.
5. Developing a smart interactive AFR system using C#.
6. Solving feature intersecting issues.
1.5 Key contributions and novelty
As a result of this work, a step towards a smart ACAPP system for manufacturing rotational parts has
been accomplished. This is the first advancement in developing a completely smart ACAPP, which
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covers all the required inputs and expected outputs, for rotational and prismatic parts. Such a system
can be used as a commercial industrial application to reduce human intervention in process planning,
as well as the time and production cost. The development of this system is associated by the following
contributions to knowledge in the CAPP field:
1. A critical assessment about the degree of automation of each required input and expected output
of CAPP systems, which illustrates the missing aspects in smart ACAPP generation. Also,
this critical assessment demonstrates the benefits and limitations of different automatic feature
recognition systems and techniques, currently found in the literature. This research has been
published as a journal paper (M. Al-Wswasi, A. Ivanov, and H. Makatsoris, “A survey on smart
automated computer-aided process planning (ACAPP) techniques,” The International Journal
of Advanced Manufacturing Technology, 2018) [23].
2. The development of a novel and Smart Interactive AFR (SI-AFR) system for recognising
manufacturing features of rotational parts has many contributions that solve issues considered
drawbacks in previous works:
(a) geometrical and topological information of new features can be detected, identified, and
added automatically to the database of predefined features;
(b) identifying the convexity and concavity of toroidal surfaces;
(c) isolating external features from internal ones that form holes and internal shapes;
(d) the proposed system accepts any of the three application protocols AP203, AP214, or
AP242, in contrast with the previous AFR systems when each of them has been developed
based on only one application protocol (AP).
This work has been published as a journal paper (M. Al-wswasi and A. Ivanov, “A novel
and smart interactive feature recognition system for rotational parts using a STEP file,” The
International Journal of Advanced Manufacturing Technology, 2019) [27].
3. A new methodology of features subtraction has been developed to solve features intersecting
issues in rotational parts. This is to help planning the rough cutting cycle when most of the
material is removed from the original stock. A journal paper of this methodology has been
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submitted to The International Journal of Advanced Manufacturing Technology as continuation
of the two previous publications and is currently under review.
4. The result from the SI-AFR and features subtraction systems has been used to automatically
generate certain CAPP outputs, such as the selection of machining processes, cutting tools,
sequence of operations, as well as generating G-code.
1.6 Outline of thesis
The thesis is structured as follows:
Chapter 1 (Introduction) gives a brief background of the research and explains the major
motivations, objectives, aims, and key contributions of this work.
Chapter 2 (Literature review) presents a literature review about principles, functions, require-
ments, and different methodologies and approaches to CAPP regarding inputs and outputs. Also, it
gives a special emphasis about the fundamental concepts and methods of AFR techniques.
Chapter 3 (STEP file structure and characteristics) explains the structure of the STEP file
taking an example of a simple 3D shape to illustrate its outline.
Chapter 4 (A smart interactive AFR system for rotational parts) presents the novel and smart
interactive AFR system for rotational parts using a STEP file. The way the problem is defined and the
system is built in terms of recognising new manufacturing features and adding them to the system’s
database is outlined. The results from the preliminary experiment is analysed and discussed.
Chapter 5 (Intersection of manufacturing features) clarifies the applied methodology in solv-
ing features intersecting issues. An example with its results is discussed.
Chapter 6 (Geometric dimensioning and tolerancing) describes an attempt of automatically
extracting GD&T data from a CAD model as a semantic representation.
Chapter 7 (Results and conclusion) includes the implementation of the results from Chapters
4 and 5 for the purpose of generating smart CAPP outputs. Also, it outlines the assessment and
conclusion of the whole research.





This literature review chapter describes different methods and technologies of CAPP in terms of
required inputs and expected outputs. However, it gives special attention to the current AFR method-
ologies and approaches because this aspect is considered the key to success in any CAPP system.
This is to reconsider and analyse the previous work, to determine whether convincing solutions has
been reached to obtain ACAPP. Also, a vision of how it is possible to optimise the covered inputs and
outputs will be mentioned at the end of this chapter.
2.2 Required inputs of the CAPP
In order to generate instructions to manufacture a part, CAPP has to recognise and analyse the product
model data provided by a CAD system. The product data includes manufacturing features, which
are identified based on geometric features including dimensions, tolerances and roughness as well as
relevant non-geometric information, such as materials and hardness [28]. However, CAD and CAPP
systems have different product data descriptions, for example, the former is geometry-based, whereas
the latter is manufacturing feature-based [29]. In addition, it is difficult to embed non-geometric
information as real attributes in most, if not all, current CAD models. As a matter of fact, even if the
non-geometric data are incorporated in these models, they are represented as text in the same way as
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technical notes in a drawing. Hence, human intervention is needed to regenerate the manufacturing
information when a CAD model is to be transferred to downstream users, such as the process planner
[30]. This section explains the concepts of the required CAPP inputs, and is aimed at diagnosing the
shortcomings that prevent auto interlinking between CAD/CAPP/CAM systems.
2.2.1 Feature technology
Computer aided design systems have been used since the 1960s to assist draftsmen with tedious
drawings and redrawing tasks, as well as to improve drafting efficiency [17, 31]. All CAD packages
include geometric or modelling features which describe a part using low-level entities, such as points,
lines, and curves. Whilst the CAD packages store the information in their own databases, each
package has a different database structure, for there is no one standard that has been developed to be
used by all [30]. Furthermore, the geometrical features of a part are not suitable to be used directly in
CAPP systems; hence, they should be converted to high-level manufacturing features, such as holes,
grooves, and pockets. However, feature technology is expected, in the near future, to achieve better
integration between CAD and CAPP. Feature technology represents an essential tool for computer
integrated manufacturing (CIM), which is considered a focal research area in manufacturing industry.
The main two approaches in this field are design by features (DBF) and automated feature recognition
[32–36].
In the DBF methodology, a part is designed using a set of predefined features in the modelling
system libraries, such as slots, holes and pockets, etc. [33, 35]. This approach facilitates modelling
design data by storing high level information in the CAD module’s data structure [37]. In addition,
this method can speed up the design process, since it remarkably reduces the amount of work required
to recognise the features [35]. Despite the advantages of DBF, it has not yet reached expectations. The
main drawback is the unlimited set of features in design [32]. Also, as this approach stores high-level
feature information in CAD packages, it is difficult to transfer and exchange this level of information
among different systems [38]. Furthermore, despite DBF reducing the work of feature recognition, the
need for it still exists [32, 39]. Hence, all the systems that include feature modelling require feature
recognition techniques [35].
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In AFR techniques, low-level geometric entities of part design models, which are created in CAD
systems, are converted to manufacturing features. This is to be used in various engineering tasks, such
as CAPP, CAM and inspection [32, 40]. Different AFR approaches have been developed, since there
are various classifications of features, and they are used in different application areas [40]. Whilst
few AFR systems use DXF and IGES files for the purpose of extracting geometrical data of the part,
more emphasis has been given to STEP AP203, AP214, and AP242 files. These APs were developed
by different groups, and each covers a specific requirement. For example, STEP AP203 defines
the geometry, topology, and configuration management data of solid models for general mechanical
parts and assemblies; whereas, STEP AP214 is more focused on automotive I industry. The recent
STEP AP242 is a merging of AP203 and AP214, and it exceeds their abilities by not only extending
the covered industry areas, for it also exports extensive information about the part. However, these
APs share the same hierarchical structure as will be demonstrated in chapter three. The main five
categories of the AFR are:
1. Syntactic Pattern Recognition;
2. Graph Based;
3. Hint Based;
4. Logic Rule Based;
5. Artificial Neural Network [41, 42].
Whilst AFR methods have been used widely in the intelligent manufacturing environment, each
method still has drawbacks, such as limited ability of learning, specific range of features to be
recognized, low speed, etc. [35].
2.2.1.1 Syntactic Pattern Recognition
Syntactic pattern recognition (SPR) is a formalised technique to represent a pattern as a structure of
the form of string, a tree or a graph. In a recognition process, a pattern is analysed and assigned to a
predefined class of features. If the pattern is complex, it is defined in a hierarchical way, whereby
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primitives are used at the bottom of the hierarchy in order to build simple substructures with symbols
[43]. There are three major components in this approach: Pre-processing, Pattern description or
representation and Syntax analysis. In the pre-processing, a pattern is coded using a convenient form
to be prepared for further processing. The coded pattern could be represented as a language-like code,
such as a string of alphabets. During the pattern representation process, the pattern is segmented
into simpler sub-patterns called primitives and, the segmentation process helps to identify relations
between these primitives. The decision on whether or not the primitive belongs to the class that is
described by an existing grammar will be achieved by the Syntax Analyser [44]. Figure 2.1 shows
the outlines of this approach, and how an analogy is drawn between the structure of patterns and the
syntax of languages.
Figure 2.1 Block diagram of a SPR system [44]
Yip-Hoi et al. [45] utilized a 2D area decomposition method for recognising turned features from
axisymmetric parts. It starts with identifying the machining axis and determining the Maximum Turn-
able State (MTS) of the part, which is the state of the part in which moving more material will gouge
surfaces of the final part. The Maximum Turn-able Volume (MTV) is the material that can be removed
by turning, and it is found by subtracting the MTS from the stock workpiece. The system consists a set
of predefined features with a unique combination of elements for each feature. A pattern recognition
algorithm is used to search for matching between the MTVS decomposition and each predefined
feature pattern. After finishing the features recognition, three steps of precedence generation are
included: determining the features ordering, mapping volume-to-operations, and mapping operation-
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to-resource. This is to be used as a part of a CAPP system. However, the implementation of this
method was limited for the 2D patterns that contains only straight-lines segments. Based on the
authors, it is possible to extend it to include arcs or other curved segments.
Ketan and Yaqoub [46] proposed an AFR system for recognising the symmetrical features of
rotational parts. In this system, a STEP file is used to save a 2D upper profile of the part from a
CAD package. The system also includes the implementation of the sweeping primitive rule algorithm,
which was constructed based on three techniques: syntactic pattern recognition, sweeping operation,
and logic rule-based. An example was presented to validate the approach using Autodesk mechanical
desktop 0.9 in order to draw the part profile. Whilst a 2D part representation can be created using
lines and arcs, in this work the part profile is restricted to containing only line segments. Also, the
system is limited to recognising thirteen predefined symmetrical rotational features.
The SPR technique has been also used for recognising features of prismatic parts. Perng et al.
[47] proposed a SPR method to extract manufacturing features from 3D constructive solid geometry
(CSG). Whilst the system is able to recognise 18 prismatic features, it cannot handle intersecting
ones. However, the output feature information from this algorithm can be passed to CAPP systems
for the rough-cut machining. Meeran and Pratt [48] applied both syntactic pattern recognition and
intelligent logic techniques to recognise the features of a 2D prismatic part design using DXF file.
The entities in the DXF file are classified and resorted into three groups pertaining to the front, side,
and top views. These three groups are then exported to the recogniser, which is provided with a
library of predefined features based on syntactic pattern recognition, for recognising and categorising
simple isolated features. Loops of entities that correspond to predefined features are removed from
the database, whilst the remaining entities are examined using intelligent logic to check whether they
correspond to one of three possibilities: intersecting, protrusion, or depression features. According
to the authors, the sequence of recognition processes is not in any sense optimal. Furthermore, the
adopted approach is capable of recognising very specific and simple feature types along with more
general protrusion and depression ones. Also, Arivazhagan et al. [49] developed a feature recognition
methodology that uses STEP files to extract geometrical information directly from a B-rep model. The
proposed approach implements SPR to recognise five classes of prismatic parts features: interacting,
tapering, interacting-tapering, curved base features, and tapering cross-sections. Each edge loop
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of a prismatic part includes details of edges, vertices, coordinate points, and directions. With all
the implicit information of an edge loop, a basic feature can be described by comparing it with
pattern strings, which have been developed for every class of features. The final shape of a feature is
recognised by checking: the presence of similar edge loops on parallel faces and the connectivity of
faces between these parallel edge loops. The system is able to recognise 195 types of tapered features.
Furthermore, the output provides: the tool path direction, details about edge loops, and the dimensions
of features, including the value of taper angles.
Whilst the Syntactic Pattern Recognition method has succeeded in identifying classes of features,
it has a narrow area of application. That is, the method is limited to turning features of rotational parts
and 2D prismatic parts. The implementation of this method lacks success, if it is implemented with
rotational parts that have non-turning features or 3D parts with non-axis symmetry. Because of this
weakness, it has been replaced by newer techniques, such as logic rule based and artificial neural
network that have overcome these limitations [43, 50].
2.2.1.2 Graph Based
The first Graph Based (GB) feature recognition formal approach was developed by Joshi and Chang in
1988. It is highly regarded as a successful features recognition method, since it has been implemented
in many commercial FR systems. Moreover, many techniques have been incorporated based on this
approach and used in different applications, such as process planning software [50]. Joshi and Chang
[51] developed the GB approach to recognise machined features from a B-rep solid model. Their
approach uses an Attributed Adjacency Graph (AAG), which can be defined as a graph G = (N,A,T ),
where:
N = a set of nodes,
A = a set of arcs (or angles);
T = a set of attributes to arcs in A.
The AAG method assumes that a unique node N exists at each face of a part. Also, for each two
adjacent faces, there is a unique arc A that connects their nodes. Finally, each arc is assigned an
attribute T , which is usually a concave angle (T = 0), or a convex angle (T = 1). Figure 2.2 (a & b)
shows an example of the AAG for a part. The part has 14 faces, and each face is represented by a
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unique node in the AAG net. After that, a line is drawn between each two adjacent faces and indicated
either by "0" or "1" to refer to concave and convex angles, respectively.
Figure 2.3 shows three different parts that have identical topological information and AAG
representation. Hence, the features need to be accurately defined, and that involves identifying the
minimal set of essential conditions that classify a feature uniquely. In this example, the value of the
two angles formed by the slot faces specifies the difference between the definitions of the three slots
[51].
At that level, the use of AAGs to recognise features was limited to polyhedral parts, which have flat
faces, straight edges and sharp corners as isolated features. However, the concept could be extended
to identify features formed by both planer and cylindrical faces [51]. Whilst the number of primitive
features is countable, the configurations when two or more features intersected are unlimited [52, 53].
(a)
(b)
Figure 2.2 An example of a 3D prismatic part (a) 14 faces of the prismatic part, and (b) explanation of
AAG for the part in (a) [51]
2.2 Required inputs of the CAPP 16
Figure 2.3 Three different parts with identical AAG representation [51]
The difficulty of recognising interacted features is one of the major issues in a GB features recognition
system. Consider the example part in figure 2.4, theoretically, two slots are recognised by applying
the initial concepts of GB systems, and these are (f1, f2, f3) and (f5, f6, f7). But practically, there is
a third slot (f1, f4, f7), which intersects with the other two. This example reveals the shortcoming
of the unmodified graph-based systems [53]. To overcome this issue, Marefat and Kashyap [52]
presented a novel solution that includes simplifying and restoring the AAG representation by creating
a conceptual face, which is the a result of unifying two or more unifiable faces. For example, in
figure 2.4, a slot with f1, f4 and f7 can be recognised after restoring f2, f3, f5 and f6. However, the
system cannot work correctly, if the AAG representation of a primitive feature consists of several
disconnected components [52, 53].
Figure 2.4 An example of intersecting features [53]
In a multi-tasking machine, both turning and milling machining can be performed. ZHU et al.
[54] applied the concept of Attributed Adjacency Graph (AAG) to recognise cylindrical and prismatic
features, which makes it valuable in multi-tasking machines. According to the authors, the system is
capable of generating process planning from a CAD model, which is achieved by saving it as a STEP
file and sending it to the features recogniser. In total, the system is able to recognise nine turning
features and eight milling ones. Then, the information of the manufacturing features is returned to
2.2 Required inputs of the CAPP 17
the user, in order to select the cutting tools manually or automatically. The final step includes the
generation of process planning, which comprises the sequence of operations and the NC tool path
data. The generated process planning is optimised based on the machining cost evaluation.
According to Woolridge [55], an agent is “a computer system that is situated in some environment
and that is capable of autonomous action in this environment in order to meet its design objectives”.
Fougères and Ostrosi [56] have used the intelligent agents concept to enhance the graph based method
in order to recognise a set of features in prismatic parts. Topological and geometrical information
of features is represented by adopting two formalisms, namely, graphs and grammar. A feature is
transformed into an agent, with sub-features forming a network of agents that communicate and
share knowledge with each other. The feature recognition approach performs three stages that are
carried out by the multi-agent system and assisted by the designer: (1) identifying possible areas
where features may be created, called regioning; (2) building links and virtual faces, called virtual
extension; and finally, (3) feature identification includes identifying features in these zones. Currently
the approach is limited to manufacturing features. However, there is potential to extend the approach
of the multi-agent system to update knowledge continuously through new rules that are learnt and
hence, the set of recognised features could be extended.
2.2.1.3 Hint Based
Initially, each proposed feature has a frame, which could be represented as a hint. A hint is a proof
about the existence of a specific machining feature in a part. For example, primitive linear slots or
grooves are produced by a pair of parallel opposing faces, whereas hole hints are formed by either
cylindrical or conical face and one can also be triggered by a thread attribute [57, 58].
Vandenbrande and Requicha were the first to present the hint-based approach in 1993 [53, 59],
proposing an Object-Oriented Feature Finder system (OOFF). It starts by generating hints for the
existence of features, and posting them on a blackboard. Then, the hints are analysed by a hint
classifier and the results placed in one of three categories: Promising, Unpromising and Rejected
hints. If the hints seem promising, they are processed by a feature completer to confirm them as actual
features and if they are evaluated as rejected, then they are neglected. Otherwise, if the features are
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unpromising, they are temporarily stored, because they may be reactivated later to be identified as
part of a composite feature.
The algorithm also includes the implementation of another set of rules in an attempt to combine
the stored processed features and check the possibility of getting more complex features. Finally,
verification is undertaken, since it is important to check the machinability of the proposed features.
Figure 2.5 shows the architecture of the hint-based approach [57].
Figure 2.5 Architecture of the Hint-Based approach [57]
A feature hint may be generated from different sources, for example: nominal geometry, design
feature, tolerance or surface attributes to infer parts machining features and process planning aspects.
Kang et al. [28] presented an approach to link CAD and CAPP systems via STEP files and a
hint based technique. The system includes four steps, starting with the generation of a STEP 203
file from UniGraphics CAD software. Next, the part’s geometrical information of the STEP 203
is transformed into Parasolid entities. This is to check for the correctness of the STEP 203 import
and to assign other information to the following step, such as surface roughness, and dimensional or
geometric tolerances. In the third step, the hint based concept is implemented to convert the geometric
features into manufacturing features by applying the Integrated Incremental Feature Finder (IF2).
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Finally, the resultant manufacturing information is translated into a physical STEP AP224 file, which
contains the relevant process planning data to manufacture the designed part. Despite the system being
able to remove the main barrier between CAD and CAPP, recognition of complex shapes remains a
bottleneck, which requires a mature feature recognition system.
2.2.1.4 Logic Rule Based
In 1984, the logic rule based approach for feature recognition was introduced by Henderson and
Anderson, being presented as a FEATURES system. The system replaces the human role with logic
programming in the part interpretation to extract high-level knowledge from a stored part description.
The FEATURES system consists of three main components: feature recogniser, feature extractor,
and feature organiser as shown in figure 2.6. The feature recogniser can define cavities made up of
various types of features, such as pockets, holes, and slots, whereas, the feature extractor can separate
these features based on their respective entities. Finally, the feature organiser arranges the separated
features as a graph structure, which is defined as volumes to be removed. The structure of the graph
consists of nodes for the features and links for their relationships. Moreover, the feature graph can be
used in subsequent manufacturing processes, since it provides information about each feature as well
as the stock material [60].
Figure 2.6 Architecture of the FEATURES system [60]
Sivakumar and Dhanalakshmi [61] developed an AFR logic rule based methodology to extract
manufacturing features for cylindrical parts. The system comprises four major units, with the first
including a part model created using Unigraphics and saved as a STEP file. A set of nine different
cylindrical features was defined in the second unit. Next, a feature analyser was developed using the
C++ language to extract a part’s features and save it in a text file. Finally, the extracted data with
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other information, such as type of material and cutting conditions, were used to generate an NC code.
During the experimental work, the authors claimed a range of deviations in dimensions between
0.082% and 4.125% from the reference data. However, eight of the nine predefined features were
identified based on one surface and hence, other features that require more than one surface were not
included, for example, a square groove that comprises three adjacent surfaces.
Oussama et al. [62] developed a new methodology for recognising both interacting and isolated
features for rotational parts. The system consists of three main modules: geometrical and topological
data extraction, feature recognition, and feature generator. The first module includes the extraction of
dimensional, topological and geometric of the part features from a STEP file using C++ programming.
The extracted information is reorganised and stored in a database. The geometrical and topological
data is analysed in the second module using a rule-based approach. Also, a library of thirty predefined
turning manufacturing features is associated in this module in order to recognise high-level features.
In the third module, there is a feature generator analysis of the recognised features to generate all
possible combinations of interacting features. However, multiple combinations of interacting features
are given to machine the same workpiece, which can lead to complex computational processes in the
feature recognition stage and is time consuming during the tool selection stage.
2.2.1.5 Artificial Neural Network
Artificial neural networks (ANNs) are human-like computational models inspired by the biological
neural networks (NN) of the brain. An ANN is a network of nodes and links, which is specified by:
net topology, the characteristics of each node, and learning rules. The net topology assigns the inputs
of each node, whereas the node characteristics determine its output. A node is defined by three factors:
inputs, an arithmetic operation, and a weighting. Each node can receive several inputs and perform
arithmetic operations. Then, this node sends only one output via link(s) to another node(s) which
perform operations in turn. Both inputs and weights of a node are allowed to change over time, whilst
the learning rules train the NN how to react to an unknown input. An important characteristic of
ANN systems is their ability to adapt and learn by collecting examples. Thus, they can be trained to
solve feature recognition tasks by repeatedly presenting input patterns to the net. The use of ANNs to
recognise manufacturing features from 3D solid models has been demonstrated since 1990 [50, 63].
2.2 Required inputs of the CAPP 21
Prabhakar and Henderson [64] presented a new algorithm for feature recognition based on an NN
technique. The methodology involves coding of a B-rep solid model into an adjacency matrix, which
is a 2D array of integer vectors, and contains eight-digit code for all faces in a part. An entry of the
adjacency matrix is a vector of integers. Each vector gives information about a face and defines its
relationship to another face. Then, the developed algorithm performs pattern recognition on each row
of the matrix. A feature is recognised if the recogniser detects the presence of a predefined set of rules
belonging to a specific feature. The developed NN has five-layers, each performing one of the steps in
the algorithm. Whilst the approach recognized simple features such as holes, slots, and pockets, many
limitations were found, which are discussed in [64].
Sunil and Pande [65] developed an intelligent Artificial Neural Network (ANN) system to recog-
nise prismatic features from B-Rep CAD models. In this approach, a unique 12-node vector scheme
was created in order to classify machining features as families based on their geometrical and topolog-
ical information. In this system, the input is a standard ACIS text (SAT) file exported from Solidworks
software, which is sent to a pre-processing module to construct a part face adjacency graph and to
create a feature representation vector (FRV). All the FRVs are presented to the trained ANN unit
for feature classification. Finally, all the classified features from the ANN unit, with their relevant
parameters, are post-processed to create a feature-based model. Hence, the feature-based model file
can be linked to a CAPP system for CNC machining.
An important constraint must be kept in mind, which is that an ANN performs only simple
arithmetic operations and is not expected to perform any logical operations explicitly. This limitation
goes against the development of conventional feature recogniser systems, which check to see whether
a potential feature satisfies a predefined set of rules [64].
2.2.1.6 Hybrid AFR systems
A hybrid AFR method was developed by Rameshbabu and Shunmugam [66] to recognise the inter-
secting manufacturing features of a prismatic part using a STEP AP203 file. The AFR algorithm
is a combination of face adjacency graph and volume subtraction techniques. This is to simplify a
feature’s graph by reducing the number of faces in a feature’s volume and hence, the complexity of
feature representation is minimised. The proposed system is also able to generate a part of CAPP in
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terms of determining a setup sequence to machine a component’s features. Other aspects of CAPP,
such as machine tool selection, operation selection, operation sequencing and machining sequencing,
have not been considered, since it is assumed that only one machine is required to manufacture
the product. Li et al. [67] also presented a hybrid AFR approach for the purpose of recognising
intersecting features from a design part. In this system, three AFR techniques are used, which are
hint-based, AAG, and ANN. In the design part, the face loops are defined as generic feature hints,
which can be extracted and used as clues for interacting features based on an enhanced attributed
adjacency graph (EAAG) algorithm. Next, the relationships between the face loops are determined
in order to create F-Loop Graphs (FLGs). The use of FLGs simplifies the graph representation of
a part in the next step, which includes a final features recognition using an ANN unit. Although
the system can recognise complex intersecting features, it is restricted to planar faces and quadric
surfaces. Tseng and Joshi [68] presented a machining volume generation method for recognising
rotational and prismatic features of mill-turn parts. In order to generate feature volumes, the boundary
faces of a part are swept along a direction determined based on the type of machining operation.
The proposed method includes four main steps. Firstly, the part’s faces are classified according to
their geometric shapes and topological relationships as cylindrical, planar, or other types of faces.
Then, several rotational machining zones, which represent cylindrical portions of the part that can
be produced in turning processes, are determined. Rotational and prismatic machining volumes are
generated using rotational sweeping operations for the former and volume decomposition, maximal
volume sweeping, and reconstruction for the latter. Finally, two approaches are used to recognize
different types of features, these are: 2D profile patterns for rotational features and 3D face adjacency
relationship for prismatic features. Although many types of rotational and prismatic features can be
recognised following this method, it has several limitations. For example, a complex geometry can be
recognised as rotational or prismatic features, which is unreliable in such cases and requires extra
work. Liu et al. [69] utilized the concept of AAG to analyze the geometrical and topological relations
of parts’ machined surfaces. Following certain geometric reasoning rules, the AAG net is created by
adding, deleting, and improving some linking relations between the graph nodes. Then, the resultant
AAG is decomposed into a number of subgraphs in order to construct local rotational primitives. The
2D section of the turning volumes between the stock workpiece and the MTS model are meshed using
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the local-slicing approach. Also, a 2D shape descriptor for turning feature types was developed. Both
the meshes and the descriptor helped creating a layer tree-based element sorting approach, which was
established for identifying turning features.
However, beside the mentioned methods, there are many features recognition techniques that
serve different manufacturing processes in addition to those of machining. For example, Shi et al. [70]
presented a features recognition approach using Heat Kernel Signature (HKS), for manufacturability
analysis in Additive Manufacturing (AM). This includes an investigation regarding unique character-
istics of AM processes, such as unsupported feature, minimum feature size, maximum vertical aspect
ratio, minimum spacing, and minimum self-supporting angle. The proposed method has the ability
to identify geometric features and manufacturing constrains of different shapes. Such technique can
be justified to be compatible with the recognition of parts’ features manufactured using machining
processes.
Based on the literature review of AFR techniques, it is concluded that a particular emphasis
has been placed on solving some issues, such as intersecting features. Also, features that contain
toroidal surfaces have to be recognised, in the same way that features containing planar surfaces are
currently identified. While a few systems have been able to deal with these matters, other barriers
are still unsolved. For example, any AFR system requires a library comprising a set of predefined
features; however, there is none that can be expected to include all the possibilities of features, which
could exist in a part’s design. Furthermore, a new feature recognition system is needed, which can
automatically recognise new types of features and add them to its database [23].
2.2.2 Geometric dimensions and tolerances
The initial design is a critical stage of the product life cycle. That is, decisions at this stage provide
a rich quantity of essential information for the remainder of the design and manufacturing cycle.
Identifying feature dimensions and tolerances of a part design is one of these essential decisions
[71]. In an engineering drawing, a dimension is a natural descriptor or a numerical value of the
geometry [71, 72], whilst a dimensioning scheme is a set of dimensions, which is chosen by a
designer and shows the nominal geometry of a part [73]. However, the dimensions of a real part
cannot be produced exactly as designed under normal manufacturing conditions. Thus, tolerances
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are needed to accommodate variations in dimensions, which are the permitted range of deviation in
part geometry, according to the nominal size and shape [73, 74]. Traditionally, the designers specify
dimensions and tolerances just before releasing the drawings. According to the reviewed literatures,
these tolerances are based on standards that have emerged from engineering experience, best guess or
through anticipated manufacturing capability [73, 75].
Although most current CAD systems have the facility of adding geometric dimensioning and
tolerancing (GD&T) on 3D models at the presentation level, their internal translators do not yet convert
such information into a semantic representation. This means CAD systems do not take advantage of
STEP AP242 characteristic that is saving and translating GD&T data. Therefore, researchers have
been working on developing different solutions in which GD&T data is interpreted from CAD systems
and provided to CAPP ones in an efficient and automatic way. Well-known examples of interpretation
models are: offsetting, parametric, vector equation, variational surface, kinematic, generalized interval,
degree of freedom (DOF), and tolerance-map models [76]. This section illustrates some of these
models.
Computer-aided analysis of dimensions and tolerances appeared for the first time in the 1980s
[72]. Hoffmann [77] suggested the use of linear programming in order to solve basic problems of
tolerance allocation in mechanical parts. A method was presented to check inaccuracies of operations
by finding the tolerance between two elements for an individual part, where an element can be a point
or a line. Later, Weill and Bourdet [74] developed a computer program that calculates dimensioning
and tolerancing, thereby introducing the aid of computers in process planning. A two dimensional
drawing of a part, in three different directions, was used as an input to the system. The output provides
the following: tolerances of positions, machining tolerances, clear distinctions between dependent
and independent variables and minimum dimensions of the raw material. Britton and Thimm [78]
presented a new matrix method based on the datum hierarchy tree technique, to calculate functional
dimensions and offsets for tolerance charts. The calculations in the matrix method are performed
either manually or are aided by a computer. It has been implemented in a prototype AI program for
process planning.
Shen et al. [79] proposed a semantic GD&T model which can be used with many tolerance
analysis methods, such as min/max chart, Monte Carlo simulation, and multivariate regions. This
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model is a super constraint tolerance feature (SCTF) graph, and it can represent all the tolerance
types in the standards. Also, it includes geometric, constraint, assembling, degrees of freedom, and
tolerance information that is required for the representation of designed parts in a CAD system. Later,
Venkiteswaran [80] presented a system that extracts the semantic GD&T information from the SCTF
file and implements it to create a STEP AP 242 file. This is by following three phases: (i) attach
GD&T information of a design model to ACIS SAT file in order to generate a SCTF file, (ii) save
the design as a STEP AP203, which includes geometric entities, and then merge it with the GD&T
information from the first phase, and (iii) convert the resultant file into a STEP AP242 using STEP
NC Libraries. According to the authors, the output STEP file was evaluated using available AP 242
parsers and showed full conformance with the STEP standard.
As mentioned, almost all CAD packages have the ability to generate and locate dimensions
automatically. However, the way that these packages specify the dimensions does not reflect the
functionality of the part and does not satisfy the designer and manufacturer’s point of view. At present,
there are no CAD packages that can calculate and assign tolerances of different dimensions in a
satisfactory way, which means alternative methods (solutions) are required.
2.2.3 Materials
From a designer viewpoint, material selection is a process that identifies the material for a design that
after appropriate manufacturing meets its required function [81]. The decision of material selection
is made during the preliminary stage of design calculations, and it has a great effect on overall
product cost [82, 83]. From a process planner perspective, knowing the product material is one of the
important aspects that gives early direction regarding the product manufacturing process [84]. This
is because the product material affects the selection of cutting tool material and geometry, cutting
conditions (feed, speed, depth of cut) and the type of coolant [85]. There are recommended cutting
conditions for each material, which are traditionally found in the tool manufacturing catalogues or
cutting data handbooks [86]. It takes merely a glance at these machining handbooks to realise they
contain complex information about hundreds of thousands of different materials. This makes it very
difficult and time consuming for a process planner to identify the ideal cutting tool, cutting conditions
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and coolant fluid for each process. Hence, a type of upgradable computerised database is needed to
overcome the aforementioned drawbacks.
Al-Shebeeb and Gopalakrishnan [87] used generative CAPP software tools to analyse the effects
in process plans with respect to changing material properties. Precisely, the system explored the
change that occurs in the cost and production rate of process plans. The research showed how a
design can be evaluated from the manufacturing perspective in an attempt to decrease production cost,
increase production rate and improve the quality.
2.2.4 Surface finishes
Surface finish is one of the essential factors that affect the planning of manufacturing, inspection
and assembly processes of a mechanical component [88]. Its notations are used to define the surface
quality of a designed part, which is usually specified by maximum allowable surface roughness
in micrometres, as Ra or Rz numbers [89]. As an important consideration, surface finish must be
supplied by the designers as it reflects intended functions of the part, and must be known by process
planers, for this helps to predict the machining performance of any machining operation [88, 90].
Some researchers have focused on the control of cutting conditions to obtain a specific surface finish
[91, 92]. However, other groups of researchers have claimed that in addition to the cutting conditions,
other factors such as the tool geometry, tool material, process capabilities and workpiece material
properties could affect the surface finish value[93]. As a result, it is very important to ensure that from
among all the alternative machines and tools in the shop, the machine, the tool design and the tool
material assigned to perform an operation are the best choices [4, 94].
(Ben) Wang and Wysk [95] and Chang and Wysk [96] presented the Turbo-CAPP and TIPPS
systems, respectively and whilst both of these systems consider the surface finish value in their
processing, the input method needs human intervention. Furthermore, the surface finish was isolated
from the other inputs. However, systems like the ones mentioned above have paved the way for more
automated process planning systems. Chang et al. [97] proposed a variant CAPP system. In this
method, a workpiece is represented by geometry, material, and precision indexing. The surface finish
is categorised into three groups: fine, intermediate, and rough. If two parts have the same geometry
and their surface finishes are located in the same group, it means the cutting processes and machine
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tools are the same for both. According to the authors, the system is able to find out the most relevant
case rapidly and is convenient for manufacturing products that vary little in their process planning.
Grzesik and Wanat [98] presented experimental work aimed at finding alternative process planning
that produces the required surface finish. A workpiece of hardened low-chromium alloy steel was used
and instead of deploying grinding, as the final process in a traditional process plan, mixed Alumina-
Titanium Carbide (TiC) ceramic cutting tools were utilised in turning machine to get the required
value of surface finish. This alternative process plan reduced the manufacturing costs, decreased the
production time and improved overall product quality.
Özel et al. [94] examined the use of neural network (NN) models to predict the surface finish and
tool wear in finish hard turning processes. The study involved investigating the finish turning of AISI
D2 steels (60 HRC) with the use of ceramic wiper (multi-radii) tools. Three factors were utilised
in order to train the NN algorithm: measured forces, power, and specific forces. According to the
authors, the NN models are able to predict the surface finish of a part for a range of cutting conditions.
Furthermore, it can enhance the creation of intelligent process planning (IPP).
2.2.5 Machining process and process capabilities MP&PC
In order to make a decision on which process(es) can be used and in which sequence to manufacture
a part, the characteristics of available manufacturing processes should be known. The basic charac-
teristics of a manufacturing process include features that the process can produce, limitations of the
dimensional and geometrical tolerances (process tolerances), and the achievable surface finish. Such
characteristics are called process capability, which must be matched with the required geometrical
and topological specifications of a part to identify the necessary manufacturing processes [96, 99].
For example, depending on the required surface finish of a hole, a process planner should know that
a reaming operation can produce a surface finish within the range 2.5-0.4 µm, whereas a drilling
operation can guarantee accuracy between 80 to 12.5 µm. Also, a drilling operation is required before
a boring operation due to the limitation of the cutting tool accessibility. Thus, it is possible and
necessary to utilise the knowledge about the process capabilities as a functional model of process
planning [100].
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The knowledge about process capability can be divided into three levels: universal, shop and
machine level. The universal level ignores the knowledge of a specific machine shop, and its
information is available in handbooks. This is to be used when the details of a specific machine
shop are not available. In the shop level, a specific set of machines and/or cutters is considered in
order to predict the required accuracy. The machine level provides the most accurate information
since it takes in consideration only certain machine capabilities. Šormaz et al. [101] proposed a
rule-based intelligent process planning system, which includes the process selection based on the
universal level information of process capabilities. The process selection (IMPlanner) algorithm starts
by comparing the feature requirements with the stored process capabilities. The process is selected
based on inheriting relations from the feature type. The algorithm also includes an evaluation process,
which has one of three possible results: complete, partial, and no matching. Depending on the feature
requirements, process capabilities, and the evaluation result, the system shows one of these outputs:
1. “complete" means the process is selected as a full compatible process for that feature;
2. “partial" means the process is accepted to produce an intermediate feature with processes in the
next stage of precedence;
3. “no matching" means the process is rejected and the system searches for an alternative process;
4. If the result is “no matching" and there are no more processes to consider, then the system
reports dead-end to the user.
2.2.6 Summary
While CAPP systems have been developed over the years to consider all the necessary inputs, some
have been given greater emphasis, whereas others have been somewhat neglected. Older CAPP
systems would deal with inputs individually, which impacted negatively on the time, cost, and quality
of products. Whilst CAPP systems nowadays attempt to deal with the inputs simultaneously, there
is still a lack of smartness in the way these systems update inputs. For example, AFR systems are
limited to recognise a set of predefined features. Also, CAPP systems are not able to determine cutting
conditions for new materials. These fundamental limitations are currently shaping a vital area of
research within smart CAPP that requires further development.
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2.3 Output activities of CAPP
Whilst the automation of inputs in CAPP has significant value, process planners are continually
looking for what such a system can give as an output. As was mentioned previously, the output
of a CAPP system should include selection of operations, sequence of operations and associated
processes to convert a raw material into a product. Also, it has to specify each dimension and geometry
requirement through which the operation is achieved [102]. Removing human intervention to achieve
these tasks would improve CAPP performance. In order to create a convenient CAPP, these requests
of production should be considered: reducing cost, quality control, and shortening time taken [103].
This section studies what has been achieved in each output parameter of CAPP so far.
2.3.1 Process selection
To manufacture a product with the required shape, size and properties, this depends not only on the
design, but also on the selection of an appropriate manufacturing process(es) [104]. Process selection
in CAPP is making the decision of which to use to manufacture a part, whilst taking into consideration
the existence of alternative processes that are able to achieve the same task. Consequently, a part
that is planned to be manufactured on a specific class of machines, could be also manufactured on a
different class of machines. However, using a different class of machines means significantly different
manufacturing procedures and therefore, different process planning [17].
Jain and Jain [104] presented a process selection methodology for advanced machining processes
(AMPs) as well as basic types of manufacturing process. A combination of elimination and ranking
strategy is used in this methodology, whilst the AMPs were reclassified to facilitate the process
selection. Software known as APSPOAMPS is used to implement this approach. According to the
authors, the users of AMPs are able to save time, effort and money by using this system. However,
AMPs were only reclassified based on their material application capabilities, feature recognition
generating capabilities, and operational capabilities, in addition to economic and environmental
aspects. Hence, the authors confessed that this is not an exhaustive list, due to unavailability of other
quantitative information about the manufacturing process. In consequence, the described methodology
is considered preliminary and not comprehensive or complete.
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Lau et al. [105] applied a rule-based method to extract the data of a part from a CAD model
saved as a STEP file. The system is aimed at recognising the features of a part and creating a process
plan to manufacture it. By applying user-defined rules, the system provides rapid process selection.
Even though the system saves time in process planning, it is limited to prismatic components and the
common processes that are used to produce them. Zhang and Merchan [106] proposed an integrated
process planning model (IPPM), with three levels: preplanning, pairing planning, and final planning.
The process selection is a step in the preplanning level. The machining process is selected based
on characteristics of a part’s features and the equipment on the shop-floor. The main concern of the
process selection with this system is the availability of machines on the shop-floor.
2.3.2 Sequence of operations
The sequence of operations is a primary objective of most CAPP systems [17]. Many factors can
affect this task such as types and numbers of available machines, available tools and fixtures, part
features, tolerances and required heat treatment [107]. Each of these factors imposes limitations or
constraints on the sequence of operations, which are called manufacturing constraints [107, 108].
Moreover, some of the constraints may cause confusion as they conflict with each other. Hence, some
processing steps are executed in the same setup, whereas others are executed consecutively [108].
Kruth and Detand [109] presented non-linear process plans (NLPPs) for a CAPP system. The
NLPPs provide rescheduling and re-planning functions which are missing in conventional process
plans. The objective of NLPPs is to offer manufacturing alternatives. In this method, feature based
input is required to generate a sequence of operations. The data are provided to the system via two
ways, namely, as a neutral file or a graphical editor. GU and ZHANG [107] used an object-oriented
CAPP system in order to generate a sequence of operations. The method includes three phases of
planning. The first phase is initial planning, which includes the selection of the operations and the
machine cells. Then, a set-up planning identifies machines and fixtures, clamping surfaces and feature
accessibility. Based on the information from the previous phases, the final planning determines all the
detailed sequences of operations.
Pandey et al. [110] developed an operation sequencing rating index (OSRI) system by associating
four factors: setup changeover, tool changeover, motion continuity, and loose precedence. The next
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step includes the use of the simulated annealing (SA) algorithm to determine the best sequence of
operation by maximising OSRI. According to the authors, the system is able to reduce both the
computational time and the search space to reach the best solution. However, it does not take into
consideration the stuck up tolerances.
2.3.3 Cutting tools
A machining process includes the material removing from a workpiece as swarf or chips using single
or multi-point cutting tools with a specified geometry[93]. Despite the cutting tools selection being
just a sub-function of process planning, it is a complex task that requires considerable experience
and knowledge [111, 112]. Traditionally, the best set of cutting tools is selected by individuals
based on their previous experience, but this manual approach is slow as well as leading to errors
and inconsistencies [112]. Thus simply, it is inconvenient to select the cutting tools based on the
familiarity, experience and the memory of operators. To overcome this issue, a system is required to
analyse part geometry and specifications, subsequently identifying the appropriate tools automatically.
Unfortunately, despite the development of CAPP systems, automatic cutting tools selection for
machining operations is still in its infancy [111].
The tool selection affects many other parameters in manufacturing such as the selection of fixtures,
production rate, machining accuracy and the final cost of the product [113]. The correct selection
of cutting tools and its associated cutting conditions could significantly reduce the production cost.
Hence, any CAPP system that does not consider these parameters will have severe limitations [114].
Even though most modules use "minimum cost" criteria in the tools selection task, this criteria
does not necessarily represent the ideal solution as it does not always consider other technological
constraints. In such situations, it is difficult to include machinists’ experience of decision making, as
these systems are built up based on "low cost" criteria. So far, there is no general acceptable solution
for tools selection that could be used in all workshops [111].
Ribeiro and Coppini [114] presented a new algorithm to improve the computer aided technical
assistance (CATA) system. Previously, this was used to determine operational costs of machining
processes. By adding the improvement, the system is able to choose cutting tools and cutting
conditions. This is based on a database to determine maximum production. Arezoo et al. [111]
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developed an Expert Computer Aided Tool Selection System (EXCATS) by using the Prolog language.
The objective is to select tool-holder, insert and cutting conditions in turning operations. The system
has many features, for example, it allows the user to modify the result by feeding his or her own shop
floor experience. In addition, it has an interface that enables tools manufacturers to add their tooling
system to the package. The required inputs to the system are the part representation and tools file.
Later, Zhao et al. also [115] presented a novel method to integrate a CAD system with EXCATS
in turning operations. The CADEXCATS system starts with the use of an IGES neutral format to
save product data. Thereafter, a feature recognition approach is applied to generate a component
representation file for EXCATS.
Fernandes and Raja [113] proposed Incorporated Tool Selection Systems (ITSS) in a CIM
environment. There are five steps carried out in ITSS to select a set of tools for each feature in the
product, as processed on a specific machine. The first step is to define possible alternative tools for
each feature. Then, the system excludes some of the tools from step one that are not compatible with
the selected machines. The next step includes further eliminating the tools that are not compatible
with the job, part material, or feature attributes. In step four, the determination of tooling parameters
for each tool type is achieved by using the available information about the part. Finally, a tooling
match is determined when the system searches through an object-oriented database. According to
the authors, the system is fast and helps to keep the user up-to-date with developments in the tooling
industry.
Based on the use of mathematical modules and heuristic data, Edalew et al. [116] developed a
dynamic programming-based system to select cutting tools and calculate total component cost. This
is to give users suggestions and solutions to reduce cost and time of machining. The system was
developed using Kappa-PC software with five modules: knowledge acquisition, knowledge base,
inference engine, user interface, and database. The system was designed to cover different machining
processes, whereby it is able to analyse cylindrical and prismatic products. All the calculations are
based on the product material, features attributes, machining time and cost, tool life and material
removal rate.
Orala and Cakir [112] presented a tool selection method used in a generative CAPP system for
rotational parts (GPPS-RotP). In this system, the automatic tools selection task is based on several
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factors: part machinability, part features, machine tool data, part holding device, and set-up number.
There are two criteria that have been implemented to achieve tool sequence that minimise both the
number of tool changes and the tool travel time.
2.3.4 Cutting conditions
Cutting conditions or cutting parameters include cutting depth, feed rate and cutting speed. The
selection of convenient cutting conditions is an essential task for every machining process and CAPP
system. Usually, experiences and handbooks are used to determine the desired cutting conditions.
However, this does not necessarily mean that the selected parameters will achieve the desired surface
quality features [117–119]. In order to select proper cutting conditions, reliable mathematical models,
which are usually based on neural computing or statistical regression techniques, have been developed
to study the relationship between cutting conditions and cutting performance. The next step includes
the defining of an objective function with constraints to find the optimal cutting conditions [117, 120].
Based on the design and analysis of machining experiments, Chua et al. [120] developed mathe-
matical models for Röchling T4 medium carbon steel workpiece material using TiN-coated carbide as
a cutting tool in the turning operation. The experiment was planned using three levels (low, medium,
high) for each cutting parameter. The results of 27 experiments were recorded, each of which was
carried out with a combination of different levels of parameters. The tool life, cutting forces and
power consumption were measured and related to the cutting conditions. Vele [121] presented a
mathematical model to select optimal cutting conditions for TiN-coated carbide cutting tools and
a T4 medium carbon steel workpiece, in order to achieve economic objectives. The system was
developed based on detailed planning and proper analysis of machining experiments for multi pass
turning operations. The research was also aimed at studying the effects of cutting parameters on
the tool life, cutting forces and power consumption. Despite the mathematical models approach
helping to determine desired cutting conditions, it requires considerable knowledge and experience.
Furthermore, to build mathematical models it is necessary to carry out and analyse a large number of
cutting experiments, which consumes material and time. Hence, a more cogent approach with less
consumption is needed.
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Subramanyam and Rao [122] analysed the values of three cutting parameters (speed, feed and
depth of cut) of 14 turning operation samples with their respective surface roughness. The values
obtained by varying the parameters, are used in the design of expect V-8 software in order to obtain an
equation. There are two phases in this study, which include the use of a genetic algorithm (GA) and
Particle Swarm Optimisation (PSO). In the first phase, the experimental values were used instead of
mathematical models to create a neural network. Then, through MATLAB, a GA is used to optimise
the cutting conditions. In the second phase, the program calculates the cutting parameters by using
the obtained equation from the design of the Expect software and written PSO in c language. Finally,
the results from the GA and PSO are compared.
In 2006, Sardinas et al. [118] presented a multi-objective method to optimise the cutting pa-
rameters in turning processes based on posteriori techniques and using a GA. In this system, two
conflicting objectives were considered as optimisation criteria and simultaneously optimised: tool
life and operation time. The system starts with the use of a micro-GA in order to create and preserve
an elitist population of the fittest cutting parameters: speed, feed rate, and depth of cutting. After
applying a series of evolutionary periods, non-dominated points are plotted to build the Pareto front in
order to make the analysis and decision-making process easier. Later, Sardinas et al. [123] applied
the same earlier techniques (posteriori and GA) and procedure to optimise the cutting parameters
for drilling laminate composite materials. In this work, two conflicting objectives were considered
and optimised: material removal rate and delamination factor. The authors confirmed that the use of
posteriori and GA in different machining processes increases the flexibility in selecting the optimal
cutting parameters.
Addona and Teti [124] proposed an optimisation system based on a GA to determine the cutting
parameters in turning operations. The main objective of this system is to minimise the production
time without affecting the cutting constraints, which in this research include: tool-life, surface finish,
cutting force, chip-tool interface temperature, power, roughing and finishing parameter relations,
stable cutting region, and the number of passes. According to the authors and based on the simulation
model, the system presents a fast and suitable solution for automatic selection of the machining
parameters.
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Agrawal and Verma [125] used a new evolutionary GA approach in CAPP to optimise machining
parameters for multi-tool milling operations. The system was developed based on the Tolouei-Rad and
Bidhendi mathematical model, whilst the maximum profit rate was utilised as the objective function.
The depth of cut was not included in the problem of determining the machining parameters, but
instead, the value of the combination between maximum allowable depth for a given workpiece and
cutting tool was taken. Hence, the calculations for selecting the speed and the feed rate of cutting
were reduced. In this research, the following were used as constraints: surface finish requirement,
maximum machine power, available feed rate and spindle speed on the machine tool, and maximum
cutting force permitted by the rigidity of the tool. According to a comparison of the results, the
methodology delivers an improvement of 419% in profit rate over the handbook recommendation.
Tsai et al. [126] proposed a methodology to define the cutting condition and tool path for pocket
milling operations. In this research, the cutting conditions include axial and radial depth of cut and
feed rate, with a procedure being followed to determine these parameters. Firstly, the axial depth of
cut is selected based on the geometry of the product. Next, the maximum allowable radial of cut or the
maximum allowable engage angle is calculated. Finally, the feed rate is selected for both the rough
and finish cutting cycles. In the rough cycle, the cutting torque is considered to calculate the feed
rate, whereas this calculation in the finish cycle is based on the tool deflection. The main purpose of
determining these cutting conditions is to avoid abnormal cutting states such as excess cutting torque,
excess tool deflection and chatter vibration.
2.3.5 Selection of jigs and fixtures
Fixtures and jigs are mechanical devices and tools frequently used with different types of machining,
assembling and inspection operations, to maintain accuracy and facilitate production [127, 128]. A
fixture is a holding or support device that securely locates and supports the workpiece with respect to
a cutting tool or measuring device in manufacturing industry [129, 130]. A fixture system is a set of
clamps and locators aimed at removing the degrees of freedom, thereby restricting the part to that
particular position [131, 132]. The position and orientation of a workpiece is usually determined by
locators, whereas clamps exert a clamping force in order to press the workpiece firmly against the
locators [132, 133]. Whilst jigs are used to locate and hold components as well as fixtures, they also
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guide the cutting tools and provide repeatability in the manufacturing of products [134]. Traditionally,
an appropriate designing of fixtures and jigs scheme is determined by relying on the experience of a
tool designer or by using trial-and-error methods. These methods are costly, time-consuming, and not
accurate. Thus, many computer-aided fixture designs (CAFDs) have been developed over the past
decades to overcome the aforementioned drawbacks [135–137].
Artificial intelligence techniques is one of the methods that has been used in the design and
selection of fixtures. Bhattacharyya et al. [135] presented an expert system in order to select the
appropriate fixture, according to a particular workpiece specification. In this research, the fixtures are
classified into three main categories of elements, which represent part’s datums: clamping, positioning
and guiding, supporting and base. The system contains many typical search routines built based on
the experiences of fixture designers, each routine being linked to a specific group of elements. Then,
the parameters of the chosen elements are passed to an interface program calling standard commands
from a drafting package to construct the drawing of these elements parametrically. Finally, the fixture
is formed by assembling all of the elements together. According to the authors, it is possible to use
this procedure not just with the design of jigs and fixtures, for it could be extended to include almost
any products where a large number of variations exist.
Wang and Pelinescu [131] proposed an approach to optimise fixture layout for arbitrary complex
3-D workpieces and the fixture elements are restricted to being in discrete locations. The authors
claimed that two major issues were addressed in this research: the development of an efficient
algorithm to define fixture synthesis and the selection of optimal fixture design based on practical
requirements. An interchange algorithm was employed in the system in order to improve the locator
locations, which were selected randomly, in a subsequent set of interchange processes. The objective
functions include: maximise the accuracy of the workpiece localisation as well as minimising the
norm and dispersion of the locator contact forces. Also, the interrelationship between locators and
clamps were presented in two different design strategies, which was to evaluate the trade-offs between
different performance objectives.
Qin et al. [133] developed a new methodology to analyse and optimise the clamping sequence by
taking into account the varying of both contact and friction forces during clamping, which affects the
degrees of freedom. A nonlinear mathematical programming problem was solved in order to evaluate
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the errors of varying contact forces and workpiece position in each clamping step. To achieve this
task, the total complementary energy of the workpiece-fixture system was minimised. Furthermore, a
study to reduce the effect of the clamping sequence on low-stiffness workpiece machining accuracy
was presented by means of the finite element method (FEM). By taking three examples, the results
showed good agreements between the predicted ones and experimental data.
In mass volume production, a large number of similar parts are produced once jigs and fixtures are
designed. In this case, these are designed as special-purpose tools for machining and assembling, and
they may or may not be utilised in another mission. The main two purposes are: elimination of the
need for an additional setup for every workpiece and ensuring that each workpiece is manufactured
within the allowable tolerances.
2.3.6 Identifying the tool path for both of rough and finish cycles
The responsibility of preparing the technical machining information (e.g. numerical control NC
program, tool sets, design of jigs and fixtures) is laid on the process planner. The NC program consists
of tool path (cutter location) and machine tool operating commands, such as cutting conditions
[86].The tool path is a coded instruction, which is represented by a specific command and numerical
value, making specific trajectories on the workpiece being processed [138]. Once the features of
a designed part are recognised and defined with all the geometrical information, it is possible to
determine the cutter tool path. The manual generation of a tool path is considered a bottleneck in
a production system since it requires extensive calculations, which makes it time consuming and
error prone. Thus, automatic tool path generation is an essential task of an automated manufacturing
system [138, 139].
In processes such as turning and milling, the operations are divided into stages: rough, single pass,
multi passes and fine cycle. In the rough cycle, the workpiece is machined in incremental layers in
order to avoid damage of the tool and/or machine. This is to remove most of the material from the
original stock of a particular workpiece to the desired shape and size, which greatly affects the total
machining time and partially, the accuracy of the finished product [139, 140]. Whereas in the finish
cycle, the workpiece surface is machined smoothly, using line segments to get the finished product
with its required shape and accuracy. The finish cycle directly affects the product accuracy in terms of
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shape, dimensions and surface roughness [139]. However, to generate an efficient automatic tool path
for rough and finish cycles, these requirements must be considered:
• It is applicable for general feature types as canned cycles;
• It is applicable for general surfaces;
• While cutting a specific part of the workpiece, the cutter does not adversely affect any other
part (gauge avoidance);
• Cutting efficiency, which refers to saving time while the cutter repeats traversals in the rough
cycle, and achieves the required accuracy in the finish cycle [141]. This is accomplished by
reducing the number of moves in which no cutting occurs.
In 2013, Sadílek et al. [142] proposed a new methodology for a rough cycle tool path in turning
operations. In contrast to the conventional roughing cycles, when the tool machines a constant depth,
a variable depth of cut is applied, in order to increase the tool life. Three paths of roughing cycles are
included in this research: gradually decreasing the depth of cut, creating conical paths of cut, and
using nonlinear methods. By implementing the developed method on a flange using a sintered-carbide
cutting tool, the results showed: increasing the durability of the cutting edge by 44%, reducing the
total cost for the cutting tools, and decreasing the load in the spindle by 10%. According to the authors,
complex programming is required to generate tool paths for the roughing cycle with variable depths
of cut. Later, in 2015, Sadílek et al. [143] used the same previous methodology for a rough cycle with
variable depths of cut this time and with the cutting forces as an object function. In addition to the
aforementioned results, the new experiment showed: the cutting forces are reduced by up to 10.8%,
and the tool life can be affected owing to the relation of cutting force components being changed.
Francis et al. [144]presented automated tool path generation for finish machining of freeform
surfaces. The free form surfaces contain scallops, which are the amounts of material intentionally
left behind. Two scallop height strategies were used in this research in order to compare the optimal
tool path method. The first approach is the minimum scallop height (MSH), which includes extra tool
passes and results in smoother surfaces with lower machining efficiency. The second approach is
maximum scallop height (CSH), when the cutter sweeps in fewer passes compared with the MSH
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method, hence less smoothness of the final surface will be gained. However, the cutter contact (CC)
points and the tool orientation at those points are known, thus it is possible to determine whether a
collision will occur between the tool and the neighbouring surface.
2.3.7 Estimate the time and the cost to manufacture the part
A time-cost estimation process is greatly required for any new product before manufacturing since
these factors affect the success of the product [145]. One of the essential tasks in process planning is to
send feedback information to assist the designer at an early stage in evaluation of the design features.
This does not just include the functional aspects, but also the manufacturability, assimilability, and
estimate processing time and cost. Hence, if the designer realises that the initial design’s features
require expensive tools and/or complex manufacturing processes, it would be logical to try an
alternative one [146, 147]. Underestimating will certainly cause a financial loss to the company.
whilst overestimating might mean losing the contract or customer goodwill [145]. Consequently, the
estimates should be as accurate as possible.
The cost estimation of non-linear process planning is one of the problems under consideration.
This includes, for example, taking into account processing alternatives. In 1998, Xirouchakis et al.
[148] presented a PP-net (Process Planning net) model, which is an extension to the Petri net model,
in order to determine four types of cost in process planning:
• The pure machining cost, which depends on the machining time for a particular machining
operation;
• The cost to transmit a part from one machine to another;
• The cost when the setup is changed in one machine;
• The cost of changing tools in one machine.
In this system, a PP-net construct is created, firstly, by including the costs of operations, machine
changes, setup changes, and tool changes. Next, Dijkstra’s algorithm is used to compute the shortest
path of the previous PP-net. This algorithm has an incremental nature and calculates the optimum
process planning cost directly, which means there is no need to develop all possible solutions first.
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A year later, Xirouchakis et al. [149] applied Petri net in non-linear process planning to estimate
the delivery time and cost of a batch of manufactured mechanical parts. In comparison with the
previous work, the interleaving of transitions is allowed in the new method. This is to obtain optimal
schedules and realistic delivery time estimations. Also, the simple structure of the Petri net was
extended to include a two level hierarchy of nets. The top level of the hierarchy represents the system
net modelling, which is the job shop layout, including the machines. Each node of the system net
can hold one or more token nets, which is the second level of the hierarchy and includes the jobs and
setups. The new model construction allows the job shop layout, jobs and setups to be considered as
separate objects with unique identity and behaviour.
Gomaa [145] developed a system aimed at minimising the gap between the estimated cost and
the actual cost of products. Three models are presented in this work: detailed time-cost estimation
(DTCE), machining complexity (MC), and rough-cut time-cost estimation (RTCE). The DTCE module
is divided into five phases:
• Feature recognition (FR), using a feature-based description system;
• Sequence planning (SP), to determine a sequence of machining processes and operation;
• Process detailing (PD), which gives details about each machining process and operations, i.e.
tools selection and cutting parameters;
• Time estimation (TE), determining the total standard machining time;
• Cost estimation (CE), which determines the total standard machining cost.
All these phases are essential details for process planning. Ten experimental factors in the MC
model have been presented and evaluated: workpiece weight, mean outer diameter, machining yield,
number of machining surfaces, surface finish, tolerances, metal type, machining features, process
type, and quantity required. These factors are important in the group technology and the rough-cut
estimation system. Whereas the RTCE module is needed for a rapid request-for-quotation (RFQ)
process, design stage, new parts processing, and production schedule. According to the author, the
maximum deviation of the estimated time is 12%, whereas that of the estimated cost is 15%.
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Ben-Arieh and Li [150] developed a web-based system that links design stations with manufactur-
ing shops in order to provide accurate and fast machining time and cost estimation. Furthermore, the
system provides process-planning capabilities and a supplier selection facility. A cost estimation and
supplier selection (CESS) module has been developed and connected via the web-based system with
the design departments and the manufacturing shops. The designer client needs to: firstly, register
with the CESS server and then, a request for quotes (RFQ) form must be filled. Finally, browsing and
the evaluation of cost estimation information from different manufacturing shops is received from
the CESS module. The CESS module includes three major activities: account management, RFQ
management, and process plan/time estimation. The developed CESS system offers several benefits,
including finding the right manufacturers and getting the quotations faster. It also means that the
suppliers can get the right work depending on their shop capabilities.
Chi [151] developed an application program “Quotation Calculator”in order to calculate the
material and manufacturing costs of a new product. The system was developed in Microsoft Excel
with partial programming in the Visual Basic editor. In this methodology, product data is extracted
from a CAD model and transformed to Microsoft Excel. Whilst the sequence of operation and process
planning are done manually, the cost calculation can be automatically implemented based on standard
operations and tables for machine data and material costs.
Elgh and Sunnersjö [152] presented a generative process planning and cost estimation (GEPPACE)
system. In this method, the information about topology, features, and parameters is extracted from a
CAD model and exported to generic process plans for a given class of products. The DBF approach
was used to identify features in a CAD model for CAPP. The core of GEPPACE includes renaming of
assemblies, parts, features and parameters using strings with predefined positions and nomenclature
for classification of objects. The nomenclature system depends on the product nature and company
needs. An application program was developed in order to extract and transfer CAD model information.
The application program matches the CAD model information with the generic standard CAPP
information and worksheets for cost estimation. This allows the designer to view cost effective
solutions in accordance with manufacturing restrictions.
Germani et al. G[153] used a knowledge-based system to link automatically the design features
with manufacturing operations in order to obtain the estimation of manufacturing cost. To achieve a
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robust combination between the manufacturing operations and the design features, two clusters of
data were defined: simple modelling features and advanced manufacturing features. A CAD data
structure is analysed using the knowledge-based tool to extract the design information that the system
needs. Finally, the cost estimation is generated after mapping design and manufacturing features.
2.3.8 Summary
From the literature survey, it has emerged that not all CAPP systems can provide all seven outputs,
thus delivering incomplete information about production, and therefore, requiring human input for
completion, which introduces variability and subjectivism. Also, the outputs are determined with
specified fixed inputs and a CAPP system should be smart enough to update its output calculations
based on new changed inputs. For example, if a new feature is detected, the CAPP system should
be smart enough to calculate cutter location data, and other cutting conditions. One way of possibly
solving this problem is to use neural networks, training the CAPP system to simplify complex features
into their initial entities.
2.4 Discussion and summary of literature
Process planning is an essential multi-task concept in the production industry, which links the design
process with the manufacturing process and is aimed at providing a whole plan to transfer the idea
of a designer into a final physical product. Process planning functions can be divided into two main
categories: required inputs and expected outputs. Computers have been used to assist process planning
activities. That is, many CAPP systems and technologies have been developed in the hope that they
can contribute significantly towards time and cost reduction. However, the use of computers in process
planning does not necessarily mean that these activities are being achieved automatically. A new
version of CAPP, which is ACAPP, is needed in order to obtain a rapid, accurate, and robust system
with minimum human intervention.
Based on a comprehensive survey, the shortcomings and barriers in current CAPP systems have
been detailed, which prevent the creation of effective smart ACAPP systems. Outlined below some of
the main facts that have been drawn out:
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• Process planning is multidisciplinary. This means, each function of input and output can affect
and be affected by the other functions. However, most of the current CAPP systems isolate
these functions from each other. Thus, the final decision is far from being optimal.
• Part features recognition is the first and most important input to any CAPP system. Each
current AFR and DBF system is limited to recognise a specific set of predefined features. To
overcome this drawback, a new feature recognition system is needed, which can automatically
recognise new types of features, or at least be able to learn how to recognise a new feature.
Also, the system should be able to solve intelligently feature recognition issues, such as features
intersection.
• Some CAPP systems include databases that are necessary in the decision making for some
CAPP functions. This type of database needs to be updated, otherwise, a lack of information
could cause a failure in the CAPP system. However, this issue can be minimised by replacing
the database with an intelligent knowledgebase.
All the topics mentioned above could be considered essential issues in terms of creating an
effective smart ACAPP system. However, many other considerations must be borne in mind to achieve
this task in a satisfactory way. One of the remarkable points in this survey is the use of STEP file in
developing AFR systems and consequently CAPP ones. The STEP file is a very wide standard and
includes many parts and protocols. Although it should be a well-known format, many researchers
do not have enough information about its details; hence, they make mistakes in developing systems
based on misconception. This leads to the demand of chapter three, which explains the STEP file
structure and outlines its characteristics.
The above conclusions emphasise the need for the creation of a smart AFR system. This will
be a major building block for a smart ACAPP that is able to recognise and construct new features
using self-learning mechanisms. Such a system takes advantage of the distinctive features of smart
process planning that will allow greater flexibility, integration, and automation. Further developments
in this area will strongly benefit from the recent developments in artificial intelligence and smart
manufacturing systems. The significant by-product of ACAPP is that the total cost of manufacturing
decreases, and less resources will be consumed, consequently this supports efforts in sustainability.
Chapter 3
STEP file structure and characteristics
3.1 Introduction
In all AFR techniques, the relations between low-level geometric entities, such as points, lines, and
curves created in CAD systems, are automatically extracted and converted to high-level manufac-
turing features, for example, holes, grooves, and pockets [154, 40]. For this purpose, a part CAD
representation is saved and exported using one of the international PDE standards to facilitate the
interface between different CAD/CAPP/CAM systems. There are different PDE standards available,
with the most recognised being DXF, IGES, and STEP files [155]. Any PDE file is analysed and
translated to a part representation suitable for form feature recognition, which is achieved using an
interface program written in Java, Prolog, C++, C# or some other programming language. Usually,
the same programming language is utilised to create a set of predefined features to be used as a
reference in recognising the part features. Whilst different PDE standards have been implemented in
different AFR systems, special attention has been paid to the STEP file, which includes advantages
that outweigh those of any other format. For example, the STEP file transfers both geometrical and
non-geometrical information of a product through its lifecycle. The definition of the physical shape
including vertices, edges, curves, surfaces, and relations are examples of the former, whilst materials,
view, general note, witness line, leader, and associativity entities represent the latter. Furthermore,
the STEP file groups mechanical elements in a certain view [155]. However, many researchers have
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made mistakes in developing AFR systems based on misconception about details of STEP files. This
chapter briefly explains the structure of a STEP file as well as few essential details.
3.2 Background
STEP is an International Standard (ISO 10303) that is computer-readable, which represents and
exchanges product data during the entire product lifecycle, including: design, manufacturing, quality
control, inspection and support [13]. The STEP standard is categorised as a series of nearly 2,000 parts,
which have been published separately. Different Application Protocols (APs) have been developed
in STEP to specify the representation of product data for one or more industrial applications [156],
with AP203 being widely known as a CAD model’s data exchange file. The objective of AP 203 is to
describe the product data in a way that satisfies industrial needs, in order to exchange configuration-
controlled 3D product design data of mechanical parts or assemblies [157]. Most of these APs use the
EXPRESS language to describe the representation of the data, which is transformed into a physical
text file [13].
3.3 Structure of a STEP (AP-203) file
The STEP AP203 file is a language–based text file, containing strings and entities describing a
product’s representation [158], being divided into two main sections: “HEADER”and “DATA”. The
HEADER section provides general product information, such as file name, creation date, company
name, programmer name, etc. The DATA section contains lines of entities, which represent the
main geometrical and topological product data. Each entity instance in the DATA section starts with
“#”followed by a unique integer, entity name, and related data. The related data can be numbers,
strings, Boolean or even a reference to another entity instance in the file.
The geometrical and topological product data is organised into a hierarchical structure, as shown
in figure 3.1. The top level of description in this hierarchy is the shell, which is a topological item that
bounds a region in 3D-space by joining a number of faces along edges. For example, the cylinder in
figure 3.2a is considered a “CLOSED_SHELL”. Figure 3.3 shows a part of the STEP AP203 file of
this cylinder, which contains 253 entity lines in its DATA section (appendix A). Whilst the STEP file
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has a hierarchical structure and shows the entity lines in an ordered form, the data arrangement does
not appear in a hierarchical sequence in the physical text file. Hence, the “CLOSED_SHELL”node,
which represents the top of the hierarchy, does not necessarily exist in the first line of entities. In fact,
it could be in any order between the beginning and the end of the DATA section. This statement holds
true for all the other levels of data. For instance, by scanning the STEP file of the cylinder in figure
3.2a, The “CLOSED_SHELL” is found in line #13:
#13 = CLOSED_SHELL ( ‘NONE’, ( #47, #23, #123, #198 ) ) ;
where #47, #23, #123, and #198 represent the faces that form the cylinder.
Figure 3.1 The Structure of a STEP AP 203 file
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(a) (b)
Figure 3.2 A cylindrical part (a) how a cylinder is represented during the design phase, and (b) four
faces of the cylinder with some details of the first face
Figure 3.3 Part of the STEP AP 203 file of the cylinder in fig.3.2
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The faces represent the second level of description in a STEP AP 203 file. A face is a topological
entity that describes a piece of a surface bounded by loops, which shares an edge with exactly one
other face to form a CLOSED_SHELL. Figure 3.2b shows the four faces of the cylinder and some
other details, including the edges and vertices of the first face #47. Each face can be defined using
two pointers: bound and surface. This can be noticed by taking the first face as an example, which is
represented by line #47 as follows:
#47 = ADVANCED_FACE ( ‘NONE’, ( #94 ), #21, .T. ) ;
The first pointer #94 refers to the bound, whereas the second pointer #21 denotes the surface of
the face #47. The ADVANCED_FACE entity ends with a Boolean flag, which indicates whether the
loop direction is oriented in accordance or opposed to the surface normal [159].
3.3.1 Bound
A bound is a loop of edges utilised as face borders and each face might contain one or more bounds.
This can be a “face outer bound”or a “face bound”, which refers to external or internal face edge
loops, respectively. The bound line #94 provides the following records:
#94 = FACE_OUTER_BOUND ( ‘NONE’, #251, .T. ) ;
Since the bound #94 includes “FACE_OUTER_BOUND” string, this means the face #47 has an
outer bound. Regardless the type of the bound, it always contains one “EDGE_LOOP” indicator. The
“EDGE_LOOP” is given as:
#251 = EDGE_LOOP ( ‘NONE’, ( #190, #66, #71, #84 ) ) ;
where #190, #66, #71, and #84 represent the oriented-edges. An edge loop is a closed path
of oriented-edges around a face, for which the start and the end points are the same. An “ORI-
ENTED_EDGE”is derived from another original edge and contains a Boolean flag that refers to the
direction orientation. Accordingly, the orientation from the start to the end vertex can be reversed by
this Boolean flag. The lines of these oriented-edges are given as following:
#190 = ORIENTED_EDGE ( ‘NONE’, *, *, #134, .F. ) ;
#66 = ORIENTED_EDGE ( ‘NONE’, *, *, #28, .T. ) ;
#71 = ORIENTED_EDGE ( ‘NONE’, *, *, #180, .T. ) ;
#84 = ORIENTED_EDGE ( ‘NONE’, *, *, #174, .F. ) ;
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where #134, #28, #180, and #174 are pointers to the edge-curves. An edge-curve is a topological
entity bounded by a start and an end point. The edge-curves lines are given as:
#134 = EDGE_CURVE ( ‘NONE’, #42, #116, #70, .T. ) ;
#28 = EDGE_CURVE ( ‘NONE’, #42, #86, #8, .T. ) ;
#180 = EDGE_CURVE ( ‘NONE’, #86, #55, #124, .T. ) ;
#174 = EDGE_CURVE ( ‘NONE’, #116, #55, #176, .T. ) ;
Based on the edge type, each “EDGE_CURVE”has a full geometrical and topological description.
For example, a line is described by a start point vertex, end point vertex, vector, and one direction.
This can be noticed through the EDGE_CURVE #28, since #42 and #86 are indicators of the start
point vertex and end point vertex respectively, whereas #8 refers to the edge-curve type.
#42 = VERTEX_POINT ( ‘NONE’, #110 ) ;
#86 = VERTEX_POINT ( ‘NONE’, #51 ) ;
#8 = LINE ( ‘NONE’, #4, #189 ) ;
where #110, #51, and #4 are pointers of Cartesian points, and #189 is an indicator of a vector. A
Cartesian point is the lowest level in the STEP hierarchy, which defines a vertex in Cartesian space in
terms of x, y, and z axes. For example, the Cartesian point #110 is given as:
#110 = CARTESIAN_POINT ( ‘NONE’, ( 30, 0, 45) ) ;
where 30, 0, and 45 is the values of x, y, and z axes, respectively. The vector is a geometric entity
that describes the direction of a line, and it is denoted as:
#189 = VECTOR ( ‘NONE’, #218, 1000) ;
where #218 is a pointer of a direction, which is given as:
#218 = DIRECTION ( ‘NONE’, ( -0, -0, -1) ) ;
Meanwhile, a circle is defined by a start point, end point, and centre point vertices as well as a
radius and two directions. For example, the edge-curve #134 has three pointers: #42, #116, and #70.
Although these three pointers have the same explanation of a line three pointers, the last pointer #70
includes a different data type since it represents a circle.
#70 = CIRCLE ( ‘NONE’, #69, 30) ;
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where #69 refers to “AXIS2_PLACEMENT_3D”, and 30 represents the radius of the circle.
The AXIS2_PLACEMENT_3D provides the necessary information to describe a circle centre and
direction.
#69 = AXIS2_PLACEMENT_3D ( ‘NONE’, #215, #12, #152 ) ; where #215 refers to a Cartesian
point which represents the circle’s centre, and both of #12 and #152 refers to directions.
3.3.2 Surface
Back to the surface #21 of the first face #47, a surface is an indicator of the face type, which can take
only one prospect such as a plane, cylindrical, conical, toroidal, etc. The surface #21 is given as:
#21 = CYLINDRICAL_SURFACE ( ‘NONE’, #207, 30) ;
where #207 is a pointer of AXIS2_PLACEMENT_3D, which has the same explanation as well as
of the circle. The last digit 30 represents the radius of the “CYLINDRICAL_SURFACE”. So far, the
first face #47 has been covered in terms of bound and surface. The same procedure can be followed
with the other three faces #23, #123, and #198. For more details about the STEP AP203 see [157].
3.4 Discussion and summary
STEP is one of the international PDE standards, and the most utilised in developing AFR and CAPP
systems because it has the ability in transferring rich information of a product through its lifecycle.
Although the STEP standard has been categorised and published as a series of nearly 2,000 parts,
many researchers have wrong notions about a few of its symbols and characteristics. This can lead,
for example, to a fault in specifying the convexity or concavity of a toroidal face, and difficulty in
distinguishing internal and external features of a part. Cases of such mistakes have been mentioned
with details of corrections and solutions in the next chapter. Different STEP APs have been developed
for transferring product data between industrial applications, with these AP203, AP214, and AP242
being widely used in developing AFR systems. Despite the fact that each AP is used for a specific
industry area, they have the same hierarchical structure. It depends on the AFR developer to consider
only one of the APs as an input to the system and if necessary makes a small adjustment to the syntax
so that it is accepted. This is to rectify any errors/issues that can occur during the recognition process.
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Whilst the use of STEP files in AFR systems has numerous benefits, it does not eliminate the
following limitations of these systems: (i) the recognition of a specific set of predefined features, and
(ii) the limited ability of learning how to recognise a new feature. These issues have been considered
in the developed smart interactive AFR system. This has been explained with examples in chapter
four.
Chapter 4
A smart interactive AFR system for
rotational parts
4.1 Introduction
Sharing product design information with other downstream applications, such as process planning, is
a major barrier to developing an integrated manufacturing system. Part of this shortcoming is due
to the difference in product data descriptions, since a design is geometry-based, whereas process
planning is manufacturing feature-based. The implementation of AFR techniques is considered an
indispensable concept for transferring product data between CAD and ACAPP. This is accomplished
using one of the international PDE standards, such as DXF, IGES, or STEP files. Despite different
AFR techniques and systems having been developed to serve this aim, each of them has limitations.
The most important limitation is that each system is restricted to recognise a specific set of predefined
manufacturing features. This means that even when the system tries to cover as many as possible of
the existing features that are predefined, it is always possible to create a new feature based on the
specific requirements and designer creativity. Consequently, the new feature is not included in the
compiled database, and hence, will not be recognised.
This chapter presents a novel and smart interactive AFR (SI-AFR) system that has been developed
for rotational parts features recognition. The system accepts any of the STEP AP203, AP214, or
AP242 files format as an input, which can be created in many CAD packages representing the
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constructive solid geometry (CSG) of a part. The proposed SI-AFR system consists of five modules.
In the first, a parser is developed for the purpose of restructuring and presenting the geometrical and
topological information of STEP files in a readable way for both machines and human. The second
module includes different algorithms, which are used to manipulate the result from the parser in order
to facilitate the task of the feature recogniser. In the meantime, a set of 54 predefined features is
created following the concept of the AFR logic rules based technique. Figure 4.1 shows examples of
some external and internal predefined features.
(a) External: Right Taper:
One Face
(b) External: Right Step:
Two faces
(c) External: Radial Square
Groove: Three faces
(d) External: Radial Groove
Left Rounded Corner: Four
Faces
(e) External: Radial Groove
Two Rounded Corners:
Five Faces
(f) Internal: Right Taper:
One Face
(g) Internal: Right Axial
Groove: Two Faces
(h) Internal: Radial Square
Groove: Three Faces
(i) Internal: Radial Groove
Left Chamfered Corner:
Four Faces
(j) Internal: Radial Groove
Two Chamfered Corners:
Five Faces
Figure 4.1 Examples of external and internal predefined features
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This predefined set of features is saved in the system’s database, and represents the third module.
The fourth module comprises an analysis of the part’s geometrical and topological information by
matching it with the predefined features in order to achieve features recognition. Whilst these four
steps can be found in many AFR systems, they have different abilities regarding the number and
types of features they can recognise. For example, in contrast with other AFR systems, the proposed
SI-AFR can recognise a square groove that has extra details and solves features intersecting issues
without the need for extra processing as it will be shown in section 4.1. The fifth module involves a
smart interactive detector such that if an undefined feature is found, the system provides its complete
geometrical and topological information, whilst also allowing the user to name it. The new feature
is then saved, in terms of the geometrical and topological information, and added to the database of
features. For example, if the SI-AFR system is used for the first time and a new feature is found, the
total number of the predefined features will be 55 instead of the 54 that are already defined. Figure ??
shows the structure of the proposed SI-AFR system.
Figure 4.2 The structure of the proposed SI-AFR system
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4.2 Developing a parser for a STEP file
As mentioned in chapter 3, the data in a STEP AP 203 file, which is represented by entity lines, does
not appear in a specific logical order. Consequently, the file is almost unreadable since it requires
moving from line to line in a non-sequential way. This is unreadable not only for humans, but also
for feature recognition systems. It is therefore necessary to develop a parser so as to re-arrange the
data in a comprehensible way. Although many commercial parsers have been developed to extract
information from the STEP files, each of these parsers serves a special need. For example, some of
them extract one level of information and that could be the part’s surfaces or the end points. Therefore,
developing a parser that provides the proposed AFR system with all the required information was an
indispensable task.
The parser that was developed in this work imports and reads any of the STEP files AP 203, AP
214, or AP242, and scans all of its lines to find how many closed-shells there are in the design as
well as how many faces each contains. Then, each face is displayed with all of its geometrical and
topological information before moving to the next face. When a face is declared, the first bound,
which might be either face-bound or face-outer-bound, will appear in the following line. Next, the
parser shows the edge-loop with indicators of the edges that form the face. All the edges are given
with their related information until the lowest level of Cartesian points. If the face contains another
bound, the parser displays it directly in the same way as the previous one, otherwise the surface
type of the face is declared with all of its details before moving on to the next face. Figure 4.3 and
appendix B shows part and full details of the resultant STEP file AP 203 after applying the parser,
respectively. The parser is developed using the C# programming language, and it aims to facilitate
the feature recognition task. However, more manipulating, editing, and filtering are needed before
moving on to the feature recognition module. This will be achieved using developed algorithms that
are explained in the next section in detail.
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Figure 4.3 Part of the resultant STEP file after applying the parser
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4.3 Algorithms to manipulate the STEP before moving on to feature
recognition
Different algorithms have been proposed for this system to manipulate the results from the parser
before moving on to the feature recognition module. These have the aim of facilitating the task of the
feature recogniser, by delivering the information of the part’s design in a more organised way.
4.3.1 Find convexity or concavity of a toroidal face
A toroidal face is generated by rotating a curve around an axis in its own plane. Based on its
information, such as start point, end point, centre, and the direction of rotation, the toroidal face
might form a convex or concave shape in the part. The STEP file provides such information, but
does not specify whether the toroidal face is a concave or convex. This is something that should
be determined before moving on to the feature recognition process due to its effect in recognising
features that contain toroidal faces. Below, is the information required and steps that need to be taken
to distinguish the convexity or concavity of a toroidal face.
• A toroidal face has four “ORIENTED_EDGE”, only two of which can inform whether it is
concave or convex. This can be seen in figures4.4a and b, which show concave and convex
toroidal faces, respectively.
• The proposed system starts with scanning the parser and reading all the “ORIENTED_EDGE”entities
that form the toroidal face in order to check their Boolean flags. If the “ORIENTE_EDGE”line
ends with the letter “.T.”, this is an indication that the start and end points of the curve are in
their natural orientation. In contrast, the letter “.F.”refers to the fact that the start and the end
points are in reversed positions.
• The centre point information of the two related edges are extracted since it is also required in
this algorithm.
• The importance of knowing the right place of the curve’s start, end, and centre points relates to
the fact that the direction of rotation from the start to the end point is always counter clockwise.
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Figures4.5 a and b show the effect of swapping positions between the start and end points when
forming concave or convex shapes.
• Finally, the algorithm takes into consideration the first direction of the two edges that form the
concavity or convexity of the toroidal face. This is to distinguish between the inward-pointing
and outer-pointing normal to the edge’s plane, since those of different edges in the same toroidal
face might take different directions.
(a) (b)
Figure 4.4 Toroidal surfaces (a) concave, and (b) convex
Figure 4.5 The effect of the start and end point on forming toroidal shapes (a) concave shape, and (b)
convex shape
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By providing the required information to the developed algorithm in this work, the system is
able to recognise the convexity or concavity of each toroidal face. Following this methodology
overcomes the issues raised by previous research. For example, in [160] the authors assumed that “If
EDGE_CURVE last letters construction is T, F, T, F, then it is a concave external toroidal feature”,
and “If EDGE_CURVE is constructed with four circles and T, T, T, T, then it is a convex external
toroidal feature”. In fact, the Boolean flags do not relate to the convexity or concavity of a toroidal
face, as has been explained above. In another example, namely [161], the authors restricted their
AFR system by assuming: “If the step data contains a toroidal surface with a minor radius at the left
end, then the feature is identified as convex contour turning”; and “If the step data contains a toroidal
surface with a major radius at the left side, then the feature is identified as concave contour turning”.
However, this is impracticable, because a concave or convex feature can be on the left and/or the right
in the part design.
4.3.2 Merging symmetrical faces
Based on the nature of the STEP file, special consideration is given to symmetrical rotational parts
that have cylindrical, conical, or toroidal faces. Whilst each of these faces appears as a single face in
any CAD model, they are interpreted and saved as two separated ones in the structure of the STEP
file. For example, the cylinder in figure 3.2a has three faces, which are two plane circles on the sides
and one cylindrical surface links them. However, the STEP file saves the cylinder as four faces of
two plane circles and two halves of the cylindrical surface. Merging symmetrical faces information
(MSF) algorithms have been developed to combine the information of any two halves of faces that are
symmetrical. Figure 4.6 shows one that merges the information of two symmetrical cylindrical faces,
and saves them as single one.
4.3 Algorithms to manipulate the STEP before moving on to feature recognition 60
Figure 4.6 An algorithm for merging the information of two symmetrical cylindrical faces
4.3.3 Merging adjacent toroidal faces
Whilst all the types of symmetrical faces, including toroidal faces, are declared as two separated
faces in the STEP file, some of the latter have special representations based on their angular position
and length. This representation is derived from the angular division concept of 2D space, which is
divided into four partitions by two perpendicular axes. For instance, if the curve of the minor-radius
that constructs the toroidal face is located in one angular partition, the face is represented as two
symmetrical separated faces, which is the same case for cylindrical and conical faces. Figures4.7a, b,
and c show an example of this case. However, a different representation of a toroidal face is declared
in a STEP file, if the curve is concave and located in more than one angular partition. For example,
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the curve of the toroidal face in figure 4.8a is located in two angular partitions and hence, it is saved
in the STEP file as four separated faces, as shown in figure 4.8b. The first step includes the use of
the MSF algorithm, in order to merge the information of each two symmetrical toroidal faces, as in
figure 4.8c. Despite the implementation of the MSF algorithm helping to combine the information of
symmetrical faces, the result is still insufficient in this case, because the toroidal face is still saved as
two parts. Hence, another algorithm, which is shown in figure 4.9, has been developed for the purpose
of merging the adjacent toroidal faces (MATF) information. After applying both the MSF and MATF
algorithms, the toroidal face is saved as one (figure 4.8d), to be used later in the feature recognition
system.
(a) (b) (c)
Figure 4.7 Merging adjacent toroidal faces (a) 2D view of a toroidal face, (b) a declaration of the
toroidal face in a STEP file, and (c) after merging the two symmetrical toroidal faces
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(a) (b)
(c) (d)
Figure 4.8 A special case for merging adjacent toroidal faces (a) 2D view of a toroidal face, (b)
declaration of the toroidal face in a STEP file, (c) face description after merging each two symmetrical
toroidal faces, and (d) face description after merging two adjacent ones
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Figure 4.9 An algorithm for merging the information of two adjacent toroidal faces
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4.3.4 Sorting faces
A three-dimensional model is a part representation connecting a number of faces along various types
of edges, such as lines and arcs. Regardless of the number and the type of a 3D model’s faces, the
STEP file saves and transfers the geometrical and topological information of each face. However,
these faces do not follow any type of order in the STEP file, which makes them hard to be traced by a
reader or a features analyser. Thus, a faces sorting algorithm has been developed in order to not only
facilitate the task of the feature recogniser, but also, to help in finding holes and internal features in
the part, as explained in the next section.
The coordinate system in turning machines is XZ, where X represents the diameter (radial thrust
force) and Z represents the axis of rotation or length (axial feed force). This is the same system
adopted to develop the sorting algorithm in this work since it is created for rotational parts. The
sorting criterion is selected based on Cartesian Z values of each face. Each 3D face has maximum and
minimum Z values, which are obtained from its edge start and end points, denoted MaxZ and MinZ,
respectively. Regarding planes, which are 2D faces, their MaxZ and MinZ are equal. The sorting
process of faces depends on their MaxZ values, which are taken in descending order. The MinZ of
a face is used for comparison only if two or more faces have the same MaxZ, then the priority is
given to the face that has the highest MinZ. Figure 4.10 shows a cylinder with a blind hole and an
axis of rotation about the Z direction. After applying the MSF algorithm, five faces are declared in
this cylinder, which are: (a) outer cylindrical surface, (b) inner cylindrical surface of the hole, (c)
plane ring surface, (d) circler plane at the bottom of the hole, and (e) circler plane at the cylinder base.
By assuming that the base locates in the origin Z zero, three faces a, b, and c, share the same MaxZ
value. The face (c) takes the first place in the sorting node since it has the highest MinZ value when
compared with the faces (a) and (b). By following the same arrangement, face (b) has priority over
face (a), because its MinZ value is higher than face (a). Given face (d) has a higher MaxZ value than
face (e), they take the fourth and the last places, respectively. The final sorting node for this example
should be as follows:
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(a)
(b)
Figure 4.10 A cylinder with a blind hole (a) schematic representation and (b) a side view of the
cylinder
1. Plane ring surface (c);
2. Inner cylindrical surface of the hole (b);
3. Outer cylindrical surface (a);
4. Circler plane at the bottom of the hole (d);
5. Circler plane at the cylinder base (e).
4.3.5 Split external features from internal features and holes
Although the STEP file is one of the most significant PDE formats in terms of saving and transferring
the design information, this does not change the fact that the imparted information is of a low level.
Designing models and consequently the STEP file, describes a part as geometrical and topological
information, such as faces, surfaces, edges, lines, curves, and points. Thus, holes and general internal
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faces are not explicitly distinguished unless the provided information is analysed. Taking an example
of the cylinder in figure 4.11, its original STEP file information does not clearly indicate that this
cylinder has holes. Hence, algorithms have been developed in order to separate the faces that form the
external shell and the faces that belong to holes and other internal features. This is achieved in three
steps as follows:
Step one: finding the indicators of holes
The first algorithm receives the sorted faces node of the previous step and scans all the faces to
find which share the same MaxZ value. If there are three or more faces that have the same MaxZ, they
are grouped together to be analysed. In this example, one group of faces is found, which includes
faces k, j, h and l. Analysis of this group reveals the following: 1) there are three 3D faces, which
are j, h, and l, and one plane face k, having the same MaxZ value; 2) faces k and l share the same
“face outer bound”; 3) faces j and h share a “face outer bound”with a “face bound”of face k; and 4)
based on face k, the three faces j, h, and l have the same direction. Such an analysis leads the system
logically to select the cylindrical face j and the conical face h, flagging them as indicators of either
holes or internal features.
Figure 4.11 A part design includes 14 external and internal faces
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Step two: find and isolate related faces
After flagging the indicators, each indicator is isolated and used for establishing an individual
internal node of faces. The second algorithm examines the remaining faces to find which of them
is connected to the indicator face. This is achieved by taking the edge data of the indicator face and
scanning the edges of all the other faces. If a match is found, that face is evaluated as an internal
face and moved to the same node of the indicator. The same action is repeated again by holding the
edges of the new added face and matching them with the edges of the other faces. For example, the
cylindrical face j, which is classified as a hole’s indicator, has only one combined edge with the plan
face i. The face i is moved to join the indicator j in its node. Then, the action recurs, with this time,
the matching being found between the “face bound”of the plane i and the “face outer bound”of the
cylindrical face c. The scanning process is continued under specific matching conditions until all the
related faces are found. In this example, the result of the second step is two nodes of internal faces (j,
i, c and b) and (h, g, and f ), which are virtually subtracted from the original whole shape.
Step three: checking for other possibilities
After the virtual subtracting of the previous internal nodes has been completed, the remaining
shape appears as in figure 4.12. It takes a mere glance to distinguish that there is another hole in the
shape, which requires recognition and then isolated in an individual node, exactly like the preceding
two. This is started by repeating step 1 with one adjustment, whereby instead of scanning the faces
based on their MaxZ value, the algorithm uses the faces’ MinZ. The faces that share the same MinZ
are n, a, and d. Next, the system repeats the whole procedure of step two, which results in a node of
internal faces e and d. The final result of this example is as follows:
• External faces node (k, l, m, n and a);
• Internal faces node (j, i, c, and b);
• Internal faces node (h, g, and f );
• Internal faces node (e and d).
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Figure 4.12 The remainder of the part after the virtually subtraction of two nodes of internal faces
The task of isolating external shell faces from internal faces and grouping the latter, should predate
the feature recognition step. This is because the rules for recognising external features, holes, and
internal features are different. Also, this method contributes to the elimination of the difficulties,
as mentioned regarding the previous systems, in terms of recognising different types of holes and
complex internal features. For example, in [162] the authors mentioned “it is difficult to recognize
axial holes in rotational components” and in fact, their system is only able to identify simple blind
holes. Also, in [160], the authors assumed that “external features are recognized from right to left and
internal features are recognized from left to right” by default in the STEP file. It has been proven by
designing different parts with holes that this assumption is not always correct.
4.4 Smart interactive automatic feature recognition (SI-AFR)
The proposed system for AFR is divided into two sections: recognition of predefined features and
interactive feature recognition. The first section is aimed at covering most of the prevalent external
and internal turning features by defining and saving them in a database. These predefined features
4.4 Smart interactive automatic feature recognition (SI-AFR) 69
are called up to be matched with a part design for the purpose of recognising the part’s features.
However, if a new and unexpected feature is declared in the part design, the interactive feature
recognition section is activated, which means that this feature is recognised and added to the original
predefined features database. Both sections are based on the evaluation of the extracted geometrical
and topological information obtained from the parser and the subsequent algorithm application. A
part’s data, such as the centre point coordinates, radii, line lengths and types of surfaces are considered
geometrical information. Whereas topological information concerns edge loops, inner and outer
bounds, edge curve construction and so on. Also, both of the sections are developed to recognise
external and internal features.
4.4.1 Recognition of predefined features
By using different algorithms to manipulate the results from the STEP file parser, the data describing
a part are organised as external and internal nodes of faces. Each of these nodes is intended to be
used in the recognition phase of predefined features. The proposed AFR system adopts a rule-based
approach, whereby it recognises a feature by scanning the faces in each node and matching them
with the predefined features based on certain rules that are characteristic to that feature. The details
about scanning faces and recognising features are as follows. The SI-AFR system’s database contains
varying types of features in terms of the number of faces that form one, and depending on the
geometrical and topological description, a feature might include one to five faces. Thus, the predefined
features set is categorised into five groups, with those in each group having the same number of faces.
Regardless of the number of faces that form the feature, each of these predefined ones has a unique
description, which is saved in the database, with two extra faces denoted as Fgb and Fga representing
guides before and after a feature, respectively. For example, a square groove feature with two round
corners in the base is shown in figure 4.13 and saved in the database, as in table 4.1.
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Figure 4.13 A square groove with two round corners in the base
The SI-AFR system works as loops. When going back to the sorted external and internal face
nodes, the first loop starts by holding a bundle of the first seven faces from a node and matches them
with each predefined feature that includes five related faces. If a match is found:
• the loop is eliminated;
• five faces (from Fn to Fn+4) of the bundle are declared as a feature;
• all the essential information is extracted from this feature’s entities;
• the next loop is started.
On the other hand, if no match is found, the first loop is continued, and the bundle is updated
by retaining the first six faces and subtracting the last one. Then, the system compares the amended
bundle with all the predefined features that include four related faces. This process continues, with the
same decisions being taken, until all the faces in a node are covered. However, any loop is stopped, if
the faces of a bundle reaches three items Fgb+Fn+Fga and no match is found. In this case, the face Fn is
declared as undefined, and the second part of the system, which is the interactive feature recognition,
is activated. Figure 4.14 shows a map of the predefined features recognition loops.
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Table 4.1 Data of A square groove with two round corners in the base
Feature Name Square groove with two round corners in the base
No. of related faces Five faces= Fn+Fn+1+Fn+2+Fn+3+Fn+4
No. of total faces Seven faces= Fgb+Fn+Fn+1+Fn+2+Fn+3+Fn+4+Fga
Faces description
Fgb
Guide face before the feature
Cylindrical, Conical, or Toroidal Surface.
Fn
Plane surface










Has face outer bound and face bound.
Fga
Guide face after the feature
Cylindrical, Conical, or Toroidal Surface.
Extracting data
Fn Linear, start point, and end point.
Fn+1 Circler, CW, toroidal centre, toroidal radius, start point, and end point.
Fn+2 Linear, start point, and end point.
Fn+3 Circler, CW, toroidal centre, toroidal radius, start point, and end point.
Fn+4 Linear, start point, and end point.
Max width Fn (MaxZ) - Fn+4 (MaxZ)
Max depth (Fn (MaxX) or Fn+4 (MaxX)) - Fn+2 (MaxX)
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Figure 4.14 A map of the predefined features recognition loops
One of the contributions with this methodology is the reduction of the stages required to recognise
certain multi-face features. This can be explained by taking different types of square groove features.
The previous AFR systems, which were developed for rotational parts, can recognise blind square
grooves, as in figure 4.15. This blind square groove consists of three faces, these being: a cylindrical
surface Fn+1 in the middle and two bigger surfaces Fn and Fn+2 on the sides, which might be cylindrical,
conical, or toroidal. However, most of these AFR systems have not been developed to recognise a
square groove with extra components and hence, the square groove with extra rounded corners in the
base of figure 4.13 is declared as five separated faces Fn+Fn+1+Fn+2+Fn+3+Fn+4. This is an unreliable
solution and consequently, such systems require extra processing in order to recognise this type of
feature. The proposed SI-AFR system has been developed to expect such features and thus, avoids the
need for extra processing.
4.4 Smart interactive automatic feature recognition (SI-AFR) 73
Figure 4.15 A blind square groove
4.4.2 Interactive feature recognition
Regardless of the number of faces that form a feature, the following information of each predefined
feature is saved in the system’s database: (i) the number of faces, (ii) the type of each face, (iii) the
relationship between faces, and (iv) the surface type of the two faces before and after the feature.
When the loops of recognising predefined features section are finished, one or more adjacent faces
might be declared as an undefined feature. This has one meaning, the system has diagnosed a new
feature not included in the system’s database. The SI-AFR system has been prepared for such a
situation, and the new feature can be added to the set of predefined ones through a smart and interactive
procedure as is explained in the next sections.
4.4.2.1 Extracting the new feature information
As mentioned, the interactive feature recognition section is activated if the SI-AFR system scans the
model design of a part and cannot find a match between a feature’s information and any of those
predefined in the database. Then, this is considered a new feature and analysed in order to extract the
following data automatically:
• The number of faces that form the feature;
• The geometrical information of each face in the feature, such as the start and end point values
of linear faces, as well as centre point and radius in the case of toroidal faces;
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• The topological information of each face in the feature based on the face type. This information
can include the type of the surface, the number and the type of bounds, the concavity and
convexity in the case of a toroidal face, and a taper direction (left or right);
• The surface type of Fgb and Fga.
The extracted data of the new feature is exactly the same as required for defining and adding each
of the initial fifty-four features in the database. However, such data cannot be used directly in adding
the new feature to the database; hence, it should be processed and saved in a way that allows the
system to recognise similar features in the future. Figure 4.16 and table 4.2 shows an example of the
upper profile of a new feature and how its data are extracted, respectively.
Figure 4.16 An example of a new feature
4.4.2.2 Processing the new feature information
As mentioned, the geometrical information of each face in the new feature is extracted as values.
However, it is very important to note that this data should not be saved as actual numbers, but rather,
as relationships between each face vertices, and between each two adjacent faces as well. The reason
for this is because, if the new feature’s data are saved as numbers, it will be restricted to these values,
and thus, will not be recognised in new parts, if a change occurs in any dimension. For example,
figure 4.17a shows a new feature with all the values of the start and end points of each face. Storing
the geometrical information of this feature as numbers means the system will not recognise the feature
in figure 4.17b because it has different values. Therefore, the feature’s information in this example
(figure 4.17a) should be saved as follows:
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Table 4.2 Extracting a new feature’s data
Feature name: “As the user suggested”
Number of related faces Three
F1

























Fgb and Fga Type of surface: “As they appear in the design".
1. Face1: left taper (linear);




4. Face3: right taper (linear);
5. Face2-to-Face3:
• F2sz >F3sz;
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7. Facegb: (As it appears in the design);
8. Facega: (As it appears in the design).
Figure 4.17 Saving a new feature based on relationships between its geometrical values (a) a new
feature with specific geometrical values and (b) a feature with same characteristics and different
values
Using the relationships method to save a feature’s data makes the new feature more flexible to be
recognised, if it is found in new parts.
4.4.2.3 Saving the new feature information
After extracting all the essential information automatically, the system asks the user to name the new
feature. Next, the new feature with its suggested name and the extracted information are added to the
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database of predefined features. Since the database has five groups of predefined features, it will be
added to a group based on its number of related faces.
The original number of predefined features in the SI-AFR system database is fifty-four. As
mentioned, this number can be increased using the interactive feature recognition section. However,
the database is not just modifiable in terms of adding features, for it is also possible to delete or edit
them. In fact, deleting and editing features can be undertaken via a friendly user interface without any
need to log in and change the underlying code. The proposed interactive methodology contributes
to eliminate the obstruction of recognising certain types of predefined features. This is achieved by
analysing new features and adding them dynamically to the system’s database via the user interface.
Also, the added features are saved based on the entities’ relationships method, which improves the
flexibility of the system in recognising similar, “not necessary identical”, features.
4.5 Case study
In order to evaluate the proposed system’s ability, two case studies have been tested. The two models
examined do not exist in industry, but rather, have been designed for the purpose of validation and
showing the high efficiency of the proposed system in recognising both predefined and new features.
4.5.1 Case study 1
A part has been designed using SOLIDWORKS and saved as a STEP AP 203. This model has only
predefined features, which form the closed-shell comprising an external shape and three internal ones.
Figure 4.18 shows the top section of the part with its details, where the red numbers and arrows
represent the external shape, and the blue, purple, and orange are the internal shapes. After importing
the STEP file into the system, the developed parser reads it, and shows the details to the user as a text
via the main window. In this example, the closed-shell has 64 faces, which will be manipulated in the
next step, before moving on to the feature recognition. Certain processes are manipulated: checking
the convexity or concavity of toroidal faces, finding MaxZ and MinZ, as well as MaxX and MinX
for each. Then, merge similar cylindrical faces, similar toroidal faces, adjacent toroidal faces and
similar conical faces. Also, sorting faces based on MaxZ and splitting ones that related to holes. The
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final step in this example is the feature recognition process, when the system compares the part’s
faces with the set of predefined features using the proposed methodology provided in section 4.4.1.
Moreover, it provides information to the user about the external and three internal shapes. Whilst both
the external and internal shapes include the feature’s name and information about the faces that form
it, the specific details for them are different. That is, regarding the external shape, the system gives
the following for each face: X and Z start point values (Xsp, Zsp), X and Z end point values (Xep, Zep)
as well as the type of movement from the start to end points (linear or circler). Also, if the face is
toroidal, additional data are provided: X centre value of the curve (Xcc), curve radius (CR), and the
direction of the curve (CW or CCW). Furthermore, the maximum depth (D) and width (W) of each
feature are calculated and printed in the interface window. Whereas the internal shapes’ information
are detailed: X centre value (Xc), Y centre value (Yc), Z centre start (Zcs), radius of Zcs (RZcs), Z
centre end (Zce), radius of Zce (RZce), and the type of movement from the start to end points (linear or
circler). Also, the X centre value of the curve (Xcc), curve radius (CR), and the direction of the curve
(CW or CCW) are provided in the case of toroidal faces. Figure 4.19, table 4.3, and table 4.4 show
the main window after applying the three steps of parsing, manipulating, and recognition; the details
of the recognised external features; and those of the three internal shapes, respectively.
Figure 4.18 Top section of case study 1
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Figure 4.19 The system’s main window after applying the three steps for case study 1
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All the details that the system provides can be used in a smart CAPP system, which is the objective
of future work. This does not include just the point values, the types of movement from point to point
and the direction, for the system also demonstrates in an efficient way the location and specification
of the internal shapes. In this example, the through, front, and back internal shapes are provided, as
in figure 4.20. Such information can be used while generating CAPP, because it helps to select the
cutting tool path and whether this part requires being flipped or not. For instance, the CAPP system
would select the required tools, processes, and sequence of operations to manufacture both the front
and back holes. However, the CAPP system is provided with sufficient information so that when the
front hole is manufactured, the system gives instruction to flip the part before machining the back
hole.
Figure 4.20 Three internal shapes with different locations and specifications
4.5.2 Case study 2
This example explains how the system identifies a new feature and adds it to the database. For this
purpose, the previous design has been used with an alteration, whereby the square groove feature (4)
is replaced with an undefined feature, as shown in figure 4.21. To avoid repetition, the steps of the
parser, modification, and predefined feature recognition will not be described again here. During the
feature recognition process, the new feature is declared in a pop-up window, as in figure 4.22, which
has only one meaning: “the smart interactive feature recognition has been activated”. By clicking
on the “OK”button, another pop-up window is shown, which includes two text fields. The first is
automatically filled with an explanation about the new feature and provides information to the user,
such as the number of faces that form the feature as well as the type and specification of each of these
faces. In addition, it provides details about the faces that come before and after the feature. Such
information allows for understanding regarding the geometrical and topological nature of the new
feature, thus helping the user to suggest a name in the second text field, as shown in figure 4.23. In
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this example, the user has suggested a feature name “V groove concave base”, which is the closest
to the feature description. Whilst it is possible to avoid this simple interaction part and give the new
feature a name automatically, it makes more sense to leave this option for the user, because giving a
random name to the new feature might not be satisfying to the user since this name does not describe
the nature of the new feature.
Figure 4.21 A part design with a new feature
Figure 4.22 A declaration window about a new feature
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Figure 4.23 A description and naming window
By clicking on the “Save Feature”button, the feature is saved in the database with its name and
description. Hence, the total number now of the predefined features in the database is fifty-five, instead
of the initial number of fifty-four.
4.6 Discussion and summary
Computer-aided design (CAD) and computer-aided process planning (CAPP) are two essential
concepts in the manufacturing industry. However, they are isolated from each other due to their
different nature since the former provides geometrical and topological information, whereas the
latter requires manufacturing information, and hence, a link is required to bridge this gap. Different
automatic feature recognition (AFR) systems have been developed and used for the purpose of
connecting CAD with CAPP via one of the PDE standards. Whilst these AFR systems have different
abilities, they share the same limitation, which is the restriction in recognising a specific set of
predefined manufacturing features.
4.6 Discussion and summary 85
In this chapter, a smart interactive automatic feature recognition (SI-AFR) system is proposed
to recognise the features of rotational parts. As an input, a STEP AP203 file is used given its high
capability in transferring design information to downstream applications, such as CAPP. A parser
has been developed to extract the geometrical and topological information of a part design from the
STEP file and to send it to the next steps. Then, the system manipulates the extracted information to
facilitate the feature recognition process. During this progression, the system contributes to solving
issues considered drawbacks in previous works, such as identifying the convexity and concavity of
toroidal surfaces and efficiently isolating faces that belong to holes and internal shapes. Finally, the
feature recognition process has been divided into two parts: recognition of predefined features and
smart interactive feature recognition. Whilst the preceding systems have divided a rotational feature
with extra details into several ones, such as the square groove with two rounded corners in figure 4.13,
the first part of the proposed system allows for the recognition of such features in just one step. This
can simplify and reduce the recognition processes by solving features intersecting issues. However,
the main contribution of this work is concentrated in the second part of the system, since new features
can be detected, identified, and added to the predefined features set. This is achieved by extracting
the type and specification of each face, the geometrical and topological relation between each two
adjacent faces, and the number of the faces that form the new feature. Due to its ability in identifying
predefined and new features, it is believed that the system can be considered as representing a new
generation of feature recognition systems.
Despite the SI-AFR system being able to minimise features intersecting issues, extra work and
programming are still required for this matter to be completely resolved in order to optimise the
manufacturing process by achieving high production quality with minimum cost and time. This will
be a part of the next chapter along with extracting of geometric dimensioning and tolerancing (GD&T)
from 3D models and attaching them with the recognised manufacturing features from the SI-AFR
system.
Chapter 5
Intersection of manufacturing features
5.1 Introduction
The availability of rich geometrical and topological data that PDE standards can provide, has influ-
enced researchers to integrate design and manufacturing systems using feature technologies. The use
of features gives meaning to a part’s attributes, helps in analysing its geometry into recognisable and
meaningful regions, and consequently improves the communication between design and manufacture
[163]. Automated feature recognition (AFR) is one of the main approaches of feature technology;
hence, different techniques have been used to develop a wide range of AFR systems. Whilst different
AFR systems do not have the same abilities regarding the number and types of features they can
recognise, most of them have common limitations: (i) the recognition of a specific set of predefined
features, (ii) the limited ability to learn how to recognise a new feature, and (iii) unable to solve
features intersecting issues. The previous chapter has proposed a smart and interactive AFR (SI-AFR)
system that is able to declare, analyse, extract information, give names, and add new rotational
features to the system database, as well as solving simple features intersecting issues. However,
more investigation is required for solving complex cases of manufacturing features intersections.
This chapter explains the issue in detail and presents a solution for the intersections of recognised
manufacturing features from the SI-AFR system.
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5.2 Defining the problem
As mentioned, the SI-AFR system is able to recognise new features in addition to the predefined ones;
meanwhile, it solves simple features intersecting issues. The square groove with two rounded corners
at the base in figure 4.13 demonstrates the case of solving a simple features intersecting issue. This is
by defining the entities that form the square groove as one feature, instead of five individual ones, in
one step during the feature recognition procedure. However, extra analysis and processing are required
with complex cases of features intersecting. For example, the SI-AFR system analyses the part in
figure 5.1a as eight rotational features: F1 facing, F2 cylindrical, F3 left step (shoulder), F4 square
groove with two rounded corners, F5 right step (shoulder), F6 right taper, F7 cylindrical, and F8
facing. Although it appears as an ideal analysis of the part’s features and reflects its functionality, this
might not be practical when it comes to machining. The reason behind this is related to the fact that
this shape is machined from a blind cylindrical workpiece figure 5.1b. In order to achieve the rough
cutting cycle, which includes removing most of the material from the original stock, this workpiece
should not be split as five individual volumes (A, B, C, D, and E) based on the part’s features figure
5.1c. This is because machining each feature before moving to another one consumes time and cost,
and might cause technical issues, such as damaging a surface of a feature and interrupting the cutting
tool movement. Thus, a deep vision and specific processing are required to consider all features’
intersections of a part, in a way that considers all the possibilities of regenerating intermediate features,
which are a result from intersections of original features, and chooses the ideal possibility. Figure 5.1d
gives an example of an intermediate feature (zone B), which is a square groove that is formed from the
intersection of original features F3, F4, and F5. However, it takes merely a glance at this suggestion
to evaluate it as a non-ideal solution. This is because the intermediate square groove feature at zone B
intersects with two other volumes A and C, hence this solution reduces the issue but is not an optimal
solution. Another material removing strategy is shown in figure 5.1e where the removed volume is
divided into three parts (A, B, and C). Zone A directly effects in forming F2 and F6, as well as in
F3, F4, and F5 in an indirect way; whereas the intermediate feature B is composed of F3 and F5, and
reduces the extra material above F4. Finally, zone C is now ready to be machined, and F4 will be
produced with all its five entities.




Figure 5.1 Different strategies for considering features intersecting (a) a design model, (b) original
blank, (c), (d), and (e) three different strategies of dividing the machining area
From a manufacturer point of view, the machining of the part based on the last dividing strategy
of volumes is considered reasonable. This is because the cutting tool path is decreased in an efficient
manner that assists forming one or more feature in a direct and indirect way. However, this is a simple
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case of features interacting with one another, and has few possibilities of volume divisions which
produce intermediate features. More prospects are generated from complex parts with many features,
hence an efficient methodology should be developed in such cases. The next section proposes an
approach for solving features intersections issues based on the concept of volume subtraction.
5.3 A methodology of subtracting
The recognised manufacturing features from the SI-AFR system are considered “final features”. These
describe the final shape of the product and should be produced in an accurate way. However, during
the manufacturing process, one or more interactions occur between the final features and produce
intermediate or “intersecting features”. This is an inevitable matter in most, if not all, the cases of
rotational parts, since the stock is a blank cylinder and demands several cutting paths to reach the
final features and consequently the required shape of the product. In contrast with the final features,
the intersecting ones can take many shapes and possibilities depending on the vision of the process
planner. Hence, the analysis of the final features can take multiple combinations of intersecting
features to be removed from the initial workpiece. As mentioned in section 5.2, these combinations
vary between unreliable, acceptable, and optimum solutions. For the purpose of getting an optimal
option for each features intersecting case, a “features subtraction” system has been developed. The
proposed system scans all the final features in both X and Z axes, divides the part into areas based on
developed rules, and in some cases updates the geometrical data of the final features. This section
explains the methodology of the features subtraction step by step. This is by using different examples
in each step to illustrate different cases.
However, before analysing the final features and concluding the intersecting ones, the system
starts with calculating the minimum required blank size. This is done by scanning all the start, end,
and tangent points of each feature, which the SI-AFR system has extracted in terms of the X and
Z co-ordinate points. Since the adopted coordinate system is the same for turning machines, the
maximum X value represents the radius of the stock and Z represents its length. Figure 5.2 shows an
example of which points are taken as maximum X and Z, and consequently the blank workpiece is the
shaded area.
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Figure 5.2 An example of which points are taking as maximum X and Z
As mentioned in chapter 4, the SI-AFR system describes any 3D model as one external shape
and one or more internal shapes if it has holes or internal features. Since the external and internal
shapes have different manufacturing requirements, the features subtraction part deals with each of
them individually.
5.3.1 Features subtraction of external shapes
Step one: finding features with max. X
The first step of the features subtraction system is scanning all the faces of each final feature in the
part design. This is to check X values of all the start, end, and tangent points, and find which features
have an X value that is equal to the observed X value. The observed X value at this point is the same
of the blank radius; however, it can take another value, which will be explained later. Depending on
the design, there might be one or more features that have the same observed X value. For example,
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the part in figure 5.2 has only one feature shares the same X value with the blank, which is the tangent
point of the convex. Whereas, three of the final features of the part in figure 5.3 have the same X value
of the blank: (i) the end point of the convex, (ii) the start and end points of the cylindrical surface, and
(iii) the start point of the first face in the left step feature.
Figure 5.3 Three features have the same X value of the blank
Step two: grouping the features
As mentioned in step one, there might be more than one feature that have the same X value of
the observed one. However, these features must be checked to determine if they are connected to
each other. The part design in figure 5.3 shows that all the features, which include the X value of the
blank at their end or start points, are connected to each other in one point. A different case is shown
in figure 5.4, where the total number of the features with the same X value of the blank is eight. The
first three features (convex corner, cylindrical surface, and left taper) are connected to each other as
the red points show. The other five are separated from the first group and connected to each other
at the green points. Regardless the design of the part, the proposed system gathers the features that
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include the same X value of the blank, checks the connection between them, and puts them in groups
as a preparation for the next step.
Figure 5.4 Two groups of features have the same X value of the blank
Step three: scanning features based on a reference one and observed X value
In this step, the system takes the prepared groups of features one by one. Then, a procedure is
applied to each feature in a group. Firstly, the system scans the final features on the right side of
the observed one, starting from the first neighbour and so on. The scanning is stopped if one of two
conditions is realised. The first condition to be checked is if a feature includes the same or bigger
observed X value, and second is if the scanning reaches the far right side of the blank. Figure 5.4
shows an example for each of these possibilities. Firstly, by scanning the final features on the right
side of the convex round feature in the first group, the process lasts till the right end of the blank
because it does not find a feature that contain the observed X value. Hence, the system considers four
features including the reference (convex round, right taper, cylindrical face, and facing). The second
example is when the system takes the right taper feature in the second group and scans its right side.
After four final features, the system declares the existence of a feature that includes the observed X
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value, and stops the scanning process. Consequently, only five features are recorded in this case (right
taper, cylindrical face, square groove, cylindrical face, and left taper). Regardless which of these
conditions is achieved, the system applies the same procedure for all the reference features. This is by
scanning the right side of the reference feature first and records the result, then scans the left side of it
and records the result as well before moving to the next feature. All the recorded results, which are
bundles of final features, are exported to the next step. Before moving to the next step, it is important
to clarify that the process of scanning the left side of a feature has the same logic as the right side.
In some cases, the scanning process directly stops when the right and left neighbours of a
referenced feature are checked. This is because both of them have the observed X value in at least
one of their points. Such a referenced feature is classified as an independent final feature. The
square groove feature in the second group (figure 5.4) shows an example of the described case. It
is surrounded by cylindrical faces, which include the observed X value, on both sides. Hence, the
square groove here is an independent final feature, and is not exported to the next step.
Step four: analysing each bundle of features
As mentioned in step three, the system records a bundle of features after every scanning process
on the right or left side of a referenced feature. Each bundle contains the referenced feature itself
in addition to others depending on the case. Obviously, one of the referenced feature’s points has
the observed X value that the system specified in step one, which should be the highest X value in
comparison to other X values of all the features points in this bundle. The system searches all the
features in the bundle to find the second highest X value. This can be in any position depending on
the case. In order to illustrate possibilities where the second highest X value can be in a bundle of
features, figure 5.5 shows two different examples. In these examples, all the observed X points are
marked using red circles; whereas, the green circles are used to refer to the second highest X values.
Regarding figure 5.5a, the convex rounded corner includes the observed X value at its endpoint, and
it is one of three features that share this value (convex corner, cylindrical surface, left taper). By
scanning its right side, the system records a bundle of features, these are from left to right: convex
corner, right taper, cylindrical surface, square groove, cylindrical surface, and facing. In this case,
the second highest X value belongs to the referenced feature itself "convex corner" as its start point
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and the end point of the right taper as well. Whereas, by scanning the right side of the convex corner
in figure 5.5b as a referenced feature, the system records the following bundle of features: convex
corner, right taper, left shoulder cylindrical surface, right shoulder, and facing. The second highest
X value in this bundle exists at three features (left shoulder cylindrical surface, and right shoulder).
These two cases would affect the decision of the system in terms of which volume should be removed
first from the blank and consequently which features take the priority in the manufacturing.
(a)
(b)
Figure 5.5 Two different examples where the second highest X value can be
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Step five: specifying faces of intermediate features
The purpose of this section is solving issues of features intersections, following the concept of
removing volumes from a blank in a reasonable sequence. Each volume means either an independent
final feature or an intermediate one. Whilst faces of final features are recognised using the proposed
smart interactive feature recognition system, those of intermediate ones need to be defined in this step.
The creation of intermediate features and their faces is based on two factors: the faces of the first
and last feature is in the bundle from step three and the second highest X value taken from step four.
These two factors will help to draw the boundaries of only one intermediate feature. However, this
depends on the geometrical and topological data of the design. For example, regarding the part design
in figure 5.5a and as mentioned in step four, the right side of the convex corner is scanned: convex
corner, right taper, cylindrical surface, square groove, cylindrical surface, and facing. The system
calculates the first face data of the intermediate feature by checking the feature in the far right side of
the bundle, which is in this case is the facing. This is to compare all its X values with the extracted
second highest X value and specify its topology. Since all the X values of the facing feature are lower
than the extracted second highest X value, the first face data will be calculated as follows:
• F1 is a vertical line;
• F1 start point X = the observed X value from step one;
• F1 start point Z = maximum Z value of the feature at the far right side of the bundle;
• F1 end point X = the second highest X value;
• F1 end point Z = maximum Z value of the feature at the far right side of the bundle.
In order to facilitate the calculation of the second face of the intermediate feature, the third face
is found first. Whilst the system considers the feature on the far right side in the bundle to find the
first face data, the feature on the far left is used to find the third face. The same logic of checking and
comparing the X values of the feature with the second highest X value is applied. In this case the
feature is the convex corner and its X end point is equal to the observed X value, whilst its X start
point is equal the second highest X. Hence, the third face will take exactly the same geometrical and
topological data of that shape. The third face data in this example will be:
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• F3 is a convex curve;
• F3 start point X = the start point X value of the convex corner;
• F3 start point Z = the start point Z value of the convex corner;
• F3 end point X = the end point X value of the convex corner;
• F3 end point Z = the end point Z value of the convex corner;
• F3 centre point X = the centre point X value of the convex corner;
• F3 centre point Z = the centre point Z value of the convex corner;
• F3 direction = CCW.
Regardless the shape and data of the first and third faces of an intermediate feature, the following
relation is always true:
F1 end point X = F3 start point X
This has only one meaning "the second face that links the first and third ones is always a horizontal
line". The second face data can be concluded as:
• F2 is a horizontal line;
• F2 start point X = F1 end point X;
• F2 start point Z = F1 end point Z;
• F2 end point X = F3 start point X;
• F2 end point Z =F3 start point Z.
Figure 5.6 shows an example of an intermediate feature with its three faces. The volume of this
feature, which is shaded in light green, will be the first to be removed from the original blank that is
shaded with light purple.
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Figure 5.6 An example of an intermediate feature with its three faces
The part design in figure 5.5b can be utilised to show a different example of calculating an
intermediate feature. Whilst all the three faces follow the same logic in finding their data, the third
face does not take all the original data of the convex corner as in the previous example. This is because
the second highest X value is higher than start point X value of the convex corner feature; hence, the
start point X and Z of the third face is calculated based on a perpendicular line that passes the point
with the second highest X value and intersects the convex corner feature. The third face data in this
case will be calculated as follows:
• F3 is a convex curve;
• F3 start point X = the second highest X value;
• F3 start point Z = is calculated using a circle equation;
• F3 end point X = the end point X value of the convex corner;
• F3 end point Z = the end point Z value of the convex corner;
• F3 centre point X = the centre point X value of the convex corner;
• F3 centre point Z = the centre point Z value of the convex corner;
• F3 direction = CCW.
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Figure 5.7 A special case of an intermediate feature
Figure 5.7 shows how the third face of the intermediate feature is considered. However, it should
be noted that the intermediate feature does not cover the whole shape of the original convex corner
feature. The system updates the data of this feature in which the start point X and Z of the updated
convex will be the same of the original one, but the end point X and Z will take the values of the
F3 start point X and Z. Then, the updated convex will be considered in the next loop of features
intersections. This can be noticed in figure 5.8 where only a part of the convex has been removed with
the first intermediate feature from the blank. The rest of it will go through the next loop of checking
features intersections.
Figure 5.8 A part and its blank after removing the first intermediate feature
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Step six: continuing the loop
The same process as that described above is carried out in a loop, for each step determining
the intermediate features to be removed from the blank, until all the final features are covered. For
example, after defining the faces of the intermediate feature in figure 5.8, the same bundle of features
(updated convex corner, right taper, left shoulder cylindrical surface, right shoulder, and facing) will
be reassessed according to step one. This time the observed X value will be the maximum X value in
this bundle. In this manner steps 1-6 are repeated, and figure 5.9a, b, c, and d show an example of this
process for this particular design.
(a) (b)
(c) (d)
Figure 5.9 Steps of machining intermediate and final dependent features (a) second, (b) third, and (c)
fourth, and (d) final shape
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Step seven: avoiding repetition
In order to avoid the same intermediate features, those that have already been determined are
stored in temporary memory of the system. In figure 5.10, the scanning process to the left side of the
left taper feature would give features: left taper, facing, concave corner, cylindrical surface, square
groove, cylindrical surface, facing, and convex corner. Also, the scanning process to the right side
of the convex corner feature would give features: convex corner, facing, cylindrical surface, square
groove, cylindrical surface, concave corner, facing, and left taper. Although these bundles are in
reversed order, the same intermediate features will be detected. The system can check these instances
of duplication, to ensure that there is no repetition of work.
Figure 5.10 A part includes a duplication case of an intermediate feature
In contrast to the final features that can be formed from one to five faces, and take any shape, the
intermediate features will only have certain types of 16 shapes. This is because each is always formed
from three faces and the second face is always a horizontal line. Figure 5.11 shows all the possibilities
that an intermediate feature can take.
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Figure 5.11 The sixteen possibilities of intermediate features
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5.3.2 Features subtraction of internal shapes
Internal and external features are described in a different way, and the requirements to manufacture
them is different. However, for solving features intersecting issues they both follow the same logic,
with minor adjustments. In the case of internal shapes, the blank size is not considered. Instead, the
minimum X value of the features of an internal shape is deducted. The minimum X value is observed,
rather than the maximum that is used in step one. Also, instead of then using the second highest X
value, the second lowest X value is used. In figure 5.12 the sequence of creating intermediate features




Figure 5.12 The sequence of forming an internal shape
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5.4 Case study
The proposed features subtraction system is built using C# language, and is considered as a continua-
tion of the SI-AFR system. In order to evaluate its ability, the same case study from chapter four (see
figure 4.18) has been tested. The design model contains an external and three internal shapes to show
that the proposed features intersection methodology can adequately deal with both situations. The
result from the SI-AFR system shows that the external shape of the part design has 15 final features,
and the through, front, and back internal shapes have four, two, and two final features, respectively.
The following sections provide detail about both the external and internal shapes in terms of solving
features intersection.
5.4.1 External shape
The SI-AFR system recognises fifteen external final features of the part design and puts them in order
from right to left based on the Z axis. Table4.3 gives details of these features, which are extracted to
be used later in the developed features intersection system. The first step of scanning the final features
declares that the convex (F9) has the maximum X value (87.5mm) at its apex, which is the same as
the blank radius. Since there is only one feature with the maximum X value at this point, step two is
overridden directly moving to the third step, which is scanning the final features on the right side of
the observed feature. As a result of step three, nine final features are considered on the right side of
the convex feature (facing, right convex corner, cylindrical face, radial square groove, cylindrical face,
right taper, facing, cylindrical face, and the right half of the observed convex feature). The system
then reads the data of these nine features to find the second maximum X value, which is in this case
the joint point between the cylindrical face and the convex (F8 and F9) with an X value of (80mm).
Hence, the three faces of the first intermediate feature will be:
First face
• F1 start point X = 87.5;
• F1 start point Z = 100;
• F1 end point X = 80;
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• F1 end point Z = 100;
• The movement from start to end point is linear.
Third face
• F3 start point X = 80;
• F3 start point Z = 54;
• F3 end point X = 87.5;
• F3 end point Z = 46.5;
• The movement from start to end point is circler;
• F3 centre point X = 80;
• F3 centre point Z = 46.5;
• The direction of movement is counter clockwise.
Second face
• F2 start point X = 80;
• F2 start point Z = 100;
• F2 end point X = 80;
• F2 end point Z = 54;
• The movement from start to end point is linear.
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Figure 5.13 Removing the first intermediate feature
As appears in figure 5.13, the first intermediate feature not only removes part of the blank but also
covers the machining of the cylindrical face (F8) and the right half of the convex (F9). Although the
system scans the left side of the observed convex feature at this point, it is preferable to the reader to
continue the loops on the right side of the convex till all the final features are covered. The bundle of
nine features is updated to be eight by subtracting the convex (F9) because its right half was totally
covered by the first intermediate feature. Repeating the five steps of the system will give the following
result:
1. The facing and cylindrical face (F7 and F8) have the same maximum X value (80mm);
2. Scanning the right and left sides of the cylindrical face (F8) will stop directly because the two
neighbours have maximum value of (80mm). Thus, the cylindrical face is considered a final
feature, and it was already covered by the first intermediate feature;
3. Scanning the right side of the facing (F7) gives a bundle of seven final features including the
observed feature;
4. The second highest X value is the joint point between the facing and right taper features
(43mm);
5. The three faces of the second intermediate feature will be:
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• First face
F1 start point X = 80;
F1 start point Z = 100;
F1 end point X = 43;
F1 end point Z = 100;
The movement from start to end point is linear.
• Third face
F3 start point X = 43;
F3 start point Z = 58;
F3 end point X = 80;
F3 end point Z = 58;
The movement from start to end point is linear.
• Second face
F2 start point X = 43;
F2 start point Z = 100;
F2 end point X = 43;
F2 end point Z = 58;
The movement from start to end point is linear.
6. Scanning the left side of the facing (F7) will stop directly because the next neighbour has the
same maximum X value (80mm).
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Figure 5.14 Removing the second intermediate feature
Removing the second intermediate feature covers the machining of the facing (F7), as shown in
figure 5.14. The loop continues, and this time the bundle of the seven final features is updated by
subtracting the facing feature and keeping the other six. Applying the first five steps and considering
the updated bundle gives the following result:
1. Only the right taper (F6) has the maximum X value (43mm);
2. Scanning the left side of the right taper will stop directly;
3. Scanning the right side of the right taper gives a bundle of six final features including the
observed feature;
4. The second highest X value is the joint point between the right taper and cylindrical face
features (40mm);
5. The three faces of the second intermediate feature will be:
• First face
F1 start point X = 43;
F1 start point Z = 100;
F1 end point X = 40;
F1 end point Z = 100;
The movement from the start to end point is linear.
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• Third face
F3 start point X = 40;
F3 start point Z = 64;
F3 end point X = 43;
F3 end point Z = 58;
The movement from the start to end point is linear.
• Second face
F2 start point X = 40;
F2 start point Z = 100;
F2 end point X = 40;
F2 end point Z = 64;
The movement from the start to end point is linear.
Figure 5.15 Removing the third intermediate feature
Figure 5.15 shows that the third intermediate feature covers the machining of three final features:
the right taper and two cylindrical faces (F6, F5, and F3). There are three remaining features: (i)
radial square groove, (ii) right convex corner, and (iii) facing (F4, F2, and F1, respectively). Scanning
the right and left side of each remaining feature will stop directly; hence, it is declared as a final
independent feature and their data is taken from the original result from the AFR system (table4.3).
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Figures 5.16 a and b shows the machining of the right convex corner and radial square groove,
respectively. At this point all the features on the right side of the convex (F9) are covered.
(a) (b)
Figure 5.16 The machining process (a) machining of the right convex corner, and (b) machining of
the radial square groove
Back to the left side of the convex (F9), the scanning process considers seven final features: left
half of the convex, cylindrical face, radial groove with two rounded corners, cylindrical face, two
sides tapered groove, cylindrical face, and facing (F9, F10, F11, F12, F13, F14, and F15, respectively).
As mentioned, the maximum X value of this bundle is (87.5mm) at the apex of the convex feature,
whereas the second highest X value is (80mm), which is the meeting point between the convex and
cylindrical face (F9 and F10). The three faces of the fourth intermediate feature will be:
First face
• F1 start point X = 87.5;
• F1 start point Z = 46.5;
• F1 end point X = 80;
• F1 end point Z = 39;
• The movement from start to end point is circler;
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• F1 centre point X = 80;
• F1 centre point Z = 46.5;
• The direction of movement is counter clockwise.
Third face
• F3 start point X = 80;
• F3 start point Z = 0;
• F3 end point X = 87.5;
• F3 end point Z = 0;
• The movement from start to end point is linear.
Second face
• F2 start point X = 80;
• F2 start point Z = 39;
• F2 end point X = 80;
• F2 end point Z = 0;
• The movement from start to end point is linear.
Figure 5.17 shows that machining the fourth intermediate feature covers the left half of the convex
and three cylindrical faces (F9, F10, F12, and F14). The three remaining features are: (i) radial groove
with two rounded corners, (ii) two sides tapered groove, and (iii) facing. Scanning the right and left
side of each remaining feature will stop directly, and the feature is declared as a final independent
feature. Figures5.18 a and b show the machining of the radial groove with two rounded corners and
the two sides tapered groove, respectively. This is the end of the external shape when all the initial 15
features are covered in 10 intermediate and independent features, as it is shown in table5.1.
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Figure 5.17 Removing the fourth intermediate feature
(a) (b)
Figure 5.18 The machining process (a) machining of the radial groove with two rounded corners, and
(b) machining of the two sides tapered groove
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5.4.2 Internal shape
The SI-AFR system recognises three internal shapes of the part design with different positions and
numbers of features: (i) through internal shape (four final features), (ii) front internal shape (two
final features), and (iii) back internal shape (two final features), see table4.4. Despite the position of
the internal shape, the same logic is followed in solving features intersecting. As mentioned, only
the through internal shape requires an addition step as a preparation before starting the expected
procedure.
Through internal shape
The first step of scanning the final features of this internal shape declares that the minimum X
value is (12mm), which is the minimum radius value between the axis of the shape and any of its
faces. Before moving to the second step of grouping the features, the observed X value is used to
find the data of the first intermediate feature that forms the main hole of the shape. The length of this
intermediate feature is calculated from the far right to the far left of the shape, and its radius takes the
same value of the observed X value. The three faces of the first intermediate feature are:
First face
• F1 start point z = 100;
• F1 radius start point Z = 0;
• F1 end point z = 100;
• F1 radius end point z = 12;
• The movement from start to end point is linear;
• F1 X centre = 0;
• F1 Y centre = 0.
Third face
• F3 start point z = 0;
• F3 radius start point Z = 12;
5.4 Case study 114
• F3 end point z = 0;
• F3 radius end point z = 0;
• The movement from start to end point is linear;
• F3 X centre = 0;
• F3 Y centre = 0.
Second face
• F2 start point z = 100;
• F2 radius start point Z = 12;
• F2 end point z = 0;
• F2 radius end point z = 12;
• The movement from start to end point is linear;
• F2 X centre = 0;
• F2 Y centre = 0.
Figure 5.19 shows that the machining of the first intermediate feature covers two cylindrical faces
(F2 and F4). The two remaining features are the right axial groove and the two sides tapered groove.
Scanning the right and left sides of each remaining feature will stop directly and the feature is declared
as a final independent feature. Figure 5.20 a and b show the machining of the two remaining features.
5.4 Case study 115
Figure 5.19 Removing the first intermediate feature from the through internal shape
(a) (b)
Figure 5.20 The machining process (a) machining of the right axial groove, and (b) machining of the
two sides tapered groove
Front internal shape
The expression of Front internal shape has one meaning "this internal shape has a closed end,
and the centre of this closed end, which is always zero, represents the first observed minimum X value".
Such a case means skipping step two of grouping features based on the observed X value because
there will always be one feature holding this value, and in this example it is the right axial groove
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(F2). At this point, the scanning process is only required to be on the right side of the feature; hence,
the bundle includes two features: (i) right axial groove (F1), and (ii) right axial groove (F2). The
second minimum X value is the connecting point between the first and second features. The three
faces of the first intermediate feature are:
First face
• F1 start point z = 58;
• F1 radius start point Z = 0;
• F1 end point z = 58;
• F1 radius end point z = 6;
• The movement from start to end point is circler;
• F1 X centre = 0;
• F1 Y centre = 60.
Third face
• F3 start point z = 46;
• F3 radius start point Z = 6;
• F3 end point z = 46;
• F3 radius end point z = 0;
• The movement from start to end point is linear;
• F3 X centre = 0;
• F3 Y centre = 60.
Second face
• F2 start point z = 58;
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• F2 radius start point Z = 6;
• F2 end point z = 46;
• F2 radius end point z = 0;
• The movement from start to end point is linear;
• F2 X centre = 0;
• F2 Y centre = 60.
Machining the first intermediate feature covers the right axial groove (F2), and the remaining right
axial groove is declared as a final independent feature. Figure 5.21 a and b shows the machining of
these two features, respectively.
(a) (b)
Figure 5.21 The machining process (a) machining of the first intermediate feature, and (b) machining
of the right axial groove (F1)
Back internal shape The same logic of finding the minimum X value in a front internal shape is
followed at a back internal shape. However, instead of scanning the right side of the observed feature,
the left side is scanned here. In this example, an intermediate and final feature (left axial groove
2) are declared as it is shown in figure 5.22 a and b, respectively. Table5.2 shows intermediate and
independent features of the through, front, and back internal shapes.
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(a) (b)
Figure 5.22 The machining process (a) machining of the first intermediate feature , and (b) machining
of the left axial groove (F2)
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Figure 5.23 shows the resulting window after applying the proposed features subtraction system.
Regarding the external shape, the fifteen recognised features from the SI-AFR system are formed
by machining ten intermediate and final dependent features resulting from the features subtraction
system. Whilst the through internal shape has four initial features that is formed by three intermediate
and final dependent features, each of the front and back internal shapes have two initial features, and
is formed by two intermediate and final dependent features.
Figure 5.23 The main window
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5.5 Discussion and summary
The proposed SI-AFR system can recognise predefined and new features, as well as solving simple
features intersecting issues. However, complex cases of manufacturing features intersections require
more investigation. This is to reduce the machining time and cost, and avoid technical issues, such as
damaging a feature and/or interrupting the cutting tool movement. Such a method avoids unnecessarily
wasting resources in terms of material, and damaged tools, which would otherwise need to be replaced
sooner. These efforts combined, contribute greatly towards efforts in sustainability. Depending on the
part design and the process planner vision, different strategies can be suggested to solve a case of
features intersecting. These solutions might vary between unreliable, acceptable, and optimal.
In this chapter, a “features subtraction” system has been developed to present an optimal solution
for each features intersecting case. The recognised features from the SI-AFR system, which are final
manufacturing features, are used as an input of the proposed system. The system has seven steps of
analysing, processing, and calculating. The first step scans all the part’s features to find these that
have maximum X value. Then, the system checks if the observed features are linked to each other and
puts them in groups. The third step includes scanning the final features on the right and left side of
each observed feature and putting them in bundles. However, if the scanning process on both sides
is directly stopped, then the feature is declared as a final independent one. Each bundle of features
is then analysed to find a second X value besides the initial one. This is to be used in the fifth step
that determines data of an intermediate feature. Each intermediate feature removes a part from the
blank and covers the machining of one or more final features. In some cases the intermediate feature
covers a part of a final feature; therefore, the system considers the uncovered part of that final feature
in the next loop. Step six is for checking the rest of features from each processed bundle and sending
them again through the whole process from step1-6. Finally, the system examines all the determined
intermediate features in order to avoid machining the repeated ones.
The feature subtracting system follows the same logic in determining intermediate features
of external and internal shapes. However, this requires one adjustment which is calculating an
intermediate feature based on minimum and second minimum X values in a features bundle of an
internal shape; whereas, maximum and second maximum X values are used in external shapes. The
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system has been evaluated using a case study that includes an external shape and three different cases
of internal shapes. The result provides an optimal solution for features intersecting problems.
Chapter 6
Geometric dimensioning and tolerancing
6.1 Introduction
One of the essential design information that effects process planning and manufacturing is dimensions.
Dimension is a term that specifies a numerical value of a parameter that belongs to the geometry
of a mechanical part or assembly [164]. What geometric dimensioning means depends in the first
place on one’s role. From the designer’s point of view, dimensions describe the design intent of an
assembly or individual parts. To a process planner, dimensions are considered a guide to generate a
sequence of operations and tool path. Also, it is a success or failure criterion of a manufacturer’s work.
However, manufacturing of components cannot guarantee precise dimensions of a designed part even
when using the latest technologies, and hence tolerances are required [80]. The tolerances, which are
specified by a designer, represent the acceptable range of deviation of dimensions [73]. Traditionally,
the tolerances were simply added to the dimensions and considered as critical for fit and function
(linear tolerancing). This concept is no longer satisfactory as the recent technology revolution and the
use of geometric dimensioning and tolerancing (GD&T) have helped develop the idea that features
of a part need to be controlled in different characteristics, such as size, form, orientation, location,
profile, and runout [165]. This is to optimize the production by minimizing the cost and time of
manufacturing and reduce scrap.
Most current CAD systems support GD&T specification using attributes attached to a designed
model. It is possible to add different GD&T information to the corresponding geometric entities
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of a design, for example a point, face, edge etc. [79]. Whilst commercial CAD systems support
specification of GD&T on 3D models at a presentation level, currently they do not provide semantic
representation of such information. This statement reflects the reality of CAD systems regardless of
the capabilities of PDE formats that are used in saving and transferring the 3D models. For instance,
STEP AP214 and recent AP242 have been developed to include a design’s geometrical and topological
information as well as GD&T. The availability of rich geometrical and topological data that PDE
standards can provide has influenced researchers to integrate design and manufacturing systems using
feature technologies. However, saving a design as a STEP file will only keep and transfer geometrical
and topological data and neglect GD&T ones, because CAD venders have not implemented translators
for this purpose yet. Available geometrical information cannot be used instead of the indispensable
GD&T information in delivering the complete picture of a design to a CAPP system.
Figure 6.1 A CAD system with its inner translator
This chapter describes the attempt to automatically extract GD&T data from a CAD model as a
semantic representation, and merge it with the recognised intermediate and final features from the
developed AFR system that is described in this thesis. However, the automatic dimensioning and
tolerancing is out of the scope of this project, as it is would require extensive effort and is a PhD in
and of itself. Figure 6.1 shows a CAD system with its inner translator which transfers geometrical
and topological information of a design model into a semantic representation and neglects GD&T
information. Also, it illustrates the important role of STEP files in connecting between CAD and AFR
systems.
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6.2 Problem definition: Semantic representation of GD&T data
The initial versions of the CAD systems were limited to perform 2D sketching presentations. Due to
rapid growth and high competition in the manufacturing industry, upgraded versions of these CAD
packages were developed, which are able to achieve complex 3D model. However, for both cases
of 2D sketches or 3D models, all CAD systems contain detailed information of a design’s features
which includes geometrical and topological data, saving this data at the representation level. Such
functionality provides the user an initial dimensioning of each feature in the part. Figure 6.2a shows
a cylindrical part with three different diameters and lengths which are a, b, and c. Saving this part
as a STEP file at the representation level provides the value of each length based on its geometrical
information, and logically, these values of lengths can be used as individual dimensions (figure
6.2b). Also, it is possible to use tolerance standards to add a tolerance value for each dimension.
However, putting dimensions based only on geometrical information and choosing tolerance values
from standards might not satisfy the design’s requirements, as well as the designer and manufacturer’s
point of view. This can be illustrated in figure 6.2c when a main datum is chosen and a possible
case of practical GD&T is schemed by a designer based on the design’s requirements. This case
demonstrates the relation between the part’s features and different GD&T schemes. Such relation is
required by CAPP due to its influence on some tasks, such as determining the machining operations,
machining sequence, and tool path.
Regardless of the designer’s vision about GD&T during the presentation level, it should be inter-
preted as a representation model to be used in CAPP systems. In this matter, different representation
models have been developed: EXPRESS, surface graph, representational primitive, technologically
and topologically related surface (TTRS), unified modelling language (UML), extensive markup
language (XML), category theory, Geo-Spelling, and ontology-based models. Among the mentioned
representation models, the most widely used in industry is the EXPRESS model in the form of
STEP files. However, the use of EXPRESS establishes for correct dimensions and tolerance at the
representation model, but it does not explicitly provide semantic information. This is because so far
CAD systems do not support this functionality. The process of extracting GD&T schemes from 3D
models, linking each dimension and tolerance with recognised features, and representing them in
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Figure 6.2 A cylindrical part with three different diameters and lengths (a) the representation of the
cylindrical part in the design phase, (b) dimensions as understood by the STEP file, (c) dimensions
specified by the designer
6.3 Investigation of the solution
Numerous CAD systems and PDE standards save and transfer GD&T information with varying levels
of detail. The first step was to find which of these could provide sufficient GD&T information, in
order to pass this data to the CAPP system. Whilst STEP files AP203, AP214, and AP242 are able
to transfer geometrical and topological information of a design, only the last version of AP214 and
AP242 were developed to provide GD&T information. While Creo (Parametric Educational Edition
M020) and Solidworks (Education Edition/SP3 2017) exports to STEP AP242 file, which includes
3D product and manufacturing information, so far both have not developed the capability to include
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this additional information. More precisely, while dimensions and tolerances are added to a 3D model
and saved as a STEP 242 file, these values are floating numbers and do not refer to specific datums,
and is therefore not useful in it’s current form. A workshop of researchers was created in an attempt
to solve this complex issue and to connect the floating numbers of dimensions and tolerances to
specific surfaces, by inferring this from the available geometrical data. The researchers included
an applications consultant from PTC, and an expert of computer-aided analysis of dimensions and
tolerances, who has published numerous papers on the topic [80, 166–168]. While working on this
together for six months, it was possible to link each dimension with it’s tolerance, following the
same strategy of tracking geometrical and topological data that is used in the STEP file parser that
was developed for this research. Details of how the parser works is described in 4.2. This was
possible because this information is presented in a logical hierarchical format, making the connections
between tolerance and dimension possible. But during this six month investigation the link between a
dimension and its corresponding surface could not be determined.
6.4 Discussion and summary
Dimensions and tolerances are indispensable requirements to describe a design intent. Although CAD
systems have this at the representation level, these are missing when exporting the design via PDE
files. It is necessary for CAD vendors to develop an internal translator that attaches such information
to the STEP 242 file, as it has the ability to store this information. It is also possible with further work




This chapter explains the indispensable requirement of developing a smart AFR system and solving
features intersecting issues, in creating a reliable ACAPP system. This is by illustrating how the rich
geometrical and topological data of the recognised final and intermediate features can be used in
automatically generating the expected seven outputs of ACAPP, as well as providing some strategies
of calculating them. However, this chapter is not intended to optimise these outputs since its main
current objective is showing how each of the outputs completely or partly relies on the results from
the previous chapters. Also, it shows how ACAPP instructions can be provided to the user in terms of
a report and documentation.
7.2 Launching the ACAPP system
The developed ACAPP system starts with showing the minimum requirement of the blank size in
terms of diameter and length via an interface window. Then, it allows the user to enter the diameter
and length of the available blank in the workshop, and these should be bigger or at least the same size
that is required, otherwise the system will reject the measurement(s).
The next step includes scanning the same STEP file, which is used as an input to the SI-AFR
system, to find the material that is specified by the designer. This is by finding the entity line that
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contains the ’material name’ statement, and observing the first pointer of it. Then, the explicit material
name will be found in the entity line of the observed pointer. However, as mentioned in chapter 6,
it depends on the CAD vendors if their inner translator extracts the material information from the
design model and attaches it to the STEP file. For example, if the design model is saved as STEP
file AP203 or AP214 using SOLIDWORKS Education Edition/SP3 2017, the material information
would be lost; whereas, if the process is achieved using Creo Parametric Educational Edition M020,
the information is retained. This is a good example that shows how the information in STEP files
does not only depend on how the file is designed, but also on the ability of the inner translator of a
CAD software. This is also the case for surface roughness, where different CAD software do not
export this value, though the STEP files can include it. The following example shows two entity
lines that are included in the STEP AP203 file of a design model that is saved using Creo and the
ALUMINUM_WROUGHT is selected as a material of the design:
#1777=REPRESENTATION(’material name’,(#1775),#1713);
#1775=DESCRIPTIVE_REPRESENTATION_ITEM(‘ALUMINUM_WROUGHT’, ‘Sample ma-
terials data from Granta Design\N\See grantadesign.com⁄PTC for more’);
7.3 Process selection
Since this work considers rotational parts that have different external and internal features, five
processes are taken into account: external turning, drilling, boring, internal turning, and parting.
As mentioned, the current inner translators of CAD software do not transfer GD&T and surface
roughness information; therefore, a grinding process is not added to the mentioned processes. The
developed SI-AFR system does not only recognise a part’s features, it also isolates the external
features from internal ones; hence, it facilitates selecting appropriate machining process(es) for each
of them. For example, the external turning and parting processes are required for manufacturing the
external features; whereas, drilling and internal turning processes are specified for internal features,
as well as a boring process in some cases. The selection of processes based on the geometrical and
topological data of the recognised features and their position in a part is not an isolated task in CAPP
because it can affect and/or facilitate the other tasks. For instance, it would reduce the tool selection
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to a specific set that matches the selected process. However, this is not the only interaction between
two tasks of CAPP, since it is multidisciplinary and any of its inputs or outputs can affect the others as
is shown in the following sections.
7.4 Cutting tools
The tool selection process includes the determination of two main parameters: the tool-holder and
insert. Specifically, the tool-holder comprises of the clamping system, type, point angle, hand of cut,
size, and more. While the insert encompasses shape, size, grade, nose radius etc. These parameters
are encoded in the ACAPP system based on ISO standards for cutting tools. Figure 7.1 and 7.2 shows
the insert shapes and the holder styles that will be used in this work, respectively.
Figure 7.1 Examples of insert shapes that are encoded based on ISO standards
Figure 7.2 Examples of holder styles that are encoded based on ISO standards
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The ACAPP system observes three main phases during the tool selection process. The first step
is regarding the machining cycle, as to whether it is roughing or finishing cutting. The second step
is based on the geometrical and topological information of a feature and its location on the part.
The last step of tool selection is related to the machining process since it may be external turning,
drilling, boring, internal turning, or parting. A rule-based approach has been developed in order
to manage these three overlapping steps by analysing the feature data and location, as well as the
required process to manufacture it, during the tool selection process. A fourth phase can be added
to this task, which includes the selection of cutting tools based on the material of the model design.
However, only Tungsten carbide tools are considered in the current work because they cover a wide
range of materials.
7.4.1 Roughing and finishing
Since the majority of the material is removed during the rough turning process, this requires maximum
power of machining. Hence, the most preferred insert in terms of strength is the one with the largest
point angle. The insert with 80°of point angle and 95°of approach angle is observed first for roughing
unless this point angle conflicts with the feature geometry. Whilst the features subtraction task
presents a whole vision of transferring a blank into the desired shape, this is sufficient knowledge
for a step-by-step process for rough turning. On the other hand, the SI-AFR system provides full
information of a part’s features in its final shape, and this data can be adopted directly in the finish
turning cycle. The system prepares the tool selection as the following sequence:
• external roughing feature;
• internal roughing features;
• external finishing features;
• internal finishing features.
However, this logic is followed in the tool selection process, but it takes a different order during the
sequence of operation task, as will be explained later.
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7.4.2 Feature location
This task starts by checking if the location of the feature is on the right, left, or middle of the part.
Being on the right of the part means that the feature has at least one Z value that is the same as the
maximum Z value of the blank, whereas being on the left means that the feature has a Z value of 0. If
none of these conditions exists, the feature is in the middle. In order to clarify the role of the feature
location on the tool selection, an example of two features is illustrated in figure 7.3. The right step
feature is located on the right of a part (figure 7.3a), and the radial square groove feature is in the
middle of a part (figure 7.3b). Although the material that should be removed from each feature is
exactly the same regarding the volume and shape, the location of the features affects the decision
of tool selection. The entrance to the right step feature is free from the right side; hence an insert
with 80°of point angle and a right hand tool-holder are considered. A different set of cutting tools is
required to machine the radial square groove feature, which in this case is a square shape insert and a
neutral tool-holder.
(a) (b)
Figure 7.3 The effect of the feature position in selecting cutting tools (a) a right step feature on the
right side of the part, and (b) a radial square groove feature in the middle of the part
7.4.3 Feature geometry
As mentioned, the insert with 80°of point angle is considered a starting point of the tool selection.
However, if this large angle is incompatible with the feature geometry and causes disfigurement, an
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Table 7.1 Examples of different grooves geometry and the criteria of choosing appropriate tool
parameters
No. Shape of groove Control criteria Insert shape Tool holder type Tool hand
0 < α ≤ 22 T J Right
22 < α ≤ 27 D J Right
27 < α ≤ 44 V J Right1
44 < α ≤ 50 V J Right
0 < α ≤ 22 T J Left
22 < α ≤ 27 D J Left
27 < α ≤ 44 V J Left2
44 < α ≤ 50 V J Left
50 < α ≤ 55 T E Right
55 < α ≤ 60 D N Right3
60 < α ≤ 70 V V Right
4 70 < α ≤ 90 S F Neutral
75 < α ≤ 90 S F Neutral
5
concave V V Right
insert with smaller point angle should be examined. The analysis of features geometry goes through
a complex rules structure, especially for different groove features and those that are located in the
middle or at the left side of the part. There are different strategies to machine the same groove, and
each of them might require a different set of cutting tools. Since this work does not aim to optimise
the tool selection but explains how it can be achieved based on recognised features, any tool set that
can machine the feature will be accepted. Table7.1 shows examples of different grooves geometry
and the criteria of choosing appropriate tool parameters. It demonstrates that the side angle(s) of a
groove affects the selection of the insert shape, tool-holder type, and the tool hand. Although the first
four examples in the table are simple grooves with different values of side angles, the same results of
tool selection are considered if these grooves include rounded or chamfer corner(s) on the base.
As considered in this thesis (mentioned in chapter five), an intermediate feature is formed from
three faces, and can be treated as a groove feature depending on its location in the part. Hence, the
same criteria that is used in the tool selection for grooves can be used with intermediate features. In
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most of the cases of grooves and intermediate features, the selection of one cutting tool can produce
the feature. This is particularly if the base of the feature is linear regardless of whether it has rounded
or chamfer corners on it. However, if the base of the groove is circular, such as the fifth feature in
table7.1, this feature might require two sets of cutting tools to be machined. In this example, the first
set includes a square insert shape, which can machine only the upper half of the feature. The second
set has an insert shape with 35°of a point angle and is able to machine the concave part.
The manufacturing of any internal shape starts with a turning or milling process. Although same
end-mill cutting tools can be used for either process, they are different in their nature. In a turning
process, the chuck holds the workpiece and rotates when the cutting tool is only moving along the
machining area; whereas, the cutting tool rotates and moves along the machining area in a milling
process. The location of an internal shape is considered in selecting turning or milling processes. The
former is selected if the internal shape is located at the axis of rotation, whilst the latter is used for
those with an offset from the axis. Figure 7.4 a and b shows an internal shape that is located at the
axis of rotation and with an offset from it, respectively. The size of the first end-mill bit is calculated
based on the diameter of the first recognised feature in that internal shape. Depending on the size and
complexity of the internal shape features, these might require boring and internal turning or milling
processes. The internal turning process is selected to machine internal shapes that are located at the
axis of rotation. Such a process requires internal turning cutting tools, which are selected following
the same strategy and control criteria in the tool selection process for external shapes.
(a) (b)
Figure 7.4 The effect of the internal shape location in selecting the cutting process (a) an internal
shape is located at the axis of rotation, and (b) an internal shape is located with an offset from the axis
of rotation
All the possible geometries of the predefined and the expected new features have been covered in
this work regarding the cutting tool selection task. Thus, the ACAPP system can automatically choose
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an appropriate tool holder and insert from the tool library. However, new methodologies of selection
can be developed based on the recognised final and intermediate features in order to optimise this task
in terms of tool life and minimum cost.
7.5 Sequence of operations
Both the tool selection process and sequence of operations require a recognition of manufacturing
features to be achieved. Whilst the former follows a steady sequence of examination: rough external,
finish external, rough internal, and finish internal features, the default sequence in the latter is rough
external, rough internal, finish external, and finish internal features. This is to avoid the deformation of
the part that might occur due to the redistribution of the internal stresses (manufacturing inheritance).
However, the sequence of operations might take different orders or overlap. For example the rough
external may be considered first, but not completed, before going on to the rough internal. This
depends on the complexity of the design, how a feature recognition system can describe it, and the
size of the blank.
The SI-AFR system presents further valuable information besides the main objective of recog-
nising manufacturing features. Describing the location of an internal shape is a good example of
this provided information. In order to explain the role of such information in finding an appropriate
sequence of operations, the model design of the case study 1 (chapter 4) is taken as an illustration.
The part has fifteen external features and three internal shapes, which are declared: through, front,
and back shapes. An external turning process in terms of roughing is achieved first for all the external
features except the last facing feature, since it requires cutting the part from the blank. Then, a rough
machining process is accomplished for the front and through internal shapes using drilling, boring,
and internal turning processes. The next two steps include a finish machining for both the external
shape and both the through and front internal shapes. The existence of a back internal shape in the
part certainly means that the part should be flipped to complete the machining. This is after cutting the
part that would produce the last facing feature. Finally, the sequence of drilling, boring, and internal
turning is repeated again, and this time to manufacture the back internal shape. However, even this
suggested sequence of operations to manufacture this part might be edited depending on other factors.
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For example, if the length of the blank is the same as the part’s length, some of the external features
cannot be manufactured during the first set-up. This is because the chuck of the turning machine
clamps the blank in a way that covers some of the features that should be machined. Hence, a different
sequence of operations should be considered by the CAPP system. Figure 7.5 shows two different
sequences of operations based on the features of the part and clamping zone.
Figure 7.5 Two different sequence of operations strategies based on the features of the part and the
clamping zone
7.6 Generating G-code
After applying the developed SI-AFR and features subtraction systems, the part’s manufacturing
features are now fully recognised in terms of geometry and topology. Writing G-code to manufacture
any part does not only require deep knowledge about its features, but also the selected process(es),
cutting tools, and the sequence of operations. However, these three aspects cannot be considered
7.6 Generating G-code 137
independent since building each of them requires a strong base of feature recognition. Based on the
set-up numbers that results from the sequence of operations, the ACAPP system might generate more
than one G-code file to manufacture one part. These files are presented with a description of how to
use them.
The ACAPP system generates each G-code file as a standard structure. The first line presents the
program number that starts with a capital ‘O’ followed by four digits without spaces. The second
line includes putting the part’s name, which is extracted from the HEADER section of the STEP
file, between two brackets. Whilst the program number is changed and takes the sequence of the
machining set-up, the part’s name stays the same. The third line in the file describes the operation
performed by the program which is MACHINE EXTERNAL, MACHINE INTERNAL, or MACHINE
EXTERNAL AND INTERNAL . Next, line four specifies the stock diameter entered by the user. The
fifth line assigns the distance between the Z-zero and the right end of the workpiece. In this work, the
Z-zero reference of the first set-up represents the left end of the part; hence, the distance between the
Z-zero and the right end of the workpiece should be at least the same as the part’s length. In contrast,
if the second set-up includes flipping the workpiece at the machine, the Z-zero reference represents
the right side of the flipped part. This means all the Z values should be minus values during the second
set-up. Figure 7.6 a and b shows the Z-zero reference in the first and second set-up, respectively. All
the mentioned lines do not take numbering since their objective is only to introduce the user with the
work.
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Figure 7.6 Setting the Z-zero point(a) the Z-zero at the first set-up, and (b) the Z-zero at the second
set-up after flipping the workpiece
The system generates another set of preparing blocks before starting the code that machines the
part. These blocks are numbered and include: making a safe home out move for a tool change, calling
the required tool, selecting the working plane, turning on the spindle in a specific speed and direction
of rotation, and moving the tool rapidly to a selected point to machine the first feature. In order to
facilitate the calculation of the tool path, and consequently writing the G blocks, it is divided into
sections. Each section is generated to machine a specific intermediate or final feature. The ACAPP
system follows a constant procedure in generating and writing the G code for each section: (i) putting
the feature’s name between two brackets, (ii) checking if the selected tool is the same that was used
with the previous feature or it should be changed, and (iii) specifying the start point of the tool path
based on the hand of cut. There are different strategies to machine each final and intermediate feature
during the roughing and finishing cycles. Whilst the finishing cycle gives the expected final part, the
roughing is more complex in terms of selecting an appropriate machining strategy. This is because
most of the material is removed during this phase. A machining strategy means how a cutting tool
accesses a feature, moves to form it, and steps out of the feature. The following aspects are considered
before selecting each machining strategy:
• the feature geometry;
• the selected tool for machining the feature;
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• the tool accessibility to the feature.
Each machining strategy can be applied using different G code. Although adopting G1, G2, and
G3 together can machine most if not all the features, this set is considered unpractical, particularly in
machining roughing cycles. Part of this demerit is due to the requirement of writing many blocks to
cover the machining of one feature. Hence, canned cycles are preferred as replacements of the basic G
codes due to their feasibility. In this work, three G canned cycles (G71, G72, and G75) are utilised to
cover the roughing phase of the features. Each G canned cycle is used to serve a particular objective
based on specific conditions. For example, G71 is chosen for achieving roughing facing to the right
end of the workpiece using an insert with 80°of point angle. The canned cycle G72 is assigned to
manufacture intermediate and final features that have at least one toroidal or conical surface on the
side. Depending on the geometry of the feature, G72 can be used with a wide range of inserts that
have different point angle values or square section ones. If the ACAPP system selects a square section
insert and G72 to machine a feature, the width of the tool is considered while giving the tool path in
the G72 block. Figure 7.7a shows an example of such a case where the feature starts at (Z = 20mm)
and the tool path starts at (Z = 16mm) since the tool width is 4mm. However, the same start point
of the feature is used in the tool path if the insert shape is a triangle (figure 7.7b). In the case of a
square groove, where the both sides are perpendicular to the base, the G75 canned cycle is applied as
a machining strategy. Since machining a square groove requires a selection of a square insert shape,
the same concept of considering the tool width in the tool path is followed here.
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Figure 7.7 Calculating the start point based on the tool geometry (a) a tool path start point based on
the tool width, and (b) a tool path start point is equal to that of the feature
7.7 Case study
The results of case study 1 from chapter four and five have been used to validate the proposed ACAPP
system. This include analysing the geometrical, topological, and location information for each final
and intermediate feature to automatically generate process planning outputs.
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Blank size
As mentioned, the ACAPP system starts with showing the largest diameter and length of the
designed part, which are not editable. Then, the user enters the dimensions of the available stock, and
these should be at least the same as the extracted ones otherwise the system refuses the stock and stops
the process. This step is very important since the system does not only validate the entered stock’s
dimensions for it also uses them as a reference when the tool approaches the stock. For example, the
maximum diameter of the part design in case study 1 is 175mm; hence, if the available stock has a
diameter of 178mm, the system will consider this value instead of the extracted 175mm when moving
the tool near to the stock. This is to avoid any possible damage to the tool and/or the stock.
Process selection
At an early stage in the SI-AFR system, all the faces , and consequently the features, that form the
design model are classified based on their location to either externals or internals (4.3.5). Also, each
internal shape is defined whether it is located at the axis of rotation or with an offset from it. Such
information facilitates the process selection task in the ACAPP system. Table7.2 shows the machining
process for each external and internal feature.
Tools selection
The next step includes the selection of cutting tool(s) for each feature. These are shown in a
list comprising details of the tool number, tool offset, insert shape, tool holder type, diameter (if
available), and whether it is for external or internal cutting. Table7.3 and figure 7.8 shows the total
number of tools with their details and the features to be machined by it, respectively. As mentioned,
the selected tools can produce the recognised features as it is expected; however, this selection is not
optimal in terms of the number of tools, tool life, and cost. For example, four end_mill tools with
different diameters (10, 12, 20, and 24 mm) are selected for drilling and milling operations. This
can be reduced to only one tool by taking the smallest end_mill (10mm) and change the machining
strategy to produce the larger holes. Although optimising the tools selection is possible, it is not the
goal of the research described in this thesis.
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Table 7.2 The machining process for each external and internal feature
Feature No. Feature Name Machining process
External
1 Intermediate feature External turning
2 Intermediate feature External turning
3 Intermediate feature External turning
4 Right convex corner External turning
5 Facing External turning
6 Radial square groove External turning
7 Intermediate feature External turning
8 Radial groove two rounded corners External turning
9 Two sides tapered groove External turning
10 Facing Partin
Through internal shape
1 Intermediate feature Drilling
2 Right axial groove Boring
3 Two sides tapered groove Internal turning
Front internal shape
1 Intermediate feature Drilling
2 Right axial groove Milling
Back internal shape
1 Intermediate feature Drilling
2 Left axial groove Milling
Table 7.3 The total number of tools required to manufacture the part design with their details
Tool and offset number Insert shape Holder type Diameter Ext. or Int. Number of features
0101 C L _ External 5
0202 S F _ External 4
0303 D N _ External 1
0404 End_mill _ 24 Internal 2
0505 C L _ Internal 1
0606 D N _ Internal 1
0707 End_mill _ 12 Internal 1
0808 End_mill _ 10 Internal 1
0909 End_mill _ 20 Internal 1
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Figure 7.8 Examples of insert shapes that are encoded based on ISO standards
Sequence of operations
The sequence of operations starts with an external turning for the first nine external features and
stops before the last one which is "Facing". This is to check if the model design contains through
and/or front internal shapes since they should be machined before parting the workpiece. Then,
the ACAPP system takes into consideration machining all the features of the through internal in a
sequence of drilling, boring, and internal turning. The features of the front internal shape are machined
after, and these require a sequence of drilling and milling operations. Next, a parting process is carried
out which produces the last facing feature. The system ends the current G-code, shows a message to
flip the workpiece, and generating another G-code to manufacture the back internal shape. This takes
the same sequence of operations that was applied to the front internal. Table7.4 shows the sequence
of operations for all the external and internal features. At this point, this sequence can be adjusted
to reduce the total time of manufacturing. For example, it is possible to machine the second feature
(right axial groove) in the front internal directly after machining the first intermediate feature in the
through internal shape. This is because they require the same cutting tool; hence, the extra time of
tool changing can be avoided. However, the current sequence is accepted though it is not optimised.
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Table 7.4 The sequence of operations for all the external and internal feature
Operation No. Features Machining process
1 External/ features (1-9) External turning
2 Through internal/feature 1 Drilling
3 Through internal/feature 2 Boring
4 Through internal/feature 3 Internal turning
5 Front internal/feature 1 Drilling
6 Front internal/feature 2 Milling
7 External/ feature (10) Parting
8 Back internal/feature 1 Drilling
9 Front internal/feature 2 Milling
Generating G code
Whilst the ACAPP system invests the results from the SI-AFR and features subtraction systems to
automatically generate the expected process planning outputs, generating the G-code has limitations.
This is because the current version of the ACAPP system has been developed to serve the general
concept of process planning, and not a specific factory or set of CNC machines. For example, the
ACAPP system is programmed to generate the basic cutting movements (G0, G1, G2, and G3) and
the canned cycles (G71, G72, and G75), as well as auxiliary setting functions (G28 and G97). These
G codes are common and can be used in most if not all the CNC machines. However, they can
manufacture only external and internal shapes which are located at the axis of rotation. Whereas the
internal shapes that are located within an offset from the axis of rotation require a different set of
coding, and this code varies from machine to machine depending on the manufacturer. Thus, only the
process and tool selections, as well as sequence of operations, are considered for such internal shapes
without generating a G-code for manufacturing them. The output G-code is shown in appendix C.
The G-code is shown on screen via the ACAPP system’s window and saved as an individual file
at the same directory of the input STEP file. Figure 7.9 shows the final ACAPP system’s window.
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Figure 7.9 The final ACAPP system window
7.8 Methodology evaluation
7.8.1 Comparison to CAM software
The development of the ACAPP system based on the SI-AFR and features subtraction concepts has
many advantages. These can be clarified and evaluated via a comparison with different CAM software.
There is no doubt that CAM software has been providing significant services to the manufacturing
industry; however, they have limited capabilities and many constraints. Almost all CAM software
follow the same steps in analysing designs and generating G&M code files. This starts by reading
the input design, predicting the stock shape and size, and asks the user to confirm the speculation.
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Regarding the rotational parts, the default analysis of CAM software for any design shows its profile
as a connected sequence of segments created as a single planar object. Such an analysis requires
a user that is highly experienced in order to select specific segments; hence, divide the design into
machining areas. The model design in figure 7.10a shows a simple example. The part profile of the
design is coloured in red, and it covers the part as a continuous segment without any consideration of
its features. Since it is very difficult to select a single appropriate tool to machine the whole profile
at once, the user should divide the machining area into sub-areas (features) manually, based on the
experience. This is by selecting specific end points at the profile segment and connecting them (figure
7.10b). Next, the user analyses each sub-area in order to select an appropriate tool for its shape.
For example, an insert shape (C) can be selected to machine the pink area; whereas, the blue area
requires an insert shape of (S). After selecting a set of cutting tools, the user needs to provide the
CAM software with information that includes the depth of cut, spindle speed, feed rate, and a start
point of machining for each area. Whilst a CAM software can detect the machining strategy for the
pink area after specifying the start and end points, the machining strategy for the blue area is selected
manually. This is because CAM software do not recognise such an area as a square groove without
interference. The user selects a machining strategy for each type of groove based on its geometry, the
selected tool, the specified start point, and experience level of the individual. Meanwhile, both the
process selection and the sequence of operations require the user’s interference. For instance, it must
be delivered to the CAM software that the pink area is machined before the blue one. This is also the
case with the internal shapes when a drilling process should be achieved before the boring.
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(a) (b)
Figure 7.10 Dividing the design into machining areas in CAM software (a) a part profile as a connected
sequence of segments in CAM software, and (b) divide the machining area into sub-areas based on
the user’s experience
After achieving the mentioned tasks manually, the CAM software generates a G-code that
machines the part. It is always recommended that the CAM software user should be the same person
who uses the resultant G-code on the CNC machine. This is because passing the G-code to the
machine operator without identifying its details, such as the symbol of each selected tool, reference
plane, etc., is pointless. Otherwise, the user should write a report explaining all the selections in detail
and attach it with the G-code and deliver them together to the machine operator.
In contrast with a CAM software, the ACAPP system does not require any experience from
the user because all the tasks are achieved automatically. This will also reduce the time required
in generating the expected process planning outputs to only one second. This includes the G-code
with details about the selected tools and how to set the machine in terms of workpiece zero point.
Furthermore, the resultant instruction is clear and sufficient if passed to the machine operator with the
G-code.
7.8.2 Practical validation of the ACAPP system
In order to practically validate the results from the ACAPP system, an experiment has been carried
out at the Brunel University workshop. This is by using Colchester Harrison-Alpha-1350 XS CNC
turning machine, which runs on GE FANUC "21i-TB operating system. Since this is the only CNC
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turning machine available, the dimensions of the case study had to be scaled down based on the
capabilities of the machine. However, all the features from the case study remain.
When attempting to machine this part with the available tools and machine capabilities, there
were two minor modifications that were required to the design and machining process. The first
modification is related to the radial two sides tapered groove at the through internal shape. It needed
to be redesigned and moved closer to the right end of the part so that the available tool holder can
manufacture it. The second modification is regarding the sequence of operations. In particular, the
first intermediate feature of the through internal shape is constructed first using a different machine,
because installing the required length of the end-mill tool to the CNC turning machine causes a
collision while using another tool to machine the part.
For the part that is machined, a left section of the model design is shown in figure 7.11. The
final external and internal features from the SI-AFR system and the intermediate and independent
external and internal features from the features subtraction are shown in tables 7.5, 7.6, 7.7, and 7.8,
respectively. The proposed ACAPP system provides high efficiency regarding the required time to
accomplish the feature recognition and subtraction tasks, as well as generating the expected outputs.
For example, the total time that the system takes to recognise the external and internal features of
the model design in figure 7.11 is 5 seconds. This includes the parsing process, achieving all the
manipulating algorithms, and recognising all the predefined features. Also, it takes one second for
each the feature subtraction and generating the mentioned process planning outputs. Figures 7.12,
7.13, and 7.14 shows the instruction window, the initial blank, and the final part, respectively. Finally,
the G-code to manufacture this part can be found in appendix D.
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Figure 7.11 The left section of the model design
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Figure 7.12 The instruction window generated of the model design used in the practical validation
Figure 7.13 The initial blank of the model design used in the practical validation
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Figure 7.14 The final machined part of the model design used in the practical validation
7.9 Discussion and summary
The ACAPP system has been developed to show the important role of the SI-AFR and features
subtraction systems in the automatic generation of process planning outputs. This is by analysing the
results from both systems, which include geometrical, topological, and location information for each
final and intermediate feature. In contrast with most CAM software that require human intervention
in achieving process planning tasks, such a method terminates this necessity because the tasks are
accomplished automatically. The system has been practically evaluated, and the result shows that the
manufactured part is produced within expected dimensions. Also, the process of generating CAPP
outputs takes a few seconds and without any need for user expertise. However, the current version
of the system has been tested only for general purpose, and hence a small adjustment would be
required to the system for special cases. For example, holes that are not located in the axis of rotation
necessitate a specific set of G-code to be manufactured. This depends on the machine’s operating
system and capabilities.
Designer, process planner, and manufacturer would benefit from this smart ACAPP system. The
designer can consider the manufacturing implications of a part while in the design process. The
process planner’s task is simplified significantly by the smart ACAPP system, which automatically
performs the steps that in traditional manufacturing would be carried out manually. Regarding
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the manufacturer, the system provides information about setting up the machine and cutting tools,
selecting critical datum of the workpiece, and step-by-step instructions of the manufacturing process.
This chapter covers the automatic generation of some process planning outputs, such as the
process selection, cutting tools, sequence of operations, and generating G-code. However, these are
not optimised in terms of reducing the time and production cost. Whilst the optimisation of these tasks
is valuable, it is out the scope of the current work. This objective can be achieved in the future work
besides the uncovered process planning outputs like the selecting of jigs and fixtures and estimating
the time and cost to manufacture the part.
Chapter 8
Recommendations for future work
The feature technology, in its two main parts of feature recognition and subtraction, provides sufficient
geometrical and topological information about design models. Whilst this research has shown the
significant role of using feature technology to automatically generate CAPP outputs, future work
is necessary to optimise the results in terms of reducing the time and production cost further and
accomplish the uncovered tasks of CAPP. However, CAPP is multidisciplinary, and the feature
technology is only one aspect of its inputs. Hence, other inputs of CAPP are also possible directions
for future research. This is to take current CAPP systems to a higher level of automation. The vision
of future work is outlined in the sections below.
8.1 Covering CAPP inputs
Although the feature technology is considered one of the most important inputs in creating an ACAPP
system, other inputs are not trivial and should be considered as well. For example, dimensions and
tolerances of a design can affect the selection or the sequence of machining operations. This statement
is also true regarding the surface roughness because the machining operations are different in their
abilities in terms of achieving the required tolerance and/or surface finish value. Whilst different STEP
files, such as AP214 and AP242, are prepared to transfer such information of dimensions, tolerances,
and surface finish, the inner translators of most CAD vendors do not support this property. Hence,
this information is lost or delivered in an unsatisfactory way while saving the design as a STEP file.
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This requires more investigations in an attempt to develop a tool that extracts such information from
designs and attaches it to the recognised features.
Another input is process and machine capabilities that is considered based on global standards for
this work. The ACAPP system can be more precise and realistic if it is customised according to the
available process and machine capabilities of a specific factory. This is to generate a feasible process
plan that guarantees its result is compatible with the design intention. This can also include the model
of the machine and its set of the G-code, since this varies between different machines. For example,
a canned cycle for rough turning might be defined using a specific G number and block in a CNC
machine, whereas another machine has a different definition for the same canned cycle.
8.2 Optimising and considering the uncovered CAPP outputs
Although the ACAPP system automatically generates some process planning outputs, these are not
optimised. However, the optimisation of these tasks is an objective in future work. For example, the
tool selection tasks is currently achieved for each manufacturing feature individually. Hence, if the
part includes two grooves, and these have different angle values on their sides, the ACAPP system
will select two different cutting tools for machining them. Consequently, this selection results in extra
cost and time for tools setting. Future work includes checking if one of the selected tools is able to
manufacture both grooves, which reduces the time and production cost. The sequence of machining
features is another example of optimization since it is currently achieved in an order based on the
locations of the features. This might result in extra time for tools travelling and changing. Such an
issue can be solved by checking which features are prepared to be manufactured using the same tool
before it is changed.
Gripping a workpiece in a safe, fast, accurate and rigid way on a lathe is a critical requirement for
successful turning. The geometry of a part is one variable that can affect the selection of the holding
method and clamping zone in turning processes. Hence, the feature technology can also be used in
selecting jigs and fixtures.
In order to estimate the production cost of a part, this depends in the first place on the workpiece
material and the tools. The ACAPP system is provided with the stock dimensions and selects the
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cutting tools based on the features technology. Future work includes linking the ACAPP system with
a database of materials and tools expenses for the purpose of calculating the workpiece and tools cost.
8.3 Extending functionality to prismatic parts
Process planning and STEP files are general broad tools in manufacturing industry, and they are not
simply limited to rotational parts, therefore the functionality of the current ACAPP system can be
extended to include prismatic parts. This is a non-trivial problem, as it requires depth of understanding
of prismatic parts and the implementation is more complex than for rotational parts.
8.4 How AI will effect manufacturing in future
AI techniques is capable of completely revolutionising the manufacturing process as it would sig-
nificantly reduce human intervention, and the need for human expertise. Consequently, this would
avoid any mistakes in generating instructions for manufacturing parts, and the human variability in
the decision-making process.
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Appendix A
The STEP file of the cylinder in fig.3.2
ISO-10303-21;
HEADER;




( ’Brunel University’ ),




FILE_SCHEMA (( ’CONFIG_CONTROL_DESIGN’ ));
ENDSEC;
DATA;
#1 = SHAPE_DEFINITION_REPRESENTATION ( #82, #221 ) ;
#2 = PLANE ( ’NONE’, #102 ) ;
#3 = PLANE ( ’NONE’, #247 ) ;
#4 = CARTESIAN_POINT ( ’NONE’, ( 30.00000000000000000, 3.673940397442058400E-015,
45.00000000000000000 ) ) ;
#5 = DATE_TIME_ROLE ( ’classification_date’ ) ;
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#6 = FACE_OUTER_BOUND ( ’NONE’, #59, .T. ) ;
#7 = DATE_AND_TIME ( #172, #216 ) ;
#8 = LINE ( ’NONE’, #4, #189 ) ;
#9 = PRODUCT_DEFINITION_FORMATION_WITH_SPECIFIED_SOURCE ( ’ANY’, ”, #61,
.NOT_KNOWN. ) ;
#10 = PERSON_AND_ORGANIZATION_ROLE ( ’creator’ ) ;
#11 = APPLICATION_PROTOCOL_DEFINITION ( ’international standard’, ’config_control_design’,
1994, #244 ) ;
#12 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
#13 = CLOSED_SHELL ( ’NONE’, ( #47, #23, #123, #198 ) ) ;
#14 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #72 ) ;
#15 = MANIFOLD_SOLID_BREP ( ’Boss-Extrude1’, #13 ) ;
#16 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#17 = APPROVAL_STATUS ( ’not_yet_approved’ ) ;
#18 = PRODUCT ( ’Fig2’, ’Fig2’, ”, ( #54 ) ) ;
#19 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#20 = APPROVAL ( #228, ’UNSPECIFIED’ ) ;
#21 = CYLINDRICAL_SURFACE ( ’NONE’, #207, 30.00000000000000000 ) ;
#22 = CC_DESIGN_DATE_AND_TIME_ASSIGNMENT ( #131, #150, ( #165 ) ) ;
#23 = ADVANCED_FACE ( ’NONE’, ( #6 ), #39, .T. ) ;
#24 = EDGE_CURVE ( ’NONE’, #55, #86, #121, .T. ) ; #25 = APPROVAL_PERSON_ORGANIZATION
( #80, #52, #173 ) ;
#26 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#27 = DATE_AND_TIME ( #245, #49 ) ;
#28 = EDGE_CURVE ( ’NONE’, #42, #86, #8, .T. ) ;
#29 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
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#30 = APPROVAL_ROLE ( ” ) ;
#31 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#32 = DATE_AND_TIME ( #85, #187 ) ;
#33 = EDGE_LOOP ( ’NONE’, ( #238, #153 ) ) ;
#34 = APPROVAL_DATE_TIME ( #87, #211 ) ;
#35 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#36 = CC_DESIGN_APPROVAL ( #20, ( #9 ) ) ;
#37 = APPROVAL_STATUS ( ’not_yet_approved’ ) ;
#38 = PERSON_AND_ORGANIZATION_ROLE ( ’design_owner’ ) ;
#39 = CYLINDRICAL_SURFACE ( ’NONE’, #98, 30.00000000000000000 ) ;
#40 = PRODUCT_DEFINITION_FORMATION_WITH_SPECIFIED_SOURCE ( ’ANY’, ”, #18,
.NOT_KNOWN. ) ;
#41 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
#42 = VERTEX_POINT ( ’NONE’, #110 ) ;
#43 = APPROVAL_PERSON_ORGANIZATION ( #107, #211, #76 ) ;
#44 = PERSON ( ’UNSPECIFIED’, ’UNSPECIFIED’, ’UNSPECIFIED’, (’UNSPECIFIED’), (’UN-
SPECIFIED’), (’UNSPECIFIED’) ) ;
#45 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#46 = AXIS2_PLACEMENT_3D ( ’NONE’, #229, #101, #16 ) ;
#47 = ADVANCED_FACE ( ’NONE’, ( #94 ), #21, .T. ) ;
#48 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
#49 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #103 ) ;
#50 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #181, #220, ( #9 ) ) ;
#51 = CARTESIAN_POINT ( ’NONE’, ( 30.00000000000000000, 3.673940397442058400E-015,
0.0000000000000000000 ) ) ;
#52 = APPROVAL ( #37, ’UNSPECIFIED’ ) ;
#53 = DESIGN_CONTEXT ( ’detailed design’, #227, ’design’ ) ;
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#54 = MECHANICAL_CONTEXT ( ’NONE’, #224, ’mechanical’ ) ;
#55 = VERTEX_POINT ( ’NONE’, #217 ) ;
#56 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#57 = PERSON_AND_ORGANIZATION_ROLE ( ’creator’ ) ;
#58 = APPLICATION_PROTOCOL_DEFINITION ( ’international standard’, ’config_control_design’,
1994, #175 ) ;
#59 = EDGE_LOOP ( ’NONE’, ( #136, #192, #161, #236 ) ) ;
#60 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #112 ) ;
#61 = PRODUCT ( ’Fig2’, ’Fig2’, ”, ( #151 ) ) ;
#62 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #126, #111, ( #9 ) ) ;
#63 = CC_DESIGN_APPROVAL ( #52, ( #40 ) ) ;
#64 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#65 = UNCERTAINTY_MEASURE_WITH_UNIT (LENGTH_MEASURE( 1.000000000000000100E-
005 ), #91, ’distance_accuracy_value’, ’NONE’);
#66 = ORIENTED_EDGE ( ’NONE’, *, *, #28, .T. ) ;
#67 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, -0.0000000000000000000
) ) ;
#68 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#69 = AXIS2_PLACEMENT_3D ( ’NONE’, #215, #12, #152 ) ;
#70 = CIRCLE ( ’NONE’, #69, 30.00000000000000000 ) ;
#71 = ORIENTED_EDGE ( ’NONE’, *, *, #180, .T. ) ;
#72 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#73 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
#74 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#75 = SECURITY_CLASSIFICATION ( ”, ”, #243 ) ;
#76 = APPROVAL_ROLE ( ” ) ;
#77 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #140, #57, ( #40 ) ) ;
175
#78 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
0.0000000000000000000 ) ) ;
#79 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, -0.0000000000000000000
) ) ;
#80 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#81 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #132 ) ;
#82 = PRODUCT_DEFINITION_SHAPE ( ’NONE’, ’NONE’, #165 ) ;
#83 = AXIS2_PLACEMENT_3D ( ’NONE’, #48, #212, #68 ) ;
#84 = ORIENTED_EDGE ( ’NONE’, *, *, #174, .F. ) ;
#85 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#86 = VERTEX_POINT ( ’NONE’, #51 ) ;
#87 = DATE_AND_TIME ( #139, #193 ) ;
#88 =( NAMED_UNIT ( * ) PLANE_ANGLE_UNIT ( ) SI_UNIT ( $, .RADIAN. ) );
#89 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#90 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #74, #129, ( #75 ) ) ;
#91 =( LENGTH_UNIT ( ) NAMED_UNIT ( * ) SI_UNIT ( .MILLI., .METRE. ) );
#92 = APPROVAL_ROLE ( ” ) ;
#93 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #89, #231, ( #40 ) ) ;
#94 = FACE_OUTER_BOUND ( ’NONE’, #251, .T. ) ;
#95 = ORIENTED_EDGE ( ’NONE’, *, *, #180, .F. ) ;
#96 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#97 = PERSON_AND_ORGANIZATION_ROLE ( ’design_owner’ ) ;
#98 = AXIS2_PLACEMENT_3D ( ’NONE’, #156, #178, #100 ) ;
#99 = DATE_TIME_ROLE ( ’creation_date’ ) ;
#100 = DIRECTION ( ’NONE’, ( -1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#101 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
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#102 = AXIS2_PLACEMENT_3D ( ’NONE’, #155, #41, #79 ) ;
#103 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#104 = CC_DESIGN_DATE_AND_TIME_ASSIGNMENT ( #7, #5, ( #75 ) ) ;
#105 = SECURITY_CLASSIFICATION ( ”, ”, #122 ) ;
#106 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #186 ) ;
#107 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#108 = CARTESIAN_POINT ( ’NONE’, ( -30.00000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
#109 = CARTESIAN_POINT ( ’NONE’, ( -30.00000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
#110 = CARTESIAN_POINT ( ’NONE’, ( 30.00000000000000000, 3.673940397442058400E-015,
45.00000000000000000 ) ) ;
#111 = PERSON_AND_ORGANIZATION_ROLE ( ’design_supplier’ ) ;
#112 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#113 =( GEOMETRIC_REPRESENTATION_CONTEXT ( 3 ) GLOBAL_UNCERTAINTY_ASSIGNED_CONTEXT
( ( #65 ) ) GLOBAL_UNIT_ASSIGNED_CONTEXT ( ( #91, #88, #241 ) ) REPRESENTA-
TION_CONTEXT ( ’NONE’, ’WORKASPACE’ ) );
#114 = APPROVAL ( #146, ’UNSPECIFIED’ ) ;
#115 = APPLICATION_PROTOCOL_DEFINITION ( ’international standard’, ’config_control_design’,
1994, #227 ) ;
#116 = VERTEX_POINT ( ’NONE’, #109 ) ;
#117 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #35, #248, ( #105 ) ) ;
#118 = DESIGN_CONTEXT ( ’detailed design’, #175, ’design’ ) ;
#119 = APPROVAL_DATE_TIME ( #170, #182 ) ;
#120 = DIRECTION ( ’NONE’, ( -0.0000000000000000000, -0.0000000000000000000, -1.000000000000000000
) ) ;
#121 = CIRCLE ( ’NONE’, #201, 30.00000000000000000 ) ;
#122 = SECURITY_CLASSIFICATION_LEVEL ( ’unclassified’ ) ;
#123 = ADVANCED_FACE ( ’NONE’, ( #219 ), #3, .T. ) ;
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#124 = CIRCLE ( ’NONE’, #46, 30.00000000000000000 ) ; #125 = APPROVAL_PERSON_ORGANIZATION
( #177, #182, #133 ) ;
#126 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#127 = CC_DESIGN_APPROVAL ( #114, ( #75 ) ) ;
#128 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#129 = PERSON_AND_ORGANIZATION_ROLE ( ’classification_officer’ ) ;
#130 = CC_DESIGN_DATE_AND_TIME_ASSIGNMENT ( #32, #138, ( #105 ) ) ;
#131 = DATE_AND_TIME ( #184, #230 ) ;
#132 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#133 = APPROVAL_ROLE ( ” ) ;
#134 = EDGE_CURVE ( ’NONE’, #42, #116, #70, .T. ) ;
#135 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
#136 = ORIENTED_EDGE ( ’NONE’, *, *, #28, .F. ) ;
#137 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #164, #97, ( #18 ) ) ;
#138 = DATE_TIME_ROLE ( ’classification_date’ ) ;
#139 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#140 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#141 = CC_DESIGN_SECURITY_CLASSIFICATION ( #75, ( #9 ) ) ;
#142 = APPROVAL ( #17, ’UNSPECIFIED’ ) ;
#143 = ORIENTED_EDGE ( ’NONE’, *, *, #24, .F. ) ;
#144 = DIRECTION ( ’NONE’, ( -0.0000000000000000000, -0.0000000000000000000, -1.000000000000000000
) ) ;
#145 = DIRECTION ( ’NONE’, ( -1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#146 = APPROVAL_STATUS ( ’not_yet_approved’ ) ;
#147 = AXIS2_PLACEMENT_3D ( ’NONE’, #160, #171, #96 ) ;
#148 = APPROVAL_PERSON_ORGANIZATION ( #200, #20, #92 ) ;
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#149 = PRODUCT_RELATED_PRODUCT_CATEGORY ( ’detail’, ”, ( #61 ) ) ;
#150 = DATE_TIME_ROLE ( ’creation_date’ ) ;
#151 = MECHANICAL_CONTEXT ( ’NONE’, #244, ’mechanical’ ) ;
#152 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#153 = ORIENTED_EDGE ( ’NONE’, *, *, #134, .T. ) ;
#154 = CC_DESIGN_APPROVAL ( #142, ( #105 ) ) ;
#155 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
0.0000000000000000000 ) ) ;
#156 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
#157 = APPROVAL_DATE_TIME ( #204, #114 ) ;
#158 = APPROVAL_ROLE ( ” ) ;
#159 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#160 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
0.0000000000000000000 ) ) ;
#161 = ORIENTED_EDGE ( ’NONE’, *, *, #174, .T. ) ;
#162 = APPROVAL_PERSON_ORGANIZATION ( #209, #114, #30 ) ;
#163 = AXIS2_PLACEMENT_3D ( ’NONE’, #78, #73, #205 ) ;
#164 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#165 = PRODUCT_DEFINITION ( ’UNKNOWN’, ”, #40, #53 ) ;
#166 = FACE_OUTER_BOUND ( ’NONE’, #167, .T. ) ;
#167 = EDGE_LOOP ( ’NONE’, ( #143, #95 ) ) ;
#168 = APPLICATION_PROTOCOL_DEFINITION ( ’international standard’, ’config_control_design’,
1994, #224 ) ;
#169 = CC_DESIGN_SECURITY_CLASSIFICATION ( #105, ( #40 ) ) ;
#170 = DATE_AND_TIME ( #214, #14 ) ;
#171 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
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#172 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#173 = APPROVAL_ROLE ( ” ) ;
#174 = EDGE_CURVE ( ’NONE’, #116, #55, #176, .T. ) ;
#175 = APPLICATION_CONTEXT ( ’configuration controlled 3d designs of mechanical parts and
assemblies’ ) ;
#176 = LINE ( ’NONE’, #108, #213 ) ;
#177 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#178 = DIRECTION ( ’NONE’, ( -0.0000000000000000000, -0.0000000000000000000, -1.000000000000000000
) ) ;
#179 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #222 ) ;
#180 = EDGE_CURVE ( ’NONE’, #86, #55, #124, .T. ) ;
#181 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#182 = APPROVAL ( #246, ’UNSPECIFIED’ ) ;
#183 = PRODUCT_RELATED_PRODUCT_CATEGORY ( ’detail’, ”, ( #18 ) ) ;
#184 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#185 = APPROVAL_PERSON_ORGANIZATION ( #232, #142, #158 ) ;
#186 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#187 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #234 ) ;
#188 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
0.0000000000000000000 ) ) ;
#189 = VECTOR ( ’NONE’, #218, 1000.000000000000000 ) ;
#190 = ORIENTED_EDGE ( ’NONE’, *, *, #134, .F. ) ;
#191 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #159, #38, ( #61 ) ) ;
#192 = ORIENTED_EDGE ( ’NONE’, *, *, #235, .F. ) ;
#193 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #239 ) ;
#194 = APPROVAL_DATE_TIME ( #240, #52 ) ;
#195 = CC_DESIGN_APPROVAL ( #182, ( #165 ) ) ;
#196 = APPROVAL_STATUS ( ’not_yet_approved’ ) ;
#197 = PRODUCT_DEFINITION_SHAPE ( ’NONE’, ’NONE’, #199 ) ;
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#198 = ADVANCED_FACE ( ’NONE’, ( #166 ), #2, .F. ) ;
#199 = PRODUCT_DEFINITION ( ’UNKNOWN’, ”, #9, #118 ) ;
#200 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#201 = AXIS2_PLACEMENT_3D ( ’NONE’, #188, #242, #128 ) ;
#202 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
#203 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #64, #10, ( #165 ) ) ;
#204 = DATE_AND_TIME ( #252, #60 ) ;
#205 = DIRECTION ( ’NONE’, ( 1.000000000000000000, 0.0000000000000000000, 0.0000000000000000000
) ) ;
#206 = ORGANIZATION ( ’UNSPECIFIED’, ’UNSPECIFIED’, ” ) ;
#207 = AXIS2_PLACEMENT_3D ( ’NONE’, #135, #120, #145 ) ;
#208 = PERSON_AND_ORGANIZATION_ROLE ( ’creator’ ) ;
#209 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#210 = APPROVAL_DATE_TIME ( #225, #142 ) ;
#211 = APPROVAL ( #196, ’UNSPECIFIED’ ) ;
#212 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
#213 = VECTOR ( ’NONE’, #144, 1000.000000000000000 ) ;
#214 = CALENDAR_DATE ( 2017, 9, 11 ) ;
#215 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
45.00000000000000000 ) ) ;
#216 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #19 ) ;
#217 = CARTESIAN_POINT ( ’NONE’, ( -30.00000000000000000, 0.0000000000000000000,
0.0000000000000000000 ) ) ;
#218 = DIRECTION ( ’NONE’, ( -0.0000000000000000000, -0.0000000000000000000, -1.000000000000000000
) ) ; #219 = FACE_OUTER_BOUND ( ’NONE’, #33, .T. ) ;
#220 = PERSON_AND_ORGANIZATION_ROLE ( ’creator’ ) ;
#221 = ADVANCED_BREP_SHAPE_REPRESENTATION ( ’Fig2’, ( #15, #163 ), #113 ) ;
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#222 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#223 = CC_DESIGN_APPROVAL ( #211, ( #199 ) ) ;
#224 = APPLICATION_CONTEXT ( ’configuration controlled 3d designs of mechanical parts and
assemblies’ ) ;
#225 = DATE_AND_TIME ( #26, #81 ) ;
#226 = APPROVAL_DATE_TIME ( #27, #20 ) ;
#227 = APPLICATION_CONTEXT ( ’configuration controlled 3d designs of mechanical parts and
assemblies’ ) ;
#228 = APPROVAL_STATUS ( ’not_yet_approved’ ) ;
#229 = CARTESIAN_POINT ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000,
0.0000000000000000000 ) ) ;
#230 = LOCAL_TIME ( 22, 52, 35.00000000000000000, #31 ) ;
#231 = PERSON_AND_ORGANIZATION_ROLE ( ’design_supplier’ ) ;
#232 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#233 = PERSON_AND_ORGANIZATION ( #44, #206 ) ;
#234 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#235 = EDGE_CURVE ( ’NONE’, #116, #42, #253, .T. ) ;
#236 = ORIENTED_EDGE ( ’NONE’, *, *, #24, .T. ) ;
#237 = CC_DESIGN_PERSON_AND_ORGANIZATION_ASSIGNMENT ( #233, #208, ( #199 ) ) ;
#238 = ORIENTED_EDGE ( ’NONE’, *, *, #235, .T. ) ;
#239 = COORDINATED_UNIVERSAL_TIME_OFFSET ( 0, 0, .AHEAD. ) ;
#240 = DATE_AND_TIME ( #45, #179 ) ;
#241 =( NAMED_UNIT ( * ) SI_UNIT ( $, .STERADIAN. ) SOLID_ANGLE_UNIT ( ) );
#242 = DIRECTION ( ’NONE’, ( 0.0000000000000000000, 0.0000000000000000000, 1.000000000000000000
) ) ;
#243 = SECURITY_CLASSIFICATION_LEVEL ( ’unclassified’ ) ;
#244 = APPLICATION_CONTEXT ( ’configuration controlled 3d designs of mechanical parts and
assemblies’ ) ;
#245 = CALENDAR_DATE ( 2017, 9, 11 ) ;
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#246 = APPROVAL_STATUS ( ’not_yet_approved’ ) ;
#247 = AXIS2_PLACEMENT_3D ( ’NONE’, #29, #202, #67 ) ;
#248 = PERSON_AND_ORGANIZATION_ROLE ( ’classification_officer’ ) ;
#249 = CC_DESIGN_DATE_AND_TIME_ASSIGNMENT ( #250, #99, ( #199 ) ) ;
#250 = DATE_AND_TIME ( #56, #106 ) ;
#251 = EDGE_LOOP ( ’NONE’, ( #190, #66, #71, #84 ) ) ;
#252 = CALENDAR_DATE ( 2017, 9, 11 ) ;




The details of the resultant STEP file AP 203 of the cylinder in fig.3.2after
applying the parser
A Closed Shell Has been found #13 = CLOSED_SHELL ( ’NONE’, ( #47, #23, #123, #198 ) ) ;
F1=#47
#47 ADVANCED_FACE #94 #21
#94 FACE_OUTER_BOUND #251
#251 EDGE_LOOP #190 #66 #71 #84
#190 ORIENTED_EDGE #134
#134 EDGE_CURVE #42 #116 #70
#42 VERTEX_POINT #110
#110 CARTESIAN_POINT X=30 Y=0 Z=45
#116 VERTEX_POINT #109
#109 CARTESIAN_POINT X=-30 Y=0 Z=45
#70 CIRCLE #69 CurveRadius = 30
#69 AXIS2_PLACEMENT_3D #215 #12 #152
#215 CARTESIAN_POINT X=0 Y=0 Z=45
#12 DIRECTION X=0 Y=0 Z=1
#152 DIRECTION X=1 Y=0 Z=0
#66 ORIENTED_EDGE #28
#28 EDGE_CURVE #42 #86 #8
#42 VERTEX_POINT #110
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#110 CARTESIAN_POINT X=30 Y=0 Z=45
#86 VERTEX_POINT #51
#51 CARTESIAN_POINT X=30 Y=0 Z=0
#8 LINE #4 #189
#4 CARTESIAN_POINT X=30 Y=0 Z=45
#189 VECTOR #218 1000
#71 ORIENTED_EDGE #180
#180 EDGE_CURVE #86 #55 #124
#86 VERTEX_POINT #51
#51 CARTESIAN_POINT X=30 Y=0 Z=0
#55 VERTEX_POINT #217
#217 CARTESIAN_POINT X=-30 Y=0 Z=0
#124 CIRCLE #46 CurveRadius = 30
#46 AXIS2_PLACEMENT_3D #229 #101 #16
#229 CARTESIAN_POINT X=0 Y=0 Z=0
#101 DIRECTION X=0 Y=0 Z=1
#16 DIRECTION X=1 Y=0 Z=0
#84 ORIENTED_EDGE #174
#174 EDGE_CURVE #116 #55 #176
#116 VERTEX_POINT #109
#109 CARTESIAN_POINT X=-30 Y=0 Z=45
#55 VERTEX_POINT #217
#217 CARTESIAN_POINT X=-30 Y=0 Z=0
#176 LINE #108 #213
#108 CARTESIAN_POINT X=-30 Y=0 Z=45
#213 VECTOR #144 1000
#21 CYLINDRICAL_SURFACE #207 CurveRadius = 30
#207 AXIS2_PLACEMENT_3D #135 #120 #145
#135 CARTESIAN_POINT X=0 Y=0 Z=45
185
#120 DIRECTION X=0 Y=0 Z=-1
#145 DIRECTION X=-1 Y=0 Z=0
F2=#23
#23 ADVANCED_FACE #6 #39
#6 FACE_OUTER_BOUND #59
#59 EDGE_LOOP #136 #192 #161 #236
#136 ORIENTED_EDGE #28
#28 EDGE_CURVE #42 #86 #8
#42 VERTEX_POINT #110
#110 CARTESIAN_POINT X=30 Y=0 Z=45
#86 VERTEX_POINT #51
#51 CARTESIAN_POINT X=30 Y=0 Z=0
#8 LINE #4 #189
#4 CARTESIAN_POINT X=30 Y=0 Z=45
#189 VECTOR #218 1000
#192 ORIENTED_EDGE #235
#235 EDGE_CURVE #116 #42 #253
#116 VERTEX_POINT #109
#109 CARTESIAN_POINT X=-30 Y=0 Z=45
#42 VERTEX_POINT #110
#110 CARTESIAN_POINT X=30 Y=0 Z=45
#253 CIRCLE #83 CurveRadius = 30
#83 AXIS2_PLACEMENT_3D #48 #212 #68
#48 CARTESIAN_POINT X=0 Y=0 Z=45
#212 DIRECTION X=0 Y=0 Z=1
#68 DIRECTION X=1 Y=0 Z=0
#161 ORIENTED_EDGE #174
#174 EDGE_CURVE #116 #55 #176
#116 VERTEX_POINT #109
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#109 CARTESIAN_POINT X=-30 Y=0 Z=45
#55 VERTEX_POINT #217
#217 CARTESIAN_POINT X=-30 Y=0 Z=0
#176 LINE #108 #213
#108 CARTESIAN_POINT X=-30 Y=0 Z=45
#213 VECTOR #144 1000
#236 ORIENTED_EDGE #24
#24 EDGE_CURVE #55 #86 #121
#55 VERTEX_POINT #217
#217 CARTESIAN_POINT X=-30 Y=0 Z=0
#86 VERTEX_POINT #51
#51 CARTESIAN_POINT X=30 Y=0 Z=0
#121 CIRCLE #201 CurveRadius = 30
#201 AXIS2_PLACEMENT_3D #188 #242 #128
#188 CARTESIAN_POINT X=0 Y=0 Z=0
#242 DIRECTION X=0 Y=0 Z=1
#128 DIRECTION X=1 Y=0 Z=0
#39 CYLINDRICAL_SURFACE #98 CurveRadius = 30
#98 AXIS2_PLACEMENT_3D #156 #178 #100
#156 CARTESIAN_POINT X=0 Y=0 Z=45
#178 DIRECTION X=0 Y=0 Z=-1
#100 DIRECTION X=-1 Y=0 Z=0
F3=#123
#123 ADVANCED_FACE #219 #3
#219 FACE_OUTER_BOUND #33
#33 EDGE_LOOP #238 #153
#238 ORIENTED_EDGE #235
#235 EDGE_CURVE #116 #42 #253
#116 VERTEX_POINT #109
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#109 CARTESIAN_POINT X=-30 Y=0 Z=45
#42 VERTEX_POINT #110
#110 CARTESIAN_POINT X=30 Y=0 Z=45
#253 CIRCLE #83 CurveRadius = 30
#83 AXIS2_PLACEMENT_3D #48 #212 #68
#48 CARTESIAN_POINT X=0 Y=0 Z=45
#212 DIRECTION X=0 Y=0 Z=1
#68 DIRECTION X=1 Y=0 Z=0
#153 ORIENTED_EDGE #134
#134 EDGE_CURVE #42 #116 #70
#42 VERTEX_POINT #110
#110 CARTESIAN_POINT X=30 Y=0 Z=45
#116 VERTEX_POINT #109
#109 CARTESIAN_POINT X=-30 Y=0 Z=45
#70 CIRCLE #69 CurveRadius = 30
#69 AXIS2_PLACEMENT_3D #215 #12 #152
#215 CARTESIAN_POINT X=0 Y=0 Z=45
#12 DIRECTION X=0 Y=0 Z=1
#152 DIRECTION X=1 Y=0 Z=0
#3 PLANE #247
#247 AXIS2_PLACEMENT_3D #29 #202 #67
#29 CARTESIAN_POINT X=0 Y=0 Z=45
#202 DIRECTION X=0 Y=0 Z=1
#67 DIRECTION X=1 Y=0 Z=0
F4=#198
#198 ADVANCED_FACE #166 #2
#166 FACE_OUTER_BOUND #167
#167 EDGE_LOOP #143 #95
#143 ORIENTED_EDGE #24
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#24 EDGE_CURVE #55 #86 #121
#55 VERTEX_POINT #217
#217 CARTESIAN_POINT X=-30 Y=0 Z=0
#86 VERTEX_POINT #51
#51 CARTESIAN_POINT X=30 Y=0 Z=0
#121 CIRCLE #201 CurveRadius = 30
#201 AXIS2_PLACEMENT_3D #188 #242 #128
#188 CARTESIAN_POINT X=0 Y=0 Z=0
#242 DIRECTION X=0 Y=0 Z=1
#128 DIRECTION X=1 Y=0 Z=0
#95 ORIENTED_EDGE #180
#180 EDGE_CURVE #86 #55 #124
#86 VERTEX_POINT #51
#51 CARTESIAN_POINT X=30 Y=0 Z=0
#55 VERTEX_POINT #217
#217 CARTESIAN_POINT X=-30 Y=0 Z=0
#124 CIRCLE #46 CurveRadius = 30
#46 AXIS2_PLACEMENT_3D #229 #101 #16
#229 CARTESIAN_POINT X=0 Y=0 Z=0
#101 DIRECTION X=0 Y=0 Z=1
#16 DIRECTION X=1 Y=0 Z=0
#2 PLANE #102
#102 AXIS2_PLACEMENT_3D #155 #41 #79
#155 CARTESIAN_POINT X=0 Y=0 Z=0
#41 DIRECTION X=0 Y=0 Z=1
#79 DIRECTION X=1 Y=0 Z=0
Appendix C
The resultant G-code of the model design in fig.4.18
O0001
(Case 1)
(MACHINE EXTERNAL AND INTERNAL)
(STOCK DIA 176 mm)
(SET THE RIGHT SIDE OF STOCK AS 102)
N0 G0 G28 U0.
N5 G0 T0101
N10 G18
N15 G97 S1000 M03
N20 G0 G54 Z103
N25 G0 X178
(Intermediate Feature)
N30 G71 U3.0 R1.0
N35 G71 P40 Q50 U0.5 W0.5 F.1
N40 G1 X160 Z100
N45 G1 X160 Z54





N65 G71 U3.0 R1.0
N70 G71 P75 Q85 U0.5 W0.5 F.1
N75 G1 X86 Z100
N80 G1 X86 Z58




N100 G71 U3.0 R1.0
N105 G71 P110 Q120 U0.5 W0.5 F.1
N110 G1 X80 Z100
N115 G1 X80 Z64




N135 G71 U3.0 R1.0
N140 G71 P145 Q155 U0.5 W0.5 F.1
N145 G0 X72 Z103
N150 G1 X72 Z100




N170 G72 W1.0 R.5











N220 G0 G28 U0.0
N225 G0 0202
N230 G18
N235 G97 S1000 M03









N280 G71 U3.0 R1.0
N285 G71 P290 Q300 U0.5 W0.5 F.1
N290 G1 X160 Z0
N295 G1 X160 Z34
N300 G2 X175 Z41.5 R7.5
N305 G0 Z0





N325 G71 U3.0 R1.0
N330 G71 P335 Q355 U0.5 W0.5 F.1
N335 G1 X90 Z30
N340 G2 X80 Z25 R5
N345 G1 X80 Z25
N350 G2 X90 Z20 R5
N355 G1 X160 Z20
N360 G0 Z30






N390 G0 G28 U0.0
N395 G0 0303
N400 G18
N405 G97 S1000 M03
N410 G0 G54 Z15.5
N415 G0 X178
N420 G0 X160
N425 G71 U3.0 R1.0
N430 G71 P435 Q445 U0.5 W0.5 F.1
N435 G1 X150 Z12
N440 G1 X150 Z8









N480 G0 G28 U0.0
N485 G0 0404
N490 G18
N495 G97 S1000 M03










N550 G0 G28 U0.0
N555 G0 0505
N560 G18
N565 G97 S1000 M03
N570 G0 X0
N575 G0 G54 Z100
N580 G0 X24
N585 G71 U3.0 R1.0
N590 G71 P595 Q605 U0.5 W0.5 F.1
N595 G1 X34 Z100
N600 G1 X34 Z88
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N605 G1 X24 Z88
N610 G0 Z100






N645 G0 G28 U0.0
N650 G0 0606
N655 G18
N660 G97 S1000 M03
N665 G0 X0
N670 G0 G54 Z15.5
N675 G0 X24
N680 G71 U3.0 R1.0
N685 G71 P690 Q700 U0.5 W0.5 F.1
N690 G1 X34 Z12
N695 G1 X34 Z8









N740 G0 G28 U0.0
195
N745 G0 0202
N750 G18 N755 G97 S1000 M03









The resultant G-code of the model design used in the practical validation
O0001
(Practical validation)
(MACHINE EXTERNAL AND INTERNAL)
(STOCK DIA 120 mm)
(SET THE RIGHT SIDE OF STOCK AS 102)
N0 G0 G28 U0.
N5 G0 T0101




N25 G71 U0.6 R0.3
N30 G71 P35 Q45 U0.0 W0.0 F.18
N35 G1 X110 Z100
N40 G1 X110 Z51




N60 G71 U0.6 R0.3
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N65 G71 P70 Q80 U0.0 W0.0 F.18
N70 G1 X86 Z100
N75 G1 X86 Z58




N95 G71 U0.6 R0.3
N100 G71 P105 Q115 U0.0 W0.0 F.18
N105 G1 X80 Z100
N110 G1 X80 Z64




N130 G71 U0.6 R0.3
N135 G71 P140 Q150 U0.0 W0.0 F.18
N140 G0 X72 Z103
N145 G1 X72 Z100




N165 G72 W1.0 R.5











N215 G0 G28 U0.0
N220 G0 T0202










N270 G71 U0.6 R0.3
N275 G71 P280 Q290 U0.0 W0.0 F.18
N280 G1 X110 Z0
N285 G1 X110 Z40
N290 G2 X119 Z44.5 R4.5
N295 G0 Z0




N315 G71 U0.6 R0.3
N320 G71 P325 Q345 U0.0 W0.0 F.18
199
N325 G1 X96 Z33
N330 G2 X90 Z30 R3
N335 G1 X90 Z28
N340 G2 X96 Z25 R3
N345 G1 X110 Z25
N350 G0 Z33






N380 G0 G28 U0.0
N385 G0 T0303




N410 G71 U0.6 R0.3
N415 G71 P420 Q430 U0.0 W0.0 F.18
N420 G1 X104 Z16
N425 G1 X104 Z9









N465 G0 G28 U0.0
N470 G0 T0404











N530 G0 G28 U0.0
N535 G0 T0505




N560 G71 U0.6 R0.3
N565 G71 P570 Q580 U0.0 W0.0 F.18
N570 G1 X34 Z100
N575 G1 X34 Z95
N580 G1 X28.5 Z95
N585 G0 Z100







N620 G0 G28 U0.0
N625 G0 T0606




N650 G71 U0.6 R0.3
N655 G71 P660 Q670 U0.0 W0.0 F.18
N660 G1 X34 Z86
N665 G1 X34 Z79









N710 G0 G28 U0.0
N715 G0 T0202
N720 G97 S1000 M03
N725 G0 Z-2
N730 G0 X122
N735 G1 X-1.0
N740 G28 U0.0
202
N745 M5
N750 M9
N755 M30 %
