Two players alternate tossing a biased coin where the probability of getting heads is p. The current player is awarded α points for tails and α + β for heads. The first player reaching n points wins. For a completely unfair coin the player going first certainly wins. For other coin biases, the player going first has the advantage, but the advantage depends on the coin bias. We calculate the first player's advantage and the coin bias minimizing this advantage.
Introduction
Alice and Bob alternate tossing a biased coin where the probability of getting heads is p. Players alternate turns, with Alice going first. The player tosses the coin and is awarded α points for tails and α+β for heads. The first player accumulating n points wins the game. The values α, β and n are positive constants.
In this paper we investigate I(p | n, α, β), the winning probability for Alice, the first player. We show that I(p | n, α, β) is a polynomial in p of degree 2m−2, where m is the smallest positive integer greater than or equal to n/α.
It is easy to see that Alice has the advantage in this game since she goes first. As a trivial example, when p is 0 or 1 then I(p | n, α, β) = 1. We consider p * n , the value of p that minimizes I(p | n, α, β), and hence makes the game most favorable to Bob, I(p * n | n, α, β) = inf 0≤p≤1 I(p | n, α, β).
We provide examples of specific polynomials I(p | n, αβ) and values of p * n , generated by Mathematica. Since these are cumbersome to calculate, and not closed form, we find a simple form for p * , the limit of p * n as n goes to infinity, p * = lim
where t = α/β.
Theorems
Theorem 1 (Main Theorem) Let α, β > 0 and the limit n > 0. Then the probability that the first player wins the game is,
where the sum can range only over ⌈n/(α + β)⌉ ≤ k ≤ ⌈n/α⌉ and,
Proof: Define stopping times τ 1 and τ 2 , where τ 1 is the first time that the first player has n or more accumulated points and τ 2 is the first time that the second player has n or more accumulated points. Since the first player leads,
Since,
and by symmetry,
Note,
since τ 1 , τ 2 are independent and they have the same distribution. So we need only to compute P (τ 1 = k).
Since unless ⌈n/(α + β)⌉ turns are taken, player one cannot win, and if more than ⌈n/α⌉ turns are taken player one must have already won, we have that P (τ 1 = k) = 0 unless ⌈n/(α + β)⌉ ≤ k ≤ ⌈n/α⌉, hence the above sums can be restricted to that range.
Consider the case where the player has not won after k − 1 tosses, and that i heads are tossed in the first k − 1 tosses, that the player wins on the k-th toss, and that the k-th toss is a tail. This is possible for all i such that,
Since it does not matter the placement of the heads in the first k − 1 tosses, each i contributes to the probability P (τ 1 = k) the amount,
Consider the similar situation, but where the k-th toss is a head. The constraint on i is,
and for each i the contribution to P (τ 1 = k) is the amount,
Since these two cases share the range of i such that,
The remaining i must have a head on the k-th toss, and must satisfy,
The only possible such i is,
. However, the binomial coefficient is zero outside this range, so we can drop this requirement in the writing of the formula for P (τ 1 = k).
Returning to the case where either a heads or tails is possible on the k-th toss, the inequalities rearrange to,
Again, we can drop the requirement that such i be in the range [0, k − 1] in writing the formula for P (τ 1 = k) since the binomial coefficient is zero for i outside this range. Note: It is possible that i * k = i k , and therefore the large summation can be empty.
Proof: In the previous proof, the range of k to sum is only the single value,
From the calculation of k we have kα ≥ n and k(α + β) < n + α + β. Hence i k < 0 and for any i ∈ [0, k − 1], i heads among the first k − 1 tosses does not win, but any k tosses does win. Therefore the sum for P (τ 1 = k) reduces to,
Proof: The P (τ 1 = k) are polynomials in p of highest degree ⌈n/α⌉ − 1, since i k < i * k , and i * k is the maximum number of heads among the first k − 1 tosses yet the player does not win, and this is bounded by ⌈n/α⌉ − 1 which is the maximum number of toss of all tails such that the player does not win.
Theorem 4 (Optimal coin bias) Assumptions as in the previous theorem, let p * n be the coin bias that minimizes the probability of the first player winning. Then,
Proof: In order to find the limit p
For the positive integer k choose
where Z is the standard normal random variable. Therefore,
where
we have,
It is easy to see that to minimize I(p | n, α, β) is the same to minimize
Since the integral on the right hand side of the above equation is increasing in σ 2 , to minimize I(p | n, α, β) we minimize σ 2 with respect to p. Solving,
where 0 < t = α/β < ∞. 3 Computer experiments
Remarks:
Since √ 1 + t + t 2 > 1/2 + t for all 0 < t < ∞, therefore p * < 1/2. For example, if α = β > 0, p * = 2 − √ 3 ≈ 0.267949192, if α/β = 2, p * = 3− √ 7 ≈
Mathematica Code
In Figure 1 we give Mathematica code which generates I(p | n, α, β).
In Figure 2 we give Mathematica code which generates I(p * n | n, α, β), the coin bias that minimizes player one's advantage. Table 1 through Table 5 give example I(p | n, α, β) for various values of n, α, and β. 
Advantage polynomials

Example minimized advantages
There is an online computer program at:
http://epaper-live.appspot.com/2011-CGZ using a randomized simulation to estimate I(p * n | n, α, β). The following are some values of I(p * n | n, α, β) and I(p * | n, α, β) for m = 5, 10, 15 and various values of α and β.
Notice that when m is moderate or large, it is very cumbersome to write down the polynomial of I(p | n, α, β). Since I(p * | n, α, β) is a good approximation for I(p * n | n, α, β), we may use p * for the probability for heads and use simulation to estimate I(p * n | n, α, β). Table 1 : 
