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Abstract
The propagation of cracks driven by a pressurized fluid emerges in several areas
of engineering, including structural, geotechnical, and petroleum engineering.
In this paper, we present a robust numerical framework to simulate fluid-driven
fracture propagation that addresses the challenges emerging in the simulation
of this complex coupled nonlinear hydro-mechanical response. We observe that
the numerical difficulties stem from the strong nonlinearities present in the fluid
equations as well as those associated with crack propagation, from the quasi-
static nature of the problem, and from the a priori unknown and potentially
intricate crack geometries that may arise. An additional challenge is the need
for large scale simulation owing to the mesh resolution requirements and the ex-
pected 3D character of the problem in practical applications. To address these
challenges we model crack propagation with a high-order hybrid discontinuous
Galerkin / cohesive zone model framework, which has proven massive scalabil-
ity properties, and we model the lubrication flow inside the propagating cracks
using continuous finite elements, furnishing a fully-coupled discretization of the
solid and fluid equations. We find that a conventional Newton-Raphson solution
algorithm is robust even in the presence of crack propagation. The parallel ap-
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proach for solving the linearized coupled problem consists of standard iterative
solvers based on domain decomposition. The resulting computational approach
provides the ability to conduct highly-resolved and quasi-static simulations of
fluid-driven fracture propagation with unspecified crack path. We conduct a
series of numerical tests to verify the computational framework against known
analytical solutions in the toughness and viscosity dominated regimes and we
demonstrate its performance in terms of robustness and parallel scalability, en-
abling simulations of several million degrees of freedom on hundreds of proces-
sors.
Keywords: Fluid-driven fracture propagation, Discontinuous Galerkin finite
elements, cohesive zone model, crack propagation with unspecified path,
massive parallel scalability
1. Introduction
Fluid-driven fracture propagation concerns several areas of engineering, in-
cluding structural, geotechnical, and petroleum engineering. In recent times
there has been a flourishing of research geared at delivering computational tools
for simulating fluid-driven fracture propagation, mostly driven by the oil in-
dustry, where numerical simulations can be used to support the design of field
operations by providing a physics-based framework to complement legacy ap-
proaches based on accumulated experience and statistical inference, therefore
helping reduce economic risk. The interested reader can consult, for example,
[1] for a recent review of numerical methods that have been proposed to tackle
this problem.
A thorough mathematical description of the complex physical problem asso-
ciated with the injection of pressurized fluid in a deformable solid requires the
consideration of several coupling mechanisms among the fluid flow, the defor-
mation of the solid material and the possible propagation of cracks as a result
of material failure [2]. The injection of fluid results in a pressure applied on the
crack walls. Material deformation and crack propagation increase the volume
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available to the fluid and therefore affect the pressure distribution as well as
the fluid flow. A basic mathematical model for this problem involves the elasto-
statics equations which govern the deformation and stress field in the solid, the
equations for the fluid flow inside the cracks, and a proper model for describing
crack propagation, which mathematically renders the problem of the moving
boundary type. Depending on the specific application, additional refinements
of the model may include the consideration of leakage of fluid off the fracture
walls into the adjacent porous rock, the transport of proppant and the chemical
reactions involved, and the effects of temperature on the rheology of the injected
fluids.
Early analytical progress in the description of fluid-driven fracture propaga-
tion was made by Khristianovic, Geertsma and de Klerk [3, 4], who devised a
one dimensional analytical model for a plane-strain straight crack whose propa-
gation is driven by the injection of an incompressible viscous fluid at a constant
rate. This model, referred to as KGD, solves the coupled equations of elastostat-
ics for the solid, lubrication flow and mass conservation for the fluid. Further
systematic studies by Detournay et al. have provided a complete picture of the
simplified and analytically-tractable one-dimensional problem [5, 6, 7, 8, 9, 10].
Specific advances included the identification and classification of asymptotic
regimes where analytical solutions were found, each presenting unique character-
istics in terms of near tip asymptotic behavior, including the possible occurrence
of boundary layers in certain regimes.
It is well-established that computational models can complement and sig-
nificantly expand the extent of the analyses available to analytical methods by
providing a full-field, albeit discretized, description of the problem of interest. In
the case of fluid-driven fracture propagation, the coupled elasto-hydrodynamics
problem is typically discretized using the finite element method to solve the
elastic problem [11, 12, 13], while finite differences [11], finite elements [12],
or finite volumes [13] have been employed for modeling the lower dimensional
fluid flow. It bears emphasis that even in the absence of crack propagation the
hydro-mechanical coupling is extremely strong, since the ability of the fluid to
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flow in the fracture depends nonlinearly on the fracture opening.
Different numerical strategies have been proposed to describe fracture prop-
agation in the solid and to evolve the fluid computational domain as cracks
propagate. A recent review paper [1] has described these approaches, identify-
ing their main advantages and limitations.
Cohesive zone models (CZM) have been widely used for their sound fracture
mechanics basis and their ease of implementation as interface elements within
finite element frameworks. In the context of fluid-driven fracture propagation,
the effectiveness of this approach has been verified in the case of an a priori
known straight crack [11, 12, 14, 15, 16].
The extended finite element method (XFEM), proposed in [17] and [18]
as a technique to allow arbitrary crack propagation without the need of re-
meshing, has successfully been applied in the framework of fluid-driven fracture
propagation in 2D benchmarks either in combination with CZM [19, 20] or with
classical mixed-mode propagation criteria based on the stress field at the crack
tip [21]. The extremely challenging implementation of XFEM in the case of a
pressurized crack propagating in 3D geometries was done in references [22, 23,
24]. XFEM methods have been verified against analytical solutions for plane-
strain [19] and penny-shaped [24] impermeable cracks. The main shortcoming
of the XFEM approach lies in cases where there is merging or branching of
several cracks [25]. In addition, the suitability of this method for large-scale
simulations, and therefore 3D scenarios, remains uncertain due to its unproven
scalability [26, 1].
Another approach for describing crack propagation along arbitrary crack
paths that has recently received significant attention is the phase-field model
[27, 28, 29]. Instead of modeling the displacement discontinuity explicitly, phase-
field models represent the crack surfaces by a scalar field that is responsible for
distinguishing between cracked and uncracked states of the material and whose
evolution is obtained by energy-minimization principles. Phase-field models are
straightforward to implement and have been widely used to simulate complex
fracture geometries, as the description of crack branching and merging is natu-
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rally accounted for in the model. In the context of fluid-driven fracture propa-
gation, however, the absence of an explicit description of the displacement jump
constitutes a severe limitation, as the crack opening is a fundamental variable
in the fluid flow equation that strongly controls the nonlinearity in the hydro-
mechanical coupling. In a recent paper it was shown that in the limited case
where the fluid pressure field is given, the phase field energy functional can be
cleverly formulated to account for the work of the pressurizing fluid without the
need to compute the crack opening [30]. However, in realistic scenarios the fluid
pressure field is not known and the lubrication equation must be solved, which
requires that the crack opening be reconstructed precisely. Several heuristic
techniques have been proposed to approximate the displacement jump based on
the phase field, see for example [31, 32, 33, 34], although a sound procedure to
do so has not been developed yet [1]. Recent attempts combine the benefit of
the smeared phase field formulation with a sharp description of the crack [35],
but this approach has not been applied to fluid-filled fracture yet.
In this paper we introduce a computational framework that addresses some
of the most important challenges in the modeling of fluid-driven fracture propa-
gation: the emergence of arbitrary crack geometries, including crack branching,
coalescence, and interaction with pre-existing cracks, and the requirement of
massive parallel scalability owing to the inherently three-dimensional nature
of the problem in practical applications. Some of the existing limitations and
remaining challenges were also identified in [1]. We follow a fully-coupled formu-
lation of the mathematical model and a numerical discretization similar to [12],
which employed a combination of finite elements (2D for the solid, 1D for the
fluid) and a cohesive zone model to describe crack propagation. The approach
was proven very promising as it was verified against the analytical solutions
available in several regimes. However, the computational framework assumed
a predefined straight crack in 2D propagating under plane-strain conditions.
Here we propose a number of modifications to that approach, allowing for un-
specified fracture path and enabling high resolution simulations in 3D. To this
end, we adopt the Discontinuous Galerkin / Cohesive Zone Model (DG/CZM)
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framework originally proposed in [26, 36] for the massively parallel simulation
of dynamic fracture and fragmentation of brittle solids. In that approach, the
flux and stabilization terms arising at interelement boundaries from the DG for-
mulation prior to fracture are enforced via interface elements. Upon the onset
of fracture, the Traction-Separation Law (TSL) governing the fracture process
becomes operative without the need to insert a new cohesive element. A key
feature of the method is that it avoids the need to propagate topological changes
in the mesh as cracks and fragments develop, which enables the indistinctive
treatment of crack propagation across processor boundaries and, thus, the scal-
ability of the method to thousands of processors and billion degrees of freedom
in explicit dynamics calculations [26]. For the discretization of the lubrication
equation we adopt, as in [12], a standard continuous Galerkin finite element
formulation whose support is the solid interface elements that have experienced
complete failure.
The application of the DG/CZM approach to fluid-driven fracture propa-
gation has recently gained some traction in the community [37, 38]. In those
contributions the authors tackle the dynamic problem with either explicit [37]
or implicit [38] time integration and a weak coupling of the elasticity and fluid
flow equation. Both approaches introduce severe restrictions on the stable time
step and, therefore, impose limitations on the accessible time scales, which are in
practical terms reduced to subseconds. Although such limitations can sometimes
be mitigated by the use of different techniques, including dynamic relaxation,
mass scaling, or introduction of artificial numerical dissipation, such type of
approach is most useful in specific applications that require the description of
the stress waves emanating from the crack tips as they propagate, for example
in micro seismic analysis. In the case of field operations of hydraulic fracturing,
whose time scales are in the order of minutes or hours and where one is not
interested in dynamic effects as the process is inherently quasi-static (fracture
growth is stable because it is volume controlled [1]), a quasi-static simulation
method is desirable if not mandatory. The main focus of this paper is to enable
robust quasi-static simulations of fluid-driven fracture propagation.
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The system of strongly nonlinearly coupled equations resulting from the dis-
cretization is assembled and solved in parallel with a robust fully-coupled itera-
tive algorithm. A fully-coupled treatment of the coupled system is paramount in
the solution of the quasi-static problem. It properly exposes the strong nonlin-
earity of the coupled system owing to the cubic dependence of the conductivity
in the flow equations. It also clearly exposes the parabolic character of the
system, thus allowing for natural inflow boundary conditions in a mathemati-
cally and numerically-sound manner. Previous approaches based on staggered
iteration between the fluid and solid problems [11, 19, 39, 38] are mired with
numerical problems whose root is the inconsistent linearization of the coupled
nonlinear problem into two weakly-coupled linear ones, and the artificial ellip-
ticity inherited in this case by the fluid problem, which forces the need for an
also-artificial essential boundary condition on the pressure. It bears emphasis
that all these issues disappear in the fully-coupled treatment of the coupled
quasi-static system, as the problem retains its parabolic nature and the sys-
tem only requires a single boundary condition which can be indistinctively of a
Dirichlet or Neumann nature. We will further show via numerical examples that
the staggered approach fails even in the case of applied pressure near the crack
tip, due to the incorrect numerical treatment of the strong nonlinear dependence
of the inflow boundary condition on the crack opening at the mouth.
We conduct a series of numerical tests to verify the computational framework
against known analytical solutions for plane-strain and axisymmetric cracks in
both the viscosity and toughness dominated regimes. An important finding is
that the proposed method results in fluid pressure distributions that are in ex-
cellent agreement with the theoretical predictions, even in the case of a zig-zag
fracture path. This settles a concern that has been recently raised [1]. We
also use the case of the interaction of a propagating fluid-driven crack with a
pre-existing dry crack as a benchmark to demonstrate that the proposed compu-
tational framework is able to describe fracture branching and merging robustly.
We finally demonstrate the parallel scalability of the framework up to 30 million
degrees of freedom on a 700 processors distributed memory machine.
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The present work is structured as follows. In Section 2 we formulate the
model with the relevant governing equations. In Section 3 we present the
discretizations of the solid and the fluid, with particular focus on the hybrid
formulation of the solid (DG/CZM) and fluid (conventional continuous finite
elements) and on the fully-coupled iterative algorithm to solve the resulting
nonlinear coupled discrete system. In Section 4 we verify the framework against
available analytic solutions and we present results demonstrating its robustness
and parallel scalability. Conclusions are drawn in Section 5.
2. Governing equations
For completeness, we review the governing equations that describe the hydro-
mechanical coupling of a fractured solid when a pressurized fluid is allowed to
flow within the crack walls, see also [12]. We consider an impermeable brittle
elastic medium and assume a fluid is injected in the solid cracks at a constant
rate. The stress field in the solid and the fluid flow are tightly coupled in
the following way: the fluid applies a pressure on the crack walls of the solid,
whereas the crack geometry (opening and length) constitutes the fluid domain
and therefore affects the fluid flow. The description of this two-way coupling
requires the formulation of the governing equations for the elastic deformation of
the solid material, the laminar flow of the fluid in the cracks, and the propagation
of cracks resulting from the stress field in the solid.
We denote with Ω ⊂ IRd, d = 2, 3 the solid domain and with Γ+,Γ− ⊂ ∂Ω
the crack lips, as in Figure 1. As the fluid exerts a pressure p on the crack lips,
the following equations state the equilibrium of the solid:

−∇ · σ = 0 in Ω
σn = −pn on Γ+ ∪ Γ−
σn = t¯ on ∂ΩN
u = u¯ on ∂ΩD
, (1)
where σ is the Cauchy stress tensor and u the displacement field of the solid. In
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(1), ∂ΩN and ∂ΩD denote a partition of ∂Ω\(Γ+ ∪ Γ−), where far field traction
t¯ and imposed displacement u¯ are prescribed, respectively.
Small deformations and linear elasticity are commonly employed to model
the behavior of the solid prior to fracture. More precisely, the stress field σ is
related to the deformation by σ = Cε(u), where C is the fourth order elasticity
tensor and ε(u) = 12
(∇u+∇uT ) is the infinitesimal strain.
Γ
+
Γ
−
Γ
Ωf
n
+
n
−
Ω
Figure 1: Sketch of the crack geometry in 2D. The crack lips are Γ+ and Γ− and the medium
line of the crack Γ.
The fluid domain Ωf ⊂ IRd, is delimited by Γ+ and Γ− as shown in Figure
1. The assumptions of laminar flow and and small crack openings w relative to
the crack length ` justify the use of Reynolds lubrication theory to model the
fluid flow. For the purpose of this paper, we do not account for fluid leaving the
crack and flowing into the surrounding medium and assume the fractured solid
to be impermeable. The model can be extended to account for fluid leak-off
adding a time dependent sink term given by Carter’s equation [40] as in [12]
or employing a generalization of the lubrication equation that explicitly models
fluid mass exchange between the crack and the surrounding medium [41]. The
governing equations for the fluid flow read:

−∇Γ ·
(
w3
12µ
∇Γp
)
= −∂w
∂t
in Γ
w3
12µ
∇Γp · n = Q0 on ∂Γin
, (2)
where Γ ⊂ IRd−1 is the medium crack surface identifying the fluid manifold, w
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denotes the opening of the crack, and ∇Γ the tangential gradient operator on
Γ. In (2), ∂Γin ⊂ IRd−2, is the inflow part of the boundary of Γ where fluid
is injected at a constant volumetric rate Q0, and µ denotes the fluid dynamic
viscosity.
The coupling of the fluid flow and the elastic deformations of the surrounding
medium are manifested in the mechanical equilibrium requirement at the fluid-
solid interface, Equation (1), and in the continuity requirement that the crack
opening be equal to the normal component of the displacement jump:
w = JuK · nΓ, (3)
being J•K the jump operator J•K := •+ − •− and nΓ = n− ' −n+ the normal
to Γ. While in Equation (1) the coupling with the fluid flow appears only in
the boundary conditions, the coupling of Equation (2) with the solid mechanics
is three-fold: 1) through the (cubic) dependence of the conductivity coefficient
in the lubrication equation on the opening; 2) through the modification of the
fluid domain Γ as the crack propagates; 3) through the contribution of the local
time rate of change of the opening as a sink term in the lubrication equation.
Note that no boundary condition is prescribed at the crack tip, as Equation
(2) becomes degenerate for w = 0 and the natural boundary condition w3∇Γp ·
n = 0 is identically satisfied [10]. The absence of Dirichlet boundary conditions
has raised doubts about the well posedness of the boundary value problem (2)
[11, 19, 39]. However, the issue of the nonuniqueness of pressure fields satisfying
Equation (2), which results from the formulation of an elliptic boundary value
problem without essential boundary conditions, disappears when this equation
is fully coupled with the solid mechanics through (1) and (3), that is when the
parabolic character of the equation is exposed.
As more and more fluid is injected in the cracks, the fluid pressure increases.
A higher fluid pressure in the neighborhood of the crack tip leads to a higher
opening stress, which may lead to crack propagation. We assume that the fluid
pressure is at all times balanced by the stress field in the solid, so that the
resulting crack propagation is quasi-static. As in [12], we employ a Cohesive
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Zone Model (CZM), originally proposed in [42] and [43], to describe the quasi-
static fracture propagation. We employ a linear traction separation law (TSL)
[44] to relate the normal traction t to the crack opening w as follows:
t(w) = σc
(
1− w
δc
)
nΓ, (4)
where δc is the length of the cohesive zone and σc is the critical stress for which
the TSL is activated. Note that with this choice the fracture energy Gc is given
by
Gc =
1
2
σcδc.
3. Computational framework
The numerical formulation for the coupled problem (1)-(2)-(4) consists of
several ingredients and includes the spatial discretization of the solid mechanics
and of the fluid flow. The main characteristic of the solid spatial discretization is
that we generalize the DG/CZM framework proposed in [26, 36] for the dynamic
propagation of dry cracks to the case of quasi-static propagation of fluid-filled
cracks. The DG/CZM method is based on the combination of a discontinuous
Galerkin formulation of the continuum problem and a cohesive zone model of
fracture. In this framework, the flux and stabilization terms arising from the
DG formulation at interelement boundaries are enforced via interface elements,
much like in the conventional intrinsic cohesive element approach, albeit in a
way that guarantees consistency and stability prior to fracture. Upon the onset
of fracture, the TSL governing the fracture process becomes operative without
the need to insert a new cohesive element. The main appeal of this approach
lies in the consistent weak enforcement of traction continuity at interelement
boundaries prior to fracture and the ease of introduction of the cohesive model
as fracture occurs, which allows to model fracture propagation on arbitrary
meshes.
To describe the fluid flow into the newly created channels as the cracks prop-
agate and expand we adopt a continuous Galerkin finite element discretization
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whose support is the set of (d-1)-dimensional interface elements. Figure 2 shows
a schematic of the domain: the DG discretization of the bulk material in blue,
and all the channels in which the fluid could potentially flow as cracks propagate
in the red wireframe.
Fluid Nodes
Solid Nodes +
Figure 2: The solid is described on bulk elements and the fluid on the wireframe of the solid
discretization. While the bulk finite elements are discontinuous, the interface finite elements
are continuous.
We introduce a partition {Ωeh}e=1,...,Ne of the reference computational do-
main Ωh, and we denote with ∂IΩh := ∪Nee=1∂Ωeh \ ∂Ωh the internal boundary
induced by the partition. We denote by
{
∂Ωih
}
i=1,...,Ni
⊂ ∂IΩh, the set of ele-
ments belonging to the interelement boundary of the partition {Ωeh}. The semi-
discrete displacement and pressure fields are approximated as uh =
∑Nu
j=1 ujϕj
and ph =
∑Np
j=1 pjηj , respectively, where {ϕi}i=1,...,Nu and {ηi}i=1,...,Np are
bases of Uh and Ph, the conventional interpolation spaces of discontinuous
Galerkin and continuous Galerkin finite elements, respectively:
Uh =
{
vh ∈ L2(Ωh) : vh|Ωeh ∈ IP
k(Ωeh) ∀e = 1, ..., Ne
}
,
Ph =
{
qh ∈ C0(∂IΩh) : qh|∂Ωih ∈ IP
k(∂Ωih) ∀i = 1, ..., Ni
}
.
We also introduce, for the sake of notation, the discrete crack opening wh :=JuhK · nΓ on ∂IΩh. The discrete formulation of (1)-(4) is obtained testing
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equations (1) and (2) against vh and qh, respectively, resulting in:∑
e
∫
Ωeh
Cε(uh) : ε(vh) dV
+
∫
∂IΩh
(1− αh)
(
{Cε(uh)} JvhK · nΓ + b
h
JvhK⊗ nΓ : C : JuhK⊗ nΓ) dS
+
∫
∂IΩh
(αh t(wh)− βh phnΓ) · JvhK dS+
=
∑
e
∫
∂Ωeh∩∂ΩN
t¯ · vh dS ∀vh ∈ Uh,
(5)
∫
∂IΩh
βh
(
w3h
12µ
∇Γph · ∇Γqh + ∂wh
∂t
qh
)
dS =
∫
∂Γin
Q0qh dL ∀qh ∈ Ph,
(6)
where {•} := 12 (•+ + •−) denotes the average operator. In Equation (5), the
first term represents the usual contribution of the bulk stresses to the virtual
work. The second line of Equation (5) consists of the various internal boundary
terms resulting from the DG discretization, including the consistency and the
stabilization terms [45, 46]: the first term ensures the consistency of the numeri-
cal scheme and comes as a boundary contribution from the integration by parts
on each element Ωeh, whereas the second terms weakly enforces displacement
continuity at element interfaces with a stabilization parameter b relative to the
mesh size h. As in [26], the factor αh is added to control the activation of the
TSL: αh = 0 before the onset of fracture and αh = 1 after the stress reaches the
prescribed critical value σc. The third line of Equation (5) is therefore active
after the onset of fracture and accounts for the virtual work of the cohesive
tractions as well as the natural boundary condition applied by the fluid. Sim-
ilarly to αh, βh is a binary field that allows to activate the fluid domain when
actual flow conditions are achieved, e.g. outside the fluid-lag region behind the
crack tip. This allows to incorporate different models of fluid-lag, as described
below. Finally, the last line of Equation (5) accounts for the natural boundary
condition in the remote boundary.
It bears emphasis that, regardless of the occurrence of fracture propagation,
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the hydro-mechanical coupling of equations (5) and (6) is extremely stiff due to
the nonlinear dependence of the lubrication conductivity on the crack opening
displacement. In order to minimize the issues of numerical robustness we adopt
a fully-coupled solution strategy. We propose an iterative algorithm to advance
the coupled problem (5)-(6) in time. We employ a first order discretization of
the time derivative in Equation (6), where the displacement and pressure fields
are treated implicitly. More precisely, we discretize ∂wh∂t at time t
n+1 as:
∂wh
∂t
∣∣∣∣
tn+1
≈ w
n+1
h − wnh
∆t
,
where ∆t is the time step for the integration. The resulting fully-discrete system
reads:
∑
e
∫
Ωeh
Cε(un+1h ) : ε(vh) dV +
∫
∂IΩh
(
αn+1h t(w
n+1
h )− βnh pn+1h nΓ
) · JvhK dS
+
∫
∂IΩh
(1− αn+1h )
({
Cε(un+1h )
} JvhK · nΓ + b
h
JvhK⊗ nΓ : C : Jun+1h K⊗ nΓ) dS
=
∑
e
∫
∂Ωeh∩∂ΩN
t¯ · vh dS ∀vh ∈ Uh,
(7)
∫
∂IΩh
βnh
(
(wn+1h )
3
12µ
∇γpn+1h · ∇γqh +
wn+1h
∆t
qh
)
dS
=
∫
∂Γin
Q0qh dL+
∫
∂IΩh
βnh
wnh
∆t
qh dS ∀qh ∈ Ph,
(8)
where un+1h , p
n+1
h are the unknown displacement and pressure at time t
n+1 and
wnh is the opening at time t
n.
System (7)-(8) constitutes a fully-coupled nonlinear algebraic system in the
nodal unknowns U = {ui}Nui=1 and P = {pi}Npi=1, whose solution propagates their
known values at time tn to time tn+1. A straightforward linearization of (7)-(8)
yields a linear system of equations of the form:
A B
C D
U
P
 =
E
F
 . (9)
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To solve the nonlinear problem we adopt a Newton-Raphson scheme in which
the linear system (9) is solved to advance from the nonlinear iteration k to k+1
until convergence, starting from initial guesses wn+10 = w
n and pn+10 = p
n.
Convergence is evaluated in the Euclidean norm of the relative increments of
both unknown nodal arrays. We find that, even in the presence of the fracture
propagation nonlinearity, the Newton-Raphson iterative strategy performed on
the fully-coupled system works robustly as long as we do not update βh until
the end of the time step.
We have implemented the proposed computational approach in a framework
for large-scale simulations in computational mechanics. Parallel scalability is
achieved by partitioning the computational domain among the participating
processors using the ParMETIS library [47]. Each processor is then responsi-
ble for storing and maintaining the solution information for its portion of the
mesh and for assembling its portion of the linear system (9) resulting from
the discretization. The efficient and robust solution of the linearized system in
each nonlinear iteration was explored using a variety of parallel iterative solvers
with preconditioners based on domain decomposition, using the PETSc library
[48]. We found that a parallel preconditioned iterative solver based on domain
decomposition combined with a direct solver within each subdomain provides
excellent robustness and parallel scalability, as we show in Section 4.
Remark 1. It is well-known that a lag region exists between the fluid front and
the crack front, where the fluid pressure is equal to the vapor pressure pv for
an impermeable crack, or to the pore pressure for a crack in a porous medium
[1]. It is possible to compute the lag size either analytically in the simple case
of a straight crack, or to embed the computation of the lag in the computational
approach, as in [49, 39]. The factors controlling the size of the fluid lag are
now well-understood: it has been shown that the lag size vanishes exponentially
with the increase of nondimensional toughness [50], and decreases for increasing
confining stresses [51]. Furthermore, it has been recently shown that under pre-
vailing conditions in field operations of hydraulic fracture the fluid lag is small
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and fully embedded in the fracture cohesive zone [52]. For this reason, in this
paper we limit our attention to the case in which the fluid lag is negligible and
assume that the fluid permeates the cohesive zone, as was done in [11, 19, 38].
More precisely, we activate the fluid domain when a given crack opening thresh-
old δf is achieved and choose δf << δc, being δc the critical opening of the
cohesive law. Assuming that the fluid and crack fronts coincide however, ex-
poses the degeneracy of the fluid equations at the crack tip, due to the vanishing
opening, which results in a nonintegrable fluid pressure singularity. From the
numerical standpoint, this results in the ill-conditioning of the jacobians, which
we handle by imposing a cut-off to the fluid pressure to the vapor pressure, as
was done multiple times in the past [11, 19, 38].
4. Results
In order to assess the numerical properties of the computational framework,
we conduct a series of numerical tests.
4.1. Verification of the fully-coupled algorithm
In order to verify the proposed computational approach, we conduct a series
of numerical tests that attempt to replicate the analytical solutions available
for a wide range of physical regimes for fluid-driven straight cracks. Specifically
we consider a straight crack immersed in a solid under plane strain conditions
subject to fluid pressure resulting from inflow (Neumann) boundary conditions.
This problem was originally formulated in [3, 4] and historically referred to as
the KGD model. Depending on the relative values of the model parameters, i.e.
the plane-strain Young’s modulus E′, the critical fracture energy release rate Gc,
the fluid injection rate Q0, and the fluid viscosity µ, two different propagation
regimes can emerge for an impermeable crack where analytical solutions have
been found [53]. As part of the derivation of the solution of the KGD problem it
has been found that two nondimensional parameters dictate the specific solution
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regime: the nondimensional toughness K and the nondimensional viscosity M:
K =
(
12µQ0 (E
′)3
)− 14 8√
2pi
KIC ,
and
M = 12µQ0 (E′)3
(
8√
2pi
KIC
)−4
,
where KIC =
√
GcE′ is the critical stress intensity factor under plane strain
and mode I propagation conditions [54]. Physically K and M represent the
importance of fracture and viscous flow, respectively, as the main dissipation
mechanism. It should be noted that K =M−1/4, which highlights the fact that
these two mechanisms are actually in competition [53].
σ0
σ0
Q0 p(y; t) w(y; t)
`(t)
x
y
σ0
Figure 3: The plain-strain configuration of the fluid-driven fracture. Exploiting symmetry,
we focus on half of the domain.
In the case that viscous effects dominate (viscosity-dominated regime, large
M, low K) the analytical solution presents a near-tip boundary layer [8]. This
is due to incompatibility of the near-tip behavior of the zero-toughness solution
with the tip asymptote prescribed by linear elastic fracture mechanics for any
small, yet nonzero, toughness. The zero-toughness solution is known to have a
weakly singular near-tip asymptote characterized by the 2/3-power dependence
of the fracture opening on the distance from the tip, while the pressure field is
singular at the tip with a −1/3 power. Conversely, when the main dissipation
mechanism is fracture propagation (toughness-dominated regime, low M, large
K), the zero-viscosity pressure solution is uniform, whereas a tip-singularity
is present in the pressure only in higher order terms [55]. Threshold values
delimiting the two regimes have been obtained by Garagash, Detournay et al.
17
with the result that K < K0 = 0.70 corresponds to the viscosity-dominated
regime [8], and K > K∞ = 4.13 corresponds to the toughness-dominated regime
[55]. For intermediate values of K, transition between regimes occurs, although
it is important to note that a plane-strain fracture cannot transition from one
regime to one another during its time evolution, since K andM do not depend
on time [53].
viscosity regime toughness regime
E 17 GPa 17 GPa
ν 0.2 0.2
µ 0.1 Pa s 10 µPa s
Q0 0.001 m
2 s−1 0.001 m2 s−1
Gc 120 Pa m 120 Pa m
K 0.51 5.1
M 14 0.0014
Table 1: The parameters used in the simulations with the corresponding nondimensional
toughness K and viscosity M. The left-hand set of parameters corresponds to the viscosity-
dominated regime, whereas the right-hand set of parameters corresponds to the toughness-
dominated regime.
In order to test the computational framework in both regimes, we select two
representative cases corresponding to the parameters shown in Table 1. Once
the parameters are chosen, the analytical solutions provide the crack length,
pressure distribution, and crack opening distribution as a function of time, re-
spectively `(t), p(y, t), w(y, t). We extract the functional forms of these solutions
from [8] in the case of the viscosity-dominated regime, and from [55] in the case
of the toughness-dominated regime.
As an initial step, we verify that the computed and theoretical pressure and
opening distributions are consistent for a crack of given length ¯` embedded in
the computational mesh, by performing the calculations of one time step, which
advance the solutions from time tn to time tn+1. This enables the assessment
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of the properties of the solution of the coupled system (7)-(8) in isolation from
the crack propagation algorithm, which will be tested in Section 4.2. It bears
emphasis that in order to match the analytical solution at time tn+1, Equation
(8) requires the analytical opening wn at time tn, which is maintained fixed
as a source term during the nonlinear iteration process. By contrast, we have
freedom in the choice of the initial guesses of the pressure and opening fields
pn+10 and w
n+1
0 : although they could be adopted from the previous time step
(i.e. wn+10 = w
n and pn+10 = p
n), we have found that the convergence is very
fast and robust even if the initial guess is very far from the analytic solution.
In order to demonstrate robustness, our calculation below starts from uniform
distributions wn+10 = w
0 and pn+10 = p
0.
For each regime, we test the algorithm for four initial crack lengths ¯` =
5m, 6m, 7m, 8m. To make sure that the computational domain is large enough
to support the infinite hypothesis, we construct the computational domain
[0, 45m] × [0, 60m]. We exploit the symmetry of the problem and apply half
the injection rate Q02 . The mesh is refined in the proximity of the crack tip,
where the mesh size is h = 0.1m, the polynomial order of the finite elements
is p = 2. We have found the choice of time step ∆t = 1s for the viscosity-
dominated regime and ∆t = 0.1s for the toughness dominated regime and for
the chosen values for the physical parameters the result converge to the an-
alytical solution showing that the right hand side of equation (2) is properly
resolved. For simplicity, we adopt t¯ = 0 (no far-field stress). Finally, in both
regimes, the uniform initial guesses for pressure and opening are p0 = 1MPa
and w0 = 2mm.
Figures 4 and 5 show comparisons of the numerical solutions with the ana-
lytical ones in the viscosity and toughness-dominated regimes, respectively. We
observe that the numerical solution is in excellent agreement with the analytical
predictions. We also observe that as the initial crack increases the assumption
of infinite domain is not represented by the computational domain.
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Figure 4: Comparison of the computational predictions against the analytical solutions in
the viscosity-dominated regime from [8] for several crack lengths 5m, 6m, 7m, 8m.
Figure 5: Comparison of the computational predictions against the analytical solutions in
the toughness-dominated regime from [55] for several crack lengths 5m, 6m, 7m, 8m.
4.2. Verification of the crack propagation algorithm
In our next test we evaluate the performance, robustness, and accuracy of the
crack propagation algorithm. Describing numerically the nonlinearities coming
from the softening response as the crack propagates, on top of the nonlinearity
of the fluid-solid coupling, is extremely challenging, especially under quasi-static
conditions. In addition, we explore the possible implications of the restrictions
in the crack paths imposed by the DG/CZM approach. To be more precise, in
the proposed framework cracks are allowed to propagate on the solid element
interfaces. Hence, a given mesh provides a finite number of potential crack
paths, which may or may not include the exact crack path. The concern about
whether a potential zig-zag path of the crack can produce a reasonable fluid
pressure distribution has been raised in [1]. We therefore consider two different
meshes: one mesh contains the straight analytical crack path, the other mesh
is unbiased.
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We consider the same case in the viscosity-dominated regime from section
4.1, except that in this case we consider a far-field stress of the form t¯ = −σ0n to
replicate more realistic field conditions with σ0 = 4.0 MPa. Following [12], we
set the fracture stress in Equation (4) to σc = 1.0MPa. The initial crack length
is ¯` = 0.5m, which corresponds to t0 = 0.4s. Both computational meshes are
uniformly refined along the expected crack path direction, with a characteristic
mesh size h = 0.1m, and coarsened elsewhere. The polynomial order of the
finite elements is p = 3.
The solution procedure is done according to the nonlinear solution described
in Section 3 with a time step ∆t = 0.025s until the final time of 60 s, that is
a final crack length of approximately 15 m. We observed that the Newton-
Raphson procedure converges robustly in typically 3 to 5 iterations in time
steps where the crack does not propagate, and in 5-10 iterations when the crack
propagates.
Figure 7 shows snapshots comparing side by side the results obtained on the
two different meshes for selected simulation times in the time range t ∈ [1s, 5s]
in a close-up view of size 1.3 m × 3.5 m near the injection point. The left
figures show contours of the opening stress field. In order to expose the crack
path, the deformations are magnified by a factor of 100. The right figures
show the wireframe of the fluid domain: the blue segments constitute inactive
fluid elements, whereas the colored segments constitute the active fluid domain,
where the color represents the fluid pressure. It is interesting to observe that
although the crack at this scale does exhibit a zig-zag behavior, the macroscopic
response qualitatively hardly differs from the straight path, as shown in Figure
8.
Figure 9 compares the time evolution of the net pressure, p−σ0, and opening
w at the crack mouth (i.e. at the injection point) obtained with the two different
meshes with the analytical solution from [8]. In both cases, the results are in
good agreement with the analytical solution.
21
(a) t = 1.0s
(b) t = 2.0s
(c) t = 3.0s22
(a) t = 4.0s
(b) t = 5.0s
Figure 7: Simulation results corresponding to the viscosity-dominated regime according to the
parameters given in Table 1 obtained with two different meshes. Each row corresponds to a
different simulation time and shows snapshots obtained on an arbitrary mesh (left snapshot)
and on a biased mesh (right snapshot). In each snapshot, the contour plot on the left shows the
opening stress (the solid deformation is magnified by a factor of 100), while the wireframe
on the right shows the fluid domain: the blue segments constitute inactive fluid elements,
whereas the colored segments constitute the active fluid domain, where the color represents
the fluid pressure. Note that, if the straight path is included in the set of potential paths.
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45m
15m 15m
x
y
Figure 8: Qualitative comparison of the macroscopic crack path obtained with the arbitrary
mesh (left picture) and on the biased mesh (right picture) at the final time t = 60 s (final
crack length 15 m). Note that the crack paths obtained on the two meshes are in very good
agreement. The crack opening is magnified of a factor of 500.
Figure 9: Time evolution of the mouth net pressure p− σ0 (left) and mouth opening (right)
obtained from the simulations with both the arbitrary and the biased meshes in comparison
with the analytical solution from [8].
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4.3. Fully-coupled vs. staggered hydro-mechanics with applied inflow boundary
conditions
As mentioned in the introduction, the concern about a staggered coupling
approach has been brought up previously. Here we investigate the limitations
of such approach. We revisit the test problem of Section 4.1 and we explore the
staggered approach. In this case, Equations (7) and (8) are solved with respect
to their primal variable in a sequential iterative manner in which the other
unknown required from the equation is taken from the results of the previous
iteration: the solid displacements are obtained from Equation (7) using the
pressure from the previous iteration; similarly, the pressure is computed from
Equation (8) using the crack opening from the previous iteration. Numerically
this corresponds to an ad hoc linearization of the problem where the linear
system (9) above becomes decoupled and of the form AU = E − BP , DP =
F − CU .
It is important to note that under these conditions the discrete system loses
its parabolic character. Specifically the decoupled fluid equation becomes ellip-
tic thus requiring a Dirichlet boundary condition, i.e. the specification of the
pressure at least at one point in the domain. In order to mitigate the problems
associated with these deficiencies in the staggered approach, different numerical
artifacts have been proposed, including: setting the Dirichlet boundary con-
dition at the mouth of the crack, which is seldom or never representative of
hydraulic fracture operations [11], estimating a value for the mouth pressure
from the imposed flow [19], applying the fictitious Dirichlet boundary condi-
tion near the crack tip using the concept of the fluid lag where the pressure is
assumed to be the vapor pressure (in the case of impermeable rock) [39]. In
[38], the problem of system ill-posedness is also avoided by enforcing the need
to apply Dirichlet boundary conditions at the mouth of the crack.
We consider a plane-strain crack as in Section 4.1 with a given initial length
¯`. To be able to impose natural boundary conditions specifying the injection
rate at the crack mouth in the fluid boundary value problem resulting from
the staggered solver, we need to impose an essential pressure boundary at some
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point along the crack. Having at disposal the analytical solution to this problem
[8], we choose to impose zero pressure at the point behind the crack tip where
the analytical pressure solution is zero, as the problem degeneracy forbids to
impose the pressure at the crack tip. Similarly to what we did in Section
4.1, we simulate one time step, advancing from the solution at time tn to the
solution at time tn+1. We initialize the staggered solvers using as old opening
wn the analytical opening field at time tn. The guesses for opening and pressure,
wn+10 and p
n+1
0 , can be freely chosen, depending on how far from the analytical
solution we want to initialize the two iterative procedures.
Figures 10 and 11 show the results obtained during the nonlinear iterations
with the two solvers, staggered and fully-coupled, starting from an initial crack
length ¯` = 6m and with the set of parameters in Table 1 corresponding to the
viscosity-dominated regime. Figure 10 shows that the staggered approach does
not converge for inflow boundary conditions, not even using the analytical so-
lutions as initial guesses. This instability can be explained by the activation of
vicious-circle mechanism for which a higher pressure obtained from the lubri-
cation equation will result in a higher mouth opening in the elasticity equation
that will make the pressure drastically drop at the following fluid iteration. In
turn, a lower pressure obtained in the lubrication will result in a lower mouth
opening in the elasticity equation that will make the pressure drastically in-
crease at the following fluid iteration. This mechanism disappears in the fully-
coupled approach, which computes the opening and pressure at once and with
the proper tangents. This is confirmed by our numerical experimentation, which
shows robust convergence even starting from initial guesses that are far from
the analytical solution, see Figure 11.
26
(a) Initial guess
(b) Iteration 1
(c) Iteration 2
(d) Iteration 3
(e) Iteration 4
Figure 10: Snapshots of the pressure (left) and crack opening (right) distributions during the
staggered nonlinear iteration procedure. The staggered solver diverges even when the initial
guess corresponds to the analytical solution.
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(a) Initial guess
(b) Iteration 1
(c) Iteration 2
(d) Iteration 3
(e) Iteration 4
Figure 11: Snapshots of the pressure (left) and crack opening (right) distributions during the
fully-coupled nonlinear iteration procedure. The fully-coupled solver converges robustly with
respect to the initial guess.
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4.4. Verification of the fully-coupled algorithm for a penny-shaped crack in the
viscosity dominated regime
In order to exercise the proposed computational framework under three di-
mensional conditions, we conduct a simulation of a fluid-filled penny-shaped
crack in the viscosity dominated regime and compare against the analytical
solutions in [56].
For the radial crack geometry, the nondimensional toughness K and viscosity
M are expressed as:
K =
(
t2
(12µ)5 Q30 E
′13
)1/18
8√
2pi
KIC ,
and
M = 12µ
(
Q30 E
′13
t2
)1/5(
8√
2pi
KIC
)−18/5
,
see [56]. Note that, similarly to the plane-strain crack geometry, K and M
represent the importance of fracture and viscous flow as the main dissipation
mechanism, the competition of these mechanisms being highlighted from the
fact that M = K−18/5. Furthermore, analogously to the case of a plane-strain
crack, analytical solutions based on the assumption that the fluid front coincides
with the crack tip result in a pressure singularity at the tip. The zero-toughness
solution is known to have a weakly singular near-tip fracture opening with a
2/3-power dependence on the distance from the tip, while the pressure field
is still singular at the tip with the −1/3-power dependence. In addition to
the −1/3-power tip singularity, the pressure field also presents a logarithmic
singularity at the injection point [56]. Threshold values delimiting the two
regimes have been obtained with the result that K < K0 = 0.37 corresponds
to the viscosity-dominated regime [55], and K > K∞ = 3.5 corresponds to
the toughness-dominated regime [56]. However, differently than in the case of
a plane-strain crack, for a radial crack K and M depend on time, suggesting
that transition between regimes may happen during fracture propagation, albeit
typically very slowly [56].
We provide verification of the proposed computational framework in the
viscosity-dominated regime, see parameters in Table 2, for an axisymmetric
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E 17 GPa
ν 0.2
µ 0.15 Pa s
Q0 0.03 m
3 s−1
Gc 100 Pa m
K 0.35
M 42.4
Table 2: The parameters used in the simulations with the corresponding nondimensional
toughness K and viscosity M. Note that K and M are time-dependent, hence depend on the
crack radius R¯. The values of K and M reported in the Table correspond to R¯, that is for a
time t = t0 = 17.6s (see analytic solution in [56]). This set of parameters corresponds to the
viscosity-dominated regime.
crack. Once the parameters are chosen, the analytical solutions provide the
crack radius, pressure distribution, and crack opening distribution as a function
of time, respectively R(t), p(r, t), w(r, t). We extract the functional forms of
these solutions from [56] in the case of the viscosity-dominated regime. Similarly
to the analysis done in Section 4.1, we verify that the computed and theoretical
pressure and opening distributions are consistent for a crack of given radius R¯
embedded in the computational mesh by performing the calculations of one time
step, which advance the solutions from time tn to time tn+1. We choose the
initial guesses of the pressure and opening fields pn+10 and w
n+1
0 adopting the
analytical solution from the previous time step (i.e. wn+10 = w
n and pn+10 = p
n).
In our calculations, we utilize the computational domain [0, 50m]×[0, 50m]×
[0, 50m]. We exploit the symmetry of the problem, being careful to only apply
the injection rate Q04 . The radial fracture lies on the plane z = 0 and has an
initial radius R¯ = 10m. The injection point is located at the origin. Consis-
tently with the choice of initial radius, the initial time of the simulation is t =
t0 = 17.6s, as prescribed from the analytical solution [56]. Notice that, with the
set of parameters summarized in Table 2, the viscosity-dominated regime cor-
responds to earlier times than 26.8s, whereas the toughness-dominated regime
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corresponds to larger times than 16Gs. This is consistent with the observation
in [56] that the toughness-dominated regime is relevant only in exceptional cir-
cumstances. The mesh is refined in the proximity of the crack tip, where the
mesh size is h = 0.2m, the polynomial order of the finite elements is p = 2, and
the time step is ∆t = 1s.
In Figure 12 we show a section of the fluid domain immersed in the 3D solid
domain. Contours of the fluid pressure and the opening stress show the balance
between the two at the crack lips, as prescribed by mechanical equilibrium. Fig-
ure 13 shows that the opening and the pressure fields are in excellent agreement
with the analytical solution from [56].
Figure 12: A slice of the fluid domain (on the left) and the solid domain (on the right) for
a penny-shaped crack in 3D with contours of the fluid pressure field and the opening stress,
respectively. The fluid equations are solved on the wireframe of the solid mesh.
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Figure 13: Verification of the computational predictions of the fluid pressure field (left plot)
and crack opening field (right plot) for a penny-shaped radial crack (analytical solution from
[56]).
4.5. Interaction with a pre-existing crack
The problem of interaction of fluid-driven cracks with pre-existing natural
cracks is of significant interest in oil field operations. Key questions about this
interaction of cracks include whether the natural crack is filled by the injected
fluid and therefore activated, or if it is simply crossed by the propagating crack.
Several factors contribute to the problem evolution, including the angle of inter-
action, the in situ stress, the injection rate and the viscosity of the fracturing
fluid [57].
In this paper we use the problem of interaction of a fluid-driven crack with a
natural crack to illustrate the capability of the proposed computational approach
to effectively describe branching and merging. We select a case in which a
pressurized crack propagates in a domain with a pre-existing dry crack, as shown
in Figure 14, with material parameters from Table 1 for the viscosity-dominated
regime. We initialize the fully-coupled solver as described in Section 4.1 for a
crack of initial length ¯` = 6m. We assume no far field stress on the remote
boundary and a critical fracture stress σc = 6.0MPa. The mesh is refined in
the neighborhood of the two cracks, where the mesh size is h = 0.1m, and the
polynomial order of interpolation is p = 3, resulting in about 1.6 million degrees
of freedom. The constant time-step is ∆t = 0.025s.
Figure 15 shows the time evolution of the solid stress and fluid pressure
fields. As fluid is injected in the pressurized crack, opening stress builds up
leading to fracture propagation. The pressurized crack merges with the dry
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10m
4m
Q0
60m
45m
y
x
Figure 14: Schematic of the problem geometry: interaction of a propagating fluid-driven crack
of 6 m initial length with a 4 m pre-existing dry crack orthogonal to the fluid-driven crack at
a 4 m distance.
crack, where fluid fills the previously empty space reaching the crack tips. As
pressure builds up in the newly activated crack, further crack propagation oc-
curs. It is important to point out that, although the resulting crack path looks
qualitatively symmetric, the unstructured character of the mesh leads to actual
symmetry breakdown.
This simulation was run in parallel on 256 processors. Figure 16 shows the
final state of the calculation, highlighting the seamless propagation of cracks
across processor boundaries.
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(a) t = 0
(b) t = 29s
(c) t = 58s
(d) t = 87s
(e) t = 116s
Figure 15: Snapshots of the time evolution of the stress field (left) and fluid pressure field
(right). Fluid is injected in the 6 m long initial crack. As opening stress builds up and reaches
the critical stress, the crack propagates and merges with the pre-existing dry crack. The fluid
fills up previously empty space in the dry crack, applying increasing pressure at the crack lips
and leading eventually to further propagation.
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Figure 16: Final state of a parallel simulation involving a propagating fluid-filled crack
interacting with a pre-existing crack and further branching. Each color represents one of the
256 different mesh partitions in the parallel calculation.
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4.6. Assessment of parallel scalability
In order to assess the parallel scalability of the proposed computational
framework we performed a strong scaling test on a cluster consisting of 30
nodes, each node having 24 Intel 2.3 GHz Xeon E5-2670 64-bit processors with
62.8 GB memory. In Figure 17 we report the wall time required to perform
one time step of the benchmark presented in Section 4.2 (typically consisting of
5-10 iterations of the nonlinear solver), for four different problem sizes (455, 000,
1, 800, 000, 7, 200, 000, and 29, 000, 000 degrees of freedom in the fully-coupled
system of equations) and for a number of processor ranging from 4 to 700.
Figure 17 shows that in the proposed framework parallel computations can lead
to a significant reduction in the simulation time, e.g. the computation time
per time step can be reduced from 53 minutes to 47 seconds by employing 256
processors instead of 4 for a problem size of 1.8 million degrees of freedom, and
from 57 to 22 minutes by employing 700 processors instead of 350 for a problem
size of 29 million degrees of freedom. Possible sources of parallel inefficiencies
include the slight imbalance of workload among processors due to the inactive
degrees of freedom in the fluid domain of most of the processors.
Figure 17: Strong scaling analysis of the wall time per time step against the number of
processors employed in the parallel calculation.
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5. Conclusions
We presented a computational framework to simulate fluid-driven fracture
propagation in impermeable solids, addressing the issue of enabling propagation
of cracks with arbitrarily intricate paths in a suitable framework for parallel
large-scale simulations.
We adopted a hybrid approach in which the solid is described within the
DG/CZM framework [26], which facilitates the description of crack propaga-
tion,coupled with standard lubrication interface finite elements placed on all
mesh interfaces, where fluid flow is activated in newly created channels. We
solved the discretized fully-coupled nonlinear system with a conventional Newton-
Raphson procedure, which we found robust, provided that the fluid domain is
kept fixed during the nonlinear iterations and updated only upon convergence.
We showed that a fully-coupled treatment of the solid and fluid problems is
essential, as a staggered solution strategy suffers from both ill-posedness and
convergence issues, as it hides the nonlinearity, which appears only in the fluid-
solid coupling.
We extensively verified the proposed framework in simplified configurations
that admit analytical solutions, namely in the cases of plane strain and penny-
shaped cracks. We also showed that the method is able to describe intricate
crack paths, including crack branching and merging, in a robust way. We demon-
strated that the proposed approach can handle the limitation of constraining
the paths to the interelement boundary with a proper mesh resolution, while
still retaining the correct description of the fluid equations and the massive scal-
ability, which we have assessed up to 30 million degrees of freedom on a 700
processors distributed memory machine.
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