Abstract-This correspondence presents an iterative method based upon k-nearest neighbors (k-NN) regression to improve the performance of statistical feature extraction for texture image retrieval. The idea exploits the fact that an ideal feature extraction system would extract similar signatures from images characterized by the same texture and different signatures from dissimilar textures. Under the assumption that conventional statistical feature extraction contributes to sufficiently good retrieval performance, the signatures of k retrieved textures are used to update the signature of the query image using the k-NN regression algorithm. Extensive experiments show significant improvements with respect to retrieval performance in comparison to conventional statistical feature extraction.
I. INTRODUCTION
Texture image retrieval systems operate in two different stages [1] : feature extraction where a set of features, also referred to as signatures, is generated to accurately describe the content of each image in the database, and retrieval where the similarity between the query image and all the other images in the database, computed from the features, is ranked. The top closest signatures determine the images to be retrieved.
In the literature, there has been a growing body of research on texture analysis for image retrieval [2] . Commonly known techniques use linear transformations, filters, or wavelets followed by some energy measure to extract signatures [3] , [4] . Extracting signatures which describe texture information with a few coefficients is a challenging task. The ultimate goal is to achieve a discriminating performance that matches human perception. In [5] , Manjunath and Ma have represented texture by the mean and standard deviation of the magnitude of transform coefficients obtained by Gabor filters. Laine and Fan have used energy and entropy signatures computed from wavelet packets in their comparative study on texture classification [6] . In [7] , a feature extraction technique based upon the generalized Gaussian model has been proposed with relative entropy as similarity measure. It has been shown that the mean of absolute values and energy are special cases of features corresponding to Laplace and Gauss distributions, respectively. The technique has also been shown to deliver better performance compared to traditional techniques in the wavelet transform domain. In [8] , the dependencies of wavelet descriptors across scales and orientations have been exploited by using hidden Markov models. The authors have also used steerable pyramids to extract rotation invariant features. Likewise, steerable pyramids have been adopted for rotation invariant texture retrieval in [9] and [10] distribution. In [11] and [12] , statistical features obtained with rotated wavelet filters have been shown to improve the texture retrieval performance when combined with traditional features extracted with orthogonal wavelet filters.
In this correspondence, we propose an efficient iterative method based upon k nearest neighbors regression (k-NN) to improve the feature extraction process with respect to texture retrieval performance. The idea relies upon the assumption that the signatures extracted by conventional statistical techniques provide a sufficiently good retrieval performance and, thus, the closest signatures to the query one are mostly describing the same texture. The similarity between close signatures can be increased by using the k-NN algorithm. While the proposed method is applicable to any texture image retrieval scheme, experiments have been carried out with two well known techniques recently reported in the literature. The rest of the paper is structured as follows. The next section describes the proposed k-NN regression based iterative method. Section III provides experimental results and analysis with a comparison against conventional texture retrieval techniques. Conclusions are drawn in Section IV.
II. PROPOSED METHOD
In statistical texture image retrieval, the problem of retrieving P images similar to a query image from a database of total N images (P N ) is thought of as a multiple hypotheses problem [7] . An optimal solution would be the comparison of all probability density functions (pdfs) conditioned to hypotheses fH1;H2;111;HNg and then a selection of the P highest probability densities according to Bayes Hypothesis testing under the assumption that all prior probabilities of the hypotheses are equal f (yjHi ) f (yjHi ) 111 f (yjHi ) f(yjHj) (1) where j 6 = i k (k = 1; 2; 111;P) and y = (y 1 ; y 2 ; 111;y L ) represents the query image samples. Since the implementation of (1) is computationally intensive, a parametric approach has been adopted in the literature where the pdfs are modeled by commonly used statistical distributions [7] , [9] . The statistical texture retrieval approach is considered in this paper. We particularly propose an iterative method which further reduces the probability of retrieval error. from different texture images in the database. This can be conducted by any texture retrieval scheme. We aim to enhance the similarity between close feature vectors describing the same texture. Ideally, all images characterized by the same texture should provide the same feature vector. Given the extracted feature vectors, the proposed method updates each feature vector using the k-NN regression algorithm. k-NN regression has been widely investigated in the literature as a non parametric estimation problem [13] . For every texture image I j , the corresponding feature vector at the first iteration V 
Observe that (2) can be viewed as the k-NN regression function estimate of V (i) j using its k nearest vectors. The proposed method is illustrated in Fig. 1 . It is worth noting that the method relies on the assumption that the k retrieved feature vectors are mostly describing the same texture as that of the query image. This can be guaranteed with efficient texture retrieval schemes which give sufficiently good performance. The use of average is justified in the sense that it provides the minimum squared error e according to the method of least squares
For the sake of simplicity, suppose the k closest feature vectors to any query feature vector correctly correspond to the images characterized by the same texture, i.e., the k images having the same texture as that of the query image are always retrieved. Although this assumption does not hold in practice, it does not affect the conclusive results as long as the texture retrieval system is reliable. It follows from (4) that:
In view of (5), it can be shown that 1
Since jF h (w)j 1; 8w; we can write 
Let us define the variance var(i) at iteration i by
where c (i) is the mean (center) of the random variable v 
1 is assumed to be odd in order to use the symmetry property of a shifted version of ( ). Likewise, we have
Thus, the center of each class is maintained after smoothing. The variance at iteration (i + 1) can be expressed as
Recall that according to Parseval's theorem [14] 
In the light of (10) and (15), it follows that:
Thus, we conclude that The k-NN regression process can be viewed as average filtering with the low-pass filter coefficients h(n) where k corresponds to the filter size. As a result, the variance var(i + 1) is smaller than var(i) due to smoothing which does not affect the center of the texture classes. This shows that k-NN regression makes the updated feature vectors closer to the center which describes the corresponding texture class. Fig. 2 depicts an example of random variables, described by a Gaussian distribution, after k-NN smoothing. As can be clearly seen, the variance decreases when k-NN regression is performed. Fig. 3 provides a graphical example of the distribution of features from three different classes before and after smoothing. Observe that the overlapping area between the classes becomes smaller after smoothing. To illustrate the influence of the variance decrease on the retrieval error, we consider the following example. Without loss of generality, assume that the statistical behavior of the features from two different classes C 1 and C 2 can be described by two Gaussian distributions f1 and f2, respectively. f1 is characterized by a mean 1 and a standard deviation 1 . This is exemplified in Fig. 4 . Obviously, the retrieval error for any query feature within C2 lower bounded by a threshold T is mainly determined by the probability of having features from C 1 above T . As shown in Fig. 4(a) , such a probability Pr is described by the area of f 1 starting from T (striped area). The higher the probability Pr, the larger the retrieval error. It can be shown that 0 1 < 1 ) Pr 0 < Pr for any T > 1 . As a result, the retrieval error decreases as the variance decreases.
III. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed method, extensive experiments have been conducted using two different texture databases, namely, Brodatz and Outex obtained from [15] and [16] Table I gives the parameters used for both databases. For the sake of demonstration, statistical texture retrieval techniques operating in the wavelet domain have been implemented using the Daubechies' orthogonal filters D 8 as follows.
1) GGD-KLD [7] : The coefficients of each wavelet-subband, except LL, are statistically modeled by a generalized Gaussian distribution. The statistical parameters are used to compute the Kullback-Leiber distance (KLD) for texture retrieval. Three wavelet decompositions are performed which give a features vector size of 18. 2) Gauss-KLD [7] : Similar to the previous technique but with a normal distribution instead. Nine (9) features are extracted from each image since the shape parameter is fixed at 2. 3) Laplace-KLD [7] : The Laplacian distribution is used to describe the statistical distribution of the wavelet coefficients of each subband apart from LL. Nine (9) features are extracted from each image since the shape parameter is fixed at 1. 4) DWT-RWF [12] : Statistical features are extracted in the wavelet domain and then combined with other statistical features obtained with rotated wavelet filters. Three wavelet decompositions have been carried out for both types of wavelet filters. As a result, the size of each feature vector is 3 24 + 24 = 48. The average texture retrieval rates obtained with the aforementioned techniques are depicted in Table II . The use of k-NN regression significantly enhances the retrieval rates especially for large values of k. As can be seen, the larger the value of k, the more significant the im-provements. Observe a slight decrease in some retrieval rates at the third iteration compared to that obtained after two iterations. This is attributed to the influence of some incorrectly retrieved features used to update the query feature with k-NN regression. As a result, the discriminability of features decreases, i.e., the feature vectors for different textures become closer to each other. Overall, one iteration can be sufficient to reach significant improvements with k = 19. Fig. 6 illustrates the retrieval rates for the first 10 classes using k-NN regression with two iterations and k = 19.
In the second set of experiments, precision versus recall is adopted as a measure of retrieval performance [17] where two iterations have been performed. The results are illustrated in Figs. 7 and 8 for GGD-KLD and DWT-RWF, respectively. As shown, significant improvements can be obtained by the use of k-NN regression especially at high recall rates. Furthermore, increasing k will enhance precision at high recall rates on one hand. On the other hand, a higher precision at low recall rates can be achieved with smaller values of k.
Finally, the computational cost required by the proposed method is analyzed. Notice that the retrieval process does not require any extra computations because the method enhances only the feature extraction process. Also, observe that the proposed method relies upon the retrieval process to update feature vectors. Therefore, additional complexity is dependent upon the size of the database. In Table III , the running time required by each technique to extract the features of one image from Outex is listed against the additional cost involved by the proposed method after one iteration with k = 19. The implementation has been carried out in Matlab using Intel Core(2) processor 2.13 GHz and 1 GB of RAM. It can be seen that the additional cost is extremely small compared to the total cost of the features extraction process with Laplace-KLD, Gauss-KLD, and GG-KLD. If one refers to the computational cost required to perform one iteration of k-NN regression with the GG-KLD technique, higher computational expense is needed with DWT-RWF because it deals with larger feature vectors.
IV. CONCLUSION
An efficient method based upon k-NN regression has been proposed to enhance the descriptive property of texture features and, thus, improve the texture retrieval performance. The feature vectors of images characterized by the same texture are updated in order to be closer to their respective centroid. Assessed with different texture retrieval techniques, the proposed method has been shown to offer significant improvements at low extra computational expense.
