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Abstract
Let A and Z be n-by-n matrices. Suppose A  0 (positive semi-definite) and Z > 0 with
extremal eigenvalues a and b. Then, for given scalars s, t > 0, there exist unitary matrices U
and V such that
2
√
ab
a + b U |ZA
s+t |U∗  |AsZAt |  a + b
2
√
ab
V |ZAs+t |V ∗.
These are sharp inequalities for singular values. More generally, for monotone pairs of positive
operators A and B, there exist unitaries U and V such that
2
√
ab
a + b U |ZAB|U
∗  |AZB|  a + b
2
√
ab
V |ZAB|V ∗.
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1. Introduction
The aim of this note is to review some recent rearrangement inequalities for sym-
metric norms or for singular values and to add a new one to the list. This new result
is established in Section 3. Section 2 presents some background results and Section
4 some related results.
Capital letters A,B, . . . , Z mean n-by-n complex matrices, or operators on a
finite dimensional Hilbert space H; I stands for the identity. When A is positive
semidefinite, respectively positive definite, we write A  0, respectively A > 0. Let
‖ · ‖ be a general symmetric (or unitarily invariant) norm, i.e. ‖UAV ‖ = ‖A‖ for all
A and all unitaries U , V . We denote by Sing(A), respectively Eig(A), the sequence
of singular values, respectively real eigenvalues, of A arranged in decreasing order
and counted with their multiplicities. Recall that Sing(A)  Sing(B) iff there exists
a unitary V such that |A|  V |B|V ∗.
2. Some inequalities for symmetric norms
A basic inequality for symmetric norms claims that
‖AB‖  ‖BA‖, (1)
whenever the product AB is normal. When AB  0 we showed in [3] (see also [4],
Chapter 2) the following generalization:
Theorem 1. Let A, B such that AB  0 and let Z > 0 with extremal eigenvalues a
and b. Then, for every symmetric norm, the following sharp inequality holds
‖ZAB‖  a + b
2
√
ab
‖BZA‖.
By sharpness, we mean that we can find A and B such that an equality occurs. From
this theorem one easily derives a special case involving the operator norm ‖ · ‖∞ and
the spectral radius ρ(·): For A  0 and Z > 0 with extremal eigenvalues a and b,
‖AZ‖∞  a + b
2
√
ab
ρ(AZ). (2)
From this inequality one may derive [3] ([4], Chapter 2, see also [8]) a sharp operator
inequality:
Corollary 2. Let 0  A  I and let Z > 0 with extremal eigenvalues a and b. Then,
AZA  (a + b)
2
4ab
Z.
Inequality (2) can be extended to all singular values and all eigenvalues of AZ
and we showed in [5] the following proposition.
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Proposition 3. Let A  0 and let Z > 0 with extremal eigenvalues a and b. Then,
the following sharp inequalities hold,
2
√
ab
a + b Eig(AZ)  Sing(AZ) 
a + b
2
√
ab
Eig(AZ).
Let us denote by λk(X) the kth eigenvalue of X and by µk(X) its kth singular
value. In the above inequalities we obviously have λ1(AZ)  µ1(AZ), and simi-
larly µn(AZ)  λn(AZ). However, for each a > b > 0 and for each k > 1 (respec-
tively k < n), we cand find A and Z such that µk(AZ) = [(a + b)/2
√
ab]λk(AZ)
(respectively λk(AZ) = [(a + b)/2
√
ab]µk(AZ)).
To generalize the pairs (As, At ), we will say that two positive operators A and
B form a monotone pair if there exist a positive operator C and two nondecreasing
functions f , g, such that A = f (C) and B = g(C). For a proof of the following
result we refer to [3], Chapter 4.
Proposition 4. Let (A,B) be a monotone pair of positive operators and let E be a
projection. Then,
‖AEB‖∞  ‖EAB‖∞.
3. Singular values of AZB and ZAB
For A  0, scalars s, t > 0 and normal Z, the following companion inequality of
(1) holds (for instance, see [4], Chapter 4),
‖AsZAt‖  ‖ZAs+t‖. (3)
When Z > 0 we can give estimates for singular values improving Proposition 3:
Theorem 5. Let A  0 and let Z > 0 with extremal eigenvalues a and b. Then, for
every scalars s, t > 0, there exist unitaries U,V such that
2
√
ab
a + b U |ZA
s+t |U∗  |AsZAt |  a + b
2
√
ab
V |ZAs+t |V ∗.
Since Proposition 3 is sharp, the same holds for Theorem 5. We cannot delete
the unitaries U and V in Theorem 5, even for s = t = 1: In general the operator
inequality
AZA  a + b
2
√
ab
(A2Z2A2)1/2
does not hold. For instance, if
A =
(
1 0
0 2
)
and Z =
(
5 3
3 5
)
,
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then
a + b
2
√
ab
(A2Z2A2)1/2 − AZA
has eigenvalues 14.146 . . . and −2.702 . . ..
We turn to the proof of Theorem 5.
Proof. It suffices to prove the right hand side inequality. Indeed, by a limit argument
we may assume A invertible and then the left hand side inequality will follow by
taking inverses
|A−sZ−1A−t |  2
√
ab
a + b V |Z
−1A−s−t |V ∗
and the observation that we can replace Z−1 by Z since
a + b
2
√
ab
= a
−1 + b−1
2
√
a−1b−1
.
By the minimax principle, the kth singular value µk(·) satisfies
µk(A
sZAt)  ‖AsZAtF‖∞
for every projection F , corankF = k − 1. Let E be the projection onto the range of
Z1/2AtF . Then,
µk(A
sZAt) ‖AsZ1/2EZ1/2AtF‖∞
 ‖AsZ1/2EZ1/2At‖∞.
Hence, using (3),
µk(A
sZAt) ‖Z1/2EZ1/2As+t‖∞
= ‖Z1/2EZ1/2As+tG‖∞,
where G is the support projection of EZ1/2As+t , i.e. the smallest projection G such
that EZ1/2As+t = EZ1/2As+tG.
By a limit argument we may assume that A is invertible. Consequently Z1/2As+t
is invertible and we may choose E in order to obtain any projection G, corankG =
k − 1. Now, applying Corollary 2 with Z and EZE,
‖Z1/2EZ1/2As+tG‖∞ = ‖GAs+tZ1/2EZEZ1/2As+t‖1/2∞ ,
 a + b
2
√
ab
‖ZAs+tG‖∞.
Since we may choose G so that ‖ZAs+tG‖∞ = µk(ZAs+t ), the proof is
complete. 
By using Proposition 4 instead of (3) we obtain the following extension of
Theorem 5. It is the main result of the paper.
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Theorem 6. Let A, B  0 with (A,B) monotone and let Z > 0 with extremal eigen-
values a and b. Then, there exist unitaries U, V such that the following sharp
inequalities hold,
|AZB|  a + b
2
√
ab
U |ZAB|U∗
and
|ZAB|  a + b
2
√
ab
V |AZB|V ∗.
Proof. By a limit argument we may assume that A and B are invertible. Since (A,B)
is monotone iff so is (A−1, B−1), it suffices to prove the first inequality.
We denote by supp(X) the support projection of an operator X, i.e. the smallest
projection S such that X = XS.
By the minimax principle, for every projection F , corankF = k − 1,
µk(AZB) ‖AZBF‖∞
 ‖AZ1/2EZ1/2BF‖∞ (4)
 ‖AZ1/2EZ1/2B‖∞,
where E is the projection onto the range of (Z1/2BF). Note that there exists a rank
one projection P , P  E, such that
µk(AZB)  ‖AZ1/2PZ1/2B‖∞.
Indeed, let h be a norm one vector such that
‖AZ1/2EZ1/2B‖∞ = ‖AZ1/2EZ1/2Bh‖
and let P be the projection onto span{EZ1/2Bh}. Since Z1/2PZ1/2 has rank one,
and hence is a scalar multiple of a projection, Proposition 4 entails
µk(AZB)  ‖Z1/2PZ1/2AB‖∞.
We may choose F in (4) in order to obtain any projection G = supp(EZ1/2AB),
corankG = k − 1. Since
supp(PZ1/2AB)  supp(EZ1/2AB) = G,
we infer
µk(AZB)  ‖Z1/2PZ1/2ABG‖∞.
Consequently, using Corollary 2 with Z and PZP ,
µk(AZB) = ‖GABZ1/2PZPZ1/2ABG‖1/2∞
 a + b
2
√
ab
‖ZABG‖∞.
Since we may choose G so that ‖ZABG‖∞ = µk(ZAB), the proof is com-
plete. 
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In connection with Theorem 6 we mention the following result [4], Chapter 4:
Theorem 7. Let A, B  0 with (A,B) monotone and let E be a projection. Then,
there exists a unitary U such that
|AEB|  U |EAB|U∗.
Remarks
1. To prove Theorem 6, it is tempting to use Theorem 7 rather than the weaker
statement of Proposition 4. Such an approach fails! Indeed it is essential to deal
with a rank one projection P in the proof of Theorem 6. If one uses directly
Theorem 7, then we deal with projections of larger ranks and we are stopped. The
inadequacy of Theorem 7 explains why we have missed Theorem 6 for a while...
2. The first inequality of Theorem 6 can be extended to positive semidefinite Z by
taking a and b as extremal nonzero eigenvalues of Z. Theorem 7 is then a special
case. To see that, note that the projection P in the proof is less than or equal to
the support projection of Z.
3. Theorem 6 gives both improvement and reverse inequality to Theorem 1 when
(A,B) is monotone. Theorem 1 cannot be extended to singular values, we repro-
duce the example given in [3]: Take
A =
(
1 0
0 4
)
, B =
(
4 0
0 1
)
, Z =
(
5 3
3 5
)
.
Then the extremal eigenvalues of Z are a = 8 and b = 2, so (a + b)/2√ab =
1.25. Besides, µ2(ZAB) = 8 and µ2(AZB) = 4.604, and since 4.604 × 1.25 =
5.755 < 8, Theorem 1 is not valid for singular values.
4. Theorem 6 contains (2), hence Corollary 2 and its consequences (see [3]).
4. Related results
In [1] (see also [2], pp. 258, 285) Araki showed a trace inequality which entails
the following inequality for symmetric norms:
Theorem 8. Let A  0, Z  0 and p > 1. Then, for every symmetric norm,
‖(AZA)p‖  ‖ApZpAp‖. (5)
For 0 < p < 1, the above inequality is reversed.
If we take a rank one projection A = h ⊗ h, ‖h‖ = 1, then Araki’s inequality (5)
reduces to Jensen’s inequality for t −→ tp,
〈h,Zh〉p  〈h,Zph〉. (6)
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This inequality admits a reverse inequality. Ky Fan [9] introduced the following
constant, for a, b > 0 and integers p,
K(a, b, p) = a
pb − abp
(p − 1)(a − b)
(
p − 1
p
ap − bp
apb − abp
)p
.
Furuta extended it to all real numbers (see for instance [6,7]) and showed the
sharp reverse inequality of (6): If Z > 0 have extremal eigenvalues a and b, then
〈h,Zph〉  K(a, b, p)〈h,Zh〉p (7)
for p > 1 and p < 0.
In a recent paper [6], Fujii et al. extended (7) to an operator norm inequality: For
A  0, Z > 0 with extremal eigenvalues a and b, and p > 1,
‖ApZpAp‖  K(a, b, p)‖(AZA)p‖∞.
Inspired by this result, we showed in [5]:
Theorem 9. Let A  0 and let Z > 0 with extremal eigenvalues a and b. Then, for
every p > 1, there exist unitaries U, V such that
1
K(a, b, p)
U(AZA)pU∗  ApZpAp  K(a, b, p)V (AZA)pV ∗.
The Ky Fan constant K(a, b, p) and its inverse are optimal.
For p = 2, Theorem 9 is a reformulation of Proposition 3.
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