Current rate control schemes in video coding standards do not have efficient framelevel bit allocation due to the limitation of real-time encoding. In this paper, by taking advantage of offline video encoding, we proposed a frame-level bit allocation scheme based on a latest developed rate-distortion (R-D) model, the ρ-domain R-D model [1], for low bit rate streaming applications. Specifically, at the encoder, we code each video sequence twice. In the first pass, we generate the R-D information of video sequences. Then, in the second pass, according to the available channel bandwidth, by exploiting the pre-generated R-D information we are able to implement frame-level bit allocation in an optimal way so that video sequences can be coded at low bit rate with an improved quality. We apply the proposed bit allocation scheme for both offline video coding and rate-reduction transcoding. Experimental results demonstrate the proposed scheme is able to achieve not only reduced average distortion but also much smoother visual quality.
Introduction
With rapidly growing demand for video streaming services, such as video-ondemand, digital library, and non-interactive distance learning, video streaming has received much attention over the last few years. Unlike text or image, video sequences typically have huge volume in data size. For example, a common TV resolution RGB video (576 × 720 pixels) with 30 frames/second requires about 300 Mbps bandwidth. It is clear that digital video data, in their original format, are too voluminous for transmission or storage. A certain degree of compression is desired, which depends on the target bit rate, i.e., the bandwidth of the channel. In a typical video streaming system, video sequences are encoded in advance and stored in the server, which is usually located in a backbone network. Users can access the server through an access network.
Since access networks usually have much lower bandwidth compared to the backbone networks, the target bit rate for video coding is highly dependent on the capacity of the access networks.
Although access networks will eventually evolve to broadband, low bit rate video coding is still needed in many applications. The first reason is that, for the foreseeable future, low bandwidth access networks will still exist. This is a result of either low-cost and wide deployment such as in PSTN and ISDN networks, or flexibility and convenience such as in mobile networks. Second, many popular pocket devices, such as PDA (personal digital assistant), Palm, and so on, support video streaming applications. People can use these small devices to watch news, watch movies, or play video games. Since these pocket devices only have small display screens and limited battery power if used in wireless environments, it is desired that the video sources be compressed at low bit rate. Moreover, even for broadband access networks, with the increasing number of users, lots of high bit rate video streaming applications may greatly reduce the network capacity because of the huge volume of video data size.
In low bit rate video coding, in order to achieve good video quality, rate control is very important. Current rate control schemes in video coding standards, such as TM5 in MPEG-2 [2] , VM in MPEG-4 [3] , and TMN8 in H.263 [4] , are designed for real-time encoding applications and do not have efficient framelevel bit allocation. For encoding video stored in the server, we usually enjoy more computational power at the encoder. Therefore, it is possible to design a rate control scheme that may require more processing time and more buffer size, but can achieve better video quality.
In this paper, we proposed a novel frame-level bit allocation based on a latest developed rate-distortion (R-D) model, the ρ-domain R-D model, for offline video encoding at low bit rates. Specifically, at the encoder we code each video sequence twice. During the first pass we generate the R-D information of video sequences. Then, in the second pass, according to the available channel bandwidth, by exploiting the pre-generated R-D information we are able to implement bit allocation in an optimal way so that video sequences can be coded at low bit rate with an improved quality. Notice that, although the proposed video encoding scheme is targeted for low bit rate streaming applications, in fact, it can be applied to any storage or offline video coding applications. In addition, due to the heterogeneity problem existing in Internet and the diver-sity of users' requirements, rate-reduction transcoding is necessary in many video streaming applications. Therefore, in this research the performance of applying the proposed bit allocation scheme for rate-reduction transcoding is also examined.
The main contribution of this paper is that of applying the latest developed high-performance ρ-domain R-D model, which is originally designed for macroblock (MB) level rate control, for frame-level bit allocation. The proposed frame-level bit allocation quantifies the importance of each frame through not only frame variance but also coding complexity. Another contribution is the work on extending the proposed frame-level bit allocation to rate-reduction transcoding.
This paper is organized as follows. Section 2 states the difficulty of performing optimal frame-level bit allocation and introduces some related work. Section 3 presents our proposed frame-level bit allocation scheme. Section 4 describes the corresponding rate control scheme based on the proposed bit allocation.
Section 5 presents some experimental results of offline video coding. Section 6 examines the performance of applying the proposed bit allocation scheme for rate-reduction transcoding. Finally, Section 7 concludes this paper.
Problem Statement and Related Work
As mentioned in Section 1, current rate control schemes in video coding standards are designed for real-time encoding applications. These rate control schemes usually consist of two major steps. In the first step, the target bit rate for each video frame is obtained by a frame-level bit allocation scheme.
In the second step, the quantization parameter (QP), denoted as q, is determined based on a rate model R(q), such as the linear model in TM5, the quadratic model in VM8 [5] and the logarithmic model in TMN8 [6] . The actual quantization parameter for each macroblock (MB) can be adjusted by the buffer status and the spatial activity of the MBs. Since, for real-time applications, the future video frame information is not available, the frame-level bit allocation is usually very simple. For example, in TMN8 [6] , the target number of bits for each frame is determined by
where R s denotes the available bit rate in bits per second (bps), R f denotes the target frame rate in frames per second (fps) and ∆ is a small feedback value. Since the actual number of bits in a frame is usually not equal to the target number of bits, it is necessary to use ∆ to reflect the difference between the actual bits and the target bits in order to keep the actual coding rate close to the available bandwidth. From Eqn.
(1), we can see that, basically, the frame-level bit allocation of TMN8 equally assigns bits to each frame. It is similar in TM5 of MPEG-2 except that different bits are allocated to different types of frames based on a fixed empirical ratio. Obviously, such bit allocation is not able to achieve optimal performance because of the nonstationarity of video signals.
However, for offline or storage video coding, it is possible to optimally allocate bits among video frames by multiple-pass video coding [7] [8] [9] . In order to achieve optimal bit allocation, it is desired to generate R-D functions of all the video frames in an entire video sequence. Related work on frame-level bit allocation can be traced back to the original VBR (variable bit rate) video coding [10] [11] [12] [13] [14] , where it was roughly assumed that using the same quantization factor throughout the entire video sequence can achieve smooth/consistent video quality. Later on, the problems of framelevel bit allocation was further studied in [9, 8, [15] [16] [17] [18] for single-layer video coding and in [19] [20] [21] for scalable video coding. All these frame-level bit allocation schemes are based on explicit R-D analysis, where the R-D relationship for each video frame is obtained through either empirical or modelling approaches.
The research work in [15, 19, 9] are the most representative techniques using empirical R-D analysis. In [15] , the authors proposed to use the Viterbi algorithm to solve the problem of dependent frame-level bit allocation. Although the optimal solution can be guaranteed, it is too complicated to be applied in practice. In [19] , the authors considered the independent frame-level bit allocation in MPEG-4 FGS (fine granularity scalability) coding. Accurate R-D curves were constructed by extracting some R-D points such as the end points of each bitplane during the offline encoding process followed by linear inter-polation between neighbor R-D points. Based on the obtained R-D curves, a sliding window bit allocation scheme was further proposed in [19] , which can optimally allocate bits among frames. In [9] , the authors used original frames for motion estimation (ME) and motion compensation (MC). In this way, the R-D function of one frame is independent of those of other frames. Therefore, all the (q, R) and (q, D) pairs of each frame can be obtained by coding each frame at 31 different q values. However, directly applying this scheme for low bit rate coding can cause severe drift problems. Fig. 1 shows such an example.
Compared with standard coding, using original frames for ME and MC causes severe quality degradation. This is because, for low bit rate coding, there are large errors between reconstructed frames and original frames. These errors will accumulate and propagate along the motion compensation path if original frames are used for MC. For high bit rate coding, such as MPEG-2, the errors between reconstructed frames and original frames are very small. Although these small errors can still accumulate and propagate, regular I-frame refreshment in high bit rate coding can significantly reduce the error propagation.
However, since I-frame coding costs many bits, the distance between two Iframes in low bit rate coding is typically very large. Therefore, the scheme in [9] is not feasible for low bit rate coding.
The research work in [16, 20, 21, 8] are the most representative techniques using R-D models. In [16, 20] , the authors used the exponential R-D model and the gradient search method to solve the problem of dependent frame-level bit allocation. By observing the experimental data, they proposed the linear relationship between the variance of the motion-compensated residue and the coding error of the reference frame. However, the computational complexity of their proposed scheme increases exponentially with the number of frames in one GOP. This makes it difficult to be applied for dependent frame-level bit allocation for low bit rate video coding, which typically has large distance between two I-frames. In [21], the authors directly applied the scheme, which was original designed for dependent frame-level bit allocation in single-layer video coding, to FGS video coding. In [8] , a simple slide-window scheme was proposed for frame-level bit allocation for low bit rate streaming applications.
Specifically, bits are allocated among the L frames in a slide-window. The number of bits for each frame is allocated proportional to the weight of the standard deviation σ i of frame i in the L frames. The experimental results demonstrate the improved performance. However, since two frames with an equal variance may have quite different rate-distortion performance, the bit allocation based only on the frame variances is not accurate. This is particularly evident in the case that a slide-window contains different types of video scenes.
Optimal Bit Allocation Analysis
Recently, a novel R-D model was developed in [1] for DCT-based video coding.
In that model, the source coding rate R i and the distortion D i of a frame i are considered as functions of ρ i , which is the percentage of zero among the quantized DCT coefficients of the frame i. Specifically, the rate model can be written as
where θ i is a constant, N p is the number of pixels in a frame, and H i refers to the number of bits for the header information and the motion vectors for the frame i. The distortion model can be written as
where σ i is the standard deviation of the frame i, and α i is a positive constant.
We adopt these R-D models for the frame-level bit allocation. Suppose there are L frames. Based on Eqns. (2) and (3), the optimum frame-level bit allocation can be formulated as
where
is the total number of bits available for the L frames. Using a Lagrange multiplier, we can convert this constrained minimization problem into an unconstrained problem as
By solving this minimization problem, the optimal number of bits for a frame i is found to be
. Notice that, these optimal bit allocation results are obtained only under the total bandwidth constraint. For practical applications buffer constraints also exist. Typically, in a video decoder, a decoding buffer with limited size is used to smooth out the difference between the channel transmission rate, which is the input data speed of the buffer, and the decoding rate, which is the output data speed of the buffer. However, if the difference is very large or accumulates to a large value, it will exceed the capability of the buffer. Then, buffer underflow and overflow problems will occur. Buffer overflow can be solved by increasing the buffer size or increasing the output data speed. Buffer underflow can be solved by increasing the pre-loading time or reducing the output data speed. The buffer constraints have been studies in many research works such as [8, 9] . In this research, we assume we have suf-ficient buffer size and pre-loading time. Therefore, only the total bandwidth constraint is considered.
Rate Control Algorithm
Based on the optimal frame-level bit allocation, we propose a rate control algorithm for offline video encoding. As shown in Eqn. (7), in order to optimally allocate bits among frames, we need to collect the feature information of each frame, including σ i , θ i , α i and H i , i = 1, . . . , L. Since, for offline video coding, video sequences are available in advance, we can pre-encode the video sequences once by using a fixed quantization parameter q. For a frame i in a video sequence, after this pre-encoding, we are able to obtain R i , the number of bits for the frame, ρ i , the percentage of zero among the quantized DCT coefficients, D i , the average distortion, σ 2 i , the average variance, and H i , the number of bits for the header information and the motion vectors. According to Eqns. (2) and (3), we can compute θ i and α i as
With this pre-generated feature information, σ i , θ i , α i and H i , we propose a rate control algorithm as follows:
Step 0: Initialize i = 0, δ i−1 = 0, where δ i−1 is a feedback value which reflects the accumulated difference between the target number of bits and the actual number of bits used for encoding the previous frames.
Step 1: Compute the target bits R * i for the frame i as
Step 2: Use the macroblock-layer rate control algorithm proposed in [1] to distribute R * i to the macroblocks in the ith frame. Record the actual number of bits for the ith frame as R i .
Step 3: After encoding the ith frame, update δ i by δ i−1 + R i − R * i . If there are no more frames to be encoded, the encoding is finished. Otherwise, i = i + 1 and go to Step 1.
Notice that although, for a frame i, the pre-generated features, σ i , θ i , α i and H i , are usually not equal to the actual features obtained in the second-pass encoding, applying them for optimal bit allocation is still reasonable since they are able to reflect the relative importance of each frame. In addition, since these pre-generated features are side information, we need to consider their bit consumption. Suppose we use 16 bits for σ i , 8 bits for θ i , 8 bits for α i and 16 bits for H i . It will then only cost 6 bytes for each frame, corresponding to 0.0019 bpp for QCIF format videos. Such a tiny overhead can be neglected.
Experimental Results
In this section, we perform experiments based on the standard H.263 codec to illustrate the effectiveness of the proposed algorithm. Similar results can be obtained by using other video coding standards. The experiments are performed on three QCIF format video sequences. The first video sequence is 300 frames of "Foreman", which contains large facial movements and camera panning at the end. The second one is composed of two video scenes: 150 frames of "Foreman" containing high activity (fast motion), and 150 frames of "Mother & Daughter" containing low activity (slow motion). To test a video sequence containing multiple scenes, we compose the third video sequence as: 100 frames of "Foreman" (fast motion), 100 frames of "Mother & Daughter" (slow motion), and 100 frames of "Coastguard" (fast motion).
We compare our proposed rate control scheme with the rate control scheme in [1] , termed the histogram scheme (HIST). As shown in [1] , HIST is able to achieve better rate control performance than TMN8 in H.263. Generally speaking, HIST is a MB-level rate control scheme, and the frame-level bit allocation method adopted in HIST is the same as that in TMN8. Since HIST is adopted for MB-level rate control in our proposed rate control scheme, the comparison between our proposed rate control scheme and HIST can be considered as the comparison between the proposed optimal frame-level bit allocation method and the frame-level bit allocation method in TMN8.
Performance Parameters
The performance parameters include "Average Distortion", "Distortion STD", "BW Diff.", "BW Error", "Buffer Size" and "Pre-loading Time". "Average Distortion" (D) denotes the average MSE of a frame, which is calculated as
Notice that although the average PSNR is widely used in literature, we find it is not appropriate to represent the average quality of a video sequence. This is because our target is to minimize the average distortion while the maximal average PSNR does not correspond to the minimal average distortion due to the logarithm function. Therefore, in this research, we use the average distortion instead of the average PSNR to measure the average quality of a video sequence while we still use PSNR to measure the quality of each individual frame. "Distortion STD" (σ D ) denotes the standard deviation of the frame distortions, which is calculated as
"BW Diff." (∆BW ) denotes the difference between the total used bits and the total available bandwidth, which is calculated as
"BW Error" (BW e ) denotes the bandwidth control error, which is calculated
"Buffer Size" and "Pre-loading Time" denote the required buffer size and the required pre-loading time in order to guarantee no buffer underflow and overflow under a constant channel transmission rate. Although we did not consider buffer constraints in this work, the reason we still list these buffer parameters is for fair comparison. Table 1 , 2 and 3 show the performance of encoding the three different video sequences at 10 fps frame rate and under different bit rates. As shown in these tables, the proposed rate control scheme outperforms HIST under all the channel rates for all the test video sequences. The reduction of the average distortion is from 0.21 dB to 1.25 dB, and the reduction of the standard deviation is even more outstanding with at least 3 dB reduction. This indicates the proposed rate control scheme is able to achieve much smoother visual quality. In the case of encoding Video Sequence 1 at 32 kbps, the reduction of σ D is up to 11.22 dB. Such a large difference is not only because of the optimal bit allocation but also because of smart frame dropping control adopted in our proposed rate control scheme, which greatly reduces the number of skipped frames. The basic idea of the frame dropping control scheme is to skip a frame based on the pre-generated R-D functions instead of a fixed buffer threshold.
Simulation Results
Also shown in these tables, both rate control schemes have very low BW e with no more than 0.09%. Although the proposed scheme requires larger buffer size and longer pre-loading time, the required buffer size is only several hundred kilobits and the required pre-loading time is less than 2.5 s, which is reasonable for video streaming applications. With the increase of the length of video sequences, the required buffer size may become much larger and the pre-loading time may become much longer. We can solve this problem by introducing a window which contains a certain number of frames and only performing the optimal frame-level bit allocation among the frames within each window. Fig. 2 shows the bit allocation results. It is clear that more bits are allocated to high activity scenes while less bits are allocated to low activity scenes. Fig. 3 shows the PSNR comparison between the HIST rate control scheme and the proposed rate control scheme. Fig. 4 and Fig. 5 give two examples to compare the visual qualities under two rate control schemes. These experimental results demonstrate that the proposed frame-level bit allocation scheme is able to efficiently allocate bits among frames so that a better overall visual quality can be achieved. In the previous sections, we have proposed a frame-level bit allocation scheme for low bit rate offline video coding. In this section, we apply the proposed bit allocation scheme for rate-reduction video transcoding. We will demonstrate that the proposed bit allocation scheme can achieve high performance not only for offline video coding but also for video transcoding.
Rate Control in Transcoding
In the view of rate control, the task for rate-reduction transcoding can be represented as
where R 0 s is the coding rate for original video bitstreams and R s is the new coding rate. Since the R-D information of original video sequences has already been generated in the server, we can use this pre-generated R-D information for transcoding. Although the R-D information of the reconstructed video is different from that of the original video, it is still advantageous to use the pregenerated feature information. This is mainly because transcoding is typically required to be performed in real-time. In addition, if the original video is coded at high quality, the difference is considered very small. Therefore, we can use the same rate control algorithm proposed in Section 4 to optimally allocate bits among frames under new bandwidth constraints.
Experimental Results of Transcoding
We perform the proposed rate-reduction transcoding on Video Sequence 1 and Video Sequence 3. For other video sequences, similar results can be obtained.
The original video sequences are coded by H.263 coder at 10 fps and 128 kbps.
We compare our proposed transcoding scheme with the HIST transcoding scheme. In our proposed transcoding scheme, the original video sequences are first coded by using the proposed rate control scheme and then the compressed bitstreams are transcoded to low bit rates by using the same rate control scheme and the same pre-generated R-D information. In the HIST transcoding scheme, the original video sequences are coded by the HIST rate control, and then the compressed bitstreams are fully decoded and re-encoded at low bit rates by the HIST rate control scheme. Table 4 shows the transcoding results at different bit rates. The reduction of the average distortion is from 0.24 dB to 1.19 dB, and the reduction of σ D is from 3.51 dB to 10.53 dB. The lower STD indicates the subjective performance of the proposed transcoding scheme is more consistent. This can be shown more clearly in Fig. 6 . Compared with the bandwidth control error in offline video coding, the bandwidth control error in the proposed transcoding system is a little bit larger. This is because the R-D information of the original video sequences is used in the proposed transcoding system. Also shown in Table 4 , the required buffer size and the required pre-loading time of the proposed transcoding scheme are reasonable. Notice that in the previous statement, we state that original video sequences are desired to be pre-encoded at highquality. However, in the experiments, we show that good performance can be achieved in transcoding video sequences pre-encoded at 128 kbps, which is not a high bit rate. This indicates that, for our proposed transcoding, the original video sequences do not have to be coded at high quality.
Conclusion
In this work, we have applied the latest developed high-performance ρ-domain R-D model, which is originally designed for MB-level rate control, for framelevel bit allocation in low bit rate offline video coding. The proposed framelevel bit allocation quantifies the importance of each frame through not only frame variance but also coding complexity. Experimental results have shown that the proposed bit allocation scheme can achieve 0.21 dB to 1.25 dB reduction for the average distortion and, more outstandingly, it can achieve at least 3 dB reduction for the standard deviation. We have also applied the proposed bit allocation scheme for rate-reduction transcoding. We achieve 0.24 dB to 1.19 dB reduction for the average distortion and more than 3 dB reduction for the standard deviation. These experimental results have demonstrated that the proposed bit allocation is able to achieve not only reduced average distortion but also much smoother visual quality in both offline video coding and rate-reduction transcoding. 
