This paper examines the well-posedness of the Stefan problem with a dynamic boundary condition. To show the existence of the weak solution, the original problem is approximated by a limit of an equation and dynamic boundary condition of Cahn-Hilliard type. By using this Cahn-Hilliard approach, it becomes clear that the state of the mushy region of the Stefan problem is characterized by an asymptotic limit of the fourth-order system, which has a double-well structure. This fact also raises the possibility of the numerical application of the Cahn-Hilliard system to the degenerate parabolic equation, of which the Stefan problem is one.
Introduction
The Stefan problem is a well-known mathematical model that describes the solid-liquid phase transition. Among many results in the literature (for example, [17, 21, 25, 27] and so on), the following enthalpy formulation of the Stefan problem with the Dirichlet-Robin type boundary condition was studied by the L 2 -framework in [15] :
where 0 < T < +∞ is a finite time and Ω ⊂ R d , d = 2 or 3, is a bounded domain with smooth boundary Γ. The unknown u : Q → R denotes the enthalpy and β(u) is the temperature; g : Q → R is a given heat source. In the model of the Stefan problem k s , k ℓ > 0 represet the heat conductivities on the solid and liquid regions, respectively, and L > 0 is the latent heat constant. Consider the initial-boundary value problem for this kind of partial differential equation. The dynamic boundary condition is a sort of differential equation that represents the dynamics on the boundary Γ. As the condition for solving the partial differential equation, the time derivative is included, and this is well treated like, Dirichlet, Neumann, and Robin-type conditions for various problems. Under the dynamic boundary condition of the following form:
the existence and uniqueness of (1.1) was studied in [1, 2] using a subdifferential approach, where the symbol ∂ ν denotes the normal derivative on Γ outward from Ω; g Γ : Σ → R is a given heat source on the boundary. For a more general setting, we can find the result in [3] . In this paper, the well-posedness of the Stefan problem with the following dynamic boundary condition is studied: 4) where the symbol ∆ Γ stands for the Laplace-Beltrami operator on Γ (see, e.g., [20, Chapter 3] ). If we simultaneously consider (1.1) on the bulk Ω and (1.3) or (1.4) on the boundary Γ, then the setting of (1.4) is more natural than that of (1.3).
The main idea of the existence result is to approximate the Stefan problem from the Cahn-Hilliard system. In 2009, Goldstein, Miranville, and Schimperna studied the following Cahn-Hilliard system: For ε > 0
with a dynamic boundary condition of the following form:
The unknowns u, µ : Q → R represent the order parameter and chemical potential, respectively. Let us recall some basic concepts. The Cahn-Hilliard system is characterized by the nonlinear terms β + π and β Γ + π Γ , which are some derivatives of functions W and W Γ , respectively. Usually referred to as double-well potentials, for example, W (r) = 
Main results
In this section, the main theorem is stated. First, we recall a previous result from [11] that plays an important role in this paper. Next, we present the main theorem.
Notation
We use the spaces
Hereafter, we use a bold symbol z to denote the pair (z, z Γ ) corresponding to the letter. Then, H, V , and W are Hilbert spaces with the inner product
and the related norm is analogously defined as one of V or W . Note that, if z ∈ V , then z Γ is exactly the trace z | Γ of z on Γ, whereas if z is just in H, then z ∈ H and z Γ ∈ H Γ are independent. Define m : H → R by
where |Ω| := Ω 1dx and |Γ| := Γ 1dΓ. The symbol V * denotes the dual space of V , and the pair ·, · V * ,V denotes the duality pairing between V * and V . Moreover, we define the bilinear form a(·, ·) :
where ∇ Γ denotes the surface gradient on Γ (see, e.g., [20, Chapter 3] ). We also introduce the subspace of H as H 0 := {z ∈ H : m(z) = 0} and V 0 := V ∩ H 0 with their norms |z| H 0 := |z| H for all z ∈ H 0 and |z| V 0 := a(z, z)
1/2 for all z ∈ V 0 . Then, we can define the duality mapping F :
Using this, we can define the inner product in V * 0 by
Then, we obtain the dense and compact embeddings V 0 ֒→ ֒→ H 0 ֒→ ֒→ V * 0 ; see [11] for details of this setting. These are essentially the same as in previous studies [10, 23, 24] .
Main theorem
In this subsection, we define the weak solution for the Stefan problem with a dynamic boundary condition. Then, we give the main theorem.
First, we present the target problem (P) of this paper, namely the Stefan problem with the dynamic boundary condition:
where the prototype Stefan problem is formulated by the setting (1.2). In this paper, the target problem (P) will be formulated in a more general setting; see Definition 2.1.
Remark 1.
The dynamic boundary condition is arranged from three previous results [1, 2, 3] regarding not only the Laplace-Beltrami operator, but also the time derivative. Actually, they treated ∂β(u Γ )/∂t. In the case of (1.2), the first condition (2.4) implies that u Γ is not necessarily equal to the trace u | Γ of u. More precisely, we will obtain u Γ = u | Γ except in the mushy region {x ∈ Ω : 0 ≤ u(x) ≤ L} of the Stefan problem. This is because we can only expect β(u(t)) ∈ V , but u(t) ∈ V (weak solution).
Throughout this paper, we assume that (A1) β is a maximal monotone graph in R × R, and is a subdifferential β = ∂ β of some proper, lower semicontinuous, and convex function β : R → [0, +∞] satisfying β(0) = 0 with some effective domain D(β). This implies β(0) = 0. Moreover, there exist two constants c 1 , c 2 > 0 such that
, and the compatibility conditions
For simplicity, we have assumed that the derivative of π is bounded by 1 in (2.6). It is sufficient to assume that π ∈ W 1,∞ (R). We now define a weak solution.
and they satisfy
for a.a. t ∈ (0, T ) with u(0) = u 0 a.e. in Ω and u Γ (0) = u 0Γ a.e. on Γ.
Our main theorem is now stated.
Theorem 2.1. Assume (A1)-(A4) hold. Then, there exists at least one weak solution (u, ξ) of (P).
Moreover, we obtain the following continuous dependence for the given data:
) be a weak solution of (P) corresponding to the data g (i) and u
0 , in which we assume that m(u
0 ). Then, there exists a positive constant C that depends only on T such that
for all t ∈ [0, T ], where c β > 0 is the Lipschitz constant of β.
Note that the assumption m(u
This theorem implies the uniqueness of the weak solution of (P).
Approximate solutions to the Cahn-Hilliard system (P) ε
In this subsection, we state the approximate problem for (P). For this aim, we recall a previous result [11] for the equation and dynamic boundary condition of the CahnHilliard type (P) ε . This can be written as the following initial-boundary value problem (2.10)-(2.14): For ε > 0,
where f : Q → R, f Γ : Σ → R, u 0 : Ω → R, and u 0Γ : Γ → R are given data. In particular, f and f Γ are constructed by g and g Γ at a later point. In the main theorem, we treated the general setting (A1) and (A2) of β for the Stefan problem with some suitable π. In the setting of (1.2), one example of π : R → R is a piecewise linear function of the following form:
of course, in this case ξ = β(u) and ξ Γ = β(u Γ ). Therefore, (A1) and (A2) hold; actually β is obtained by
so that β = ∂ β, and this quadratic function β satisfies (2.5). Because of this value of επ, we can realize the double-well structure of the potential W = β + ε π as the sum of primitives of β and επ. Therefore, (P) ε with the prototype setting (2.15) has the exact structure of the Cahn-Hilliard system.
Remark 2. Viewed in terms of the Stefan problem, π is an artificial term. Therefore, we can prove the existence of the weak solution of the Stefan problem even if π ≡ 0. However, in this case, we no longer find the structure of the Cahn-Hilliard system (more precisely, the double-well structure) at the level of (P) ε . If we construct the relationship between some equation of Cahn-Hilliard type and the original Stefan problem, we must choose a suitable π depending on β, which breaks the monotonicity of β. This treatment is completely independent of the choice of boundary condition. We will focus on the convergence from the Cahn-Hilliard system to the nonlinear diffusion equation under the Neumann boundary condition in a forthcoming paper [12] .
Here, we know that for each g : 
for a.a. t ∈ (0, T ), with
We call the solution obtained by this proposition a kind of weak solution for the problem in (2.10)-(2.14). This proposition is a direct consequence of [11, Theorem 2.2]. Indeed, we assumed (A1)-(A4), and then, from the construction (2.16) of f , we see that f ∈ L 2 (0, T ; V 0 ). Thus, all of the conditions needed to apply [11, Theorem 2.2] can be corrected.
To obtain uniform estimates with respect to ε ∈ (0, 1], we must consider the approximate problem for (P) ε , which is the same strategy used to prove Proposition 2.1. Therefore, we give only a sketch of the proof here. For each λ ∈ (0, 1], consider the approximate problem (P) ε,λ
with v ε,λ (0) = v 0 in H 0 , where β λ (z) := (β λ (z), β λ (z Γ )) for all z ∈ H and β λ is the Yosida approximation (see, e.g., [4, 5, 22] ). Namely, β λ : R → R along with the associated resolvent operator J λ : R → R are defined by
Moreover, the related Moreau-Yosida regularization β λ of β : R → R fulfills
for all r ∈ R. We know the basic property
The problem (P) ε,λ can be solved (see, e.g., [10, 11, 14, 23, 24] ); more precisely, there
for a.a. t ∈ (0, T ) with v ε,λ (0) = v 0 in H 0 , where ϕ : H 0 → [0, +∞] is a proper, lower semicontinuous, and convex functional
Here, the subdifferential ∂ϕ on H 0 is characterized by ∂ϕ(z) = (−∆z, ∂ ν z − ∆ Γ z Γ ) with z ∈ D(∂ϕ) = W ∩ V 0 (see, e.g., [11, Lemma C] ). We also note that
Moreover, P : H → H 0 is a projection defined by P z := z − m(z)1 for all z ∈ H, and it satisfies
The standard strategy obtains a priori estimates with respect to λ ∈ (0, 1] and considers the limiting procedure λ → 0. 
for all z ∈ V . Moreover, thanks to the regularity v ε ∈ L 2 (0, T ; W ), we see that (2.18) implies
Uniform estimates
In this section, we obtain the uniform estimates needed to prove the main theorem.
Uniform estimates for approximate solutions of (P) ε,λ
To prove the main theorem, we will use the uniform estimates that are independent of ε for the solutions of (P) ε . For this, we must start from the approximate problem (P) ε,λ . In this subsection, we obtain uniform estimates for the approximate solutions of (P) ε,λ . We recall the change of variable u ε,λ := v ε,λ + m 0 1. Lemma 3.1. There exist positive constants M 1 and M 2 , independent of ε ∈ (0, 1/4] and λ ∈ (0, 1], such that
Proof. We test (2.22) at time s ∈ (0, T ) by v ε,λ (s) ∈ V 0 which is considered in problem (P) ε,λ . Then, using (2.3), we have
for a.a. s ∈ (0, T ). Now, from the definition of the subdifferential, we have
for a.a. s ∈ (0, T ). Next, recalling the fundamental property of the chain rule with (2.6) and using the Young inequality, we have
and
for a.a. s ∈ (0, T ). Thus, correcting (3.1)-(3.4), recalling the definition of the subdifferential and using (2.21), (2.24), and ϕ(0) = 0, we see that
for a.a. s ∈ (0, T ). If we take ε ∈ (0, 1/4], then ε − 2ε 2 ≥ ε/2 > 0. By virtue of the Gronwall inequality, we obtain
Next, integrating (3.5) over (0, t) with respect to s, we obtain
for all t ∈ [0, T ]. Thus, we have the conclusion.
Lemma 3.2. There exists a positive constant M 3 , independent of ε ∈ (0, 1/4] and λ ∈ (0, 1], such that
Proof. We test (2.22) at time s ∈ (0, T ) by v ′ ε,λ (s) ∈ H 0 . Then, using the same method as for (3.3), we have
for a.a. s ∈ (0, T ). Then, using (2.3) and the chain rule, we deduce
for a.a. s ∈ (0, T ). Integrating (3.8) over (0, t) with respect to s, we can find a positive constant M 3 , depending only on
, and |f | L 2 (0,T ;V 0 ) , such that the aforementioned estimate (3.6) holds. Next, to obtain (3.7), we recall (2.19), (see also Remark 3). We have
for a.a. s ∈ (0, T ). Therefore, the evolution equation (2.22 ) is equivalent to 10) with (3.9). We test (3.10) by P µ ε,λ (s) ∈ V 0 , and integrate the resultant over (0, t) with respect to s. Then, using (2.2) and the Young inequality, we have
Thus, using (3.6), we obtain (3.7). 
Proof. From (2.5) in (A1) and (2.20) ,
Therefore, from (3.6) in Lemma 3.2, we obtain
for a.a. s ∈ (0, T ). Then, by integrating over (0, T ), it follows that there is a positive constant M 6 , depending only on T , |Ω|, |Γ|, M 4 , M 5 , |π(m 0 )|, and |f | L 2 (0,T ;H 0 ) , such that the first estimate holds. Next, from the Poincare inequality (see, e.g., [11, Lemma A]), we know that there exists a positive constant c p such that
Proof of Theorem 2.1. By using the estimates (3.19)-(3.24) stated in the previous section, there exist a subsequence {ε k } k∈N with ε k → 0 as k → +∞ and some limit func- 
as k → +∞. Now, integrating (2.18) over (0, T ), we find
Letting k → ∞, we can use (4.30), (4.27), (4.31), and (4.32) to obtain (4.35) . Then, using the positivity ξ ∈ β(u) a.e. in Q from the maximal monotonicity of β. Namely, we obtain ξ ∈ β(u) a.e. in Ω, ξ Γ ∈ β(u Γ ) a.e. on Γ. Finally, integrating (2.17) over (0, T ) with respect to t and letting k → +∞, we have 
for a.a. t ∈ (0, T ), with u(0) = u 0 a.e. in Ω and u Γ (0) = u 0Γ a.e. on Γ. Thus, it turns out that the pair (u, ξ) is a weak solution of (P).
Continuous dependence
In this section, we prove the continuous dependence of the data. This theorem also guarantees the uniqueness of the component u in the solution.
Proof of Theorem 2.2. For i = 1, 2, let (u (i) , ξ (i) ) be a weak solution of (P) corresponding to the data (f (i) , u 
