Multiplex networks are a type of multilayer network in which entities are connected to each other via multiple types of connections. We propose a method, based on computing pairwise similarities between layers and then doing community detection, for grouping structurally similar layers in multiplex networks. We illustrate our approach using both synthetic and empirical networks, and we are able to find meaningful groups of layers in both cases. For example, we find that airlines that are based in similar geographic locations tend to be grouped together in an airline multiplex network and that related research areas in physics tend to be grouped together in an multiplex collaboration network.
I. INTRODUCTION
A network is a widely-used representation to describe the connectivity of a complex system. In a network, entities (represented by nodes) are adjacent to each other via edges [1] . The best-studied type of network is a graph, but recently multilayer networks have been used to encode increasingly complicated structures -such as multiplex networks, interconnected networks, and time-dependent networks [2, 3] -in a network. In a multilayer network, each entity is represented by a "physical node", and the manifestation of a given node in a specific layer (i.e., a node-layer) is a "state node".
A multiplex network is a special kind of multilayer network in which physical nodes can be adjacent to each other through different types of intralayer edges and a given entity on a layer can be adjacent to itself on another layer through an interlayer edge. It thereby represents networks with multiple types of relations. The study of multilayer networks is perhaps the most active area of network science, and multiplex networks in particular have been used in the study of many biological, social, and technological systemsincluding cellular interactions [4] , contagions [5] , social relationships [6] , scientific collaborations [7] , and flight connections [8] .
In many empirical multiplex networks, there are many intralayer edges that occur between the same pairs of entities in multiple layers [9, 10] , leading to considerable edge overlap. When a lot of edges overlap in a pair of layers, it is likely arXiv:1706.04147v1 [physics.soc-ph] 13 Jun 2017 that those two layers possess many similar structures in their connectivity patterns [9, [11] [12] [13] [14] , and such similarities may be useful for characterizing similarities among multiple types of connections. For example, in a multiplex communication network (e.g., text messages, phone calls, and e-mails), in which the physical nodes represent people and the layers represent different communication media, two people who communicate in one layer may also be likely to communicate in other layers, yielding edge overlaps [11] .
In a prominent study of multiplex networks, Szell The tendency for edge overlaps to occur in a heterogeneous manner that depends on relationship type motivates us to introduce the concept of layer communities, a group of structurally similar layers that are structurally dissimilar to other layers. A layer community is a type of mesoscale structure that can occur in a multilayer network, such as a multiplex (i.e., multirelational) network. Studying mesoscale structures in networks can be very insightful, and many different types of such structures have been examined. The best-studied type of mesoscale structure is community structure [15] [16] [17] , and other well-known types of mesoscale structure are core-periphery structure [18] and roles and positions [19] . In contrast to standard community structure, we wish to cluster layers rather than nodes, and most mesoscale structures that have been examined are concerned with clustering nodes. For example, a prototypical community (which we will call a "node community") consists of a set of densely connected nodes with sparse connections to other sets of nodes [15] [16] [17] . Therefore, edge densities within node communities tend to be high, and edge densities between node communities tend to be low. One can also cluster edges to study "edge communities" [20] , and in the present pa-per we cluster layers to study "layer communities".
Past studies of layer similarities in multilayer networks have focused primarily on nodecharacteristic similarities, such as interlayer degree correlations and node-community similarities [7, 13, 14, 21] . These ideas have yielded insights into phenomena such as the presence and consequences (e.g., on percolation and spreading processes) of nontrivial multiplex correlations in networks [22, 23] . For example, Iacovacci et al.
used a node-characteristic similarity measure to find layer communities (though without explicitly developing the notion of "layer communities"
or proposing such terminology) in a collaboration network of publications in physics journals and a multiplex social network in the Department of Computer Science at Aarhus University [6, 7, 24] . Reference De Domenico and Biamonte [25] defined a quantum-entropy similarity measure by calculating Jensen-Shannon (JS) divergence between two layers and used their measure to cluster layers in a human microbiome multiplex network.
To study layer communities, we define a novel measure of interlayer structural similarity measure using calculations of edge overlaps. That is, rather than measuring similarity in node characteristics or similarity in quantum entropy as in previous work, we directly measure similarity in connection patterns. Importantly, our goal is to examine layer similarity rather than layer redundancy, which can be used for aggregating layers in multilayer networks to reduce system size [9, [26] [27] [28] . We seek to develop a method that can meaningfully classify different types of connections in multilayer networks using measures of layer similarities. Such classification has the potential to help infer commonalities between different types of connections in large networks (e.g., common purpose, physical mechanisms, and constraints), and we successfully demonstrate the utility of our approach using three multiplex networks constructed from empirical data.
The rest of our paper is structured as follows. In Section II, we propose a new interlayer similarity measure, called connection similarity, which is based on pairwise similarity in connection patterns. We then use this measure to cluster layers in synthetic multiplex networks in Section III A and in three empirical multiplex networks in Section III B. We conclude in Section IV. Consider a multiplex network that has M layers and N nodes in each layer, where we assume for simplicity that every node exists on every layer and that there are no interlayer edges (so that we are studying edge-colored multigraphs).
II. CONNECTION SIMILARITY
Following convention [2, 29] , we use the Roman alphabet to label nodes and the Greek alphabet to label layers. A multiplex network G = We consider the local overlap [30, 31] 
where We then define connection similarity
to calculate the mean local similarity between layers α and β and thereby quantify the similarity between the connection patterns in the two layers. 
where
for dir ∈ {in, out} [see Fig. 1(b) ]. Equations (2) and (3) are equivalent in an undirected multiplex network, because w α ij = w α ji in that case.
Vörös et al. recently defined a layer similarity measure similar to connection similarity [32] .
Their similarity measure is
where I[A] is the indicator function of the set A. Rewriting their similarity measure using our notation yields
is the global edge overlap and m α is the total number of edges on layer α. The quantity J αβ is a Jaccard similarity between layers α and β.
In comparison to Jaccard similarity, connection similarity puts more emphasis on local overlap than global overlap. In [32] , Vörös et al.
used their similarity measure to cluster layers in a high-school social network and thereby reduce system size. In Section ??, we compare the layer communities that we find using connection similarity with their Jaccard similarity measure.
III. DETECTION OF LAYER

COMMUNITIES
To find layer communities in a multiplex network G, we create a monolayer network G L with adjacency matrix A in which the nodes are the layers in G and the edge weights are the interlayer similarities between the layers in G. One can then detect node communities in G L using any of the myriad available methods [17] . In this paper, we use the Louvain method [33] and InfoMap [34, 35] on G to find layer communities of a multiplex network G. We examine both synthetic networks and empirical networks.
Iacovacci et al. also constructed a similarity network from a multiplex network to cluster layers [7, 24] , but they used an interlayer node-similarity measure rather than connection similarities. To define a measure of layer similarity, they used the idea of a network ensemble [36, 37] . A network ensemble (i.e., a probability distribution on networks) is a set of possible networks that satisfy structural constraints, such as certain node properties (e.g., the degree or community assignment in a specified layer) and the probability of drawing each network from the collection. Let q α i ∈ {1, . . . , Q α } (where Q α denotes the maximum value of the property) denote some property of node i in layer α. Given
. . , C α } (where C α denotes the total number of classes in layer α) of a node for some function f . They then defined the entropy of layer α with respect to node property q α i as
where e α c,c is the number of edges between nodes in class c and nodes in class c . The entropy
measures the amount of information in layer α with respect to property q α i . They then calculated a z-score
to quantify the amount of information on layer α relative to a uniformly random permutation π of node properties q
is the expected entropy and
] is the standard deviation over the random permutation
to quantify the similarity between layers α and β with respect to property q α i . In this article, we refer to the indicator function Θ S αβ as the mesoscopic similarity between layers α and β.
The crucial difference between our approach and that of Iacovacci et al. [7, 24] is that we measure the connection similarity (an edge-centric property) between two layers instead of a similarity in their node properties. We also calculate layer similarity based on a measure of edge overlaps instead of using an explicitly informationtheoretic approach. In Section III B 4, we compare the layer communities that we find using our approach and the approach of Iacovacci et al.
in a network constructed from empirical data. Domenico et al. proposed a layer similarity measure that quantifies the Jensen-Shannon (JS) distance between the Von Neumann entropies of two layers [9] . They defined the Von Neumann entropy of a layer α as
is an element of L α . They defined the JS distance between layers α and β as 
A. Layer Communities in Benchmark Networks
To test our approach, we construct multiplex benchmark networks with M layers, N nodes in each layer, and Q planted layer communities.
The planted layer community assignment is indicated by the vector S B , where S α B ∈ {1, . . . , Q} is the planted layer community of layer α.
To create one of these benchmark networks, we connect nodes i and j on layer α with prob-
In other words, for each i and j (with i = j), we set θ(w α ij ) = 1 with probability p α ij and θ(w α ij ) = 0 with probability 1 − p α ij . To introduce interlayer similarity into these benchmarks, we sample p α ij from a multivariate Gaussian copula. The Gaussian copula is a distribution over the cube [0, 2p] and ρ = 0 otherwise. We henceforth use the term "probability correlation" for ρ.
We distinguish our notation for the layer communities that we find using the Louvain method [33] from the layer communities that we find using InfoMap [34, 35] by writing the former as S Louv and the latter as S Info .
A community assignment is a vector whose components indicate the community of each node. To compare two community assignments X and Y, we calculate normalized mutual information (NMI) [38, 39] between them:
where H(X) is the Shannon entropy of com- In Fig. 2 , we show that as the correlation ρ increases, there is a sigmoid-like transition in NMI(S Louv , S B ) from 0 to 1. This suggests that our method is able to detect the planted layer communities when the correlation ρ is above some threshold. However, we find that InfoMap [34, 35] clusters all of the layers into the same layer community. Hence, NMI(S Info S B ) = 0 for all correlations ρ. This suggests that InfoMap [34, 35] is unable to find the correct planted layer communities and our approach gives different results for different node-community detection methods. In contrast, the Louvain method [33] is able to detect the planted layer communities when ρ is above a certain threshold.
We also find (see Fig. 2 ) that the sigmoid-like transition becomes delayed and progressively more gradual as the probability p decreases from 0.5 to 0.1. This result is reasonable, because the width of the Gaussian copula decreases as p decreases. Thus, for the same amount of correlation, layers in different layer communities are less dissimilar at p = 0.1 than they are at p = 0.2.
B. Layer Communities in Empirical
Multiplex Networks
We now demonstrate that our approach is able to detect meaningful layer communities in empirical multiplex networks.
Sampson Monastery Multiplex Social Network
In represent different types of relational ties.
In Fig. 3(a) , we show the layer communities that we obtain using the Louvain method [33] .
The negative relational ties are assigned to the same layer community, and except for Like ( In Fig. 3(b) , we show the layer communities that we obtain using InfoMap [34, 35] . We InfoMap [34, 35] . We plot the figures the SpringVisCom algorithm [40, 41] from [42] . We color-code the layer communities and use shapes to represent different layer communities.
flattened the two matrices into vectors and then calculated the Pearson correlation between the vectors.)
Airline Network
We construct a multiplex airline network using data compiled by Cardillo et al. [8] In Fig. 4(a) , we show the layer communities that we obtain using the Louvain method [33] .
The Louvain method [33] partitions the 37 airlines into 10 airline communities, and airlines based in the same country or in a similar geographic region tend to be assigned to the same layer community. For example, community 1 consists of all airlines that are based in Turkey, community 7 includes all airlines that are based in Belgium, and community 5 includes all airlines that are based in Scandinavian countries.
In Fig. 4(b) , we show the airline communities that we obtain using InfoMap [34, 35] . Airlines that are based in the same country or a similar geographic region again tend to be assigned to the same layer community.
To build on the above observations, we con- Fig. 4(a) are identical to those in Fig. 4(b) .
Our results are consistent with past research.
Reference Cardillo et al. [8] found that major airlines largely follow a hub-and-spoke structure, as there are a few airport hubs in the major cities of a country and many smaller airports scattered around the country that connect to these hubs. This kind of structure allows major airlines-and, in particular, national airlinesto cover an entire country or geographic region [8, 48, 49] . Following a hub-and-spoke structure, airlines that primarily serve the same country or region tend to choose similar large cities in which to set up hubs to connect to remote airports.
Consequently, one expects them to have large overlapping connections centered around these common hubs.
Nicosia and Latora [14] reported that (due to competition) there is a small overlap in activity pattern of airlines operating in the same region. Moreover, traditional airlines such as Lufthansa tend to have a large overlap in activity pattern with other airlines, whereas lowcost airlines such as easyJet tends to avoid such overlaps. De Domenico et al. [9] reported that their algorithm was unable to substantially reduce the number of layers in the airline multiplex network from [8] via aggregation of layers that are similar in structure based on JS similarity. De Domenico et al. [9] reasoned that airlines tend to minimize edge overlaps to avoid competition. Our results show that airlines operating primarily in the same region tend to have more edge overlaps than airlines that operate primarily in different regions. We are also able to identify airlines that operate in similar regions by grouping them into layer communities. 
American Physical Society (APS) Collaboration
Network
The American Institute of Physics developed the Physics and Astronomy Classification Scheme (PACS) to identify fields and subfields of physics in journals such as the APS journals.
PACS codes are divided into sections (e.g., "10.
The Physics of Elementary Particles and Field")
and subsections (e.g., "11. General Theory of fields and particles" and "12. Specific theories and interaction models; particle systematics").
We construct a multiplex APS Collaboration network (N = 2598 nodes and M = 65 edges) Layer communities in a physics collaboration network. We detect layer communities using (a) the Louvain method [33] and (b) InfoMap [34, 35] . We plot the figures on the left using the SpringVisCom algorithm [40, 41] .
from an APS journal data set [50] . We include In Fig. 6(a) , we show the PACS-subsection layer communities that we obtain using the Louvain method [33] . As expected, these layer that layers related to condensed-matter physics and interdisciplinary physics are assigned to the same layer community using their algorithm [7] .
In Fig. 6(b) , we show the PACS-subsection layer communities that we obtain using InfoMap [34, 35] . Community 4 in Fig. 6(a) is nearly identical to community 3 in Fig. 6(b) , with the exception that "26. Nuclear Astrophysics" is in the latter but not in the former. Additionally, community 3 in Fig. 6(a) is a combination of communities 1 and 2 in Fig. 6(b) . These results suggest that both the Louvain method and 
Comparison with Jaccard, JS, and Mesoscopic
Similarities
We now compare connection similarity with Jaccard, JS [9] , and mesoscopic [7] similarites by applying them to cluster airlines in the airline data set that we discussed in Section III B.
To calculate the mesoscopic similarity between layers, we first use the Louvain method to find node communities on each layer. We then use the algorithm of Iacovacci et al. [51] to calculate mesoscopic similarity with respect to these node communities.
We then use the Louvain method [33] to cluster airlines in the interlayer similarity matrices that we obtain from these similarity measures.
We denote the layer communities that we find using connection similarity measure as S, those that we find with the Jaccard similarity measure as S J , those that we find with the JS similarity measure as S JS , and those that we find with the mesoscopic similarity measure as S θ . Following Section III B, we construct a benchmark layer community S B such that S α B = S β B if and only if airlines α and β are based in the same country or in the same geographic region.
In Fig. 8, we show the airline communities that we obtain using the four different measures.
In Fig. 9 , we plot the pairwise NMI between S, S J , S JS , S θ , and S B . The airline communities that we find using connection similarity are similar to those that we obtain using Jaccard similarity and JS similarity, but they are rather different from those that we find using mesoscopic similarity. We obtain an NMI between S and S J of about 0.82, an NMI between S and S JS of about 0.58, and an NMI between S and S θ of only about 0.24.
We compare the airline communities that we find using connection, JS, and mesoscopic similarities with the benchmark community S B .
We calculate that NMI(S, Among these approaches, the airline communities that we find using connection similarity is most similar to the benchmark layer communities in the airline data set.
We also calculate that NMI(S,S JS )≈ 0.58, which suggests that the two approaches yield similar airline communities. This result is consistent with the findings of De Domenico et al. [9] . When De Domenico et al. used a measure of JS distance to cluster layers with the aim of reducing the number of layers (and thus system size), they tended to combine layers with a large number of edge overlaps [9] . Connection similarity quantifies layer similarity based directly on edge overlaps, so it is sensible that we find similar clusterings for connection and JS similarity.
IV. CONCLUSIONS
We proposed a new measure -"connection similarity" -to quantify similarity in connection patterns between two layers in a multiplex network. We used connect similarity to cluster layers in both synthetic and empirical multiplex networks. In the latter, we obtained layer communities that have real-world interpretations and are consistent with past studies. For example, our approach grouped airlines that are based in the same regions into layer communities in an airline network. Naturally, layer communities can differ when using different node-community detection algorithms (see Section III A). For example, we found that InfoMap [34, 35] was unable to find the planted layer communities in our synthetic multiplex network, and it would be interesting in future work to explore benchmark multiplex networks with intricate interlayer dependencies [52, 53] We proposed a measure of interlayer similarity based on edge overlaps, but there are also many other ways of measuring interlayer structural similarities [13, 14] , so in turn there are many ways of grouping layers into layer communities. Grouping approaches would benefit from further research into inherently multiplex structural measures to complement quantities like edge overlaps and interlayer degree correlations [21, 54] . Moreover, because connection similarity does not take edge weights into account as a measure of layer similarity, it is also important to pursue layer similarity measures that take edge weights into account (e.g., a pairwise correlation coefficient of the edge weights in two layers [55] ).
