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Abstract. En este trabajo desarrollamos una metodolog´ıa para identiﬁcar comu-
nidades en redes sociales exclusivamente a trave´s de su jerga, es decir por el lenguaje
que utilizan. Presentamos resultados preliminares de nuestros experimentos en los
que logramos una accuracy del 80% mediante modelos de PLN.
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1 Introduccio´n
La identiﬁcacio´n de comunidades es una tarea ampliamente estudiada desde diversas dis-
ciplinas hace ya largos an˜os. En el famoso estudio de los 70’ “An information ﬂow model for
conﬂict and ﬁssion in small groups”[15] Zachary analiza las comunidades que se encontraban
latentes dentro de un grupo de Karate basa´ndose u´nicamente en la estructura del grafo ge-
nerado por sus relaciones. Posteriormente, ya en e´pocas ma´s recientes y con la aparicio´n de
la digitalizacio´n de las relaciones humanas se hizo mucho ma´s accesible analizar e identiﬁcar
comunidades a escalas mucho ma´s grandes. Numerosos trabajos han propuesto algoritmos y
me´todos para mejorar y eﬁcientizar estos procesos, siguiendo la idea de Zachary en cuanto
a la utilizacio´n de la estructura de la red como principal soporte para luego enriquecerlo
con el contenido que circula por ella [7, 12, 10, 4, 16, 11].
Hoy las redes sociales juegan un rol sumamente preponderante en nuestras interacciones,
inﬂuecia´ndolas directamente y produciendo, debido a sus algoritmos de segregacio´n, “Filter
Bubbles”[8] que agudizan la homoﬁlia[5]. En la pra´ctica, se genera para cada usuario un
mundo de confort en el cual todo parece coincidir con nuestros puntos de vista, opiniones
y gustos. Esto produce a su vez comunidades sumamente homof´ılicas a su interior, es decir
con usuarios que coinciden entre s´ı fuertemente en diversos temas.
Como ejemplo de lo anterior, en un reciente trabajo de Tran y Ostendorf [17] se analizo´
el lenguaje producido por distintas comunidades en reddit3. Mediante modelos de NLP
pudieron identiﬁcar la jerga de distintas discusiones y clasiﬁcarlas en su respectiva comu-
nidad con un accuracy de 86%, comprobando adema´s que le jerga discrimina mejor que el
to´pico tratado. Sin embargo a la hora de clasiﬁcar un conjunto de comentarios de un mismo
usuario el accuracy fue notablemente menor: 51%.
Dicho trabajo se realizo´ sobre comunidades no necesariamente excluyentes entre s´ı, por
ejemplo pol´ıtica, noticias y ciencia. Sin embargo, desde otro enfoque, existen cuestiones par-
ticularmente controversiales donde se observan grandes polarizaciones, en las que dos comu-
nidades representan la mayor´ıa de los usuarios participando de forma antago´nica. Ejemplos
de esto son las polarizaciones pol´ıticas en distintos pa´ıses, como macristas-kirchneristas en
Argentina, republicanos-demo´cratas en Estados Unidos, a favor o en contra del impeach-
ment en Brasil o del Brexit en Europa. Este feno´meno se ha dado en llamar la “grieta”.
3 www.reddit.com
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Con el trabajo previo de Tran y Ostendorf[17] y este otro enfoque de polarizaciones,
nuestra hipo´tesis, en este trabajo preliminar, es que en estos casos las jergas se vuelven
altamente espec´ıﬁcas y distinguibles en cada comunidad por ma´s que hablen del mismo tema
y en el mismo idioma. Entonces mediante la utilizacio´n de algoritmos de PLN, planteamos
la posibilidad de predecir la pertenencia de un usuario a una comunidad u´nicamente por su
forma de escribir en 280 caracteres, prescindiendo de la estructura del grafo y sus relaciones,
logrando adema´s una mayor eﬁciencia computacional en esta tarea.
Uno de los algoritmos ma´s populares hoy en d´ıa para la identiﬁcacio´n de comunidades es
Walktrap[9]. Para lograr su cometido utiliza “random walks” sobre la estructura del grafo.
Este me´todo resulta muy efectivo desde un punto de vista pra´ctico, adema´s de funcionar
bien de acuerdo a medidas generalmente aceptadas como la modularidad Q4. Por esto
decidimos utilizarlo como ground-truth a la hora de testear la eﬁcacia y performance de
nuestros modelos. Sin embargo, el mecanismo es considerablemente ineﬁcienciente, con una
complejidad de O(mn2), donde m corresponde al nu´mero de aristas y n al de ve´rtices. Este
es uno de los factores que nos motivo´ a buscar otra forma de reconocer comunidades.
Para la clasiﬁcacio´n del texto utilizamos el algoritmo desarrollado por el laboratorio de
investigacio´n de Facebook en el trabajo “Bag of Tricks for Eﬃcient Text Classiﬁcation”[2]
en el cual logran equiparar el accuracy de los ma´s modernos modelos de Deep Learning[14,
13, 1] a la vez que mejoran notablemente el costo computacional.
2 Metodolog´ıa
En el proceso experimental utilizamos a Twitter como plataforma debido a la informacio´n
de los retweets y el texto de los mismos que nos provee. En base a esto podemos graﬁcar
la red de interacciones, donde cada nodo es un usuario y las aristas representan retweets
entre ellos. Las mismas son dirigidas apuntando hacia el usuario que fue retwiteado. A
la vez usamos los textos introducidos en cada uno de los tweets para predecir o entrenar
nuestro modelo. Dicho proceso lo dividimos en tres etapas: obtencio´n de los tweets de cada
comunidad, entrenamiento del modelo y ﬁnalmente prediccio´n sobre nuevos casos.
Para la obtencio´n de los tweets utilizamos dos metodolog´ıas distintas, que llamamos
respectivamente auto´matica y manual. La auto´matica consiste en obtener todos los tweets
relacionados a una bu´squeda determinada (en nuestro caso las menciones a dos referentes
pol´ıticos netamente antagonistas o la mencio´n a algu´n hecho concreto y trascendente de la
pol´ıtica) en el orden de los 400000 tweets. Luego mediante Walktrap identiﬁcamos dentro
del grafo inducido por esa bu´squeda los usuarios de las dos comunidades ma´s grandes (que
en estos casos representan ma´s del 75% de los usuarios) y etiquetamos todos sus tweets
en base a esta pertenencia. La manual consiste en pre-deﬁnir un conjunto de usuarios de
cada comunidad con una alta tasa de actividad en la red social. Esta identiﬁcacio´n previa
la hicimos manualmente observando a que´ referente de cada comunidad apoyaban cada uno
de estos usuarios. Luego recolectamos todos sus tweets indiscriminadamente, es decir sin
tener en cuenta sobre que´ tema hablan, durante dos meses.
En la segunda etapa del proceso nos ocupamos de normalizar los tweets, pasando su
codiﬁcacio´n a ASCII minu´scula y removiendo los links, menciones, signos de puntuacio´n y
caracteres de control. Posteriormente, como el clasiﬁcador es del tipo supervisado etique-
tamos cada tweet en base a la comunidad de pertenencia de su creador. Este conjunto de
datos lo utilizamos para generar el modelo mediante FastText5.
4 Q(G)=
P
C∈G(ec−ac), donde G es el grafo, C sus comunidades detectadas, ec la fraccio´n de ejes
internos de la comunidad y ac los de la frontera
5 El entrenamiento lo realizamos con 5 epochs y un learning rate de 0.1[6]
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Finalmente una vez obtenido el modelo lo probamos sobre nuevas bu´squedas. Las mismas
abarcan intervalos temporales diferentes, lo que nos garantiza que los tweets sean nuevos y
no hayan sido usados en el entrenamiento, pero producen estructuras de grafos similares,
es decir, con dos grandes comunidades polarizadas que juntas representan a la mayor´ıa de
los usuarios. Utilizando el resultado que nos da Walktrap como ground-truth, calculamos
la matriz de confusio´n de las predicciones de nuestro modelo en base a los tweets. FastText
nos provee tambie´n la probabilidad de la prediccio´n, es decir cuan probable es, segu´n sus
ca´lculos, que el resultado sea el correcto. Utilizando este dato calculamos otra matriz de
confusio´n mediante el subconjunto de aquellos tweets que predijo con una precisio´n mayor
al 90%. En la pro´xima seccio´n presentamos los resultados obtenidos en cada uno de los
casos.
3 Experimentos y Resultados
Realizamos nuestros experimentos sobre tres coyunturas e idiomas distintos. Estos son: la
polarizacio´n entre macristas y kirchneristas en Argentina durante el per´ıodo octubre de
2017 - abril de 2018, las discusiones en torno al Impeachment de Dilma Rousseﬀ en Brasil
y la polarizacio´n entre Donald Trump y Bernie Sanders en Estados Unidos.
Para cada caso hicimos lo siguiente: dados conjuntos de entrenamiento a1, a2,..,an,
anotados por comunidad en base a Walktrap, continuos temporalmente y no solapados,
generamos modelos m1, m2,.., mn respectivamente. Luego cada modelo mi con i ∈ (1..n)
fue testeado sobre todos los aj con j ∈ (1..n) y i 6= j. Como mencionamos anteriormente
calculamos la matriz de confusio´n y el parametro que observamos es el balanced accu-
racy [3](accuracy ponderado por cantidad de casos de cada clase) ya que no siempre se
cuenta con la misma cantidad de tweets en cada comunidad.
En nuestros resultados preliminares dentro de las predicciones con una probabilidad
mayor al 90% se logro´ en el caso de Brasil un balanced accuracy del 69,2% en promedio6,
de un 80% en el caso estadounidense y del 74,6% en el Argentino. En este u´ltimo caso
se destaco´ particularmente el modelo generado mediante la metodolog´ıa manual, el cual
logro´ un balanced accuracy del 81% pero sobre un subconjunto promedio del 27% (ya que
no predice a todos con una probabilidad mayor al 90%). Para aquellas predicciones sin
distincio´n de la probabilidad de acierto en el caso de Brasil se obtuvo un accuracy promedio
del 64%, de un 74% en el estadounidense y del 63% en el argentino.
La generacio´n de los modelos demora desde 10 segundos para un volumen de 140000 tweets
a un minuto para 1000000 tweets, mientras que la prediccio´n demora menos de 10 segundos
para 140000 tweets. Esto logra una gran eﬁciencia respecto a Walktrap que para una red de
60000 nodos y 165000 aristas (la red promedio generada por 140000 tweets) demora varias
horas. Teniendo en cuenta que la complejidad computacional de Walktrap es cuadra´tica
sobre la cantidad de nodos, para redes ma´s grandes las ventajas de nuestro me´todo ser´ıan
au´n mayores, ya que su complejidad es lineal en la cantidad de tweets lo que los vuelve
mucho ma´s escalable en este sentido.
4 Conclusiones y trabajo futuro
Si bien este es un trabajo au´n preliminar, los resultados obtenidos son alentadores porque
nos dan la oportunidad de seguir mejorando y profundizando nuestro proceso experimen-
tal teniendo varios objetivos en el horizonte. En primer lugar lograr un modelo esta´ndar
para predecir mediante el lenguaje la pertenencia a comunidades de los usuarios de redes
6 el promedio de los balanced accuracy de las predicciones de todos los modelos
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similares, encontrando as´ı una nueva forma de identiﬁcacio´n y eﬁcientizando el costo com-
putacional. Para esto buscaremos utilizar otros algoritmos de identiﬁcacio´n de comundiades
de ground-truth como puede ser K-means y sobre otras comunidades no necesariamente
pol´ıticas donde encontremos fuerte homoﬁlia, como es el caso del deporte o los derechos
humanos. Tambie´n utilizaremos los word-embbeding que nos provee FastText para detec-
tar mejor la sema´ntica que diferencia a las comunidades y as´ı agudizar el modelo y lograr
una mejor generalizacio´n. Analizaremos tambie´n la posibilidad de incluir informacio´n sobre
la estructura del grafo que nos mejore la performance sin incrementar demasiado el costo
computacional.
Por u´ltimo nos da lugar a hacernos nuevas preguntas co´mo: ¿Es posible identiﬁcar la jerga
de una comunidad en base a un subconjunto de usuarios inﬂuyentes en la misma? ¿Cua´nto
tiempo persiste la jerga que se crea en torno a una comunidad? ¿Dicha jerga es inherente
u´nicamente a un to´pico espec´ıﬁco o es transversal a varios?¿Que eﬁciencia tienen estos
me´todos en comunidades menos polarizadas?
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