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In the past years, videoconferencing (VC) has become an essential means of communications. VC allows people to communicate
face to face regardless of their location, and it can be used for different purposes such as business meetings, medical assistance,
commercial meetings, and military operations. There are a lot of factors in real-time video transmission that can affect to the
quality of service (QoS) and the quality of experience (QoE). The application that is used (Adobe Connect, Cisco Webex, and
Skype), the internet connection, or the network used for the communication can affect to the QoE. Users want communication
to be as good as possible in terms of QoE. In this paper, we propose an architecture for videoconferencing that provides better
quality of experience than other existing applications such as Adobe Connect, Cisco Webex, and Skype. We will test how these
three applications work in terms of bandwidth, packets per second, and delay using WiFi and 3G/4G connections. Finally, these
applications are compared to our prototype in the same scenarios as they were tested, and also in an SDN, in order to improve
the advantages of the prototype.
1. Introduction
Video conferencing is a widespread means of communica-
tion in an era where technologies are constantly evolving. It
allows people to communicate all over the world using only
an electronic device connected to the Internet. Video confer-
encing allows not only video and voice transmission but also
data transmission, allowing collaborative working. Video
conferencing has always been characterized by the necessity
of synchronization, low delay, low jitter, low loss ratio of
packets, etc., and it has to confront the user’s requirements,
according to the quality of the communication, that are con-
stantly increasing.
The audio and video contents that are transmitted over
the Internet are constantly growing. One of these contents
that is transmitted over the Internet is television. It is known
as IPTV (Internet Protocol Television), and it consists of the
distribution of high-quality television content [1]. It can be
real-time video or Video on Demand (VoD). IPTV provides
traditional TV services to the home through the Internet
Service Providers (ISP). IPTV has become a key product for
Internet Service Providers (ISP). IPTV offers benefits to both
ISP and end users [2]. The Internet was not designed to
transmit real-time video/audio information, so Quality of
Service (QoS) is one of the most important tasks to deal with
when generating IPTV services. QoS directly affects the
Quality of Experience (QoE). Users demand the best QoE
as possible. In order to evaluate QoE, there are both objective
and subjective approaches, such as objective metrics and
subjective users’ evaluation [2]. Huang et al. [3] propose
data-driven QoE prediction for IPTV services. They firstly
evaluate user experience of IPTV in a data-driven approach,
and then they analyze the user’s interest and experience.
Real-time video services, such as IPTV, and especially
videoconferencing, require rigorous QoS requirements in
terms of bandwidth, delay, and jitter. Video transcoding is a
challenging task, and meeting QoS requirements could be
critical to transmit information in a reliable and secure
manner [4]. QoS needs to be analyzed not only from a
metric perspective but also from a customer satisfaction
perspective. Quantitative metrics must be correlated with
qualitative metrics from the customers [5]. QoE in video
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streaming is a task that can be improved in both wired
and wireless networks.
QoE prediction consists of studying the relationship
between the user experience and features from the video.
Some authors have investigated ways of improving QoE over
wired networks by different ways. Mao et al. [6] propose an
IPTV user QoE prediction algorithm based on the Long
Short-Term Memory (LSTM) network. They select subjec-
tive and objective features and use the LSTM network to
perform QoE modeling. Their proposal shows a higher per-
formance in QoE prediction than other conventional neural
networks. Other authors such as Jiménez et al. [7] analyze
QoE from the point of view of the number of devices
connected and the use of bandwidth. They study a basic
topology on which a video is broadcasted and propose an
algorithm to improve quality of experience when network
parameters can vary.
Quality of experience can also be studied over wireless
networks. Su et al. [8] conducted a survey on existing litera-
tures about video streaming QoE. They started from the
point of view of the resource allocation problem and man-
aged to bring together separated QoE metrics into seven cat-
egories. This allowed them to analyze their importance and
complexity in video source coding and wireless networks.
All these measurements can be used to carry out some other
investigations. QoE management systems can be developed
to guarantee enough QoE in IPTV services [9]. Delay, jitter,
bandwidth, and zapping time measurements are used to
calculate QoE over wireless networks, using a formula.
Video streaming, including videoconferencing, con-
sumes a substantial portion of network resources. Video
transmission requires high-bandwidth and strong latency
requirements. Software-Defined Networking (SDN) gives
the possibility of changing the network dynamically. SDN,
joined to other techniques oriented to improve video
streaming, can optimize video transmission through flexible
controls [10]. Jimenez et al. [11] carried out a performance
comparison between Mininet and a real network when
multimedia streams were being delivered. Bandwidth, delay,
and jitter were studied.
Taking into account these issues, this paper proposes an
architecture for videoconferencing to provide better quality
of experience than other existing solutions. First of all, the
system used in our prototype is defined. This system consists
of an E2E QoEmanagement scheme for real-time video com-
munication structured in different layers. The system will
have three basic processes, which correspond to the basic
actions to establish a videoconference: register, connection,
and transmission process. Later, a finite-state machine is pro-
posed, and also the different states are presented and defined.
In addition, three different existing VC applications (Adobe
Connect, Cisco Webex, and Skype) are tested in terms of
bandwidth, packets per second, and delay, using WiFi and
3G/4G connections. Finally, these applications are compared
to our prototype in the same scenarios as they were tested
and in another scenario where SDN is applied in order to
improve the advantages of the prototype.
The remainder of this paper is organized as follows.
Section 2 presents some related work. The architecture pro-
posal for videoconferencing is explained in Section 3. Section
4 describes the proposal of the protocol of communication.
The performance test in videoconference applications is car-
ried out in Section 5. Section 6 presents the performance test
of the developed application. And finally, Section 7 draws the
main conclusions and future works.
2. Related Works
This section presents some works where video streaming, in
particular videoconferencing, is studied from different points
of view.
Chakraborti et al. [12] propose an audio/videoconferen-
cing architecture based on the Virtualized Service Edge
Router (VSER) platform. Their solution uses the VSER
platform for notifications and the ICN framework for data
exchange. This design provides good scalability and reliability,
and it also allows discovering of new participants, dynamic
synchronization, and multicasting for data exchange.
In [13], Hajiesmaili et al. discuss about the multiparty
cloud videoconferencing architecture. They study the
advantages of using cloud resources to effectively improve
videoconferencing performance. The proposed architecture
consists of using multiple agents that perform transcoding
tasks. Each user is assigned to the best agent in terms of
bandwidth and processing availabilities for each one. Their
solution decreases the operational cost and reduces confer-
encing delays.
There are many papers that present improvements and
solutions for videoconferencing using WebRTC for different
purposes. Jang-Jaccard et al. [14] propose a design and
implementation of a practical videoconferencing system for
telehealth using WebRTC technology. Their goal is to evalu-
ate the possibility of improving healthcare outcomes by high-
bandwidth-enabled telehealth services. Their solution seeks
to be standard-based, interoperable, simple, and inexpensive.
They show the limitations of using WebRTC, describe vari-
ous insights into the prototype implementation, and provide
code snippets.
Bestak and Hlavacek [15] discuss a videoconferencing
platform based onWebRTC technology. They test the impact
on the multiplexing server’s CPU load and RAM require-
ments for different numbers of users, using different hard-
ware and software configurations at end-point devices. The
results show a strong relation between the video resolution
and bit rate, and the importance of dimensioning the server
according to the number of users.
Pasha et al. [16] show the shortcomings and challenges
faced by videoconferencing through WebRTC and propose
a Multipoint Control Unit (MCU) as a solution. They pro-
pose the best centralized architecture to support WebRTC
by using MCU. Their aim is to expose how WebRTC works
and how it can be improved.
Many other authors propose other different solutions for
carrying out videoconferencing. Gusev and Burke [17]
present a discussion about the design and implementation
in C++ of Real-Time Videoconferencing over Named Data
Networking (NDN-RTC) on an NDN testbed. They build
the solution in C++ using the WebRTC library due to the
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necessity of reasonable CPU and bandwidth efficiency. They
generate a functional low latency streaming tool that can be
used as a platform for studying design challenges in real-
time media over NDN.
Sambath et al. [18] face the task of improving the QoS
scheme in an IP multimedia subsystem (IMS) for videocon-
ferencing. They implement IntServ and DiffServ with MPLS
and study parameters such as end-to-end delay, packet loss,
and jitter. Their investigation shows that proper adaptation
of QoS and appropriate resource allocation provide qualita-
tive transmission of videoconferencing in a wireline.
Hossain and Khan [19] investigate a novel Multipoint
Videoconferencing (MVC) architecture potentially suitable
for a Peer-to-Peer (P2P) platform, such as Gnutella. Their
proposal is based on the idea that autonomous peer nodes
can dynamically assume the role of the MCU. This idea
improves the architecture by minimizing total traffic, indi-
vidual node hotness, and video composition delay.
Video conferencing is widely used for medical purposes,
and many papers are focused on how technologies can
improve videoconferencing for health. Khalifeh et al. [20]
describe an e-health videoconferencing platform to facilitate
patients’ follow-up and communication with their healthcare
professionals from a distance and at low cost. This system is
developed for its potential usage in the Jordanian healthcare
system and, in particular, medical centers and hospitals
located in the rural areas. The main challenge is its high cost,
so the proposed platform seeks to provide similar service at a
lower cost.
In [21], Taylor et al. study which technical factors influ-
ence the quality of videoconferencing in the home setting
and evaluate the impact of these factors on the clinical per-
ceptions and acceptance of videoconferencing for health care.
They conclude that the quality of videoconferencing when
using 3G instead of broadband fiber-based services was less
due to failed calls, jitter, and video pixilation.
Mat Kiah et al. [22] propose a secure framework for
health videoconferencing systems and a complete manage-
ment solution for secure videoconferencing groups. They
use Real-Time Transport Protocol over UDP to transmit
information, and they also use RSA and AES algorithms to
provide security services. Their study shows that an encryp-
tion algorithm insignificantly increases the videoconferenc-
ing computation time.
Furthermore, the correct operation of videoconferencing
depends on secure and reliable communication such as good
QoS and QoE. Many papers are focused on these aspects.
Mishra et al. [23] study how cryptographic techniques are
used to achieve security protection to videoconferencing.
The authors propose a novel, computationally efficient and
secure video encryption algorithm. Security and performance
analysis are carried out over their algorithm and show that it
is well secured, computation efficient, and applicable for real-
life operations.
Pattaranantakul et al. [24] present an achievable secure
videoconferencing system based on quantum key encryption.
They propose a secure key management methodology to
ensure a trusted quantum network and a secure videoconfer-
encing system. Their proposal includes secure communica-
tion channels to exchange secret keys and management.
The authors point out that encryption can produce some
initial delay.
Zhao et al. [25] present an overview of selected issues
about QoE and its application in video transmission. The
authors study QoE modeling, assessment, and management
of video transmission over different types of networks.
Gunkel et al. [26] study different video stream configura-
tions and layouts for multiparty conferencing in respect to
individual network limitations. This study explores the rela-
tionship between QoE and three different factors: layout, video
quality (resolution), and network limitations (packet loss).
In [27], García et al. show the procedure to set up a server
to support the MPEG DASH protocol in the Polimedia
e-learning System. They use this server to present a
subjective QoE study to evaluate the performance of MPEG
DASH. The authors determine the aspects that are most
annoying to users of Polimedia. They carry out this study
in order to improve the QoE of the user. They conclude that
an 8-second video is the most stable segment size for videos
of Polimedia.
Finally, all the solutions, ideas, and improvements pre-
sented before can be improved by using SDN, due to the
possibility of changing the network dynamically and adapt-
ing it to the necessities. Henni et al. [28] focus on an
improvement of the traditional OpenFlow Controllers. They
propose a dynamical QoS routing implemented by a new
controller. This new way of routing supports video confer-
encing flow delivery over OpenFlow networks. Dynamical
routing focuses on protecting such traffic over noncon-
strained flows. Their proposal simulated under Mininet
shows the effectiveness of the proposed approach.
Yang et al. [29] propose a videoconferencing architecture
based on SDN-enabled Scalable Video Coding (SVC) multi-
casting. The architecture discards the traditional Internet
Group Management Protocol (IGMP) and MCU to obtain
a better performance. Their results show that their system
can provide flexible and controllable video delivery, can
reduce the network bandwidth usage, and can guarantee
the quality of a videoconference.
Al Hasrouty et al. [30] investigate the impact of using
SVC and SDN techniques on videoconferencing. Their aim
is to reduce the bandwidth consumed by videoconferencing
(using SDN) and take advantage of SVC by sacrificing video
quality for usability purposes. Their algorithm defines where
and how many video layers should be dropped in order to
adapt the streams to the bandwidth capacities of the network.
Our proposal improves the methods previously described.
We ensure better End-to-End (E2E) QoE in videoconferencing
by using the Network-adaptive Control Protocol, adjusting the
transmission to the optimal values based on the characteristics
of the devices and network. In addition, our proposal includes
the use of SDN to get an optimal network transmission.
3. Architecture Proposal for Video Conference
3.1. System Definition.We must define an E2E QoE manage-
ment scheme for real-time video communication systems,
including those operating in resource varying environments.
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In our proposal, we define a human visual perception-
based E2E QoE metric and the methodology for correlating
this metric to real-time video data, application/network-level
QoS measurements, the capabilities of user devices, and sub-
jective user factors.
Initially, to use it in our work, different groups of users
observed the transmission of multiple videoconferences.
The subjective quality of each videoconference was defined
by the user’s perception. This is measured in mean opinion
score (MOS), from 1 to 5, where 1 is perceived as very bad
quality, and 5 is considered very good quality. In this way,
we obtained a subjective QoE classification to apply to the
different transmissions. In addition, we vary the network
parameters and the characteristics of the streams used in
the communication equipment in each one of them, so that
in the proposal of our system, what we do is adjust the max-
imum QoE selected by our users, based on to the parameters
that are obtained from the computers that are communicat-
ing and the network.
We also define network-adaptive video-encoding and
decoding algorithms utilizing device-based E2E QoE-driven
feedback and, where available, network-based E2E QoE-
driven feedback to achieve real-time adaptation according
to the available device and/or network resources.
Besides, we define real-time device-based and network-
based feedback control mechanisms that can be used to reg-
ulate E2E QoE by one or more of the following methods:
application-level objective measurement and reporting of
the actual received real-time video signal quality; network-
level objective measurement and reporting of the in-transit
real-time video signal quality; application-level measure-
ment and reporting of device and/or network resources
and QoS performance; and network-level measurement
and reporting of device and/or network resources and QoS
performance.
To carry out these objectives, we will consider which
parameters affect the QoE, which algorithm is the most
appropriate for the network, which algorithms are the most
appropriate to provide the best QoE for end-user devices,
how to make the network “adaptive” for this case, and what
is the best system decision procedure to provide an
“adaptive” network.
The proposed layer architecture, according to the type of
QoS and QoE parameters that are considered, is shown in
Figure 1.
An architecture that includes all the previously estab-
lished objectives is shown in Figure 2.
As can be seen in Figure 2, our architecture is based on a
Network-adaptive Control Protocol. Through this protocol,
we manage to adapt the transmission between the end users
to the maximum possible QoE. To achieve the goal, we must
take into account how to handle a large amount of informa-
tion, at least during the initial process of the connection.
Information can be classified depending on where the
information is obtained from: obtained from the source
devices, obtained from the network between end users, or
obtained from the destination device. The information
obtained from the source devices can be about available fea-
tures of the devices (type of camera, CPU, RAM, and iOS),
characteristics of device-based network analysis (bandwidth,
delay, jitter, and packet loss), characteristics relative to video
compression that can be achieved (codecs supported by soft-
ware), and data calculated from monitoring video-encoded
targets (bits/frame, frames/sec, and achievable QoE). Infor-
mation that can be obtained from the network between end
users includes available features of the devices in all the net-
works where the communication between end users pass
through (bandwidth, delay, jitter, packet loss, and achievable
QoE). Information that can be obtained from the destination
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Figure 1: Proposed layer architecture, according to the type of QoS and QoE parameters.
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camera, CPU, RAM, and iOS), characteristics of device-based
network analysis (bandwidth, delay, jitter, and packet loss),
and data calculated from monitoring video-encoded targets
(bits/frame, frames/sec, and achievable QoE).
Figure 3 shows a generic communication protocol
between two users connected to two different service pro-
viders, for the establishment of the call. Later, in Section 4,
we will detail the proposed protocol for our architecture.
3.2. System Process. In order to design the architecture, we pro-
pose three basic processes. They correspond to the basic actions
to establish a video communication. Each process is associated
to a set of states and transitions that will be detailed later when
the system state machine is explained. Figure 4 shows the rela-
tionship between the processes of the system. The register pro-
cess is the start and end process of the system. It is the only
process that requires the user’s intervention for executing it.
System processes, with the states of each process, are next
described in detail.
3.2.1. Register Process. This process includes three states: Idle
state, Registered state, and Failed state. The user, when start-
ing or ending the videoconference, is in the Idle state. From
the Idle state, the user enters the Registered state where the
final user with whom it will establish the communication will
be identified and selected. The Failed status will be reached
whenever video communication is interrupted for any rea-
son. From the Failed state, the user passes to the Idle state
where they can try again to start a new videoconference.
3.2.2. Connection Process. This process includes two states: the
Active state and the Established state. The Active state is
accessed after the registration phase, that is, when the connec-
tion is requested through the application used to connect to the
end user. In this state, the initial information exchange of the
adjustment parameters occurs, which are used by the con-
nected users. The Active state is also reached, from the
Forwarding state, in the case of a small failure during the trans-
mission, trying to recover the transmission again before reach-
ing the Failed state. From the Active state, users can arrive to
the Failed state when it is impossible establish the connection
with the final user. The Established state is accessed only from
the Active state. In this state, videoconference begins. From the
Established state, only the Forwarding state can be reached.
Network-adaptive control protocol:
sending device elements
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Figure 2: Architecture that includes all the established objectives.
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3.2.3. Transmission Process. This process includes only one
state: Transmission state. Users arrive at the Forwarding state
from the Established state, when users have already begun
the video communication. In this state, the instantaneous
parameters of the devices and the network are controlled
periodically. In case of need, the characteristics of the video
communication are varied. In the event of a small communi-
cation failure, we can try to reenter at the Active state, and
if the transmission is terminated or it is impossible to
establish communication with the end user, it is passed
to the Failed state.
3.3. Finite-State Machine. Figure 5 shows the System Finite-
State machine. We can see its different states and the transi-
tions between states. In this section, we describe each state of
the system and the conditions and events that will make the
node change from one state to another inside a process.
The processes included in Figure 5 are as follows.
3.3.1. Idle State. At first, this is the state where the user is,
before initiating access to the application to establish the
videoconference, or once the videoconference is finished.
Then, after the application is selected to make a videoconfer-
ence, the user will go from this state to the Registered state.
3.3.2. Registered States. This state is accessed only from the
Idle state. The user initiating the videoconference, depending
on the employed software, must initiate the authentication
process in the server. Once authenticated, it will search for
the remote user that it wants to connect to, in its own database
or in the server database. Once the end user is found, it will
demand the connection with the selected end user to the
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Figure 4: System processes of videoconference architecture.
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establish an initial connection, and they will go to the Active
state. In case the user that is initiating the call does not want
to connect with any of the available users or cannot establish
a connection with the end user, it will go to the Failed state.
3.3.3. Active State. This state can be reached from the Regis-
tered or Forwarding states. From the Active state, we can
move to the Established or Failed states. Once the initial con-




















Figure 5: Finite-State machine.



















Figure 6: Protocol proposed for the Idle and Registered states.
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has been established, in the Active state, an exchange of
parameters between the end devices of the users will be initi-
ated, at the same time that the information of the network
parameters is obtained. Using the information obtained, an
algorithm to get an agreement to reach the maximum E2E
QoE among the users at that moment will be applied. From
this moment on, it will go to Established status. In case that
one of the two users rejects or terminates the connection,
or a connection agreement cannot be reached due to the
parameters of any of the user devices or of the network, it will
go to the Failed state.
3.3.4. Established State. Established status can only be
reached from the Active state. From the Established
state, you can only move to the Forwarding state. Once
the Established state is reached, the video starts from the
devices of the connected users, moving to the Forward-
ing state.
User origin End user
Request parameters adjust






Figure 7: Protocol proposed for the Active state.




Figure 8: Protocol proposed for the Established state.
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Figure 9: Protocol proposed for the Forwarding state when the videoconference is running correctly.
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3.3.5. Forwarding State. The Forwarding state can be reached
from the Established state and from the Forwarding state
itself. Once the videoconference starts, we will remain in
the Forwarding state while everything is working correctly.
In this state, the final devices will continuously control the
characteristics of the devices themselves and the network,
so that when any variation appears, the appropriate measures
are taken and the maximum E2E QoE is still maintained. We
can vary the codec that was used until then, in case of a need
for more compression. Periodically, an acknowledgment
message (Ack) will be exchanged (both for an appropriate
videoconference reception and for the adjustment of param-
eters) between the devices of the users participating in the
videoconference. It will establish a maximum period of time
(time out) that, if exceeded, the corresponding Ack will not
be received. Thus, it will be considered that the videoconfer-
ence is failing. If a failure occurs, it will go back to the Active
state to try to renegotiate the parameters of the devices and
the network parameters and go on to relaunch the transmis-











Figure 10: Protocol proposed for the Forwarding state when there is a problem.
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Figure 11: Protocol proposed for the transition from the Active state to the Failed state.
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again, it will go to the Failed state. In the event that any of the
users ends the videoconference, it will go to the Failed state.
3.3.6. Failed State. The Failed status is reached if the video-
conference did not work correctly or if one of the users
decided to disconnect. The Failed state is reached from the
Idle, Registered, Active, and Forwarding states. From the
Failed state, it passes to the Idle state to start the whole pro-
cess again.
4. Protocol Proposal
Figure 6 shows the protocol proposed for the start of the estab-
lishment of the connection. It includes the generic actions that
will be carried out during the Idle and Registered states.
Figure 7 shows the proposed protocol for the Active state.
In this state, users exchange characteristic parameters of their
devices and also of the network, in order to achieve the trans-
mission of the videoconference with the maximum E2E QoE.
Figure 8 shows the proposed protocol for the Established
state. In this state, the video and audio transmission of the
videoconference between the interlocutors begins. The trans-
mission of audio and video will be done in both directions
simultaneously, although in Figure 8, the delivery can be
observed in only one direction.
Figure 9 shows the proposed protocol for the Forwarding
state, but only during the correct operation of the videoconfer-
ence. It can be seen that the transmission initiated during the
Established state continues. Its correct operation is being con-
trolled by the exchange of Acks. They are received before the
time out expires. The transmission of audio, video, and Acks
will be done in both directions simultaneously, although
Figure 9 shows the transmission in only one direction.
Figure 10 shows the proposed protocol for the Forward-
ing state, when the videoconference stops working correctly,
since the Ack is not received from the remote user within the
time out. When this situation occurs, it will go back to the
Active state to try to recover the transmission. The transmis-
sion of audio and video will be done in both directions








Figure 12: Protocol proposed for the transition from the Forwarding state to the Failed state.








Figure 13: Protocol proposed for the transition from the Registered state to the Failed state.
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simultaneously, although in Figure 10, the transmission can
be observed in only one direction.
Figure 11 shows the proposed protocol for the transition
from the Active state to the Failed state. As seen in Figure 11,
the transition can occur for two reasons, after several requests
for adjustment parameters that have not been answered or
after several failures in the attempt to start the videoconfer-
ence. The transmission of audio and video will be done in
both directions simultaneously, although in Figure 11, the
transmission can be observed in only one direction.
Figure 12 shows the proposed protocol for the transition
from the Forwarding state to the Failed state. As shown in
Figure 12, the transition occurs when one of the users involved
in the videoconference decides to end it, without any transmis-
sion error. The transmission of audio and video will be done in
both directions simultaneously, although in Figure 12, the
transmission can be observed in only one direction.
Figure 13 shows the proposed protocol for the transition
from the Registered state to the Failed state. As shown in
Figure 13, the transition occurs when, once the user origin
is authenticated, the connection to the end user cannot be
established. When this connection attempt fails, it passes to
the Failed state in which it will be disconnected.
Figure 14 shows the proposed protocol for the transition
from the Idle state to the Failed state. As seen in the image,
the transition occurs when, once the videoconferencing soft-
ware application starts, the user origin cannot be authenti-
cated in the server. When this authentication attempt fails,
it passes to the Failed state in which it will be disconnected.
Finally, Figure 15 shows the proposed protocol for the
transition from the Failed state to the Idle state. As shown
in Figure 15, the transition occurs when the credentials sent
by the user origin failed and when it cannot be authenticated
in the server. It sends it to the Idle state, where it can try to
start a new connection.
5. Performance Test in
Videoconference Applications
We have made several performance tests using some of the
best-known videoconference applications used in business,
academic, and even personal areas. We have made multiple
videoconferencing sessions with Adobe Connect, Webex,
and Skype.
The topology used during the test is shown in Figure 16.
We have used two PCs with the following features: Intel Core
i7-7700 3.6Ghz, 16GB RAM DDR4 2400MHz, integrated
network card 10/100/1000, integrated wireless network card,
andWindows 10 64-bit OS. The network devices we have used
were a router for accessing the Internet with a connection of
300Mbps and two Linksys RE6500-EJ access points that sup-
port the 802.11 a, b, g, and n standards. We have also used two
JIAYU smartphones model JY-S3 with an eight-core MT6752
processor at 1.7Ghz, with 2GB of RAM and 16GB of internal
memory and an Android 5.1 operating system.
In all the equipment, PCs, and smartphones, we installed
the software to make the videoconference, which can be
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Figure 15: Protocol proposed for the transition from the Failed state to the Idle state.








Figure 14: Protocol proposed for the transition from the Idle state to the Failed state.
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manufacturers (Adobe Connect, Cisco Webex, and Skype).
We have also installed the software that allows us to capture
the traffic sent. In the case of PCs, we have installed Wire-
shark, while in smartphones, we have used an app called
tpacketcapture.
In our performance tests, we made different captures to
observe the characteristics of the sent traffic with each appli-
cation and with a duration of 3 minutes.
The data has been captured when the origin of the
videoconference was made from different devices, PCs, or
smartphones (connected by cable or wireless), and the
destination was a smartphone that was connected via WiFi,
3G, or 4G.
5.1. Results Obtained When Using Adobe Connect (WiFi). In
Figure 17, it can be seen that when the transmission is made
from a PC, both through its Ethernet and wireless interfaces,
the traffic increases (approximately 300%) with respect to the
transmission made from the smartphone. Due to these
results, we consider that Adobe Connect takes into
consideration the type of device from which the transmission
is made, PC or smartphone, above the technology used, wired
or wireless.
5.2. Results ObtainedWhen Using Adobe Connect (3G/4G). In
Figure 18, it is observed that the significant differences are
more related to the type of device being used in the test, PC
or smartphone, regardless of the connection technology
(3G/4G) used in the target device as it happens in
Figure 17. When 3G or 4G is used, unlike when both ends
employWiFi technology, the bandwidth consumption is very
asymmetric. The bandwidth used by a PC multiplies approx-
imately by 4 the bandwidth used by the mobile.
5.3. Results Obtained When Using Cisco Webex (WiFi).
Figure 19 shows the bandwidth consumption when the target




























Figure 16: Topology used in the videoconference performance test.
12 Wireless Communications and Mobile Computing
are no significant differences when changing the device or
technology. In the experimental data presented, it was
observed that we obtained lower bandwidth consumption
results when we use WiFi technology compared to when we
use the Ethernet interface.
5.4. Results Obtained When Using Cisco Webex (3G/4G).
Figure 20 shows the results when the target device is con-
nected using 3G/4G technologies. As can be seen in
Figure 20, it does not show great differences. The consump-
tion of bandwidth is slightly asymmetric when the transmis-
sion is made from a mobile phone connected by WiFi to a
mobile phone connected by 3G or 4G; the smartphone con-
nected via WiFi tends to consume less.
5.5. Results Obtained When Using Skype (WiFi). Figure 21
shows the results obtained when we used the Skype applica-
tion. The results are very similar to those obtained when we
used Adobe for the transmission. Significant differences can
be observed when using a PC or a smartphone. In the case
of establishing the videoconference between a PC and a
smartphone or between a smartphone and another smart-
phone, the transmission is very asymmetric. When the trans-
mission is made between two smartphones, there is a greater














































Figure 18: Results obtained when using Adobe Connect and smartphone destination with 3G/4G.
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5.6. Results Obtained When Using Skype (3G/4G). In
Figure 22, it can be seen that bandwidth consumption is
greater when a PC is used than when a smartphone is used.
It is also observed that bandwidth consumption when using
4G technology is slightly higher than when using 3G.
5.7. Comparison of Cisco Webex vs. Adobe Connect in Terms
of Sent Packets. In Figure 23, we observed the number of
transmitted packets in both Cisco Webex and Adobe Con-
nect. A correlation can be seen between the bandwidth con-
sumption and the number of transmitted packets in each of
the experimental assumptions. In the case of using the frag-
mentation of packages, depending on the technology or type
of device, several differences have been observed. An
improvement could be achieved by modifying the fragmenta-
tion of the packets depending on the technologies or devices.
6. Performance Test of the
Developed Application
6.1. Developed Application. The operation mode of the appli-
cation used for testing the prototype proposed in this paper is
shown in Figure 24. When starting the application, the login
page is shown first. In case the user has no account, the appli-











































Figure 20: Results obtained when using Cisco WebEx and smartphone destination with 3G/4G.
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registered on the application, it is necessary for the applica-
tion to have permission to read the Phone_state. When the
user already has an account, the user can login. Once the user
is logged in, the main screen is shown and it contains the
About button, Contacts button, and field to enter a user



















































Figure 22: Results obtained when using Skype and smartphone destination with 3G/4G.
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the mobile phone, so the application needs permission to
read them from the mobile phone. When the field of user
to be called is filled up and then the call button is pressed,
the application will check if the user requested is correct
and available.
When a user tries to initiate a call, the application will ini-
tiate the activity Start_Calling_User, which will be cancelled
in case the user cancels it manually or in the case of running
out of time after 30 seconds. The user that receives the call
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Figure 24: Block diagram of application operation.
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communication is established, a MainScreen_Activity will be
initiated. Finally, when the call ends, the application will
return to precall state.
Figure 25 shows how the application protocol works
since a user (user A) opens the application until a conversa-
tion is started (with user B), maintained, and finalized. When
user A opens the application, the app will respond with the
StartLogin_Activity and will communicate with the Quick-
blox to get a QBSettings instance and get information about
whether the user is registered or not. After that, the user is
able to login. When the user presses the login button, the
application will send to the Quickblox a sign-in request and
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Figure 25: Application protocol flow diagram.
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it will respond with a successful/failed state. If the user’s login
is successful, the application will show the Main Screen and
will finish the login activity. The application will get a
QBRTCClient instance from the Quickblox. Now the calls
are available.
If user A wants to call user B, the user will ask for the
application for calling user B, and the application will ask
Quickblox for the QBUser of user B. With that information,
the application of user A is able to call user B, passing
through the Quickblox. The Quickblox communicates to
the application of user B that is receiving a call. User B
accepts the call and will Setup View for call. User A will
receive an onCallAcceptByUser B and will also Setup View
for call.
In case one of the users hangs up the call, the application
of the user that is hanging up will communicate this to the
Quickblox which sends it to the other application. Both
applications change view back to the precall state and close
the session.
6.2. Test. In this section, the tests performed with the devel-
oped application are presented. We have developed a basic
application for videoconferencing which implements the fea-
tures and characteristics of the algorithm and protocol that
have been defined and explained in Section 3 and 4. This
application allows us to show the validity of our proposal
compared to other commercial applications. The main goal
is to show that this work improves the QoE of the videocon-
ference users.
The comparison has been performed on three different
scenarios:
(1) Scenario 1. It focuses on the analysis of the resources
of the local device, such as the CPU and the RAM
combined with the smartphone characteristics (reso-
lution available, camera features, etc.). Following this
information, the implementation of our algorithm
adapts the videoconference transmission to guaran-
tee the best conditions for the user
(2) Scenario 2. It focuses on the analysis of the network
status from the point of view of the local device.
QoS parameters (loss packet, delay, jitter, and band-
width availability) are observed. When changes in
the network conditions happen, the algorithm acts
to achieve the best possible QoE
(3) Scenario 3. Finally, in this last scenario, the whole
network is analyzed through the capabilities of
SDN. The developed protocol links the mobile device
with a network managed by SDN, in order to opti-
mize the path of the video transmission used in the
videoconference and to minimize the end-to-end
delay, jitter, and packet loss
In the next subsections, the measurements from our
developed application will be referenced as prototype.
6.2.1. Scenario 1. The experimental set used in this scenario is
the same as the one presented in Figure 16, described in
Section 5. Each test has been repeated 10 times, and the aver-
age has been calculated. The obtained values are presented in
Figure 26. Figure 26, we can see how the developed prototype
has been able to adapt the bandwidth when the available
resources of the CPU and RAM have changed.
In order to perform the measurements in this scenario, in
addition to the prototype videoconference application,
another experimental app has been developed. The goal of
this last application is to spend the resources of the device.
The application runs an infinite loop making some random
mathematical calculations and can be adjusted to manage
the amount of resources of the device.
The first column of each application shows the band-
width used for the videoconference when there are no other




















Figure 26: Results of scenario 1.
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and third experimental conditions, shown at the second and
third columns, the resources consumed by the application
described above were 40% and 80%, respectively.
From the results, we can see how our prototype applica-
tion gets worse results when the resources of the device are
free (0%). But, when the resources decrease, the algorithm
used for the prototype is able to adapt in order to reduce
the bandwidth consumption, while the commercial solutions
show similar results in the three experimental conditions.
6.2.2. Scenario 2. In this scenario, we use the same topology as
in scenario 1, which was presented in Figure 16. As in the
previous scenario, we have repeated the tests 10 times for this
scenario. Now, our goal is to observe the behavior of our
application when the local network parameters (loss packet,
delay, jitter, and bandwidth availability) change. Basically,
we increase the traffic that is sent to the network.
In order to increase network traffic, to achieve conges-
tion, we have developed an application that generates traffic.
In addition, the application, which runs on both ends of the
network, allows measuring the latency, based on the
exchange of standard ICMP packets, between the final
devices that perform the videoconference.
As can be seen in Figure 27, commercial applications
have worse latency when congestion appears in the network,
because they do not make any type of adaptation in the new
situation generated, while our prototype adapts and main-
tains low levels of latency.
6.2.3. Scenario 3. Figure 28 shows the topology used to per-
form the tests in scenario 3. In this scenario, we have replaced
the router used in previous scenarios by an SDN network.
The SDN network is made up of different devices, includ-
ing an SDN controller and several layer 3 switches (model
HP ProCurve 3500yl-24G-PWR Intelligent Edge). These





























Figure 28: Topology used in scenario 3.
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Our target in this scenario is to observe the correct func-
tioning of our proposal when there is congestion in the trans-
port network. As can be seen in Figure 29, we have created an
SDN network using two basic routes. One of the routes uses a
path that crosses a congested network, and the path of the
other route avoids the congestion (Congested path and Not
congested path).
The SDN controller has been programmed to communi-
cate to mobile devices with the SDN network. For this purpose,
an extension of the OpenFlow protocol has been developed.
From our prototype, which we have installed on mobile
devices, we launched an SDN activation request to the control-
ler. From that moment, the SDN controller manages the traffic
by transmitting the packets through the noncongested links.
As can be seen in Figure 30, commercial solutions, since
they do not support SDN technology, do not change their
behavior in an SDN network.
However, when using our prototype together with SDN,
it can be clearly seen how the latency decreases in a very sig-
nificant way. The SDN controller sends the traffic through an
alternative path, completely free of congestion.
All the tests thatarepresented inourworkhavebeencarried
out on anetwork thatmeets special requirements.Only the vid-
eoconference traffic stream was being sent. By using SDN, we
added a new stream,whichwas sent at the same time as the vid-
eoconferencestream.Thisnewstreamwasalwayscontrolledfor
us. The newly added stream was sent to saturate the available
bandwidth in the network and to automatically readjust the
transmission parameters of the videoconference to the optimal
ones to achieve the highest QoE under those conditions. If
instead of controlling the traffic sent, the network is transmit-
ting multiple streams, you can use FluidRAN [31] or LayBack
[32] architectures, which have been shown to present substan-





























Figure 30: Results of scenario 3.
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7. Conclusion
In this paper, we have presented a new architecture and a
new protocol to optimize videoconferencing. First, we have
defined an E2E QoE Management Scheme. This scheme
utilizes correlation of both subjective and objective E2E
QoE with received real-time video data (stream header
and/or video signal), application-level QoS measurements,
and network-level QoS measurements. We define real-time
device-based and network-based feedback control mecha-
nisms that can be used to adjust E2E QoE, and we present
our proposal of architecture for videoconference. We
propose three basic processes, which correspond to the
basic actions to establish a videoconference (register, con-
nection, and transmission). Later, we propose a Finite-
State Machine, and we present and define the different
states. After defining the system, we present our new proto-
col for videoconferencing.
Various videoconferencing applications, such as Adobe
Connect, Cisco Webex, and Skype, have been tested. Data
about bandwidth, packets/s, and delay have been collected
and compared with the results of our prototype. Results show
that when the resources of the device to be used for the appli-
cation decrease, the algorithm used for the prototype is able
to adapt in order to reduce the bandwidth consumption,
while the commercial solutions are not able to do this.
Regarding delay, commercial applications have worse latency
when congestion appears in the network, while our prototype
adapts and maintains low levels of latency.
Finally, commercial solutions do not change their behav-
ior regardless of whether or not they use SDN technology.
However, our prototype with SDN shows that latency
decreases in a very significant way.
This paper is part of the dissertation of Jose M. Jimenez
[33]. In future work, we will add more functionality in terms
of codec selection, video conversion formats, and the selec-
tion of type of device among others.
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