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Abstract: Flow based networking can assist in addressing current performance issues
in convergent IP networks and enable dynamic, real-time routing. The Scheme for Ad-
vanced Overflow Routing (SAPOR) is a method that enables flow based routing in IP
networks. This paper presents an analytical model that allows the calculation of overflow
probabilities for flows, transmitted via a bottleneck connection. The proposed model is
verified by simulation and results are presented. Similar to the Erlang B formula, this
proposed model can also be used as a generic flow blocking model, i.e. when call rates
(required resources) are drawn from probability distributions.
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1. INTRODUCTION
Most routing regimes in IP networks are not sensitive to network loads and are static
in between route changes. Routing protocols select a number of routes and these are
used until new routes are calculated. Usually, this occurs when topologies change. Such
behaviour is not always favourable and might have an impact on performance. Resulting
problems have been acknowledged by the research community for a long time: In the case
of incorrectly dimensioned resources, changes in network traffic or equipment failures,
certain links in the network may become congested whereas other network parts may be
underutilised.
Methods that allow traffic engineering and load distribution in IP networks have been
proposed to address this problem. Multiprotocol Label Switching (MPLS) [1], for exam-
ple, introduces a connection oriented model to IP environments, and separates data and
control plane functions. MPLS allows traffic engineering by defined traffic routes. Other
work proposes load distribution by Open Shortest Path First (OSPF) weight optimisation.
OSPF is used to spread network load more evenly and enhance the network’s ability to
cope with route failures (e.g. [2], [3]). These methods rely heavily on accurate knowledge
of traffic demands and none of these mentioned methods allow load distribution on the
fly in real-time.
1
2In Public Switched Telephone Networks (PSTNs) dynamic routing schemes have been
used for a long time, examples include Dynamic non-hierarchical routing (DNHR) [4]
which uses different path sets for different times of the day, Dynamically Controlled Rout-
ing (DCR) [5], Dynamic Alternative Routing (DAR) [6] and State- and Time-Dependent
Routing (STR) [7]. Not many similar, dynamic schemes have been proposed for IP net-
works.
The prerequisite for realistic dynamic routing strategies in packet switched networks is
the possibility of flow based routing or, in other words, a flow switched network. In the
past, flow based routing has not received much attention, perhaps since it has been seen
as non scalable. Changes in technology in the last decade make it possible to overcome
some of these limitations. Caspian Networks, a start-up business, for example, promotes
flow-based routers [8] and claims that their equipment can handle 6 million flows per
10G interface. The general notion, as such, has not received much attention; however the
concept of flows and microflows is widely used. The Equal-Cost Multipath (ECMP) [9]
mechanism, for example, is used by OSPF, utilising flow information to split larger flow
aggregates across alternative interfaces.
Earlier work proposed the Scheme for Alternative Packet Overflow Routing (SAPOR)
[10]. SAPOR enables overflow routing in IP networks and routes traffic on a flow bases.
To be able to judge the performance of overflow schemes, to dimension resources and
evaluate the operation of dynamic schemes, mathematical models are required that allow
the calculation of flow blocking probabilities. The well-known Erlang B formula does not
provide accurate results if the flows have different rates. Kaufman [11] and Roberts [12]
independently proposed a model that allows the calculation of blocking probabilities for
distinct flow classes. Several authors suggest the use of the Kaufman/Roberts method
for continuously distributed flow rates by dividing the arrivals in discrete classes before
applying the Kaufman and Roberts method. This process requires the knowledge of
the flow rate distribution. This paper proposes a simple model which only requires the
knowledge of mean and variance of the flow rate distribution.
The contributions of this paper are threefold: Firstly, practical performance parameters
for flow based networking are defined; secondly, a mathematical model is presented which
allows blocking probability calculations for flows; and thirdly, network flow simulation
results are given for the proposed model. The paper is organised as follows: Section 2
introduces the SAPOR scheme to show the reader the practical background for the model,
and Section 3 discusses performance parameters for flow based networking. The model
is developed in Section 4 and the simulation results are given in Section 5. The paper
concludes with remarks on the problem.
2. SAPOR
The general aim of the SAPOR research effort is to allow for automatic load distribution
in the case of overloaded paths. This can be achieved by the use of the simple networking
paradigm of flow-based routing which enables reliable and efficient routing strategies in
IP networks. This section introduces the SAPOR scheme, to give the reader a background
of the practical application of the model, introduced in Section 4.
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Figure 1. SAPOR Scheme - Routing
The SAPOR scheme enables flow based routing and implements three principles: Firstly,
it ensures that packets that belong to the same microflow are routed on the same interface,
even in the overflow case. Secondly, it determines how many additional microflows can be
accommodated by the default link before it’s target bandwidth is reached. And thirdly,
if the target bandwidth is reached, additional flows are routed on alternative interfaces.
A hash based flow tracker implements the first principle; the second and third principles
are implemented by a token system.
Figure 1 (a) depicts a flow chart of the SAPOR operation. When a packet arrives, it
is determined if the packet is part of a flow, already tracked. If the packet belongs to
an existing flow, the packet is marked for transmission on a specific interface. Then the
traffic is added to the link traffic measure and the packet is forwarded on the basis of the
interface mark.
If the flow is not yet tracked, a new flow is added. It is determined if the flow can be
accommodated by the default interface. If capacity is available, the flow is routed on the
default link, the packet is marked and the interface flow count is increased. As before, the
traffic is added to the link and the packet is forwarded. If the default link is not available,
the availability of overflow links is determined. If there are no vacant overflow links, the
flow is routed on the default link (or is dropped). Otherwise the flow is routed on the
overflow link and the same steps are executed: the interface flow count is increased, the
traffic is added and the packet is forwarded.
4Tracked flows have to be cleared after they are finished. This is done by clearing inactive
flows (Figure 1 (c)). If no more packets are received within a certain time interval (eg.
1 sec) belonging to the same flow, the tracker is cleared and the corresponding token is
returned to the link budget. The available capacity on the links is determined by a token
system. The number of tokens per link is calculated by the average flow size and the
remaining bandwidth. At set time intervals it is updated to adapt for changes in the
current average flow size (Figure 1 (b)). There are several possible implementations of
this system, in the simplest, one token accounts for one flow, although more elaborate
systems are possible.
The main reservations about SAPOR concern the scalability of the approach. Process-
ing and memory requirements for each flow are minimal. More complex tasks are executed
in longer time intervals; therefore, the main parameter with an impact on scalability is
the number of flows that have to be tracked. Caspian networks quote peaks of 80,000
active flows for a traffic volume of 350 Mbps and average flow durations of 10 seconds.
This number can be interpolated for larger capacities, but it depends heavily on the mi-
cro flow definition. Flows consist of related information and for performance reasons it is
necessary that packets that belong to the same flow are routed on the same link. In this
case, the maximum inter-arrival time can be relatively short, for instance 1 second long.
If packets arrive with more than 1 second inter arrival time, the jitter is not a critical
parameter and such packets can be routed on different paths, thus treated like different
flows. Further investigations into scalability are currently being undertaken, including a
prototype implementation.
3. PERFORMANCE MEASURE AND FLOW BASED NETWORKING
If the concept of flow based routing is used, parameters are required to judge the
performance of such schemes. In circuit switched telephony networks as well as in QoS
routing and admission control schemes, blocking probability or Grade of Service (GoS) are
used as performance measures. For packet based networks accommodating elastic flows,
GoS is not defined. IP network performance parameters are delay, packet loss and jitter.
To judge the performance of flow based routing schemes another meaningful measure is
required.
For the following discussion it is assumed that the current network is not the principal
bottleneck for TCP flows and flows are assumed to have a constant, fixed rate over time.
Furthermore, it is assumed that as long as the link utilisation is below a target utilisation,
performance parameters are within acceptable boundaries. This bandwidth is referred to
as target bandwidth γ: γ = C · u. The target bandwidth is the capacity C multiplied by
the target utilisation u. Based on these observations, it is possible to define two measures:
The percentage of flows that are above the target bandwidth and the sum of traffic above
the target bandwidth. A flow based GoS parameters for flow based networks (GSF) is
defined by:
GSFf =
I −max1≤i≤I
{∑i
j=1 1 |
∑i
j=1 εj ≤ γ
}
I
(1)
where I denotes the number of offered flows and εi denotes the rate of flow number i.
5These flows are sorted by their arrival time by increasing i. GSFf is the proportion of
flows above the target bandwidth. The second traffic based definition, GSFt, is given by:
GSFt =
∑I
j=1 εj −max1≤i≤I
{∑i
j=1 εj |
∑i
j=1 εj ≤ γ
}
∑I
j=1 εj
(2)
GSFt denotes the proportion of traffic which is above the target bandwidth. In the
reminder of this paper, the GSFf is used and referred to as flow blocking probability.
The next section introduces a model that allows the calculation of this probability.
4. OVERFLOW MODEL
The main purpose of SAPOR is to enable overflow routing. This section introduces
a mathematical model that allows the calculation of overflow probabilities in flow based
environments for statistical equilibrium. Flows can be specified by their arrival time, their
duration (service rate) and their rate (bandwidth requirement). For the calculations in
this section it is assumed that flow arrivals follow a Poisson process1 and it is assumed that
the service rate is exponentially distributed2. Therefore, similar to the Erlang formula,
the determining parameter is the traffic A where A = λ · d for a flow arrival rate of λ.
The flow rate is assumed to be a random variable drawn from a distribution with mean
µf and standard deviation σf . Links of capacity C have a usable bandwidth γ, defined
by the maximum allowed utilisation u.
If the standard deviation of the flow rate is small and therefore all flows have similar
rates, the overflow probability can be estimated with the well known Erlang B formula:
E(ε, A) =
Aε
ε!∑ε
i=0
Ai
i!
(3)
where ε = b γ
µf
c is the number of flows which can be accommodated on the link. If
flow rates are not equal, the Erlang formula does not approximate the blocking correctly.
In this case it is determined by two factors: The flow arrival rate and the flow rate
distribution.
This section outlines the implications of both factors. Firstly, the impact of the flow
arrival and traffic volume are discussed; secondly, the influence of the flow rate distribution
is considered and finally, the appropriate combination of both calculations is outlined.
The number of active flows is determined by the arrival assumption. For the Poisson
process the probabilities that i flows are active, can be readily evaluated by:
Pp(i, A) =
Ai
i!
e−A (4)
1There has been much discussion addressing the Poisson assumption in packet based networks and con-
cerning Internet flows. There are also indications that for a large number traffic volumes the arrival
process approaches a Poisson process [13].
2As for Erlang, this restriction is not necessary. The loss formula are also valid for general holding times
[14].
6The sum Pps(i, A) of the first i arrivals is shown in Equation (5). This sum is required
for the calculations in Equation (12)3.
Pps(i, A) =
i∑
j=0
Aj
j!
e−A (5)
These equations govern the number of arriving flows; the influence of the flow rate
is discussed next. The mean flow rate determines the number of flows that can be ac-
commodated by γ. The process of selecting i flows from flow rate distribution can be
described by drawing a number of i samples from a probability distribution with mean
µf and standard deviation σf . To get the sampling distribution of the mean, the central
limit theorem can be applied: The sample mean y is approximately normally distributed
with mean µy = µf and standard deviation of σy =
σf√
i
.
The maximum possible number of flows that can be accommodated by a link can be
modelled by drawing i samples from this probability distribution until
∑i
j=0 yi ≤ γ and∑i+1
j=0 yi > γ, where yi is the flow rate sample. This describes the situation where i flows
can be accommodated, but i + 1 cannot. The probability Pn(i, µf , σf ) that the average
flow rate is between these threshold can be calculated by:
Pn(i, µf , σf ) = P
(
γ
i
≤ y < γ
i+ 1
)
(6)
This is the probability that exactly i flows can be accommodated by γ. Since y is
normally distributed the z values z− and z+ can be calculated by:
z− =
γ√
i
− µf
√
i
σf
(7)
z+ =
γ√
i+1
− µf
√
i+ 1
σf
(8)
and the probability Pn(i, µf , σf ) is given by:
Pn(i, µf , σf ) = P (z
− ≤ z < z+) (9)
Equation (9) can be evaluated by standard methods for normal distributions and
Pn(i, µf , σf ) is calculated. In the remainder of this section the combination of the two
models is discussed.
Figure 2 depicts three examples to outline the situation. The graphs show probabilities
verses virtual slot numbers for a Poisson distribution for A = 10 and three different
normal-model (Equation 9) distributions4: Fig. 2(a) σ = 0, Fig. 2 (b) σ = 0.1 ·µ and Fig.
2 (c) σ = µ. It can be observed that for σ = 0 only i = 10 flows can fill the bandwidth.
For σ = 0.1 · µ, six different flow numbers are likely (P > 99%): i = 8, . . . , 13 and for
3Note that the Erlang blocking can be calculated by: E(i, A) = Pp(i,A)Pps(i,A) .
4The distributions for the normal-model in Figure 2 are skewed since there is a dependency of Pn(i, µf , σf )
on the number of samples i.
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Figure 2. Example: Poisson and Normal Distributions
σ = µ a higher spread of flow numbers is likely. The combined blocking probability and
therefore the event that i flows arrive and i flows fill the available bandwidth is given by:
Ppn(i, A) = Pp(i, A) · Pn(i, µf , σf ) (10)
Equation 10 gives the probability that the bandwidth limitation is reached by i flows
and that i flows arrive. To get the overall blocking P (A) all possible cases have to be
summarised, viz:
P (A) =
∑
j
Pp(j, A) · Pn(j, µf , σf ) (11)
However, Equation (11) does not consider that some flows will be blocked. As for
Erlang blocking, the truncated case has to be considered. To calculate the truncation, it is
required to know the maximum number of flows (or their distribution) possible on the link.
This number is unknown, but the best estimate is the maximum occupied slot numbers
follow before calculated normal distribution. Using this assumption, Equation (11) can
be normalised by the sum of accumulated Poisson arrivals (Equation (5)) multiplied by
the probability that i slots are active (Equation (9)), viz:
P (A) =
∑
j Pp(j, A) · Pn(j, µf , σf )∑
j Pps(j, A) · Pn(j, µf , σf )
(12)
8This calculation follows the pattern of the Erlang formula. Depending on proportions
of the normal distribution, blocking probabilities are selected from Poisson distribution.
It is normalised by the sum of the corresponding values for truncated cases. For small σy,
all but one Pn(i, µf , σf ) approach zero and Equation (12) approaches the Erlang blocking
formula.
Note: the sums for probability calculations run from 0 to infinity. For practical calcula-
tions however a threshold can be used to truncate the sums without recognisable changes
in results. These formulas can easily be implemented by program code. The next section
presents the analysis of the model.
5. SIMULATION RESULTS
To verify the analytical results, a discrete event flow simulator was used which utilises
the Mersenne Twister [15] random number generator with a period of 219937−1. The
simulator was executed for two simulated hours and the warm-up period was also two
hours. The blocking was measured every second and therefore 7200 measurements were
available per simulation run. The result graphs depict 95% confidence intervals for these
measurements. During different simulation-runs the available capacity was varied and
the flow arrival rate was kept constant. The graphs show the capacity in units of average
capacity (virtual slots), for example, 1, 500, 000 bytes are equivalent to 500 slots for an
average flow rate of 3000 bytes. The average flow duration was set to d = 10s and average
flow rate was set to 3000 bytes/sec.
The first set of simulations used a flow arrival rate of λ = 50 1
s
, and the flow rate
standard deviation, as well as the available capacity were varied: 1478, 3000, 6000 and
between 12 · 106 and 18 · 106 bytes (400 and 600 slots) respectively. The lines in the graph
show the analytical results for Erlang Loss, the model with
σf
µf
= 0.558,
σf
µf
= 1 and
σf
µf
= 2.
The error bars depict 95% confidence intervals of the simulation results. Figure 3 depicts
the blocking probability versus the available capacity. The capacity is shown as multiples
of the average flow rate µf . Figure 4 depicts the same results with a logarithmic scale to
show the details for higher blocking probabilities. The offered traffic is equivalent to 500
slots. If the capacity is decreased the blocking increases, for higher available capacities
blocking is reduced. The model agrees with simulation in most cases. The only notable
exceptions are the cases where the available capacity is below the average load and the σ
µ
ratio is increased. For higher capacities blocking becomes a rare event and the enlarged
confidence intervals can be noticed.
A second set of simulations is depicted in Figure 5 and Figure 6. The flow arrival
rate was λ = 51
s
and the flow rate standard deviation was varied: 1478, 3000, 6000. The
available capacity was changed between 75, 000 and 225, 000 (25 and 75 slots). The
offered traffic was equivalent to 50 slots. As before, the model shows good agreement, in
particular, for capacities above the average load. For increased σ
µ
ratios and less available
bandwidth the discrepancies between model and simulation occur. This effect is more
pronounced than in the first simulation-set with the 500 virtual slots load. Furthermore,
the results for the case σ
µ
= 2 ratio fluctuate a lot. In this case only a small number of
different flows are sampled from a distribution with high variance. This results in high
fluctuations.
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6. CONCLUSIONS
This paper proposed a model that allows the blocking probability calculation in the case
where flows have different rates with known mean and standard deviation. Simulation
results were presented to verify the model. For situations where the average offered traffic
is at or below the available bandwidth, the model agrees well with the simulation, for high
blocking probabilities and larger σ/µ ratios, the model underestimates blocking. This can
be explained: If the average offered traffic is higher than the available bandwidth, larger
flows are more likely to be blocked. This effect is even more pronounced for larger σ/µ
ratios. As a result, the average flow rate of carried traffic will decrease and therefore the
blocking probability (in terms of flows) will decrease as well. The theoretical analysis
of this issue appears to be difficult and future work will have to address this issue and
the significance of the flow blocking probability in this situation. The current model is
10
suitable for the case where links accommodate a higher number of flows and in situations
where low blocking is required, for example, resource dimensioning. In all cases, the model
provides better agreement than a simple average calculation using the Erlang model.
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