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We study a coupled system of ODE (introduced by the first author in SIAM J.
Appl. Math. 22 (1972) 437458) for the heights of growing, interacting sand cones.
We show that these ODE correspond to the evolution in L2 generated by the sub-
differential of the convex functional which vanishes on functions whose gradient has
length less than or equal to one and is infinity otherwise. Additionally we explain
how the ODE arise from evolutions governed by the p-Laplacian in the ‘‘infinitely
fastinfinitely slow’’ diffusion limit as p  .  1996 Academic Press, Inc.
1. INTRODUCTION
The nonlinear p-Laplacian
2pu=div( |Du| p&2 Du) (1.1)
is for large values of p a prototype ‘‘fastslow diffusion’’ operator: within
the region [ |Du|<1&$] for each small $>0 the diffusion coefficient
|Du| p&2 is very small, whereas within [ |Du|>1+$] it is very large. The
set [1&$|Du|1+$] is a kind of intermediate zone. An interesting
mathematical problem, which as we shall see has physical interpretations,
is to understand the competing effects of the fast and slow diffusion regions
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in the limit as p  . We consider in particular evolutions governed by the
p-Laplacian:
{up, t&2pup=fup=g
in Rn_(0, )
on Rn_[t=0],
(1.2)
and study the behavior of the solutions up as p  . Here f0 represents
a given source term, which we interpret physically as adding material to an
evolving system, within which mass particles are continually rearranged by
diffusion. Wherever |Dup |<1&$ there is not much mass transport, but
there is very rapid movement of material wherever |Dup |>1+$. Given the
initial distribution g and the source term f, we ask: what happens in the
‘‘infinitely fastinfinitely slow’’ diffusion limit as p  ?
In this paper we make use of tools from convex analysis both to justify
passing to limits in (1.2) as p   and also to interpret the limit problem
as a simple physical model for growing sandpiles. Precisely, we prove in
Section 3 that up  u as p  , the limit u solving the evolution equation
{f&ut # I[u]u=g
(t>0)
(t=0).
(1.3)
The expression I[ } ] means the subdifferential of the indicator func-
tion of the set K=[v # L2 | |Dv|1 a.e.]L2(Rn).
Passing from (1.2) to (1.3) turns out to require only routine convexity
tools, and so most of the real interest lies rather in the direct investigation
of (1.3). We demonstrate in Section 7 that in fact
ut0 a.e. in Rn_(0, ) (1.4)
even if ft changes sign. This assertion, false for finite p, says that mass
transfer ‘‘occurs instantly’’. Continuing in this interpretation, we think of u
as determining the height of a growing pile of noncohesive sand. Then f
records added sand particles, which locally accumulate so long as the slope
does not exceed one. As more sand falls onto the sandpile, the slope locally
increases, until it reaches the critical value one, beyond which the sand is
unstable and instantly slides. In the particular case that f has the structure
f= :
m
k=1
fk(t) $d k (x), (1.5)
we have time-varying point sources at the sites d1 , ..., dm . In this case we
expect sand cones to form immediately about the points [dk]mk=1. These
cones grow in size and then interact with each other. The first author over
25 years ago proposed in [A1] a coupled system of ODE (see (4.7) below)
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for the heights [zk(t)]mk=1 of these interpenetrating sand cones. We recall
these equations in Section 4 and then in Section 5 prove that in fact these
ODE yield the unique solution of (1.3), (1.5). We therefore provide a kind
of mathematical justification for the system of ODE (4.7), which in turn
gives us an exact representation formula for the solution. Approximating a
general term f by point sources of the form (1.5), we are then able in Sec-
tions 6, 7 to glean information about the solution u of (1.3). The appendix
presents some photographs of experiments which support various features
of the model.
An overall moral of this paper is that the limiting infinitely fastinfinitely
slow situation as p   is in fact much simpler than the fastslow setting
for p large but finite. Although we lose in the limit analytic control (since
up is C1, :, but u is only Lipschitz), we nevertheless find that the dynamics
‘‘collapse’’ from highly nonlinear PDE to a much simpler system of ODE.
Otherwise stated, the ODE describing instantaneous mass transport along
rays is tamer than the full PDE describing nonlinear diffusions. Finally let
us point out the central position in our sup-norm problems of the operation
of taking pointwise maxima. The fundamental ODE model in Section 4
replaces the usual linear superposition with scaling and pointwise maxima
techniques. See Maslov [Ma] for related ideas.
Marques [M] discusses other problems in mechanics which can be cast
as evolutions governed by multivalued subdifferentials. Bhattacharya
DiBenedettoManfredi [B-DiB-M] and Janfalk [J] discuss other ques-
tions arising in the p   limit for the p-Laplacian. The forthcoming paper
[E-G] explains how to use the p-Laplacian in the limit p   to design
solutions of the MongeKantorovich mass transfer problem.
2. EVOLUTIONS GOVERNED BY 2p , ESTIMATES
We begin with the degenerate parabolic PDE
{up, t&div( |Dup |
p&2 Dup)=fp
up=g
in Rn_(0, )
on Rn_[t=0],
(2.1)
where n+1p< and g is a Lipschitz function with compact support,
satisfying
ess sup
R n
|Dg|1.
We assume fp is smooth, with compact support in Rn_[0, T] for each
T>0.
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Then (2.1) has a unique weak solution up , such that for each T>0:
up # Lp((0, T ); W1, p(Rn)), with up, t # L2loc((0, T ); L
2(Rn)),
and
|
T
0
|
R n
up, t v+|Dup | p&2 Dup } Dv dx dt=|
T
0
|
R n
vfp dx dt (2.2)
whenever v is a smooth function with compact support in Rn_[0, T]. In
addition up has compact support in Rn_[0, T] for each T>0 and Dup is
locally C0, : in Rn_(0, ) for some 0<:<1: see DiBenedetto [DiB1,
Section VI.8 and VI.12].
We are interested in sending p   and consequently require estimates
uniform in p. As later we will turn to the case that fp is a smooth
approximation to the time-varying measures
f= :
m
k=1
fk(t) $dk (x),
where the functions [ fk( } )]mk=1 are Lipschitz, it is appropriate to assume
|
R n
| fp(x, t)|+| fp, t(x, t)| dxC1 (0t<) (2.3)
for some constant C1 and all n+1p<.
The following estimates are consequently somewhat involved, since we
need control depending only on the constant C1 , and not on p.
Lemma 2.1. For each time T>0 there exists a constant C2 such that
sup
Rn_[0, T]
|up |, |
T
0
|
R n
u2p, t dx dt, \|
T
0
|
Rn
|Dup | p dx dt+
1p
C2
(2.4)
for all n+1p<. The constant C2 depends only on n, g, T, and C1 .
Proof. 1. Choose a smooth, nondecreasing function ;$ : R  R such
that ;$(x)=sgn(x) for |x|$>0. By approximation we can set v=;$(up)
in (2.2). Then
|
R n
B$(up(x, s)) dx|
R n
B$(g) dx+|
s
0
|
R n
| fp | dx dt,
|
R n
B$(g) dx+C1s for 0sT,
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where B$$=;$ , B$(0)=0. We let $  0 to deduce
sup
0tT
|
Rn
|up(x, t)| dx&g&L 1+C1T. (2.5)
2. Next, take v=up in (2.2) and compute using (2.3) that
sup
0tT
&up( } , t)&2L2+|
T
0
|
R n
|Dup | p dx dt
&g&2L2+C1 |
T
0
&up( } , t)&L  dt. (2.6)
For each ball B=B(x, 1)/Rn, we have the following estimate for any
v # W1, p(Rn):
&v&L (B)C(&Dv&L n+1 (B)+&v&L 1 (B))
C(&Dv&L p (B)+&v&L 1 (B))
C(&Dv&L p ( R n)+&v&L 1 (R n)).
The constant C does not depend on pn+1. Consequently if 0tT,
&up( } , t)& pL Cp(&Dup( } , t)& pL p+&up( } , t)& pL1 )
Cp &Dup( } , t)& pL p+C
p, by (2.5). (2.7)
Therefore
|
T
0
&up( } , t)& pL  dtC
p |
T
0
&Dup( } , t)& pL p dt+C
pT
Cp \&g&2L2+C1 |
T
0
&up( } , t)&L dt++C p by (2.6)
Cp+Cp \|
T
0
&up( } , t)& pL dt+
1p
T 1&(1p)
 12 |
T
0
&up( } , t)& pL dt+C
p } ( pp&1),
where we used Young’s inequality
ab
ap
p
+
bq
q
, \1p+
1
q
=1+ .
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We conclude
\|
T
0
&up( } , t)& pL  dt+
1p
C, (2.8)
the constant C independent of p. Then (2.6) implies
\|
T
0
&Dup& pL p dt+
1p
C1p (2.9)
as well.
3. Finally, set v=up, t in (2.2):
|
T
0
|
R n
u2p, t+
d
dt \
|Dup | p
p + dx dt=|
T
0
|
R n
up, t fp dx dt.
(Note carefully that strictly speaking we do not know v=up, t is smooth
enough to justify this step. We can however consider a further approxima-
tion, had by replacing the possibly degenerate operator 2p up by (1p) 2up
+2p up in (2.1). The solution of the modified equation is smooth. We omit
the routine details.)
Integrating by parts in time, we deduce:
|
T
0
|
Rn
u2p, t dx+|
Rn
|Dup(x, T )| p
p
dx
=|
R n
|Dg| p
p
dx&|
T
0
|
R n
up fp, t dx dt
+|
Rn
up(x, T ) fp(x, T) dx&|
R n
gfp(x, 0) dx. (2.10)
Then (2.3), (2.8) imply
&Dup( } , T)& pL p&Dg&
p
L p+pC1 |
T
0
&up( } , t)&L  dt
+pC1(&up( } , T )&L +&g&L )
&Dg& pL p+pC+pC &up( } , T )&L . (2.11)
Employing now estimate (2.7) at t=T, we obtain the bound
&up( } , T)& pL C
p(&Dg& pLp+pC+pC &up( } , T )&L)+C
p
 12 &up( } , T )&
p
L +(C
ppC )pp&1+Cp.
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Thus
&up( } , T )&L C. (2.12)
As the time T in (2.12) could be replaced with any other time 0tT, we
deduce
max
0tT
&up( } , t)&L C.
Finally, since |Dg|1 a.e. and g has compact support, estimate (2.10)
provides the bound
|
T
0
|
R n
u2p, t dx dtC. K
We assert next that the support of up is bounded in Rn_[0, T],
uniformly for large p.
Lemma 2.2. For each T>0 there exists a radius RT>0 such that
supp(up)/B(0, RT)_[0, T] (2.13)
for all n+1p<.
Proof. Fix a radius R1>0 so large that
supp(g)/B(0, R1) and supp( fp)/B(0, R1)_[0, T].
Then
up, t&div( |Dup | p&2 Dup)=0 in [Rn&B(0, R1)]_(0, T )
{up=0 on [Rn&B(0, R1)]_[t=0] (2.14)|up |C2 on B(0, R1)_[0, T],
the constant C2 from Lemma 2.1. We take from DiBenedetto [DiB2,
p. 126] the explicit Barenblatt-type solution
b(x, t)=bp, +(x, t)
=
1
(t+1)n*p \+&#p \
|x|
(t+1)1* p+
p( p&1)
++
( p&1)( p&2)
(x # Rn, t>0),
where *p=n( p&2)+p, #p=*&(1( p&1))p ( p&2p), and +>0. The subscript
+ denotes the positive part. Then
bt&div( |Db| p&2 Db)=0 in Rn_(0, ) (2.15)
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in the weak sense. Now if |x|=R1 and 0tT, then
b(x, t)
1
(T+1)n* p
(+&#pR p( p&1)1 )
( p&1)( p&2)
+ .
Since *p   and #p  1 as p  , we can select +>0 so large that
b(x, t)C2 if |x|=R1 , 0tT, n+1p<. (2.16)
From the maximum principle (c.f. [DiB1, p. 182]) it follows that
|up(x, t)|b(x, t) if |x|R1 , 0tT. (2.17)
On the other hand, b(x, t)=0 if
#p \ |x|(t+1)1* p+
p( p&1)
+
or, equivalently,
|x|\ +#p+
( p&1)p
(t+1)1* p.
Choose RT>0 so large that RT>R1 and
RT>\ +#p+
( p&1)p
(1+T )1* p for all n+1p<.
Then (2.17) implies up(x, t)=0 for |x|RT , 0tT. K
3. THE LIMIT AS p  , UNIQUENESS
We intend next to send p  . In view of Lemmas 2.1, 2.2 we see that
for each T>0 the functions [up]pn+1 are bounded in L(Rn_[0, T]),
with [Dup , up, t]pn+1 bounded in L2(Rn_(0, T )). Furthermore the func-
tions [up]pn+1 have uniformly bounded support in Rn_[0, T]. We can
consequently extract a sequence pi   and a limit u, so that for each
T>0
{up i  uDupi ( Du, upi , t ( ut
a.e. and in L2(Rn_(0, T ))
weakly in L2(Rn_(0, T )).
(3.1)
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Then
ess sup
Rn_[0, T]
|u|, |
T
0
|
Rn
u2t dx dtC2 , (3.2)
and u has compact support in Rn_[0, T].
Lemma 3.1. We have the estimate
ess sup
Rn_[0, T]
|Du|1. (3.3)
Proof. According to (2.9),
\|
T
0
|
Rn
|Dup | p dx dt+
1p
C1p, (3.4)
the constant C independent of p. Fix ’>0 and write
A’=[(x, t) # Rn_[0, T] | Du(x, t) is defined and |Du(x, t)|1+’].
Then
(1+’)|A’ |||
A’
|Du| dx dt
lim inf
pi  
||
A ’
|Dup i | dx dt
lim inf
pi   \|
T
0
|
Rn
|Dupi |
p i dx dt+
1p i
|A’ | 1&(1p i)
|A’ |,
according to (3.4). Thus |A’ |=0. K
We will now employ methods of convex analysis to find the equation the
limit u satisfies, and so must first recall some terminology. If H is a real
Hilbert space with inner product ( , ) and I: H  (&, +] is convex,
then
u # D(I ) and w # I[u]
provided
I[v]I[u]+(w, v&u) (3.5)
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for all v # H. We say w belongs to the subdifferential of I at u, and D(I )
is the domain of the subdifferential. (See for instance EkelandTemam
[E-T].)
We hereafter take H=L2(Rn), and define for 1p<
Ip[v]={
1
p |Rn |Dv|
p dx if v # L2(Rn), |Dv| # Lp(Rn)
(3.6)
+ otherwise.
Likewise, set
I[v]={0+
if v # L2(Rn), |Dv|1 a.e.
otherwise.
(3.7)
The PDE (2.1) has the standard reinterpretation
{fp&up, t=Ip[up]up=g
(a.e. t>0)
(t=0);
(3.8)
see Brezis [B], Zeidler [Z], etc. We will find a similar evolution equation
which u solves.
We require some explicit assumptions regarding the structure of the
source terms [ fp]pn+1 . For this, select first m distinct points
[dk]mk=1/R
n and m smooth, nonnegative functions of time [ fk(t)]mk=1.
Then the measure
f= :
m
k=1
fk(t) $dk (x) (3.9)
will record point sources at the sites [dk]mk=1 with rates [ fk(t)]
m
k=1. For
each k=1, ..., m and n+1p< let d pk : R
n  R be a smooth function,
satisfying
{
supp(d pk)/B(dk , rp), d
p
k0,
(3.10)
|
B(dk , r p)
d pk dx=1 as p  ,
where rp  0 as p  . We then take
fp(x, t)= :
m
k=1
fk(t) d pk(x) (n+1p<) (3.11)
as a smooth approximation to f. Observe that estimate (2.3) is now valid,
with C1=m max1km(& fk &L  , & f4 k&L ).
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Theorem 3.2. The limit function u defined by (3.1) satisfies
{f&ut # I[u]u=g
(a.e. t>0)
(t=0).
(3.12)
Remark. We interpret the differential inclusion in (3.12) to mean
I[v]I[u]+|
R n
( f (x, t)&ut(x, t))(v&u(x, t)) dx (3.13)
for each v # L2(Rn) at a.e. t>0. As I[v]=+ unless |Dv|1 a.e., it is
enough to suppose v is Lipschitz, with Lipschitz constant at most one. In
this case we interpret the expression
‘‘|
Rn
f (x, t)(v&u(x, t)) dx’’
in (3.13) to stand for
:
m
k=1
fk(t)(v(dk)&u(dk , t)). (3.14)
The initial condition in (3.12) is taken in the sense
lim
t  0+
u( } , t)=g in L2(Rn). (3.15)
Proof. 1. In view of Lemma 3.1, I[u( } , t)]=0 for a.e. t>0. As noted
above we need only consider the case |Dv|1 a.e., so that I[v]=0. After
an approximation, we may assume as well that v has compact support. Our
goal is then to verify
|
R n
( f (x, t)&ut(x, t))(v&u(x, t)) dx0 (3.16)
for a.e. t, the term involving f understood as above.
2. Fix any two times 0<t1<t2 . Owing to (3.8) we have
(t2&t1) Ip[v]|
t 2
t 1
Ip[up( } , t)] dt
+|
t2
t1
|
R n
( fp&up, t)(v&up) dx dt
|
t2
t 1
|
Rn
( fp&up, t)(v&up) dx dt. (3.17)
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Since |Dv|1 a.e. and v has compact support,
lim
p  
Ip[v]=0. (3.18)
Furthermore, in light of (3.1)
|
t 2
t 1
|
Rn
up i , t(v&up i ) dx dt  |
t2
t 1
|
R n
ut(v&u) dx dt. (3.19)
3. It remains to establish
|
t 2
t 1
|
R n
fpi (v&up i ) dx dt  :
m
k=1
|
t2
t1
fk(t)(v(dk)&u(dk , t)) dt. (3.20)
According to (3.10), (3.11),
|
t 2
t 1
|
Rn
fp i v dx dt  |
t 2
t 1
:
m
k=1
fk(t) v(dk) dt. (3.21)
Now for a.e. t and p2n
&up( } , t)&C0, 12C(&Dup( } , t)&L 2n+&up( } , t)&L),
where
&w&C0, 12=&w&L +sup
x{y
|w(x)&w( y )|
|x&y | 12
.
Consequently
|
t 2
t1
&up&C 0, 12 dtC+C |
t2
t 1
&Dup &L 2n dt
=C+C \|
t 2
t1
|
Rn
|Dup | 2n dx dt+
12n
C+C \|
t 2
t1
|
Rn
|Dup | p dx dt+
1p
C, (3.22)
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according to (2.4). Therefore
|
t 2
t 1
|
Rn
fp i up i dx dt= :
m
k=1
|
t2
t 1
fk(t) |
B(dk , r p i )
d p ik (x) upi (x, t) dx dt
= :
m
k=1
|
t 2
t1
fk(t) up i (dk , t) dt
+ :
m
k=1
|
t2
t1
fk(t) |
B(d k , rp i )
d pik (x)[upi (x, t)
&upi (dk , t)] dx dt
=A1+A2 .
Then
|A2 |C :
m
k=1
|
t2
t 1
sup
B(dk , rp i )
|upi (x, t)&upi (dk , t)| dt
Cr12p i |
t 2
t1
&upi &C0, 12 dt
Cr12p i , according to (3.22). (3.23)
Next, fix r>0 and compute
A1= :
m
k=1
|
t 2
t1
fk(t) upi (dk , t) dt
= :
m
k=1
|
t 2
t1
fk(t) |
B(d k , r)
upi (dk , t)&upi (x, t) dx dt
+ :
m
k=1
|
t 2
t1
fk(t) |
B(d k , r)
upi (x, t) dx dt
=B1+B2 .
Here the slash through the integral denotes the average. As above
|B1 |Cr12.
We can pass to limits in the term B2 , because of (3.1). Consequently
lim sup
p i   } |
t2
t 1
|
R n
fp i upi dx dt& :
m
k=1
|
t 2
t 1
fk(t) |
B(d k , r)
u dx dt }Cr12.
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But (3.3) implies
:
m
k=1
|
B(d k , r)
|u(x, t)&u(dk , t)| dxCr
and so
lim sup
p i   } |
t 2
t 1
|
R n
fp i upi dx dt& :
m
k=1
|
t 2
t 1
fk(t) u(dk , t) dt }Cr12
for each r>0. This and (3.21) establish (3.20).
4. Utilizing then (3.17)(3.20), we obtain the inequality
0|
t 2
t 1
:
m
k=1
fk(t)(v(dk)&u(dk , t)) dt&|
t2
t 1
|
R n
ut(v&u) dx dt
for all 0t1<t2 , and v as above. Therefore
0 :
m
k=1
fk(t)(v(dk)&u(dk , t))&|
R n
ut(x, t)(v&u(x, t)) dx (3.23)
for a.e. t0 and all v as above, as required.
5. Finally we check that the initial condition for u is g. Since
[up, t]i=1 is bounded in L
2(Rn_[0, T]), we see
|
R n
| g&up( } , t)| 2 dxCt12.
Let p=pi  . K
Finally we verify that u is the unique solution of (3.12), and thus that
u= lim
p  
up . (3.24)
Theorem 3.3. Let the measure f be defined by (3.9). Then a solution of
(3.12) is unique.
Proof. Let u and u^ be two solutions, in the sense explained in the
Remark after the statement of Theorem 3.2. Then |Du|, |Du^|1 a.e. and
ut , u^t # L2(Rn_(0, T )) for each T>0. According to (3.13)(3.15) we have
:
m
k=1
fk(t)[v(dk)&u(dk , t)]|
Rn
ut(x, t)(v&u(x, t)) dx (3.25)
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and
:
m
k=1
fk(t)[v(dk)&u^(dk , t)]|
Rn
u^t(x, t)(v&u^(x, t)) dx (3.26)
for a.e. t>0 and each v: Rn  R with |Dv|1 a.e. For a.e. t>0, take
v=u^( } , t) in (3.25) and v=u( } , t) in (3.26). Add:
|
Rn
(ut&u^t)(u&u^) dx0 for a.e. t>0.
Thus
d
dt
&u&u^&2L20 a.e.;
and so u=u^, since u=u^=g at time t=0. K
4. GROWING SANDPILES, ODE FOR THE HEIGHTS OF CONES
As noted in Section 1 the remainder of the paper is devoted to a direct
study of the flow (3.12) and its physical interpretation as a model for grow-
ing, interacting sand cones.
This section therefore discusses a slight generalization of the first
author’s mathematical model [A1][A3] for growing sandpiles fed by
point sources. We consider an initial pile of sand, assumed to fill the region
R0=[0xn+1g(x)]/Rn_[0, ),
where x # Rn. (In the physical setting n=2 of course, but for mathematical
purposes, namely to find certain explicit solutions of the (3.12), we consider
the problem in general.) We suppose the initial height function g is
Lipschitz and has compact support, with
ess sup
R n
|Dg|<1. (4.1)
We will throughout assume the physical constraint that the noncohesive
sand particles cannot arrange themselves into a pile with slope ever exceed-
ing one. Our hypothesis (4.1) is that the initial sand heap has slopes of size
strictly less than one, and thus is stable. (This assumption allows us later
to avoid certain technical problems.)
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We consider the sites [dk]mk=1/R
n and suppose that sand is added to
the pile at the rate fk(t)0 for t0, k=1, ..., m. How does the growing
sandpile change shape?
Aronsson in [A1] postulates that the sand at time t>0 occupies the
region
Rt=[0xn+1u(x, t)]/Rn_[0, ),
where the height function u has the form
u(x, t)=max[g(x), z1(t)&|x&d1 |, ..., zm(t)&|x&dm |]
(x # Rn, t0). (4.2)
Here zk(t) denotes the height of a sand cone, with slope one, centered on
the point dk (k=1, ..., m). In other words, the assumption is that the initial
heap of sand R0 grows into a new region Rt owing to the emergence of m
sand cones from R0 :
These sand cones, small at first, will thereafter grow and intersect, and
the problem is to understand their interaction. We ask in particular how
fast their heights [zk(t)]mk=1 change.
To answer this, consider a time t0 and write for k=1, ..., m:
Dk(t)=[x # Rn | zk(t)&|x&dk |>g(x),
zl (t)&|x&dl | (l=1, ..., m, l{k)] (4.3)
to denote the subset of Rn over which the kth cone determines the height
function u( } , t). This is the set over which the kth cone is exposed in the
sandpile. Note that each set Dk(t) is star-shaped with respect to dk . We
imagine sand particles being dropped into the vertex of this cone at rate
fk(t). These particles immediately roll down the side of the cone, until they
reach the remainder of the sand heap. They then stop moving, and so block
subsequent particles moving down the sides of the cone. The net effect, we
hypothesize, is to cause this kth cone to grow larger, while retaining its
shape as a cone of slope one. The total mass added during the short time
interval [t, t+h] is approximately fk(t)h and the total change in volume of
the sandpile over the set Dk(t) is approximately [zk(t+h)&zh(t)]|Dk(t)|:
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Dividing and sending h  0, we deduce (assuming constant material
density)
z* k(t)=
fk(t)
|Dk(t)|
(k=1, ..., m). (4.4)
We rewrite this system of ODE by firstly introducing for given
z=(z1 , ..., zm) # Rm the volume function
W(z1 , ..., zm)=|
Rn
max(g(x), z1&|x&d1 |, ..., zm&|x&dm | ) dx. (4.4)
Then W is Lipschitz and we readily verify as in [A1] that
Wzk(z1 , ..., zm)=|[x|zk&|x&dk |>g(x), zl&|x&dl |
(l=1, ..., m, l{k)]| (4.5)
for each z=(z1 , ..., zm) # 0, where
0=[z=(z1 , ..., zn) # Rm | zk>g(dk), |zk&zl |<|dk&dl |
(k, l=1, ..., m, k{l )].
Observe that 0 is the collection of heights such that each cone is exposed
from the sandpile. Write
Fk(z1 , ..., zm)=Wzk(z1 , ..., zm) (k=1, ..., m) (4.6)
and recall from [A1] that Fk is continuous on 0. Furthermore
Fk(z1(t), ..., zm(t))=|Dk(t)|.
Therefore the system of ODE (4.4) reads
{z* k(t)=
fk(t)
Fk(z1(t), ..., zm(t))
(t0, k=1, ..., m)
(4.7)
zk(0)=g(dk) (k=1, ..., m),
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where we have added the starting condition that the cones start at the
initial height of the sandpile. Note also that
d
dt
W(z1(t), ..., zm(t))= :
m
k=1
Wz k z* k= :
m
k=1
fk(t);
so that the total rate of change of volume equals the total rate mass is
added.
In summary, Aronsson’s model [A1][A3] proposes that the height
function u(x, t) (x # Rn, t0) of the growing sandpile be given by (4.2), the
cone heights [zk(t)]mk=1 solving the ODE system (4.7). Our intention in the
next section is to provide a kind of mathematical validation, or at least a
wider mathematical context, for this picture. (The true physics of flowing
sand is of course much more complex than this simple model: see for
instance Behringer [Be]and the references therein.)
First, we must examine the system (4.7). For later reference we generalize
to n-dimensions.
Theorem 4.1. Assume the source functions [ fk(t)]mk=1 are Lipschitz and
positive on [0, T]. Suppose further
ess sup
R n
|Dg|<1. (4.8)
Then there exists a unique function z(t)=(z1(t), ..., zm(t)) # C1((0, T], 0) &
C([0, T]; 0 ) satisfying
{z* k=
fk(t)
Fk(z1(t), ..., zm(t))
(1km, 0<tT )
zk(0)=g(dk).
Furthermore
z # C0, 1(n+1)([0, T]; 0 ). (4.9)
Remark. As noted above our assumption (4.8) is that the initial pile of
sand nowhere has slope near the critical value 1. This hypothesis allows us
to control the behavior of z(t)=(z1(t), ..., zn(t)) at t=0, and to deduce Fk
is continuous on 0 (k=1, ..., m).
Proof. 1. We may assume
M0fk(t)m0>0 (0tT, k=1, ..., m). (4.10)
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2. In view of (4.8) the growing cones do not interfere with each other
during some small initial time interval. Indeed, for each k=1, ..., m and
0<tT, T sufficiently small, let us implicitly define zk(t)g(dk) to solve
|
Rn
(zk(t)&|x&dk |&g(x))+ dx=|
t
0
fk(s) ds. (4.11)
As the mapping z [ R n (z&|x&dk |&g(x))+ dx is strictly increasing for
zg(dk), there exists a unique solution z=zk(t) of (4.11) for each t>0.
Clearly zk(s)zk(t) if 0stT.
3. We claim that for T>0 sufficiently small, the functions [zk(t)]mk=1
so defined solve (4.7). Since |Dg|<1 a.e., clearly zk(0)=g(dk). Set
’=ess sup
Rn
|Dg|<1
and
g (x)=g(dk)+’ |x&dk | for some 1km.
Then g g, and thus z k(t)zk(t) (0tT ), where
|
Rn
(z k(t)&|x&dk |&g (x))+ dx=|
t
0
fk(s) ds. (4.12)
But then we have
|
Rn
(z k(t)&|x&dk |&g (x))+ dx=
1
n+1
(z k(t)&z k(0)) }B \dk , z k(t)&z k(0)1+’ + }
=
:(n)
(n+1)(1+’)n
(z k(t)&z k(0))n+1,
where :(n) denotes the volume of the unit ball in Rn. (See the illustration.)
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Thus (4.10), (4.12) imply
0zk(t)&zk(0)z k(t)&z k(0)At1(n+1) (4.13)
for some constant A>0.
4. Now if x # Dk(t)=[x # Rn | zk(t)&|x&dk |>g(x)], then
|x&dk |zk(t)&g(x)
=zk(t)&zk(0)+g(dk)&g(x)
At1(n+1)+’ |x&dk |.
Hence
|x&dk |
C
1&’
t1(n+1).
Consequently,
Dk(t) & Dl (t)=< if k{l and 0tT, (4.14)
T small enough.
5. Next write
g

(x)=g(dk)&’ |x&dk | for some 1km;
so that gg

. Thus zk(t)z k
(t) (0tT ), where
|
Rn
(z
 k
(t)&|x&dk |&g

(x))+ dx=|
t
0
fk(s) ds. (4.15)
We have
|
R n
(z
 k
(t)&|x&dk |&g

(x))+dx
=
1
n+1
(z
 k
(t)&z
~ k
(0)) }B \dk , z k(t)&z k(0)1&’ +}
=
:(n)
(n+1)(1&’)n
(z
 k
(t)&z
 k
(0))n+1.
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Thus (4.15) and (4.10) imply
zk(t)&zk(0)z k
(t)&z
 k
(0)at1(n+1) (4.16)
for some constant a>0.
Combining (4.13), (4.16) we see in particular
btn(n+1)|Dk(t)|Btn(n+1) (4.17)
for constants 0<bB and all k=1, ..., m, 0tT, T sufficiently small.
6. Return now to (4.11), which implies
|
D k (t+h)
(zk(t+h)&|x&dk |&g(x))+ dx
&|
Dk(t)
(zk(t)&|x&dk |&g(x))+ dx=|
t+h
t
fk(s) ds.
Since Dk(t+h)$Dk(t), we deduce
|Dk(t)|
zk(t+h)&zk(t)
h
C.
Thus t [ zk(t) is locally Lipschitz on (0, T ) and according to (4.17)
0z* k(t)
C
|Dk(t)|
Ct&n(n+1) for a.e. 0tT.
In particular z # C0, 1(n+1) ([0, T]; 0). Next, we differentiate (4.11) for a.e.
t>0:
|Dk(t)| z* k(t)=fk(t).
In view of (4.14) then, z(t)=(z1(t), ..., zm(t)) solves the system (4.7) for
0tT, T>0 sufficiently small. As t [ |Dk(t)|=Fk(z1(t), ..., zm(t)) is
continuous, z(t) is C1.
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7. Finally we show that our solution can be extended to the infinite
time interval [0, ). According to the foregoing we have z( } )=
(z1(t), ..., zm(t)) # 0 for time 0<tT, provided T>0 is small enough.
Furthermore, the functions Fk(z) (k=1, ..., m) are continuous for z # 0,
there exists at least one solution of the system (4.7), existing on a maximal
time interval [0, T1). Aronsson shows in [A1] that if T1<, then neither
lim sup
t  T 1
&
&z(t)&=+ (a)
nor
does z(t) tend to 0 as t  T&1 . (b)
Hence the solution can in fact be extended to some time greater than T1 ,
a contradiction to maximality. Thus T1=+.
8. It remains to show uniqueness. Suppose then that z(t)=
(z1(t), ..., zm(t)) and z^(t)=(z^1(t), ..., z^m(t)) are two solutions of (4.7) on
[0, ). Write
&z(t)&z^(t)&= max
1km
|zk(t)&z^k(t)| (t0).
Should z and z^ differ, then
max
0tT
&z(t)& z^(t)&>0 (4.18)
for some time T>0. Consequently
max
0tT
(&z(t)&z^(t)&&*t)>0
for some small *>0. Thus there exists some time t # (0, T] and an index
k # [1, ..., m] such that, without loss of generality, we have
zk(t)&z^k(t)|zl (t)& z^l (t)| (l{k) (4.19)
and
z* k(t)&z^* k(t)*>0. (4.20)
Let x # D k(t)=[x # Rn | z^k(t)&|x&dk |> z^l (t)&|x&dl | (l{k)]. Then
x # Dk(t) according to (4.19). Hence D k(t)Dk(t), and so
Fk(z^1(t), ..., z^m(t))Fk(z1(t), ..., zm(t)).
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But then (4.20) and (4.7) imply
0<fk(t) _ 1Fk(z1(t), ..., zm(t))&
1
Fk(z^1(t), ..., z^m(t))&0,
a contradiction. K
5. MATHEMATICAL CONTEXT OF THE ODE MODEL
We now prove that
u(x, t)=max[g(x), z1(t)&|x&d1 |, ..., zm(t)&|x&dm |], (5.1)
where the [zk(t)]mk=1 solve the ODE system (4.7), is the unique solution of
the evolution (3.12) governed by I . In particular we see that
lim
p  
up=u, (5.2)
up solving the fastslow diffusion PDE (2.1).
Theorem 5.1. The function u defined by (5.1) solves
{f&ut # I[u]u=g
(t>0)
(t=0).
(5.3)
Remark. Here, as in Sections 23, f=mk=1 fk(t) $dk (x), and we inter-
pret u as solving (5.3) in the sense discussed in the Remark after
Theorem 3.2.
Proof. 1. Clearly limt  0+ u( } , t)=g in L2(Rn), since the [zk(t)]mk=1
are Ho lder continuous at t=0.
2. For each t>0, ut exists for a.e. x # Rn and
ut(x, t)={z* k(t)0
on Dk(t) (k=1, ..., m)
otherwise.
(5.4)
Note that |Dk(t)|=0. We must show for each v: Rn  R that
I[v]I[u( } , t)]+|
R n
( f (x, t)&ut(x, t))(v&u(x, t)) dx. (5.5)
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Since |Du|1 a.e., I[u( } , t)]=0. As I[v]=+ otherwise, we may
assume
|Dv|1 a.e. (5.6)
Recalling the structure of the measure f, we must therefore prove
:
m
k=1
fk(t)(v(dk)&u(dk , t))|
Rn
ut(v&u) dx. (5.7)
3. Owing to (5.4), we see
|
Rn
ut(v&u) dx= :
m
k=1
|
Dk(t)
z* k(t)(v&u) dx
= :
m
k=1
fk(t) |
Dk(t)
v&u dx, (5.8)
by (4.7). (The slash through the integral denotes average; that is,
|
D k(t)
v&u dx=
1
|Dk(t)| |Dk(t) v&u dx.+
Inserting (5.8) into (5.7) and rearranging, we see that we must show
:
n
k=1
fk(t) |
Dk(t)
v(dk)&v(x) dx :
m
k=1
fk(t) |
D k(t)
u(dk , t)&u(x, t) dx.
However this inequality is in fact valid, since
u(dk , t)&u(x, t)=|x&dk | on Dk(t);
whereas
v(dk)&v(x)|x&dk | on Dk(t),
because of (5.6). K
6. APPROXIMATION OF GENERAL SOURCE TERMS
We turn our attention next to the general evolution
{f&ut # I[u]u=g
(t>0)
(t=0),
(6.1)
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where g has compact support and |Dg|1 a.e. We no longer suppose f is
the sum (3.9) of time-varying point sources, and instead assume
{f is a nonnegative Lipschitz function, with compactsupport in Rn_[0, T] for each T>0. (6.2)
Then (6.1) has a unique solution u, with |Du|1 a.e. and
ut # L2((0, T); L2(Rn)). Similarly to the theory developed in Sections 2, 3
we have
lim
p  
up=u in L2(Rn_(0, T))
(and in fact uniformly), where
{up, t&div(|Dup |
p&2 Dup)=f
up=g
in Rn_(0, )
on Rn_[t=0].
(6.3)
We propose next to study properties of the solution u of (6.1), and espe-
cially to verify some conjectures of Aronsson [A4]. Our method is to
approximate first the initial function g by a function g~ satisfying
ess sup
Rn
|Dg~ |<1, &g&g~ &L =, supp(g~ )/B(0, R) (6.4)
for R>0. Next we approximate the general source term f by a time-varying
weighted sum of point masses f , for whichaccording to Section 5we
have a representation formula for the corresponding solution u~ of
{f
 &u~ t # I[u~ ]
u~ =g~
(t>0)
(t=0).
(6.5)
So let us fix T>0, 0<=<1, and select
f = :
m
k=1
fk(t) $d k (x) (x # R
n, 0<t<T ),
such that the functions [ fk(t)]mk=1 are positive, Lipschitz, and
sup
0tT
sup
|v|1
sup
|Dv|1 } |R n ( f &f ) v dx }<=. (6.6)
Here we interpret ‘‘R n f v dx’’ to mean
:
m
k=1
fk(t) v(dk).
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We require as well that
:
m
k=1
| fk(t)|+| f4 k(t)|C1 , (6.7)
for some constant C1 and a.e. 0tT.
For instance we could subdivide a sufficiently large cube in Rn into m
cubes [Qk]mk=1 with edge $>0 and disjoint interiors, and take
dk=center of Qk , fk(t)=|
Qk
f (x, t) dx+
$
m
(k=1, ..., m).
Then
} |R n ( f &f ) v dx } :
m
k=1
|
Qk
f (x, t)|v(dk)&v(x)| dx+ :
m
k=1
$
m
|v(dk)|
n12$ :
m
k=1
|
Qk
| f (x, t)| dx+$
=O($),
uniformly for 0tT and functions v satisfying |v|1, |Dv|1 a.e. If
$>0 is small enough, (6.6) holds. As f is Lipschitz, with compact support,
estimate (6.7) obtains as well.
We prove next that u~ and u are uniformly close, if =>0 is small enough.
Lemma 6.1. Let f, f and u, u~ be as above. Then for each T>0:
sup
0tT
&u( } , t)&u~ ( } , t)&L(R n)C=1(n+2), (6.8)
the constant C depending only on n, T, R and C1 .
Proof. We have for a.e. t,
ut+v=f, u~ t+v~ =f ,
where v # I[u( } , t)], v~ # I[u~ ( } , t)]. In addition, approximating by the
p-Laplacian flow and recalling Lemma 2.1, we see
sup
Rn_[0, T]
|u|, |u~ |C2 , (6.9)
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C2 depending only on C1 , R, etc. Thus for a.e. t
1
2
d
dt
&u( } , t)&u~ ( } , t)&2L2=|
R n
(ut&u~ t)(u&u~ ) dx
=|
R n
( f&v+v~ &f )(u&u~ ) dx
|
R n
( f&f )(u&u~ ) dx,
where we used the monotonicity of the (multivalued) operator I on L2.
Hence
sup
0tT
&u&u~ &2L 22T ess sup
0tT } |R n ( f&f )(u&u~ ) dx }+&g&g~ &2L 2
C=, (6.10)
by (6.6), since |u|, |u~ |C2 , |Du|, |Du~ |1 a.e. But for any v: Rn  R with
compact support, we have the inequality
&v&L C &v&2(n+2)L 2 &Dv&
n(n+2)
L  .
Thus (6.10) implies
&u&u~ &L C=1(n+2). K
7. PROPERTIES OF SOLUTIONS WITH GENERAL
SOURCE TERM
We utilize the approximation afforded by Lemma 6.1 to deduce some
properties of the solution u of (6.1).
Proposition 7.1. Let u solve the evolution problem (6.1), the source term
f satisfying (6.2). Then
ut0 a.e. in Rn_(0, ). (7.1)
Remark. This is the physically obvious assertion that the sandpile fed
by a nonnegative source f can only grow. Note however it is in general
false that
up, t0 a.e. in Rn_(0, ),
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up solving (6.3) for finite p. If f (x, t)>0 on [0, T], but f (x, t)=0 for tT,
it is possible that the value of u(x, t) will drop for tT as ‘‘mass diffuses
away’’. Thus it can happen that up, t<0 if f is large at some places and
small elsewhere, and then suddenly becomes small everywhere. We are
asserting that this cannot happen in the ‘‘infinitely fastinfinitely slow’’ dif-
fusion limit as p  .
See also Wu [W] for a different proof of (7.1), which provides a lower
bound on u pt .
Proof. Let =l  0 and choose as above for l=1, ... functions gl and
f l= :
ml
k=1
f lk(t) $d lk (x);
so that
sup
Rn_[0, T]
|u&ul |=l , (7.2)
ul denoting the solution of
{ f
l&ult # I[u
l]
ul=gl
(t>0)
(t=0).
According to Section 5 we have
ul (x, t)=max[gl (x), zl1 (t)&|x&d
l
1 |, ..., z
l
ml (t)&|x&d
l
ml |],
where
{z*
l
k (t)=
f lk (t)
|Dlk (t)|
(k=1, ..., ml , 0tT )
zlk(0)=g
l(d lk),
and Dlk (t) denotes the set where the kth cone is exposed at time t>0.
Clearly z* lk0 for all k, l and so u
l
t0 a.e. Since (7.2) implies u
l  u
uniformly on Rn_[0, T], we see ut0 a.e. K
Now take g#0.
Following Aronsson [A4] let us define W/Rn to be the smallest convex
set such that
supp( f )|R n_[0, T]W_[0, T].
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We call W the source region. Also, for each 0tT, define the active
region to be
0(t)=[x # Rn | x  W, u(x, t)>0].
This is the set into which sand is flowing or has flowed from the source
region.
Proposition 7.2. For each t>0 and x # 0(t):
u(x, t)=max[0, max
y # W
[u( y, t)&|x&y |]]. (7.3)
Proof. As necessary we modify the approximation in Section 6 so that
f l is supported within W. Then ul satisfies (7.3) and so therefore does u. K
8. PHOTOGRAPHS
Following are some pictures demonstrating the interaction of growing
sand cones.
These sand cones were produced at the Department of Physical
Geography at Uppsala University, Sweden, and we thank the Department
Figure 1
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Figure 2
Figure 3
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Figure 4
for friendly cooperation. The first two figures show two interacting cones.
Observe the sharp line of demarcation separating the exposed parts of the
cones. The cones are ‘‘leaning’’ against a vertical sheet of plexiglass, serving
as a plane of symmetry. Thus we observe only half cones. One can see some
imperfections on the cone surfaces, being the result of small ‘‘avalanches’’.
Regular cones like these occur at many technical facilities handling sand,
gravel and other so-called bulk materials.
Figure 3 shows a sand cone leaning against a sloping plane. Cones of
very roughly this shape occur spontaneously in nature. They are studied in
physical geography and geology under the name of talus cones.
The last figure shows some of the equipment used for creating the cones.
A small vibrator was attached to the sand container for obtaining an even
flow of sand.
Note added in proof. We have recently learned of an interesting paper by L. Prigozhin
(Phys. Rev. E 49 (1994), 11611167), which similarly models sandpile evolutions. His paper
contains mathematical descriptions of flows over landscapes, river networks, etc. as well.
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