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KOSZUL DUALITY AND FROBENIUS STRUCTURE FOR
RESTRICTED ENVELOPING ALGEBRAS
SIMON RICHE
Abstract. Let g be the Lie algebra of a connected, simply connected
semisimple algebraic group over an algebraically closed field of suffi-
ciently large positive characteristic. We study the compatibility between
the Koszul grading on the restricted enveloping algebra (Ug)0 of g con-
structed in [Ri], and the structure of Frobenius algebra of (Ug)0. This
answers a question raised to the author by W. Soergel.
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Introduction
0.1. Let G be a connected, simply connected semisimple algebraic group
over an algebraically closed field k of characteristic p > 0. Let
(Ug)0 := Ug/〈X
p −X [p], X ∈ g〉
be the associated restricted enveloping algebra. Generalizing a result from
[AJS], we have proved in [Ri] that, if p is sufficiently large, this algebra can
be endowed with a Koszul grading, i.e. a grading which makes it a Koszul
ring in the sense of [BGS].
On the other hand, it is well-known and easy to prove (see [Be]) that
(Ug)0 is a Frobenius algebra. More precisely, there is a natural isomorphism
of algebra Ug → Ugop, induced by the assignment X ∈ g 7→ −X, which
induces an isomorphism
Φ : (Ug)0
∼
−→ (Ug)op0 .
Using this isomorphism, the standard duality for k-vector spaces M 7→
M∗ := Homk(M,k) induces an anti-equivalence of the category of finite
dimensional (left) (Ug)0-modules, denoted (−)
∨. Then the fact that (Ug)0
1
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is a Frobenius algebra amounts to the existence of an isomorphism of left
(Ug)0-modules
θ : (Ug)0
∼
−→
(
(Ug)0
)∨
.
Our aim in this article is to compare these two structures. We show that
there exists a Koszul grading on (Ug)0 such that Φ becomes an isomorphism
of graded algebras, and such that θ is an isomorphism of graded (Ug)0-
modules, up to some shifts to be explained below.
This problem was suggested to us by Wolfgang Soergel.
0.2. To state our results precisely, we need to introduce the various blocks
of the algebra (Ug)0. For simplicity, we assume from now on that p > h,
where h is the Coxeter number of G. Let also T ⊂ B ⊂ G be a maximal
torus and a Borel subgroup, t ⊂ b ⊂ g their Lie algebras, and X := X∗(T )
the character lattice. Let also W be the Weyl group, W ′aff := W ⋉ X the
extended affine Weyl group, and let ρ be the opposite of the half sum of the
roots of b. We consider the following “dot” actions of W on t∗, respectively
of W ′aff on X:
w • λ = w(λ+ ρ)− ρ, respectively (wtµ) • ν = w(ν + pµ+ ρ)− ρ.
The subalgebra (Ug)G ⊂ Ug is central, and isomorphic to k[t∗/(W, •)]. Its
image in (Ug)0 is a central subalgebra Z0, whose set of characters is naturally
parametrized by X/(W ′aff , •). For any λ ∈ X (or in X/(W
′
aff , •)), we denote
by (Ug)λ̂0 the completion of (Ug)0 with respect to the annihilator of λ in
Z0. It is a finite dimensional algebra, whose category of finitely generated
modules is equivalent to the category of finitely generated (Ug)0-modules
with generalized central character λ (for Z0). Moreover, there is a natural
isomorphism of algebras
(Ug)0 ∼=
∏
λ∈X/(W ′aff ,•)
(Ug)λ̂0 .
Hence, constructing a Koszul grading on (Ug)0 is equivalent to constructing
a Koszul grading on each on the subalgebras (Ug)λ̂0 .
For any λ ∈ X, Φ induces an isomorphism
Φλ : (Ug)
λ̂
0
∼
−→
(
(Ug)−̂λ−2ρ0
)op
,
and θ induces an isomorphism of (Ug)λ̂0 -modules
θλ : (Ug)
λ̂
0
∼
−→
(
(Ug)−̂λ−2ρ0
)∨
.
0.3. Our main result is the following.
Theorem. Assume p≫ 0.
There exists a Koszul grading on the algebra (Ug)0 such that:
(1) The natural isomorphism Φ : (Ug)0
∼
−→
(
(Ug)0
)op
is an isomorphism
of graded rings.
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(2) For any λ ∈ X, there exists an explicit Nλ ∈ Z and an isomorphism
of graded left (Ug)λ̂0 -modules
(Ug)λ̂0
∼=
(
(Ug)−̂λ−2ρ0
)∨
〈Nλ〉.
0.4. Let us first explain more precisely what is Nλ. Recall that a weight
λ ∈ X is called regular if 〈λ + ρ, α∨〉 /∈ pZ for any root α. For such a
weight, we have Nλ = 2dim(G/B). In this case, the theorem is proved in
Propositions 3.2.2 and 3.4.1.
For a general µ ∈ X, there exists a standard parabolic subgroup P ⊂ G,
and some w ∈ W ′aff , such that the stabilizer of w • µ in W
′
aff (for the dot
action) is the Weyl group of the Levi of P (see [BMR2, Lemma 1.5.2]). In this
case, we have Nµ = 2dim(G/P ), and the theorem is proved in Propositions
4.2.1 and 4.4.1.
0.5. Now, let us explain the condition on p. It is the same as that of
[Ri]. It depends on the weight. For regular weights, the condition is that
Lusztig’s conjecture on characters of simple G-modules is true. (Recall that
it is conjectured that this character formula holds as soon as p > h, but it
is only known that it is true for p bigger than an explicit bound which is
much larger than h, see [Fi]. See also [Ri, §0.5] for further references.) For
singular weights, we make an extra assumption which is known to be true
for p bigger than an explicit bound depending on G and the weight under
consideration.
0.6. As suggested by the description of Nλ in §0.4, the proof of the theorem
(whose statement is of algebraic nature) is based on geometry, and more
precisely on the localization theory in positive characteristic developed by
Bezrukavnikov, Mirkovic´ and Rumynin, see [BMR, BMR2, BM]. We also
use linear Koszul duality, a geometric version of the standard Koszul duality
between symmetric and exterior algebras due to I. Mirkovic´, see [Ri, Section
2]. (Note that here we use the covariant version of this duality, and not the
contravariant version of [MR1, MR2].)
We first prove, in a general context, that linear Koszul duality commutes
with homological duality (see Proposition 1.3.1). Then, as in [Ri], we apply
linear Koszul duality to a particular geometric context to contruct a “Koszul
duality” between certain categories of Ug-modules. The “key result” of
[Ri] states that, if p ≫ 0, this duality sends certain (uniquely determined)
lifts of simples to certain lifts of indecomposable projectives. It follows
from the particular case of Proposition 1.3.1 that a geometric version of
the duality (−)∨ commutes with our Koszul duality. We deduce that this
geometric version of (−)∨ sends our lifts of projectives to lifts of projectives
(see Proposition 3.1.2). We deduce the main theorem from this geometric
statement.
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0.7. Organization of the paper. In Section 1 we prove our general results
on linear Koszul duality. In fact we reprove the equivalence of [Ri, Theorem
2.3.10] under weaker hypotheses, and with shorter proofs. We also construct
homological dualities for the categories under consideration, and prove that
linear Koszul duality commutes with homological duality.
In Section 2 we review the results of [BMR, BMR2] and [Ri] that will
be needed. We also explain how one can explicitly construct the Koszul
grading on (Ug)0, given our prefered lifts of indecomposable projectives (see
Theorems 2.4.3 and 2.5.5).
In Section 3, we prove the theorem for regular blocks. We first prove a
geometric statement (see Proposition 3.1.2), and show that it implies our
algebraic statements.
In Section 4, we prove the theorem for singular blocks. The proof is very
similar to that for regular blocks.
Finally, in Section 5 we explain the content of our results in the special
case G = SL(2).
0.8. Acknowledgements. We warmly thank W. Soergel for suggesting
this problem.
The author is supported by the French National Research Agency (ANR-
09-JCJC-0102-01).
0.9. Some notation. For k an algebraically closed field of positive charac-
teristic, and Y a k-scheme, we denote by Y (1) the Frobenius twist of Y (see
[BMR, §1.1]).
For Y a scheme, and X ⊂ Y a subscheme, we denote by CohX(Y ) the
category of coherent sheaves on Y which are set-theoretically supported on
X.
For any smooth variety X endowed with an action of an algebraic group
H, we denote by
DX : D
bCohH(X)
∼
−→
(
DbCohH(X)
)op
the equivalence given by DX := RHomOX (−,OX). When X = Y
(1), when
no confusion can arise we sometimes write DY instead of DY (1) .
We denote by V ∗ the dual of a vector space or more generally a vector
bundle V , and by V⋆ := HomOX (V,OX ) the dual of an OX -module V, or a
complex of OX -modules.
In any category of Gm-equivariant objects (in particular for graded mod-
ules over a graded algebra), we denote by 〈1〉 the tensor product with the
1-dimensional k×-module given by Idk× . We denote by 〈j〉 the j-th power
of 〈1〉.
1. Linear Koszul duality and homological duality
1.1. Covariant linear Koszul duality. In this subsection we reprove the
results of [Ri, Section 2] in a more general setting (and with shorter proofs).
The main new ideas are taken from [Po]. A similar generalization of the
KOSZUL DUALITY AND FROBENIUS 5
main result of [MR1] will appear in a forthcoming paper in collaboration
with I. Mirkovic´.
Let X be a scheme, and let E → X be a vector bundle over X. Let
also F ⊂ E be a subbundle, and F⊥ ⊂ E∗ be the orthogonal to F . Let
also E and F be the (locally free) sheaves of sections of E and F , and let
F⊥ be the orthogonal to F inside E⋆. Our goal is to construct a “Koszul
duality” equivalence between certain categories of coherent (dg-)sheaves on
the dg-schemes1 F and F⊥
R
∩E∗X, where X ⊂ E
∗ is the zero section.
Consider the Gm-equivariant dg-algebras
S := S(F⋆), R := S(F⋆), T := Λ(F)
endowed with the trivial differential, where F⋆ is in bidegree (2,−2), respec-
tively (0,−2), and F is in bidegree (−1, 2). For a Gm-equivariant dg-algebra
A, we denote by C(A−Modqc) the category of Gm-equivariant A-dg-modules
which are OX-quasi-coherent
2, and by C(A−Modqc− ) the subcategory whose
objects are bounded above for the internal degree (uniformly in the coho-
mological degree).
Consider the functors
F :
{
C(S−Modqc− ) → C(T −Mod
qc
− )
M 7→ T ⋆ ⊗OX M
and
G :
{
C(T −Modqc− ) → C(S−Mod
qc
− )
N 7→ S ⊗OX N
.
Here, the actions and differentials on the dg-modules T ⋆⊗OXM and S⊗OX
N are defined as in [Ri, §2.1].
Lemma 1.1.1. The functors F and G are exact (i.e. they send acyclic dg-
modules to acyclic dg-modules, or equivalently quasi-isomorphisms to quasi-
isomorphisms).
Proof. This proof is taken from [Po, Theorem A.1.2]. We give the proof for
G ; the case of F is similar and simpler.
Let N be an acyclic object of C(S−Modqc− ). Up to some shift, we can
assume Ni = 0 for i > 0. Then we have
(G (N ))n =
⊕
i≤0,j≤0,
n=i+j
Si ⊗OX Nj.
Remark that this sum is finite. Hence the homogeneous components of
G (N ) are obtained from the homogeneous components of N by tensoring
with the homogeneous components of S (which are flat) and taking shifts
1See [Ri, §1.8] for generalities on dg-schemes, and in particular on derived intersections.
2Here for simplicity we restrict from the beginning to quasi-coherent dg-modules. How-
ever, this assumption is used only in the proof of Proposition 1.1.5. Equivalently, one can
put the quasi-coherency assumption on the cohomology of the dg-modules instead, as in
[Ri].
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and cones a finite number of times. Hence they are acyclic, which proves
the result. 
We denote by
F : D(S−Modqc− )→ D(T −Mod
qc
− ), G : D(T −Mod
qc
− )→ D(S−Mod
qc
− )
the functors induced between the corresponding derived categories.
Proposition 1.1.2. The functors F and G are quasi-inverse equivalences
of categories.
Proof. This proof is again taken from [Po, Theorem A.1.2]. Recall the “gen-
eralized Koszul complex” K(1) of [MR1, §2.5]. (Here, we are in the simpler
situation where the vector bundle “V” of [MR1] is zero.)
The functors F and G are clearly adjoint; hence so are F and G (see [Ke,
Lemma 13.6]). We show that the adjunction morphism G ◦ F → Id is an
isomorphism; the proof for the morphism Id→ F◦G is similar. LetM be an
object of C(S−Modqc− ). Then the homogeneous internal degree components
of the cone of the morphism G ◦ F (M) → M can be obtained from the
negative homogeneous internal degree components of K(1) by tensoring with
the homogeneous internal degree components of M and taking shifts and
cones a finite number of times. These negative homogeneous internal degree
components of K(1) are acyclic by [MR1, Lemma 2.5.1]. Hence it suffices
to prove that the tensor product of an acyclic, bounded complex of flat
OX-modules with any complex of OX -modules is acyclic. This fact is well-
known, see e.g. [Sp, Proposition 5.7]. 
Finally we prove that these equivalences restrict to finitely generated ob-
jects. From now on, we assume that X is noetherian. For a Gm-equivariant
dg-algebraA, we denote by Dfg(A−Modqc− ) the subcategory of D(A−Mod
qc
− )
whose objects have locally finitely generated cohomology (over H(A)). We
let also CFGqc(A) be the category of OX -quasi-coherent, locally finitely gen-
erated Gm-equivariant A-dg-modules. We denote by DFG
qc(A) the corre-
sponding derived category. The following lemma can be proved as in [MR1,
Lemma 3.6.1].
Lemma 1.1.3. For A = R,S or T , the natural inclusion CFGqc(A) →֒
C(A−Modqc− ) induces an equivalence of categories
DFGqc(A) ∼= Dfg(A−Mod
qc
− ).
Recall the regrading functor
ξ : C(S−Modqc)→ C(R−Modqc)
of [MR1, §3.5]. It is defined by the condition
ξ(M)ij :=M
i−j
j ,
and it induces equivalences of triangulated categories
(1.1.4) DFGqc(S) ∼= DFGqc(R), Dfg(S−Mod
qc
− )
∼= Dfg(R−Mod
qc
− )
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(because it respects the condition of being bounded above for the internal
grading).
Proposition 1.1.5. The equivalences F and G restrict to equivalences
Dfg(S−Modqc− )
∼= Dfg(T −Mod
qc
− ).
Proof. Any object of the category C(T −Modqc− ) has a finite filtration (as a T -
dg-module) such that T acts trivially on the associated graded. Hence, using
Lemma 1.1.3, the category Dfg(T −Modqc− ) is generated, as a triangulated
category, by objects of DbCohGm(X) (endowed with a trivial T -action),
where Gm acts trivially on X.
On the other hand, we claim that Dfg(S−Modqc− ) is generated, as a trian-
gulated category, by objects of the form S ⊗OX F , for F in D
bCohGm(X).
Indeed, using the regrading functor, it is enough to prove the same result
for R-dg-modules. Then this follows from the following general result (see
[CG, p. 266, last paragraph]), using the fact that DFG(R) is equivalent to
the bounded derived category of Gm-equivariant coherent sheaves on F .
Proposition 1.1.6. Let H be an algebraic group, and let π : V → Y be an
H-equivariant vector bundle. Then the category DbCohH(V ) is generated,
as a triangulated category, by objects of the form π∗F for F in CohH(Y ).
We have determined a set of generators G1, respectively G2, for the tri-
angulated category Dfg(T −Modqc− ), respectively D
fg(S−Modqc− ). By defi-
nition, F and G induce equivalences bewteen the subcategories whose ob-
jects are in G1 and G2. Hence they induce an equivalence D
fg(T −Modqc− )
∼=
Dfg(S−Modqc− ). 
Let us now introduce the following notation:
DGCohgr(F⊥
R
∩E∗X) := D
fg(T −Modqc− ).
Comparing Lemma 1.1.3 and [Ri, Proposition 3.3.4], we see that this cat-
egory is equivalent to that denoted similarly in [Ri, (2.3.8)]. There is a
natural forgetful functor
(1.1.7) For : DGCohgr(F⊥
R
∩E∗X)→ DGCoh(F
⊥R∩E∗X).
We define also
DGCohgr(F ) := Dfg(S−Modqc− ).
Consider the action of Gm on F where t ∈ Gm acts by multiplication by t
2 in
the fibers. By the second equivalence in (1.1.4), the category DGCohgr(F )
is equivalent to DbCohGm(F ). In particular, there is a natural forgetful
functor
(1.1.8) For : DGCohgr(F )→ DbCoh(F ).
Let us prove that the category DGCohgr(F ) is equivalent to the cate-
gory denoted similarly in [Ri, (2.3.6)]. Consider the category D+,qc,fg
Gm
(X,S)
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of [Ri]. By [Ri, (2.3.5)], there is a natural functor φ : D+,qc,fg
Gm
(X,S) →
Dfg(S−Modqc− ). Moreover, the following diagram commutes:
D+,qc,fg
Gm
(X,S)
ψ
))TTT
TT
TT
TT
TT
T
TT
T
φ

Dfg(S−Modqc− )
F // DGCohgr(F⊥
R
∩E∗X),
where ψ denotes the equivalence of [Ri, (2.3.1)]. As both F and ψ are
equivalences, so is φ.
Hence we have obtained the following more general version of [Ri, Theo-
rem 2.3.10]. Note also that the new definition of the category DGCohgr(F )
would allow to simplify (and generalize) the constructions of [Ri, §§2.4, 2.5
and 4.2].
Theorem 1.1.9. There exists an equivalence of triangulated categories
κ : DGCohgr(F )
∼
−→ DGCohgr(F⊥
R
∩E∗X),
called linear Koszul duality.
Remark 1.1.10. The functor κ commutes with internal shifts. However, we
have rather ξ(M〈m〉) = ξ(M)〈m〉[−m] for m ∈ Z. Hence the functor For
of (1.1.8) satisfies For(M〈m〉) = For(M)[−m].
1.2. Homological duality. For simplicity, from now on we assume that X
is a smooth variety over an algebraically closed field k. We have seen in §1.1
that the category DGCohgr(F ) is canonically equivalent to DbCohGm(F ).
Now it is well-known that the functor
DF :
{
DbCohGm(F ) → DbCohGm(F )
M 7→ RHomOF (M,OF )
is an equivalence of categories, such that DF ◦ DF ∼= Id. We denote by
DS : DGCoh
gr(F )
∼
−→ DGCohgr(F )
the induced equivalence.
Now we define a duality functor
DT : DGCoh
gr(F⊥
R
∩E∗X)
∼
−→ DGCohgr(F⊥
R
∩E∗X).
Consider the functor
DT :
{
CFGqc(T ) → CFGqc(T )op
M 7→ HomT (M,T )
.
Here, the left T -action is induced by the left multiplication of T on itself.
Lemma 1.2.1. The functor DT admits a left derived functor
DT : DGCoh
gr(F⊥
R
∩E∗X)→ DGCoh
gr(F⊥
R
∩E∗X),
which is an equivalence of categories such that DT ◦ DT ∼= Id.
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Before giving the proof of this lemma, we give an alternative definition of
the functor DT . Let n = rk(F), and L := Λ
n(F) (considered as a line bundle
on X, in internal degree 0). For any i = 0, · · · , n, consider the morphism{
Λi(F)⊗OX L
⊗−1 → HomOX (Λ
n−i(F),OX )
(x⊗ a) 7→
(
y 7→ (−1)n·|y|(x ∧ y)⊗ a
) .
This collection of morphisms induces an isomorphism of Gm-equivariant T -
dg-modules
(1.2.2) T ⊗OX L
⊗−1 ∼−→ CoindT (OX)[n]〈2n〉
(see [Ri, §1.2] for the definition of the coinduction functor). Using this
isomorphism and [Ri, §1.2], we obtain isomorphisms of T -dg-modules, for
any M in CFGgr(T ):
(1.2.3) DT (M) ∼= HomT (M,CoindT (OX))⊗OX L[n]〈2n〉
∼= HomOX (M,OX)⊗OX L[n]〈2n〉.
Here, the T -module structure on HomOX (M,OX) is given by (t · φ)(m) =
(−1)|t|·|φ|(t ·m).
The following lemma can be proved exactly as in [MR1, Proposition 3.1.1].
Lemma 1.2.4. For every M in CFGgr(T ), there exists an object P of
CFGgr(T ) such that for every i and j the OX -module P
i
j is locally free of
finite rank, and a (surjective) quasi-isomorphism P
qis
−→M.
Finally we can prove Lemma 1.2.1.
Proof of Lemma 1.2.1. Using isomorphism (1.2.3), it is clear that any object
P as in Lemma 1.2.4 is split on the left for the functor DT . This lemma
asserts that there are enough such objects in CFGgr(T ), which implies the
existence of the derived functor.
It is also follows from (1.2.3) that DT ◦ DT (P) ∼= P naturally for any
object P as in Lemma 1.2.4. Hence DT ◦ DT ∼= Id. 
1.3. Compatibility. In this subsection we prove that the Koszul duality κ
is compatible with the duality equivalences DT and DS . More precisely, we
prove the following. Recall the notation n, L introduced in §1.2
Proposition 1.3.1. Consider the following diagram of equivalences
DGCohgr(F )
κ
∼
//
DS ≀

DGCohgr(F⊥
R
∩E∗X)
DT≀

DGCohgr(F )
κ
∼
// DGCohgr(F⊥
R
∩E∗X).
For any M in DGCohgr(F ) there is a functorial isomorphism
DT ◦ κ(M) ∼= κ ◦DS(M)⊗OX L〈2n〉[n].
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Proof. In fact we will rather work with the equivalence κ−1. Let P be an
object of DGCohgr(F⊥
R
∩E∗X) which satisfies the assumptions of Lemma
1.2.4. Then we have, using (1.2.3),
κ−1 ◦ DT (P) ∼= S ⊗OX HomOX (P,OX )⊗OX L[n]〈2n〉.
The differential on the right hand side is a Koszul differential. On the other
hand, we have
DS ◦ κ
−1(P) ∼= DS(S ⊗OX P)
∼= S ⊗OX HomOX (P,OX ).
Again, the differential on the right hand side is a Koszul differential. The
result follows. 
1.4. Duality on F⊥
R
∩E∗X and F
⊥. To finish this section, we study the
relation between our equivalence DT and the standard duality on F
⊥.
Let us consider the functor DF⊥ : D
bCohGm(F⊥)
∼
−→ DbCohGm(F⊥). Let
also p : F⊥
R
∩E∗X → F
⊥ be the natural morphism of dg-schemes, and let
Rp∗ : DGCoh
gr(F⊥
R
∩E∗X) → D
bCohGm(F⊥)
be the associated direct image functor (see [Ri, §1.8]). To make this func-
tor more explicit, it is better to use a different realization of the category
DGCohgr(F⊥
R
∩E∗X). Namely, using the Koszul resolution
S(E)⊗OX Λ(E)
qis
−→ OX ,
one can realize the dg-sheaf of functions on F⊥
R
∩E∗X as the dg-algebra
Q := ΛO
F⊥
(p∗F⊥E),
where pF⊥ : F
⊥ → X is the projection. (Here the differential is not triv-
ial.) Then the category DGCohgr(F⊥
R
∩E∗X) is naturally equivalent to the
subcategory of the derived category of Gm-equivariant quasi-coherent Q-
dg-modules whose cohomology is locally finitely generated. We denote the
latter category by Dfg(Q−Modqc). One can easily check that there is well-
defined equivalence
DQ : D
fg(Q−Modqc)→ Dfg(Q−Modqc)
which is obtained as the derived functor of the functorM 7→ HomQ(M,Q),
and which corresponds to DT under the equivalence mentioned above.
Under the equivalence DGCohgr(F⊥
R
∩E∗X) ∼= D
fg(Q−Modqc), the func-
tor Rp∗ is simply the restriction functor from Q-dg-modules to complexes
of OF⊥-modules.
Let m be the rank of E , and let K := Λm(E), considered as a line bundle
on X in internal degree 0.
Lemma 1.4.1. For any M in DGCohgr(F⊥
R
∩E∗X), there is a functorial
isomorphism
Rp∗ ◦ DT (M) ∼=
(
DF⊥ ◦Rp∗(M)
)
⊗O
F⊥
p∗F⊥K[m]〈2m〉.
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Proof. Using the remarks above, one can work with Q-dg-modules instead
of T -dg-modules. For M split on the left for DQ, we have
Rp∗DQ(M) ∼= HomQ(M,Q).
Now, one easily checks (as for isomorphism (1.2.2)) that there is an isomor-
phism of Q-dg-modules
Q ∼= CoindQ(OF⊥)⊗OF⊥ p
∗
F⊥K[m]〈2m〉.
Hence we obtain
Rp∗DQ(M) ∼= HomO
F⊥
(M,OF⊥)⊗OF⊥ p
∗
F⊥K[m]〈2m〉,
which gives the result. 
Remark 1.4.2. It is natural to consider that the “dimension” of the dg-
scheme F⊥
R
∩E∗X is dim(F
⊥)+dim(X)−dim(E∗). Hence the “difference of
dimensions” between F⊥ and F⊥
R
∩E∗X is m = rk(E), which makes Lemma
1.4.1 consistent with the general fact that proper direct image commutes
with Grothendieck-Serre duality.
1.5. Equivariant analogues. Let us note that if an algebraic group acts
on the scheme X, and acts linearly on the vector bundle E preserving F ,
then there are obvious equivariant analogues of all the constructions and
results of this section. As we will not use these equivariant versions, we do
not state them.
2. Reminder on localization in positive characteristic
2.1. Notation. Let k be an algebraically closed field of characteristic p > 0.
Let R be a root system, and G the corresponding connected, semi-simple,
simply-connected algebraic group over k. In the whole paper we assume
that
p > h,
where h is the Coxeter number of G. Let B be a Borel subgroup of G,
T ⊂ B a maximal torus, U the unipotent radical of B. Let g, b, t, n, be
their respective Lie algebras. Let R+ ⊂ R be the positive roots, chosen as
the roots in g/b. Let B := G/B be the flag variety of G, and N˜ := T ∗B its
cotangent bundle. We have the geometric description
N˜ = {(X, gB) ∈ g∗ × B | X|g·b = 0}.
We also introduce the “extended cotangent bundle”
g˜ := {(X, gB) ∈ g∗ × B | X|g·n = 0}.
Let h denote the “abstract” Cartan subalgebra of g, isomorphic to b0/[b0, b0]
for any Borel subalgebra b0 of g.
We denote by Y := ZR the root latice of R, and by X := X∗(T ) the
weight lattice. LetW be the Weyl group of (G,T ), Waff := W ⋉Y the affine
Weyl group, and W ′aff :=W ⋉X the extended affine Weyl group. Let ρ ∈ X
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be the half sum of the positive roots. The “dot-action” of W on t∗ is defined
by
w • λ = w(λ+ ρ)− ρ
(where we identify ρ and its differential). Similarly, there is a dot-action of
W on t obtained by duality. There is also a dot-action of W ′aff on X, defined
by
(wtλ) • µ = w(µ + pλ+ ρ)− ρ.
We set
C0 := {λ ∈ X | ∀α ∈ R
+, 0 < 〈λ+ ρ, α∨〉 < p},
the set of integral weights in the fundamental alcove. We will also consider
its “closure”
C0 := {λ ∈ X | ∀α ∈ R
+, 0 ≤ 〈λ+ ρ, α∨〉 ≤ p}.
If P ⊆ G is a parabolic subgroup containing B, p its Lie algebra, pu
the nilpotent radical of p, and P = G/P the corresponding flag variety, we
consider the following analogue of the variety g˜:
g˜P := {(X, gP ) ∈ g
∗ × P | X|g·pu = 0}.
In particular, g˜B = g˜. The quotient morphism πP : B → P induces a
morphism
(2.1.1) π˜P : g˜→ g˜P .
We also denote by WP ⊆W the Weyl group of the Levi of P .
For any dominant weight λ, we denote by L(λ) the simple G-module with
highest weight λ.
Finally, we set N := dim(G/B), NP := dim(G/P ), d = dim(g).
2.2. Localization. In this subsection we review the localization theory in
positive characteristic developped in [BMR, BMR2, BM].
Let Z be the center of Ug, the enveloping algebra of g. The subalgebra of
G-invariants, ZHC := (Ug)
G is central in Ug. This is the “Harish-Chandra
part” of the center, which is isomorphic to S(t)(W,•), the algebra of W -
invariants in the symmetric algebra of t, for the dot-action. The center Z
also has an other part, the “Frobenius part” ZFr, which is generated, as an
algebra, by the elements Xp − X [p] for X ∈ g. It is isomorphic to S(g(1)),
the functions on the Frobenius twist of g∗. Under our assumption p > h,
there is an isomorphism
ZHC ⊗ZFr∩ZHC ZFr
∼
−→ Z.
Hence, a character of Z is given by a compatible pair (ν, χ) ∈ t∗ × g∗(1). In
this paper we will only consider the case when χ = 0, and ν ∈ t∗ is integral,
KOSZUL DUALITY AND FROBENIUS 13
i.e. in the image of the natural map X → t∗. If λ ∈ X, we still denote by λ
its image in t∗. We denote the corresponding specializations by
(Ug)λ := (Ug)⊗ZHC kλ,
(Ug)0 := (Ug)⊗ZFr k0.
Let Modfg(Ug) be the abelian category of finitely generated Ug-modules.
If λ ∈ X, we denote by Modfg(λ,0)(Ug) the category of finitely generated
Ug-modules on which Z acts with generalized character (λ, 0). We define
similarly the categories Modfg0 ((Ug)
λ), Modfgλ ((Ug)0). Hence we have inclu-
sions
Modfg0 ((Ug)
λ)
 y
++WWWW
W
Modfg(λ,0)(Ug)

 // Modfg(Ug).
Modfgλ ((Ug)0)
%
 33gggggg
Note the category Modfgλ ((Ug)0) is equivalent to the category of finitely
generated modules over (Ug)λ̂0 , the completion of (Ug)0 with the respect to
the image of the ideal of ZHC defined by λ (see e.g. [Ri, §4.4]).
Recall that a weight λ ∈ X is called regular if, for any root α, 〈λ+ρ, α∨〉 /∈
pZ, i.e. if λ is not on any reflection hyperplane of Waff (for the dot-action).
If µ ∈ X, we denote by Stab(Waff ,•)(µ) the stabilizer of µ for the dot-action of
Waff on X. Under our hypothesis p > h, we have (pX) ∩ Y = pY. It follows
that Stab(Waff ,•)(µ) is also the stabilizer of µ for the action of W
′
aff on X.
The localization theory in positive characteristic (due to Bezrukavnikov,
Mirkovic´ and Rumynin) provides a geometric description of the categories of
Ug-modules considered above. More precisely we have (see [BMR, Theorem
5.3.1] for (i), and [BMR2, Theorem 1.5.1.c, Lemma 1.5.2.b] for (ii)):
Theorem 2.2.1. (i) Let λ ∈ X be regular. There exist equivalences of
triangulated categories
DbCohB(1)(g˜
(1)) ∼= DbMod
fg
(λ,0)(Ug),(2.2.2)
DbCohB(1)(N˜
(1)) ∼= DbMod
fg
0 ((Ug)
λ).(2.2.3)
(ii) More generally, let µ ∈ X, and let P be a parabolic subgroup of G
containing B such that Stab(Waff ,•)(µ) = WP . Let P = G/P be the cor-
responding flag variety. Then there exists an equivalence of triangulated
categories
(2.2.4) DbCohP(1)(g˜
(1)
P )
∼= DbMod
fg
(µ,0)(Ug).
As in [BMR], let us consider D˜ := (q∗DG/U )
T , where q : G/N → B is the
projection, and T acts on G/U via right multiplication. This algebra is an
Azumaya algebra over g˜(1) ×h∗(1) h
∗. (Here, the morphism h∗ → h∗(1) is the
Artin-Schreier map, see [BMR].) This Azumaya algebra splits on the formal
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neighborhood of B(1) × {λ}, for any λ ∈ X. Moreover, there are natural
choices of splitting bundles. For any regular λ ∈ X, we denote by Mλ the
splitting bundle constructed as in [BMR2, §1.3.5], and by
γBλ : D
bCohB(1)(g˜
(1))
∼
−→ DbModfg(λ,0)(Ug)
ǫBλ : D
bCohB(1)(N˜
(1))
∼
−→ DbModfg0 ((Ug)
λ),
the associated equivalences (2.2.2) and (2.2.3). Note that these equivalences
depend on λ, and not only on its image in X/(W ′aff , •). Note also that the
projection g˜(1)×h∗(1) h
∗ → g˜(1) induces an isomorphism3 between the formal
neighborhood of B(1) ×{λ} and that of B(1), hence one can consider Mλ as
a vector bundle on the formal neighborhood of the zero section in g˜(1).
Similarly, for µ,P as in Theorem 2.2.1, we denote by MµP the splitting
bundle on the formal neighborhood of P(1)×{µ} in g˜
(1)
P ×h∗(1)/WP h
∗/(WP , •)
(or equivalently on the formal neighborhood of the zero section in g˜
(1)
P )
constructed as in [BMR2, §1.3.5], and by
γPµ : D
bCohP(1)(g˜
(1)
P )
∼
−→ DbModfg(µ,0)(Ug)
the associated equivalence (2.2.4).
Finally, the following theorem is proved in [Ri, Theorem 3.4.1, Proposition
3.4.13, Theorem 3.4.14]. As in §1.4, we denote by p : (g˜
R
∩g∗×B B)
(1) → g˜(1)
and pP : (g˜P
R
∩g∗×P P)
(1) → g˜
(1)
P the natural morphisms of dg-schemes.
Theorem 2.2.5. (i) Let λ ∈ X be regular. There exists an equivalence of
triangulated categories
γ̂Bλ : DGCoh((g˜
R
∩g∗×B B)
(1))
∼
−→ DbModfgλ ((Ug)0)
such that the following diagram commutes, where the functor Incl is induced
by the inclusion Modfgλ ((Ug)0) →֒ Mod
fg
(λ,0)(Ug):
DGCoh((g˜
R
∩g∗×B B)
(1))
Rp∗

∼
γ̂B
λ // DbModfgλ ((Ug)0)
Incl

DbCohB(1)(g˜
(1))
γB
λ
∼
// DbModfg(λ,0)(Ug).
(ii) Let µ,P be as in Theorem 2.2.1(ii). There exists an equivalence of
triangulated categories
γ̂Pµ : DGCoh((g˜P
R
∩g∗×P P)
(1))
∼
−→ DbModfgµ ((Ug)0)
3In fact, this property is already used to deduce equivalence (2.2.2) from [BMR, The-
orem 5.3.1].
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such that the following diagram commutes, where Incl is induced by the in-
clusion Modfgµ ((Ug)0) →֒ Mod
fg
(µ,0)(Ug):
DGCoh((g˜P
R
∩g∗×P P)
(1))
R(pP )∗

∼
γ̂Pµ // DbModfgµ ((Ug)0)
Incl

DbCohP(1)(g˜
(1)
P )
γPµ
∼
// DbModfg
(µ,0)
(Ug).
Remark 2.2.6. Equivalently, the condition of Theorem 2.2.1(ii) says that µ
is on the reflection hyperplane corresponding to any simple root of WP , but
not on any reflection hyperplane of a reflection (simple or not) inWaff−WP .
With this description, it is clear that if µ satisfies this condition, then −µ−2ρ
also satisfies it (for the same parabolic subgroup).
2.3. Geometric description of duality. There exists a natural isomor-
phism of algebras Ug
∼
−→ Ugop, induced by the assignment X ∈ g 7→ −X.
Hence the duality M 7→ M∗ induces a duality operation M 7→ M∨ on
the category of finite dimensional (left) Ug-modules. This duality induces
a duality between the categories Modfg(λ,0)(Ug) and Mod
fg
(−λ−2ρ,0)(Ug)
4, be-
tween Modfg0 ((Ug)
λ) and Modfg0 ((Ug)
−λ−2ρ), and between Modfgλ ((Ug)0) and
Modfg−λ−2ρ((Ug)0). We denote all these dualities similarly.
We denote by Φ : (Ug)0
∼
−→
(
(Ug)0
)op
the induced isomorphism. For any
λ ∈ X, it induces an isomorphism
(2.3.1) Φλ : (Ug)
λ̂
0
∼
−→
(
(Ug)−̂λ−2ρ0
)op
.
In [BMR2, Section 3], the authors give a geometric description of these
dualities. More precisely, they prove part (i) of the following proposition (see
[BMR2, Proposition 3.0.9]). Part (ii) can be proved similarly (see Remark
2.2.6). Let σ : g˜(1) → g˜(1) be the automorphism given by multiplication by
−1 in the fibers of the vector bundle. We use the same notation for the
similarly defined automorphism of g˜
(1)
P .
Proposition 2.3.2. (i) Let λ ∈ X be regular. Then the following diagram
commutes.
DbCohB(1)(g˜
(1))
γB
λ
≀

σ∗Dg˜[d] // DbCohB(1)(g˜
(1))
γB−λ−2ρ≀

DbModfg(λ,0)(Ug)
(−)∨ // DbModfg(−λ−2ρ,0)(Ug).
4It is more usual to replace −λ−2ρ by −w0λ. However we have −w0λ = w0•(−λ−2ρ),
hence these weights induce the same character of the Harish-Chandra center.
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(ii) More generally, let µ, P be as in Theorem 2.2.1(ii). Then the following
diagram commutes.
DbCohP(1)(g˜
(1)
P )
γPµ ≀

σ∗Dg˜P [d] // DbCohP(1)(g˜
(1)
P )
γP−µ−2ρ≀

DbModfg(µ,0)(Ug)
(−)∨ // DbModfg(−µ−2ρ,0)(Ug).
The same proof works also for the other categories of Ug-modules. We ob-
tain the following results, where again σ : N˜ (1) → N˜ (1), σ : (g˜
R
∩g∗×B B)
(1) →
(g˜
R
∩g∗×B B)
(1) and σ : (g˜P
R
∩g∗×P P)
(1) → (g˜P
R
∩g∗×P P)
(1) denote multiplica-
tion by −1 in the fibers.
Proposition 2.3.3. Let λ ∈ X be regular. The following diagram commutes.
DbCohB(1)(N˜
(1))
ǫB
λ

σ∗D
N˜
[2N ]
// DbCohB(1)(N˜
(1))
ǫB−λ−2ρ

DbModfg0 ((Ug)
λ)
(−)∨ // DbModfg0 ((Ug)
−λ−2ρ).
Recall the construction of the functor DT in §1.2. Similar arguments allow
to construct duality functors
D
0
T : DGCoh((g˜
R
∩g∗×B B)
(1))
∼
−→ DGCoh((g˜
R
∩g∗×B B)
(1)),
D
0
T ,P : DGCoh((g˜P
R
∩g∗×P P)
(1))
∼
−→ DGCoh((g˜P
R
∩g∗×P P)
(1)).
We have:
Proposition 2.3.4. (i) Let λ ∈ X be regular. The following diagram com-
mutes.
DGCoh((g˜
R
∩g∗×B B)
(1))
γ̂B
λ

σ∗D0T // DGCoh((g˜
R
∩g∗×B B)
(1))
γ̂B−λ−2ρ

DbModfgλ ((Ug)0)
(−)∨ // DbModfg−λ−2ρ((Ug)0).
(ii) More generally, let µ, P be as in Theorem 2.2.1(ii). The following
diagram commutes.
DGCoh((g˜P
R
∩g∗×P P)
(1))
γ̂Pµ

σ∗D0T ,P // DGCoh((g˜P
R
∩g∗×P P)
(1))
γ̂P−µ−2ρ

DbModfgµ ((Ug)0)
(−)∨ // DbModfg−µ−2ρ((Ug)0).
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2.4. Localization and Koszul duality: regular case. Let us apply the
constructions of §1.1 to the case X = B(1), E = (g∗×B)(1), F = N˜ (1). Under
our assumptions on p, there exists an isomorphism of G-modules g ∼= g∗.
We fix such an isomorphism, and use it to identify the vector bundles E and
E∗. Under this identification, the orthogonal of N˜ is g˜. Hence Theorem
1.1.9 yields an equivalence
κB : DGCoh
gr(N˜ (1))
∼
−→ DGCohgr(
(
g˜
R
∩g∗×B B
)(1)
).
Now, fix a regular weight λ ∈ X. Using Theorem 2.2.1(i) and Theorem
2.2.5(i), we have the following situation:
DGCohgr(N˜ (1))
∼
κB
//
For (1.1.8)

DGCohgr((g˜
R
∩g∗×B B)
(1))
For(1.1.7)

DbCohB(1)(N˜
(1))

 //
≀ ǫB
λ

DbCoh(N˜ (1)) DGCoh((g˜
R
∩g∗×B B)
(1))
≀γ̂B
λ

DbModfg0 ((Ug)
λ) DbModfgλ ((Ug)0).
Let y ∈Waff be the unique element such that y
−1 • λ ∈ C0. Let also
W 0 := {w ∈W ′aff | w • C0 contains a restricted dominant weight}.
It is well-known (see [Ri, §4.4] and references therein) that the simple objects
in the categories Modfg0 ((Ug)
λ) and Modfgλ ((Ug)0) are parametrized by W
0:
they are the Ug-modules induced by the G-modules L(wy−1 • λ). For any
w ∈W 0, we set
Lyw := (ǫ
B
λ )
−1L(wy−1 • λ) ∈ DbCohB(1)(N˜
(1)).
(This object only depends on y, and not on λ.) Similarly, for w ∈ W 0, we
denote by P (wy−1 •λ) the projective cover of L(wy−1 •λ) in Modfgλ ((Ug)0),
and we set
Pyw := (γ̂
B
λ )
−1P (wy−1 • λ) ∈ DGCoh((g˜
R
∩g∗×B B)
(1)).
(Again, this object only depends on y, and not on λ.) For simplicity, here
and below, when y = 1 we omit it from the notation.
The “key-result” of [Ri] is the following (see [Ri, Theorems 4.4.3 and
8.5.2]). Let τ0 = tρ · w0 ∈W
′
aff , and consider the natural functor
ζ : DbCohGm
B(1)
(N˜ (1)) →֒ DbCohGm(N˜ (1))
ξ−1
−−→ DGCohgr(N˜ (1)).
Theorem 2.4.1. Assume p > h is such that Lusztig’s conjecture is true.
There is a unique choice of lifts Py,grv ∈ DGCoh
gr((g˜
R
∩g∗×B B)
(1)) of Pyv,
respectively Ly,grv ∈ DbCoh
Gm
B(1)
(N˜ (1)) of Lyv (v ∈ W 0), such that for all w ∈
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W 0,
κ−1B P
y,gr
τ0w
∼= ζ(Ly,grw )⊗OB(1) OB(1)(−ρ) in DGCoh
gr(N˜ (1)).
In [Ri, Theorem 9.5.1], we have deduced from Theorem 2.4.1 the Koszulity
of regular blocks of (Ug)0. Here we give a more “concrete” construction of
this grading. As above, fix a regular weight λ ∈ X, and let y ∈Waff be such
that y−1 • λ ∈ C0. We have an isomorphism of left (Ug)
λ̂
0 -modules
(2.4.2) (Ug)λ̂0
∼=
⊕
w∈W 0
P (wy−1 • λ)⊕n
λ
w ,
where nλw = dim(L(wy
−1 • λ)). We fix such an isomorphism. (It can be
easily checked that nothing below really depends on this choice.)
The right multiplication of (Ug)λ̂0 on itself induces an isomorphism
(Ug)λ̂0
∼
−→ End
(Ug)λ̂0
((Ug)λ̂0 )
op.
We obtain algebra isomorphisms
(Ug)λ̂0
∼
−→ End
(Ug)λ̂0
(
⊕
w∈W 0
P (wy−1 • λ)⊕n
λ
w)op
(γ̂B
λ
)−1
−−−−→
∼
End
DGCoh((g˜
R
∩g∗×BB)
(1))
( ⊕
w∈W 0
(Pyw)
⊕nλw
)op
.
Now the right hand side has a natural grading (as an algebra), given by
End
DGCoh((g˜
R
∩g∗×BB)
(1))
( ⊕
w∈W 0
(Pyw)
⊕nλw
)
∼=
⊕
m∈Z
Hom
DGCohgr((g˜
R
∩g∗×BB)(1))
( ⊕
w∈W 0
(Py,grw )
⊕nλw ,
⊕
w∈W 0
(Py,grw )
⊕nλw〈−m〉
)
(i.e. we consider the grading given by the natural structure of Gm-equivariant
algebra on a point). Hence we obtain a grading on the algebra (Ug)λ̂0 .
Theorem 2.4.3. Assume p > h is such that Lusztig’s conjecture is true.
(i) This grading only depends on the image of (the differential of) λ in
h∗/(W, •).
(ii) This grading makes (Ug)λ̂0 a Koszul ring.
Proof. (i) This follows easily from the construction of the objects Py,grw in
terms of the objects Pgrw , see [Ri, §8.5].
(ii) Thanks to (i), we can assume y = 1, i.e. λ ∈ C0. Using the isomor-
phisms of [Ri, §9.3], for any v,w and m we have
Hom
DGCohgr((g˜
R
∩g∗×BB)
(1))
(
Pw,Pv〈−m〉
)
∼= Extm(Ug)0(L(τ0w •λ), L(τ0v •λ)).
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Hence this grading is non-negative, and its 0-part is isomorphic to∏
w∈W 0
Matnλw(k),
hence is semisimple. Then, by [BGS, Proposition 2.1.3], it is enough to prove
that for any simple graded modules L1 and L2 concentrated in (internal)
degree 0,
(2.4.4) Exti
Modgr((Ug)λ̂0 )
(L1, L2〈j〉) = 0 unless i = j.
However, (Ug)λ̂0 is clearly Morita equivalent, as a graded ring, to the graded
ring
End
DGCoh((g˜
R
∩g∗×BB)
(1))
( ⊕
w∈W 0
Pw
)op
∼=
(⊕
m∈Z
Extm(Ug)0
( ⊕
w∈W 0
L(w • λ),
⊕
w∈W 0
L(w • λ)
))op
.
(Here the grading on the left hand side is defined as above.) The latter
graded ring is Koszul by [Ri, Theorem 9.5.1 and its proof]. Hence it satisfies
condition (2.4.4). It follows that the same is true for (Ug)λ̂0 . (Note that the
Morita equivalence under consideration preserves modules concentrated in
internal degree 0.) 
2.5. Localization and Koszul duality: singular case. Let µ, P be as in
Theorem 2.2.1(ii). Let also λ ∈ X be a regular weight such that 〈λ, α∨〉 = 0
for any root α of the Levi of P , and such that µ is in the closure of the alcove
of λ. Let y ∈Waff be such that y
−1 • λ ∈ C0. Then µ0 := y
−1 • µ ∈ C0.
As in [BMR2, §1.10] and [Ri, §10.1], we denote by DλP the sheaf of λ-
twisted differential operators on P, and we define UλP := Γ(P,D
λ
P ). The
action of G on G/P induces an algebra morphism
φλP : (Ug)
λ → UλP
(see [BMR2, §1.10.7]). We consider the following two conditions:
RiΓ(DλP) = 0 for i > 0,(2.5.1)
φλP is surjective.(2.5.2)
It is known that both of these conditions are satisfied for p ≫ 0 (see [Ri,
Footnotes 21 and 22] for details).
The morphism π˜P : g˜→ g˜P induces a morphism of dg-schemes
π̂P : (g˜
R
∩g∗×B B)
(1) → (g˜P
R
∩g∗×P P)
(1).
Consider the associated inverse image functors
L(π̂P)
∗ : DGCoh((g˜P
R
∩g∗×P P)
(1)) → DGCoh((g˜
R
∩g∗×B B)
(1)),
L(π̂P,Gm)
∗ : DGCohgr((g˜P
R
∩g∗×P P)
(1)) → DGCohgr((g˜
R
∩g∗×B B)
(1)),
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see [Ri, §§1.7 and 5.4].
Recall the equivalence
γ̂Pµ : DGCoh((g˜P
R
∩g∗×P P)
(1))
∼
−→ DbModfgµ ((Ug)0)
of Theorem 2.2.5(ii). Let W 0µ ⊂ W
0 by the subset of elements w such that
w • µ0 is in the upper closure of w •C0. The simple objects in the category
Modfgµ ((Ug)0) are the images of the simple G-modules L(w•µ0) for w ∈W
0
µ .
We denote by P (w • µ0) the projective cover of L(w • µ0). For w ∈W
0
µ , we
set
P
y
P,w := (γ̂
P
µ )
−1P (w • µ0) ∈ DGCoh((g˜P
R
∩g∗×P P)
(1)).
Assume that p > h is such that Lusztig’s conjecture is true. Then we can
consider the objects Py,grw for w ∈W 0µ . It is proved in [Ri, (10.2.8)] that for
w ∈ W 0µ there is a unique lift P
y,gr
P,w ∈ DGCoh
gr((g˜P
R
∩g∗×P P)(1)) of P
y
P,w
such that
(2.5.3) Py,grw 〈N −NP〉
∼= L(π̂P,Gm)
∗P
y,gr
P,w.
It is proved also in [Ri, Theorem 10.2.4] that, if moreover p is such that
(2.5.1) and (2.5.2) are satisfied, these lifts have properties similar to those
of Theorem 2.4.1. In this paper we will rather use the following characteri-
zation.
Lemma 2.5.4. Assume that p is such that Lusztig’s conjecture is true.
For w ∈W 0µ , P
y,gr
P,w is the only object of DGCoh
gr((g˜P
R
∩g∗×P P)
(1)) (up to
isomorphism) such that (2.5.3) is satisfied.
Proof. We have already explained that Py,grP,w satisfies this condition. Now
it is enough to prove that any object P of DGCoh((g˜P
R
∩g∗×P P)
(1)) such
that Pyw ∼= L(π̂P)
∗P is isomorphic to PyP,w. Consider P := π̂
P
µ (P). Then
by assumption and [Ri, Equations (10.2.6) and (10.2.7)] we have T λµ (P )
∼=
P (w • λ0) (where T
λ
µ is the translation functor, see [Ri, §4.3]). Hence P is
projective, i.e. a direct sum of the P (v • µ0)’s (v ∈ W
0
µ). As [Ri, Equation
(10.2.7)] is satisfied by every such v, we conclude that P = P (w • µ0). This
finishes the proof. 
As in §2.4, the choice of these lifts provides a grading on the algebra
(Ug)µ̂0 . And the same proof as that of Theorem 2.4.3 gives the following.
Theorem 2.5.5. Assume p > h is such that Lusztig’s conjecture is true,
and conditions (2.5.1) and (2.5.2) are satisfied.
This grading makes (Ug)µ̂0 a Koszul ring.
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3. Koszul duality and ordinary duality: regular case
3.1. Geometry. Let us define the various geometric duality functors we
are going to use. Recall the definition of σ in §2.3. We define
D
gr
T := σ
∗
DT 〈−3N〉 : DGCoh
gr((g˜
R
∩g∗×BB)
(1))
∼
−→ DGCohgr((g˜
R
∩g∗×BB)
(1)),
D
gr
S := σ
∗
DS [N ]〈−N〉 : DGCoh
gr(N˜ (1))
∼
−→ DGCohgr(N˜ (1)),
D
gr
N˜
:= σ∗DN˜ (1) [2N ]〈−N〉 : D
bCohGm(N˜ (1))
∼
−→ DbCohGm(N˜ (1)),
D
gr
g˜
:= σ∗Dg˜(1) [d]〈2d − 3N〉 : D
bCohGm(g˜(1))
∼
−→ DbCohGm(g˜(1)).
Here, the dualities DT and DS are defined as in §1.2, for our choice X = B
(1),
E = (g∗×B)(1), F = N˜ (1). With these definitions, in the following diagram
the vertical lines commute:
DGCohgr(N˜ (1))
D
gr
S

∼
κB
//
ξ

DGCohgr((g˜
R
∩g∗×B B)
(1))
D
gr
T

Rp∗

DbCohGm(N˜ (1))
D
gr
N˜
TT
DbCohGm(g˜(1)).
D
gr
g˜
UU
(Use Lemma 1.2.1 and Remark 1.1.10.) Moreover, by Proposition 1.3.1 we
have an isomorphism
(3.1.1) DgrT ◦ κB
∼= (κ ◦D
gr
S )⊗OB(1)
OB(1)(−2ρ).
Our main geometric result is the following. Fix a regular λ ∈ X, and let
y, z ∈Waff be such that λ ∈ y • C0, −λ− 2ρ ∈ z • C0. We denote by
ιλ : W
0 ∼−→W 0
the bijection such that −w0(wy
−1 • λ) = ιλ(w)z
−1 • (−λ− 2ρ).
Proposition 3.1.2. Assume p > h is such that Lusztig’s conjecture is true.
For any w ∈W 0, there are isomorphisms
D
gr
N˜
(Ly,grw )
∼= L
z,gr
ιλ(w)
, DgrT (P
y,gr
τ0w)
∼= P
z,gr
τ0ιλ(w)
.
Proof. By definition of ιλ, for w ∈W
0 there is an isomorphism
L(wy−1 • λ)∨ ∼= L(ιλ(w)z
−1 • (−λ− 2ρ)).
Recall that, given a finite dimensional graded algebra A and an indecom-
posable non-graded A-module M , there is at most one lift of M as a graded
M -module, up to isomorphism and shift in the grading (see [Ri, §5.6] and
references therein). Hence, comparing Proposition 2.3.3 and the definition
of Dgr
N˜
, there exists n ∈ Z such that
D
gr
N˜
(Ly,grw )
∼= L
z,gr
ιλ(w)
〈n〉.
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Then we have
ζ ◦Dgr
N˜
(Ly,grw )
∼= ζ(L
z,gr
ιλ(w)
)〈n〉[n].
Using Theorem 2.4.1, we deduce
ζ ◦Dgr
N˜
(Ly,grw )⊗B(1) OB(1)(−ρ)
∼= κ−1B P
z,gr
τ0ιλ(w)
〈n〉[n].
Then, using isomorphism (3.1.1), we obtain
D
gr
T (P
y,gr
τ0w)
∼= P
z,gr
τ0ιλ(w)
〈n〉[n].
However, by Proposition 2.3.4, the object
γ̂B−λ−2ρ ◦ For ◦D
gr
T (P
y,gr
τ0w)
∼= (γ̂Bλ (P
y
τ0w))
∨
is in degree 0. (Here, For is the functor of (1.1.7).) Hence n = 0, which
finishes the proof. 
Remark 3.1.3. (1) We will not use the first isomorphism (for simple ob-
jects). We only include it for completeness.
(2) This proposition, together with Proposition 2.3.4, allows to prove
the Frobenius property of regular blocks of (Ug)0 without refering
to the general result in [Be]. Moreover, it describes explicitly the
duals of indecomposable projectives. For example, for λ in C0, ιλ
does not depend on λ, and is given by ι0(tµ · v) = t−w0µ · w0vw0.
Hence for w ∈W 0 we obtain an isomorphism
P (w • λ)∨ ∼= P (ι0(w) • (−w0λ)) = P (−w0(w • λ)).
In particular, it follows that
socP (w • λ) ∼= L(w • λ).
This is of course well-known, see e.g. [Ja, Proposition I.8.13].
In the rest of this section we deduce from the geometric Proposition 3.1.2
algebraic statements about Koszul gradings on regular blocks of (Ug)0.
3.2. Grading and the natural anti-isomorphism. Let again λ ∈ X be
regular, and let y ∈Waff be such that λ ∈ y • C0.
Consider the restriction D˜λ̂ of the sheaf of algebras D˜ to the formal neigh-
borhood of B(1) × {λ} in g˜(1) ×h∗(1) h
∗, which we identify with the formal
neighborhood of B(1) in g˜(1). Consider a decomposition
(3.2.1) Mλ =
⊕
i∈I
Mλi
of the vector bundle Mλ into indecomposable subbundles. Then it follows
from the definitions (see e.g. [BM]) that the collection {(Mλi )
⋆⊗kΛ(g
(1)), i ∈
I} (where the objects are endowed with a Koszul differential) coincides with
the collection of the Pyw’s.
As in §1.1, g˜(1) is endowed with an action of Gm, where t ∈ k
× acts by
multiplication by t−2 along the fibers of the projection g˜(1) → B(1). It is
explained in [Ri, §6.3] how, starting from a Gm-equivariant structure onM
λ
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(as a sheaf on g˜(1)), one can produce a grading on the algebra (Ug)λ̂0 , and
an equivalence of categories
γ˜Bλ : DGCoh
gr((g˜
R
∩g∗×BB)
(1))
∼
−→ DbModfg,grλ ((Ug)0)
which is a “graded version” of γ̂Bλ (see [Ri, Theorem 6.3.4 and Remark 6.3.5]).
(Here, Modfg,grλ ((Ug)0) is the category of finitely generated graded modules
over the graded algebra (Ug)λ̂0 .) To choose a Gm-equivariant structure on
Mλ, it is enough to choose a Gm-equivariant structure on each of theM
λ
i ’s.
Such a structure is unique up to an internal shift. (Existence is proved in
[Ri, Lemma 6.3.3] or in [BM], and unicity is obvious.) We choose it in such a
way that the collection of Gm-equivariant objects {(M
λ
i )
⋆⊗kΛ(g
(1)), i ∈ I}
coincides with the collection of the Py,grw ’s. We denote by Mλgr the resulting
Gm-equivariant vector bundle. With this choice, by construction the grading
on (Ug)λ̂0 is the Koszul grading of Theorem 2.4.3.
Using this one can prove the regular case of point (1) of the main theorem.
Recall the isomorphism Φλ of (2.3.1).
Proposition 3.2.2. Assume p > h is such that Lusztig’s conjecture is true.
The isomorphism Φλ : (Ug)
λ̂
0
∼
−→ ((Ug)−̂λ−2ρ0 )
op is an isomorphism of
graded algebras, where both algebras are endowed with the Koszul grading
given by Theorem 2.4.3.
Proof. Consider the automorphism
σ˜ :
{
g˜(1) ×h∗(1) h
∗ → g˜(1) ×h∗(1) h
∗
(gB,X, λ) 7→ (gB,−X,−λ− 2ρ)
.
As explained in [BMR2, Lemma 3.0.6(a)], the natural isomorphism DG/U ∼=
DopG/U (due to triviality of the canonical line bundle on G/U) induces an
isomorphism of algebras D˜op ∼= σ˜∗D˜. Moreover, taking global sections this
isomorphism gives the natural isomorphism Ug⊗ZHCS(h)
∼= (Ug⊗ZHCS(h))
op.
In particular, we obtain an isomorphism of algebras on the formal neighbor-
hood of B(1) in g˜(1):
(3.2.3) D˜λ̂ ∼= σ∗(D˜−̂λ−2ρ)op.
Now by [BMR2, Lemma 3.0.6(b)], there exists an isomorphism of D˜λ̂-mo-
dules
(3.2.4) Mλ ∼= σ∗(M−λ−2ρ)⋆,
where the D˜λ̂-module structure on the right hand side is induced by iso-
morphism (3.2.3). It can be easily checked that for any choice of such an
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isomorphism φ, the induced isomorphism
D˜λ̂ ∼= End(Mλ)
φ
∼= σ∗End((M−λ−2ρ)⋆)
(−)⋆
∼= σ∗End(M−λ−2ρ)op ∼= σ∗(D˜−̂λ−2ρ)op
coincides with (3.2.3).
One can choose the decompositions (3.2.1) for λ and for −λ − 2ρ to be
compatible with isomorphism (3.2.4). Then by definition and Proposition
3.1.2, isomorphism (3.2.4) becomes an isomorphism of Gm-equivariant vec-
tor bundles
(3.2.5) Mλgr
∼= σ∗(M−λ−2ρgr )
⋆〈3N〉.
The result follows, by construction of the grading on (Ug)λ̂0 and (Ug)
−̂λ−2ρ
0
(see [Ri, §6.3]). 
3.3. Grading and duality. Using Proposition 3.2.2, one can define a du-
ality functor
(−)∨ : Modfg,grλ ((Ug)0)
∼
−→ Modfg,gr−λ−2ρ((Ug)0)
op.
Let us give a geometric description of this functor. (The proof is an adap-
tation of that of [BMR2, Proposition 3.0.9].)
Proposition 3.3.1. Assume p > h is such that Lusztig’s conjecture is true.
Let λ ∈ X be regular. Then the following diagram commutes:
DGCohgr((g˜
R
∩g∗×B B)
(1))
γ˜B
λ
≀

D
gr
T // DGCohgr((g˜
R
∩g∗×B B)
(1))
γ˜B−λ−2ρ≀

DbModfg,grλ ((Ug)0)
(−)∨〈2N〉 // DbModfg,gr−λ−2ρ((Ug)0).
Proof. First we begin with an easy lemma, whose proof is similar to that of
[BMR2, Lemma 3.0.1].
Lemma 3.3.2. Let M be a finite complex of finite dimensional S(g)-modules
(or equivalently quasi-coherent Og∗-modules). Then there exists a functorial
isomorphism, in the derived category of S(g)-modules
Dg∗(M) ∼= M
∗[−d]〈−2d〉.
Now, let π : g˜(1) → g∗(1) be the natural morphism. Then, as Grothen-
dieck-Serre duality commutes with proper direct images, we have an isomor-
phism
(3.3.3) Rπ∗ ◦ Dg˜ ∼= Dg∗ ◦Rπ∗〈2N〉.
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Let F ∈ DGCohgr((g˜
R
∩g∗×B B)
(1)). By definition and Lemma 3.3.2 we
have an isomorphism
γ˜Bλ (F)
∨ = RΓ(Mλgr ⊗O
g˜
(1)
Rp∗F)
∗
∼= Dg∗ ◦Rπ∗(M
λ
gr ⊗O
g˜
(1)
Rp∗F)[d]〈2d〉.
Using (3.3.3) we deduce
γ˜Bλ (F)
∨ ∼= Rπ∗ ◦ Dg˜(M
λ
gr ⊗O
g˜
(1)
Rp∗F)[d]〈2d − 2N〉.
Now there is a natural isomorphism
Dg˜(M
λ
gr ⊗O
g˜
(1)
F) ∼= (Mλgr)
⋆ ⊗O
g˜
(1)
Dg˜(Rp∗F).
Hence, using isomorphism (3.2.5) we obtain
γ˜Bλ (F)
∨ ∼= RΓ
(
M−λ−2ρgr ⊗O
g˜
(1)
σ∗Dg˜(Rp∗F)
)
[d]〈2d − 5N〉.
Using finally the isomorphism Dgr
g˜
◦Rp∗ ∼= Rp∗ ◦D
gr
T , we obtain
γ˜Bλ (F)
∨ ∼= RΓ
(
M−λ−2ρgr ⊗O
g˜
(1)
Rp∗(D
gr
T F)
)
〈−2N〉
∼= γ˜B−λ−2ρ ◦D
gr
T (F)〈−2N〉.
One can check that all these isomorphisms are isomorphisms in the derived
category of (Ug)0-modules, which concludes the proof. 
3.4. Duality and the regular representation. Now we can prove point
(2) of the regular case of the main Theorem.
Proposition 3.4.1. Assume p > h is such that Lusztig’s conjecture is true.
Let λ ∈ X be regular. There exists an isomorphism of graded (Ug)λ̂0 -
modules
(Ug)λ̂0
∼= ((Ug)
−̂λ−2ρ
0 )
∨〈2N〉.
Proof. This follows from Proposition 3.3.1, using the fact that
(Ug)λ̂0
∼= γ˜Bλ
(
(Mλgr)
⋆ ⊗k Λ(g
(1))
)
,
and the natural isomorphism
(Mλgr)
⋆ ⊗k Λ(g
(1)) ∼= D
gr
T ((M
−λ−2ρ
gr )
⋆ ⊗k Λ(g
(1)))
which follows from Proposition 3.1.2 (see the proof of Proposition 3.2.2). 
Remark 3.4.2. (1) It follows in particular from this proposition that the
maximal degree in the Koszul grading of (Ug)λ̂0 is 2N . It follows also
that the Poincare´ polynomial Pλ of this grading satisfies Pλ(t
−1) =
t−2NPλ(t). (The former fact can also be derived directly from [Ri],
using the property that the homological dimension of (Ug)λ is 2N .)
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(2) In fact the algebra (Ug)0 is a symmetric algebra, see [Sc, FP], hence
the same is true for (Ug)λ̂0 . In other words, there exists an isomor-
phism of (Ug)λ̂0 -bimodules (Ug)
λ̂
0
∼= ((Ug)
−̂λ−2ρ
0 )
∨. One can easily
check that the isomorphism of Proposition 3.4.1 is an isomorphism
of graded (Ug)λ̂0 -bimodules.
4. Koszul duality and ordinary duality: singular case
In this section we prove analogues of the results of Section 3 for singular
blocks. Most of the proofs are similar to those for the regular case, hence
we omit them.
4.1. Geometry. Recall the constructions of §1.2. With the data X = P(1),
E = (g∗ × P)(1), F = N˜
(1)
P , we obtain a duality functor
DT ,P : DGCoh
gr((g˜P
R
∩g∗×P P)
(1))
∼
−→ DGCohgr((g˜P
R
∩g∗×P P)
(1)),
which is a “graded version” of the functor D0T ,P of §2.3. We define
D
gr
T ,P := σ
∗
DT ,P〈−3N〉.
Then, one easily checks that we have an isomorphism
(4.1.1) DgrT ◦ L(π̂P,Gm)
∗〈2N − 2NP 〉 ∼= L(π̂P,Gm)
∗ ◦DgrT ,P .
Let us fix a weight µ ∈ X and a standard parabolic P as in Theorem
2.2.1(ii). Then µ− 2ρ satisfies the same assumption, for the same parabolic
subgroup (see Remark 2.2.6). There exist a unique y ∈ Waff such that the
alcove y•C0 contains µ in its closure, and contains also a weight λ orthogonal
to all the roots of the Levi of P . Let also z ∈ Waff be defined similarly, for
−µ− 2ρ instead of µ. Then we have the following.
Proposition 4.1.2. For w ∈W 0µ , there is an isomorphism
D
gr
T ,P(P
y,gr
P,w)
∼= P
z,gr
P,τ0ιλ(τ0w)
.
Proof. By Proposition 3.1.2, there is an isomorphism
D
gr
T (P
y,gr
w )
∼= P
z,gr
τ0ιλ(τ0w)
.
Using equation (2.5.3), we deduce
D
gr
T ◦ L(π̂P,Gm)
∗P
y,gr
P,w
∼= L(π̂P,Gm)
∗P
z,gr
P,τ0ιλ(τ0w)
〈NP −N〉.
Then, using (4.1.1), we obtain
L(π̂P,Gm)
∗ ◦DgrT ,P(P
y,gr
P,w)
∼= P
z,gr
P,τ0ιλ(τ0w)
〈N −NP〉.
The result follows, by Lemma 2.5.4. 
Remark 4.1.3. (1) One can prove a similar statement for the objects
“Ly,grP,w” of [Ri, Theorem 10.2.4]. As we do not need this statement
(not even for the proof of Proposition 4.1.2), we omit it.
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(2) Again, this proposition allows to prove the Frobenius property of
singular blocks of (Ug)0 without refering to the general result of [Be].
It also gives a description of duals of indecomposable projectives.
4.2. Grading and the natural anti-isomorphism. As in §3.2 we choose
a Gm-equivariant structure on the vector bundle M
µ
P (as a sheaf on the
formal neighborhood of P(1) in g˜
(1)
P ) which is compatible with the Gm-
equivariant structures on the Py,grP,w’s. Then we have an equivalence of cate-
gories
γ˜Pµ : DGCoh
gr((g˜
R
∩g∗×BB)
(1))
∼
−→ DbModfg,grµ ((Ug)0),
where the grading on the algebra (Ug)µ̂0 is the Koszul grading provided by
Theorem 2.5.5 (see [Ri, §10.2]).
One can make the same constructions for the weight −µ− 2ρ. Then, one
can prove the following singular analogue of Proposition 3.2.2.
Proposition 4.2.1. Assume p > h is such that Lusztig’s conjecture is true,
and conditions (2.5.1) and (2.5.2) are satisfied.
The isomorphism Φµ : (Ug)
µ̂
0 → ((Ug)
−̂µ−2ρ
0 )
op is an isomorphism of
graded algebras, where both algebras are endowed with the Koszul grading
given by Theorem 2.4.3.
4.3. Grading and duality. Using Proposition 4.2.1, one can define a du-
ality functor
(−)∨ : Modfg,grµ ((Ug)0)
∼
−→ Modfg,gr−µ−2ρ((Ug)0)
op.
As in Proposition 3.3.1, one can give a geometric description of this functor.
Proposition 4.3.1. Assume p > h is such that Lusztig’s conjecture is true,
and conditions (2.5.1) and (2.5.2) are satisfied.
The following diagram commutes:
DGCohgr((g˜P
R
∩g∗×P P)
(1))
γ˜Pµ ≀

D
gr
T ,P // DGCohgr((g˜P
R
∩g∗×P P)
(1))
γ˜P−µ−2ρ≀

DbModfg,grµ ((Ug)0)
(−)∨〈2NP 〉 // DbModfg,gr−µ−2ρ((Ug)0).
4.4. Duality and the regular representation. Finally, one can deduce
the following.
Proposition 4.4.1. Assume p > h is such that Lusztig’s conjecture is true,
and conditions (2.5.1) and (2.5.2) are satisfied.
There exists an isomorphism of graded (Ug)µ̂0 -modules
(Ug)µ̂0
∼= ((Ug)
−̂µ−2ρ
0 )
∨〈2NP 〉.
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Remark 4.4.2. (1) It follows in particular from this proposition that the
maximal degree in the Koszul grading of (Ug)µ̂0 is 2NP . It follows also
that the Poincare´ polynomial Pµ of this grading satisfies Pµ(t
−1) =
t−2NPPµ(t).
(2) One can easily check that the isomorphism of Proposition 4.4.1 is an
isomorphism of graded (Ug)µ̂0 -bimodules.
5. Example: SL(2)
In this section we set G = SL(2), and we assume p > 2. There is a natural
isomorphism X ∼= Z, such that ρ = 1. Also, we have B ∼= P1. For simplicity,
we omit Frobenius twists in this section. Such a twist should appear on
every variety we consider.
5.1. Regular blocks. In this case the regular blocks are those of the weights
0, · · · , p−32 . Let us fix λ ∈ {0, · · · ,
p−3
2 }. The simple objects in Mod
fg
λ ((Ug)0)
are L(λ) (of dimension λ+ 1) and L(p− 2− λ) (of dimension p− 1− λ). It
is easy to check (see [Ri, Corollary 7.2.6]) that
L1 = OP1(−1), Lτ0 = OP1(−2)[1]
(considered as sheaves on the zero section of N˜ ). Hence the Koszul grading
on (Ug)λ̂0 is given by the isomorphism
(Ug)λ̂0
∼=
⊕
n∈Z
Extn
N˜
(L⊕λ+11 ⊕ L
⊕p−1−λ
τ0 , L
⊕λ+1
1 ⊕ L
⊕p−1−λ
τ0 ).
One can easily check, using the Koszul resolution
ON˜ (2) →֒ ON˜ ։ OP1 ,
that we have
Ext∗
N˜
(OP1 , OP1) ∼= k⊕ k[−2],
Ext∗
N˜
(OP1(−1), OP1) ∼= V
∗,
Ext∗
N˜
(OP1 , OP1(−1)) ∼= V [−2],
where V is a 2-dimensional k-vector space. Hence we obtain an isomorphism
(Ug)λ̂0
∼=
(
Matλ+1(k)⊗k (k⊕ k[−2])
)
⊕
(
Matp−1−λ(k)⊗k (k⊕ k[−2])
)
⊕
(
V ⊗kMatλ+1,p−1−λ(k)[−1]
)
⊕
(
V ∗ ⊗kMatp−1−λ,λ+1(k)[−1]
)
.
The product is given by the matrix multiplication, together with the natural
paring V [−1]× V ∗[−1]→ k[−2].
In this case w0 = −1, hence all the blocks are self-dual. The identification
of (Ug)λ̂0 with (the shift of) its dual is given by the natural identification of
the dual of Matn,m(k) with Matm,n(k), via the trace.
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In particular, all regular blocks are of dimension 2p2, and they are Morita
equivalent to the path algebra of the quiver
•
u
v &&
•
u
\\ vff
with relations
uv = vu = 0, uu = vv,
uv = vu = 0, uu = vv.
The grading is obtained by assigning each edge the degree 1.
5.2. Singular blocks. The only singular block is that of −1. And the only
simple object in the category Modfg−1((Ug)0) is L(p − 1), of dimension p.
Moreover, this category is semisimple. Hence we have an isomorphism of
graded rings
(Ug)−̂10
∼= Matp(k).
Again, the identification of (Ug)−̂10 with its dual is given by the natural
identification of Matp(k) with its dual.
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