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Il Bytecode Verifier della Java Virtual Machine testa staticamente la sicurezza 
dei tipi del bytecode ed è alla base del modello di sicurezza di Java. Tuttavia, esistono 
esempi di programmi Java legali, che non sono accettati dal Bytecode Verifier. 
Questa tesi espone e analizza i limiti del Bytecode Verifier soffermandosi, in 
particolare, sul problema delle subroutines. Inoltre, una soluzione al problema della 
verifica delle subroutines è presentata. 
La soluzione proposta si basa su uno strumento di trasformazione del bytecode 
Java, che apporta delle modifiche al codice prima che questo sia verificato. Il codice 
modificato sarà, infine, sottoposto all’algoritmo di verifica standard. 
La trasformazione del bytecode non cambia la semantica del programma 








La massima “write once, run anywere”TM, attribuita alla tecnologia Java della 
Sun, si fonda sull’architettura informatica astratta specificata dalla Java Virtual 
Machine. Una delle caratteristiche principali della tecnologia Java, difatti, è 
l'indipendenza dalla piattaforma, in altre parole, le applicazioni sviluppate con il 
linguaggio di programmazione Java possono essere eseguite sulla maggior parte dei 
sistemi, siano essi DOS, Windows, Mac, Linux, Unix ecc.  
Una volta realizzato il cosiddetto "codice sorgente" del programma in formato 
ASCII, questo viene compilato, cioè tradotto in un formato diverso chiamato bytecode. 
Mentre il codice sorgente viene salvato con il formato .java, il file compilato viene 
salvato come file .class. Sotto questa nuova forma, il programma sviluppato può 
finalmente essere eseguito dal cosiddetto "interprete" di Java: la Java Virtual Machine 
(JVM). La JVM è un processore virtuale realizzato via software, con cui i programmi 
Java sono eseguiti. Si tratta di una sorta di interfaccia tra il programma e l’hardware che 




il sistema usa. La JVM non è un compilatore Java, ma è la macchina che esegue il 
codice Java compilato. Questo meccanismo consente ad un unico programma scritto e 
compilato in Java di essere eseguito su qualsiasi macchina, purché questa abbia 
l'interprete del bytecode. Per tale motivo il bytecode Java è divenuto lo strumento più 
diffuso per la distribuzione di programmi indipendenti dalle varie piattaforme e la JVM 
fornisce un ambiente sicuro per l’esecuzione di tali programmi.  
La sicurezza è raggiunta attraverso l’inserzione di  un Verificatore nella JVM, 
con il compito di respingere i programmi “illegali” sulla base di una verifica statica del 
codice. Uno dei contributi di Java è proprio il Bytecode Verifier. Grazie ad esso, il 
codice inviato da un host remoto non “fidato” può essere eseguito senza rischi, cioè 
certi che non esiste alcun errore di tipo (wrong type), anche quando il codice sorgente 
non è disponibile. 
La verifica del bytecode (Bytecode Verification) mira a provare che un dato 
programma è conforme ai requisiti sulla sicurezza stabiliti per proteggere la piattaforma 
di esecuzione da codice malizioso. Per ragioni di efficienza, i controlli necessari sono 
eseguiti solo una volta, prima che il programma vada in esecuzione e non durante 
l’esecuzione stessa. Le implementazioni correnti di questo processo di verifica usano 
tecniche basate sull’analisi del flusso dati per assicurare le proprietà richieste. 
La verifica della sicurezza del bytecode è ormai divenuta un’area di ricerca di 
grande interesse non solo dal punto di vista teorico, ma anche dal punto di vista pratico. 
Ciò è dovuto all’ampia disponibilità di codice remoto nei web browser e in altre 
applicazioni. In tal senso, sono stati fatti molti sforzi per garantire la sicurezza dei 
programmi Java, senza trascurare la sicurezza dei tipi del bytecode: 




? Modello di sicurezza per le applicazioni Java. Tale modello si basa su tre 
componenti: 
1. Bytecode Verifier, 
2. Class Loader delle applets, 
3. Security Manager. 
In questo modello, il Bytecode Verifier ricopre il ruolo più importante su cui si 
basano le altre due componenti. Se il verificatore non svolge il suo compito in 
maniera corretta, allora il Class Loader e il Security Manager diventano inefficaci. 
Il Class Loader carica dinamicamente le classi in un’applet. Il Security Manager 
controlla esplicitamente gli accessi da un’applet. 
? Sicurezza dei tipi del codice sorgente. La sicurezza dei tipi dei programmi Java è 
stata provata formalmente. Questo vuol dire che un programma che ha superato la 
verifica statica dei tipi, certamente non causerà errori di tipo durante la sua 
esecuzione. 
? Sicurezza dei tipi del bytecode. Il Bytecode Verifier testa staticamente la sicurezza 
dei tipi del bytecode Java. Se il verificatore accetta un programma errato danneggia 
l’intero modello di sicurezza di Java. Esso deve garantire, attraverso l’analisi del 
flusso dati sul bytecode, che ogni istruzione non provochi errori di tipo. 
 
La sicurezza dei tipi richiede che i programmi che presentano errori di tipo 
debbano produrre un’indicazione di errore piuttosto che essere eseguiti e produrre un 
risultato errato. La maggior parte delle istruzioni bytecode hanno operandi e risultati di 




tipi specifici. Quindi, il compito fondamentale del verificatore è assicurarsi che tutti i 
metodi in un file class rispettino le regole sui tipi per le istruzioni che lo costituiscono. 
Due caratteristiche del verificatore sono oggetto di interesse per la ricerca:  
1. il trattamento delle subroutines, che sono usate nella compilazione del 
costrutto try-finally del linguaggio Java; 
2. le restrizioni applicate sull’inizializzazione ed uso degli oggetti. 
Le subroutines in un metodo sono semplicemente una sequenza di istruzioni del 
bytecode a cui viene passato il controllo attraverso l’istruzione jsr. Normalmente, il 
controllo ritorna da una subroutine al punto di chiamata attraverso l’istruzione ret, ma 
sono possibili anche altri punti di uscita dovuti alle eccezioni. Il verificatore permette 
che la stessa variabile locale assuma tipi diversi tra differenti invocazioni della stessa 
subroutine (polimorfismo). Il polimorfismo complica notevolmente il processo di 
verifica. 
Per preservare l’integrità degli oggetti, il verificatore richiede che un nuovo 
oggetto sia inizializzato prima che venga usato1 per la prima volta. Anche il modo di 
trattare l’inizializzazione degli oggetti risulta essere complicato per il verificatore. 
 
Questa tesi espone e analizza i limiti del verificatore standard soffermandosi, in 
particolare, sul problema delle subroutines. Esistono esempi di programmi Java legali, 
che sono respinti dal Bytecode Verifier. Tali esempi mostrano che la Bytecode 
Verification introdotta dalla Sun non opera nel modo corretto per tutti i programmi 
Java. 
                                                          
1 Usare un oggetto comprende l’invocazione di un suo metodo o l’accesso a uno dei suoi campi. 




Per superare i limiti del verificatore standard, sono stati proposti algoritmi 
alternativi, ciascuno orientato alla risoluzione di un particolare problema in cui incorre 
l’algoritmo di verifica standard. In questa tesi si propone una soluzione al problema 
delle subroutines differente da quelle presenti in letteratura, poiché non coinvolge 
l’algoritmo di verifica standard. La soluzione proposta si basa su uno strumento di 
trasformazione del bytecode Java, che apporta delle modifiche al codice prima che 
questo sia verificato. 
L’obiettivo della tesi è stato quello di realizzare uno strumento di trasformazione 
del bytecode Java al fine di evitare che alcuni bytecode generati da programmi Java 
legali siano respinti dal verificatore standard. Lo strumento per la trasformazione del 
programma opera direttamente sul codice prima che questo sia sottoposto alla Bytecode 
Verification e genera un nuovo codice modificando l’originale, senza però alterarne la 
semantica. Il codice prodotto dalla trasformazione subirà la verifica del bytecode. 
Il lavoro di questa tesi si apre con una descrizione generale della piattaforma 
Java, nel Capitolo 2. Nel Capitolo 3 si esegue un’analisi approfondita dell’algoritmo di 
verifica del bytecode implementato dalla Sun Microsystems; segue poi, nel Capitolo 4, 
lo studio dei problemi generati da tale algoritmo nell’ambito della verifica delle 
subroutines e delle soluzioni proposte in letteratura per una verifica più efficiente. Nel 
Capitolo 5 è descritta la soluzione a trasformazione di programma e nel Capitolo 6 è 
presentata una possibile implementazione dello strumento di trasformazione del 
bytecode Java e una sua applicazione. Il Capitolo 7 riporta le conclusioni e possibili 
sviluppi futuri. Infine, in appendice è riportato il codice dello strumento di 




La Piattaforma Java 
 
 
La piattaforma Java fu inizialmente sviluppata per risolvere i problemi legati alla 
realizzazione di software orientato ad applicazioni di rete rivolte a qualsiasi utente. Essa 
è stata progettata per supportare architetture multiple e per permettere la distribuzione 
sicura di componenti software attraverso la rete.  
Per ottenere questi risultati, il codice compilato deve avere i seguenti requisiti: 
? mantenere l’integrità durante il trasporto attraverso la rete,  
? operare su qualsiasi client, 
? assicurare al client che la sua esecuzione è sicura.  
La piattaforma Java è una piattaforma aperta, altamente scalabile e fornisce un 
modello di sicurezza in grado di proteggere i dati nelle applicazioni internet. Essa 
consente di scrivere programmi eseguibili su tutte le piattaforme capaci di supportare un 
interprete Java, ormai parte integrante di molti dei principali Web browser. La 
tecnologia Java è basata su un linguaggio di programmazione object-oriented (OOP, 




Object-Oriented Programming) di elevata produttività progettato da Sun Microsystems, 
che supporta la portabilità e i requisiti di elaborazione distribuita per le applicazioni e-
business. 
I programmi Java sono compilati in applet o application, ma il codice di 
compilazione non contiene codice macchina. L'output del compilatore è un codice 
binario chiamato bytecode, ovvero un codice intermedio fra il codice sorgente e quello 
macchina, che può essere trasmesso attraverso le reti di computer, Internet inclusa. 
Gli elementi portanti della Piattaforma Java sono:  
1. Il linguaggio di programmazione Java; 
2. La Java Virtual Machine. 
La Figura 2.1 sintetizza il meccanismo di funzionamento della Piattaforma Java: come 
si può osservare le applets e le applicazioni non sono eseguite direttamente sui vari 
sistemi operativi, ma sono eseguite sulla piattaforma Java che si interfaccia come strato 
uniforme con tutti i sistemi operativi più diffusi. 
 
 
Figura 2.1 La Piattaforma Java 




2.1 Il linguaggio di programmazione Java 
Java è un linguaggio di programmazione object-oriented molto simile a C++, ma 
più semplice e più rapido per lo sviluppatore. 
Il linguaggio di programmazione Java presenta alcune caratteristiche che 
contribuiscono a realizzare le proprietà di semplicità, affidabilità, sicurezza e robustezza 
che lo contraddistinguono: 
? General Purpose: Java è un linguaggio general-purpose, ma le sue 
caratteristiche lo rendono particolarmente adatto per le applicazioni Web 
Oriented. La tecnologia Java è, infatti, la più adatta a questo tipo di 
applicazioni grazie alla sua portabilità, al multithreading e alla semplicità 
nell’uso dei protocolli di comunicazione. 
? Object Oriented: Java è un linguaggio di programmazione object-oriented. 
Lo si può definire “puro” perché a differenza del C++, definito “ibrido”, non 
consente una programmazione strutturata. 
? Concorrente: Java risulta particolarmente adatto allo sviluppo di 
applicazioni distribuite grazie al meccanismo di multithreading che lo 
caratterizza. 
? Fortemente tipato: la gestione dei tipi risulta essere molto rigida a causa 
dell’impossibilità di eseguire il casting tra due variabili di tipo differente. 
? Assenza dei puntatori: il codice Java è più sicuro di altri, quali il codice 
C++, per l’assenza dei puntatori aritmetici. 
? Gestione automatica della memoria: la gestione della memoria è stata 
affidata al sistema, che effettua la deallocazione di oggetti con l’ausilio di un 




Garbage Collector. In pratica, il programmatore non si deve preoccupare di 
deallocare gli oggetti che non utilizza più: ci pensa il supporto a tempo di 
esecuzione a liberare la memoria dagli oggetti che risultano inutilizzati 
perché non più riferiti da alcuna variabile. La JVM, dunque, gestisce 
automaticamente la memoria garantendo la sicurezza e la semplicità di 
programmazione. 
 
2.2 La Java Virtual Machine 
La Java Virtual Machine (JVM) è il cuore della piattaforma Java ed è il 
componente responsabile della sua portabilità e della capacità di proteggere gli utenti da 
programmi maliziosi. La JVM rappresenta un ambiente di esecuzione sicuro per i 
programmi Java compilati, che opera nello stesso modo attraverso l’intera gamma di 
piattaforme host. Si tratta un vero e proprio soft computer implementato tramite 
software. Il suo codice rappresenta una macchina astratta capace di "adattarsi" ai 
microprocessori esistenti.  
La JVM è una macchina virtuale che, come una macchina reale, ha un proprio 
instruction set e interagisce con diverse aree di memoria a run time. Quando un file 
.java viene compilato si ottiene un file “tradotto” in un macrolinguaggio chiamato 
bytecode (vedi Figura 2.2). Il bytecode è un particolare formato binario, il formato file 
.class che, però, non è codificato per il linguaggio macchina del processore. Il file class, 
infatti, non viene eseguito dal processore, ma è la JVM che interpreta le istruzioni 
bytecode e trasmette i comandi corrispondenti al processore. Non essendo il codice 
bytecode legato ad una particolare architettura hardware, si è raggiunto lo scopo 




fondamentale del linguaggio Java: funzionare su ogni tipo di hardware che possegga 
un’implementazione della JVM. 
 
 
Figura 2.2 Passaggio da un file .java a un file .class mediante compilazione 
Con queste caratteristiche sono stati eliminati i tradizionali vincoli con il sistema 
operativo permettendo, in tal modo, la portabilità del codice scritto (Figura 2.3). 
Per motivi di sicurezza, la JVM richiede che un file class segua delle regole 
strutturali e che abbia un formato preciso. Tuttavia, qualsiasi linguaggio, le cui 
funzionalità sono espresse in termini di un valido file class, può essere interpretato dalla 
JVM. I file class contengono le istruzioni bytecode, una tabella dei simboli e altre 
informazioni di ausilio. Tali file sono assemblati da una varietà di sorgenti e attraverso 
la rete raggiungono l’host, sulla cui macchina vengono eseguiti da un’implementazione 
della JVM. Poiché la JVM non possiede informazioni sicure circa la provenienza dei 
file class in esecuzione, è necessario che il codice bytecode in essi contenuto sia 
esaminato per accertarsi che questi non eseguono operazioni illegali. 





Figura 2.3 Collocazione della Java Virtual Machine 
Per non rallentare l’esecuzione, quasi tutte le implementazioni esistenti della 
JVM usano un verificatore per compiere questa verifica staticamente.  
 
2.2.1 Caratteristiche dell’architettura 
La JVM è una macchina a stack che lavora con dati rappresentati da words. Una 
word è una quantità astratta che può rappresentare i tipi primitivi byte, char, short, 
int o float, riferimenti a oggetti, ecc. I tipi long e double sono rappresentati su 
due words.  
La JVM è costituita da: 
? Un insieme di registri, o variabili locali, per mantenere lo stato della 
macchina durante la sua operazione; 
? Uno stack, suddiviso in frames, uno per ogni metodo; 
? Un garbage-collected heap, cioè un’area dati in cui vengono allocati gli 
oggetti; 
? Una method area, per memorizzare il codice compilato e tutte le 
informazioni relative alla compilazione. 
L’architettura della JVM è rappresentata nella seguente figura: 
 





Figura 2.4 Architettura della Java Virtual Machine 
Method Area: 
La method area memorizza le strutture dei metodo, cioè il costant-pool, i dati e 
il codice per i metodi e i costruttori. Tale area è condivisa tra tutti i metodi. 
Frames: 
Ogni volta che un metodo è invocato viene creato un nuovo frame, quindi 
ognuno di essi è associato con l’esecuzione di un singolo metodo. Un frame a sua volta, 
è costituito dalle seguenti due componenti: 
1. una array di variabili locali, 
2. un operand stack. 
L’array di variabili locali memorizza le variabili che verranno usate nel metodo. 
Esse sono accedute direttamente attraverso un indice e contengono i valori specifici 
dell’invocazione di un dato metodo. L’operand stack contiene un certo numero di 
words, accedute secondo la politica LIFO dalle istruzione bytecode. In esso si 
memorizzano i risultati intermedi, gli argomenti e i risultati di un metodo. 




2.3 Il meccanismo delle Applets 
Con Java si possono creare due tipi di programmi: le consuete applicazioni e le 
applets, cioè piccoli programmi che possono essere scaricati da server remoti ed 
eseguiti sulla macchina locale. La differenza sostanziale tra questi due tipi di 
programma è che le applets vengono inseriti in pagine HTML e generalmente vengono 
visualizzate dagli utenti all'interno di Web browsers. In altre parole, un'applet non è 
altro che una applicazione Java che gira su web. 
L'esecuzione di un applet avviene attraverso i seguenti passi: 
? L'utente richiede una o più applet ad un Web server; 
? Il codice viene interpretato dalla JVM, che lo converte in linguaggio 
macchina; 
? I risultati vengono visualizzati grazie ad una GUI (Graphical User Interface). 
Se l'impiego di pagine dal contenuto eseguibile, da un lato comporta un 
vantaggio per l'utente, perché gli permette un approccio molto più dinamico e interattivo 
con la rete, dall'altro introduce nuovi problemi legati soprattutto alla sua sicurezza. I 
rischi stanno nel fatto che un programma scaricato dalla rete ed eseguito sulla macchina 
locale, ha in sé tutte le potenzialità per arrecare un danno all'utente e il rischio è tanto 
più grande quanto maggiore è la sua capacità di accesso alle funzionalità della macchina 
stessa. 
 




2.4 Il problema della sicurezza in Java 
Le applets Java pongono agli sviluppatori il problema della sicurezza, poiché è 
teoricamente possibile eseguire programmi che possono introdurre virus, modificare il 
file system, prelevare dati o comunque in generale danneggiare le informazioni residenti 
sulla macchina. 
 
2.4.1 Potenziali problemi causati da codice eseguibile 
È possibile raggruppare gli attacchi sferrabili dalle applets, secondo quattro 
tipologie: 
1. Integrity attacks  
? Perdita o modifica dei file residenti sulla macchina client; 
? Modifiche alla memoria utilizzata; 
? Chiusura di processi in corso. 
2. Availabilities attacks  
? Allocazione di grandi quantità di memoria; 
? Creazione di centinaia di finestre sullo schermo; 
? Modifiche della priorità dei processi in corso. 
3. Disclousure attacks  
? Violazione della privacy dell'utente, prelievo di informazioni come per esempio 
account e password; 
? Spionaggio industriale. 
4. Annoyance attacks  




? Emissione di suoni dal computer dell'utente; 
? Visualizzazioni di immagini fastidiose sullo schermo dell'utente. 
 
Il problema della sicurezza si fa ancora più stringente se si fa riferimento alla 
tecnologia Java card, con cui è permesso scaricare applet sulle cosiddette smart cards 
in aree di applicazione, come, ad esempio, pagamenti e cellulari. Non è accettabile che 
un applet possa eseguire transazioni di pagamento non autorizzate. 
 
2.5 Modello di sicurezza di Java 
La soluzione a questo problema, che l’ambiente di programmazione Java 
propone, è quella di eseguire le applets in un ambiente controllato, una sorta di camera 
stagna che prende il nome di Sandbox. Questo sofisticato meccanismo, prevede una 
serie di barriere successive, che sono in grado di proteggere totalmente l'utente. La 
sicurezza offerta da questa soluzione è prettamente software ed è legata in maniera 
imprescindibile al modo in cui il sandbox è stato progettato e realizzato. 
Il Sandbox è un livello di isolamento che impedisce l’accesso diretto alle risorse 
della macchina e che permette di implementare una strategia di controllo. La sicurezza 
del modello a Sandbox risiede nelle seguenti componenti: 
1. Le applets non sono compilate in codice macchina eseguibile, ma in 
istruzioni bytecode per la JVM del browser. La virtual machine manipola 
dati ad un livello più alto, cioè astrazioni dei dati più sicure rispetto a quelli 




del processore, come ad esempio, riferimenti ad oggetto piuttosto che 
indirizzi di memoria. 
2. Alle applets non è consentito un accesso diretto alle risorse hardware, le 
porte seriali, il disco, ecc., ma solo ad un insieme di API (Application 
Program Interface), cioè classi e metodi che eseguono controlli appropriati 
sugli accessi prima di interagire con l’esterno per conto dell’applet. 
3. Subito dopo il download, il codice bytecode dell’applet è sottoposto ad 
un’analisi statica chiamata Bytecode Verification, il cui obiettivo è garantire 
che il codice dell’applet sia ben tipato e non tenti di eludere le protezioni. 
 
Per realizzare il Sandbox, Java ha implementato un meccanismo difensivo molto 
sofisticato, organizzato secondo tre livelli: 
1. Bytecode Verifier, 
2. Class Loader, 
3. Security Manager. 
Il Bytecode Verifier è la prima maglia della catena di sicurezza (security chain). 
Esso è invocato dal Class Loader prima che venga lanciata l’esecuzione di un’applet 
scaricata e svolge i seguenti compiti: 
? Controlla che l’applet risponda alle specifiche del linguaggio Java; 
? Controlla che l’applet non violi le restrizioni sulla gestione della memoria; 
? Controlla che l’applet rispetti il controllo dei tipi sui dati. 
Il Class Loader rappresenta il secondo livello di sicurezza. In Java tutti gli 
oggetti sono ottenuti come istanze di opportune classi, compito del Class Loader è 




determinare come e quando un’applet può aggiungere una classe (e quindi del codice). 
Le sue funzioni principali sono: 
? Scaricare il codice dalla macchina remota; 
? Dividere le classi che vengono caricate dalla macchina locale in zone di 
memoria separate chiamate namespace, suddividendole in base alla loro 
provenienza. In particolare si riesce a prevenire che un'applet crei un proprio 
Class Loader; 
? Impedire che un’applet possa accedere a metodi del Class Loader del 
sistema. 
Il Security Manager, terzo ed ultimo anello della catena, rafforza i confini 
intorno al Sandbox. Esso esamina i modi con cui un’applet può usare le interfacce 
visibili, restringendone eventualmente il campo d'azione (Figura 2.5). È un modulo che 
esegue verifiche run-time su metodi considerati pericolosi. La JVM consulta il Security 
Manager ogni volta che viene tentata una operazione. Se questa è ritenuta pericolosa, il 
modulo pone il suo veto generando una Security Exception. E' interessante osservare la 
filosofia seguita da questo modulo. Il Security Manager blocca ogni operazione "a 
rischio" e non solo quelle che effettivamente arrecano un danno all'utente. In definitiva, 
poiché una operazione di scrittura sul disco rigido, potrebbe immettere un virus nel 
sistema, si impedisce l'esecuzione di qualunque operazione di scrittura. 
 





Figura 2.5 Il Security Manager filtra il codice scaricato dalla rete 
Il Security Manager svolge altre numerose funzioni fra le quali:  
? Controllare tutte le operazioni sulle Socket come connect e accept;  
? Controllare gli accessi al File System, per proteggere file, dati personali ed in 
generale, informazioni riservate; 
? Controllare la creazione di programmi di sistema e le chiamate ai processi 
del Sistema Operativo; 
? Prevenire l'installazione di un secondo Class Loader oltre a quello presente 
nella JVM, in modo da evitare conflitti nell'assegnazione degli spazi dei 
nomi. 
Un Security Manager può essere completamente personalizzabile ma non può 






Verifica del bytecode Java 
 
 
I programmi Java [9] sono compilati in file class; tali file sono eseguiti dalla 
Java Virtual Machine. Un file class contiene sostanzialmente le stesse informazioni 
della classe Java o dell’interfaccia da cui esso è stato generato; la differenza sta nel fatto 
che il codice di ogni metodo è sostituito da una sequenza di istruzioni chiamata 
bytecode. 
Java è stato progettato per essere type-safe, cioè il tipo di un valore determina 
l’insieme di operazioni permesse su quel valore. Per esempio, non è possibile convertire 
un intero in un riferimento a oggetto o accedere ad un array oltre il suo limite. Il 
controllo sui tipi risulta quindi, alla base della sicurezza di Java. 
I compilatori Java eseguono in modo statico la maggior parte dei controlli 
necessari alla sicurezza dei tipi; solo la verifica delle proprietà che non possono essere 
accertate staticamente viene fatta a run-time. Nondimeno, la JVM non ha garanzie sulla 
provenienza dei file class, come, ad esempio, le applet Web provenienti da siti Internet 




remoti, né ha modo di riconoscere i programmi prodotti da compilatori e 
successivamente modificati. 
La verifica del bytecode (Bytecode Verification) è il principale meccanismo che 
assicura la correttezza dei tipi nella JVM. Prima di essere eseguito, il codice compilato 
viene esaminato dal Bytecode Verifier per stabilire se le proprietà sulla correttezza dei 
tipi saranno soddisfatte durante l’esecuzione del codice stesso. Questo meccanismo 
solleva la JVM dal testare tali proprietà a run-time, migliorando notevolmente le 
prestazioni. 
Poiché la sicurezza Java è basata sulla correttezza dei tipi, una valida 
realizzazione della Bytecode Verification è fondamentale per la sicurezza di una 
implementazione della JVM. Lacune nella verifica del bytecode costituiscono potenziali 
punti di attacco sfruttabili da programmi maliziosi per danneggiare gli altri meccanismi 
di sicurezza della JVM. 
 
3.1 Verifica dei file class 
I file class possono provenire da diverse sorgenti, quali ad esempio il file system 
locale o una connessione di rete. La JVM non ha garanzie circa la provenienza di tali 
file e sulla correttezza del loro formato. Applicazioni, come HotJava Browser della Sun, 
scaricano applicazioni già compilate in file class, quindi il browser deve determinare se 
il file compilato è stato prodotto da un compilatore o da un “avversario” che intende 
danneggiare la virtual machine. 




I file class vengono presentati alla JVM come sequenze di byte, da cui essa crea 
le rappresentazioni interne di classi o interfacce. La verifica dei file class è il processo 
che accerta che una sequenza di byte costituisce un file class valido. 
Il verificatore dei file class è indipendente da qualunque compilatore; esso ha il 
compito di certificare non solo il codice generato dai compilatori Java, ma anche il 
codice che altri compilatori possono generare. Un file class che soddisfa i criteri 
strutturali e le regole statiche della JVM sarà certificato dal verificatore. 
Il verificatore è indipendente anche dal linguaggio di programmazione Java, 
cioè, programmi scritti in altri linguaggi possono essere compilati in file class, ma 
passeranno la verifica solo se tutte le regole sono soddisfatte. 
 
3.2 Il processo di verifica 
La verifica dei file class è descritta in [9] e consiste di quattro passi: 
Passi 1-2: verifica del formato del file class. In questi passi sono testati alcuni 
requisiti “impliciti”: 
? Il constant pool deve essere ben formato; 
? Non ci devono essere cicli nella gerarchia dei tipi. Questo test 
coinvolge non solo il file class in esame, ma anche le classi e le 
interfacce caricate correntemente nella JVM. 
Tale verifica esclude l’analisi della sequenza di byte che costituisce il codice dei 
metodi. 




Passo 3: verifica che ogni sequenza di byte costituisce un codice valido per ogni 
metodo. Tale verifica viene fatta attraverso un’analisi del flusso dati. Il 
verificatore controlla che, per ogni punto del programma: 
? L’operand stack sia sempre della stessa dimensione e contenga 
sempre gli stessi tipi per i valori; 
? Nessuna variabile locale sia acceduta se non contiene un valore del 
tipo appropriato; 
? I metodi siano invocati con gli argomenti corretti; 
? I campi siano assegnati solo usando valori del tipo giusto; 
? Gli operandi di tutte le istruzioni siano del tipo appropriato sia 
nell’operand stack, sia nell’array delle variabili locali; 
? L’indice di una variabile locale usata come operando sia nel range 
delle variabili locali del metodo. 
Passo 4: verifica che i riferimenti simbolici dalle istruzioni alle classi, alle 
interfacce, ai campi e ai metodi siano corretti. Ad esempio: 
? deve esistere il metodo riferito simbolicamente dalla 
invokevirtual, deve avere i tipi degli argomenti e il tipo di 
ritorno come quelli indicati e deve essere accessibile dalla classe in 
cui si trova la invokevirtual. 
 
La Bytecode Verification consiste nel Passo 3. 
 




3.3 Obiettivi della Bytecode Verification 
Il passo 3 del processo di verifica è il più complesso dei quattro passi della 
verifica dei file class. 
L’obiettivo della Bytecode Verification è testare se una sequenza di byte 
costituisce codice valido per un metodo. 
Un’istruzione è rappresentata da un opcode su un byte, che specifica 
un’operazione da eseguire, seguito da zero o più operandi, che indicano il dato su cui 
operare. La Bytecode Verification deve: 
? Testare, preliminarmente, la sequenza di byte che costituisce un’istruzione, 
cioè verificare la correttezza dell’opcode; 
? Successivamente, deve stabilire che la sequenza di istruzioni soddisfano le 
proprietà sulla correttezza dei tipi. 
Se lo spazio “code” in Figura 3.1 rappresenta tutto il codice possibile, cioè tutte 
le realizzabili sequenze di byte, allora lo spazio “acceptable code” delimita il codice 
accettabile dalla Bytecode Verification. Questo codice consiste di tutte le sequenze di 
byte che codificano le istruzioni tali da soddisfare le proprietà sulla correttezza dei tipi. 
Tali proprietà sono quelle che devono essere testate al passo 3 della verifica dei file 
class. 
Sfortunatamente, non è chiaro se una sequenza di byte è un codice sicuro. Infatti, 
alcune proprietà possono essere verificate solo approssimativamente. 





Figura 3.1 Requisiti per una verifica ottimale 
Per tale motivo si fa un’ulteriore distinzione del codice fra “acceptable code” e 
“accepted code”: lo spazio “accepted code” delimita il codice che dovrebbe essere 
accettato dal verificatore. Infine, lo spazio “compiled code” delimita il codice generato 
dai compilatori. 
La situazione reale è diversa da quella mostrata in Figura 3.1. I programmi 
bytecode che derivano da compilazione sono un sottoinsieme dei programmi accettati 
dal verificatore della JVM. Tale situazione è rappresentata in Figura 3.2. 
La definizione del “codice accettato” esprime un ottimo trade-off tra due 
principi: 
1. la Bytecode Verification dovrebbe essere il più possibile semplice ed 
efficiente; 
2. la Bytecode Verification dovrebbe accettare quanto più codice possibile. 
Privilegiare il primo principio significa limitare i compilatori futuri e rifiutare qualche 
codice generato dai compilatori correnti. Privilegiare il secondo principio rende le 
implementazioni più suscettibili a errori e, dunque, ad attacchi che sfruttano tali errori. 






Figura 3.2 Verifica del bytecode: situazione reale 
Affinché tutto il codice compilato cada all’interno dello spazio “accepted code” 
sarebbe necessario un accordo con i progettisti dei compilatori. 
3.4 Il Bytecode Verifier 
Il Bytecode Verifier esamina i file class, costruisce le informazioni di stato sui 
tipi, e verifica i tipi dei parametri di tutte le istruzioni del bytecode. 





Figura 3.3 La piattaforma Java 
La Figura 3.3 mostra il flusso dati e di controllo dal codice sorgente Java, 
attraverso il compilatore, al Class Loader e al Bytecode Verifier e, quindi, alla Java 
Virtual Machine, che contiene l’interprete e il sistema a runtime. È importante 
sottolineare che il Class Loader e il verificatore non hanno alcuna informazione circa la 
provenienza del codice sorgente del bytecode: il codice potrebbe essere importato dal 
sistema locale o dalla rete e, quindi, da qualunque sito della rete. Il verificatore del 
bytecode garantisce che il codice passato all’interprete Java è in uno stato corretto per 
essere eseguito. Solo dopo aver superato tutti i test di verifica è permesso al codice 
importato di essere eseguito. 
Il verificatore deve controllare che il codice da eseguire rispetti le seguenti 
condizioni: 
? Nessuno stack overflow/underflow: un’istruzione non può estrarre un 
argomento da uno stack vuoto, né inserirlo in uno stack pieno. 




? Correttezza dei tipi: i tipi dei parametri di tutte le istruzioni bytecode 
devono essere sempre corretti. 
? Controllo di accesso: invocazioni dei metodi, accesso ai campi e riferimenti 
a classi devono rispettare i modificatori di accesso (public, private, 
protected, ecc.). 
? Inizializzazione dei registri: una load su un registro deve sempre seguire 
una store su quel registro, cioè non si può eseguire una load su un 
registro non inizializzato. 
? Inizializzazione degli oggetti: quando si crea un’istanza di una classe o di 
una variabile si deve invocare un metodo per l’inizializzazione prima che 
l’istanza possa essere usata. 
? Mantenimento all’interno del codice: il program-counter deve puntare 
sempre all’interno del metodo e all’inizio della codifica di un’istruzione 
valida. 
Esistono due modi per garantire queste condizioni: 
1. Eseguire la verifica dinamicamente, durante l’esecuzione del bytecode. 
Questa tecnica, chiamata in letteratura Defensive JVM Approach [4], implica 
un considerevole spreco di risorse e introduce un notevole ritardo 
nell’esecuzione. 
2. Eseguire la verifica solo una volta attraverso un’analisi statica del codice 
bytecode, durante la fase di caricamento. 




Chiaramente, si è scelto di eseguire la verifica del bytecode secondo la modalità indicata 
al punto 2: il bytecode che supera la verifica può essere eseguito velocemente senza 
ulteriori verifiche dinamiche, migliorando notevolmente le prestazioni. 
 
3.5 Algoritmo standard del Bytecode Verifier 
La prima azione del processo del Bytecode Verifier è identificare le istruzioni 
bytecode e i loro argomenti. Questa operazione viene eseguita in due passi: 
1. Il verificatore cerca l’inizio di ogni istruzione e lo memorizza in una tabella; 
2. Esegue il parsing delle istruzioni. 
Tale operazione implica la costruzione di una particolare struttura dati in cui 
memorizzare ogni istruzione con i rispettivi argomenti. A questo punto, si testa la 
validità degli argomenti: 
? Tutti gli argomenti delle istruzioni di controllo di flusso devono produrre 
salti all’inizio di una valida istruzione. 
? Tutti i riferimenti a variabili locali devono essere legali. Cioè, un’istruzione 
non dovrebbe tentare di leggere o scrivere su una variabile locale che non 
appartiene a quelle dichiarate da un metodo. 
? Tutti i riferimenti al constant pool devono essere riferiti a un entry del tipo 
appropriato.  
? Tutti gli opcode devono avere un numero corretto di argomenti. 
? Ogni exception handler deve avere i punti di inizio e fine all’inizio di una 
istruzione valida con lo start point prima dell’end point. Inoltre, l’offset 
dell’exception handler deve essere l’inizio di un’istruzione valida. 





Dopo aver stabilito che il bytecode è sintatticamente corretto, il verificatore ha il 
compito di analizzare il comportamento a runtime del codice. 
Per fare questa analisi, il verificatore deve tenere traccia di due tipi di 
informazione per ogni istruzione: 
1. Lo stato dello stack prima di eseguire quell’istruzione, cioè il numero e il 
tipo degli oggetti nello stack; 
2. I contenuti delle variabili locali prima di eseguire quella istruzione. Si tiene 
traccia solo del tipo della variabile locale, il suo valore è ignorato. 
Per ciascuna istruzione, un changed bit indica se l’istruzione deve essere 
esaminata. Prima che l’analisi del flusso dati abbia inizio, si esegue la procedura di 
inizializzazione: 
? Il changed bit di ogni istruzione è messo a 0. 
? Per la prima istruzione, lo stack è marcato come vuoto e le variabili locali 
corrispondenti agli argomenti del metodo sono inizializzate con i tipi 
appropriati. 
? Tutte le altre variabili locali dichiarate come usate dal metodo sono marcate 
con valori “illegali”. 
? Il changed bit della prima istruzione viene settato, indicando che l’analisi del 
flusso dati deve iniziare proprio da questa istruzione. 
Il verificatore esamina un metodo alla volta, assumendo che tutti gli altri metodi sono 
ben tipati durante la verifica del metodo corrente. 
 




3.5.1 Algoritmo di verifica 
L’algoritmo del verificatore esegue ciclicamente i seguenti passi: 
1. Seleziona un’istruzione della virtual machine il cui changed bit è settato: 
? Se nessuna istruzione ha il changed bit settato, il metodo è stato 
verificato con successo; 
? Altrimenti, si mette a zero il changed bit dell’istruzione selezionata e si 
procede al passo successivo. 
2. Emula l’effetto dell’istruzione sullo stack e sulle variabili locali: 
? Se l’istruzione usa valori dallo stack, si assicura che ci siano sufficienti 
elementi nello stack e che gli elementi in cima ad esso siano del tipo 
appropriato; 
? Se l’istruzione inserisce valori nello stack, si assicura che nello stack ci 
sia sufficiente spazio per i nuovi elementi e ne aggiorna lo stato 
considerando i valori inseriti; 
? Se l’istruzione legge una variabile locale, si assicura che la variabile 
specificata contenga un valore del tipo giusto; 
? Se l’istruzione scrive un valore su una variabile locale, aggiorna il tipo 
della variabile con quello del nuovo valore. 
3. Determina l’insieme di tutte le possibili istruzioni che possono essere 
eseguite subito dopo. Le istruzioni “successori” possono essere: 
? L’istruzione immediatamente successiva, se l’istruzione corrente non è 
un’istruzione di trasferimento di controllo incondizionato goto, 




return, athrow, ecc.. La verifica fallisce se è possibile saltare oltre 
l’ultima istruzione del metodo; 
? L’etichetta di salto per istruzioni di controllo condizionato o 
incondizionato; 
? La prima istruzione di tutti gli handler per l’istruzione corrente. 
4. Per ognuna delle possibili istruzioni “successori” fa il merge dello stato 
dello stack e delle variabili locali, dopo l’esecuzione dell’istruzione 
corrente, con lo stato che precede l’esecuzione dell’istruzione 
“successore”. Nel caso di un exception handler, cambia lo stack in modo 
che questo contenga un singolo oggetto del tipo dell’eccezione, indicato 
dall’informazione mantenuta dall’exception handler.  
? Se è la prima volta che l’istruzione “successore” è stata visitata, stabilisce 
che lo stack ed i valori delle variabili locali sono quelli calcolati ai passi 2 
e 3. Inoltre setta il changed bit per l’istruzione “successore”. 
? Se l’istruzione “successore” è stata precedentemente esaminata, esegue il 
merge dello stack e dei valori delle variabili locali calcolati ai passi 2 e 3 
con i valori correnti. Infine setta il changed bit dell’istruzione 
“successore” se è stata fatta qualche modifica. 
5. Torna al passo 1. 
 
La procedura di merge sugli operand stack viene fatta come segue: 
? Se gli stack hanno dimensioni diverse, allora c’è un errore e la verifica 
fallisce. 




? Se lo stack contiene esattamente gli stessi tipi, allora il merge non 
modifica lo stato dello stack. 
? Se gli stack hanno la stessa dimensione, ma in posizioni corrispondenti 
hanno riferimenti ad oggetto di tipo diverso, allora lo stack ottenuto 
dall’operazione di merge avrà un riferimento alla prima superclasse dei 
due tipi. È sempre possibile fare il merge tra riferimenti a oggetto poiché 
il tipo Object è una superclasse di tutti i tipi di classe e interfaccia1. 
Per eseguire la procedura di merge sugli stati delle varibili locali, si confrontano le 
coppie di variabili corrispondenti: 
? Se i due tipi non sono uguali, a meno che non siano riferimenti, il 
verificatore registra che la variabile locale contiene un valore non 
utilizzabile. 
? Se entrambe le variabili contengono un riferimento, il risultato 
dell’operazione di merge è un riferimento a un’istanza della prima 
superclasse dei due tipi. 
 
                                                          
1 In Java è proibita l’ereditarietà multipla, cioè non è possibile che una classe derivi da più di una classe 
padre. Il modello a ereditarietà singola adottato nel linguaggio Java prevede che, esclusi i tipi predefiniti, 
ogni classe derivi da una sola classe padre, e che tutte le classi facciano capo alla classe Object. 






Figura 3.4 Procedura di merge 
Nella Figura 3.4 sono presentati due esempi della procedura di merge: il primo 
mostra un risultato corretto dell’operazione, il secondo esempio è un caso di esito 
negativo del merge. 
Se l’analisi del flusso dati eseguita sul metodo non riporta alcun errore, allora il 
metodo è stato verificato con successo dal Passo 3 della Verifica del file class. 
 
3.6 L’interprete astratto 
Il componente principale dell’algoritmo di verifica descritto sopra è l’interprete 
astratto dell’instruction set della JVM. L’interprete astratto esegue i test di controllo, 




quali il test sui tipi, di stack underflow e overflow, ecc., operando sui tipi e non sui 
valori. Esso, quindi, manipola uno stack di tipi (una sequenza di tipi) e un array in cui è 
associato un tipo ad ogni registro e simula l’esecuzione delle istruzioni a livello di tipo. 
Per esempio, per l’istruzione iadd, che effettua la somma fra due interi, l’interprete 
compie le seguenti azioni: 
? Verifica che lo stack contenga almeno due elementi (assenza di underflow); 
? Verifica che i due elementi in cima allo stack siano di tipo int; 
? Preleva dalla cima dello stack due elementi; 
? Inserisce in cima allo stack il tipo int, risultato della somma degli elementi 
prima estratti. 
La Figura 3.5 definisce formalmente l’interprete astratto su un numero 
rappresentativo di istruzioni bytecode. Il simbolo Mstack indica la dimensione massima 
dello stack, mentre Mreg rappresenta il massimo numero di registri. 
L’interprete astratto è presentato come una relazione di transizione: 
i : ( M, St ) → ( M′, St′ ) 
in cui i è l’istruzione, M ed St indicano, rispettivamente, lo stato dei registri e dello stack 
prima che l’istruzione i sia eseguita, M′ ed St′ rappresentano lo stato dei registri e dello 
stack dopo che i è stata eseguita. L’assenza di una transizione denota la presenza di 
errori, quali, ad esempio, errori di tipo tra gli argomenti o stack underflow/overflow. Per 
ogni istruzione esiste una regola che specifica gli stati corretti in cui essa può essere 
eseguita e lo stato dopo la sua esecuzione. Vediamo qualche esempio: 
? l’istruzione iload x richiede che lo stack non sia pieno e che il tipo associato al 
registro x sia int. L’effetto di questa istruzione è inserire un int nello stack; 




? analogamente, l’istruzione getfield C.f.τ, che accede al campo f di tipo τ 
dichiarato nella classe C, richiede che in cima allo stack ci sia un riferimento a 
un’istanza della classe C o di una delle sue sottoclassi. Tale istruzione preleva il 
riferimento dallo stack e vi inserisce un valore di tipo τ. 
 
iconst n: ( M, St ) → ( M, int.St ) if |St| < Mstack 
ineg: ( M, int.St ) → ( M, int.St ) 
iadd: ( M, int.int.St ) → ( M, int.St ) 
iload n: ( M, St ) → ( M, int.St )  
if 0 ≤ n < Mreg and M(n) = int and |St| < Mstack 
istore n: ( M, int.St ) → ( M{n ← int}, St ) if 0 ≤ n < Mreg 
aconst_null : ( M, St ) → ( M, null.St ) if |St| < Mstack 
aload n: ( M, St ) → ( St, M(n).St ) 
if 0 ≤ n < Mreg and M(n) < : Object and |St| < Mstack 
astore n: ( M, τ.St ) → ( M{n ← τ}, St ) 
if 0 ≤ n < Mreg and τ < : Object 
getfield C.f.τ ( M, τ'.St ) → ( M, τ.St ) if τ' < : C 
putfield C.f.τ ( M, τ1.τ2.St ) → ( M, St ) if τ1 < : τ and τ2 < : C 
invokestatic C.f.σ ( M, τ'n…τ'1.St ) → ( M, τ.St ) 
if σ = τ(τ1,…, τn), τ'i < : τi for i = 1…n, and | τ.St | ≤ Mstack 
invokevirtual C.f.σ ( M, τ'n…τ'1. τ'St ) → ( M, τ.St ) 
if σ = τ(τ1,…, τn), τ' < : C, τ'i < : τi for i = 1…n, 
and | τ.St | ≤ Mstack 
 
Figura 3.5 Alcune regole per l'interprete astratto 
La notazione M{n ← τ} indica che il registro n è inizializzato con il tipo τ. 
 
3.6.1 Il Dominio dei Tipi 










? riferimenti a oggetti rappresentati dal nome completo della classe 
corrispondente, 
? array. 
È importante precisare che il tipo int identifica anche i tipi boolean, byte, short 
e char. Sono, inoltre, introdotti due nuovi tipi: 
? null, per rappresentare i riferimenti nulli, 
? Т, per rappresentare un registro non inizializzato, cioè un tipo indefinito. 
I tipi formano un dominio in cui i tipi base (int, double, ...) non sono legati da 
alcuna relazione, mentre i tipi class sono legati da una relazione specificata dalla 
gerarchia della classe. 
Le relazioni esistenti tra i diversi tipi formano una gerarchia chiamata dominio 
dei tipi. Un esempio di domino dei tipi è mostrato in Figura 3.6. 
 
 
Figura 3.6 Esempio di dominio dei tipi 




Le classi C, D ed E sono classi definite dall’utente, in cui D ed E sono le classi 
figlie, e la classe C rappresenta la classe padre così come è specificato dalla gerarchia. 
 
3.6.2 La Tabella degli Stati 
La Tabella degli Stati è la struttura dati utilizzata durante la Bytecode 
Verification per memorizzare lo stato associato ad ogni istruzione. 
Lo stato di un’istruzione al punto del programma i è così rappresentato: 
Si = ( Mi , Sti ) 
dove  
M i è un mapping dai registri locali ai tipi ed 
St i  è un mapping dagli elementi dello stack ai tipi. 
La Tabella degli Stati si realizza associando ad ogni istruzione i: 
? Un array di tipi che modella Mi. Mi(j) corrisponde al registro j; il contenuto 
dell’array corrisponde al tipo del registro corrispondente: 
{ 1: int,     2: float,     3: Т,     4: ret(L),     5: Т } 
 
? Un array di tipi che modella Sti. Lo stack è realizzato come un vettore di tipi 
che varia dinamicamente la sua dimensione: 
 




La Tabella , quindi, mantiene al proprio interno, per ogni istruzione: 
? La Label dell’istruzione, 
? L’opcode dell’istruzione, 
? Lo stato della memoria ( M i(j) ), 
? Lo stato dello stack ( St i ). 
In Figura 3.7 è illustrato un esempio di Tabella degli Stati. 
 
Label Identifier Memory Stack 
    
L iload 1 {1: int, 2: Т , 3: Т , 4: Т } () 
i ifeq A {1: int, 2: Т , 3: Т , 4: Т } (int) 
 iconst 1 {1: int, 2: Т , 3: Т , 4: Т } () 
A istore 3 {1: int, 2: Т , 3: Т , 4: Т } (int) 
 jsr L {1: int, 2: Т , 3: int , 4: Т } () 
 
Figura 3.7 Tabella degli Stati 
È importante sottolineare che un registro può avere tipi differenti in punti diversi del 
programma, ma è necessario che lo stato dopo un’istruzione sia compatibile con lo stato 
richiesto dalle istruzioni “successori”. Facendo riferimento alla Tabella di Figura 3.7, lo 
stato dopo l’esecuzione dell’istruzione i: ifeq A deve essere compatibile con gli 
stati Si+1(j) e SA(j). 
 
3.7 Worklist Algorithm 
Per applicare l’algoritmo di verifica illustrato precedentemente, si fa uso del 
cosiddetto Worklist Algorithm: in ogni istante c’è una lista (worklist) nella quale sono 




contenute le istruzioni che devono essere esaminate. Inizialmente, la situazione è la 
seguente: 
? la worklist contiene solo la prima istruzione del bytecode (ricordiamo che si 
esegue la verifica di un metodo per volta).  
? I tipi dello stack e dei registri rappresentano lo stato all’ingresso del metodo: 
- lo stack è vuoto, 
- i tipi dei registri corrispondenti ai parametri del metodo 
sono settati come specificato nell’intestazione del metodo 
stesso, 
- i registri rimanenti conterranno il tipo indefinito T. 
Si indicano con il termine before-state gli stati della memoria e dello stack prima 
dell’esecuzione di un’istruzione, e con il termine after-state gli stati dopo che 
l’istruzione è stata eseguita. 
Il Worklist Algorithm esegue ciclicamente i seguenti passi: 
1. Estrae dalla worklist un’istruzione; 
2. Usando l’interprete astratto, applica la regola di transizione per calcolare 
l’after-state dell’istruzione corrente dato il suo before-state; 
3. Calcola le istruzioni “successori” dell’istruzione corrente nel flusso del 
programma; 
4. Per ogni istruzione “successore” calcola il corrispondente before-state. Se 
tale stato è cambiato, inserisce l’istruzione nella worklist. 
L’algoritmo si conclude quando la worklist diventa vuota. 




Verificare un metodo il cui codice non presenta salti è molto semplice: è 
sufficiente applicare iterativamente sulle istruzioni il Worklist Algorithm, calcolando il 
before-state dell’istruzione successiva come l’after-state dell’istruzione precedente. 
Salti ed exception handler introducono nel flusso di controllo del metodo 
biforcazioni e ricongiungimenti. In questo caso, un’istruzione può avere tanti 
predecessori, con diversi before-state per lo stack ed i registri. Questo tipo di istruzioni 
subiscono un trattamento particolare: il before-state di un’istruzione si ottiene facendo il 
least upper bound (lub) degli after-state di tutte le istruzioni che la precedono.  
 
 
Figura 3.8 Operatore least upper bound 
Le figure 2.8 e 2.9 mostrano un esempio di questa operazione: supponiamo che 
la classe C sia la classe padre per D ed E; analizziamo un costrutto condizionale che 
memorizza un valore di tipo D nel registro 0 in un ramo, e un valore di tipo E nell’altro 
ramo. Quando i due rami si incontrano nel punto di merge, si assegna al registro 0 il tipo 
C, che è il least  upper bound, cioè il supertipo comune più piccolo, di D ed E. 
Il lub di due stati può essere calcolato sia sui tipi dello stack, sia sui tipi dei 
registri. Se gli stack hanno altezza diversa, il lub è indefinito provocando il fallimento 
della verifica. Il lub tra due tipi di un registro può essere indefinito (T), per cui lo stato 
di merge di quel registro ha tipo T. Questa è la situazione in cui un registro contiene due 




valori di due tipi incompatibili nei due rami che si ricongiungono, ad esempio, tipo 
intero in un ramo e riferimento ad oggetto nell’altro. Dopo il punto di merge, tale 
registro viene trattato come se fosse non inizializzato. 
 
Figura 3.9 Operatore least upper bound applicato sulla memoria e sullo stack 
Anche il lub tra due locazioni dello stack può risultare di tipo indefinito T: in tal 
caso, il processo di verifica si interrompe immediatamente perché il valore T non è 
utilizzabile da alcuna istruzione ben tipata che agisce sullo stack. 
 
3.8 Problematiche della fase di verifica 
Esistono programmi Java compilati dal compilatore Sun, che non sono accettati 
dal verificatore. 
La Bytecode Verification della JVM presenta, dunque, qualche problema. Uno 
di questi riguarda l’inizializzazione degli oggetti: gli oggetti creati, ma non ancora 
inizializzati possono creare problemi in fase di verifica.  




Un esempio è riportato in Figura 3.10. L’istruzione new all’interno di un ciclo 
può provocare problemi. Se il loop non inizializza l’oggetto, il verificatore non può 
distinguere gli oggetti creati durante due iterazioni differenti del ciclo. 
In realtà, il principale problema della verifica del bytecode sono le subroutines, 
usate dai compilatori per generare codice più compatto. Le subroutines sono interne al 
metodo, invisibili a livello del codice sorgente Java. In presenza di subroutines 
l’algoritmo Sun rifiuta programmi corretti ed è necessario un’analisi del flusso di 
controllo ancora più precisa per accettare più programmi. Tale problema è affrontato nel 
capitolo successivo. 
 
Figura 3.10 Oggetti creati ma non inizializzati dentro un ciclo 
  
Capitolo 4 
Problemi nella verifica delle subroutines 
 
 
Le subroutines complicano il processo di verifica del bytecode: 
? Le variabili usate dalla subroutine devono avere i tipi appropriati per la 
subroutine stessa; ciò limita l’uso di tali variabili nel codice che precede la 
chiamata alla subroutine. 
? L’istruzione ret deve essere usata in un modo ben strutturato tale che la 
variabile da essa usata contenga un indirizzo di ritorno valido. 
 
4.1 Semantica delle subroutines 
Le subroutines sono usate, principalmente, per implementare il costrutto try-
finally di Java. Il blocco finally è compilato come una subroutine all’interno del codice 
bytecode per quel metodo. 




È importante precisare che la chiamata ad una subroutine è completamente 
diversa dalla chiamata di un metodo. Infatti, a differenza dell’invocazione di un metodo, 
il corpo della subroutine viene eseguito nello stesso record di attivazione del chiamante, 
e può, quindi, modificare i registri del chiamante stesso. 
Una subroutine è definita localmente all’interno del metodo. Diversamente dai 
metodi, non è possibile chiamare le subroutines in maniera ricorsiva. 
In Figura 4.1 è mostrato un esempio del codice bytecode compilato, il cui 
sorgente contiene il costrutto try-finally. 
 
  // il registro 0 è inizializzato 
0: jsr 100 // chiamata alla subroutine all’indirizzo 100 
3: …  
   
50: iconst_0  
51: istore_0 // il registro 0 qui ha tipo int 
52: jsr 100 // chiamata alla subroutine all’indirizzo 100 
55: iload_0 // inserisce nello stack il valore intero contenuto nel registro 0 
56: ireturn // torna al chiamante 
 ...  
  // Subroutine 
100: astore_1 // memorizza l’indirizzo di ritorno nel registro 1 
101: ... // esecuzione del codice che non usa il registro 0 
110: ret 1 // ritorno al chiamante 
 
Figura 4.1 Esempio di subroutine 
Come si vede dalla figura, le subroutines sono chiamate da istruzioni della seguente 
forma: 
jsr L 
L’istruzione jsr (“jump to subroutine”) inserisce nell’operand stack l’indirizzo della 
sua istruzione successiva, cioè l’indirizzo di ritorno, e salta alla subroutine di indirizzo 
L. Le subroutines sono, generalmente, definite nel modo seguente: 









L’istruzione astore x preleva dallo stack un valore, che rappresenta l’indirizzo di 
ritorno, e lo memorizza nella variabile locale x. L’istruzione ret x (“return from 
subroutine”) è un’istruzione di salto all’indirizzo memorizzato nella variabile x. 
Al termine della subroutine, l’istruzione ret trasferisce il controllo 
all’istruzione corrispondente all’indirizzo di ritorno. Il controllo può essere trasferito al 
blocco finally nei seguenti modi: 
? Se il blocco try termina normalmente, la subroutine è invocata attraverso 
l’istruzione jsr prima di valutare l’espressione successiva; 
? Se nel blocco try si trova un break o continue, che trasferisce il 
controllo fuori dal blocco, allora viene prima eseguita l’istruzione jsr; 
? Se il blocco try termina con un return, il codice compilato svolge le 
seguenti azioni: 
1. salva il valore di ritorno (se esiste) in una variabile locale, 
2. esegue una jsr al codice del blocco finally, 
3. al termine del codice finally, ritorna il valore salvato nella variabile 
locale. 
? Se nel blocco try è lanciata un’eccezione, il relativo handler effettua le 
azioni seguenti: 
1. salva l’indirizzo dell’eccezione in una variabile locale, 
2. esegue una jsr al codice del blocco finally, 




3. dopo il termine del blocco finally, viene lanciata l’eccezione. 
Consideriamo, per esempio, il metodo Java della Figura 4.2. Il corpo del blocco 
try può terminare in tre modi diversi: 
1. immediatamente se i non è uguale a 3, 
2. con un’eccezione sollevata dalla chiamata alla funzione foo(), 
3. oppure, con l’esecuzione dell’istruzione return. 
In tutti i casi, il compilatore deve garantire che il codice nel blocco finally sarà eseguito 
al termine del corpo try. 
 
 
Figura 4.2 Esempio del costrutto try-finally 
Invece di replicare il codice finally ad ogni punto di uscita, il compilatore inserisce tale 
codice in una subroutine. Il codice compilato per un’uscita da un blocco try esegue una 
jsr alla subroutine contenente il codice finally. 
Il bytecode di Figura 4.3 rappresenta un possibile risultato del metodo bar 
compilato, in cui il codice finally è inserito in una subroutine nelle linee 13-16. 
 
 





Figura 4.3 Esempio del costrutto try-finally compilato in bytecode 
 
4.2 Complessità delle subroutines 
La presenza delle subroutines nella JVM ha accresciuto la difficoltà della 
Bytecode Verification per le seguenti ragioni: 
1. L’indirizzo di ritorno dell’istruzione ret x può essere determinato solo 
dopo che il verificatore ha analizzato i valori delle variabili locali. 
In alcune situazioni, una subroutine non ritorna all’immediato chiamante, ma 
ritorna ad un altro chiamante: il chiamante del chiamante. Nel bytecode, 
l’istruzione ret prende una variabile come parametro e salta all’indirizzo 




contenuto in quella variabile. Questa semantica implica che, se non sono 
prese delle adeguate precauzioni, l’istruzione ret può restituire il controllo 
quasi ovunque. 
2. All’interno di una subroutine, le variabili locali potrebbero avere valori di 
tipi diversi dipendentemente dal punto di chiamata della subroutine stessa 
(polimorfismo). Per esempio, consideriamo come la variabile 2 è usata nel 
codice di Figura 4.3. Alla linea 7, in corrispondenza della jsr, la variabile 2 
contiene un intero e si assume che contenga ancora un intero quando la 
subroutine ritorna. Alla linea 18, la variabile 2 contiene un puntatore ad 
oggetto e si assume che contenga lo stesso tipo quando la subroutine ritorna. 
Da questo esempio, risulta evidente che, all’interno della subroutine, il tipo 
della variabile 2 dipende dal punto di chiamata della subroutine stessa. 
Usare l’istruzione ret per restituire il controllo a un indirizzo arbitrario in un 
programma può creare dei problemi, specialmente in presenza di polimorfismo. Per 
esempio, consideriamo il codice illegale di Figura 4.4. Il corpo di tale metodo ha due 
chiamate alla subroutine all’indirizzo 13. La prima volta che la subroutine viene 
chiamata, memorizza l’indirizzo di ritorno nella variabile 2 e ritorna. La seconda volta, 
ritorna al vecchio indirizzo di ritorno memorizzato nella variabile 2, cioè l’indirizzo 4. 





Figura 4.4 Bytecode Java illegale 
Questo comporta che il controllo ritorna alla linea 4, in cui il codice si aspetta che la 
variabile 0 contenga un puntatore. Però, tra la prima e la seconda chiamata alla 
subroutine, nella variabile 0 è stato memorizzato un valore intero. Così, l’istruzione 
aload_0 all’indirizzo 4 provoca wrong type e di conseguenza, il fallimento della 
Bytecode Verification. 
 
4.3 Verifica delle subroutines 
Per ragioni di efficienza, il corpo della subroutine è testato solo una volta e non, 
separatamente, per i diversi punti di chiamata. In realtà, il corpo viene controllato più di 
una volta, ma ad ogni chiamata si esegue il merge dell’ after-state della jsr con lo 
stato della prima istruzione della subroutine. Infine, si esegue il controllo della 
subroutine con il nuovo stato ottenuto dall’operazione di merge. 




Supponiamo che L sia l’indirizzo della prima istruzione della subroutine. Il 
codice viene esaminato staticamente per trovare i punti di ritorno1. L’istruzione 
successiva alla jsr L è un punto di ritorno. Lo stato SL della prima istruzione della 
subroutine è il risultato dell’operazione di merge tra tutti gli after-state dell’istruzione 
jsr L.  
Analizziamo il programma di Figura 4.5, in cui la subroutine all’indirizzo 11, 
salva nella variabile 3 l’indirizzo del punto di chiamata (4 o 7) e poi ritorna 
immediatamente al suo successore (5 o 8). In figura, i tipi indirizzo sono rappresentati 
da ret(11). Quando la subroutine è chiamata dall’indirizzo 4, la variabile 2 contiene 
un float; quando, invece, è chiamata dall’indirizzo 7, contiene un intero. Ciò significa 
che all’indirizzo 11, lo stato della variabile 2 è indefinito, cioè T. 
 
i Pi Memory (Mi) Stack (Si) 
0: iload 1 {1: int, 2: T, 3: T} () 
1: iload 1 {1: int, 2: T, 3: T} (int) 
2: idiv {1: int, 2: T, 3: T} (int, int) 
3: fstore 2 {1: int, 2: T, 3: T} (float) 
4: jsr 11 {1: int, 2: float, 3: T} () 
5: iload 1 {1: int, 2: T, 3: T} () 
6: istore 2 {1: int, 2: T, 3: T} (int) 
7: jsr 11 {1: int, 2: int, 3: T} () 
8: iload 2 {1: int, 2: T, 3: T} () 
9: iinc {1: int, 2: T, 3: T} (T) 
10: halt error error 
11: astore 3 {1: int, 2: T, 3: T} (ret (11)) 
12: ret 3 {1: int, 2: T, 3: ret (11)} () 
 
Figura 4.5 Bytecode corretto non accettato dal verificatore 
                                                          
1 Poiché il bytecode non è strutturato, quindi le subroutines non sono sintatticamente delimitate, sono 
state definite delle procedure per identificare il corpo di una subroutine. 




Questo tipo è propagato, attraverso la ret, agli indirizzi 5 ed 8. A questo punto, 
l’istruzione iinc provoca il fallimento della verifica, poiché l’elemento in cima allo 
stack non è di tipo int. 
Nonostante la verifica abbia dato esito negativo, il programma di Figura 4.5 è 
legale. L’errore è dovuto all’impossibilità, a run time, di chiamare la subroutine 
dall’indirizzo 4 e poi ritornare all’indirizzo 8, oppure di chiamare la subroutine da 7 e 
poi ritornare a 5. 
Mentre all’interno della subroutine, il tipo T è corretto, poiché è il risultato del 
merge tra due tipi incompatibili della variabile 2, i tipi ai punti di chiamata dovrebbero 
essere conservati per le istruzioni “successori”. Risulta, quindi, necessaria una più 
precisa analisi del flusso di controllo delle subroutines, in grado di determinare più 
accuratamente i tipi per il programma. 
Sfortunatamente, i compilatori producono spesso codice simile a quello di 
Figura 4.5, in cui una variabile ha differenti tipi nel corpo di una subroutine. La 
soluzione descritta in [9] e implementata dalla Sun, è quella di mantenere traccia delle 
variabili modificate all’interno della subroutine:  
? Se una variabile è marcata come modificata, il suo tipo all’indirizzo i+1 si 
propaga dalla ret, 
? Altrimenti, il suo tipo all’indirizzo i+1 è propagato da i. 
Consideriamo un’occorrenza di jsr L all’indirizzo i e la sua istruzione 
successiva all’indirizzo i+1. Al primo indirizzo, l’after-state della jsr sarà uguale a 




Si = ( Mi, Sti ); dopo l’esecuzione dell’istruzione ret x, al ritorno dalla subroutine lo 
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In altre parole, il before-state dell’istruzione i+1 è uguale all’after-state dell’istruzione 
ret, eccetto che per il tipo dei registri che non sono modificati dalla subroutine e che, 
invece, si ottengono dall’after-state della jsr. 
 
4.3.1 Problema nella Bytecode Verification delle subroutines 
Questa soluzione risolve parzialmente il problema. Consideriamo il programma 
Java di Figura 4.6. In [14] è riferito che il bytecode corrispondente è respinto dalla 
maggior parte dei verificatori. 
 
 
Figura 4.6 Un programma legale respinto dal verificatore 




Il bytecode per il metodo m è mostrato in Figura 4.7; le variabili b ed i nel 
sorgente Java, sono mappate rispettivamente nelle variabili 1 e 2 nel codice bytecode.  
 
i Pi Memory (Mi) Stack (Sti) Modified 
1: iload 1 {1: int, 2: T, 3: T, 4: T} ()  
2: ifeq 8 {1: int, 2: T, 3: T, 4: T} (int)  
3: iconst 1 {1: int, 2: T, 3: T, 4: T} ()  
4: istore 3 {1: int, 2: T, 3: T, 4: T} (int)  
5: jsr 12 {1: int, 2: T, 3: int, 4: T} ()  
6: iload 3 {1: int, 2: T, 3: int, 4: T} ()  
7: ireturn {1: int, 2: T, 3: int, 4: T} (int)  
8: iconst 2 {1: int, 2: T, 3: T, 4: T} ()  
9: istore 2 {1: int, 2: T, 3: T, 4: T} (int)  
10: jsr 12 {1: int, 2: int, 3: T, 4: T} ()  
11: goto 18 {1: int, 2: T, 3: T, 4: T} ()  
12: astore 4 {1: int, 2: T, 3: T, 4: T} (ret (12))  
13: iload 1 {1: int, 2: T, 3: T, 4: ret (12)} () {4} 
14: ifeq 17 {1: int, 2: T, 3: T, 4: ret (12)} (int) {4} 
15: iconst 3 {1: int, 2: T, 3: T, 4: ret (12)} () {4} 
16: istore 2 {1: int, 2: T, 3: T, 4: ret (12)} (int) {4} 
17: ret 4 {1: int, 2: T, 3: T, 4: ret (12)} () {2, 4} 
18: iload 2 {1: int, 2: T, 3: T, 4: T} ()  
19: ireturn error error  
 
Figura 4.7 Bytecode per il metodo di Figura 4.6 
Poiché all’interno della subroutine c’è un cammino che memorizza l’intero 3 nella 
variabile i, allora i è marcata come modificata dalla subroutine. Il suo tipo 
all’istruzione ret è, quindi, propagato agli indirizzi di ritorno 5 e 10. Inoltre, c’è un 
cammino dall’indirizzo 0 a 16, attraverso la chiamata dall’indirizzo 4, in cui il registro i 
non viene modificato, allora il tipo all’istruzione ret è indefinito (T). Ciò provoca il 
fallimento dell’istruzione iload all’indirizzo 17. 
Il programma Java di Figura 4.6 è legale: la variabile i è assegnata ad un valore 
prima che sia usata, in accordo alle regole di assegnamento definite per Java. Anche nel 




codice di Figura 4.7 la variabile i è assegnata ad un valore prima che essa sia usata; ma 
il verificatore non è in grado di stabilirlo. 
Questo esempio mostra un limite dell’approccio alle subroutines descritte in [9]: 
tale limite è legato alla soluzione di tenere traccia delle variabili modificate e di 
propagare selettivamente i tipi dalla ret o dalla jsr. 
 
4.4 Soluzione basata su un Dominio dei Tipi esteso 
Il dominio dei tipi mostrato in Figura 4.8 sembra essere troppo povero: il tipo 
indefinito T, per un registro x, all’indirizzo i rappresenta tre situazioni, che possono 
essere gestite in modi diversi: 
1. Il tipo di un registro non inizializzato; 
2. Un errore, quando T deriva dal least upper bound di due tipi incompatibili; 
3. Il tipo di un registro che, nel punto di merge i, è assegnato su alcuni percorsi 
e non è toccato negli altri.  
 
Figura 4.8 Porzione del Dominio dei tipi 




La soluzione proposta in [6] prevede di estendere il dominio dei tipi per 
contenere un tipo diverso per ognuna delle tre situazioni sopra esposte. Questi nuovi tipi 
hanno un comportamento diverso quando si combinano con i tipi di ritorno dalla 
subroutine. La Figura 4.9 mostra il dominio dei tipi dell’interprete astratto su cui si basa 
il verificatore corretto proposto in [6]. 
Analizziamo i nuovi tipi in esso contenuti: 
? Il tipo ⊥ rappresenta il tipo indefinito. 
? Il tipo unt astrae i valori che non sono stati inizializzati, ma appartengono 
alla memoria di un’istruzione che è stata già presa in considerazione in una 
iterazione nell’algoritmo di verifica. Questo tipo è utilizzato per 
rappresentare la situazione 1 descritta precedentemente. 
? Il tipo T rappresenta un tipo contraddittorio (risultato dell’operazione di 
merge tra due tipi incompatibili). Esso corrisponde alla situazione 2. 
? Il tipo unt_T per ciascun tipo T, rappresenta la situazione in cui a un 
registro viene assegnato il tipo T su certi cammini dal programma e non viene 
toccato in altri. Esso rappresenta la situazione 3. 
Infine, è statto introdotto un nuovo operatore: ⊲. 
 
Figura 4.9 Il nuovo Dominio dei Tipi 




L’esecuzione dell’istruzione ret x modifica la memoria e lo stack di tutte le istruzioni 
che seguono immediatamente le diverse jsr L. L’insieme degli indirizzi di queste 
istruzioni, chiamato Static_Return_Points(L), può essere individuato 
staticamente. Per ognuno degli indirizzi appartenenti all’insieme, lo stato della memoria 
e dello stack viene calcolato applicando il nuovo operatore ⊲ tra lo stato di ciascuna 
istruzione di chiamata e lo stato della ret. 
L’operatore ⊲ è definito come segue: 
( M, St ) ⊲ ( M’, St’ ) = ( M ⊲M’, St’ ) 
dove M ⊲M’ è ottenuto applicando l’operatore ⊲ solo per i registri che sono stati 
modificati dalla subroutine. La Figura 4.10 mostra la definizione dell’operatore ⊲ sul 
dominio dei tipi esteso. Ogni voce della tabella rappresenta il risultato dell’operazione 
⊲ tra il tipo sulla riga e quello sulla colonna. È importante sottolineare che il nuovo 
operatore non è commutativo. Il tipo risultante dall’operazione τ1⊲τ2 è quello che 
dovrebbe avere, dopo la ret, un registro modificato dalla subroutine, cha ha tipo τ1 
all’atto della chiamata jsr e tipo τ2 in corrispondenza della ret. 
 
⊲  unt int ret(L) unt_int unt_ret(L) T 
unt  unt int ret(L) unt_int unt_ret(L) T 
int  int int ret(L) int T T 
ret(L)  ret(L) int ret(L) T ret(L) T 
unt_int  unt_int int ret(L) unt_int T T 
unt_ret(L)  unt_ret(L) int ret(L) T unt_ret(L) T 
T  T int ret(L) T T T 
 
Figura 4.10 Definizione dell'operatore ⊲ 




Il bytecode di Figura 4.7, applicando la soluzione basata sul dominio dei tipi 
esteso, è accettato dal verificatore. Infatti, il risultato dell’operazione  
int ⊲ unt_int = int 
permette che l’istruzione iload 2 non generi errore, poiché il registro 2 ha, adesso, 
tipo intero (Figura 4.11). 
 
i Pi Memory (Mi) Stack (Si) Modified 
1: iload 1 {1: int, 2: unt, 3: unt, 4: unt } ()  
2: ifeq 8 {1: int, 2: unt, 3: unt, 4: unt } (int)  
3: iconst 1 {1: int, 2: unt, 3: unt, 4: unt } ()  
4: istore 3 {1: int, 2: unt, 3: unt, 4: unt } (int)  
5: jsr 12 {1: int, 2: unt, 3: int, 4: unt } ()  
6: iload 3 {1: int, 2: unt_int, 3: int, 4: T} ()  
7: ireturn {1: int, 2: unt_int, 3: int, 4: T} (int)  
8: iconst 2 {1: int, 2: unt, 3: unt, 4: unt} ()  
9: istore 2 {1: int, 2: unt, 3: unt, 4: unt} (int)  
10: jsr 12 {1: int, 2: int, 3: unt, 4: unt} ()  
11: goto 18 {1: int, 2: int, 3: unt, 4: T} ()  
12: astore 4 {1: int, 2: unt_int, 3: unt_int, 4: unt} (ret (12))  
13: iload 1 {1: int, 2: unt_int, 3: unt_int, 4: ret (12)} () {4} 
14: ifeq 17 {1: int, 2: unt_int, 3: unt_int, 4: ret (12)} (int) {4} 
15: iconst 3 {1: int, 2: unt_int, 3: unt_int, 4: ret (12)} () {4} 
16: istore 2 {1: int, 2: unt_int, 3: unt_int, 4: ret (12)} (int) {4} 
17: ret 4 {1: int, 2: unt_int, 3: unt_int, 4: ret (12)} () {2, 4} 
18: iload 2 {1: int, 2: int, 3: unt, 4: T} ()  
19: ireturn {1: int, 2: int, 3: unt, 4: T} (int)  
 
Figura 4.11 Un esempio di verifica basato sul dominio dei tipi esteso 
 
4.5 Soluzione basata su un set di assegnamenti di tipo 
Un altro approccio alternativo alla verifica delle subroutines, che supera il limite  
sopra esposto, è descritto in [3]. 
Per ogni istruzione, invece di ricavare un solo assegnamento di tipo per 
l’operand stack e le variabili locali, il verificatore ottiene un set di assegnamenti. La 




procedura di merge diventa l’operazione di unione tra insiemi, e l’effetto di ogni 
istruzione è simulato su ogni assegnamento dell’insieme, generando, di conseguenza, un 
nuovo insieme. Inoltre, i tipi per gli indirizzi di ritorno sono indicizzati, cioè gli indirizzi 
di ritorno sono isomorfici ai loro tipi. L’istruzione ret filtra un set di assegnamenti 
propagando all’indirizzo di ritorno solo quegli assegnamenti che hanno, nella variabile 
riferita dalla ret, il tipo di quell’indirizzo. L’istruzione jsr inserisce nello stack il tipo 
per il suo indirizzo di ritorno. 
Non è più necessario tenere traccia delle variabili modificate nel corpo della 
subroutine; il modo con cui sono trattate le istruzione jsr e ret è semplice come il 
loro comportamento a run time. L’istruzione ret, che filtra gli assegnamenti dei tipi, 
permette di preservare i tipi delle variabili locali attraverso le chiamate alla subroutine 
che non modificano quelle variabili. 
Consideriamo nuovamente il programma di Figura 4.5, riportato in Figura 4.15. 
La ragione per cui il verificatore della Sun fallisce è che l’operazione di merge tra i tipi 
int e float della variabile 2, assegnati ai punti di chiamata 4 e 7, produce 
irreversibilmente il tipo indefinito T all’indirizzo 11, cioè all’inizio della subroutine. Dal 
tipo T soltanto, all’indirizzo 12, non c’è alcun modo per ripristinare i tipi int e float 
agli indirizzi 5 e 8 e, quindi, alle istruzioni “successori” delle due jsr. Questa 
considerazione ha suggerito la prima idea: invece di fare il merge tra int e float, 
sono mantenuti entrambi i tipi. Il significato della scrittura flt | int è che il tipo può 
essere sia float, sia int, e apre la possibilità di separarli al ritorno dalla subroutine. 
 
 




i Pi Mi (1) Mi (2) Mi (3) Stack (Si) 
0: iload 1  int int int () 
1: iload 1 int int Int (int) 
2: idiv int int int (int, int) 
3: fstore 2 int int int (float) 
4: jsr 11 int float int () 
5: iload 1 int float ca4 () 
6: istore 2 int float ca4 (int) 
7: jsr 11 int int ca4 () 
8: iload 2 int int ca7 () 
9: iinc int int ca7 (int) 
10: halt int int ca7 (int) 
11: astore 3 int flt | int int | ca4 (ca4 | ca7) 
12: ret 3 int flt | int ca4 | ca7 () 
 
Figura 4.12 Verifica basata su un set di assegnamenti di tipo 
Come può il verificatore decidere di propagare il tipo float all’indirizzo 5 e 
int all’indirizzo 8? La seconda idea è quella di indicare con ca l’indirizzo di chiamata 
(calling address) della subroutine. In tal modo, mantenendo tutte le alternative per i tipi 
dei registri e dello stack, all’indirizzo 11 è presente nello stack il tipo ca4 | ca7. Questo 
tipo è spostato nel registro 3 e, quindi, l’istruzione ret può propagare all’indirizzo 5 i 
tipi che stanno a sinistra del simbolo “|” (float per il registro 2), e all’indirizzo 8 i tipi 
a destra dello stesso simbolo (int per il registro 2). Ciò è possibile perché ca4 è a 
sinistra e ca7 è a destra. Poiché all’indirizzo 9 il tipo dello stack è int, l’istruzione 
iinc non provoca errori ed il programma è accettato dal verificatore. 
In Figura 4.13 è mostrato come la soluzione sopra esposta conduca ad una 









i Pi Mi(1) Mi(2) Mi(3) Mi(4) Stack (Si) 
1: iload 1 int T T T () 
2: ifeq 8 int T T T (int) 
3: iconst 1 int T T T () 
4: istore 3 int T T T (int) 
5: jsr 12 int T int T () 
6: iload 3 int | int T | int int | int ca5 | ca5 () 
7: ireturn int | int T | int int | int ca5 | ca5 (int | int) 
8: iconst 2 int T T T () 
9: istore 2 int T T T (int) 
10: jsr 12 int int T T () 
11: goto 18 int int T ca10 () 
12: astore 4 int | int T | int int | T T | T (ca5 | ca10) 
13: iload 1 int | int T | int int | T ca5 | ca10 () 
14: ifeq 17 int | int T | int int | T ca5 | ca10 (int | int) 
15: iconst 3 int | int T | int int | T ca5 | ca10 () 
16: istore 2 int | int T | int int | T ca5 | ca10 (int | int) 
17: ret 4 int | int | int T | int | int int | int | T ca5 | ca5 | ca10 () 
18: iload 2 int int T ca10 () 
19: ireturn int int T Ca10 (int) 
 
Figura 4.13 Verifica corretta del bytecode di Figura 4.7 
 
4.6 Altre soluzioni 
In letteratura esistono altre tecniche di verifica delle subroutines che accettano il 
codice di Figura 4.7. 
In [16], Yelland propone un approccio alternativo alla specifica della JVM. È 
stato costituito un piccolo insieme di microistruzioni per codificare il bytecode Java. Le 
istruzioni bytecode sono specificate componendo insieme le microistruzioni. 
Quest’ultime sono incapsulate come funzioni nel linguaggio di programmazione 
Haskell, polimorfico e funzionale. In tal modo, la Bytecode Verification si riduce alla 
verifica dei tipi di Haskell. Tuttavia non è semplice usare o sviluppare un controllore 
Haskell come un Bytecode Verifier nell’implementazione della JVM. Inoltre, questo 
approccio richiede familiarità con il linguaggio Haskell. 




In [12], si propone l’uso del model checking per esaminare esaustivamente tutti 
gli stati dell’esecuzione astratta di un programma. In pratica, si fa un’interpretazione 
astratta del bytecode Java in modo da realizzare dei modelli a stati finiti per i 
programmi. Le regole che il codice deve rispettare per assicurare la correttezza dei tipi 
sono formulate in termini di formule logico-temporali. Tali formule sono testate da uno 
standard model checker. Si fa uso di una struttura a stack per memorizzare le 
subroutines attive in ogni punto del programma. L’esecuzione astratta della jsr 
comprende i test per le chiamate non ricorsive alle subroutines, come richiesto in [9]. 
Questo approccio non è adatto alla verifica off-line, poiché risulta problematico 
sviluppare un verificatore di questo tipo nella JVM. 
In [11], O’Callahan presenta un insieme di regole per gli assegnamenti di tipo. 
Tuttavia, nonostante sia semplice testare che un dato assegnamento soddisfa le regole 
sui tipi, non è altrettanto immediato determinare un tale assegnamento. 
 
4.7 Le subroutines possono essere eliminate? 
Come è stato evidenziato sopra, le subroutines rappresentano la principale fonte 
di complessità per il Bytecode Verifier. 
Le subroutines sono introdotte nel bytecode Java per evitare che la compilazione 
dei blocchi finally produca codice duplicato. Ma è stato notato che con questa tecnica, 
nei programmi comuni, lo spazio risparmiato è molto poco. È opinione largamente 
diffusa che sarebbe meglio non introdurre le subroutines nel codice bytecode. 
Mentre i futuri compilatori Java potrebbero evitare di generare le subroutines, le 
versioni future della JVM dovranno essere in grado di accettare codice compilato in cui 




sono presenti delle subroutines. In altre parole, la necessità di compatibilità impedisce la 
totale eliminazione delle subroutines. 
Un possibile approccio è quello di linearizzare le subroutines prima che la 
Bytecode Verification sia eseguita. Dopo la linearizzazione del codice, si può eseguire 
una più semplice analisi del flusso dati con assegnamenti di un solo tipo. Tuttavia, in 
alcuni casi non è immediato individuare i limiti di una subroutine per linearizzarla. 
La questione è se è meglio linearizzare le subroutines per poi eseguire un’analisi 
del flusso dati più semplice, oppure eseguire direttamente un’analisi più complessa. Per 
fornire una risposta adeguata, sono necessari dei formalismi per le strategie di 




La soluzione proposta 
 
 
La soluzione proposta in questa tesi si differenzia da quelle descritte nel capitolo 
precedente e da quelle presenti in letteratura, perché non modifica l’algoritmo della 
Bytecode Verification e non cambia le strutture dati utilizzate dal verificatore standard. 
La soluzione presentata consiste nel trasformare il bytecode Java prima che questo sia 
verificato senza, peraltro, modificarne la semantica. Dopo la trasformazione del codice, 
è possibile eseguire l’algoritmo standard di verifica. 
L’obiettivo è assicurare che alcuni programmi corretti, attualmente respinti dal 
verificatore Sun, superino con successo la verifica del bytecode. 
Esaminiamo in maniera più approfondita il processo di verifica del programma 
corretto in Figura 4.6, non accettato dal verificatore. Per semplicità riportiamo di 
seguito il sorgente e la verifica standard del bytecode in esame (Figura 5.1). 
 
 





 int m1(boolean b){ 
   int i; 
   try{ 
      if(b) 
       return 1; 
      i=2; 
   }finally{ 
     if(b) 
      i=3; 
   } 
   return i; 
  } 
} 
 
i Pi Memory (Mi) Stack (Si) Modified 
1: iload 1 {1: int, 2: T, 3: T, 4: T} ()  
2: ifeq 8 {1: int, 2: T, 3: T, 4: T} (int)  
3: iconst 1 {1: int, 2: T, 3: T, 4: T} ()  
4: istore 3 {1: int, 2: T, 3: T, 4: T} (int)  
5: jsr 12 {1: int, 2: T, 3: int, 4: T} ()  
6: iload 3 {1: int, 2: T, 3: int, 4: T} ()  
7: ireturn {1: int, 2: T, 3: int, 4: T} (int)  
8: iconst 2 {1: int, 2: T, 3: T, 4: T} ()  
9: istore 2 {1: int, 2: T, 3: T, 4: T} (int)  
10: jsr 12 {1: int, 2: int, 3: T, 4: T} ()  
11: goto 18 {1: int, 2: T, 3: T, 4: T} ()  
12: astore 4 {1: int, 2: T, 3: T, 4: T} (ret (12))  
13: iload 1 {1: int, 2: T, 3: T, 4: ret (12)} () {4} 
14: ifeq 17 {1: int, 2: T, 3: T, 4: ret (12)} (int) {4} 
15: iconst 3 {1: int, 2: T, 3: T, 4: ret (12)} () {4} 
16: istore 2 {1: int, 2: T, 3: T, 4: ret (12)} (int) {4} 
17: ret 4 {1: int, 2: T, 3: T, 4: ret (12)} () {2, 4} 
18: iload 2 {1: int, 2: T, 3: T, 4: T} ()  
19: ireturn error error  
 
Figura 5.1 Programma Java e corrispondente bytecode non accettato dal verificatore 
 
5.1 Problema di wrong type 
Il bytecode relativo al programma precedente non viene accettato dal 
verificatore per un errore di wrong type. Per aiutarci nell’analisi del problema è stato 
rappresentato in Figura 5.2 il flusso di controllo del codice in esame. 




Figura 5.2 Flusso di controllo nel bytecode del metodo esaminato 
La subroutine, che inizia all’indirizzo 12, viene chiamata due volte: 
? All’indirizzo 5, dove il registro 3 ha tipo int e il registro 2 ha tipo T. 
? All’indirizzo 10, in cui il registro 3 ha tipo T e il registro 2 ha tipo int. 
Quindi, quando il corpo della subroutine è eseguito, lo stato iniziale della memoria è 
ottenuto facendo il least upper bound (lub) degli after-state delle due istruzioni jsr, 
così come è illustrato in Figura 5.3. È importante sottolineare che, all’interno della 
subroutine, esistono due cammini distinti mostrati in Figura 5.4: 
? In uno il registro 2 non viene modificato; 
? Nell’altro cammino, viene assegnato un valore intero al registro 2. 
 
Figura 5.3 Calcolo del lub tra gli after-state delle jsr 
Allora, all’indirizzo 17, cioè al punto di ricongiungimento dei due percorsi, il merge dei 
due stati produce, per il registro2, il seguente risultato: 
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M17 (2) = lub (int, T) = T 
 
 
Figura 5.4 Flusso di controllo nel bytecode della subroutine 
Poiché il registro 2 è marcato come modificato dalla subroutine, il tipo indefinito T 
viene propagato in ogni punto di ritorno dalla subroutine, provocando in tal modo il 
fallimento della Bytecode Verification. 
Notiamo che: 
? Il registro 3 non è modificato dalla subroutine, per cui si propagherà il tipo 
int nel primo punto di ritorno; 
? Il registro 2 ha tipo int alla prima chiamata della subroutine, e gli viene 
assegnato il tipo int in un ramo, mentre non è modificato nell’altro ramo. 
Quindi il tipo di tale registro dovrebbe essere correttamente int. 
In questo programma, analizzato nel capitolo precedente, il wrong type è 
generato dall’istruzione iload 2, all’indirizzo 18. Infatti, il tipo del registro 2 non è 
int, come si aspetta l’istruzione, ma è indefinito, cioè T. 
È noto che, per motivi di efficienza, la verifica delle subroutines viene fatta solo 
una volta e non per ogni suo punto di chiamata. Allora, per calcolare lo stato delle 
variabili locali all’inizio della subroutine, è necessario eseguire l’operazione least upper 
bound al punto di merge del flusso del bytecode. Nel programma preso in esame, il 
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punto di merge, cioè l’inizio della subroutine, si trova all’indirizzo 12. Poiché i punti di 
chiamata della subroutine sono due, si esegue il lub tra gli after-state delle due jsr per 
calcolare lo stato all’inizio della subroutine (Figura 5.5). 
 
Figura 5.5 Operazione di least upper bound all'indirizzo 12 
Quest’operazione genera, per il registro 2, il tipo indefinito T. All’interno della 
subroutine esistono due cammini (Figura 5.6): 
? in uno si memorizza nel registro 2 un valore intero, 
? mentre nell’altro cammino, il suddetto registro non viene modificato. 
 
 
Figura 5.6 Flusso della subroutine 
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Per cui, al punto di merge all’interno della subroutine, all’indirizzo 17, bisogna 
calcolare nuovamente il lub degli stati. Un’altra volta, il tipo risultante per la variabile 2 
è T, così come è illustrato in Figura 5.7.  
 
Figura 5.7 Operazione di least upper bound all'indirizzo 17 
Infine, poiché la variabile 2 è marcata come modificata, ai punti di ritorno dalla 
subroutine (indirizzi 6 e 11) si propaga il tipo dalla ret, cioè il tipo indefinito. A questo 
punto non è più possibile ripristinare il tipo corretto. Non avviene la stessa cosa per la 
variabile 3. Infatti essa non viene modificata all’interno della subroutine e quindi, ai 
punti di ritorno, si propaga il tipo non dalla ret, ma dalla jsr all’indirizzo 5 per 
l’istruzione 6 e dalla jsr all’indirizzo 10 per l’istruzione 11: 
 
M6 (2) = Mret (2) = M17 (2) = T 
M6 (3) = M5 (3) = int 
M11 (2) = Mret (2) = M17 (2) = T 
M15 (3) = M14 (3) = T 
 
5.2 Una soluzione a trasformazione di programma 
L’approccio proposto si basa sull’idea di trasformare il bytecode in modo da 
mantenere memoria del tipo di un registro all’ingresso della subroutine. 
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Successivamente, tale informazione viene utilizzata per la propagazione del tipo dei 
registri al ritorno dalla subroutine. 
In particolare, per ogni registro x si aggiunge un registro ausiliario Rx. Questo 
registro Rx rappresenta la “memoria” di x ed ha il compito di permettere di ripristinare il 
tipo corretto del registro x al ritorno dalla subroutine. 
Una ottimizzazione è limitare l’introduzione del registro ausiliario ai soli registri 
che potrebbero provocare un errore di wrong type. 
Consideriamo il registro 2 dell’esempio precedente. All’inizio del programma, si 
inizializza R2 con il tipo del registro 2. Al punto di merge all’inizio della subroutine, il 
tipo di R2 è int in entrambi gli stati e si esegue il lub tra gli after-state delle jsr 
(Figura 5.8).  
 
Figura 5.8 Operazione di least upper bound all'inizio della subroutine 
All’interno della subroutine, in un cammino, il registro 2 viene modificato, 
quindi si aggiorna il contenuto di R2 con quello di 2 e quest’ultimo viene marcato. 
Nell’altro cammino, esso non viene modificato, ma conserva il tipo che aveva all’inizio 
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della subroutine (int, il tipo di 2). Quando si calcola nuovamente il lub degli stati 
all’interno della subroutine, R2 ha ancora il tipo int. 
Ai punti di ritorno dalla subroutine, per i registri 2 ed R2, si propaga il tipo dalla 
ret, cioè T e int, rispettivamente. Come prima istruzione al ritorno dalla ret, nel 
cammino in cui il registro 2 era inizializzato, si memorizza in 2 il valore di R2. Ecco, 
dunque, che risulta possibile ripristinare il tipo corretto per il registro 2: il valore 
contenuto in R2 viene memorizzato nella variabile 2. L’istruzione iload 2 successiva 
non genera più wrong type. 
 
5.3 Control Flow Graph 
Per introdurre il minimo numero di registri aggiuntivi, il processo di modifica 
del bytecode Java parte dall’analisi del flusso del codice, con l’intento di identificare le 
variabili locali che generano wrong type. L’analisi del flusso viene eseguito con 
l’ausilio del Control Flow Graph (CFG). 
Il problema del wrong type si presenta quando, nel flusso del programma in cui è 
presente una subroutine S, esistono cammini distinti per cui una variabile è modificata 
in alcuni di essi, ma non in altri; infine, nel corpo di S, si riscontra l’analoga situazione 
per la stessa variabile: ci sono diversi cammini, ma in almeno uno di questi la variabile 
non viene modificata. 
L’analisi del CFG ha i seguenti obiettivi: 
? Identificare, nel flusso del bytecode, tutti i cammini che arrivano al punto di 
chiamata della subroutine S; 
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? Individuare l’insieme delle variabili inizializzate in almeno un cammino, ma 
non modificate in altri; 
? Cercare tutti i cammini all’interno della subroutine S; 
? Determinare nell’insieme sopra trovato le variabili modificate nel corpo di S, 
ma non modificate in almeno un cammino entro la subroutine. 
Il risultato dell’analisi del CFG è l’insieme di variabili che provocano il fallimento della 
verifica. Dopo aver identificato tale insieme, è possibile procedere con la 
trasformazione del codice bytecode. 
 
5.4 I passi dell’algoritmo di trasformazione 
I compilatori più semplici allocano un diverso registro per ogni variabile del 
metodo. Inoltre, nel sorgente Java, una variabile ha un solo tipo per tutto il metodo: il 
tipo con il quale è dichiarata. La trasformazione di programma sviluppata nella tesi 
assume che ogni registro abbia un solo tipo. 
I passi dell’algoritmo di trasformazione del bytecode Java sono i seguenti: 
Passo 1: Costruzione del Control Flow Graph; 
Passo 2: Controllo della condizione per cui la propagazione del tipo calcolato dalla 
subroutine, propagato in tutti i punti di chiamata, crea il problema di wrong type: 
? Analisi del CFG per trovare le variabili x tali che esiste un cammino p1 
dal nodo iniziale del CFG a jsr S che contiene store x ed esiste un 
cammino p2 dal nodo iniziale a jsr S che non contiene store x 
(variabile inizializzata in p1 e non inizializzata in p2). Sia V l’insieme di 
tali variabili. 
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? Analisi del bytecode della subroutine dalla prima istruzione di S alla 
ret. Sia W l’insieme delle variabili x in V tali che x è inizializzata in un 
cammino p3 e non è inizializzata in un altro cammino p4 della subroutine. 
Passo 3: Trasformazione del bytecode Java: 
? Per ogni x in W si alloca un registro aggiuntivo, che chiameremo Rx; 
? All’inizio del programma si inizializza il registro Rx con il tipo di x; 
? per ogni store x nel programma si aggiorna il contenuto di Rx con 
quello del registro x: 
store x è sostituito con store x 
  load x 
  store Rx 
 
? Quando si torna dalla subroutine, ma solo nel punto di chiamata che si 
trova sul cammino in cui x è inizializzata (p2), si aggiorna lo stato di x 
con quello di Rx: 
jsr S è sostituito con jsr S 
  load Rx 
  store x 
 
5.5 Analisi dell’algoritmo 
Applichiamo l’algoritmo al codice bytecode di Figura 5.1: 
Passo 1: Si costruisce il Control Flow Grafh (CFG) del bytecode in esame (Figura 5.9) 




Figura 5.9 Control Flow Graph del bytecode di Figura 5.1 
Passo 2: Si esamina il CFG per identificare le variabili che creano il problema di wrong 
type. 
? Dopo aver individuato i cammini p1 e p2 che dalla prima istruzione del 
programma raggiungono l’istruzione jsr, si osserva che entrambe le 
variabili 2 e 3 sono inizializzate in uno solo dei due cammini. Allora 
l’insieme V conterrà le variabili 2 e 3 (Figura 5.10). 




Figura 5.10 Cammini p1 e p2 per i registri 2 e 3 
? Si esegue l’analisi del bytecode della subroutine S dalla prima istruzione alla 
ret per scoprire se ci sono variabili contenute in V inizializzate in un 
cammino, ma non modificate in un altro. Nel bytecode preso in esame sono 
presenti due cammini, p3 e p4, in cui la variabile 2 è rispettivamente, 
modificata e non modificata. Allora, l’insieme W conterrà solo la variabile 2 
(Figura 5.11). 
 




Figura 5.11 Cammini p3 e p4 per il registro 2 
Passo 3: Trasformazione del bytecode Java: 
? Per il registro 2 appartenente all’insieme W si alloca un registro aggiuntivo 
chiamato R2; 
? All’inizio del codice si assegna ad R2 il tipo del registro 2; 
? Al fine di mantenere per il programma trasformato la stessa semantica del 
programma originale, per ogni istore 2 si aggiungono le seguenti linee di 
codice: 
iload 2 
  istore R2 
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? Al ritorno dalla subroutine, ma solo nel punto di chiamata che si trova sul 





Figura 5.12 Trasformazione del bytecode di Figura 5.1 
Al termine dell’algoritmo, il bytecode trasformato ha la forma mostrata in Figura 
5.12. Il nuovo codice viene testato dal verificatore standard. Le strutture dati utilizzate 
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durante la fase di verifica, quali la tabella degli stati e il dominio dei tipi, rimangono 
immutate. 
 
i Pi Memory (Mi) Stack (Si) Modified 
1 iconst 1 {1: int, 2: T, 3: T, 4: T, R2: T} ()  
2 istore R2 {1: int, 2: T, 3: T, 4: T, R2: T} (int)  
3: iload 1 {1: int, 2: T, 3: T, 4: T, R2: int} ()  
4: ifeq 10 {1: int, 2: T, 3: T, 4: T, R2: int} (int)  
5: iconst 1 {1: int, 2: T, 3: T, 4: T, R2: int} ()  
6: istore 3 {1: int, 2: T, 3: T, 4: T, R2: int} (int)  
7: jsr 18 {1: int, 2: T, 3: int, 4: T, R2: int} ()  
8: iload 3 {1: int, 2: T, 3: int, 4: T, R2: int} ()  
9: ireturn {1: int, 2: T, 3: int, 4: T, R2: int} (int)  
10: iconst 2 {1: int, 2: T, 3: T, 4: T, R2: int} ()  
11 istore 2 {1: int, 2: T, 3: T, 4: T, R2: int} (int)  
12 iload 2 {1: int, 2: int, 3: T, 4: T, R2: int} ()  
13 istore R2 {1: int, 2: int, 3: T, 4: T, R2: int} (int)  
14: jsr 18 {1: int, 2: int, 3: T, 4: T, R2: int} ()  
15: iload R2 {1: int, 2: T, 3: T, 4: T, R2: int} ()  
16: istore 2 {1: int, 2: T, 3: T, 4: T, R2: int} (int)  
17: goto 26 {1: int, 2: int, 3: T, 4: T, R2: int} ()  
18: astore 4 {1: int, 2: T, 3: T, 4: T, R2: int} (ret (18))  
19: iload 1 {1: int, 2: T, 3: T, 4: ret (18), R2: int} () {4} 
20: ifeq 25 {1: int, 2: T, 3: T, 4: ret (18), R2: int} (int) {4} 
21: iconst 3 {1: int, 2: T, 3: T, 4: ret (18), R2: int} () {4} 
22: istore 2 {1: int, 2: T, 3: T, 4: ret (18), R2: int} (int) {4} 
23: iload 2 {1: int, 2: int, 3: T, 4: ret (18), R2: int} () {2, 4} 
24: istore R2 {1: int, 2: int, 3: T, 4: ret (18), R2: int} (int) {2, 4} 
25: ret 4 {1: int, 2: T, 3: T, 4: ret (18), R2: int} () {2, 4, R2} 
26: iload 2 {1: int, 2: int, 3: T, 4: T, R2: int} ()  
27: ireturn {1: int, 2: int, 3: T, 4: T, R2: int} (int)  
 
Figura 5.13 Verifica corretta del bytecode trasformato 
Esaminiamo il bytecode Java trasformato, illustrato in Figura 5.13, al fine di 
capire la ragione per cui il nuovo codice, pur essendo semanticamente identico a quello 
originario, supera con successo la verifica del bytecode. 
Dopo aver costruito il CFG per il bytecode originario e averlo esaminato, è 
risultato che il registro 2 genera l’errore di wrong type. Quindi è stato aggiunto il 
registro R2. Tale registro è inizializzato con il tipo della variabile locale 2 e mantiene lo 
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stesso tipo per tutto il programma. All’interno della subroutine (Figura 5.14), R2 è 




Figura 5.14 Flusso nella subroutine del bytecode trasformato 
Per conoscere il before-state della ret si deve applicare il lub tra gli after-state 
degli indirizzi 24 e 20. Ancora il tipo di R2 è int, come mostrato in Figura 5.15. Al 
punto di ritorno dalla subroutine, lo stato dei registri è il seguente: 
 
M8 (2) = Mret (2) = M25 (2) = T 
M8 (3) = M7 (3) = int 
M8 (R2) = Mret (R2) = M25 (R2) = int 
M15 (2) = Mret (2) = M25 (2) = T 
M15 (3) = M14 (3) = T 
M15 (R2) = Mret (R2) = M25 (R2) = int 
 
Il tipo della variabile 2 viene ripristinato con quello di R2 all’indirizzo 15, cioè 
al punto di ritorno dalla jsr che si trova lungo il cammino in cui la variabile 2 è 
inizializzata. 




Figura 5.15 Calcolo del before-state della ret 
La semantica del programma rimane invariata. Il bytecode trasformato può 







In questo capitolo descriviamo la realizzazione di uno strumento di 
trasformazione del bytecode per risolvere il problema del wrong type nella verifica delle 
subroutines illustrato nel capitolo precedente. 
Il tool realizzato esegue le seguenti azioni: 
1. prende in ingresso un file Filename.j, 
2. applica l’algoritmo di trasformazione del bytecode Java, 
3. genera un nuovo file ModifiedFilename.j, cioè un file semanticamente 
identico al sorgente, ma opportunamente modificato. 
Il formato di Filename.j, su cui lavora il tool di trasformazione, è diverso dal formato 
class di Java. Un file class è infatti un file binario. 
La SUN fornisce un programma javap che può stampare il codice assemblato in 
un file class e mostrare il bytecode in un formato leggibile. Tuttavia, l’output di javap 
non è adatto per essere usato come un formato assembler, poiché è stato pensato per 
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essere letto da una persona, quindi diverse informazioni sono omesse. Per ovviare a 
questa difficoltà nella nostra implementazione si fa uso della classe Java JasminVisitor 
per convertire i file class in sintassi jasmin e dell’assemblatore Jasmin che traduce un 
file di testo nel formato binario class. 
 
 
Figura 6.1 Fasi di trasformazione a cui è sottoposto un file class 
 
6.1 Jasmin 
Conoscere l’insieme di istruzioni della JVM è interessante per creare i propri 
programmi direttamente nel linguaggio dell’assemblatore Java (JAS) o per generare 
compilatori che traducono qualsiasi linguaggio in codice Java eseguibile. I files Java 
eseguibili devono avere il formato dei file class; tale formato è molto rigido e 
complesso ed inoltre i file class sono in formato binario e così sono difficili da 
interpretare direttamente. 
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Per queste ragioni, avere uno strumento che traduce un programma JAS in un 
file class può essere molto utile. Ci sono tanti strumenti che fanno questo. Per realizzare 
questo progetto è stato scelto Jasmin. 
Jasmin (Java Assembler Interface) è un assembler per la JVM. Prende la 
codifica ASCII del file class, scritto in una sintassi simile a quella dell’assembler 
usando le istruzioni bytecode della JVM. Converte tali file in file class binari adatti per 
essere caricati da un interprete Java. 
 
6.1.1 Sintassi di Jasmin 
Jasmin è stato progettato come un semplice assembler con una sintassi facile da 
imparare. Dove possibile, Jasmin adotta una corrispondenza uno a uno tra la sua sintassi 
e le convenzioni seguite dai file class di Java. 
I programmi che devono essere compilati con Jasmin sono scritti con delle 
direttive speciali e con istruzioni della JVM. Le istruzioni bytecode sono usate nello 
stesso modo in cui sono usate nella JVM. Le direttive jasmin (per esempio, i nomi delle 
classi e dei metodi, o la dimensione dello stack) forniscono informazioni complementari 
necessarie ai file class java. 
La sintassi Jasmin risulta semplice e compatta. 
 
6.2 Dettagli implementativi 
Il tool è stato sviluppato con le SDK 1.4.1_02 della Sun Microsystem 
(http://java.sun.com). 
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6.2.1 I passi dell’algoritmo 
I passi principali dell’algoritmo sono rappresentati in Figura 6.2 e sono i 
seguenti: 
? Creazione di un array in memoria, che contiene nell’ordine le istruzioni del 
file di input. 
? Trasformazione del codice: 
Per ogni variabile che genera wrong type: 
1. Ricerca delle istruzioni store, che coinvolgono la variabile varName 
che genera wrong type. 
2. Ricerca del tipo di varName. 
3. Aggiunta di una nuova variabile locale e inizializzazione con il tipo di 
varName. 
4. Per ogni modifica di varName si aggiorna anche la nuova variabile. 
5. Al ritorno dalla subroutine, nel cammino in cui è stata modificata 
varName, si aggiorna il tipo di varName con quello della nuova 
variabile. 
? Scrittura del file trasformato. 
 
6.2.2 Le classi 
La classe principale è TransformationCode. Essa contiene il metodo 
main, che chiama ciclicamente le funzioni del programma. Il sorgente è contenuto in 
due file: 







Figura 6.2 Diagramma a blocchi del tool di trasformazione 
 
6.2.3 TransformationCode.java 
Questa classe contiene, come già accennato, il metodo main: il primo metodo 
invocato quando il programma viene eseguito. 
La prima azione che il programma svolge è controllare il formato dei parametri 
di ingresso. La sintassi per trasformare il bytecode memorizzato nel file Filename.j è la 
seguente: 
java TransformationCode Filename.j posLocals varName posJsrInit ... 
dove: 
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? posLocals rappresenta il numero di linea, all’interno di Filename.j, su cui trova 
la direttiva jasmin che indica il numero delle variabili locali utilizzate dal 
metodo; 
? varName è il nome della variabile che provoca wrong type; 
? posJsrInit indica la linea su cui si trova l’istruzione jsr nel percorso in cui 
avviene l’inizializzazione della variabile locale varName. 
Il numero dei parametri in ingresso al programma è variabile e dipende dal numero delle 
variabili che generano wrong type: per ognuna di queste variabile si passa in ingresso al 
programma la terna posLocals varName posJsrInit. 
Dopo aver controllato il numero ed il formato dei parametri in ingresso, vengono 
collegati gli stream ai rispettivi file di ingresso e di uscita. 
Questa classe genera un nuovo file chiamato ModifiedFilename.j, 
semanticamente identico al sorgente Filename.j, ma che supererà con successo la 
verifica del Bytecode Verifier. 
 
6.2.4 NewBytecode.java 
Questa classe contiene tutte le funzioni che operano sul file dato in ingresso al 
programma. La struttura di tale classe è descritta sinteticamente qui di seguito secondo 
la seguente struttura: 
? Campi: In particolare per ogni campo si indicherà: 
- Tipo del campo 
- Significato del campo 
- Funzionalità del campo. 
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? Metodi: In particolare per ogni metodo verrà indicato: 
- Parametri del metodo e loro significato 
- Valore di ritorno e significato 
- Funzionalità del metodo. 
 
Class NewBytecode   
Fields   
Name Type Description 
codeArray ArrayList È un array che contiene il codice del file di 
input. Ogni elemento dell’array contiene una 
linea del codice. 
modifiedCode ArrayList È un array che contiene il codice del file di 
output. Ogni elemento dell’array contiene una 
linea del codice. 
rowLocalVar int Contiene il numero della linea su cui si trova 
la direttiva .limit locals, che indica il 
numero delle variabili utilizzate dal metodo. 
varName int Indica il nome della variabile locale che 
genera wrong type. 
rowJsrInit int Contiene il numero della linea su cui trova 
l’istruzione jsr nel cammino in cui la 
variabile varName è inizializzata. 
initReg String[] È un array di stringhe che contiene le linee di 
codice che inizializzano il registro 
aggiuntivo. 
updateStore String[] È un array di stringhe che contiene le linee di 
codice necessarie per aggiornare il tipo del 
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nuovo registro con quello di varName. 
updateJsr String[] È un array di stringhe che contiene le linee di 
codice necessarie per aggiornare, al ritorno 
dalla subroutine, il contenuto di varName con 
quello del registro aggiuntivo. 
numReg char Indica il numero dei registri usati dal metodo. 
nameNewReg char Indica il nome del registro aggiuntivo. 
type char Indica il tipo di varName. 
rows int[] È un array di interi che serve per 
memorizzare su quali linee del codice si 
trovano le istruzioni store varName. 
 





   Method Name: 
     createCodeArray 
         void createCodeArray(BufferedReader in) 
   Return type: 
     void 
   Parameters: 
     BufferedReader in 
   Description: 
     Prende in ingresso il file di input bufferizzato e riempie l’array codeArray su cui 




   Method Name: 
     transformCode 
         void transformCode(int row1, int var, int row2) 
   Return Type: 
     void 
   Parameters: 
     int row1 
     int var 
     int row2 
   Description: 
     Tale metodo effettua la trasformazione del codice contenuto in codeArray. 








   Method Name: 
     writeModifiedCode 
         void writeModifiedCode(PrintWriter out) 
   Return Type: 
     void 
   Parameters: 
     PrintWriter out 
   Description: 
     Tale metodo riempie l’array modifiedCode con il codice trasformato ed infine 




   Method Name: 
     addInstructions 
         void addInstructions(Iterator iter, int start, int end) 
   Return Type: 
      void 
   Parameters: 
     Iterator iter 
     int start 
     int end 
   Description: 
     Tale metodo aggiorna il contenuto del registro aggiuntivo con quello del registro 
varName per ogni store varName presente all’interno del metodo. 
 
___________________________ 




   Method Name: 
     getNumReg 
         char getNumReg() 
   Return Type: 
     char 
   Parameters: 
     nessuno 
   Description: 
      Restituisce il numero dei registri utilizzati nel metodo. Per fare questo si salva in 
una stringa di appoggio la direttiva jasmin che indica il numero delle variabili locali 





   Method Name: 
      searchStore 
         void searchStore() 
   Return Type: 
     void 
   Parameters: 
     nessuno 
   Description: 
     Tale metodo cerca all’interno di un metodo tutte le istruzioni store varName e 
memorizza il numero delle linee su cui queste si trovano nell’array rows. 
 
___________________________ 




   Method Name: 
     setTypeRegister 
         void setTypeRegister(String s) 
   Return Type: 
     void 
   Parameters: 
      String 
   Description: 
     La stringa passata come parametro contiene l’istruzione store varName. Da 
questa stringa si recupera il tipo della variabile varName (si ricorda che le istruzioni 




   Method Name: 
     addAndInitNewRegister 
         void addAndInitNewRegister() 
   Return Type: 
     void 
   Parameters: 
     nessuno 
   Description: 
     Tale metodo incrementa il numero delle varibili locali usate in un metodo e, quindi, 
aggiorna la direttiva jasmin .limit locals. Infine inizializza la nuova variabile con 
il tipo di varName. 
 
___________________________ 




   Method Name: 
     setUpdateStore 
         void setUpdateStore() 
   Return Type: 
     void 
   Parameters: 
     nessuno 
   Description: 
     Inizializza l’array di stringhe updateStore con le linee di codice che aggiornano 




   Method Name: 
     setUpdateJsrInit 
         void setUpdateJsrInit() 
   Return Type: 
     void 
   Parameters: 
     nessuno 
   Description: 
     Inizializza l’array di stringhe updateJsr con le linee di codice che aggiornano il 
contenuto di varName con quello del registro aggiuntivo al ritorno dalla subroutine. 
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6.3 Applicazioni del tool 
L’esempio riportato di seguito dimostra come lo strumento di trasformazione del 
bytecode Java risolva il problema della verifica delle subroutines nei casi indicati nel 
Capitolo 5. 
Riprendiamo l’esempio di codice proveniente dal compilatore, e quindi 
perfettamente legale, che non è accettato del verificatore standard riportato nel Capitolo 
4. Modificando il bytecode con il tool realizzato in questa tesi si osserva che il codice 
così trasformato supera la verifica con successo. 




 int m1(boolean b){ 
   int i; 
   try{ 
      if(b) 
       return 1; 
      i=2; 
   }finally{ 
     if(b) 
      i=3; 
   } 
   return i; 
  } 
} 
 
Di seguito è riportato il bytecode ottenuto dall’esecuzione del programma javap: 
 
Compiled from tryfinally.java 
 
class Example1 extends java.lang.Object{ 
 Example1(); 




 0 aload_0 
 1 invokespecial #1 <Method java.lang.Object()> 
 4 return 
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Method int m1(boolean) 
 0 iload_1 
 1 ifeq 11 
 4 iconst_1 
 5 istore_3 
 6 jsr 27 
 9 iload_3 
       10 ireturn 
       11 iconst_2  
       12 istore_2 
       13 jsr 27 
       16 goto 37  
       19 astore 4 
       21 jsr 27 
       24 aload 4 
       26 athrow 
       27 astore 5  
       29 iload_1 
       30 ifeq 35 
       33 iconst_3 
       34 istore_2 
       35 ret 5  
       37 iload_2 
       38 ireturn 
Exeption table: 
 from to target type 
 0 9 19 any 
 11 16 19 any 
 19 24 19 any 
 
 
Al fine di modificare il bytecode si usa il programma JasminVisitor, che traduce il file 
Example1.class in sintassi jasmin. Il file che si ottiene da tale operazione è Example1.j. 
Si esegue la trasformazione del codice su quest’ultimo file ottenendo 
ModifiedExample1.j. Infine, l’assemblatore Jasmin riporta il file di testo in formato 
binario. Il risultato della trasformazione è ModifiedExample1.class: tale file sarà 
sottoposto all’algoritmo standard di verifica, superando con successo la Bytecode 
Verification. 









;; Produced by JasminVisitor (BCEL) 
;; http://bcel.sourceforge.net/ 
;; Mon Oct 20 10:07:26 CEST 2003 
 
.source Example1.java 




.method  <init>()V 
.limit stack 1 
.limit locals 1 











.method  m1(Z)I 
.limit stack 1 
.limit locals 6 
.var 0 is this LExample1; from Label6 to Label7 
















 jsr Label1 
Label11: 
 goto Label3 
Label12: 
.line 11 
 astore 4 
 jsr Label1 
 aload 4 
 athrow 
Label1: 
 astore 5 
 iload_1 












.catch all from Label6 to Label11 using Label12 
.end method 





;; Produced by JasminVisitor (BCEL) 
;; http://bcel.sourceforge.net/ 
;; Mon Oct 20 10:07:26 CEST 2003 
 
.source Example1.java 




.method  <init>()V 
.limit stack 1 
.limit locals 1 











.method  m1(Z)I 
.limit stack 1 
.limit locals 7 
;;new line 
 iconst_1 
 istore 6 
.var 0 is this LExample1; from Label6 to Label7 


















 istore 6 
 jsr Label1 
;;new line 
 iload 6 
 istore_2 
Label11: 
 goto Label3 
Label12: 
.line 11 
 astore 4 
 jsr Label1 
 aload 4 
 athrow 
Label1: 
 astore 5 
 iload_1 
 ifeq Label5 
.line 12 
 iconst_3 






 istore 6 
Label5: 











Conclusioni e sviluppi futuri 
 
 
In questa tesi è stato analizzato il problema della verifica delle subroutines nel 
bytecode Java. È stata proposta una soluzione che risolve tale problema nel caso di 
registri che assumono al più un tipo nel bytecode. 
La soluzione sviluppata è basata sulla trasformazione di programma e 
sull’algoritmo standard di verifica del bytecode implementato dalla Sun. Inoltre, nella 
tesi, è stato sviluppato uno strumento di trasformazione del bytecode Java, che 
implementa la trasformazione proposta nel caso di file class che contengono una sola 
subroutine. 
La trasformazione del bytecode non cambia la semantica del programma 
originario: il bytecode trasformato può essere eseguito dopo la verifica al posto del 
bytecode originario. 
Possibili sviluppi futuri del lavoro di tesi sono l’estensione dello strumento a file 
class con più subroutines e lo studio di una trasformazione di programma che consenta 
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public class TransformationCode 
{ 
  public static void main (String args[]) throws IOException{ 
 
 FileReader myFile = null; 
 FileWriter outFile = null; 
  
    try{ 
      
          int numArgs = args.length; 
          int numVar = (numArgs - 1)/3; 
 
          if (numArgs<4 || (numArgs-1)%3!=0 ) 
            throw new Exception ("Formato istruzione: java TransformationCode fileName.j 
posLocals varName posJsrInit"); 
 
          File inFile = new File(args[0]); 
          myFile = new FileReader(inFile);    
          BufferedReader bufInput = new BufferedReader(myFile); 
 
outFile = new FileWriter("Modified"+ args[0]); //crea destinatario in 
//directory corrente 
          BufferedWriter bufOutput = new BufferedWriter(outFile); 
          PrintWriter modifiedBytecode = new PrintWriter(bufOutput, true); 
 
          int posLocals[] = new int[numVar]; 
          int varName[] = new int[numVar]; 
          int posJsrInit[] = new int[numVar];  
          int cont1 = 0; 
          int cont2 = 1; 
          while(cont1< numVar){ 
            posLocals[cont1] = Integer.parseInt(args[cont2++]); 
            varName[cont1] = Integer.parseInt(args[cont2++]); 
            posJsrInit[cont1] = Integer.parseInt(args[cont2++]); 
            cont1++; 
          } 
          NewBytecode newCode = new NewBytecode(numVar); 
 




          newCode.createCodeArray(bufInput);  
          newCode.setParameters(posLocals, varName, posJsrInit); 
          newCode.transformCode(); 
          newCode.writeModifiedCode(modifiedBytecode); 
          System.out.println("Transformation Code correctly done."); 
     }catch (FileNotFoundException e){ 
        System.out.println("Exception:"+ e);} 
      catch (Exception e){ 
        System.out.println("Exception:"+ e);} 
   finally{ 
    if(myFile!=null) 
     myFile.close(); 
    if(outFile!=null) 
     outFile.close(); 
   } 














public class NewBytecode 
{ 
private ArrayList codeArray; //Codice del file che deve essere modificato 
  private ArrayList modifiedCode; //Codice trasformato 
  private int[] limit; //Num. della linea in cui si trovano le direttive  
//.limit locals 
  private int[] varName; //Nomi delle variabili che generano wrong type 
  private int[] rowJsrInit; //Numero della linea in cui si trova la jsr nel cammino in 
//cui la var. è inizializzata 
private String[][] initReg; //Linee di codice che inizializzano le var. aggiuntive 
private String[][] updateStore; //Linee di codice che aggiornano il tipo delle var 
//aggiuntive 
private String[][] updateJsr; //Linee di codice che ripristinano il tipo corretto 
//delle var. al ritorno dalla subroutine 
  private int[] numReg; //Numero dei registri usati nel metodo 
  private int[] nameNewReg; //Nome del registro aggiunto 
  private char[] type;  //Tipi dele var. che generano wrong type 
  private ArrayList wrongTypeStore; //Num. delle linee in cui si trovano le αstore 
//delle var. che creano wrong type 




  NewBytecode(int numVar){ 
    codeArray = new ArrayList(); 
    modifiedCode = new ArrayList(); 
    initReg = new String[numVar][3]; 
    updateStore = new String[numVar][3]; 
    updateJsr = new String[numVar][3]; 
    numReg = new int[numVar]; 
    nameNewReg = new int[numVar]; 
    type = new char[numVar]; 
    wrongTypeStore = new ArrayList(); 
  } 
 
 
  public void setNumRegisters(int R){ 
   registers = R;  
  }  
   
  public void setParameters(int[] row1, int[] var, int[] row2){ 
    limit = (int[])row1.clone(); 
    varName = (int[])var.clone(); 
    rowJsrInit = (int[])row2.clone(); 
  }  
 
  public void createCodeArray(BufferedReader in){ 
    String str = new String(); 
    try{ 
     while((str = in.readLine()) != null)      
        codeArray.add(str);     
     in.close(); 
   } catch(IOException e){ 
    System.err.println("IOException in createCodeArray method"); 
     }       
  }    
 
 
  public void transformCode(){ 
    searchStore(); 
    setTypeRegister(); 
    addAndInitNewRegister(); 
    setUpdateStore(); 
    setUpdateJsrInit(); 
  } 
 
 
  public void writeModifiedCode(PrintWriter out)throws Exception{ 




    /*Ricopio su modifiedCode le prime limit-1 righe: 
    la direttiva non viene ricopiata perché bisogna aggiungere un registro*/ 
    for(int i=0; i<limit[0]; i++)  
      modifiedCode.add(it.next()); 
     
    for(int s=0; s<registers; s++){ 
    //Salto la riga con la direttiva .limit locals 
        it.next(); 
 
    //Aggiungo un nuovo registro 
        modifiedCode.add(".limit locals "+numReg[s]); 
 
    //Inizializzo il nuovo registro 
        for(int i = 0; i<3; i++) 
          modifiedCode.add(initReg[s][i]); 
 
    /*Ricopio su modifiedCode le righe dalla direttiva 
    .limit locals (esclusa) fino alla prima store*/ 
        addInstructions(it, limit[s], ((Integer)wrongTypeStore.get(s)).intValue(), s); 
 
    //Si deve controllare se le αstore successive si trovano prima o dopo la jsrInit  
        int p = s+1; 
        if(p<rowJsrInit.length){ 
            while(((Integer)wrongTypeStore.get(p)).intValue()<rowJsrInit[s]){ 
              addInstructions(it, ((Integer)wrongTypeStore.get(s)).intValue(), 
((Integer)wrongTypeStore.get(p)).intValue(), s); 
              p++; 
            } 
        } 
 
    //Ricopio le righe fino alla jsrInit 
        for(int i=((Integer)wrongTypeStore.get(p-1)).intValue(); i<rowJsrInit[p-1]; i++) 
          modifiedCode.add(it.next()); 
 
    /*Aggiorno, al ritorno dalla jsrInit, il contenuto della var.  
    che genera wrong type con quello del nuovo registro*/ 
        for(int i = 0; i<3; i++)  
            modifiedCode.add(updateJsr[s][i]); 
 
        addInstructions(it, rowJsrInit[s], ((Integer)wrongTypeStore.get(p)).intValue(), 
s); 
 
        String endMethod = ".end method"; 
        boolean endReached = false; 
        while(++p<wrongTypeStore.size()){ 
          if(endMethod.indexOf(it.toString())==-1){ 
            addInstructions(it, ((Integer)wrongTypeStore.get(p-1)).intValue(), 
((Integer)wrongTypeStore.get(p)).intValue(), s); 
          } 
          else{ 
            endReached = true; 
            break; 
          } 
        } 
         
        if(endReached){ 
            String limitMethod = ".limit locals"; 
            while(it.hasNext() && limitMethod.indexOf(it.toString())!=-1) 
              modifiedCode.add(it.next()); 
        } 
    } 
 
    Iterator e = modifiedCode.iterator(); 
    while(e.hasNext()) 
      out.println(e.next()); 
 
    //termino di ricopiare il codice 
    do{out.println(it.next());} 
    while(it.hasNext()); 
//    out.flush(); 
  }    
 
 




     
  for(int i= start; i<end; i++) 
    modifiedCode.add(iter.next()); 
//Aggiorno il contenuto del nuovo registro con quello della var. che genera wrong type 
  for(int i = 0; i<3; i++)  




  private int getNumReg(int i){ 
    int ret_i; 
    String st = new String(); 
    st = (String) codeArray.get(limit[i]); 
    st = st.trim(); 
    char c = st.charAt((st.length())-1); 
    System.out.println("c="+c); 
    ret_i = Integer.parseInt(c+""); 
    return ret_i; 
  } 
 
 
  private void searchStore(){ 
    String str1, str2, temp = new String(); 
    str2 = ".end method"; 
    for(int i=0; i<registers; i++){ 
        int index = 0;     
        int count = limit[i]; 
        int c = 3; 
        if(varName[i]>c) 
          str1 = "store "+varName[i]; 
        else 
          str1 = "store_"+varName[i]; 
 
        do{ 
          count++; 
          temp = (String) codeArray.get(count); 
          temp = temp.toLowerCase(); 
          //System.out.println(temp); 
          if(temp.indexOf(str1) != -1){ 
            wrongTypeStore.add(new Integer(count)); 
            index++; 
          } 
        }while(temp.indexOf(str2) == -1); 
    } 
  } 
 
 
  private void setTypeRegister(){ 
    String str = new String(); 
    for(int i=0; i<registers; i++){ 
        str = (String) codeArray.get(((Integer)wrongTypeStore.get(i)).intValue()); 
        int index; 
        str = str.trim(); 
        index = 0; 
        type[i] = str.charAt(index); 
    } 
  } 
 
 
  private void addAndInitNewRegister(){ 
      for(int i=0; i<registers; i++){ 
        numReg[i] = getNumReg(i); 
        nameNewReg[i] = numReg[i]; 
        numReg[i]++; 
        char c = type[i]; 
        switch(c){ 
            case 'a': initReg[i][0] = ";; new line"; 
                      initReg[i][1] = "\taconst_1";  
                      initReg[i][2] = "\tastore " + nameNewReg[i]; 
                      break; 
            case 'd': initReg[i][0] = ";; new line"; 
                      initReg[i][1] = "\tdconst_1";  
                      initReg[i][2] = "\tdstore " + nameNewReg[i]; 




            case 'l': initReg[i][0] = ";; new line"; 
                      initReg[i][1] = "\tlconst_1";  
                      initReg[i][2] = "\tlstore " + nameNewReg[i]; 
                      break; 
            case 'f': initReg[i][0] = ";; new line"; 
                      initReg[i][1] = "\tfconst_1";  
                      initReg[i][2] = "\tfstore " + nameNewReg[i]; 
                      break; 
            case 'i': initReg[i][0] = ";; new line"; 
                      initReg[i][1] = "\ticonst_1";  
                      initReg[i][2] = "\tistore " + nameNewReg[i];   
                      break; 
            default: 
                      System.out.println("Error: wrong type register"); 
          }       
      } 
  } 
 
 
  private void setUpdateStore(){ 
    for(int i=0; i<registers; i++){ 
        char c = type[i]; 
        switch(c){ 
            case 'a': updateStore[i][0] = ";; new line"; 
                      updateStore[i][1] = "\taload " + varName[i]; 
                      updateStore[i][2] = "\tastore " + nameNewReg[i]; 
                      break; 
            case 'd': updateStore[i][0] = ";; new line"; 
                      updateStore[i][1] = "\tdload " + varName[i]; 
                      updateStore[i][2] = "\tdstore " + nameNewReg[i]; 
                      break; 
            case 'l': updateStore[i][0] = ";; new line"; 
                      updateStore[i][1] = "\tlload " + varName[i]; 
                      updateStore[i][2] = "\tlstore " + nameNewReg[i]; 
                      break; 
            case 'f': updateStore[i][0] = ";; new line"; 
                      updateStore[i][1] = "\tfload " + varName[i]; 
                      updateStore[i][2] = "\tfstore " + nameNewReg[i]; 
                      break; 
            case 'i': updateStore[i][0] = ";; new line"; 
                      updateStore[i][1] = "\tiload " + varName[i]; 
                      updateStore[i][2] = "\tistore " + nameNewReg[i]; 
                      break; 
            default: 
                      System.out.println("Error: wrong type register"); 
        } 
    } 
  } 
     
 
  private void setUpdateJsrInit(){ 
    for(int i=0; i<registers; i++){ 
        char c = type[i]; 
        switch(c){ 
            case 'a': updateJsr[i][0] = ";; new line"; 
                      updateJsr[i][1] = "\taload "+ nameNewReg[i]; 
                      updateJsr[i][2] = "\tastore " + varName[i]; 
                      break; 
            case 'd': updateJsr[i][0] = ";; new line"; 
                      updateJsr[i][1] = "\tdload "+ nameNewReg[i]; 
                      updateJsr[i][2] = "\tdstore " + varName[i]; 
                      break; 
            case 'l': updateJsr[i][0] = ";; new line"; 
                      updateJsr[i][1] = "\tlload "+ nameNewReg[i]; 
                      updateJsr[i][2] = "\tlstore " + varName[i]; 
                      break; 
            case 'f': updateJsr[i][0] = ";; new line"; 
                      updateJsr[i][1] = "\tfload "+ nameNewReg[i]; 
                      updateJsr[i][2] = "\tfstore " + varName[i]; 
                      break; 
            case 'i': updateJsr[i][0] = ";; new line"; 
                      updateJsr[i][1] = "\tiload "+ nameNewReg[i]; 
                      updateJsr[i][2] = "\tistore " + varName[i]; 




            default: 
                      System.out.println("Error: wrong type register"); 
            }  
    } 
  }  
} 
