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ABSTRACT
Discrete-valued spatio-temporal data are ubiquitous across an ever-increasing num-
ber of scientific disciplines, including areas as diverse as abundance estimation of vari-
ous species in ecological monitoring studies, small-area samples from national surveys,
epidemiological and transportation data, and environmental applications, among oth-
ers. We propose general methodology for modeling spatio-temporal count data as well
as capture-recapture data. Although the models are of independent interest and can
be applied in many settings, we illustrate the methods through applications to esti-
mating (relative) abundance.
In the context of measuring population abundance two types of sampling designs
often arise. In the first sampling design, preselected spatial locations are sampled
during scheduled visits, resulting in spatially referenced count-data collected over
certain temporal periods. In this arena, depending on the availability of information
to inform detectability, we develop two general models that can be used. For the
case where no information is available to inform detectability, we develop hierarchi-
cal Bayesian spatio-temporal Conway-Maxwell Poisson (CMP) models with dynamic
dispersion that take advantage of nonlinear dimension reduction. This model is illus-
trated through simulated examples and through out-of-sample one-year-ahead predic-
tion of waterfowl migratory patterns. In the presence of information for detectability,
we develop a class of Binomial-CMP models. The Binomial-CMP mixture models we
propose explicitly account for spatial dependence through low-rank basis functions
and allow for automated variable selection and grouping of dispersion parameters.
The effectiveness this models is illustrated through simulated examples and through
xiii
application to a long-term ecological monitoring study.
In the context of capture-recapture sampling designs, individuals are distinctly
tagged during each scheduled visit in addition to recording the number of species
observed. For this type of data, we introduce a Jolly-Seber model with time-varying
continuous individual covariates. The effectiveness of this model is demonstrated us-
ing data on meadow voles (Microtus pennsylvanicus). Next, we develop a Bayesian
hierarchical multi-population multistate Jolly-Seber (MP-MSJS) model with covari-
ates. The MP-MSJS model we propose allows a borrowing of strength across multiple
synchronous populations and is useful for analyzing sparse data, e.g., for endangered
species. We illustrate the effectiveness of this MP-MSJS model through a simulated
example.
xiv
Chapter 1
Introduction
1.1 The Motivation
Developing models for discrete-valued spatio-temporal data has emerged as a topic
of widespread interest among many scientific disciplines, including abundance esti-
mation in ecological monitoring studies, small area estimation from national surveys,
epidemiology, and environmental applications, among others. We propose general
methodology for modeling spatio-temporal count data as well as capture-recapture
data. Although the models can be applied in many settings, we demonstrate the dif-
ferent methods in the context of estimating (relative abundance). That is, although
discrete-valued data can arise in a broad array of disciplines, including ecology, epi-
demiology, and meteorology (see Waller et al., 1997; Carlin and Banerjee, 2003; Wikle
and Anderson, 2003; Wikle and Hooten, 2006; Hooten et al., 2007; Wikle and Holan,
2011; Zhuang and Cressie, 2012, among others), we focus on their occurrences in
1
ecological monitoring studies.
When measuring population abundance, data frequently arise from two types
of sampling designs, the general sampling design and the capture-recapture sampling
design. In the general sampling design, predetermined survey points are surveyed over
multiple visits, in which the number of animals detected are recorded. This results
in spatially referenced point count data collected over temporal periods. To model
these spatio-temporal data, two different types of models are usually considered,
spatio-temporal models and binomial mixture models, the difference of which lies in
whether there is information to inform detectability.
Compared with the general sampling design, the capture-recapture experimen-
tal design (e.g., see Williams et al., 2002, and the references therein) is different in
the sense that not only are the number of animals detected at each sampling period
recorded, but also each animal encountered has to be distinctly tagged. Generally
speaking, capture-recapture data are binary data with 1 indicating capture and 0 in-
dicating non-capture. When geographical information is available; i.e., segment/site
information regarding the location at which an individual is captured, we have spa-
tially referenced capture-recapture data.
Spatially referenced point count data can be utilized to estimate the abundance
for a given species, for which individual tagging might be difficult or even infeasible
due to the amount of efforts involved, for example in some avian ecology surveys. The
term “abundance” refers to relative abundance, or absolute abundance depending on
whether information is available to inform detectability. In contrast, by using capture-
recapture data, estimates of capture probabilities, survival rates, and/or movement
probabilities can be obtained, in addition to the estimates of abundance.
2
1.2 Models for Spatially Referenced Count Data
We first consider models for analyzing discrete-valued spatio-temporal data. Mod-
eling spatio-temporal count data is often a challenging endeavor for several reasons.
First, complicated spatio-temporal data and/or processes are often high-dimensional
(Wikle, 2003; Cressie and Wikle, 2011), requiring some form of dimension reduction.
To reduce the dimensionality, “low-rank” methods using basis function expansions
are often employed, including empirical orthogonal functions (EOFs), Fourier, splines,
and wavelets, among others (e.g., see Wikle and Cressie, 1999; Royle and Wikle, 2005;
Jolliffe, 2010; Wikle, 2010; Cressie and Wikle, 2011, and the references therein). The
choice of basis functions is often problem specific, with certain choices being advan-
tageous within a particular setting. Additionally, the underlying latent process could
be nonlinear and/or nonstationary, with other complex features (Wikle and Hooten,
2010; Wikle and Holan, 2011). In these cases, routine model specifications may fail
to accurately capture the dynamics (Wikle and Hooten, 2010).
Despite the complex nature of modeling spatio-temporal data, spatio-temporal
count data often exhibit temporally-varying over/underdispersion within the spatial
domain. The Conway-Maxwell Poisson (CMP) distribution(Conway and Maxwell,
1962) can accommodate data exhibiting both over- and underdispersion, making it
generally suitable across an extensive set of problems. As a result, the model param-
eterization we develop in Chapter 2 includes a time-varying dispersion parameter,
which can be flexibly modeled.
Motivated by a problem of widespread interest, i.e., prediction of migratory bird
settling patterns, we propose a Bayesian spatio-temporal CMP model with dynamic
dispersion in Chapter 2. In particular, we develop a threshold vector-autoregressive
3
model for the CMP intensity parameter that allows for regime switching based on
climate conditions. To reduce the inherent high-dimensionality of the underlying
process, we consider nonlinear dimension reduction through kernel principal compo-
nent analysis (KPCA) (e.g., see Scho¨lkopf et al., 1998; Shawe and Cristianini, 2004).
Compared with EOFs, KPCA is advantageous in cases where the data exhibit non-
linear features.
Binomial mixture models can also be used to model spatially referenced point
count data (e.g., Royle, 2004; Ke´ry et al., 2005; Ke´ry, 2008; Webster et al., 2008,
among others), and have become popular in applications to abundance estimation.
Different from the spatial-temporal models developed in Chapter 2, when modeling
abundance, the binomial mixture models also allow modeling of detection probability
and, thus, provide a quantification of sampling efficiency for detecting a given species
of interest.
The sampling designs in existing applications generally contain only one primary
sampling occasion. Different from the previous designs (e.g., see Royle, 2004; Ke´ry
et al., 2005; Ke´ry, 2008; Webster et al., 2008; Wenger and Freeman, 2008; Ke´ry and
Royle, 2010), certain ecological studies can be associated with a nested sampling
design; i.e., there are secondary, and possibly subsequent, sampling periods nested
within each primary sampling occasion. In addition, data arising from this nested
sampling design can be unbalanced due to missing values. For example, the American
Robin (Turdus migratorius) data we consider from the Baltimore Ecosystem Study
(BES) falls into this category. In this case, the nested sampling design is more general
and it contains the design having only one primary sampling occasion as a special
case. Specifically, the replicated data within each primary sampling occasion allows
4
us to achieve sharper parameter estimation of the detection probability. Finally, the
models we propose allow for a borrowing of strength from neighboring locations by
explicitly incorporating spatial components into the intensity model.
Although the Binomial-Poisson or the Binomial-Negative binomial mixture mod-
els has become common in the existing literature (e.g., see Ver Hoef and Boveng,
2007, for a discussion), neither mixture model can accommodate a combination of
overdispersion, equidispersion, and underdispersion. In addition, in many ecological
monitoring studies, there is a need for understanding factors that impact the detec-
tion probability and abundance parameter for a particular species of interest. To
identify important covariates and grouping of dispersion parameters, we considered
a Bin-CMP model in Chapter 3 that allows for automated variable selection using
reversible jump Markov chain Monte Carlo (RJMCMC) (Green, 1995). Motivated
by the Baltimore Ecosystem Study (BES), we propose hierarchical Bayesian Bino-
mial mixture models, including Bin-CMP models, that formally account for varying
levels of spatial dispersion in Chapter 3. Our proposed models also allow for vari-
able selection of model covariates and grouping of dispersion parameters through the
implementation of RJMCMC. Finally, using demographic covariates from the Amer-
ican Community Survey, we demonstrate the effectiveness of our approach through
estimation of abundance for American Robin.
1.3 Models for Capture-Recapture Data
In capture-recapture studies, the Jolly-Seber (JS) model has become widely used
(Jolly, 1965; Seber, 1965; Schwarz and Arnason, 1996; Schwarz, 2001; Royle and Do-
5
razio, 2008) for abundance estimation. The original JS model was developed under
several assumptions (see Williams et al., 2002). Among them, the fundamental as-
sumption is the homogeneity of capture probabilities and survival rates. In general,
the homogeneity of capture probabilities and survival rates indicates that condition-
ing on being alive at each sampling occasion, individuals are equally likely to survive
to next sampling occasion and to be captured. In real applications, however, these
assumptions can be violated due to individual heterogeneity or geographical depen-
dence.
To relax the assumption of homogeneity in the standard JS model, we introduce
a JS model with individual heterogeneity in survival rates in Chapter 4. Specifically,
we propose a computationally efficient Bayesian hierarchical Jolly-Seber model with
time-varying continuous individual covariates using a state-space modeling frame-
work. In the presence of continuous time-varying individual covariate, the difficulties
of conducting Bayesian analysis for the model we propose are as follows: (1) the
dimension of parameter space varies with the unknown underlying population size
and thus is not constant; (2) the values of individual covariate are observable only
upon the capture of an individual; (3) computation can be challenging due to the
large number of unknown parameters that need to be sampled from the intractable
full conditionals. To maintain constant number of parameters in the model, we con-
sider the data augmentation technique (Tanner and Wong, 1987). Furthermore, we
consider a stochastic differential equation to model the change in individual covari-
ates across time, and consequently the unobserved values of the individual covariate
can be imputed conditionally. We tailor the MCMC sampling algorithms so that no
tuning is required and take advantage of parallel computing to further improve com-
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putational efficiency. Finally, we demonstrate the effectiveness of our model using
capture-recapture data on meadow voles (Microtus pennsylvanicus).
Although abundance estimation is important for many ecological monitoring pro-
grams, equally important is the spatial distribution and movement of each population
within the study domain. To achieve these goals, using a state-space framework, we
propose a Bayesian hierarchical multi-population multistate Jolly-Seber model that
allows for covariates in Chapter 5. The multistate JS model allows that capture prob-
abilities and survival rates can be dependent on geographical locations. Particularly,
the model we propose has several distinct advantages. First, multiple populations in
the same study area can be modeled simultaneously. As a consequence, it is possible
to achieve improved parameter estimation by “borrowing strength” across different
species. In many cases, such as endangered species, this borrowing of strength is
crucial, as there may be relatively little information for one of the populations under
consideration. Second, in addition to accommodating covariate information, we de-
velop a computationally efficient Markov chain Monte Carlo algorithm that requires
no tuning. Critically, the model we propose allows us to draw inference on each
population as well as on multiple populations simultaneously.
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Chapter 2
Hierarchical Bayesian
Spatio-Temporal Conway-Maxwell
Poisson Models with Dynamic
Dispersion
2.1 Introduction
Spatio-temporal count data are ubiquitous across an ever-increasing number of sci-
entific disciplines. For example, spatio-temporal count data can be found in areas
as diverse as small-area samples from national surveys, meteorological observations,
epidemiological and transportation data, and relative abundance of various species in
ecological monitoring studies, among others. Two widely used distributions for mod-
eling count data are the Poisson distribution and the negative binomial distribution
(e.g., see Cameron and Trivedi, 1998).
In the context of modeling spatio-temporal count data, the Poisson distribution
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has gained widespread popularity. Nevertheless, the distributional assumption of
having equal mean and variance over the entire spatial domain (i.e., equidispersion)
is rarely satisfied for the types of processes typically observed in practice. In cases
where the equidispersion assumption is violated, it is common for the variance to
be greater than the mean (i.e., the data often exhibit overdispersion). A suitable
distribution for analyzing overdispersed data is the negative binomial distribution
(e.g., see Ver Hoef and Boveng, 2007; Hilbe, 2011). Despite the extensive usage of
these two distributions in modeling count data, they both fail to accommodate data
with underdispersion (i.e., the variance is smaller than the mean). Although, by
comparison overdispersion is more prevalent than underdispersion, many examples of
underdispersion also occur (e.g., Herbers, 1989; Ridout and Besbeas, 2004).
One distribution that accommodates both overdispersed and underdispersed data
is the Conway-Maxwell Poisson (CMP) distribution (Conway and Maxwell, 1962).
This two-parameter distribution is a member of the exponential family and can be
seen as an extension to the Poisson distribution, with an extra parameter that flex-
ibly controls the level of dispersion. Further, this distribution also encompasses the
Bernoulli and geometric distributions.
Shmueli et al. (2005) propose and investigate probabilistic and statistical proper-
ties of the CMP distribution and describe several methods of parameter estimation.
Subsequent to Shmueli et al. (2005), development of statistical methodology involv-
ing the CMP distribution has been fairly extensive. This distribution has become
widely utilized in a variety of applications and, thus, is of great practical interest. A
comprehensive overview regarding the CMP model is provided by Sellers et al. (2012)
and the references therein.
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In practice, modeling spatio-temporal count data is challenging due to the com-
plexity and high-dimensionality of the data and/or process. Further, in many spatio-
temporal settings the dispersion over space varies as a function of time. Fortunately,
the CMP distribution is flexible and allows fitting of both overdispersed and under-
dispersed data through the introduction of an additional dispersion parameter. As a
result, the CMP distribution can be formulated to dynamically accommodate varying
levels of spatial dispersion.
The application of hierarchical Bayesian models for spatio-temporal count data
have become increasingly popular over the past few decades. Consequently, there
are many examples that arise across an expansive set of disciplines. For example,
Wikle and Hooten (2006) and Hooten et al. (2007) develop spatio-temporal Poisson
models, in the context of ecological modeling, for the spread of Eurasian Collard
Doves. Conversely, Waller et al. (1997), Carlin and Banerjee (2003), and Zhuang
and Cressie (2012) develop spatio-temporal count models for epidemiological studies.
The previous examples by no means constitute an exhaustive list of the extensive
research in this area to date. A comprehensive discussion regarding methodology and
application of spatio-temporal models for count processes can be found in Cressie
and Wikle (2011) and the references therein. To our knowledge, no attempt has
been made to utilize the CMP distribution to model spatio-temporal count data with
dynamic dispersion.
As previously alluded to, we propose a class of hierarchical Bayesian spatio-
temporal CMP models with dynamic dispersion. The models we develop constitute
the first attempt at utilizing the CMP distribution to flexibly allow for equidispersed,
overdispersed and/or underdispersed count data in a hierarchical Bayesian spatio-
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temporal modeling framework. More importantly, we allow the CMP dispersion pa-
rameter to be dynamic and thus our model can naturally accommodate different
levels of dispersion across space as a function of time. Though not presented here,
our approach can also specify different levels of temporal dispersion for each spatial
location. However, it is important to note that estimating a spatio-temporal disper-
sion parameter is not possible in the example presented here, due to lack of repli-
cation. Furthermore, we propose a threshold vector-autoregressive (TVAR) model
for the CMP intensity parameter that allows for regime switching based on climate
conditions.
Many spatio-temporal processes are associated with large data sets that include
many spatial locations and interest often resides in producing forecasts at a large
number of spatial locations. For example, in the migratory waterfowl prediction
problem of interest here (see Section 2.2), we have 2,171 spatial locations over 56
years. Wikle and Hooten (2010) showed that it can be difficult to specify dynamical
spatio-temporal models in such instances due to the curse of dimensionality. Thus,
it is critical that one reduce the dimensionality of the parameter space, which can be
done through careful scientific motivation, or more generally, through a projection
onto a low-dimensional dynamical process. In this later case, the low-dimensional
process (sometimes called a “low-rank process”) accounts for dynamical variation,
with the primary assumption that the key dynamical mechanisms at the scale of ob-
servation for many environmental and ecological processes operate on a much lower
dimensional manifold than the number of predictive or observation locations. An im-
portant decision in this context is the choice of basis function on which it is reasonable
to model this low-dimensional process. We consider nonlinear dimension reduction
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through kernel principal component analysis (KPCA) (e.g., see Scho¨lkopf et al., 1998;
Shawe and Cristianini, 2004). A complete overview can be found in Van der Maaten
et al. (2008).
The effectiveness of our approach is illustrated through an application of out-of-
sample one-year-ahead prediction of waterfowl migratory patterns across the United
States and Canada. In this setting, we find that using a hierarchical spatio-temporal
CMP model with dynamic dispersion provides superior forecasting performance, as
measured by mean square prediction error (MSPE). In addition, within the context
of our motivating example, we demonstrate the added value of dimension reduction
through KPCA rather than empirical orthogonal functions (EOFs).
This chapter is organized as follows. Section 2.2 introduces our motivating data
from the Breeding Population Survey and provides preliminary background informa-
tion on the CMP distribution. Section 2.3 describes our proposed Bayesian spatio-
temporal CMP models. Two simulated examples are presented in Section 2.4, pro-
viding motivation for our modeling approach. Section 2.5 contains an analysis of
our motivating data and illustrates the effectiveness of our approach. Discussion is
provided in Section 2.6. Details surrounding nonlinear dimension reduction through
KPCA and the specification of prior distributions are given in the Section 2.7.1. For
convenience of exposition specific details regarding our Markov chain Monte Carlo
(MCMC) algorithm and full conditional distributions are left to the Section 2.7.2 and
Section 2.7.3, respectively.
12
2.2 Data and Preliminary Background
2.2.1 Breeding Population Survey data
The migratory bird count data we consider in Section 2.5 constitutes raw indicated
pair count data for mallard ducks over the fifty-six year period 1955 through 2010.
These data are provided by the U.S. Fish and Wildlife Service (USFWS) Breeding
Population Survey (BPS) and are publicly available at the FWS Division of Migra-
tory Management website (https://migbirdapps.fws.gov/). The BPS has been
conducted annually since 1955, in conjunction with the Canadian Wildlife Service, in
order to provide detailed information about the spring population size of various duck
species occurring across the north-central United States, Alaska, and central Canada.
Each year two-person aerial crews fly fixed-wing aircraft at low altitudes to record
mallard duck counts, which are subsequently compared against a subset of available
site counts that are collected by ground crews. These flights occur along established
400m wide transect lines that are divided into approximately 29km long segments.
Our analysis considers 2,171 such segments that are available throughout the study
period of 1955–2010 and is limited to raw indicated pair counts, which corresponds
to the presence of both paired ducks and lone drakes. Although several species are
available, we consider mallard duck counts for segments falling between 85◦− 165◦W
longitude and 43◦ − 69◦N latitude. The BPS data were specifically chosen for our
analysis because the survey is designed to capture mallard duck spring migration and
settling patterns. Finally, we use the May values of the Palmer Drought Severity
Index (PDSI) averaged over the Prairie Pothole Region in U.S. as a climate covariate
in a TVAR model and assess whether drought specific regime dynamics improves
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forecasting. The May values of PDSI data were obtained from the National Climatic
Data Center (www.ncdc.noaa.gov).
2.2.2 The Conway-Maxwell Poisson distribution
The model we propose in Section 2.3 relies on the CMP distribution for the likelihood.
In particular, let Y denote a Conway-Maxwell Poisson distributed random variable
with CMP “location” (intensity) parameter λ and dispersion parameter ν; i.e., Y ∼
CMP(λ, ν). Then, for λ > 0 and ν ≥ 0, the probability mass function (pmf) for the
CMP distribution is given by
P (Y = y) =
λy
(y!)ν
1
Z(λ, ν)
, y = 0, 1, 2, . . .
where
Z(λ, ν) =
∞∑
j=0
λj
(j!)ν
,
is often called the “Z-function” and represents a normalizing constant.
The level of dispersion can be conveniently characterized in terms of the dispersion
parameter ν, with ν ≡ 1, ν < 1, and ν > 1 corresponding to equidispersion (i.e., the
Poisson distribution), overdispersion, and underdispersion, respectively. For particu-
lar values of λ and ν, the CMP distribution gives rise to several other distributions
as special cases. Specifically, when ν = 0 and λ < 1 the CMP distribution reduces to
the geometric distribution and as ν → ∞ the CMP distribution corresponds to the
Bernoulli(λ/(1 + λ)) distribution. Finally, the CMP distribution does not exist when
ν = 0 and λ ≥ 1, as the Z-function diverges for these values. Comprehensive details
can be found in Shmueli et al. (2005) and Sellers et al. (2012).
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As discussed in Sellers and Shmueli (2010) and Sellers et al. (2012), the mean
and variance of the CMP distribution can be obtained by considering the following
derivatives with respect to log(λ)
E(Y ) =
∂ logZ(λ, ν)
∂ logλ
and Var(Y ) =
E(Y )
∂ logλ
.
In practice, when ν ≤ 1 or λ > 10ν , it is often more convenient to use the accurate
approximations E(Y ) ≈ λ1/ν − (ν − 1)/(2ν) (Shmueli et al., 2005) and Var(Y ) ≈
(1/ν)λ1/ν (Guikema and Goffelt, 2008). See Sellers et al. (2012) and the references
therein for further discussion.
In many cases, calculation of the pmf of the CMP distribution can be computa-
tionally intensive. In particular, when the data exhibit overdispersion (i.e., ν < 1),
the elements of the Z-function decay slowly and, thus, a substantial number of terms
may be required to approximate the infinite summation. When λ > 10ν , this compu-
tational issue can be circumvented using an accurate asymptotic approximation for
the Z-function derived by Minka et al. (2003). Asymptotically, the Z-function can
be approximated by
Z(λ, ν) =
exp(νλ1/ν)
λ(ν−1)/(2ν)(2pi)(ν−1)/2
√
ν
{1 +O(λ−1/ν)}.
It should be noted that for underdispersed data (i.e., ν > 1) the elements of the Z-
function decay rapidly and, thus, the infinite summation can be easily approximated
using relatively few terms.
Several packages in R (R Development Core Team, 2012) can be employed to
calculate the Z-function and, hence, the CMP distribution (e.g., compoisson and
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COMPoissonReg). However, these packages calculate the Z-function by truncating
the summation when the contribution to the log Z-function is less than some pre-
specified tolerance . In principle, this method would allow us to achieve arbitrarily
precise calculation of the Z-function. However, in practice, when ν is close to zero
and λ is large, this method can be extremely slow to converge because an infeasi-
ble number of terms may be required in the summation to achieve the desired level
of accuracy. Several methods are available for alleviating this problem. First, the
previous truncation method can be combined with the asymptotic approximation so
that values of λ and ν yielding computationally expensive Z-functions are handled
through the asymptotic approximation. Alternatively, the truncation method can be
efficiently coded in a low-level programming language (e.g., C) that is callable from
R. We have implemented both approaches and find the latter produces slightly more
stable results, as evaluated through the mixing in the Markov chain Monte Carlo
(MCMC) algorithms we impose in our simulated and motivating data examples. In
the absence of either approach, the Bayesian models we propose become computa-
tionally infeasible.
2.3 Spatio-Temporal CMP Models
Let Yt be an mt-dimensional vector containing mt ≤ n elements {Yt(si)}, where
si ∈ {s1, . . . , sn} ∈ D ⊂ R2 and times t = 1, . . . , T . In this context, Yt(si) is a
realization of an underlying spatio-temporal count process at location si and time t.
The time-varying dimension of Yt reflects the fact that not all locations are necessarily
observed at each time. In addition, let λt = (λt(s1), . . . , λt(sn))
′ denote the spatially
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and temporally varying CMP intensity at all of the locations of interest, {s1, . . . , sn},
for each time t.
In complex modeling settings, like the one considered here, it is often convenient
to express the model hierarchically. Let [Y |X] and [X] denote the conditional distri-
bution of Y given X and the unconditional distribution of X respectively. Following
Berliner (1996) and Wikle (2003), using Bayes’ rule, a general hierarchical Bayesian
framework for the joint posterior distribution of the process and parameters, condi-
tional on the data can be expressed as
[X,ΘD,ΘP |Y ] ∝ [Y |X,ΘD,ΘP ]× [X|ΘP ]× [ΘD,ΘP ],
where Y denotes the observed data, X denotes the latent process, and ΘD and ΘP
are the parameters associated with the data and process models respectively.
2.3.1 Data Model
We assume that Yt(si) given the true intensity λt(si) and dispersion νt follows a CMP
distribution. Recall, the case where νt ≡ 1 reduces to the Poisson(λt) distribution.
We then define the data model as
Yt|λt, νt ∼ CMP(Ktλt, νt), t = 1, 2, . . . , T, (2.1)
where Kt is an mt × n incidence matrix that maps the observations to the under-
lying latent CMP intensity process to account for potential missing observations at
each time. It is not required that the spatial locations of the observations coincide
with those of the unobserved latent process, in which case the mapping matrix, Kt,
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could accommodate missing counts at various sampling locations as well as change of
support (Wikle and Berliner, 2005). In general, uncertainty may be induced by this
mapping depending on the chosen prediction grid resolution; e.g., uncertainty may
arise in matching point observations to a grid, or observations on one grid to another
(see Wikle et al., 2001, and the references therein for further discussion). Finally, as
mentioned previously, in principle it is straightforward to adapt (2.1) to accommo-
date data with spatially-varying dispersion rather than time-varying. However, this
would introduce significantly more parameters to be estimated, especially when the
number of sampling locations is large.
2.3.2 Process Model
The CMP intensity process is assumed to be governed by a dynamical process that
exists on a low-dimensional manifold. We will denote this p-dimensional process,
where p < n, as αt. This process is obtained by mapping from physical space using
the basis function matrix, Ψ, which is of dimension n × p. Thus, we can denote
the physical-space representation of this low-dimensional dynamical process as the
product Ψαt, which is a vector of dimension n. Now, we define the intensity process
for times t = 1, . . . , T as
log(λt) = µ+ Ψαt + t, t
iid∼ Gau(0, σ2 I),
where µ represents a spatially-referenced mean intensity, and t corresponds to small-
scale (assumed uncorrelated) spatio-temporal noise (e.g., analogous to a nugget effect
in spatial-statistics).
18
Ideally, one would choose the basis function expansion matrix Ψ based on knowl-
edge of the dynamics of the process of interest. Seldom is it possible to determine
optimal basis sets in this manner because there is too much uncertainty as to the
true process. It is common to choose these basis functions by convenience (e.g., by
splines, wavelets, Fourier bases, empirical orthogonal functions (EOFs), among oth-
ers). The exact choice of basis functions requires some attention as there may be
advantages of one set of basis functions over another for a specific application (Wikle,
2010). In our case, it is crucial for computational efficiency that p  n and that it
can accommodate linear or nonlinear processes to give the most flexibility. Thus, we
employ a nonlinear form of dimension reduction known as KPCA (see Section 2.7.1
for a detailed discussion) and demonstrate the effectiveness of this basis in terms of
one-step-ahead out-of-sample prediction relative to EOFs. Another benefit of using
KPCA is that, similar to EOFs, kernel PCs have interpretations as spatial patterns.
It remains to specify the evolution of the low-dimensional process vector αt. In
general, environmental and ecological processes evolve nonlinearly and can be cap-
tured by polynomial interactions between the components of the vector (e.g., Wikle
and Hooten (2010), Wikle and Holan (2011)). However, such models can be expensive
computationally, and thus first-order Markov models of the form
αt = Hαt−1 + γt,γt ∼ Gau(0,Σγ), (2.2)
are often a good approximation, where Σγ is the (time-independent) innovation co-
variance matrix, and the matrix H controls the linear re-weighting of the components
of αt from the previous time into the current time. That is, one can think of this as
how the process at the previous time is linearly redistributed in the current time. In
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the ecological context of interest in Section 2.5, it is reasonable to assume that this
matrix varies with habitat conditions, which are then related to some time-varying
covariate ct. In particular, we allow H in (2.2) to vary according to a scientifically
motivated climate index covariate ct, which in our case is based on the PDSI (see
Section 2.2). Specifically, in our example, we hypothesize that birds may redistribute
differently if the landscape is wetter or dryer than normal (e.g., three regimes); thus,
this H is essentially a redistribution matrix (although, operating in spectral space).
In principle, given more years of data, we could consider models with more than three
regimes. The scientific motivation for this model is based on the possibility that the
migratory waterfowl may adjust from their preferred site philopatry based on ex-
ceptionally poor habitat conditions in their natal landscape (Hansen and McKnight,
1964; Johnson and Grier, 1988).
Assuming three possible regimes in the latent process αt, a TVAR model for αt
process can be rewritten as
αt =

H1αt−1 + ηt if ct < dL,
H2αt−1 + ηt if dL ≤ ct ≤ dU ,
H3αt−1 + ηt if ct > dU ,
where ηt
iid∼ Gau(0,Ση) (t = 1, . . . , T ), and dL, dU are the threshold values that
govern the switch from one climate regime to another. It is important to note that
this accommodates nonlinear dynamics and that the reason for only considering three
regimes in our model is based on the number of time replicates.
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2.3.3 Parameter Models
The overall spatial mean intensity, µ, is specified by
µ|β, σ2µ ∼ Gau(Xβ, σ2µIn),
where X is a matrix of covariates, β is the associated regression coefficients, and
σ2µ the homogeneous error variance. In the example presented in Section 2.5, we let
x′i = [1, loni, lati, loni× lati, lat2i , lon2i ], where x′i is the i-th row of matrix X and “lon”,
“lat” are longitude and latitude for location si, i = 1, . . . , n, respectively. Further, we
consider a first order autoregressive model for the dynamic dispersion parameters,
wt = φ0 + φ1wt−1 + ξt, t = 2, . . . , T, (2.3)
where wt = log(νt), t = 2, 3, . . . , T, and w1 ∼ Unif(wl, wh). In addition, we specify
φ0 ∼ Gau(µφ0 , σ2φ0), φ1 ∼ Unif(−1, 1), and ξt
iid∼ Gau(0, σ2ξ ).
Finally, we specify the following prior distributions for the parameters: vec(Hi) ∼
Gau(h˜, Σ˜h), for i = 1, 2, 3; Σ
−1
η ∼ Wishart ((vηSη)−1, vη); β ∼ Gau(β0,Σβ); α0 ∼
Gau(uα0 , Σ˜α0); σ
2
 ∼ IG(q, r); and σ2µ ∼ IG(qµ, rµ), where the choice of hyperpa-
rameters is discussed in Appendix B. The forms of these distributions were chosen to
facilitate computation through conjugacy.
We implement the Bayesian hierarchical model using Markov chain Monte Carlo
(MCMC). Specifically, we use a Metropolis-Hastings within Gibbs sampler (see Robert
and Casella, 2004, for a comprehensive review). Full details of the MCMC algorithm
and the associated full conditional distributions are provided in Section 2.7.3.
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2.4 Simulated Examples
To evaluate the potential performance of our model in terms of prediction and infer-
ence relative to the number of time replicates available, we considered two simulated
examples (for T = 56 and T = 240) with model choices similar to what we expect
from the analysis in Section 2.5. Thus, for both simulations we construct the basis
function expansion matrix Ψ for p = 8 and n = 2, 171 using kernel PCA (as described
in Section 2.7.1).
The redistribution matrices Hi (i = 1, 2, 3) were chosen such that the {αt} process
is not explosive (i.e., the maximum eigenvalues for each Hi (i = 1, 2, 3) are less
than one in modulus). Specifically, we set eigen(H1)
iid∼ Unif[−0.2, 0.3], eigen(H2) iid∼
Unif[0.2, 0.6] and eigen(H3)
iid∼ Unif[0.1, 0.4], where eigen(Hi) denotes the eigenvalues
of the matrix Hi.
The dispersion parameters wt = log(νt) were simulated according to (2.3) with
φ0 = 0.01, φ1 = 1.0 and w1 = −0.5 and the covariance matrix Ση was simulated such
that eigen(Ση)
iid∼ Unif(0.1, 0.3). In addition, we set β = (0.78,−0.03,−0.08,−0.007,
−0.002,−0.012)′, σ2 = 0.02, σ2µ = 0.04, and σ2ξ = 0.02. For both simulations, our
posterior analysis was based off of 30,000 MCMC iterations after burn-in, with the
posterior summaries based on every fifth sample. Convergence was assessed through
a combination of visual inspection of the sample chains as well as the Gelman-Rubin
diagnostic, R̂, (Brooks and Gelman, 1998) with cutoff equal to 1.1 and three indepen-
dent chains (see Section 2.5 for further discussion). No evidence of non-convergence
was detected.
For both simulations, T = 56 and T = 240, Table 2.1 provides posterior summary
statistics for the parameters σ2 , σ
2
µ, σ
2
ξ , φ0 and β. We see that, in both cases,
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the posterior mean for these parameters is close to the truth and that the posterior
standard deviation is relatively small. Moreover, all of the 95% credible intervals
(CIs) contain the true value. Therefore, this table suggests that, even for T = 56,
we are able to recover the true values for these parameters. In addition, for T = 56,
Figure 2.1 displays the posterior mean and 95% CIs, as well as the corresponding
true values for Hi (i = 1, 2, 3). Although these figures suggest that, for T = 56, the
uncertainty associated with the estimation of Hi may be large, the pattern of the
coefficients seems to be reasonably well captured by the posterior mean.
For convenience of exposition, the remaining results are presented with the cor-
responding figures in Section 2.7.4. For T = 240, a plot of the posterior mean and
95% CIs, as well as the corresponding true values for Hi (i = 1, 2, 3) suggest that the
estimation of Hi is improved, relative to the simulation with T = 56, and that the
structure in Hi (i = 1, 2, 3) is well captured by the posterior mean. Further, for both
T = 56 and T = 240, we consider Lt = log(λt) for 50 randomly selected locations at
three different times and note that our estimates are close to the truth and covered
by their respective pointwise 95% CIs.
Next, we consider the pointwise 95% CIs for νt along with the corresponding true
values. In both cases, T = 56 and T = 240, we find that the width of the 95% CIs
are relatively narrow and that our estimates are close to the truth and covered by
their respective pointwise 95% CIs. The posterior mean and true values for the latent
process {αt} and the posterior mean and true values of the precision matrix, Σ−1η ,
were evaluated. In both cases {αt} and Σ−1η appear to be estimated reasonably well.
In summary, for both T = 56 and T = 240 our simulations suggest that we are
able to recover the true values. However, as expected, when T = 240 estimation is
23
superior. Specifically, when T = 240 the parameter estimates exhibit less bias and
narrower 95% credible intervals.
2.5 Forecasting Migratory Bird Settling Patterns
Fecundity and waterfowl migratory patterns are known to exhibit a strong relationship
(Hansen and McKnight, 1964) and as a result, models producing reliable forecasts
of changes in waterfowl migratory patterns can be readily developed and used for
conservation. In particular, these models could address the need for waterfowl man-
agers to regulate hunting and to manage the habitat with the goal of increasing the
mallard duck population. Achieving this latter goal directly depends on the ability to
produce effective forecasts, which relies heavily upon the tendency for ducks to revisit
their home site (“site philopatry”). Similarly, many migratory waterfowl exhibit a
“flexible settling” pattern (Johnson and Grier, 1988) and do not return to their home
breeding grounds during years exhibiting poor home site conditions. Such overflight
of the home breeding site is often drought related and causes a potential decline in
reproduction rates.
Motivated by the hypothesis of site philopatry, we develop a predictive model
of migratory waterfowl settling patterns for the mallard duck population across the
United States and Canada. The data used for this analysis were described in Sec-
tion 2.2. As previously discussed, when habitat conditions are poor due to drought
it is thought that mallards may overfly their home site. In this regard, a useful duck
habitat-related climate variable is the PDSI (Sorenson et al., 1998). Therefore, as
previously discussed, we use the May values of PDSI averaged over the Prairie Pot-
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hole Region in U.S. as a climate covariate in a TVAR model to allow for drought
specific regime dynamics.
To allow the redistribution matrix to vary by climate regime, three redistribution
matrices H1, H2, and H3 were defined (based on the May PDSI values) according
to dry, normal, and wet climate conditions, respectively. Specifically, the threshold
values that determine transition from one climate regime to another are dL = −0.183
and dU = 1.701. It is important to note that these thresholds are based upon the
quantiles of the PDSI over the period of interest. Alternatively, these thresholds could
be estimated directly within the model hierarchy (e.g., see Wang and Holan, 2012)
and is a subject of future research.
Let, EOF and KPCA delineate whether a given model used an EOF or kernel PC
basis in the model development. To forecast mallard settling patterns, we consider
the following models:
M1 : CMP(Ktλt, ν = 1) = Poisson(Ktλt), EOF,
M2 : CMP(Ktλt, ν), EOF,
M3 : CMP(Ktλt, exp(wt)), wt = φ0 + wt−1 + ξt, EOF,
M4 : CMP(Ktλt, exp(wt)), wt = φ0 + wt−1 + ξt, KPCA.
Note, models M1 and M2 are CMP models with constant dispersion parameters,
whereas the models M3 and M4 exhibit dynamic dispersion. Note that model M1
is theoretically equivalent to the Poisson model. In other words, given that the com-
putation for the Z-function in the CMP distribution is accurately approximated, the
CMP(Ktλt, ν = 1) and Poisson(Ktλt) should yield the same parameter estimation,
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model selection and forecasts. This was verified during our model development, giving
empirical justification for our approximation of the Z-function. Finally, in addition
to models M1−M4, we also considered models for log(νt) having an AR(1) struc-
ture, a random walk structure and an intercept only. These models provided inferior
forecast performance and are not discussed further here.
Implementation of the Bayesian hierarchical model requires choices for the hyper-
parameters in our prior distributions. Specifically, h˜, Σ˜, and Sη were set to be vague
and relatively noninformative relative to the scale of the data and are provided in
Section 2.7.2.
For the implementation of the models using EOFs we chose 8 components (which
explained 45.6% of the variation), as this corresponded to the elbow-point in the scree-
plot (not shown). The value of θ was chosen to be 10,000 for the implementation of
KPCA. This value was chosen such that the percentage of variation explained by
the first 8 kernel PCs in the feature space was maximized (42.5%). Proceeding in
this manner allows us to compare the KPCA model with its’ EOF counterpart in
a reasonable manner. To evaluate the sensitivity to the number of components we
estimated models (M4) with both 6 and 10 components (EOFs and kernel PCs). Six
EOF components accounted for 40.5% of the variance and 10 components accounted
for 49.7% of the variance. Similarly, 6 and 10 kernel PCs accounted for 37.6% and
47.0% of the variance, respectively. Both 10 component models provided inferior
performance and so are not discussed further. In contrast, the model with three H
matrices and 6 kernel PCs emerged as one of our final models based on MSPE. This is
not surprising, as using 10 KPCs introduced an additional 144 parameters that need
to be estimated, while using 6 PCs reduces the number of parameters to be estimated
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by 112.
Convergence for the posterior distribution of model parameters was determined by
a cutoff of 1.1 and three independent chains were used for the Gelman-Rubin diagnos-
tic R̂ (Brooks and Gelman, 1998), along with visual inspection of the sample chains.
Due to the large number of parameters in the models considered, we only perform
the Gelman-Rubin diagnostic for the dispersion parameters wt, variance parameters
σ2 , σ
2
µ, σ
2
ξ , and φ0, φ1, if applicable. Convergence of the remaining model parameters,
β,λt and αt, was assessed through visual inspection of the sample chains. In all
cases, no evidence of non-convergence was detected. Inference was based on 30,000
MCMC samples after burn-in and thinned every fifth sample.
To aid with model selection, we considered criteria such as the Pearson correla-
tion coefficient associated with our in-sample and out-of-sample predictions, deviance
information criterion (DIC) and MSPE. For in-sample prediction assessment we cal-
culated the Pearson product-moment correlation coefficient between the median of
posterior predictive samples (Ŷ2009) and observed data for 2009 (Y2009). For out-of-
sample prediction assessment, we calculated the Pearson product-moment correlation
coefficient between the median of posterior predictive samples (Y˜2010) and observed
data for 2010 (Y2010). The MSPE is calculated by taking the mean of the squared dif-
ference between our estimate (the median of the posterior predictive samples) and the
observed values. To quantify the uncertainty related to our predictions, we provide
the median of absolute deviation (MAD) from the posterior predictive samples. It is
important to point out that we use a robust estimator, the median and MAD of the
posterior predictive samples, because (infrequently) various combinations of λ and ν
in the CMP distribution are less stable when generating values from the posterior
27
predictive distribution. This causes some (relatively few) samples to be extremely
large, making the mean of the posterior predictive distribution a less attractive esti-
mator. Although we present several measures for model selection, since our overall
goal is prediction, ultimately we choose our model based on MSPE and consider the
other measures exploratory.
As previously mentioned, model M4 with one H matrix and 8 kernel PCs and
model M4 with three H matrices and 6 kernel PCs are the “final” models considered
here based on MSPE (Table 2.2). Although we are primarily interested in forecasting,
we present both models, as the model with three H matrices is biologically motivated
and allows for potential assessment of the hypothesis of site philopatry. Figure 2.2
displays the observed data for 2009 and 2010 along with the in-sample (Ŷ2009) and
out-of-sample (Y˜2010) predictions and MAD for M4 with three H matrices and 6
kernel PCs.
It is immediately apparent, from looking at the observed data, that the mallard
counts exhibit spatial structure. Further, both the in-sample and out-of-sample pre-
dictions appear to be doing a good job in terms of capturing the spatial pattern
(relatively low bias), with relatively small uncertainty (as quantified using MAD). As
expected, the in-sample prediction slightly outperforms the out-of-sample prediction.
In terms of the dispersion parameter (Figure 2.3), it is clear that the level of spatial
dispersion varies dynamically as a function of time (i.e., it is not constant). Therefore,
it is not surprising that, for this analysis, models with dynamic dispersion outper-
form models with constant dispersion in terms of MSPE (Table 2.2). In addition, a
qualitative assessment of the three H matrices estimated in this analysis (Figure 2.4)
seems to support the hypothesis of site philopatry. Nevertheless it is important to
28
note that, although our simulated example illustrates that we may be able to recover
the point estimates, with 56 annual observations there is significant uncertainty and,
thus, diminished inferential capacity. Moreover, we have not addressed any potential
issues concerning multiple testing surrounding the entries of each H matrix.
The model based on one H matrix and 8 kernel PCs performs similar to the
model M4 with three H matrices and 6 kernel PCs, but slightly better in terms of
MSPE and recovering the spatial patterns (Figure 2.5). If interest solely resides in
forecasting, then this model may be preferred over its three H matrix counterpart.
Finally, the estimated dispersion parameter is similar to the model M4 with three H
matrices and 6 kernel PCs and exhibits dynamic structure (not shown).
2.6 Discussion
Motivated by the problem of predicting migratory waterfowl patterns we developed a
Bayesian hierarchical spatio-temporal CMP model with dynamic dispersion. We have
demonstrated that, in this example, having a model with dynamic dispersion improves
forecasting. Additionally, given 2,171 spatial locations over 56 years produces an
extremely high-dimensional setting from which model development begins. To reduce
the dimensionality of the problem we assume that the process dynamics live on a
low-dimensional manifold represented by EOFs or kernel PCs. We illustrate that the
nonlinear kernel PCs are advantageous in our context and produce superior forecasts.
From an inferential perspective model M4 with three H matrices and 6 kernel
PCs was preferred. Nevertheless, as demonstrated through our simulated examples,
to make formal inference based on such a model may require additional years of
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data in order to reduce the underlying uncertainty in the observations, process and
parameters. In terms of forecasting, a model based on one H matrix and 8 kernel PCs
performs slightly better than its three H matrix counterpart. However, this model
lacks the scientific motivation of the former and therefore may not be the preferred
model in practice, given only slight improvements in prediction.
Alternative models could be developed in our context based on the negative bino-
mial distribution. However, any model based on the negative binomial would neces-
sarily be limited to the case of overdispersion. In contrast, our model is of independent
interest and can be used for the case in-hand as well as in situations where the level
of spatial dispersion (both overdispersion and underdispersion) varies as a function
of time.
Estimation of the Bayesian spatio-temporal CMP model can be computationally
expensive for high-dimensional settings due to calculation of the so-called Z-function.
To reduce this computational burden we have efficiently coded this calculation using
the C programming language and made it R executable. Further, improvements can
be gained using two different parallel computing approaches; i.e., Open Multiprocess-
ing (OpenMP) and Compute Unified Device Architecture (CUDA). The OpenMP
approach allows us to improve the computation to a certain degree without any ad-
ditional hardware requirements on the computers. The parallelism using CUDA,
however, makes use of graphics processing units (GPUs) and therefore it requires
GPU enabled graphics cards. The node we use consisted of 12 CPU cores (CPU:
Intel(R) Xeon(R) X5675 3.07GHz) and 2 CUDA devices, both of which are Tesla
M2090 NVIDIA cards with a total of 1024 CUDA cores. In fact, using two CPU
cores and implementing GPU programming with OpenMP, for our simulated exam-
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ple with T = 240, resulted in a speedup of 71.4% relative to using OpenMP alone.
Another approach we have implemented to reduce the computational burden is to
make efficient use of the asymptotic approximation.
Finally, the model proposed here is extremely flexible. In particular, it can be
used to address substantive problems across a wide array of scientific disciplines,
including epidemiology, environmental science and social science among others. To
date there has been extensive research surrounding the CMP, though we are not
aware of any that utilizes this distribution in complex spatio-temporal settings to
incorporate dynamic dispersion. Therefore, the addition of the model presented here
is expected to increase the usage of this flexible distribution.
2.7 Appendix
2.7.1 Kernel Principal Component Analysis
Although there are many approaches to dimension reduction, the majority of methods
are performed using a linear framework such as factor analysis or principal component
analysis (PCA) (see Jolliffe, 2010, for detailed discussion). However, these methods
are not well suited for handling complex nonlinear data. Consequently, nonlinear
dimension reduction methodology has been a topic of widespread research (e.g., see
Van der Maaten et al., 2008).
For the analysis considered in Section 2.5, we mainly focus on PCA and kernel
PCA (KPCA) as a means of reducing the dimensionality of the underlying latent
process. Note that PCA is generally referred to as empirical orthogonal functions in
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the spatial statistics literature (EOFs; Cressie and Wikle, 2011). Dimension reduction
through EOFs constitutes a linear method, whereas KPCA is a nonlinear approach
that reformulates PCA in the so-called kernel space, through the use of a kernel
function.
Let {s1, . . . , sn} denote a set of n spatial locations and Yt ≡ (Yt(s1), . . . , Yt(sn))′
with ΣY = Cov(Yt). Traditional PCA yields
ΣY = Φdiag(ζ1, . . . , ζn)Φ
′,
where Φ′Φ = ΦΦ′ = I and ζ1 ≥ ζ2 ≥ · · · ≥ ζn ≥ 0. Therefore,
Yt =
n∑
i=1
φiαit = Φαt, t = 1, . . . , T,
where, φi ≡ (φi(s1), . . . , φi(sn))′, Φ = (φ1, . . . ,φn) and αt ≡ (α1t, . . . , αnt)′ = Φ′Yt
are the spectral expansion coefficients (i.e., the principal components). Note that, in
practice, the spectral decomposition is performed on the sample covariance matrix to
construct the EOFs. A comprehensive discussion can be found in Cressie and Wikle
(2011, Chapter 5).
In order to implement KPCA, we perform PCA in the kernel space. Let Y =
[Y1, . . . ,YT ] be the n × T matrix of observations. Now let yi be the T × 1 vector
of the ith column of Y′. We first compute the kernel matrix Ξ of the data points
yi, i = 1, . . . , n. Specifically, the (i, j)th element of the kernel matrix Ξ is given
by Ξij = κ(yi,yj), where κ(·, ·) is a specified kernel function chosen to insure Ξ re-
mains positive semidefinite (Shawe and Cristianini, 2004). In the analysis we consider
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(Section 2.5), κ(·, ·) is chosen as a Gaussian kernel function, which is defined as
κ(yi,yj) = exp
{
−‖yi − yj‖
2
2θ
}
, (2.4)
where θ denotes a tuning parameter. Assuming Ξ has been centered, we then solve
a kernel eigenvalue problem formulated as
ζF = ΞF,
(Scho¨lkopf et al., 1998). Finally, we obtain the first p non-zero eigenvalues of ζ and
take the first p columns in F to form Ψ.
KPCA can be viewed as a nonlinear extension of conventional PCA, where KPCA
constructs a lower dimensional representation that maximizes the variation of the
data in the kernel space. Importantly, using a nonlinear kernel function in the KPCA
provides the advantage that straightforward linear operations in the kernel space
can result in somewhat complicated nonlinear operations in the original data space.
Consequently, in cases where the data exhibit nonlinear structure, KPCA is likely to
outperform traditional PCA. Despite their differences, KPCA reduces to traditional
PCA when a linear kernel is used; i.e., κ(yi,yj) = y
′
iyj.
Similar to Wikle and Cressie (1999), we construct our basis functions on a smoothed
version of the observed data. In contrast to Wikle and Cressie (1999), where a kernel
smooth is used, we conduct smoothing using a model-based approach. The neces-
sity for constructing our empirical basis functions using a smoothing approach arises
because not all spatial locations are observed at each time.
The specific model used in the construction of the basis functions (EOFs and
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KPCA) is given by
Yt|λt ∼ Poisson(Ktλt), t = 1, 2, . . . , T, (2.5)
log(λt) = µ+ ut + t, (2.6)
ut = Gut−1 + δt, (2.7)
where Yt be an mt-dimensional observed data vector containing mt ≤ n elements
{Yt(si)}, where si ∈ {s1, . . . , sn} ∈ D ⊂ R2, Kt is the incidence matrix defined in
(2.1), and G is a diagonal matrix. Using the model defined by (2.5), (2.6), and (2.7),
we first estimate latent precess ut with priors specified as follows: µ ∼ Gau(0, σ2µIn),
t ∼ Gau(0, σ2 In), δt ∼ Gau(0, diag(vδ)), diag(G) ∼ Gau(−1,1)(0, σ2gIn), u0 ∼
Gau(µ˜0, Σ˜0), σ
2
µ ∼ IG(qµ, rµ), where In denotes the n × n identity matrix. The
priors for the hyperparameters were specified as σ2 ∼ IG(q, r), σ2g ∼ IG(qg, rg), and
vδ(si) ∼ IG(qδi , rδi). In our MCMC, these hyperparameters were chosen to be vague.
Finally, letU t denote the posterior mean of the estimated latent process ut. The EOF
and KPCA decompositions were applied to U t (e.g., in the KPCA decomposition U t
plays the role of yi in (2.4)).
2.7.2 Specification of Priors
Let p be the number of EOFs or kernel PCs used in the model. In addition, denote
I an identity matrix of proper size and 0 a vector of zeros. Moreover, we vectorize a
matrix, denoted by vec(·), by stacking columns on top of one another. The priors are
specified as follows:
• vec(Hi) ∼ Gau(h˜, Σ˜h), where h˜ = vec(0.8Ip) and Σ˜h = 100Ip2 .
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• Σ−1η ∼Wishart((vηSη)−1, vη), where vη = p,Sη = 100Ip.
• β ∼ Gau(β0,Σβ), where β0 = 0, Σβ = 100 Inβ and nβ is the length of β.
• w1 ∼ Unif[wl, wh], where wl = log(0.2), wh = log(1.2).
• ξt ∼ N(0, σ2ξ ), where σξ = 0.3.
This is chosen such that σξ =
wh−wl
6
.
• φ0 ∼ N(µφ0 , σ2φ0), where µφ0 = 0, σφ0 =
√
10.
• σ2 ∼ IG(q, r), where q = 2.18 (shape parameter) and r = .35 (scale parame-
ter).
This is chosen such that mean and variance of σ2 are 0.3 and 0.5, respectively.
• σ2µ ∼ IG(qµ, rµ), where qµ = 3.28 (shape parameter) and rµ = 1.82 (scale
parameter).
This is chosen such that mean and variance of σ2µ are 0.8 and 0.5, respectively.
• α0 ∼ Gau(µα0 ,Σα0).
Here, µα0 = Ψ
′U 0, where U 0 is the initial state in the lower dimensional
representation of the estimated latent process and Σα0 = 10 diag(ζ), where ζ
are the eigenvalues related to the first p PCs under traditional PCA or KPCA.
Note that the specification of priors presented here are vague relative to the scale of
the mallard data (Section 2.5) and are further confirmed by our parameter estimation
results.
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2.7.3 Markov chain Monte Carlo Algorithm
We describe the full conditionals and the Markov chain Monte Carlo (MCMC) algo-
rithm for the hierarchical Bayesian spatio-temporal CMP model with dynamic disper-
sion. Note that migration to other models is analogous and, therefore, not presented
here. Recall that the model can be summarized using the following formulation:
• Data model
Y t|λt, wt ∼ CMP(Ktλt, exp(wt)).
• Process model
log(λt) = µ+ Ψαt + t,
αt =

H1αt−1 + ηt if ct < dL
H2αt−1 + ηt if dL ≤ ct ≤ dU
H3αt−1 + ηt if ct > dU
. (2.8)
• Parameter model
µ|β, σ2µ ∼ Gau(Xβ, σ2µIn),
wt = φ0 + φ1wt−1 + ξt.
Using Baye’s theorem and assuming conditional independence of the log intensity
function and the parameters, the joint posterior distribution of the processes and
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parameters given the observed data can be expressed as
[λ1, . . . ,λT ,H1,H2,H3, α0, . . . ,αT ,Ση,µ,β, w1, . . . , wT , φ0, φ1, σ
2
 , σ
2
µ, σ
2
ξ ]
∝
T∏
t=1
{
[Y t|λt, wt][λt|µ,αt, σ2 ][αt|αt−1,H1,H2,H3,Ση][wt|wt−1, φ0, φ1, σ2ξ ]
}
× [µ|β, σ2µ][H1][H2][H3][Ση][α0][β][φ0][φ1][σ2 ][σ2µ][σ2ξ ].
Let Lt = log(λt), then the full-conditional distributions and sampling algorithms are
as follows:
• [Lt|·], t = 1, . . . , T .
Note that we have missing data at some locations at each time t. Therefore,
sampling of Lt requires two steps.
– Sample LStt |·, t = 1, . . . , T , where St is the set of indices for locations with
observed data at time t. Assuming si ∈ St, the MH algorithm reads:
1. Generate a candidate L(si; t) ∼ Gau(L(si; t)(k−1), θ2L) at the k-th MCMC
iteration (θ2L is a tuning parameter chosen such that the acceptance rate
for the MH algorithm is between 20% and 40%), and compute the ratio
R =
[Y (si; t)|exp(L(si; t)), exp(wt)][L(si; t)|µ(si),αt, σ2 ]
[Y (si; t)|exp(L(si; t)(k−1)), exp(wt)][L(si; t)(k−1)|µ(si),αt, σ2 ]
.
2. Accept L(si; t)
(k) = L(si; t) with probability min(1, R); otherwise set
L(si; t)
(k) = L(si; t)
(k−1).
– Sample L
†t
t |·, where †t refers to the set of indices for locations with missing
data at time t. For this part, we update using the predictive distribution,
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i.e.,
L
†t
t |· ∼ Gau(µ†t + Ψα†tt , σ2 In†t ),
where n†t = |†t| is the cardinality of the set †t.
• [µ|·] ∝
{∏T
t=1[Lt|µ,αt, σ2 ]
}
[µ|β, σ2µ].
It then follows that µ|· ∼ Gau(µµ|·,Σµ|·), where
Σµ|· =
(
T In
σ2
+
In
σ2µ
)−1
=
σ2σ
2
µ
Tσ2µ + σ
2

In,
µµ|· = Σµ|·
(∑T
t=1(Lt −Ψαt)
σ2
+
Xβ
σ2µ
)
.
• [β|·] ∝ [µ|β, σ2µ][β|β0,Σβ].
Therefore, β|· ∼ Gau(µβ|·,Σβ|·), where
Σβ|· =
(
X′X
σ2µ
+ Σ−1β
)−1
,
µβ|· = Σβ|·
(
X′µ
σ2µ
+ Σ−1
β
β0
)
.
• [σ2 |·] ∝
(∏T
t=1[Lt|µ,αt, σ2 ]
)
[σ2 ].
It follows that σ2 |· ∼ IG(Aσ2 , Bσ2 ), where
Aσ2 = q +
nT
2
,
Bσ2 =
∑T
t=1(Lt − µ−Ψαt)′(Lt − µ−Ψαt)
2
+ r.
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• [σ2µ|·] ∝ [µ|β, σ2µ][σ2µ].
Thus, σ2µ|· ∼ IG(Aσ2µ , Bσ2µ), where
Aσ2µ = qµ +
n
2
,
Bσ2µ =
(µ−Xβ)′(µ−Xβ)
2
+ rµ.
• [αt|·], t = 0, 1, . . . , T .
For simplicity of notation, denote
Gt,∗ =

H1 if ct < dL
H2 if dL ≤ ct ≤ dU
H3 if ct > dU
,
the sampling algorithm can then be expressed as
– [α0|·] ∝ [α1|α0][α0].
This implies that α0|· ∼ Gau(µα0|·,Σα0|·), where
Σα0|· =
(
G′1,∗Σ
−1
η G1,∗ + Σ˜
−1
α0
)−1
,
µα0|· = Σα0|·
(
G′1,∗Σ
−1
η α1 + Σ˜
−1
α0uα0
)
.
– [αt|·] ∝ [αt|αt−1] [αt+1|αt] [Lt|αt, σ2 ] , t = 1, 2, . . . , T − 1.
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It follows that αt|· ∼ Gau(µαt|·,Σαt|·) with
Σαt|· =
(
Σ−1η + G
′
t+1,∗Σ
−1
η Gt+1,∗ +
Ψ′Ψ
σ2
)−1
,
µαt|· = Σαt|·
(
Σ−1η Gt,∗αt−1 + G
′
t+1,∗Σ
−1
η αt+1 +
Ψ′(Lt − µ)
σ2
)
.
– [αT |·] ∝ [αT |αT−1] [LT |αT , σ2 ].
It then follows αT |· ∼ Gau(µαT |·,ΣαT |·) with
ΣαT |· =
(
Σ−1η +
Ψ′Ψ
σ2
)−1
,
µαT |· = ΣαT |·
(
Σ−1η GT,∗αT−1 +
Ψ′(LT − µ)
σ2
)
.
• [vec(Hi)|·], i = 1, 2, 3.
Let
χH1 = {t : ∀t such that ct < dL} ,
χH2 = {t : ∀t such that dL ≤ ct ≤ dU} ,
χH3 = {t : ∀t such that dU < ct} ,
Ai1 = {αt : t ∈ χHi} ,
Ai0 = {αt−1 : t ∈ χHi} ,
with ni = |Ai1| denoting the cardinality of Ai1. Then, (2.8) can be rewritten as
vec(Ai1) =
[
(Ai0)
′ ⊗ Ip
]
vec(Hi) + vec(ηt1 , . . . ,ηtni ),
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where Cov(vec(ηt1 , . . . ,ηtni )) = Ini⊗Ση. Therefore, [vec(Hi)|·] ∝ [Ai1|Hi,Ση][vec(Hi)].
It then follows that vec(Hi)|· ∼ Gau(µvec(Hi)|·,Σvec(Hi)|·), where
Σvec(Hi)|· =
{[
(Ai0)
′ ⊗ Ip
]′
[Ini ⊗Ση]−1
[
(Ai0)
′ ⊗ Ip
]
+ Σ˜−1hi
}−1
,
µvec(Hi)|· = Σvec(Hi)|·
{[
vec(Ai1)
]′
[Ini ⊗Ση]−1
[
(Ai0)
′ ⊗ Ip
]
+ (h˜i)
′Σ˜−1hi
}′
.
• [Σ−1η |·] ∝
(∏T
t=1 [αt|αt−1,Ση]
)
[Ση].
Thus, Σ−1η |· ∼Wishart(S∗, v∗η), where
S∗ =
(
3∑
i=1
(Ai1 −HiAi0)(Ai1 −HiAi0)′ + vηSη
)−1
,
v∗η = T + vη.
• [wt|·], t = 1, . . . , T .
1) [w1|·] ∝ [Y 1|λ1, exp(w1)][w2|w1][w1].
2) [wt|·] ∝ [Y t|λt, exp(wt)][wt|wt−1][wt+1|wt], t = 2, 3, . . . , T − 1.
3) [wT |·] ∝ [Y T |λT , exp(wT )][wT |wT−1].
Therefore updating wt, t = 1, . . . , T requires a MH algorithm and can be per-
formed similar to LStt |·.
• [φ0|·] ∝
∏T
t=2[wt|φ0, φ1, wt−1, σ2ξ ][φ0].
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Therefore φ0|· ∼ N(µφ0|·, σ2φ0|·), where
σ2φ0|· =
(
T − 1
σ2ξ
+
1
σ2φ0
)−1
,
µφ0|· = σ
2
φ0|·
(∑T
t=2 (wt − φ1wt−1)
σ2ξ
+
µφ0
σ2φ0
)
.
• [φ1|·] ∝
∏T
t=2[wt|φ0, φ1, wt−1, σ2ξ ][φ1].
Therefore φ1|· ∼ N(µφ1|·, σ2φ1|·)I(−1,1)(φ1), where
µφ1|· = σ
2
φ1|·
(∑T
t=2 (wt − φ0)wt−1
σ2ξ
)
,
σ2φ1|· =
(∑T
t=2 w
2
t−1
σ2ξ
)−1
.
• [σ2ξ |·] ∝
(∏T
t=2[wt|φ0, φ1, wt−1, σ2ξ ]
)
[σ2ξ ].
Therefore σ2ξ |· ∼ IG(Aξ, Bξ), where
Aξ = qξ +
T − 1
2
,
Bξ =
∑T
t=2 (wt − φ0 − φ1wt)2
2
+ rξ.
2.7.4 Supplemental Simulation Results
Section 2.4 presents simulation results for the hierarchical Bayesian spatio-temporal
CMP model with dynamic dispersion. The additional results (figures) provided here
correspond to the simulation studies presented in the manuscript. Recall, simulation
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studies were presented to assess the performance of our proposed model in terms
of prediction and inference, relative to the number of time replicates available. We
considered two simulated examples (for T = 56 and T = 240) with model choices
similar to what we expect from the analysis in the mallard duck data application
(Section 2.5). For both simulations we constructed the basis function expansion
matrix Ψ for p = 8 and n = 2, 171 using kernel PCA.
As described in Section 2.4, redistribution matrices Hi (i = 1, 2, 3) were cho-
sen such that the {αt} process is not explosive (i.e., the maximum eigenvalues for
each Hi (i = 1, 2, 3) are less than one in modulus). That is, we set eigen(H1)
iid∼
Unif[−0.2, 0.3], eigen(H2) iid∼ Unif[0.2, 0.6] and eigen(H3) iid∼ Unif[0.1, 0.4], where
eigen(Hi) denotes the eigenvalues of the matrix Hi.
Again, the dispersion parameters wt = log(νt) were simulated according to wt =
φ0 + φ1wt−1 + ξt, t = 2, . . . , T with φ0 = 0.01, φ1 = 1.0 and w1 = −0.5. The
covariance matrix Ση was simulated such that eigen(Ση)
iid∼ Unif(0.1, 0.3). Finally,
we set β = (0.78,−0.03,−0.08,−0.007,−0.002,−0.012)′, σ2 = 0.02, σ2µ = 0.04, and
σ2ξ = 0.02.
For the simulation with T = 56, Figure 2.6 presents the posterior summary statis-
tics for the dispersion parameters νt along with the corresponding true values. The
posterior pointwise 95% CIs and true values for 50 randomly selected elements in
Lt = log(λt), t = 12, 27, 55 are presented in Figure 2.7. The pointwise posterior
mean and true values for α series are plotted in Figure 2.8. In addition, plots for
posterior summary statistics and true values of precision matrix Σ−1η are presented
in Figure 2.9.
For the simulation with T = 240, Figure 2.10 displays the posterior mean and stan-
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dard deviation, 95% CIs, as well as the corresponding true values for Hi (i = 1, 2, 3).
In addition, Figure 2.11 presents the posterior summary statistics for dispersion pa-
rameters νt with the corresponding true values. The posterior pointwise 95% CIs and
true values for 50 randomly selected elements in Lt = log(λt), t = 12, 27, 239, are
presented in Figure 2.12. Finally, pointwise posterior mean and true values for α
series are plotted in Figure 2.13. Lastly, plots for posterior summary statistics and
true values of precision matrix Σ−1η are presented in Figure 2.14.
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Parameters mean sd Q.025 Q.5 Q.975 True
T=56
σ2 0.02518 0.00344 0.01909 0.02457 0.03350 0.02000
σ2ξ 0.01763 0.00353 0.01173 0.01720 0.02568 0.02000
φ0 0.02264 0.01806 -0.01326 0.02268 0.05771 0.01000
σ2µ 0.04073 0.00173 0.03745 0.04068 0.04424 0.04000
β0 0.78830 0.01149 0.76576 0.78840 0.81030 0.78000
β1 -0.02942 0.00070 -0.03078 -0.02941 -0.02805 -0.03000
β2 -0.08105 0.00140 -0.08375 -0.08103 -0.07831 -0.08000
β3 -0.00712 0.00021 -0.00752 -0.00713 -0.00670 -0.00700
β4 -0.00201 0.00004 -0.00208 -0.00201 -0.00194 -0.00200
β5 -0.01214 0.00030 -0.01272 -0.01214 -0.01154 -0.01200
T=240
σ2 0.02070 0.00086 0.01928 0.02061 0.02251 0.02000
σ2ξ 0.01843 0.00177 0.01525 0.01833 0.02219 0.02000
φ0 0.00701 0.00882 -0.01042 0.00699 0.02433 0.01000
σ2µ 0.04094 0.00146 0.03820 0.04091 0.04386 0.04000
β0 0.78918 0.00894 0.77231 0.78917 0.80732 0.78000
β1 -0.03075 0.00063 -0.03197 -0.03075 -0.02953 -0.03000
β2 -0.08093 0.00119 -0.08328 -0.08095 -0.07865 -0.08000
β3 -0.00699 0.00016 -0.00732 -0.00699 -0.00667 -0.00700
β4 -0.00199 0.00003 -0.00204 -0.00199 -0.00194 -0.00200
β5 -0.01216 0.00024 -0.01264 -0.01216 -0.01169 -0.01200
Table 2.1: Posterior summary of univariate parameters in the simulated examples
using KPCA with T = 56 and T = 240. Here, “mean” denotes the posterior mean,
“sd” is the posterior standard deviation, and “Q” denotes the quantile.
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Model Selection Criteria
Model In-Sample Out-of-Sample DIC MSPE
M1 98.88% 79.47% 498,567.00 41.64
M2 97.19% 79.77% 458,284.03 40.49
M3 97.01% 80.09% 457,321.50 39.99
M4−H 96.49% 82.29% 456,597.73 36.96
M4− 6 Kernel PCs 95.90% 81.69% 458,913.83 37.40
Table 2.2: Model selection criteria for the models presented in Section 2.5. Note
that “In-Sample” and “Out-of-Sample” denote the Pearson correlation between the
observed value and the forecasted value (median from the posterior predictive distri-
bution) for the in-sample and out-of-sample (one-step ahead forecast) analyses. DIC
and MSPE denote Deviance Information Criteria and mean squared prediction error,
respectively.
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Figure 2.1: Plot for posterior summary statistics for redistribution matrix Hi, (i =
1, 2, 3) for the simulated example described in Section 2.4 with T = 56.
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(d) Plot of Y˜2010
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Figure 2.2: Observed and predicted counts (using the median of the posterior predic-
tive distribution), and their median absolute deviation (MAD) for model M4 (Sec-
tion 2.5) with three H matrices and 6 kernel PCs. Note that 2009 constitutes in-
sample prediction, whereas 2010 constitutes one-step ahead forecasts.
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Figure 2.3: Plot of the dynamic dispersion parameter, vt for model M4 (Section 2.5)
using three H matrices and 6 kernel PCs. Note that this parameter is not constant
over time.
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Figure 2.4: Image plots for elementwise posterior mean and 95% credible intervals of
redistribution matrices Hi, i = 1, 2, 3, in M4 (Section 2.5) using 6 kernel PCs. Note
that Lower CI and Upper CI denote the 2.5% and 97.5% quantiles of the posterior
distributions, respectively.
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(d) Plot of Y˜2010
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Figure 2.5: Observed and predicted counts (using the median of the posterior predic-
tive distribution), and their median absolute deviation (MAD) for model M4 (Sec-
tion 2.5) with one common H using 8 Kernel PCs. Note that 2009 constitutes in-
sample prediction, whereas 2010 constitutes one-step ahead forecasts.
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Figure 2.6: Plot of the posterior mean and pointwise 95% credible interval for νt,
t = 1, . . . , T -1 in the simulated example (Section 2.4) with T = 56.
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Figure 2.7: Plot of the pointwise 95% credible intervals and true values for 50 ran-
domly chosen elements in Lt, t = 12, 27, 55 for the simulated example (Section 2.4)
with T = 56.
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Figure 2.8: Plot of the posterior mean and true values for the α series in the
simulated example (Section 2.4) with T = 56 (purple dashed line: posterior mean;
red dotted line: truth).
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Figure 2.9: Plot of the posterior statistics and true values of precision matrix Σ−1η in
the simulated example (Section 2.4) with T = 56. This figure contains the posterior
mean (a), true values (b), 95% pointwise credible intervals (c), and posterior standard
deviation (d).
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Figure 2.10: Plot of the posterior summary statistics for redistribution matrix Hi,
(i = 1, 2, 3) for the simulated example (Section 2.4) with T = 240.
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Figure 2.11: Plot of the posterior mean and pointwise 95% credible interval for νt,
t = 1, . . . , T -1 in the simulated example (Section 2.4) with T = 240.
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Figure 2.12: Plot of the pointwise 95% credible intervals and true values of 50 ran-
domly chosen elements in Lt, t = 12, 27, 239 for the simulation study (Section 2.4)
with T = 240.
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Figure 2.13: Plot of the posterior mean and true values of the α series in the
simulated example (Section 2.4) with T = 240 (purple dashed line: posterior mean;
red dotted line: truth).
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Figure 2.14: Plot of the pointwise posterior statistics and true values of precision
matrix Σ−1η in the simulated example (Section 2.4) with T = 240.
60
Chapter 3
Bayesian Binomial Mixture Models
for Estimating Abundance in
Ecological Monitoring Studies
3.1 Introduction
Investigation of species abundance has emerged as a topic of widespread interest
in ecology. To estimate species abundance, predetermined survey points are visited
at each sampling occasion and the number of animals detected are recorded. This
results in spatially referenced point count data. Such a sampling protocol is easier
to implement than the traditional capture-recapture experiment (e.g., see Williams
et al., 2002, and the references therein), since each animal encountered does not have
to be distinctly tagged. Nevertheless, these spatially referenced data can be utilized
to estimate the abundance of animals, for which individual tagging might be difficult
or even infeasible due to the amount of effort involved, e.g., in some avian ecology
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surveys. Therefore, to estimate abundance, the development of binomial mixture
models has drawn significant attention over the past few decades (e.g., Carroll and
Lombard, 1985; Royle, 2004; Ke´ry et al., 2005; Ke´ry, 2008; Webster et al., 2008).
In developing statistical models for count data, the choice of the distribution func-
tion frequently depends on the dispersion associated with the data. For equidispersed
data (i.e., equal mean and variance), the Poisson distribution is frequently used due
to its explicit assumption of equidispersion. However, to model overdsipersed data
(i.e., the variance is greater than the mean), the choice of distribution functions needs
to be made (e.g., see Ver Hoef and Boveng, 2007). Often, the negative binomial (NB)
distribution (Cameron and Trivedi, 1998) is employed, due to a dispersion parame-
ter that conveniently controls the level of overdispersion. Alternatively, the Poisson
distribution can also be used with a random effect included to relax the restrictive as-
sumption of equidispersion. Although the Poisson and NB distributions have become
the de facto options for count data, neither of them accounts for underdispersion
(i.e., the mean is less than variance). Admittedly, overdispersion is more common for
data arising from ecological monitoring studies, while underdispersion is often present
for rare event data (e.g., Herbers, 1989; Ridout and Besbeas, 2004; Oh et al., 2006).
Nevertheless, cases can arise in ecological monitoring studies where the species of
interest is less prevalent. In principle, these situations would manifest themselves as
underdispersion.
The Conway-Maxwell Poisson (CMP) distribution (Conway and Maxwell, 1962)
is an ideal candidate for modeling count data with different types of dispersion, as
it has an extra dispersion parameter that flexibly allows for equi-, over-, and under-
dispersion. Moreover, the CMP distribution is closely related to many other discrete
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distributions. For example, the CMP distribution contains the Poisson distribution
as a special case and generalizes Bernoulli and geometric distributions in the lim-
iting cases (Shmueli et al., 2005). Owing to its versatility, the CMP distribution
has become increasingly popular among many subject-matter disciplines. For exam-
ple, in the context of breeding bird surveys, Wu et al. (2013) (Chapter 2) develop a
Bayesian hierarchical spatio-temporal CMP model for complex and high-dimensional
count data. A unique aspect of this research is that it allows for dynamic spatial dis-
persion. A comprehensive overview regarding the CMP model is provided by Sellers
et al. (2012) and the references therein.
Binomial mixture models have become increasingly popular for analyzing spa-
tial point referenced count data in the context of estimating species abundance. As
a result, various models have been developed with this application in mind. For
example, Carroll and Lombard (1985) consider a Binomial-Beta mixture model to
study the problem of estimating an unknown population, N , that follows a discrete
uniform distribution, in which efficient estimators were obtained through the use
of an integrated likelihood method. To improve the estimator proposed by Carroll
and Lombard (1985), Royle (2004) develops a Binomial-Poisson (Bin-Pois) mixture
model, in which N is considered to be an independent random variable from a Pois-
son distribution. Subsequently, Royle and Dorazio (2006) propose a more general
hierarchical modeling framework with the goal of addressing animal abundance in
the case of imperfect detection, wherein the variation associated with the observed
data was partitioned into that of abundance and that of detectability. In the con-
text of avian ecology studies, Ke´ry et al. (2005) and Ke´ry (2008) apply the Bin-Pois
models to the estimation of bird abundance. Webster et al. (2008) propose a Bin-
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Pois model, in which a conditional autoregressive (CAR) model was used to address
spatial dependence found in the bird density. Wenger and Freeman (2008) develop
zero-inflated Bin-Pois and zero-inflated Binomial-negative binomial (Bin-NB) models
for the estimation of species abundance. Ke´ry and Royle (2010) develop a Bin-Pois
model with a site-specific random effect to allow for overdispersion and, thus, the
equidispersion assumption of the Poisson distribution is relaxed. Graves et al. (2011)
apply the Bin-Pois model to estimate abundance for a grizzly bear population using
multiple detection methods, in which covariates are introduced to explain variation in
both the detection and intensity process. Under the frequentist framework, Dail and
Madsen (2011) propose a general Bin-Pois model to allow for a formal statistical test
regarding the assumption of population closure. However, no covariates are included
in the model and both the probability of detection and the intensity (i.e., the mean
of the Poisson distribution) are assumed to be constant.
Some experiments in ecological studies can be associated with a nested sampling
design; i.e., there are secondary, and possibly subsequent, sampling periods nested
within each primary sampling occasion. For example, the American Robin (Turdus
migratorius) data we consider from the Baltimore Ecosystem Study (BES) falls into
this category. This nested sampling experimental design contains the design with
one primary sampling occasion as a special case. Motivated by American Robin
data from BES (Section 3.6), we develop a Binomial Conway-Maxwell Poisson (Bin-
CMP) mixture model that accommodates both overdispersed and underdispersed
data under a nested/unbalanced data structure. The Bin-CMP models we propose
are cast in a general Bayesian hierarchical binomial mixture model framework that
can accommodate mixtures using distributions other than the CMP.
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Compared with the existing models in the literature, our contribution can be seen
as follows. First, we develop a flexible class of binomial mixture models to account for
replicated count data with different types of dispersion, which is achieved by choosing
a suitable model for the abundance parameter. In the case of overdispersed data,
our methodology is computationally advantageous compared to the general modeling
strategy that includes a random effect to account for extra dispersion (e.g., see Ke´ry
and Royle, 2010), as our model has fewer number of parameters to be estimated. More
importantly, our model provides an explicit quantification of dispersion and can also
be used in the context of underdispersed data. Second, the models we consider can
flexibly account for spatial dependence in species abundance by adding a low-rank
spatial component to the model for the intensity process. In contrast to the CAR
models used by Webster et al. (2008), our methodology does not require us to define
neighborhood structure for the point count data, which can be difficult in many
cases. Further, through reversible jump Markov chain Monte Carlo (RJMCMC),
we introduce automated variable selection for covariates and grouping of dispersion
parameters into the binomial mixture modeling framework. The variable selection
allows us to identify important predictors related to high detectability and abundance
for a given species of interest. Lastly, the methodology we propose allows for an
unbalanced data structure; i.e., the number of nested sampling periods might differ
across sampling locations due to missing values.
This chapter is organized as follows. Section 3.2 introduces our motivating data
from the BES and provides preliminary background information on the CMP distri-
bution. Section 3.3 describes our proposed Bayesian hierarchical binomial mixture
models. Section 3.4 provides relevant information on Bayesian variable selection and
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grouping using RJMCMC. Simulated examples are presented in Section 3.5, illustrat-
ing the effectiveness of our modeling approach. Section 3.6 contains an analysis of
our motivating data, estimating abundance of American Robin from the BES, and
demonstrates the utility of our methodology. Discussion is provided in Section 3.7.
For convenience of exposition, specific details surrounding our Markov chain Monte
Carlo (MCMC) algorithm and full conditional distributions are given in Section 3.8.
3.2 Data and Preliminary Background
3.2.1 Baltimore Ecosystem Study Survey data
As a long-term ecological monitoring study, the BES considers the City of Baltimore,
Maryland as a study area, with the objective of understanding how the City of Bal-
timore evolves as an ecosystem over time (Pickett et al., 2011). Collected as a part
of the BES, the American Robin (Turdus migratorius) data we consider constitutes
spatially replicated point count data on 132 bird census points in the City of Bal-
timore, which are randomly selected from a set of urban forest effect (UFORE or
I-Tree Eco) model points (Section 3.6). Considered as the most widespread North
American thrush, American Robin has become common in many North American
cities (Sallabanks and James, 1999). Despite its abundance, conservation measures
have been taken to protect American Robin throughout its geographical range in the
United States, which are enforced by the Migratory Bird Treaty Act of 2004.
Although BES data have been collected across bird survey points since 2005, as
an illustration, we consider a subset of data over five years from 2005 to 2009, due to
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incomplete data in later years. In each year, three surveys were scheduled for each
of the survey points throughout May and August, each of which consisted of a five
minute survey conducted between 5 am and 10 am on days without rain. During each
survey, the recorded count comes from two surveyors and represents the combination
of birds that were seen, heard, or flew over each survey point. In the current context,
the secondary sampling period consists of the five minute daily survey, while the
primary sampling periods are the time frames determined by the dates on which
three daily surveys are conducted. As a result, the nested sampling design provides
a maximum of 15 spatially referenced counts for each bird census point. Despite
the fact that several species are available in the BES, as an illustration, we consider
American Robin counts in our analysis, due to their higher abundance relative to
other species. Among the 132 bird census points, 131 of them have American Robin
detections (Figure 3.1).
3.2.2 The Conway-Maxwell Poisson Distribution
Let X denote a CMP distributed random variable; i.e., X ∼ CMP(λ, ν), where λ > 0
and ν ≥ 0 are “intensity” and dispersion parameters, respectively. The probability
mass function (pmf) of X is given by
P (X = x) =
λx
(x!)ν
1
Z(λ, ν)
, x = 0, 1, 2, . . . (3.1)
where
Z(λ, ν) =
∞∑
j=0
λj
(j!)ν
, (3.2)
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is a normalizing constant (often referred to as the “Z-function”). With the addi-
tional parameter ν, the CMP distribution conveniently accommodates equidispersion,
overdispersion, and underdispersion. Specifically, ν = 1 corresponds to the Poisson
distribution; whereas, ν < 1 and ν > 1 represent overdispersion and underdisper-
sion, respectively. In addition, the CMP distribution generalizes to the geometric
and Bernoulli distributions in the limiting cases (Shmueli et al., 2005).
For the calculation of (3.1), the Z-function needs to be computed numerically
due to the summation of an infinite series. For certain combinations of λ and ν,
many terms will be needed in order to truncate the infinite summation with sufficient
accuracy, which leads to intensive computation. For these cases, Minka et al. (2003)
derived an asymptotic approximation to the Z-function,
Z(λ, ν) =
exp
(
νλ
1
ν
)
λ
ν−1
2ν (2pi)
ν−1
2
√
ν
{
1 +O(λ−1/ν)
}
,
which is accurate when λ > 10ν . Wu et al. (2013) discuss further improvements
on computation by taking advantage of parallel computing through Open Multipro-
cessing (OpenMP) and Compute Unified Device Architecture (CUDA), i.e., graphics
processing unit (GPU).
3.3 Hierarchical Binomial Mixture Models
3.3.1 Model development
Let {si}Gi=1, si ∈ D ⊂ R2 denote a set of preselected sampling locations. We consider
an experimental design in which animals are surveyed at each sampling location si
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for a total of J primary sampling occasions, in which there are potentially K nested
secondary sampling periods. In principle, the primary sampling occasions can be over
any arbitrary time interval, e.g., in weeks or months. However, the primary sampling
occasions need to be over a timeframe such that the abundance of surveyed animals
within that time period is static. In other words, we assume a closed population within
each primary sampling occasion so that the species abundance at each location varies
across primary sampling occasions but not within. Relative to the primary sampling
occasion, the secondary sampling period might be over shorter time interval, e.g.,
daily surveys within the three-month long primary sampling occasions. To allow
for an unbalanced data structure, due to missing observations, we assume nij ≤ K
successful visits to site si during the j-th primary sampling period with the number
of animals detected recorded. Therefore, it follows that 0 ≤ nij ≤ K, i = 1, 2, . . . , G;
j = 1, 2, . . . , J . We note that “missing” values are not uncommon and can occur for
many reasons. For example, some scheduled visits might not be made due to illness
of the observer, and as a result no data will be recorded. In the current context, we
assume that any missing data are missing completely at random (MCAR) (Little and
Rubin, 2002).
For i = 1, 2, . . . , G, j = 1, 2, . . . , J , and k = 1, 2, . . . , nij, let yijk be the number of
animals observed at location si during the k-th secondary sampling within the j-th
primary sampling occasion. The observed data can be denoted by Y = {yij : i =
1, 2, . . . , G; j = 1, 2, . . . , J}, where yij = (yij1, yij2, . . . , yijnij)′ and 1 ≤ nij ≤ K. Note
that nij = 0 corresponds to the case that no successful visits are made to site i and,
thus yij = ∅. Further, let pijk be the probability of detecting an animal during the
k-th (k = 1, 2, . . . , nij) secondary sampling within the j-th primary sampling occasion
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(j = 1, 2, . . . , J) at location si and denote Nij as the unknown animal abundance at
location si during the j-th primary sampling occasion. In other words, Nij represents
the total number of animals available for sampling during the j-th primary sampling
occasion at location si. Due to the closed population assumption, Nij does not vary
among secondary sampling periods within each primary sampling occasion.
The sampling design we consider is more general than those previously investigated
(e.g., Royle, 2004; Ke´ry et al., 2005; Royle and Link, 2005; Royle and Dorazio, 2006;
Ke´ry, 2008; Webster et al., 2008), all of which can be seen as a special case of ours
by setting K = 1; i.e., there is no nested sampling. In addition, in our case, it is
not necessary that nij ≡ K (for all i = 1, 2, . . . , G and j = 1, 2, . . . , J), and therefore
our approach allows for an unbalanced data structure. Importantly, the replicated
data collected in the secondary sampling provides additional information that could
alleviate potential issues caused by missing values as well as improve the accuracy
of parameter estimation over the non-nested design. The primary objective of our
analysis is to estimate abundance and draw inference about detectability. To achieve
these goals, we propose a class of hierarchical binomial mixture models.
The class of binomial mixture models naturally fits into the hierarchical framework
(e.g., Royle and Dorazio, 2008; Cressie and Wikle, 2011). In this framework, we define
the observation model as
yijk|Nij, pijk ∼ Bin(Nij, pijk), (3.3)
for i = 1, 2, . . . , G; j = 1, 2, . . . , J ; k = 1, 2, . . . , nij. For the nested sampling design
we consider, (3.3) allows us to estimate abundance parameters Nij, which are both
location- and time-specific. Also, since the abundance Nij at each site si varies over
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time, we are able to describe the temporal changes in species abundance for all spatial
locations, which is often vital in the context of long-term ecological monitoring stud-
ies. Another benefit of the nested sampling design is the potentially sharper estimates
of the detection probability. Unlike the existing binomial mixture models in the lit-
erature, we are able to provide spatial maps that depict the changes in abundance
over time using a single probabilistically coherent model. More importantly, (3.3)
also suggests how over- and underdispersion can be explicitly accounted for in the
subsequent model development. Specifically, under the assumption of independence
between Nij and pijk, it follows that
E(yijk) = E(pijk)E(Nij),
Var(yijk) = E(pijk)E(Nij) + E(p
2
ijk){Var(Nij)− E(Nij)}.
Hence, the mean and variance relationship in the data can be addressed through that
of Nij. As an example, for data with over- and underdispersion, we can choose a
model for Nij such that Var(Nij) > E(Nij) and Var(Nij) < E(Nij), respectively. As
such, our approach to addresses over- and underdispersed count data through the
choice of an appropriate model for abundance parameter, Nij.
For i = 1, 2, . . . , G and j = 1, 2, . . . , J , the process model we consider for the
abundance, Nij, is given by
Nij|λij, νj ∼ f(λij, νj), (3.4)
where f(·) is used to generically denote an appropriate count distribution with in-
tensity parameter λij and primary sampling period-varying dispersion parameters νj.
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There are many possible choices for the distribution function f(·) in the process model
(3.4), including the Pois, NB, and CMP, among others. We focus on the case where
f(·) is chosen to be the CMP distribution, resulting in a flexible Bin-CMP mixture
model that allows for equi-, over-, and/or underdispersion. Alternatively, if f(·) is
chosen to be the NB distribution, the resulting Bin-NB mixture model provides a
suitable candidate for modeling overdispersed data. Finally, it is important to note
that, although we focus on the CMP distribution, in our framework, f(·) can be
chosen to be any valid count distribution.
Specification of the parameter model is usually problem-specific and often de-
pends on the research questions under consideration. In long-term ecological mon-
itoring studies, however, the main questions of interest are usually twofold. First,
it is often of interest to understand which factors might be important constituents
in the probability of the detection, so that an efficient sampling protocol can be de-
signed. To achieve this goal, we relate the detection probability, pijk, to the covariates
xijk,1, . . . , xijk,P through a logistic link function, i.e.,
logit(pijk) = β1xijk,1 + · · ·+ βPxijk,P , (3.5)
where logit(r) = log {r/(1− r)}, i = 1, 2, . . . , G, j = 1, 2, . . . , J , and k = 1, 2, . . . , nij.
Note that (3.5) allows for an intercept, by setting xijk,1 ≡ 1 for all i, j, and k. By in-
corporating covariates into the model, the objective is to identify and draw statistical
inference on important factors governing the probability of detection. Another inter-
est in long-term ecological studies is to gain deeper understanding surrounding the
“intensity” λij, which influences species abundance. The second part of the parameter
72
model defines a model for the intensity, λij, as
log λij = w
′
ijγ = wij,1γ1 + · · ·+ wij,MγM , i = 1, . . . , G; j = 1, . . . , J. (3.6)
Here, wij = (wij1, . . . , wij,M)
′ are a set of covariates and γ = (γ1, . . . , γM)′ denotes
the associated coefficients.
3.3.2 Accounting for spatial dependence
For spatially replicated count data, such as those typically encountered in monitoring
studies, it is sometimes necessary to explicitly account for spatial dependence in the
model for intensity. Under this scenario, we can extend (3.6) to explicitly incorporate
spatial dependence by adding a spatial component in the model for the intensity, i.e.,
log λij = w
′
ijγ + φ
′
iαj, i = 1, . . . , G; j = 1, . . . , J, (3.7)
or
log λ = w′γ + (Φ⊗α′)vec(Iτ×τ ),
whereαj = (αj1, . . . , αjτ )
′; α = [α1,α2, . . . ,αJ ]; λ = (λ11, . . . , λ1J , . . . , λG1, . . . , λGJ)′;
w = (w11, . . . ,w1J , . . . ,wG1, . . . ,wGJ); Φ denotes a G × τ matrix of spatial basis
functions Φ = [φ
′
1; · · · ;φ′G]; φ
′
i = (φi1, . . . , φiτ ) is a row vector denoting the i-th row
of Φ; Iτ×τ is a τ×τ identity matrix; and τ is the number of basis functions. There are
several advantages of incorporating spatial effects when modeling the intensity func-
tion. Most importantly, capturing spatial dependence in the intensity function among
neighboring locations will allow us to borrow strength from correlated observations,
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potentially improving parameter estimation, statistical inference, and prediction.
The choice of basis functions is typically problem-specific, with advantages arising
from specific choices. Popular choices include empirical orthogonal functions (EOFs),
Fourier basis function, splines, wavelets, bi-square and predictive process basis (e.g.,
see Royle and Wikle, 2005; Cressie and Johannesson, 2008; Cressie and Wikle, 2011,
and the references therein). In spatial statistical modeling, low-rank representations
are often considered (Wikle, 2010). Following Ruppert et al. (2003), we use the thin
plate spline basis functions, where
Φ = [C(si − κl)
1≤l≤τ
]1≤i≤I and C(r) = ||r||2v−2log||r||, v > 1,
where κl (l = 1, 2, . . . , τ) denote fixed knot points in R2 and v is a smoothness
parameter. Here, we choose v = 2 (cf. Ruppert et al., 2003, Page 257) and assume
cov(αj) = σ
2
αj
Ω where
Ω = [C(κl − κl′)
1≤l,l′≤τ
].
The selection of knot points can be facilitated through space filling designs, as im-
plemented in the fields package (Furrer et al., 2013) in R (R Development Core
Team, 2012). The number of knots τ can be chosen based on computational consid-
erations followed by sensitivity analysis. Alternatively, the number of knots can be
chosen according to τ = max{20,min(G/4, 150)} (Ruppert et al., 2003, Page 257).
Following Ruppert et al. (2003), we define Φ∗ = ΦΩ−1/2 and α∗ = Ω1/2α. Then, for
i = 1, 2, . . . , G and j = 1, 2, . . . , J , we can rewrite (3.7) as
log λij = w
′
ijγ + φ
∗′
i α
∗
j = g
′
ijγ˜j, (3.8)
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where φ∗
′
i is the i-th row of the matrix Φ
∗ and cov(α∗j) = σ
2
αj
Iτ×τ . Further, g′ij =
(w′ij φ
∗′
i ) and γ˜j = (γ1, . . . , γM , α
∗
j1, . . . , α
∗
jτ )
′ (see Holan et al., 2008, for further
discussion).
3.3.3 The Likelihood
To account for spatial dependence, we require that α∗j , j = 1, 2, . . . , J in (3.8)
are in the model with probability one. Since (3.6) and (3.8) are essentially of the
same form, we will use the former in the subsequent discussion. We now derive
the likelihood function for the model defined by (3.3), (3.4), (3.5), and (3.6). Let
M = {Mβ,Mγ ,Mν}, andMβ,Mγ ,Mν denote the model structures for the set
of covariates x and w and the dispersion parameters ν = {ν1, . . . , νJ}, respectively.
For example, in the case of P = 6,M = 6, J = 5, Mβ = {x1, x3} indicates that
only x1 and x3 are included in the model for detection probability, or equivalently
β2 = β4 = β5 = β6 = 0; Mγ = {w1, w2} indicates that only w1 and w2 are in-
cluded in the model for intensity; Mν = {{1, 2, . . . , J}} indicates that there is only
one grouping for dispersion parameters, meaning νj ≡ ν for j = 1, 2, . . . , J . Under
the assumption of conditional independence, the likelihood function for the binomial
mixture models we propose is given by
L(Y|M,β,γ,ν) =
G∏
i=1
J∏
j=1
nij∏
k=1
[yijk|Nij,β,Mβ][Nij|Mγ ,γ,Mν , νj], (3.9)
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where, generically, [ξ|θ] denotes the conditional distribution of ξ given the parameters
θ. Integrating out Nij in (3.9) yields the marginal distribution of observing yij as
P (yij|M,β,γ, νj) =
∞∑
Nij≥ymaxij
{
nij∏
k=1
Nij!
yijk!(Nij − yijk)!p
yijk
ijk (1− pijk)Nij−yijk
}
× f(Nij|Mγ ,γ,Mν , vj), (3.10)
where ymaxij = max{yij}. Consequently, we can derive the joint posterior distribution
function pi(M,β,γ,ν|Y) based on the integrated likelihood as
pi(M,β,γ,ν|Y) ∝
{
G∏
i=1
J∏
j=1
P (yij|M,β,γ, νj)
}
× [β|Mβ][γ|Mγ ][ν|Mν ][Mβ][Mγ ][Mν ]. (3.11)
Here [θ] denotes the joint prior distribution function of the parameters θ.
Examination of (3.11) raises several computational concerns. First, the calculation
of P (yij|M,β,γ, νj) can be computationally prohibitive, since a multiple integral is
involved. This computational issue becomes exacerbated when the domain of Nij
covers a wide range of values, and/or if G and J are large. In addition to calculating
a multiple integral, in the case where f(·) denotes the CMP distribution, evaluating
(3.10) requires computing the Z-function, which involves the summation of infinite
series. Specifically, for the Bin-CMP mixture model, it is worth pointing out that
within each MCMC iteration, sampling elements in γ or ν from their full conditionals
requires both the computation of the multiple integral and the approximation of the
Z-function. Therefore, implementation of our proposed model can be computationally
intensive in some cases. We resolve these computational issues through the use of low
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level programming in C and parallel computing with OpenMP.
Finally, we assume the following prior distributions for the model parameters:
β ∼ Gau(µβ,Σβ); γ ∼ Gau(µγ,Σγ). For the dispersion parameters, we assume
νj ∼ Unif(aj, bj), j = 1, 2, . . . , J , where aj and bj are chosen appropriately to allow
for different levels of dispersion in the data (e.g., for overdispersed data, one may set
aj ≡ 0.01 and bj ≡ 1.0). In our case, we assign vague prior distributions that are
non-informative relative to scale of the data.
3.4 Automated Bayesian Model Selection
As previously noted, we consider variable selection for covariates and grouping for
dispersion parameters. For the binomial mixture models we propose, there are several
ecological objectives. First, there is a clear need to identify important covariates
among a set of candidate covariates in order to gain an understanding of the factors
affecting the detectability for a given species of interest. In addition, the selection of
influential covariates is vital for studying which factors influence species abundance.
Lastly, the grouping of dispersion parameters will provide us with further information
about the level of dispersion associated with the data across different years in the
study. In such cases, grouping is desired since some years may exhibit the similar
level of dispersion due to environmental changes or other exogenous factors. For
example, in our setting, specific neighborhoods may experience slow growth in terms
of the number of buildings established and/or certain climate conditions may be
more (or less) similar from year to year. Thus, it is conceivable that some years may
experience a similar dispersion parameter. As such, we allow for data-driven grouping
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of the dispersion parameters. To achieve these goals, we first discuss variable selection
and grouping in the context of the models we propose.
3.4.1 Bayesian variable selection and grouping
The literature on Bayesian variable selection is fairly extensive (e.g., see O’Hara and
Sillanpa¨a¨, 2009, for a comprehensive review). Among the many available choices, the
two most commonly used techniques are stochastic search variable selection (George
and McCulloch, 1993, 1997) and reversible jump MCMC (RJMCMC) (Green, 1995).
For grouping, however, RJMCMC is typically considered more appropriate and, thus,
we utilize it for both model selection and grouping.
For convenience of exposition, we explain our algorithm in the context of the Bin-
CMP mixture model and note that the migration to other binomial mixture models is
analogous. The implementation of variable selection for x and w involves two types
of moves: BIRTH (B) and DEATH (D) defined as follows:
B: propose to add a covariate to the current model with probability pbm,
D: propose to remove a covariate from the current model with probability pdm.
As an example, we consider a D move for x. In general, only a subset of covariates
are subject to variable selection, while others are forced to remain in the model
with probability one. For notational simplification, let Ax denote the set of indices
corresponding to covariates x that are available for variable selection. Moreover, let
|Ax| denote the cardinality of the set Ax. For each covariate in Ax, we assume an
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equal probability of B or D move, i.e.,
pbm = p
d
m = 1/2, for m ∈ Ax.
Suppose at the current iteration t, the model structure is given byMt = {Mtβ,Mtγ ,Mtν}.
The RJMCMC algorithm for variable selection on x can be outlined as follows:
Step 1: Start with current model structure Mt = {Mtβ,Mtγ ,Mtν} where
Mtβ = {xi1 , . . . , xim} with β
t = {βi1 , . . . , βim}.
Step 2: Randomly draw an index from Ax with an equal probability 1/|Ax|.
Assume is ∈ Ax is chosen
– if is ∈ Mtβ then propose a D move and obtain M
′
β = Mtβ \ {xis} and
M′ = {M′β,Mtγ ,Mtν} and β
′
= {βi1 , . . . , βis = 0, . . . , βim};
– otherwise propose a B move and obtain M′β = Mtβ ∪ {xis} and M
′
=
{M′β,Mtγ ,Mtν} and β
′
= {βi1 , . . . , βim , βis}.
Step 3: Adjust the coefficient βis corresponding to the covariate xis
– if a D move, set βis = 0;
– otherwise generate βis ∼ q(·).
Step 4: Generate u ∼ Unif(0, 1)
– if u < min{1,BF(M′β,Mtβ)×R} then setM
t+1
β
=M′β andMt+1 =M
′
;
– otherwise Mt+1
β
=Mtβ and Mt+1 =Mt.
Step 5: Repeat.
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In terms of the proposal distribution q(·), we used a Gau(0, ζ) distribution with ζ
being a user-defined tuning parameter. Moreover,
R =

pbis
pdis
× q(βis) if D move,
pdis
pbis
× 1
q(βis)
if B move,
and
BF(M′β,Mtβ) =
P (M′β,β
′|Y,Mtγ ,γ,Mtν ,ν)
P (Mt
β
,βt|Y,Mtγ ,γ,Mtν ,ν)
.
We now discuss the grouping algorithm for the dispersion parameters ν. Assume
there are nt different arrangements T1, T2, . . . , Tnt for ν at the t-th iteration of the
MCMC; i.e.,Mtν = {T1, T2, . . . , Tm, . . . , Tnt}. For each grouping Tm, m = 1, 2, . . . , nt,
the corresponding elements are subscripts for the dispersion parameter group mem-
bership. For example, if nt = 1, we have T1 = {1, 2, . . . , J}, i.e., νj ≡ ν, for
j = 1, 2, . . . , J . Similar to the variable section previously described, we allow for
two types of moves as follows:
C: propose to combine two different arrangements into one arrangement with
pc,
S: propose to divide the arrangement into two arrangements with probability
ps.
Without loss of generality, assume an equal probability of proposing a C or S move,
i.e., pc = ps = 1/2. As an illustration, we describe only the S move. Suppose there
are nst out of nt arrangements in Mtν that have more than one single element. We
randomly choose each of these nst arrangements with an equal probability. Assume
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that group Tm is chosen, where m ∈ {1, . . . , nst} and |Tm| > 1. Assuming we divide
Tm into two non-empty sets Tm1 and Tm2 , we denote the resulting model structure
asM′ν = {T1, T2, . . . , Tm1 , Tm2 , . . . , Tnt}. The RJMCMC algorithm for grouping of ν
can be outlined as follows:
Step 1: Calculate the probability P (M′ν |Mν) and P (Mν |M′ν) as
P (M′ν |Mν) =
1
2
1
nst
1
2(|Tm|−1) − 1 ,
P (Mν |M′ν) =
1
2
1(
nst+1
2
) ,
(King and Brooks, 2002).
Step 2: Let νm denote the value common to all dispersion parameters in Tm and
νm1 and νm2 be the values of dispersion parameters in Tm1 and Tm2 , respectively.
Define a bijective mapping between νm and νm1 , νm2 as
νm1 = νm +  and νm2 = νm − ,
where  ∼ h(·).
Step 3: Generate ξ ∼ Unif(0, 1)
– if ξ < min{1,BF(M′ν ,Mtν)×Rs} then setMt+1ν =M′ν andMt+1 =M′ ;
– otherwise Mt+1ν =Mtν and Mt+1 =Mt.
In terms of the proposal distribution h(·), we used h(η) = Unif(−η, η) where η is
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chosen through pilot tuning. Moreover,
BF(M′ν ,Mtν) =
P (M′ν , νm1 , νm2|Y,Mtγ ,γ,Mtβ,β
t)
P (Mtν , νm|Y,Mtγ ,γ,Mtβ,β
t)
,
Rs =
P (Mν |M′ν)
P (M′ν |Mν)
× 1
h()
×
∣∣∣∣∂(νm1 , νm2)∂(νm, )
∣∣∣∣ .
3.5 Simulated Examples
To evaluate the performance of the binomial mixture models we propose, we consid-
ered two simulated examples using the Bin-CMP model, the difference of which only
resides in whether or not a spatial component is included in the intensity model. For
both simulations, we choose G = 131, J = 5, and K = 3, to be the same as the
American Robin data presented in Section 3.6. For both examples, we simulate data
as yijk|Nij, pijk ∼ Bin(Nij, pijk). For the probability of detection, we consider
logit(pijk) = β1xijk,1 + β2xijk,2 + · · ·+ βPxijk,P ,
where the values for the covariates x are set to be the same as in the American
Robin data for i = 1, 2, . . . , G, j = 1, 2, . . . , J , k = 1, 2, . . . , K, l = 1, 2, . . . , P = 4.
In addition, we set β = (−2.31,−0.4, 0.0,−0.4)′ with {x1, x2, x4} being important
covariates. For the true abundance parametersNij, we simulated fromNij ∼ f(λij, νj)
where f(·) is taken to be the CMP distribution with ν1 = ν3 = ν5 = 0.15, ν2 = ν4 =
0.06 and γ0 = (0.31, 0.13, 0.44, 0.16, 0.35)
′, as estimated from the American Robin
data presented in Section 3.6. For i = 1, 2, . . . , G and j = 1, 2, . . . , J , the intensity
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λij is simulated according to
S1: log λij = w
′
iγ + γ0j,
S2: log λij = w
′
iγ + φ
∗′
i α+ γ0j,
where φ∗
′
i for i = 1, 2, . . . , G and γ0 = (γ01, . . . , γ05)
′ are determined according to
the American Robin data with τ = 10. In each of the two models, wi are set to be
the same as in the American Robin data presented in Section 3.6. Further, we set
M = 11 and γ = (0.0, 0.0, 0.0, 0.0, 0.0, 0.06, 0.0, 0.0, 0.0, 0.03, 0.0)′, i.e., with {w6, w10}
being important covariates. Particularly, for S2, the spatial components coefficients
α are randomly sampled from Unif(0, 1) to avoid yijk being too large. For the two
simulations, we apply RJMCMC to perform variable selection and grouping. Similar
to the analysis presented in Section 3.6, we require α to be included in the model
with probability one for S2.
Table 3.1 provides the posterior marginal probabilities for the most probable model
for x, w, and ν in the Bin-CMP models S1 and S2. For model S1, the most
frequent detection probability model was given by {x1, x2, x4} and appeared with
frequency of 99.73%. The most frequent intensity model was defined by {w6, w10} and
had a frequency of 89.92%. In addition, the most frequent grouping for dispersion
parameters is Mν = {{2, 4}, {1, 3, 5}}, which appeared with frequency of 72.51%.
In all cases, the RJMCMC correctly identified the set of important covariates as well
as grouping for dispersion parameters with the posterior marginal probability greater
than or equal to 72.51%. In terms of parameter estimation, Table 3.2 provides model
averaged posterior summary statistics for the model parameters, along with the true
values. As seen in Table 3.2, all of the 95% credible intervals (CIs), averaged over the
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different models, contain the true values. For the abundance estimates, Figure 3.2
provides model averaged pointwise 95% CIs for Nij along with the corresponding
true values, showing that only 10 out of the 653 values (≈ 1.5% of the values) are not
recovered.
For model S2, the most frequent set of covariates for the detection probability
model was given by {x1, x2, x4} and appeared with frequency of 99.57%. The most
frequent set of covariates {w6, w10} for the intensity model had a frequency of 93.57%.
In addition, the most frequent grouping for the dispersion parameters is Mν =
{{2, 4}, {1, 3, 5}}, which appeared with frequency of 76.00%. In terms of parameter
estimation, Table 3.2 provides model averaged posterior summary statistics for model
parameters, along with the true values. As shown, all of the 95% CIs, averaged
over different models contain the true values. However, there is positive bias in
the estimates for dispersion parameters. This is not unexpected and is a result of
missing data coupled with competition between the spatial component and dispersion
parameter. In terms of abundance estimation, Figure 3.2 provides pointwise 95% CIs
for Nij, averaged across models, compared with the corresponding true values. In
this case, 58 out of the 653 (≈ 8.9%) 95% CIs do not cover the true values.
In summary, the two simulations suggest that we are able to correctly identify
important covariates and grouping for dispersion parameters with extremely high
posterior probability. In terms of parameter estimation, the model averaged pointwise
95% CIs cover the true values. Finally, for the estimation of abundance in the two
simulations, our approach performs satisfactorily, as measured by coverage of the 95%
CIs. In the presence of spatial components, however, the model averaged estimates
of dispersion parameters can be adversely affected by missing data.
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3.6 Application: The Baltimore Ecosystem Study
In the urban ecosystems literature, bird communities are often used as surrogates for
studying urban biodiversity or species responses to urbanization (Shochat et al., 2010;
Aronson et al., 2014). Within urban areas the bird community is shaped by local-scale
features such as habitat features that vary among neighborhoods, landscape pattern,
and socioeconomic characteristics of residents that may influence land management
decisions (Pickett et al., 2012). The American Community Survey (ACS) is an ongo-
ing survey that is able to provide timely economic, social, and demographic informa-
tion on small geographies such as the census tracts. Thus, to examine the effects of
certain demographic characteristics on abundance, we consider several ACS variables.
Additionally, environmental features of different neighborhoods can be described by
many factors, such as vegetation diversity and are, therefore, also considered in our
analysis.
Substantial research has been undertaken to investigate how socioeconomic sta-
tus and environmental variables influence the abundance and diversity of various
avian species (see Loss et al., 2009; Smallbone et al., 2011; Denison, 2010, and the
references therein). Using socioeconomic variables from decennial census in 2000 as-
sociated with each census tract as covariates, Denison (2010) considered a simple NB
regression with no spatial components under the frequentist paradigm to estimate the
relative abundance for European starling in the City of Baltimore, Maryland using
a portion of data collected from 2005 to 2007. Here, we consider American Robin
data collected from 2005 to 2009 and apply various Bin-CMP models in order to se-
lect important covariates for estimating the detection probability and abundance of
American Robin, as well as to identify the grouping of dispersion parameters. Due
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to missing values, the data we consider has an unbalanced structure. In particular,
the percentage of secondary sampling occasions with at least one missing observa-
tions for each of five primary sampling occasions is 6.87%, 6.87%, 3.05%, 77.1%, and
50.38%, respectively. Moreover, the overall percentage of missing observations in the
American Robin dataset is 9.62%.
For the American Robin data, a total of 131 bird survey points were visited during
three secondary daily surveys within each of the five primary sampling occasions from
2005 to 2009. With three covariates available, we considered a full model for the
detection probability as
logit(pijk) = β1 + β2timeijk + β3airtempijk + β4cloudcoverijk, (3.12)
for i = 1, . . . , 131, j = 1, . . . , 5, and k = 1, . . . , nij ≤ K = 3. Regarding the covariates
in (3.12), time, airtemp, and cloudcover correspond to the start time, air temper-
ature, and cloud cover (i.e., the fraction of the sky obscured by clouds) recorded on
each visit to the bird survey points, respectively.
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In terms of full models for the intensity, we considered the following three models:
M1: log λij = γ1uftreei + γ2ufbldgi + γ3ufmgrassi + γ4bld200mi
+ γ5for200mi + γ6veg200mi + γ7Africani + γ8bachelori
+ γ9fmkdsi + γ10pubassiti + γ11houseyri + φ˜
∗′
i α+ γ0j,
M2: log λij = γ1uftreei + γ2ufbldgi + γ3ufmgrassi + γ4bld200mi
+ γ5for200mi + γ6veg200mi + γ7Africani + γ8bachelori
+ γ9fmkdsi + γ10pubassiti + γ11houseyri + γ0j,
M3: log λij = φ
′
iα+ γ0j,
where, for j = 1, . . . , J , γ0j is a year-specific intercept and φ
′
i is the i-th row of the
matrix Φ∗ as discussed in Section 3.3. Particularly, for model M1, we orthogonalize
the matrix of spatial basis function with respect to covariates, to alleviate potential
confounding with the covariate effects (Hodges and Reich, 2010). As a result, φ˜
∗′
i is
the i-th row of the matrix of Φ˜∗ after the orthogonalization.
It worth pointing out that the choice of models above depends on the goal of
the ecological study. For example, M3 can be used if no covariates are available
for modeling the intensity. For other cases where covariates are available, but there
is no spatial dependence (or the spatial dependence is negligible after accounting for
covariates), model M2 can be utilized. Given both covariates are available and spatial
dependence is present, M1 represents a potential model.
The covariates in the intensity model are specific to each survey location and
do not vary with primary sampling occasions. Among these environmental vari-
ables, uftree, ufbldg, and ufmgrass are the UFORE plots variables that indicate
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tree cover, ground cover by buildings and maintained grass, respectively. Further,
bld200m, for200m, and veg200m are variables that measure tree cover, other vege-
tation cover, and cover by buildings in the 200 meter radius plot, respectively. For
the ACS variables specific to each census tract, African is the percentage of African
American residents; bachelor is the percentage of population with Bachelor’s degree
or higher; fmkds is the percentage of families with female and kids only; pubassit
is the percentage of households on government public income assistance; hourseyr
is the median year that a housing unit was built. We used the five-year period es-
timates from 2005 to 2009 for these ACS variables, which can be obtained at U.S.
Census Bureau website (http://www.census.gov/ACS). Our specific choice of ACS
variables are facilitated by a social areas analysis approach (Denison, 2010; Maloney
and Auffrey, 2013; Mu¨ller et al., 2013).
When implementing RJMCMC algorithm, we require the “intercept” term β1 in
(3.12) and γ0 in the model for intensity to be included with probability one. In
addition, in the presence of spatial components, we require α to be in the model for
the intensity with probability one. For the choice of knot points, when using low-rank
thin plate basis functions, we considered a sensitivity analysis to choose the number
of knots and a space filling design for placement. Specifically, for three different
choices of the number of knot points, τ = 10, 15, and 32 in M1, similar results are
obtained in terms of abundance estimation, although parameter estimation becomes
more difficult for as τ gets large. Equally important, the results of variable selection
and grouping for dispersion parameters seem robust to different number of knot points
(see the Supplemental Material). Hence, we choose τ = 10 for both M1 and M3.
We used a Metropolis-Hastings within Gibbs sampler consisting of a total of 120,000
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MCMC iterations were run, with the first 60,000 discarded as burn-in. Our inference
is based on every third sample after burn-in, which results in a total of 20,000 samples
used.
The three models we considered, all produce similar results in terms of the selec-
tion of important covariates and abundance estimates (see Section 3.9). In terms of
posterior marginal probability, both time and cloudcover has the highest probabil-
ity of being selected in the model for detectability. Similarly for the intensity model,
ufbldg, veg200m, and pubassit are selected with higher probability relative to other
covariates. However, the grouping of dispersion parameters varies across models de-
pending on whether spatial components are included. This is not unexpected, as
there is a tradeoff between the dispersion parameter and inclusion of spatial compo-
nents. Since the goal of our analysis is to identify and draw inference on important
covariates relating to detectability and abundance, we present results from the more
parsimonious model M2. From Table 3.3, it is seen that time and cloudcover are
identified as important predictors for detectability of American Robin. For the co-
variates in the intensity model, ufbldg, veg200m, and pubassit are selected as the
important factors in all cases. For the dispersion parameters, the results suggest the
most probable model has the grouping T1 = {2, 4}, T2 = {1, 3, 5} (with posterior
probability 0.6496), indicating that the data in 2005, 2007, and 2009 exhibit a similar
amount of dispersion whereas the data for 2006 and 2008 show similar amounts of
dispersion.
Lastly, we consider the posterior mode model for the Bin-CMP mixture model M2
in order to draw inference about how the different covariates affect high detectability
and abundance of the American Robin within the study domain. We conclude that
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an important covariate is a positively (or negatively) significant factor if the lower (or
upper) end of 95% CIs is greater (or smaller) than 0, respectively. For the posterior
mode model, we include only the intercept, time, and cloudcover in (3.12); whereas
for the covariates in the intensity model, only ufbldg, veg200m, and pubassit are
included. For the dispersion parameters, we consider the case where ν2 = ν4 = ν24 and
ν1 = ν3 = ν5 = ν135. Table 3.3 presents the posterior summary statistics and Gelman-
Rubin diagnostics (Brooks and Gelman, 1998) for model parameters. It is shown that
in all cases R̂ is close to 1, indicating convergence has been reached. Moreover, time
is negatively correlated with the detectability of American Robin; that is, the earlier
the survey is conducted, the more likely it is that we can detect American Robin.
In terms of the intensity, ufbldg is negatively related to abundance of American
Robin, whereas veg200m and pubassit are positively related. As a result, for bird
survey points nearby more buildings, the abundance of American Robin is lower;
while for survey points with a higher percentage of vegetation and residents of lower
socio-economic status, the abundance of American Robin is higher. As an example,
Figure 3.3 provides a spatial map for the posterior mean and standard deviation
of abundance estimate for 2009. Lastly for the dispersion, our results suggest that
the American Robin are overdispersed within the study domain over all of the years
considered.
3.7 Discussion
Motivated by the American Robin data from the BES, we developed a class of
Bayesian hierarchical binomial mixture models that allow for automated variable
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selection and grouping in the presence of unbalanced nested sampling design. In ad-
dition, we demonstrate that over- and underdispersion in the data can be accounted
for by specifying an appropriate model for the abundance parameter, namely a Bin-
CMP model – which is also a novel model in the binomial mixture model literature.
More importantly, we allow for large-scale spatial dependence to be accounted for
by adding a spatial component to the intensity model (i.e., through a spatial ba-
sis function expansion). Under the binomial mixture modeling framework, the use
of a low-rank spatial representation proves to be a computationally advantageous
approach to building in spatial dependence.
The class of binomial mixture models we consider assume population closure
within each primary sampling period. Such an assumption is often justified based
on biological and/or ecological considerations, when the primary sampling period
covers a relatively short time frame. In our case, the justification of the closed pop-
ulation assumption is based on ecological considerations. However, it may also be
possible to extend our model to verify the assumption of population closure following
the framework of Dail and Madsen (2011) by decomposing the true abundance into
the sum of two independent components, i.e., the total number of survivors from pre-
vious sampling period (by introducing a survival rate parameter in the model) and
new additions prior to the current sampling period (by introducing a birth parameter
in the model). This is a subject of future research.
Although the binomial mixture models we propose can accommodate unbalanced
data structures, the amount of missing data can impact model selection and param-
eter estimation. As illustrated by the second simulated example, the model averaged
estimates for dispersion parameters are positively biased when the simulated data ex-
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hibit the same missing pattern as the American Robin data and spatial components
are included to account for spatial dependence in the intensity model. Nevertheless,
we note that grouping of dispersion parameters leads to a “borrowing of strength,”
since data collected over different years are pooled together if the corresponding dis-
persion parameters fall into the same group. In other words, this pooling of data
helps mitigate the negative impacts of missing values.
It is important to note that all of the models we considered for the American Robin
data provide similar results regarding the identification of important covariates for
detectability and intensity, as well as the grouping of dispersion parameters. First,
time and cloudcover are identified to be important covariates for high detectability
of American Robin, with the former being negatively related to observing American
Robin. However, one should be careful when interpretating cloudcover due to the
difficulty in estimating it objectively (Vignola et al., 2012). On the other hand,
ufbldg, veg200m and pubassit are found to be important predictors for abundance
of American Robin. In terms of dispersion, the American Robin data demonstrates
overdisperion. Importantly, the class of binomial mixture models we propose is of
independent interest and when coupled with the CMP distribution can be used in
cases where the type of dispersion (i.e., over- and underdispersion) varies over time.
In this sense, the Bin-CMP mixture model is extremely versatile, as it can be used
for modeling equi-, over-, and underdispersed data (e.g., for modeling abundance of
less prevalent species, such as Eastern Wood Pewee or Wood Thrush in the BES).
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3.8 Conditional Distributions for MCMC
We describe the MCMC algorithm for the Bin-CMP mixture model within a model.
We note that the migration to other models is analogous. Recall that the Bin-CMP
mixture model is given by
yijk|Nij, pijk ∼ Bin(Nij, pijk),
Nij|λij, νj ∼ CMP(λij, νj),
logit(pijk) = β1xijk,1 + · · ·+ βPxijk,P ,
log(λij) = w
′
ijγ,
where i = 1, 2, . . . , G, j = 1, 2, . . . , J , k = 1, 2, . . . , nij, and β = (β1, . . . , βP )
′. The
marginal distribution of observing yij can be derived by integrating out Nij, i.e.,
[yij|M,β,γ, νj] =
∞∑
Nij≥ymaxij
{
nij∏
k=1
Nij!
yijk!(Nij − yijk)!p
yijk
ijk (1− pijk)Nij−yijk
}
λ
Nij
ij
(Nij!)νjZ(λij, νj)
.
(3.13)
Additionally, the joint posterior distribution of M,β,γ,ν|Y is given by
[M,β,γ,ν|Y] ∝
{
G∏
i=1
J∏
j=1
L(yij|M,β,γ, νj)
}
[β|Mβ][ν|Mν ][γ|Mγ ]
× [Mβ][Mγ ][Mν ],
In what follows, let [X|·] denotes the full conditional distribution of X given data
and other parameters in the model. In addition, we define 1(X ≥ x) as an indicator
function that takes a value of 1 if the condition X ≥ x is met and 0 otherwise.
93
3.8.1 Update Nij
For i = 1, 2, . . . , G and j = 1, 2, . . . , J , the full conditional distribution function [Nij|·]
is
[Nij|·] ∝
{
nij∏
k=1
[yijk|Nij, pijk]
}
[Nij|λij, νj]1(Nij ≥ ymaxij )
∝
{
nij∏
k=1
Nij!
(Nij − yijk)!(1− pijk)
Nij−yijk
}
λ
Nij
ij
(Nij!)νjZ(λij, νj)
1(Nij ≥ ymaxij )
∝
{
λij
nij∏
k=1
(1− pijk)
}Nij
1
(Nij!)νj
nij∏
k=1
Nij!
(Nij − yijk)!1(Nij ≥ y
max
ij ). (3.14)
Given Nij ≥ ymaxij , taking the logarithm of Eq (3.14) yields
log {[Nij|·]} = const +Nij
{
log(λij) +
nij∑
k=1
log(1− pijk)
}
+ (nij − νj)log(Nij!)
−
nij∑
k=1
log {(Nij − yijk)!} ,
(3.15)
where const stands for a constant. Note that each Nij is a discrete variable and we can
obtain their independent posterior samples using the “grid search” updating scheme
following the steps outlined below:
Step 1: Determine the lower and upper bound for each Nij and denote them
as Nminij and N
max
ij respectively, where N
min
ij ≥ ymaxij .
Step 2: For each Nij ∈ {Nminij , Nminij +1, . . . , Nmaxij }, evaluate (3.15) and denote
the resulting values as {q1ij, q2ij, . . . , qLij}, where L = Nmaxij −Nminij + 1.
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Step 3: Randomly drawNij from {Nminij , Nminij +1, . . . , Nmaxij } using {q1ij, q2ij, . . . , qLij}
as sampling weights.
3.8.2 Update ν
The parameter ν is updated using the Metropolis-Hastings algorithm. Given the
model structure Mν , let νj = ν(k)h , ∀j ∈ Th ⊂Mν be the value of dispersion param-
eters in the grouping Th at the k-th iteration. The algorithm reads:
Step 1: At iteration k + 1, propose ν?h ∼ Unif(ν(k)h − cνh , ν(k)h + cνh), where cνh
is a tuning parameter.
Step 2: Calculate the acceptance ratio r as
r =
∏
j∈Th
∏G
i=1[yij|Mβ,β,Mγ ,γ,Mν , ν?h]∏
j∈Th
∏G
i=1[yij|Mβ,β,Mγ ,γ,Mν , ν(k)h ]
,
Step 3: Accept ν
(k+1)
h = ν
?
h with probability of min(1, r).
Step 4: Repeat Steps 1-3 for all groupings Th ⊂Mν .
3.8.3 Update γ
Given the model structure Mγ , updating γ requires the Metropolis-Hastings algo-
rithm. The sampling algorithm proceeds as below:
Step 1: At iteration k+ 1, propose γ? according to γ? ∼ N(γ(k), cγ), where cγ
is a vector of tuning parameters.
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Step 2: Calculate the acceptance ratio r as
r =
{∏G
i=1
∏J
j=1[yij|Mβ,β,Mγ ,γ?,Mν , νj]
}
[γ?|Mγ ]{∏G
i=1
∏J
j=1[yij|Mβ,β,Mγ ,γ(k),Mν , νj]
}
[γ(k)|Mγ ]
.
Step 3: Accept γ(k+1) = γ? with probability of min(1, r).
3.8.4 Update β
Given the model structure Mβ, updating β requires the Metropolis-Hastings algo-
rithm. The sampling algorithm proceeds as follows:
Step 1: At iteration k + 1, propose β? according to β? ∼ N(β(k), cβ), where
cβ is a vector of tuning parameters.
Step 2: Calculate the acceptance ratio r as
r =
{∏G
i=1
∏J
j=1[yij|Mβ,β?,Mγ ,γ,Mν , νj]
}
[β?|Mβ]{∏G
i=1
∏J
j=1[yij|Mβ,β(k),Mγ ,γ,Mν , νj]
}
[β(k)|Mβ]
.
Step 3: Accept β(k+1) = β? with probability of min(1, r).
3.9 Supplemental Model Results
We consider three different choices of models for the American Robin dataset as de-
scribed in Section 3.6. Table 3.4 provides the posterior marginal probabilities of the
most probable model for covariates that are subject to variable selection. Further-
more, Table 3.5 presents the model averaged posterior summary statistics of model
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parameters. Both time and cloudcover are significant factors for detection of Amer-
ican Robin. In terms of dispersion, the estimates of ν1, . . ., ν5 suggest that the
American Robin data exhibits overdispersion. Lastly, Figure 3.4 provides model av-
eraged posterior mean of Nij from models M1–M3. It can be seen that the four
models being considered yield similar abundance estimates.
3.9.1 Sensitivity Analysis for Different Number of Knot Points
We consider a sensitivity analysis for different choices regarding the number of knot
points τ using Bin-CMP mixture model M2. In particular, we considered three
different choice of τ , they are τ = 10, 15, 32. Table 3.6 provides the variable selection
and grouping results in each of three cases. According to Table 3.6, the results of
variable selection seem consistent regardless of the number of knot points used. In
term of grouping of dispersion parameters, however, the results are similar when using
10 or more knot points.
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(a) Variable selection and grouping for S1
Parameter Model Frequency Posterior probability
x {x1, x2, x4} 59,838 0.9973
w {w6, w10} 53,951 0.8992
{w2, w6, w10} 4,386 0.0731
ν T1 = {2, 4}, T2 = {1, 3, 5} 43,507 0.7251
T1 = {1, 3}, T2 = {2, 4}, T3 = {5} 7,801 0.1300
T1 = {1}, T2 = {2, 4}, T3 = {3, 5} 3,918 0.0653
(b) Variable selection and grouping for S2
Parameter Model Frequency Posterior probability
x {x1, x2, x4} 59,741 0.9957
w {w6, w10} 56,139 0.9357
ν T1 = {2, 4}, T2 = {1, 3, 5} 37,071 0.7600
T1 = {3}, T2 = {2, 4}, T2 = {1, 5} 7,573 0.1262
Table 3.1: Posterior marginal probabilities of the most probable model for x,w, and
ν in the Bin-CMP mixture models S1 and S2 simulated examples (Section 3.5) using
RJMCMC.
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S1 S2
Parameter µpost σpost Q.025 Q.975 µpost σpost Q.025 Q.975 truth
β1 -2.4258 0.2010 -2.7851 -2.0304 -1.9893 0.2081 -2.4339 -1.6347 -2.31
β2 -0.4260 0.0276 -0.4802 -0.3725 -0.4516 0.0310 -0.5132 -0.3908 -0.40
β3 0.0000 0.0014 0.0000 0.0000 -0.0001 0.0024 0.0000 0.0000 0.00
β4 -0.3696 0.0279 -0.4245 -0.3158 -0.3680 0.0304 -0.4285 -0.3086 -0.40
γ1 -0.0001 0.0012 0.0000 0.0000 -0.0000 0.0005 0.0000 0.0000 0.00
γ2 -0.0010 0.0037 -0.0149 0.0000 0.0000 0.0000 0.0000 0.0000 0.00
γ3 0.0000 0.0001 0.0000 0.0000 -0.0000 0.0001 0.0000 0.0000 0.00
γ4 -0.0002 0.0017 0.0000 0.0000 0.0000 0.0004 0.0000 0.0000 0.00
γ5 -0.0000 0.0001 0.0000 0.0000 -0.0000 0.0005 0.0000 0.0000 0.00
γ6 0.0576 0.0130 0.0372 0.0859 0.0988 0.0200 0.0593 0.1376 0.06
γ7 -0.0000 0.0002 0.0000 0.0000 -0.0000 0.0003 0.0000 0.0000 0.00
γ8 -0.0000 0.0005 0.0000 0.0000 0.0013 0.0058 0.0000 0.0246 0.00
γ9 -0.0000 0.0002 0.0000 0.0000 0.0000 0.0004 0.0000 0.0000 0.00
γ10 0.0274 0.0065 0.0170 0.0423 0.0389 0.0099 0.0205 0.0593 0.03
γ11 0.0000 0.0001 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.00
ν1 0.1393 0.0367 0.0893 0.2295 0.2367 0.0535 0.1391 0.3478 0.15
ν2 0.0482 0.0135 0.0288 0.0758 0.0907 0.0223 0.0472 0.1355 0.06
ν3 0.1418 0.0369 0.0906 0.2295 0.2273 0.0504 0.1318 0.3266 0.15
ν4 0.0490 0.0139 0.0288 0.0764 0.0909 0.0225 0.0472 0.1360 0.06
ν5 0.1552 0.0525 0.0916 0.2870 0.2371 0.0533 0.1396 0.3490 0.15
Table 3.2: Model averaged posterior summary statistics for parameters in the Bin-
CMP mixture models S1 and S2 simulated examples (Section 3.5) with RJMCMC.
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(a) Variable selection and grouping
Variable Model Frequency Posterior probability
x {cloudcover} 31,992 0.5332
{time,cloudcover} 27,587 0.4598
w {veg200m,pubassit} 51,343 0.8557
{ufbldg,veg200m,pubassit} 7,234 0.1206
ν T1 = {2, 4}, T2 = {1, 3, 5} 38,973 0.6496
T1 = {2}, T2 = {1, 3, 4, 5} 7,445 0.1241
T1 = {2}, T2 = {4}, T2 = {1, 3, 5} 3,745 0.0624
(b) Parameter estimation
Parameter µpost σpost Q.025 Q.975 R̂
intercept -2.3149 0.0726 -2.4517 -2.1664 1.00
time -0.0956 0.0270 -0.1488 -0.0428 1.00
cloudcover -0.0416 0.0263 -0.0937 0.0095 1.00
ufbldg -0.0194 0.0062 -0.0321 -0.0080 1.00
veg200m 0.0642 0.0093 0.0478 0.0850 1.00
pubassit 0.0243 0.0059 0.0129 0.0364 1.00
γ01 0.3522 0.0677 0.2314 0.5083 1.01
γ02 0.1577 0.0491 0.0666 0.2612 1.01
γ03 0.4801 0.0817 0.3340 0.6741 1.01
γ04 0.1419 0.0481 0.0531 0.2425 1.01
γ05 0.3830 0.0708 0.2544 0.5464 1.01
ν24 0.0761 0.0163 0.0462 0.1104 1.01
ν135 0.1683 0.0270 0.1202 0.2332 1.01
Table 3.3: Posterior probabilities of the most probable model for M2 and the posterior
summary statistics in Bin-CMP model assuming the posterior mode model for M2
(Section 3.6). Note that R̂ refers to the Gelman-Rubin diagnostics.
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(a) Variable selection for x
Model x Frequency Posterior probability
BinCMP: M1 {cloudcover} 42,322 0.7054
{time,cloudcover} 17,492 0.2915
BinCMP: M2 {cloudcover} 31,992 0.5332
{time,cloudcover} 27,587 0.4598
BinCMP: M3 {cloudcover} 55,624 0.9271
{time, cloudcover} 4,246 0.0708
(b) Variable selection for w
Model w Frequency Posterior probability
BinCMP: M1 {veg200m,pubassit} 53,386 0.8898
{ufbldg,veg200m,pubassit} 3,906 0.0651
BinCMP: M2 {veg200m,pubassit} 51,343 0.8557
{ufbldg,veg200m,pubassit} 7,234 0.1206
(c) Grouping for ν
Model ν Frequency Posterior probability
BinCMP: M1 T1 = {1, 2, 4}, T2 = {3, 5} 57,065 0.9511
BinCMP: M2 T1 = {2, 4}, T2 = {1, 3, 5} 38,973 0.6496
T1 = {2}, T2 = {1, 3, 4, 5} 7,445 0.1241
T1 = {2}, T2 = {4}, T2 = {1, 3, 5} 3,745 0.0624
BinCMP: M3 T1 = {2, 4}, T2 = {1, 3, 5} 43,443 0.7241
T1 = {1, 3}, T2 = {2, 4, 5} 5,385 0.0900
Table 3.4: Posterior marginal probabilities of the most probable model for x, w and
ν in models M1–M3 for American Robin (Section 3.6).
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(a) Variable selection for x
τ x Frequency Posterior probability
10 {cloudcover} 42,322 0.7054
{time,cloudcover} 17,492 0.2915
15 {cloudcover} 32,812 0.5469
{time,cloudcover} 26,826 0.4471
32 {cloudcover} 34,891 0.5816
{time, cloudcover} 24,861 0.4144
(b) Variable selection for w
τ w Frequency Posterior probability
10 {veg200m,pubassit} 53,386 0.8898
{ufbldg,veg200m,pubassit} 3,906 0.0651
15 {veg200m,pubassit} 50,970 0.8495
{ufbldg,veg200m,pubassit} 6,665 0.1111
32 {veg200m,pubassit} 51,631 0.8605
{ufbldg,veg200m,pubassit} 6,737 0.1123
(c) Grouping for ν
τ ν Frequency Posterior probability
10 T1 = {1, 2, 4}, T2 = {3, 5} 57,065 0.9511
15 T1 = {2, 4}, T2 = {1, 3, 5} 21,828 0.3638
T1 = {1, 2, 4}, T2 = {3, 5} 16,752 0.2792
T1 = {1}, T2 = {2, 3, 4, 5} 10,045 0.1674
32 T1 = {1, 2, 4}, T2 = {3, 5} 30,644 0.5107
T1 = {2}, T2 = {1, 3, 4, 5} 9,413 0.1569
T1 = {1, 2}, T2 = {3, 4, 5} 8,265 0.1378
Table 3.6: Posterior marginal probabilities of the most probable model for x, w
and ν in the Bin-CMP mixture model M1 with different number of knot points τ
(Section 3.6).
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Figure 3.1: Plot of 131 bird census points for American Robin in the City of Baltimore,
Maryland (using R package “RgoogleMaps”). The blue solid circles are bird census
points.
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Figure 3.2: Plot of model averaged pointwise 95% credible intervals (shaded) and true
values (blue line) for abundance Nij in the Bin-CMP mixture model S1 (1st row) and
S2 (2nd row) simulations (Section 3.5) with RJMCMC. Note that the index on the
x-axis is calculated as (i− 1)×J + j for Nij where i = 1, 2, . . . , G and j = 1, 2, . . . , J .
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Figure 3.3: Plots of posterior mean and standard deviation of abundance estimates
for 2009 in Bin-CMP model assuming the posterior mode model for M2 (Section 3.6).
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Figure 3.4: Plots of model averaged posterior mean of abundance estimation in Bin-
CMP models M1–M3 (Section 3.6). Note the first, second, and third columns are
for M1, M2, and M3, respectively.
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Chapter 4
A Computationally Efficient
Bayesian Jolly-Seber Model with
Time-Varying Continuous
Individual Covariates
4.1 Introduction
In many ecological studies, interest resides in the estimation of survival rate and/or
population size for a given species of interest. To achieve these goals, capture-
recapture studies have been investigated extensively over the past few decades, with a
variety of models having been proposed (e.g., see Williams et al., 2002; Royle and Do-
razio, 2008, and the references therein). Among these models, the two most commonly
used models are the Cormack-Jolly-Seber (CJS) (Cormack, 1964) and Jolly-Seber (JS)
models (Jolly, 1965; Seber, 1965). Particularly for the JS model, Schwarz and Ar-
nason (1996) present a general formulation that is more flexible and advantageous
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than the original formulation in the sense that their approach explicitly incorporates
the entrance probabilities in the likelihood function. As such, it allows for a versa-
tile modeling framework capable of imposing restrictions on and detecting temporal
trends surrounding the birth process for a species of interest. Additionally, in the
Schwarz and Arnason (SA) formulation, it is shown that unbiased estimators for en-
trance probabilities and their derived quantities can be achieved in the presence of
heterogeneous capture probabilities (see Schwarz, 2001, and the references therein).
Based on the SA formulation, Royle and Dorazio (2008) provide a state-space formu-
lation of the JS model under the Bayesian hierarchical modeling paradigm. With the
state-space formulation, the number of parameters in the model depends on the un-
known population size and thus, data augmentation (Tanner and Wong, 1987; Diebolt
and Robert, 1994) is employed to maintain a constant number of parameters.
Fundamentally, both the CJS and JS models can be used to estimate capture
probabilities and survival rates. However, only the latter can be used to directly
estimate population size. This is attributed to the fact that the CJS model is built
by conditioning on the first capture. As a result, the CJS model is often viewed as
a partial model of the full JS model. Despite this fundamental difference between
the CJS and JS models, these two models share some common assumptions, e.g.,
homogeneous capture probabilities and survival rates, among others (Williams et al.,
2002). Generally speaking, the homogeneity of the capture probabilities and survival
rates indicates that conditioning on being alive at each sampling occasion, individuals
are equally likely to survive to next sampling occasion and to be captured. In many
real applications, however, these assumptions are often violated due to individual
heterogeneity regarding capture outcome and survivorship among individuals. To
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account for individual heterogeneity, there have been extensive efforts to extend the
standard CJS and JS models.
Specifically, Pledger et al. (2003) develop a CJS model that accounts for het-
erogeneity in capture probabilities and/or survival rates using finite mixtures for
individuals of multiple classes under the frequentist framework. Using a logistic link
function, the heterogeneity in capture probabilities and/or survival rates is divided
into three additive components, i.e., the overall rate, the time-specific effects, and
the class-specific effects, but no time-varying continuous individual covariates are
considered. Bonner and Schwarz (2006) extend the standard CJS model to allow for
individual heterogeneity in capture probabilities and survival rates. Their model asso-
ciates the same time-varying continuous individual covariate (on the logistic scale) to
both the capture probabilities and survival rates. Under this scenario, the individual
covariate is partially observable at occasions that an individual is caught. To model
the individual covariate over time, a diffusion process is considered so that missing
values can be imputed. Subsequently, Royle (2008) develops a CJS model that ac-
commodates individual heterogeneity in both the capture probabilities and survival
rates under the Bayesian state-space modeling framework. In particular, the logits of
both capture probabilities and survival rates are decomposed into fixed time effects
and individual random effects to account for individual heterogeneity. However, no
time-varying continuous individual covariates are considered. Recently, Bonner et al.
(2010) extend the mark-recapture-recovery CJS model to allow for heterogeneity in
survival rates, in which three different methods for imputing unobserved values of the
individuals covariate are compared. Similar to Bonner and Schwarz (2006), a single
time-varying continuous individual covariate is included and modeled via a diffusion
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process.
Link (2003) studies the difficulty of estimating population size for both the closed
and open population models in the presence of heterogeneous capture probabilities.
Bonner and Schwarz (2009) develop a JS-type model to allow for individual hetero-
geneity using time-varying continuous individual covariates, which are linearly asso-
ciated with the logits of the capture probabilities and survival rates using a two-step
Bayesian approach. The primary disadvantage of this two-step approach is that the
entrance probability does not appear in the likelihood. Thus, one can not impose
restrictions on/or detect temporal trends surrounding the birth process for a partic-
ular species of interest. More critically, the two-step Bayesian approach relies on the
careful specification of prior distributions in order to guarantee posterior distributions
are well defined, which can impede its usage in practice. Subsequently, Pledger et al.
(2010) extend the standard JS model to allow for heterogeneity in capture probabili-
ties and survival rates for animals of multiple classes under the frequentist framework.
Similar to Pledger et al. (2003), capture probabilities and/or survival rates are class-
and time-specific, but not individual-specific.
Recently, Schofield and Barker (2011) present a general framework for a variety
of open population models that allow for individual covariates. It is demonstrated
that many well known open population models with individual heterogeneity, includ-
ing (but not limited to) the model with robust design, can be estimated using two
commonly used software programs–JAGS (Plummer, 2003) and BUGS (Lunn et al.,
2000). In principle, the authors provide a convenient platform for conducting many
capture-recapture analyses; however, in practice, model fitting using WinBUGS has
limited applicability. In particular, as acknowledged by the authors, their approach is
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limited to smaller datasets due to computational limitations; i.e., fitting large datasets
using their approach can be extremely inefficient, if not impossible.
We consider a JS model with time-varying continuous individual covariates us-
ing data augmentation, which allows for well customized sampling algorithm. The
contribution of our methodology is described as follows. First, different from Bonner
and Schwarz (2009), the approach we take explicitly includes the entrance probabil-
ity in the model, which allows us to impose restrictions on/or detect temporal trends
surrounding the birth process for a particular species of interest. Second, different
from Royle and Dorazio (2008), we consider the data augmentation technique in the
presence of time-varying continuous individual covariates to maintain the constant
number of parameters in the model and to facilitate the development of a customized
sampling algorithm for the parameters in the JS model. The introduction of latent
variables leads to standard full conditional distributions for most of the parameters
in the model, making it exceedingly convenient to sample the parameters. Specifi-
cally for latent variables, we propose block sampling algorithms that are extremely
efficient. For model parameters with non-standard full conditional distributions, we
implement adaptive rejection sampling (Gilks and Wild, 1992) and slice sampling
(Neal, 2003). Hence, the well-tailored sampling algorithms we propose avoid tedious
user-defined tuning and lead to increased computational efficiency. As a result, with
our customized sampling algorithm, our methodology is preferred over Schofield and
Barker (2011), especially in the case of large datasets. Finally, we consider two
goodness-of-fit criteria for the model we propose.
This chapter is organized as follows. Section 4.2 describes the JS model we propose
using data augmentation and provides the model assessment criteria. Section 4.3 de-
112
scribes, in detail, the well-tailored Markov chain Monte Carlo (MCMC) algorithm we
develop. Simulated examples are presented in Section 4.4, illustrating the effectiveness
of our modeling approach. Section 4.5 demonstrates the utility of our methodology
through an analysis of the meadow voles (Microtus pennsylvanicus) data collected
by Patuxent Wildlife Research Center, Lauren, Maryland during 1981-1982 (Nichols
et al., 1992), to estimate the population size. Discussion is provided in Section 4.6.
For convenience of exposition, specific details surrounding our Markov chain Monte
Carlo (MCMC) algorithm, full conditional distributions, and technical proofs are left
to Sections 4.7.1 and 4.7.2, respectively.
4.2 Methodology
4.2.1 Parameters and Notation
Consider a capture-recapture experiment with T sampling occasions at distinct times
t1, t2, . . . , tT studying a population P regarding a particular species of interest. Fur-
ther, we assume the population size for population P during the study is N , an
unknown parameter that needs to be estimated. For k = 1, 2, . . . , T − 1, let δk =
tk+1 − tk denote the time interval between two consecutive sampling occasions k and
k + 1. Without loss of generality, we assume t1 < t2 < · · · < tT ; i.e., δk > 0 for
k = 1, 2, . . . , T − 1. Further, we assume a total of n individuals are caught during
the experiment. For each individual i, i = 1, 2, . . . , n, denote yi = (yi,1, yi,2, . . . , yi,T )
as the corresponding capture history, where yi,t is a binary variable indicating if in-
dividual i is caught at occasion t, t = 1, 2, . . . , T ; i.e., yi,t = 1 if individual i is
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caught at occasion t and 0 otherwise. Upon the capture of each individual animal,
measurements on a set of individual covariates x1, x2, . . . , xm are taken and recorded.
Although multiple covariates are possible and can be static (e.g., sex) and/or time-
varying (e.g., body weight), we consider the single covariate case, i.e., m = 1 and allow
the covariate to be continuous and time-varying. However, it is straightforward to
apply our methodology to many other scenarios, in which there are multiple covariates
that are fixed and/or time-specific.
4.2.2 Modeling Continuous Covariates
Let X(t) be a continuous variable at time t ∈ T = [0, T ]. We assume that X(t) fol-
lows an Ornstein-Uhlenbeck (OU) process; i.e., X(t) satisfies a stochastic differential
equation of the form
dX(t) = τ(α−X(t))dt+ σdW (t), (4.1)
where σ > 0 controls the noise variance, τ > 0 is the “growth-rate,” α is the long-term
(or asymptotic) mean, and W (t) is a standard Wiener process on t ∈ T = [0, T ]. It
is straightforward to see that by setting σ = 0, (4.1) reduces to the von Bertalanffy
growth equation (von Bertalanffy, 1938). The use of the OU process in the current
context is advantageous. On the one hand, the extra random noise term in the OU
process provides increased flexibility, accounting for random noise resulting from sev-
eral factors, e.g., measurement error and/or random variation due to changes in the
environmental conditions. Thus, it is extremely flexible for modeling animal growth
over time (e.g., see Filipe et al., 2010). Moreover, denote Xt = X(t) t ∈ T ; for
t1 < t2 < · · · < ts and h > 0, the OU process is stationary (i.e., (Xt1 , Xt2 , . . . , Xts)
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and (Xt1+h, Xt2+h, . . . , Xts+h) are identically distributed), Markovian (i.e., P (Xts ≤
x|Xt1 , Xt2 , . . . , Xts−1) = P (Xts ≤ x|Xts−1)), and (Xt1 , Xt2 , . . . , Xts) follows a multi-
variate Gaussian distribution (see Finch, 2004, and the references therein). Addition-
ally, the moments of the OU process are given by
E(Xt) = α and Cov(Xt, Xs) =
σ2
2τ
exp{−τ |s− t|}.
For tk−1 < tk and δk−1 = tk − tk−1, it follows that the transition distribution takes
the following form
X(tk)|α, τ, σ2, X(tk−1) = xk−1 ∼ Gau
(
µ(xk−1, τ, δk−1, α), V (σ2, τ, δk−1)
)
.
where
µ(xk−1, τ, δk−1, α) = exp(−τδk−1)xk−1 + {1− exp(−τδk−1)}α,
V (σ2, τ, δk−1) =
σ2 {1− exp(−2τδk−1)}
2τ
,
(see Filipe et al., 2010, and the references therein). Compared with the diffusion
process used by Bonner and Schwarz (2006, 2009) and Schofield and Barker (2011),
the OU process we consider provides us estimates for the growth-rate parameter τ
and long-term mean α.
In short, for a time-varying continuous individual covariate Xi,t for i ∈ P at time
t ∈ T , we assume that Xi,t satisfies the OU process defined by (4.1). Hence, at
discrete sampling times t = 2, . . . , T , the conditional distribution for Xi,t|· takes the
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following form
Xi,t|α, τ, σ2, Xi,t−1 = xi,t−1 ∼ Gau
(
µ(xi,t−1, τ, δt−1, α), V (σ2, τ, δt−1)
)
,
where xi,t is the realization of Xi,t. Since the JS model we propose does not condition
on the first capture, it suffices to model the initial values Xi,1, which we assume
Xi,1
iid∼ Gau(x0, σ20), i ∈ P .
Let xi = (xi,1, xi,2, . . . , xi,T )
′ denote values of a time-varying continuous individual
covariate, where xi,t is the corresponding value of x for individual i ∈ P at time t. For
i = 1, 2, . . . , N and t = 1, 2, . . . , T , we emphasize the fact that xi,t is only observable
if yi,t = 1.
4.2.3 Model Development
For t = 1, 2, . . . , T−1, let βt−1 denote the fraction of the total net birth of P that enters
the study area between time t− 1 and t. By definition, it follows that ∑Tt=1 βt−1 = 1.
Moreover, we define pict as the conditional probability of entrance at time t given that
an individual has not entered the population yet, i.e.,
pict+1 =
βt∑T−1
j=t βj
, t = 0, 1, . . . , T − 1.
Before we develop the Jolly-Seber model with individual covariates, some additional
notations need to be introduced. First, let zi = (zi,1, zi,2, . . . , zi,T ) denote latent
variables indicating the status of individual i at different occasions t; i.e., for 1 ≤ i ≤
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N and 1 ≤ t ≤ T
zi,t =

1, if individual i is alive and present in the study area at time t,
0, otherwise.
Note that the dimension of z = {z1, z2, . . . ,zN} varies withN , a parameter that is un-
known. Consequently, the number of parameters is not fixed in each MCMC iteration,
which will cause some computational disadvantages. To maintain a constant number
of parameters, the data augmentation technique is often utilized (e.g., see Royle and
Dorazio, 2008). In the current context, the data augmentation technique involves two
steps. The first step is to introduce a parameter M > N , and augment the observed
data configuration yobs = {y1,y2, . . . ,yn} by yaug = {yn+1,yn+2, . . . ,yN , . . . ,yM},
where yi = 0 for i = n+ 1, n+ 2, . . . ,M . Second, for i = 1, 2, . . . ,M , we associate a
binary membership indicator wi with each of M individuals; i.e., wi
iid∼ Bernoulli(Ψ).
In other words, wi = 1 if individual i in the superpopulation of size M is a member
of P and 0 otherwise. Through the data augmentation, the total population size of
the target population P , N , can be estimated as N = ∑Mi=1 wi; and the estimation of
population size Nt at time t is Nt =
∑M
i=1 wizi,t.
An important feature of building the JS model from the “individual” up is that
it allows us to draw inference about certain quantities that may be difficult using
sufficient summary statistics. For example, the number of individuals alive at both
times t1 and t2, say Nt1,t2 , can be easily calculated as Nt1,t2 =
∑M
i=1 zi,t1zi,t2wi. It is
worth noting that the data augmentation technique we consider here induces a prior
for N , that is N ∼ Binomial(M,Ψ) (Royle and Dorazio, 2008).
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4.2.4 Jolly-Seber Model with Covariates
Following Royle and Dorazio (2008), the state model can be defined by
zi,1|pic1 ∼ Bernoulli(pic1), (4.2)
zi,t+1|zi,t, φi,t, pict+1 ∼ Bernoulli(φi,tzi,t + pict+1Ri,t), (4.3)
where Ri,t =
∏t
s=1(1 − zi,s) is the indicator of recruitability for individual i right
after time t for i = 1, 2, . . . ,M and t = 1, 2, . . . , T − 1. The interpretation of the
state models (4.2) and (4.3) is straightforward. On the one hand, (4.2) indicates that
individual i is subject to entrance with probability pic1 at time t = 1. In (4.3), we see
that if individual i has not been recruited right before time t + 1 (i.e., Ri,t = 1), it
is subject to recruitment with probability pict+1. Otherwise, if individual i has been
in the population and is alive at time t, it will survive to next occasion t + 1 with
probability φi,t.
We proceed with a definition of the observation model. For 1 ≤ t ≤ T , denote pi,t
as the probability that individual i is captured at occasion t. The observation model
is given by
yi,t|wi, zi,t, pi,t ∼ Bernoulli(wipi,tzi,t). (4.4)
In (4.4), it is worth noting that we are solely interested in the capture history for
individuals that are members of P (i.e., for any i = 1, 2, . . . ,M such that wi = 1).
Moreover, for individual i that is captured during the study (i.e., yi 6= 0), it is
clear that wi = 1 is implied. In addition, individual i is subject to capture only if
it has entered the study area and is alive (i.e., zi,t = 1). Here pi,t can vary with
individuals, i.e., there is individual heterogeneity regarding capture outcome. In
118
general, it is commonly assumed that pi,t ≡ pt for i ∈ P ; i.e., the probability of
capturing an individual is only time-dependent. Subsequently, we will assume that
capture probability varies with both time and individual.
For the parameter model, we link both capture probabilities and survival rates with
the same individual covariate Xi(t). Specifically for i ∈ P , we consider parameter
models of the form
logit(pi,t) = x
′
i,tγ = γ0 + γ1xi,t, t = 1, 2, . . . , T, (4.5)
logit(φi,t) = x
′
i,tθ = θ0 + θ1xi,t, t = 1, 2, . . . , T − 1, (4.6)
where logit(r) = log{r/(1 − r)}, xi,t = (1, xi,t)′, γ = (γ0, γ1)′, and θ = (θ0, θ1)′. In
contrast to the logistic model, an alternative is to use the probit model (Albert and
Chib, 1993) in (4.5) and (4.6), which leads to the full conditional distributions for θ
and γ being the normal distribution. However, the use of the probit model requires
the introduction of a latent variable for each i and t, which is not computationally
efficient when compared to the logistic model. As a result, we consider the logistic
model due to the computational advantage. For xi,t, we incorporate realizations
of the continuous time varying individual covariate X(t) for t ∈ T to account for
individual heterogeneity in capture probabilities and survival rates. As previously
mentioned, the inclusion of a time-varying continuous individual covariate raises some
computational concerns. First, for an individual i that is not captured at time t, the
value of covariate xi,t is not observable. Further, for M −n individuals that are never
captured during the study, we do not have any information about the covariate X(t)
for t ∈ T . Accordingly, the implementation of the Jolly-Seber model we propose
requires us to establish a model for the continuous covariate such that missing values
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of can be “imputed” by conditioning on the observed data. To achieve this goal, we
assume Xi(t) (i ∈ P and t ∈ T ) follows the OU process as discussed in Section 4.2.2.
4.2.5 Priors and Posteriors
To complete the specification of our model, we need to assign prior distributions for
the model parameters and derive the full conditional distributions, in sequel. Denote
β = (β0, β1, . . . , βT−1)′ and w = {wi : i = 1, 2, . . . ,M}. The set of parameters in
the model we propose is Θ = {θ,γ,β,Ψ,w, z, x0, σ20, α, τ, σ2}. Letting IG denote the
inverse gamma distribution, we assign prior distributions as follows: θ ∼ Gau(µθ,Σθ);
γ ∼ Gau(µγ,Σγ); β ∼ Dirichlet(ξ0, . . . , ξT−1); Ψ ∼ beta(aψ, bψ); x0 ∼ Gau(µ0, σ2x0);
σ20 ∼ IG(qσ0 , rσ0); α ∼ Gau(µα, σ2α); τ ∼ Unif(qτ , rτ ); and σ2 ∼ IG(qσ, rσ). It is worth
noting that, in our implementation, we choose vague priors that are noninformative
relative to scale of the data.
Let Y = yobs ∪ yaug denote the observed capture history. Assuming conditional
independence, the joint posterior distributions of the model parameters [Θ|Y] can be
derived as
[Θ|Y] ∝
M∏
i=1
(
T−1∏
t=1
[zi,t+1|zi,t,β, xi,t,θ][xi,t+1|xi,t, α, τ, σ2]
)
[zi,1|β][xi,1|x0, σ20]
×
{
T∏
t=1
[yi,t|wi, zi,t,γ]
}
[wi|Ψ][θ][β][τ ][α][σ2][x0][σ20][γ][Ψ]. (4.7)
According to (4.7), we can derive the full conditional distributions for the model
parameters (see Section 4.7.1).
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4.2.6 Model Assessment
An extremely important aspect of Bayesian modeling is to evaluate goodness-of-fit for
the model being considered. In the context of capture-recapture models, the Bayesian
p-value (Gelman and Meng, 1996; Gelman, 2003) is often considered (e.g., see King
et al., 2009, and the references therein). Roughly speaking, the Bayesian p-value is
a posterior probability that measures the similarity between values generated from
the posterior predictive distribution under a specified model and the observed data.
In general, to calculate the Bayesian p-value, we first define a discrepancy function
h(D,Θ), where D and Θ denote the data and the parameters for the model being
considered, respectively. Then, we calculate the value of the discrepancy function for
both the observed data D? and the simulated data D′, which is generated condition-
ing on the posterior distribution of model parameters. Finally, the Bayesian p-value
is defined as the percentage of times that the value of the discrepancy function for
D? exceeds that of the discrepancy function for D′. Mathematically, the definition
of the Bayesian p-value, Pb, can be formulated as
Pb = p(h(D
?,Θ) > h(D′,Θ)|D?).
For the model we consider, goodness-of-fit requires the assessment of two compo-
nents. As a common practice, we need to assess the goodness-of-fit for the overall
JS model to the data. Further, it is often necessary to evaluate the use of the OU
process regarding modeling the time-varying continuous individual covariate. As a
result, it suffices to calculate the Bayesian p-values P JSb for the JS model and P
OU
b
for modeling the individual covariate using the OU process. Among many choices
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of the discrepancy function (e.g., see Brooks et al., 2000), we used the complete
log-likelihood function for P JSb ; i.e.,
hJS(D,Θ) = `(Y, z|Θ−z ,D),
where `(Y, z|Θ,D) is the complete log-likelihood function of Y, z given all model pa-
rameters excluding z (i.e., Θ−z) and the dataD. Different from Bonner and Schwarz
(2009), we compare the observed and expected value of the individual covariate for
each capture rather than recapture and consider the discrepancy function for POUb to
be
hOU(D,Θ) =
1
nc
∑
i∈P
∑
t:yi,t=1
{
xi,t − E(xi,t|xi,t−1)
σ(xi,t|xi,t−1)
}2
,
where nc =
∑
i∈P
∑T
t=1 yi,t is the total number of captures over T sampling occasions
and σ(xi,t|xi,t−1) denotes the standard deviation for the distribution of xi,t|xi,t−1.
4.3 MCMC Algorithm
We present details surrounding the customized MCMC sampling algorithms for θ, γ,
z, Ψ, and w.
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4.3.1 Sampling θ and γ
Lemma 4.3.1. Denote pi(θ) and pi(γ) the prior distributions of θ and γ, respectively.
The joint full conditional distributions [θ|·] and [γ|·] are given by
[θ|·] ∝
∏
i∈P
[{
si−1∏
t=ei
exp(x′i,tθ)
1 + exp(x′i,tθ)
}{
1(si < T )
1 + exp(x′i,siθ)
+ 1− 1(si < T )
}]
pi(θ), (4.8)
[γ|·] ∝
∏
i∈P
[
si∏
t=ei
{
exp(x′i,tγ)
1 + exp(x′i,tγ)
}yi,t { 1
1 + exp(x′i,tγ)
}1−yi,t]
pi(γ), (4.9)
respectively. For k = 0, 1, the full conditional distributions of θk|· and γk|· are log-
concave if the joint prior distributions pi(θ) and pi(γ) are log-concave with respect to
θk and γk.
We leave the proof for Lemma 4.3.1 to the Section 4.7.2. In terms of the MCMC
sampling algorithm, Lemma 4.3.1 suggests that, under certain conditions, the adap-
tive rejection sampling (ARS) algorithm can be utilized to sample θ and γ to avoid
any tuning. Under the current scenario, the multivariate Gaussian prior distributions
imposed for γ and θ allows for the use of the ARS algorithm. Different from Bonner
and Schwarz (2006), our sampling algorithm for both θ and γ is computationally ad-
vantageous since no tuning is required. As a result, practitioners can avoid having to
specify proposal distributions and tuning parameters that are normally required for
implementing the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings,
1970).
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4.3.2 Sampling z
We now discuss how to update the latent variables z. For i = 1, 2, . . . ,M , we first
define three sets as follows:
S1 = {i : wi = 0},
S2 = {i : yi 6= 0},
S3 = {i : yi = 0, wi = 1}.
Then the update of zi will depend on which category an individual i falls into. For
example, if an individual i is not a member of P , i.e., i ∈ S1, we always fix zi = 0.
Second, for an individual i ∈ S2, it is captured at least once during the T sampling
occasions. As a consequence, yi,t = 1 would necessarily imply zi,t = 1 for i ∈ S2, since
an individual needs to be alive in order to be available for capture. In this case, the
simulation of zi depends on the structure of yi. As an example, consider a capture
history of the form
yi = 00010100, (4.10)
with T = 8. It is clear that the corresponding latent states zi takes the form of
zi = · · ·111 · ·, where · denotes missing states to be simulated.
We now discuss the updating scheme of zi for i ∈ S2. Similar to Dupuis and
Schwarz (2007), we adopt a block updating scheme. Specifically, we define the Type
I block B1(i) to be a block that consists of state variables corresponding to sample
times up to the first time that an individual i is captured. Further, we define the
Type II block B2(i) to be a block that consists of state variables corresponding to
sampling occasions right after the last time an individual i is captured to the last
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sampling occasion. For example, for the capture history in (4.10), we have B1(i) =
{zi,1, zi,2, zi,3, zi,4} and B2(i) = {zi,7, zi,8}. To simplify notation, we denote fi and li
as the first and last times that an individual i ∈ S2 is captured. Before we proceed
with the simulation for Type I and Type II blocks, we need to introduce some further
notation. Let λi,t denote the probability that individual i of P enters the population,
is still alive, and is not seen before time t, the following recursive relationship holds
λi,t+1 = βt + λi,t(1− pi,t)φi,t, t = 1, 2, . . . , T − 1,
and λi,1 = β0. Consequently, for Type I block B1(i), we can update B1(i) =
(zi,1, . . . , zi,fi) according to B1(i) ∼ Multinomial(1, ζi) where ζi = (ζi,1, ζi,2, . . . , ζi,fi)
and
ζi,t =
βt−1
∏fi−1
s=t (1− pi,s)φi,s
λi,fi
, t = 1, 2, . . . , fi.
Next, we discuss the simulation for latent state variables in the Type II block. Let
vi,t denote the probability that an individual i of P leaves the study area after time
t, t = 1, 2, . . . , T . We can then obtain vi,t using the recursion
vi,t = 1− φi,t + φi,t(1− pi,t+1)vi,t+1, t = T − 1, T − 2, . . . , 1.
and vi,T = 1. As a result, we can update zi,t ∈ B2(i), t = li + 1, . . . , T by first
simulating ui,t from
ui,t ∼ Bernoulli
(
1− φi,t−1
vi,t−1
)
,
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and then update zi,t according to
zi,t =

1 if zi,t−1 = 1 and ui,t = 0
0 otherwise
.
Lastly, we address the simulation of latent state variables zi for an individual i of
P that is never captured during the entire study (i.e., i ∈ S3). To achieve this goal,
let %i denote the probability that individual i of P is never captured. We can derive
the following
%i = 1−
T∑
t=1
λi,tpi,t.
To perform Type I block simulation, we first determine the time that individual i
of P first enters the population according to zi ∼ Multinomial(1,κi) with κi =
(κi,1, κi,2, . . . , κi,T ) and
κi,t =
βt−1(1− pi,t)vi,t
%i
, t = 1, 2, . . . , T.
After determining the time of entrance into the population, we need to perform Type
II block simulation to ascertain the status of individual i after its entrance. For the
sake of brevity, the details are omitted here due to its similarity with the Type II
block simulation for i ∈ S2 in the previous discussion.
4.3.3 Sampling w
We describe the sampling algorithm for membership indicator wi, i = 1, 2, . . . ,M .
We note that for individuals i ∈ S2, it is straightforward to see that wi = 1, i.e.,
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P(wi = 1|yi 6= 0) = 1. In other words, for individuals that are captured at least once
during the study, they are a member of P . For an individual i that is never captured,
i.e., i ∈ S3, we can apply Bayes rule to arrive at the following
ξi = P(wi = 1|yi = 0),
=
Ψρi
Ψρi + (1−Ψ) .
Therefore, we can sample wi according to
wi|· ∼ Bernoulli(ξi), i ∈ S3.
In the case that the superpopulation size M is large, the computation can be slow
due to the sampling of w, z, and x. However, we can overcome this computational
issue through the parallel computing using Open Multiprocessing (OpenMP) or Com-
pute Unified Device Architecture (CUDA). To justify the use of parallel computing,
we note that wis can be sampled independently given the values of other param-
eters in the model. Hence, we can shorten the computation time significantly for
potentially large M . In addition, similar to the sampling of w, parallel computing is
also applicable to the sampling of z. We summarize the MCMC sampling algorithm
through parallel computing as follows:
Step 1: Initialize Θ = {θ,γ,β,Ψ,w, z, x0, σ20, α, τ, σ2}
Step 2: In parallel, perform the following
– Sample latent variables z for the observed data
– Sample latent variables z for the augmented data
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Step 3: In parallel, perform the following
– Sample θ
– Sample γ
– Sample β
Step 4: In parallel, perform the following
– Sample individual covariate x, capture probability, and survival rate for
observed data
– Sample individual covariate x, capture probability, and survival rate for
augmented data
Step 5: In parallel, perform the following
– Sample x0, σ
2
0, α, τ , and σ
2 related to the OU process
– Sample N , Ψ and w
Step 6: Repeat Steps 2–5
4.4 Simulated Examples
To investigate the performance of the JS model with a time-varying continuous indi-
vidual covariate that we propose, we considered two simulated examples. In the first
example, we simulate a dataset that is relatively small. In the second example, we
simulate a reasonably large dataset. For both of these simulations, we compare the
computation time needed for the model we propose using the customized sampling al-
gorithms we develop and WinBUGS. The implementation of our customized sampling
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algorithm is done through the low-level programming language C, which is executed
on a Windows laptop with Intel(R) Core(TM) i5-2520M 2.50GHz CPU and 4 GB
RAM unless specified otherwise. Importantly, the main goal of these two simulated
examples is to demonstrate the computational advantages of our methodology over
the use of WinBUGS software under different scenarios.
4.4.1 Simulated Example I
We simulate data that is similar to the meadow voles data (see Section 4.5). To
achieve this goal, we used posterior mean of the model parameters estimated from
the model for the meadow voles data. To be specific, we set N = 190 and T = 6.
For parameters specific to the OU process, we used x0 = −0.64, σ20 = 1.37, α = 0.20,
τ = 0.19, σ2 = 0.36, and δk ≡ 1.0 for k = 1, 2, . . . , T − 1. For the regression
coefficients, we used γ = (1.93, 0.65)′ and θ = (0.99,−0.2)′. Further, we used β =
(0.380, 0.130, 0.093, 0.179, 0.118, 0.100)′ for the entrance probabilities.
In terms of the prior distribution specification, we set the superpopulation size
to be twice as large as N , i.e., M = 2N = 380. The hyperparameters for the prior
distributions are given by: µθ = µγ = 0; Σθ = Σγ = diag(100
2, 1002); ξ0 = ξ1 =
· · · = ξT−1 = 1; aΨ = bΨ = 1.0; µ0 = 0.0, σ2x0 = 10; qσ0 = 2.1, rσ0 = 1.1; µα = 5,
σ2α = 100; qτ = .01, rτ = 5.0; qσ = 2.1 and rσ = 1.1. The choice of these parameters
reflects vague prior distributions relative to scale of the simulated data. In terms of
the MCMC sampling algorithm, we note that only the full conditionals of θ, γ, and τ
are not of standard form. To avoid tedious tuning, we implement the ARS algorithm
to sample γ and θ from their full conditional distributions; while for τ , we make use
of the slice sampling algorithm.
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The MCMC algorithm consisted of a total of 200,000 iterations with the first
100,000 iterations discarded as burn-in. The posterior summary statistics are based on
every fifth sample of the remaining samples. The computation time is approximately
7.64 minutes including the calculation for the goodness-of-fit test statistics for our
approach. Table 4.2 provides the posterior summary statistics for selected model
parameters along with the corresponding true values. It can be seen that the 95%
credible intervals (CIs) cover the true values in all cases. In addition, we compare
the 95% CIs for βt and Nt with the corresponding true values in Figure 4.1. We see
that true values can be recovered. Moreover, the 95% CI for superpopulation size
N is [181, 220], covering the true value of 190. For goodness-of-fit of the JS model,
the Bayesian p-value is 0.654 and, therefore, does not suggest any lack-of-fit for the
JS model. In terms of the assessment of goodness-of-fit for the OU process, the
Bayesian p-value of 0.621 does not lend sufficient evidence towards any lack-of-fit. In
conclusion, this simulation suggests that we are able to correctly estimate parameters
in the model we propose and no lack-of-fit is suggested based on the goodness-of-fit
assessment criteria we considered.
With our customized sampling algorithm, the total number of iterations (200,000)
seems to be more than necessary to obtain convergence. As a result, we tried different
combinations of iterations and recorded the CPU time needed for our implementation.
As indicated by Table 4.1, our customized code with serial implementation took only
3.42 minutes for a total of 100,000 iterations, whereas it took about 10.9 minutes for
a total of 300,000 iterations. In both cases, visual inspection of trace plots of the
sample chains did not provide any indication of divergence.
For the WinBUGS implementation with the same MCMC specifications, the com-
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putation time is about 525.6 minutes (8.76 hours) for a total of 200,000 iterations not
including the computation for goodness-of-fit for the model. However, out of three
runs, trace plots of the sample chains for most model parameters suggest that con-
vergence was not reached in any case and longer chains are needed. As a result, we
increase the total number of iterations to 300,000 and keep everything else the same.
Again, out of three runs, trace plots of the sample chains for most model parameters
suggest that convergence was not reached in any case. With this new MCMC con-
figuration, the computation time is about 616.8 minutes (10.28 hours) exclusive of
the computation time for implementing the two criteria for model assessment within
WinBUGS. It is worth pointing out that implementing model assessment within Win-
BUGS is extremely computationally expensive. Instead, we suggest calculating these
two criteria after results from WinBUGS are obtained, which requires some extra
coding and computation time. Hence, we conclude that the methodology we propose
is computationally advantageous and preferred over the WinBUGS implementation.
4.4.2 Simulated Example II
For this second simulated example, we simulate a dataset that is reasonably large.
Specifically, for this simulation, we used the exact same values as in the first simulated
example except N = 5, 000 and M = 10, 000. Table 4.2 provides posterior summary
statistics for selected model parameters along with the corresponding true values
based on the results obtained using our well-tailored sampling algorithm/code. It can
be seen that the 95% CIs cover the true values in all cases except x0, which missed the
true values slightly. We compare the 95% CIs for βt, and Nt with the corresponding
true values in Figure 4.1. We see that the true values for Nt and βt for t = 1, 2, . . . , T
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can be recovered. Moreover, the 95% CI for population size N is [4816, 5248], covering
the true value of 5,000. For goodness-of-fit assessment, the Bayesian p-values for the
JS model and the OU process are 0.89 and 0.613, respectively. Hence, these p-values
do not suggest any lack-of-fit for either the JS model or the use of OU process. This
simulation suggests that we are able to correctly estimate parameters in the model
we propose.
The computation time using our customized code and the WinBUGS is given in
Table 4.1. For serial implementation using our method, it only took approximately
88.2 minutes (1.47 hours) and 207.6 minutes (3.46 hours) for a total of 100,000 and
200,000 iterations, respectively. While for a total of 300,000 iterations, it took approx-
imately 303 minutes (5.05 hours). In comparison, estimating the model we propose
in WinBUGS becomes extremely inefficient. For example, with 20,000 iterations, the
computation time using WinBUGS is about 5.3 days and no indication of convergence
was achieved. As a result, 200,000 and 300,000 iterations will take approximately 53
and 76 days, respectively, assuming computation time is linearly scalable. It is worth
noting that even though one could potentially fit the model using WinBUGS on this
dataset, it is not clear how much pilot tuning would be required in order to obtain
convergence. In summary, we conclude that the sampling algorithm we develop is
extremely efficient for the class of models being considered and, hence, preferable in
practice.
To examine how the sampling algorithm we develop can benefit from parallel com-
puting, we also ran our code on a Linux server consisting of 12 CPU cores (CPU:
Intel(R) Xeon(R) X5675 3.07GHz) and a total of 95 GB RAM. For the serial im-
plementation, it took approximately 98.4 minutes (1.64 hours), 187.8 minutes (3.13
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hours), and 279.6 minutes (4.66 hours) for a total of 100,000, 200,000, and 300,000
iterations, respectively. In contrast, for the parallel implementation with 6 CPUs, the
percentages of reduction in computation time for three different numbers of iterations
ranges between 10.3% and 11.5%, when compared with serial implementation on the
same Linux server. To summarize, these results clearly illustrate the computational
gains associated with using our method.
4.5 Application
As an illustration, we apply the JS model we propose to the problem of estimating
the population size of the meadow voles, Microtus pennsylvanicus. The meadow
voles data was collected through sampling with robust design. In total, there are
173 individuals caught over six primary periods, nested in which are five secondary
samples. Each time a meadow voles is captured, body mass is measured and recorded
to the nearest integer. In particular, the measurement of body mass is right censored
at 60 grams due to the maximum of the scale used. A detailed description about the
data is given by Schofield and Barker (2011). This data has been examined several
times (e.g., see Schofield and Barker, 2011, and the references therein). Among these,
Bonner and Schwarz (2006) developed the CJS model with body mass as a time-
varying continuous individual covariate by collapsing data across secondary periods
and did not find any significant effect of body mass on either capture probability or
survival rate. In the context of the CJS model, the population size of meadow voles
can not be directly estimated since entrance probability is not explicitly included in
the model. In addition, proposal distributions are carefully chosen to sample the
133
regression coefficients θ and γ, which requires the calculation of the information
matrix at each iteration of MCMC.
Recently, Schofield and Barker (2011) analyzed the data in the context of a robust
design model using the freely available software JAGS. Particularly, they accounted
for the data being censored. However, as acknowledged by Schofield and Barker
(2011), their approach is limited to small datasets due to computational limitations;
i.e., fitting larger datasets using their approach can be extremely inefficient, if not
impossible. In addition, no goodness-of-fit assessment was addressed.
As an illustration, we demonstrate how the model we propose can be used to
estimate capture probability, survival rate, and population size for meadow voles.
To prepare the data for the JS model we consider, we also collapsed the meadow
voles data across secondary periods similar to Bonner and Schwarz (2006). Accord-
ing to Schofield and Barker (2011), similar results are obtained between an analysis
accounting for the censored covariate values and one using the original observations.
Therefore, as an illustration, we model the change of body mass over time using the
OU process in Section 4.2.2 and ignore censoring. Specifically, we consider models
for the capture probability and survival rate as
logit(pi,t) = θ0 + θ1Bmassi,t,
logit(φi,t) = γ0 + γ1Bmassi,t,
where Bmassi,t denotes body mass recorded for individual i at time t. To maintain
numerical stability, we standardize body mass prior to the implementation of MCMC.
For the MCMC implementation, we set M = 346, similar to Schofield and Barker
(2011). In terms of prior distributions, we used the same specification as in Section
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4.4. Our MCMC algorithm consisted of 200,000 iterations with the first 100,000 itera-
tion discarded for burn-in. The posterior summary statistics are based on every fifth
sample retained. The computation time is approximately seven minutes including
the calculation for goodness-of-fit test statistics. Table 4.3 provides posterior sum-
mary statistics for model parameters. The trace plots for θ and γ are provided in
Figure 4.2. As seen from Figure 4.2, by visual inspection of the sample chains, there
is no evidence of lack of convergence of our MCMC algorithm. For the purpose of
interpretation, we conclude that body mass is significant for capture probability or
survival rate if the 95% CIs of θ1 or γ1 do not cover 0, respectively. As a result,
as shown in Table 4.3, body mass is not a significant predictor for either capture
probability or survival rate, which agrees with the conclusion reached by Bonner and
Schwarz (2006) under the CJS model.
In terms of the population sizes, the 95% CIs for population size N is [176, 213]
with a posterior mean of 190. In addition, the 95% CIs for time-specific population
sizes Nt ranges between 57 and ∼100, which are similar to the results obtained by
Schofield and Barker (2011). A graphical illustration of the goodness-of-fit assessment
for both the JS model and the use of an OU process is presented in Figure 4.3. The
Bayesian p-values for the overall JS model and the OU process are 0.844 and 0.321,
respectively, and do not suggest any lack-of-fit.
4.6 Discussion
We consider a JS model with a time-varying continuous individual covariate using a
state-space formulation under the Bayesian framework and developed a well-tailored
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MCMC sampling algorithm. Due to the state-space formulation, the primary dis-
advantage is that the dimension of model parameters is not constant, and therefore
it poses some computational challenges. To resolve these issues, we adopt a data
augmentation technique. Moreover, in the presence of a time-varying continuous in-
dividual covariate, the values of the covariate are partially observable at the times that
each individual is captured. Thus, we have proposed the use of the OU process that
is widely considered in modeling the growth of animals under changing environmental
conditions (e.g., see Filipe et al., 2010, and the references therein).
The model we propose has several distinct advantages. From a modeling per-
spective, the inclusion of a time-varying continuous covariate allows for individual
heterogeneity in the capture probability and survival rate. Therefore, the model we
consider relaxes the restrictive assumption in the original JS model. From a compu-
tational perspective, the introduction of a latent variable facilitates the sampling of
parameters in the model from their full conditional distributions. For the regression
coefficients in our model, we demonstrated that the ARS algorithm can be used and,
thus, no tuning is required. In conclusion, the model we propose is advantageous
from both the modeling and implementation perspectives.
Admittedly, estimation of the model with time-varying individual covariates can
be computationally prohibitive for large datasets; i.e., when M is large. To enhance
the computational efficiency, we have implemented our model using the C program-
ming language and made it R executable. Further improvements are gained by taking
advantage of the parallel computing approach through OpenMP. In cases where the
superpopulation size M is significantly large, we can employ another parallel comput-
ing scheme, e.g., CUDA with the graphics processing units (GPU) implementation to
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achieve computational efficiency.
There are several challenges surrounding the implementation of our customized
MCMC sampling algorithms in parallel with OpenMP. First, it is not trivial to de-
velop an algorithm that allows for scalable parallel random number generation when
using OpenMP, that is, to guarantee random numbers generated within and between
multiple threads are independent. As a result, our implementation pairs subroutines
that require random number generation with those free of random number genera-
tions in order to achieve parallelism. To achieve the parallelism as we outlined in
Section 4.3 as much as possible, an alternative is to take advantage of Message Pass-
ing Interface (MPI) (e.g., see Pacheco, 1997, and the references therein). The MPI
allows for parallel psedurandom number generations with external libraries such as
SPRNG (Mascagni and Srinivasan, 2000). Second, the MCMC algorithm is difficult
to parallelize due to data dependency (i.e., the values of parameters in the current
iteration depend on those in the previous iteration). One possible direction for future
research is to investigate if further improvement can be achieved for the model we
propose.
In principle, the model we propose can be estimated using freely available soft-
ware such as WinBUGS. However, in some cases, convergence of the MCMC can be
extremely difficult to achieve using a WinBUGS implementation. Additionally, for
reasonably large datasets, we found that estimating the models we propose in Win-
BUGS is impractical. In contrast, the sampling algorithms we develop are extremely
efficient, as demonstrated by the two simulated examples in Section 4.4. In the case of
reasonably large datasets, the advantage of our approach becomes more pronounced.
More importantly, no tuning is required with the sampling algorithms we develop.
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Lastly, the modeling framework and sampling algorithms we propose can be easily
modified to accommodate more general JS models, such as a JS with only time-
dependent covariates or a JS model with no covariate. In such cases, it is relatively
straightforward to tailor the sampling algorithms we develop to meet such modeling
needs. We have done such generalization with efficient coding using the low level
programming language C, which is then made R executable. We believe that with
the computational efficiency we have achieved through parallel computing, the JS
model (of various types) will be more widely used.
4.7 Appendix
4.7.1 Full Conditional Distributions for MCMC
We derive the full conditional distributions for the Jolly-Seber model with time-
varying continuous individual covariates using data augmentation.
• [θ|·]
[θ|·] ∝
∏
i∈P
{(
si−1∏
t=ei
φi,t
)
(1(si < T )(1− φi,si) + 1− 1(si < T ))
}
pi(θ)
∝
∏
i∈P
{(
si−1∏
t=ei
exp{x′i,tθ}
1 + exp{x′i,tθ}
)(
1(si < T )
1 + exp{x′i,siθ}
+ 1− 1(si < T )
)}
pi(θ),
where ei = {t : zi,t−1 = 0, zi,t = 1} and si = {t : zi,t = 1, zi,t+1 = 0} for
i = 1, . . . ,M .
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• [γ|·]
[γ|·] ∝
∏
i∈P
[
si∏
t=ei
{
exp(x′i,tγ)
1 + exp(x′i,tγ)
}yi,t { 1
1 + exp(x′i,tγ)
}1−yi,t]
pi(γ)
∝
∏
i∈P
[
si∏
t=ei
{
exp(x′i,tγ)
}yi,t {1 + exp(x′i,tγ)}−1
]
pi(γ).
• [β|·]
[β|·] ∝
T−1∏
t=0
{
[βt]
Et
}
[β];
i.e.,
β|· ∼ Dirichlet(E0 + ξ0, . . . , ET−1 + ξT−1),
where Et =
∑M
i=1 1(zi,t−1 = 0, zi,t = 1, wi = 1) denotes the number entrants at
time t+ 1, t = 0, 1, . . . , T − 1.
• [xi,t|·], i = 1, 2, . . . ,M and t = 1, 2, . . . , T .
To ease notation, let ∆k = exp(−τδk). We can derive the full conditionals for
xi,t as follows.
– [xi,1|·]
[xi,1|·] ∝ [xi,1|x0, σ0][xi,2|xi,1],
∝ exp
{
−(xi,1 − x0)
2
2σ20
}
exp
{
−(xi,2 −∆1xi,1 − (1−∆1)α)
2
σ2(1−∆21)
τ
}
.
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Therefore, xi,1|· ∼ Gau(µxi,1|·, σ2xi,1|·), where
µxi,1|· = σ
2
xi,1|·
{
x0
σ20
+
2τ∆1(xi,2 − (1−∆1)α)
σ2(1−∆21)
}
,
σ2xi,1|· =
{
1
σ20
+
2τ∆21
σ2(1−∆21)
}−1
.
– [xi,t|·], t = 2, 3, . . . , T − 1
[xi,t|·] ∝ [xi,t|xi,t−1][xi,t+1|xi,t],
∝ exp
{
−(xi,t −∆t−1xi,t−1 − (1−∆t−1)α)
2
σ2(1−∆2t−1)
τ
}
× exp
{
−(xi,t+1 −∆txi,t − (1−∆t)α)
2
σ2(1−∆2t )
τ
}
.
Therefore, xi,t|· ∼ Gau(µxi,t|·, σ2xi,t|·), where
µxi,t|· =
{
1
1−∆2t−1
+
∆2t
1−∆2t
}−1
×
{
∆t−1xi,t−1
1−∆2t−1
+
∆txi,t+1
1−∆2t
+ α
(
1
1 + ∆t−1
+
1
1 + ∆t
− 1
)}
,
σ2xi,t|· =
σ2
2τ
{
1
1−∆2t−1
+
∆2t
1−∆2t
}−1
.
– [xi,T |·]
[xi,T |·] ∝ [xi,T |xi,T−1],
∝ exp
{
−(xi,T −∆T−1xi,T−1 − (1−∆T−1)α)
2
σ2(1−∆2T−1)
τ
}
.
140
Therefore, xi,T |· ∼ Gau(µxi,T |·, σ2xi,T |·), where
µxi,T |· = ∆T−1xi,T−1 + (1−∆T−1)α,
σ2xi,T |· =
σ2(1−∆2T−1)
2τ
.
• [Ψ|·]
[Ψ|·] ∝
{
M∏
i=1
[wi|Ψ]
}
[Ψ],
∝
{
M∏
i=1
Ψwi(1−Ψ)1−wi
}
ΨaΨ−1(1−Ψ)bΨ−1;
i.e., Ψ ∼ beta(aΨ|·, bΨ|·) where
aΨ|· =
M∑
i=1
wi + aΨ = N + aΨ,
bΨ|· =
M∑
i=1
(1− wi) + bΨ = (M −N) + bΨ.
• [σ2|·]
[σ2|·] ∝
{
M∏
i=1
T−1∏
t=1
[xi,t+1|xi,t, α, τ, σ2]
}
[σ2],
∝ (σ2)− (T−1)M2 exp
{
−
M∑
i=1
T−1∑
t=1
(xi,t+1 −∆txi,t − (1−∆t)α)2
σ2(1−∆2t )
τ
}
× (σ2)−(qσ+1) exp{− rσ
σ2
}
;
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i.e., σ2|· ∼ IG(qσ|·, rσ|·) where
qσ|· =
M(T − 1)
2
+ qσ,
rσ|· = τ
M∑
i=1
T−1∑
t=1
(xi,t+1 −∆txi,t − (1−∆t)α)2
(1−∆2t )
+ rσ.
• [x0|·]
[x0|·] ∝
M∏
i=1
[xi,1|x0, σ20][x0],
∝ exp
{
−
∑M
i=1(xi,1 − x0)2
2σ20
}
exp
{
−(x0 − µ0)
2
2σ2x0
}
.
Therefore x0|· ∼ Gau(µx0|·, σ2x0|·) where
µx0|· = σ
2
x0|·
{∑M
i=1 xi,1
σ20
+
µ0
σ2x0
}
,
σ2x0|· =
{
M
σ20
+
1
σ2x0
}−1
.
• [σ20|·]
[σ20|·] ∝
M∏
i=1
[xi,1|x0, σ20][σ20],
∝ (σ20)−
M
2 exp
{
−
∑M
i=1(xi,1 − x0)2
2σ20
}
(σ20)
−(qσ0+1) exp
{
−rσ0
σ20
}
.
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Therefore σ20|· ∼ IG(qσ0|·, rσ0|·), where
qσ0|· =
M
2
+ qσ0 ,
rσ0|· =
∑M
i=1(xi,1 − x0)2
2
+ rσ0 .
• [τ |·]
[τ |·] ∝
M∏
i=1
T−1∏
t=1
[xi,t+1|xi,t, α, τ, σ2][τ ]
∝
{
T−1∏
t=1
(
τ
1−∆2t
)M/2}
exp
{
−
M∑
i=1
T−1∑
t=1
(xi,t+1 −∆txi,t − (1−∆t)α)2
σ2(1−∆2t )
τ
}
× 1(τ ∈ (qτ , rτ )).
Therefore, Metropolis-Hastings algorithm can be used to update τ , which would
then require tedious tuning. Instead, we utilize the slice sampling to avoid
tuning. Specially, we adopt the “stepping out” procedure outlined in Figure 3
of Neal (2003).
• [α|·]
[α|·] ∝
M∏
i=1
T−1∏
t=1
[xi,t+1|xi,t, α, τ, σ2][τ ]
∝ exp
{
−
M∑
i=1
T−1∑
t=1
(xi,t+1 −∆txi,t − (1−∆t)α)2
σ2(1−∆2t )
τ
}
× exp
{
−(α− µα)
2
2σ2α
}
;
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i.e., α|· ∼ Gau(µα|·, σ2α|·), where
µα|· = σ2α|·
{
2τ
σ2
M∑
i=1
T−1∑
t=1
(xi,t+1 −∆txi,t)
1 + ∆t
+
µα
σ2α
}
,
σ2α|· =
{
2τM
σ2
T−1∑
t=1
(1−∆t)
(1 + ∆t)
+
1
σ2α
}−1
.
4.7.2 Proof of Lemma 3.1
We first show the full conditional distribution of θk|·, k = 0, 1 is log-concave. We note
that the joint full conditional distribution of θ|· is given by
[θ|·] ∝
∏
i∈P
{(
si−1∏
t=ei
φi,t
)
(1(si < T )(1− φi,si) + 1− 1(si < T ))
}
pi(θ)
∝
∏
i∈P
{(
si−1∏
t=ei
exp{x′i,tθ}
1 + exp{x′i,tθ}
)(
1(si < T )
1 + exp{x′i,siθ}
+ 1− 1(si < T )
)}
pi(θ),
(4.11)
where ei = {t : zi,t−1 = 0, zi,t = 1} and si = {t : zi,t = 1, zi,t+1 = 0} for i ∈ P . Denote
`(θ|·) the logarithm of joint full conditional density function of θ|·, it then follows
from (4.11) that
`(θ|·) = const +
∑
i∈P
{(
si−1∑
t=ei
x′i,tθ − log(1 + exp{x′i,tθ})
)
− 1(si < T )log(1 + exp{x′i,siθ})
}
+ log pi(θ), (4.12)
where const denotes a constant scalar.
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Clearly, the third term in (4.12) is concave with respect to θk, k = 0, 1 by assump-
tion. We now show the terms in the summation are concave as well. First, define the
following
f1(θ) =
si−1∑
t=ei
{
x′i,tθ − log(1 + exp{x′i,tθ})
}
,
f2(θ) = −log(1 + exp{x′i,siθ}).
Then, we have
∂f1(θ)
∂θk
=
si−1∑
t=ei
{
xi,t,k −
xi,t,k exp{x′i,tθ}
1 + exp{x′i,tθ}
}
,
∂f2(θ)
∂θk
= −xi,si,k exp{x
′
i,si
θ}
1 + exp{x′i,siθ}
,
∂2f1(θ)
∂θ2k
= −
si−1∑
t=ei
{
x2i,t,k exp{x′i,tθ}
(1 + exp{x′i,tθ})2
}
< 0,
∂2f2(θ)
∂θ2k
= − x
2
i,si,k
exp{x′i,siθ}
(1 + exp{x′i,siθ})2
< 0,
where xi,t,k denotes the (k + 1)-th element of the vector xi,t. As a result, (4.11) is
log-concave with respect to θk, k = 0, 1.
Similarly, the joint full conditional distribution of γ|· is given by
[γ|·] ∝
∏
i∈P
[
si∏
t=ei
{
exp(x′i,tγ)
1 + exp(x′i,tγ)
}yi,t { 1
1 + exp(x′i,tγ)
}1−yi,t]
pi(γ)
∝
∏
i∈P
[
si∏
t=ei
{
exp(x′i,tγ)
}yi,t {1 + exp(x′i,tγ)}−1
]
pi(γ). (4.13)
Denote `(γl|·) the logarithm of full conditional density function of γl|·, then we have
`(γl|·) = const +
∑
i∈P
si∑
t=ei
[{yi,tx′i,tγ} − log(1 + exp(x′i,tγ))]+ log pi(γ). (4.14)
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Clearly, the third term in (4.14) is concave with respect to γl, l = 0, 1 by assumption.
We now show the terms in the summation are concave as well. It follows from (4.14)
that
∂`(γl|·)
∂γl
=
∑
i∈P
si∑
t=ei
{
yi,txi,t,l −
exp(x′i,tγ)
1 + exp(x′i,tγ)
xi,t,l
}
,
∂2`(γl|·)
∂γ2l
= −
∑
i∈P
si∑
t=ei
{
x2i,t,l
exp(x′i,tγ)
(1 + exp(x′i,tγ))2
}
< 0.
Therefore, we have shown that (4.13) is log-concave with respect to γl, l = 0, 1.
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Our method WinBUGS
Example niter nthin Elapsed time divergence Elapsed time divergence
I 100,000 50,000 3.42m NO NA NA
200,000 100,000 7.64m NO 525.6m YES
300,000 200,000 10.90m NO 616.8m YES
II 100,000 50,000 88.2m NO NA NA
200,000 100,000 207.6m NO > 53d NA
300,000 200,000 303.0m NO > 76d NA
Table 4.1: Summary of the computation time for the two simulated examples (Sec-
tion 4.4) presented in Section 4 and Appendix C using the serial implementation of
our method and the WinBUGS implementation on a Windows laptop with Intel(R)
Core(TM) i5-2520M 2.50GHz CPU and 4 GB RAM. Note that the computation time
in the Simulated Example II with using WinBUGS is based on 20,000 iterations and
assumes the computation time is linearly scalable. Finally, niter and nthin denote
the number of MCMC iterations and number of thinning iterations, respectively.
147
Simulated Example I
Parameter µpost σpost Q.025 Q.50 Q.975 truth
θ0 1.0453 0.2145 0.6564 1.0298 1.5492 0.99
θ1 -0.1043 0.2045 -0.4453 -0.1211 0.4249 -0.20
γ0 1.7577 0.4281 0.9883 1.7326 2.6788 1.93
γ1 0.5832 0.2983 0.0638 0.5607 1.2721 0.65
x0 -0.6804 0.10706 -0.8938 -0.6801 -0.4740 -0.64
σ20 1.1869 0.18114 0.8814 1.1701 1.5834 1.37
α 0.3787 0.2160 0.0158 0.3586 0.8608 0.20
τ 0.1900 0.0330 0.1275 0.1893 0.2564 0.19
σ2 0.3596 0.0358 0.2965 0.3568 0.4364 0.36
N 196.2774 10.5026 181.0000 195.0000 220.0000 190.00
Simulated Example II
Parameter µpost σpost Q.025 Q.50 Q.975 truth
θ0 0.9995 0.1509 0.6194 0.9977 1.3866 0.99
θ1 -0.1496 0.1283 -0.3654 -0.1615 0.1821 -0.20
γ0 1.7629 0.2650 1.1677 1.7716 2.2972 1.93
γ1 0.4491 0.1986 0.0837 0.4348 0.9578 0.65
x0 -0.5802 0.0214 -0.6223 -0.5802 -0.5384 -0.64
σ20 1.3029 0.0416 1.2229 1.3022 1.3865 1.37
α 0.2562 0.0328 0.1934 0.2559 0.3217 0.20
τ 0.1927 0.0062 0.1805 0.1928 0.2048 0.19
σ2 0.3676 0.0073 0.3536 0.3674 0.3821 0.36
N 5008.3417 109.7731 4816.0000 5001.0000 5248.0000 5000.00
Table 4.2: Posterior summary statistics for parameters in the JS model with time-
varying continuous individual covariates for the two simulated examples (Section 4.4).
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Parameter µpost σpost Q.025 Q.50 Q.975
θ0 0.9954 0.2054 0.6186 0.9851 1.4856
θ1 -0.1902 0.2034 -0.5345 -0.2004 0.3230
γ0 1.9279 0.4513 1.1042 1.9036 2.8741
γ1 0.6499 0.4069 -0.1207 0.6375 1.4974
β0 0.3834 0.0466 0.2995 0.3814 0.4806
β1 0.1320 0.0340 0.0690 0.1303 0.2022
β2 0.0908 0.0273 0.0434 0.0889 0.1505
β3 0.1776 0.0356 0.1124 0.1762 0.2523
β4 0.1174 0.0358 0.0484 0.1169 0.1888
β5 0.0988 0.0289 0.0470 0.0970 0.1605
x0 -0.6427 0.1533 -0.9625 -0.6357 -0.3634
σ20 1.3736 0.3333 0.8584 1.3267 2.1460
α 0.1984 0.2467 -0.2315 0.1824 0.7297
τ 0.1895 0.0304 0.1329 0.1885 0.2528
σ2 0.3638 0.0477 0.2809 0.3603 0.4655
N1 74.3740 7.7687 62.0000 73.0000 92.0000
N2 85.3122 5.9226 77.0000 84.0000 100.0000
N3 67.2269 6.8842 57.0000 66.0000 84.0000
N4 81.7114 6.8685 71.0000 81.0000 98.0000
N5 78.6308 5.1769 71.0000 78.0000 91.0000
N6 87.2948 5.6321 79.0000 86.0000 101.0000
N 190.3673 10.1720 176.0000 189.0000 213.0000
Table 4.3: Posterior summary statistics for parameters in the JS model with time-
varying continuous individual covariate for the meadow voles data (Section 4.5).
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Figure 4.1: Plots of pointwise 95% credible intervals, posterior mean, and true values
for entrance probabilities βt−1, and population size, Nt, for t = 1, 2, . . . , T in the
two simulated examples (Section 4.4) for the JS models with time-varying continuous
individual covariate. Note that the first row corresponds to results from Simulated
Example I, whereas the second row corresponds to results from Simulated Example
II.
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Figure 4.2: Trace plots for θ and γ in the JS model with time-varying continuous
individual covariates for the meadow voles data (Section 4.5).
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Figure 4.3: Goodness-of-fit assessment for the JS model (a) and the OU process in
the JS model with time-varying continuous individual covariate (b) for the meadow
voles data (Section 4.5).
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Chapter 5
Bayesian Hierarchical
Multi-Population Multistate
Jolly-Seber Model with Covariates
5.1 Introduction
Estimation of capture probability, survival rate, and population abundance has be-
come vital in many ecological monitoring studies involving endangered species, as
this information is critical for management and conservation considerations. As such,
there has been widespred development of capture-recapture experimental designs over
the last five decades (e.g., see Williams et al., 2002; King et al., 2009; Royle et al., 2013,
and the references therein). To analyze data collected from capture-recapture studies,
a variety of models have been proposed and extensively studied (e.g., see Royle and
Dorazio, 2008; King et al., 2009, and the references therein). Among them, the most
commonly used is the standard Jolly-Seber (JS) model independently developed by
153
Jolly (1965) and Seber (1965). In comparison to many other formulations of the JS
model, the formulation due to Schwarz and Arnason (Schwarz and Arnason, 1996)
(SA) is more flexible since it explicitly incorporates the entrance probabilities into
the likelihood function, making it straightforward to impose restrictions on and draw
inference about the birth process for a particular species of interest. Based on the SA
formulation, Royle and Dorazio (2008) demonstrate that a JS model can be estimated
through WinBUGS (Lunn et al., 2000) using a data augmentation technique.
Despite many different formulations of the JS model, an underlying fundamental
assumption is that both capture probabilities and survival rates are homogeneous
(e.g., see Williams et al., 2002, and the references therein), which requires that for
all individuals alive at each sampling occasion, the probability of being caught and
surviving to the next occasion is the same. In many applications, however, this
assumption may not be attainable for several reasons. First, both the capture prob-
abilities and the survival rates may be heterogeneous and dependent on some time-
varying continuous individual covariates, such as body weight (e.g., see Bonner and
Schwarz, 2009; Schofield and Barker, 2011, and the references therein). Second, cap-
ture probabilities and survival rates may depend on geographical locations at which
an individual resides during each sampling occasion (e.g., see Arnason, 1973). For
example, an individual species of interest may concentrate in certain locations of the
study area due to habitat conditions or artificial stocking efforts. In these two cases,
the homogeneity assumption behind the standard JS model is violated. As a result,
there is a need for an extension of the standard JS model to incorporate geographical
information regarding the location at which an individual species is caught.
Dupuis and Schwarz (2007) develop a multistate JS (MSJS) model that extends
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the original JS model to allow for the dependence of capture probabilities and survival
rates on geographical locations. Such an extension is of core interest in understanding
the spatial and/or temporal distribution of species abundance, and movement of an
individual species among geographical locations. Specifically, the MSJS model allows
for the estimation of movement probabilities (i.e., the probability of moving from
one geographical location to another), capture probabilities, survival rates, entrance
probabilities and population sizes which are location- and/or time-specific.
Although the MSJS model developed by Dupuis and Schwarz (2007) is useful, it
also has several limitations. First, the MSJS model is only applicable for modeling a
single population at a time. In many applications, however, there might be multiple
populations in the same study area targeted by a capture-recapture study. Addition-
ally, the MSJS model does not incorporate covariates, which may impede its usage in
practice.
The term multiple populations is extremely general and can refer to multiple
species or multiple classes of a single species (e.g., male and female, hatchery ori-
gin and wild origin classes of an individual species). In such cases, modeling each
single population separately may be infeasible due to data sparsity. For example,
the hatchery and wild pallid sturgeon data collected in the Lower Missouri River
(LMOR) from the Pallid Sturgeon Population Assessment Program (PSPAP) falls
into this category. As a consequence, we focus on the development of a multistate
JS model that can model multiple populations simultaneously in order to allow for
“borrowing strength” across different species.
To extend capture-recapture models to the multiple populations scenario, Gros-
bois et al. (2009) develop a Cormack-Jolly-Seber (CJS) model that decomposes the
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variation associated with survival rates into three components, i.e., a smoothing com-
ponent consisting of environmental covariates shared across multiple populations,
a population-specific random effect, and a random effect that is both population-
and time-specific. Under the framework akin to the linear mixed model, this multi-
population CJS model can be used to draw inference regarding covariates as well as
to quantify synchrony of survival among populations. Based on the framework of
Grosbois et al. (2009), Lahoz-Monfort et al. (2011) propose a multiple species CJS
model that splits the variation of both capture probabilities and survival rates into
fixed covariate effects and random effect components to study synchrony among mul-
tiple species. Recently, the multi-population CJS model has been investigated in a
variety of applications (e.g., see Papadatou et al., 2012; Lahoz-Monfort et al., 2013;
Abadi et al., 2014, and the references therein). To the best of our knowledge, how-
ever, there is no MSJS model that incorporates covariates or accommodates multiple
populations.
Motivated by the pallid sturgeon data from the PSPAP, we develop a multistate
JS model that accommodates multiple populations and covariates under the Bayesian
hierarchical state-space modeling framework. We refer to the model we propose as the
MP-MSJS model. To summarize, the methodology we propose has several distinctive
advantages. First, the MP-MSJS model we propose includes the single species MSJS
model as a special case and can accommodate covariates. Therefore, it is possible
to draw inference on covariates using our model. For species with sparse data, the
methodology we propose can lead to substantial improvement in parameter estima-
tion, which is achieved by borrowing information among different populations. Impor-
tantly, we tailor the MCMC algorithms so that it is free of tedious user-defined tuning
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when sampling model parameters with nonstandard full conditional distributions. As
a result, the model we propose is flexible and computationally advantageous.
This chapter is organized as follows. Section 5.2 introduces the state-space formu-
lation of the MP-MSJS model we propose using the state-space modeling framework
and provides the goodness-of-fit for model assessment. Section 5.3 describes the
MCMC algorithms for the model we propose. A simulated example is presented in
Section 5.4, illustrating the effectiveness of the method we propose. Discussion is
provided in Section 5.5.
5.2 MP-MSJS Model
5.2.1 Parameters and Notation
Consider a capture-recapture experiment with a total of G geographical locations de-
noted by G = {1, 2, . . . , G} contained in a certain study area over distinct sampling
occasions t = 1, 2, . . . , T . Further, we assume that there are a total of K populations
of interest in the study area and, denote P = {P1,P2, . . . ,PK} as the set of these
populations of interest. For each population Pk, where k = 1, 2, . . . , K, assume that
a total number of nk individuals are caught during the study. Moreover, for each in-
dividual i of Pk, k = 1, 2, . . . , K, denote yki = (yki,1, yki,2, . . . , yki,T ) as the corresponding
capture history, where each yki,t is a polychotomous discrete variable taking values in
the set {0, 1, 2, . . . , G}. In other words, yki,t = 0 if an individual i is not captured
at time t; whereas yki,t = s if an individual i is captured at location s ∈ G at time
t. In addition, we define yki,t(s) as a binary variable that takes value 1 if y
k
i,t = s for
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s ∈ G and 0 otherwise. Lastly, for k = 1, 2, . . . , K, let Nk denote the total number
of individuals of Pk that are available to sampling during the study, where Nk is
unknown and therefore needs to be estimated.
Before developing the MP-MSJS model with covariates, some additional notations
need to be introduced. First, we define the set S being {1, 2, . . . , G,G + 1, G + 2}.
For k = 1, 2, . . . , K and i = 1, 2, . . . , Nk, let zki = (z
k
i,1, z
k
i,2, . . . , z
k
i,T ) denote the
latent variables indicating the status of an individual i of Pk at T occasions, i.e., for
1 ≤ t ≤ T
zki,t =

1, if an individual i of Pk is located at location 1 at time t,
2, if an individual i of Pk is located at location 2 at time t,
...
...
G, if an individual i of Pk is located at location G at time t,
G+ 1, if an individual i is dead at time t,
G+ 2, if an individual i has not entered the study yet until time t.
Further, for s ∈ G, k = 1, 2, . . . , K, t = 1, 2, . . . , T , and i ∈ Pk, we define the binary
variable zki,t(s) as
zki,t(s) =

1, if zki,t = s,
0, otherwise.
To further simplify notation, for k = 1, 2, . . . , K, we define zk = {zki : ∀ i ∈ Pk}.
For the other parameters in the MP-MSJS model, let pki,t(s) be the probability
that an individual i ∈ Pk is captured at location s ∈ G at time t for t = 1, 2, . . . , T
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given it is alive and present, i.e.,
pki,t(s) = P(y
k
i,t(s) = 1|zki,t(s) = 1).
Similarly, for k = 1, 2, . . . , K, t = 1, 2, . . . , T − 1, and s ∈ G, define φki,t(s) as the
probability that an individual i ∈ Pk survives to time t + 1 given it is alive and
present at location s at time t, i.e.,
φki,t(s) = P(z
k
i,t+1 ∈ G|zki,t(s) = 1).
For t = 0, 1, . . . , T − 1, s ∈ G, and k = 1, 2, . . . , K, let βkt (s) denote the fraction of
the total net birth of Pk that enters the study area at location s ∈ G between t and
t+ 1. By definition, the following restriction applies:
T−1∑
t=0
G∑
s=1
βkt (s) = 1, k = 1, 2, . . . , K.
Further, for t = 1, 2, . . . , T − 1 and k = 1, 2, . . . , K, define ψki,t(r, s) as the transition
probability as
ψki,t(r, s) = P(z
k
i,t+1 = s|zki,t = r).
Moreover, for t = 1, 2, . . . , T − 1, let qki,t(r, s) denote the inter-location movement
probability as
qki,t(r, s) = P(z
k
i,t+1 = s, z
k
i,t = r)
= φki,t(r)ψ
k
i,t(r, s).
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Lastly, we define some summary statistics that will be needed subsequently. For
k = 1, 2, . . . , K and r ∈ G, define the following:
Ukt (r) =
nk∑
i=1
yki,t(r), t = 1, 2, . . . , T,
W kt (r) =
Nk∑
i=1
G∑
s=1
zki,t+1(s)z
k
i,t(r), t = 1, 2, . . . , T − 1,
Nkt (r) =
Nk∑
i=1
zki,t(r), t = 1, 2, . . . , T.
In other words, Ukt (r) is the number of individuals of Pk that are captured at location
r at time t; W kt (r) is the number of individuals of Pk present at location r at time t
that survive to time t + 1; and Nkt (r) is the total number of individuals of Pk that
are alive and present at location r at time t.
5.2.2 Model Development
For t = 0, 1, . . . , T − 1 and k = 1, 2, . . . , K, we define βkt as the fraction of the total
net birth of Pk that enters the study area between t and t+ 1, i.e.,
βkt =
G∑
s=1
βkt (s).
Moreover, for t = 0, 1, . . . , T−1 and k = 1, 2, . . . , K, we define pikt (s) as the conditional
probability of entrance at location s ∈ G right before time t, given that an individual
of Pk has not yet entered the study area, i.e.,
pikt (s) =
βkt−1(s)∑T−1
l=t−1 β
k
l
.
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Furthermore, we define pikt (G + 1) = 0 and pi
k
t (G + 2) = 1 −
∑G
s=1 pi
k
t (s) for t =
1, 2, . . . , T .
To ease notation, let βk = {βkt (s) : t = 0, 1, . . . , T − 1 and s ∈ G}. Then
conditioning on Nk, for k = 1, 2, . . . , K and i = 1, 2, . . . , Nk, the state model is given
by
zki,1|pik1(1), . . . , pik1(G+ 2) ∼ Cat
(
pik1(1), . . . , pi
k
1(G+ 1), pi
k
1(G+ 2)
)
, (5.1)
zki,t+1|zki,t, ρki,t(zki,t, 1), . . . , ρki,t(zki,t, G+ 1), ρki,t(zki,t, G+ 2)
∼ Cat (ρki,t(zki,t, 1), . . . , ρki,t(zki,t, G+ 1), ρki,t(zki,t, G+ 2)) , (5.2)
where t = 1, 2, . . . , T − 1 and Cat(h1, h2, . . . , hG+2) denotes a categorical distribution
taking values in S = {1, 2, . . . , G + 2} with the corresponding event probabilities
h1, h2, . . . , hG+2, respectively. The state model is presented conditioning on an un-
known parameter Nk and as such, the dimension of model parameters (e.g., zki,t) varies
with Nk. To maintain constant number of model parameters, data augmentation is
often used (e.g., see Royle and Dorazio, 2008, and the references therein). In the
current context, the data augmentation technique proceeds by first introducing a su-
perpopulation parameter Mk  Nk followed by associating each individual of Pk
with a membership indicator ωki such that ω
k
i
iid∼ Bernoulli(Ψk).
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For k = 1, . . . , K and t = 1, . . . , T − 1, let ρki,t(zki,t, s) be defined as follows
ρki,t(z
k
i,t, s) =

qki,t(z
k
i,t, s), if z
k
i,t, s ∈ G,
1− φki,t(zki,t), if zki,t ∈ G and s = G+ 1,
0, if zki,t ∈ G and s = G+ 2,
0, if zki,t = G+ 1 and s 6= G+ 1,
1, if zki,t = G+ 1 and s = G+ 1,
piki,t(s), if z
k
i,t = G+ 2 and s ∈ G,
0, if zki,t = G+ 2 and s = G+ 1,
1−∑Gs=1 piki,t(s), if zki,t = G+ 2 and s = G+ 2.
The interpretation of state models (5.1) and (5.2) are straightforward. First, for
k = 1, 2, . . . , K, (5.1) determines the state of an individual i at time t = 1; while
for t = 1, 2, . . . , T − 1, (5.2) determines the state of an individual i at time t + 1
conditioning on the previous state at time t. Specifically, for k = 1, 2, . . . , K, and
t = 1, zki,1 follows a Cat(pi
k
1(1), . . . , pi
k
1(G + 2)). For the state of an individual i for
k = 1, 2 . . . , K at time t + 1, we see that if an individual is present at location
zki,1 ∈ G at the previous time t, it will either make a transition to site s at time t+ 1
with probability qki,t(z
k
i,1, s) or die with probability of 1 − φki,t(zki,t). Conversely, if an
individual i has not yet entered the study area until time t + 1 (i.e., zki,t = G + 2),
then it will be subject to entrance at location s with probability pikt+1(s) for s ∈ G.
We proceed with the definition of the observation model. For 1 ≤ t ≤ T , k =
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1, 2, . . . , K, the observation model is given by
yki,t(z
k
i,t)|zki,t, pki,t(zki,t) ∼ Bernoulli(ωki pki,t(zki,t)), (5.3)
where pki,t(G + 1) = p
k
i,t(G + 2) = 0. For (5.3), it is worth noting that an individual
i ∈ Pk (i.e., ωki = 1) is available for capture at time t if and only if it is present
in the study area at time t, i.e., zki,t ∈ G. Therefore, we have established state and
observation models for the MP-MSJS model that are general and allows for individual-
specific capture probabilities, survival rates, and transition probabilities. However, in
many cases, estimating a model with individual heterogeneity may not be feasible due
to data sparsity. Therefore, for ease of exposition, in what follows, we assume that
capture probabilities, survival rates, and movement probabilities do not vary among
individuals within each population Pk. In other words, it is often sufficient to assume
that for k = 1, 2, . . . , K, s ∈ G, and i ∈ Pk
pki,t(s) ≡ pkt (s), t = 1, 2, . . . , T, (5.4)
φki,t(s) ≡ φkt (s), t = 1, 2, . . . , T − 1, (5.5)
ψki,t(r, s) ≡ ψkt (r, s), t = 1, 2, . . . , T − 1. (5.6)
Specifically, we will consider the MP-MSJS model defined by (5.1), (5.2), and (5.3)
with restrictions given by (5.4), (5.5), and (5.6). But we note that migration to a
more general parameter model exposition is straightforward.
For the parameter model, we model the logits of both capture probabilities and
survival rates in terms of covariates. Specifically, for k = 1, 2, . . . , K, t = 1, 2, . . . , T ,
163
and r ∈ G, we consider the parameter model of the form
logit{pkt (r)} = fk(Xtr,1, Xtr,2, . . . , Xtr,P ) + akkt (r), t = 1, 2, . . . , T, (5.7)
logit{φkt (r)} = gk(Ωtr,1,Ωtr,2, . . . ,Ωtr,M) + bkηkt (r), t = 1, 2, . . . , T − 1, (5.8)
where logit(r) = log{r/(1− r)} and the functions fk(·) and gk(·) can be specified to
take on a wide array of functional forms, e.g., linear and/or nonlinear specifications.
In (5.7), a set of P covariates X = (X1, . . . , XP ) are incorporated to account for
variation in capture probabilities. In (5.8), a set ofM covariates Ω = (Ω1, . . . ,ΩM) are
considered to account for variation in survival rates. In practice, the set of covariates
X and Ω could be different types of gear efforts or variables representing habitat
conditions, respectively. For k = 1, 2, . . . , K, ak and bk are indicator variables that
determine whether a population (Pk) specific random effect is included in the model
(e.g., ak = 1 if random effect is included; and 0 otherwise). With the inclusion
of these two random effects, we can decompose both the capture probabilities and
survival rates into two additive parts, i.e., fixed effects attributed to covariates and
random error terms. In practice, however, the inclusion of the random error terms is
often problem-specific and, therefore, not discussed in further detail here. Although
covariates X and Ω can be time-specific, location-specific, or time- and location-
specific, we consider the case where both sets of covariates are time- and location-
specific. Nevertheless, the migration to other cases are straightforward. In general,
these covariates can be sampling efforts and/or habitat conditions. In particular, for
t = 1, 2, . . . , T , r ∈ G, and k = 1, 2, . . . , K, we consider a linear specifications for (5.7)
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and (5.8) given by
logit{pkt (r)} = θ1Xtr,1 + θ2Xtr,2 + · · ·+ θPXtr,P + kt (r), t = 1, 2, . . . , T,
logit{φkt (r)} = γ1Ωtr,1 + γ2Ωtr,2 + · · ·+ γMΩtr,M + ηkt (r), t = 1, 2, . . . , T − 1,
where kt (r)
iid∼ Gau(0, σ2k) and ηkt (r) iid∼ Gau(0, ξ2k).
5.2.3 Priors and Posteriors
To complete specification of our model, we need to choose prior distributions for
the model parameters and derive the full conditional distributions accordingly. For
notational convenience, we denote
p˜kt (r) = logit{pkt (r)}, t = 1, 2, . . . , T,
φ˜kt (r) = logit{φkt (r)}, t = 1, 2, . . . , T − 1,
for k = 1, 2, . . . , K and r ∈ G. Additionally, let p˜k = {p˜kt (r) : r ∈ G, t = 1, 2, . . . , T},
φ˜
k
= {φ˜kt (r) : r ∈ G, t = 1, 2, . . . , T−1}, and ψk = {ψkt (r, s) : r, s ∈ G, t = 1, . . . , T−
1}. Denote θ = (θ1, . . . , θP )′ and γ = (γ1, γ2, . . . , γM)′ and let the set of model param-
eters be Θ = {θ,γ,β, p˜1, . . . , p˜K , φ˜1, φ˜2, . . . , φ˜K , z1, . . . ,zK , σ21, . . . , σ2K , ξ21 , . . . , ξ2K}.
We consider prior distributions as follows: θ ∼ Gau(µθ,Σθ); γ ∼ Gau(µγ,Σγ);
βk ∼ Dirichlet(ζk0 (1), . . . , ζk0 (G), . . . , ζkT−1(1), . . . , ζkT−1(G)); ξ2k ∼ IG(Ak, Bk); σ2k ∼
IG(qσk , rσk), where IG denotes the inverse gamma distribution; and for movement
probabilities, we use (ψkt (r, 1), . . . , ψ
k
t (r,G)) ∼ Dirichlet
(
ekt (r, 1), . . . , e
k
t (r,G)
)
. De-
note Y = {y1,y2, . . . ,yK}, where yk = {yki,t : i ∈ Pk, t = 1, 2, . . . , T} for k =
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1, 2, . . . , K. We derive the joint posterior distributions as well as the full conditionals
under the priors described above in Section 5.3.
5.2.4 Model Assessment
When choosing a particular model, it is desirable to evaluate the goodness-of-fit for
the model being considered. To achieve this goal, we consider the Bayesian p-value
(Gelman and Meng, 1996; Gelman, 2003) following (King et al., 2009). Roughly
speaking, for a given discrepancy function, the Bayesian p-value quantifies the sim-
ilarity between data generated from a specified model and the observed data. To
calculate the Bayesian p-value, we need to choose a discrepancy function H(D,Θ),
where D and Θ denote the data and the set of parameters in the model being consid-
ered, respectively. Then, we calculate the value of the discrepancy function for both
the observed data D? and the simulated data D′, which is generated conditioning on
model parameters. Mathematically, the definition of the Bayesian p-value Pb can be
formulated as
Pb = P (H(D?,Θ) > H(D′,Θ)|D?).
Although there are many choices of discrepancy functions (e.g., see Brooks et al.,
2000), we use the complete log-likelihood function for Pb, i.e.,
H(D,Θ) = `(Y, z|Θ−z ,D),
where `(Y, z|Θ,D) is the complete log-likelihood function of Y, z given all model
parameters excluding z (i.e., Θ−z) and the data D. In the context of the MP-
MSJS model, our choice of this particular discrepancy function can be attributed
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to its relation to the deviance as well as its easy implementation relative to other
discrepancy functions.
5.3 MCMC Algorithm
We present details surrounding the MCMC sampling algorithm for the various model
parameters, whereas full conditional distributions of the model parameters are pro-
vided in Section 5.6.1.
Lemma 5.3.1. For k = 1, 2, . . . , K and r ∈ G, denote
X tr = (Xtr,1, Xtr,2, . . . , Xtr,P )
′, t = 1, 2, . . . , T
Ωtr = (Ωtr,1,Ωtr,2, . . . ,Ωtr,M)
′, t = 1, 2, . . . , T − 1
the full conditional density distributions of p˜kt (r) and φ˜
k
t (r) are given by
[p˜kt (r)|·] ∝
{
exp(p˜kt (r))
}Ukt (r) {1 + exp(p˜kt (r))}−Nkt (r) exp{−(p˜kt (r)−X′trθ)22σ2k
}
,
[φ˜kt (r)|·] ∝
{
exp(φ˜kt (r))
}Wkt (r) {
1 + exp(φ˜kt (r))
}−Nkt (r)
exp
{
−(φ˜
k
t (r)−Ω′trγ)2
2ξ2k
}
.
and they are log-concave with respect to p˜kt (r) and φ˜
k
t (r), respectively.
In terms of the MCMC sampling algorithm, Lemma 5.3.1 suggests that adaptive
rejection sampling algorithm (ARS) by Gilks and Wild (1992) can be utilized to
sample p˜kt (r) and φ˜
k
t (r). As a result, our sampling algorithm does not require any user-
defined tuning even though the full conditional distributions do not have a standard
form. The proof of Lemma 5.3.1 is left to the Section 5.6.2. For latent variables
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z, we adapt the sampling algorithm developed by Dupuis and Schwarz (2007) and
summarize it in Section 5.6.3.
5.4 Simulated Example
To evaluate the performance of our MP-MSJS model, we consider a simulated ex-
ample. For the simulation, we choose K = 2, N1 = 10, 000, N2 = 8, 000, and
T = 10. In addition, we choose G = {1, 2, 3}, i.e., G = 3. Further, we consider
P = M = 5 with covariates simulated as Xtr,p
iid∼ Gau(0, 1) for t = 1, 2, . . . , T ,
r ∈ G, and p = 1, 2, . . . , P ; Ωtr,m iid∼ Gau(0, 1) for t = 1, 2, . . . , T − 1, r ∈ G, and
m = 1, 2, . . . ,M . For the coefficients θ and γ, we set θ = (1.0, 0.3,−0.4, 0.6, 0.5)′
and γ = (0.9, 0.5, 0.2, 0.7,−0.1)′. For the variance parameters, we use σ21 = 0.1,
σ22 = 0.3, ξ
2
1 = 0.2, and ξ
2
2 = 0.6. The entrance probabilities are simulated as
βk
iid∼ Dirichlet(1, 1, . . . , 1) for k = 1, 2, . . . , K. Lastly, for the movement probabil-
ities ψkt (r, s), we set ψ
k
t (r, s) ≡ ψ(r, s) and simulate ψ(r, s) iid∼ Dirichlet(1, 1, 1) for
k = 1, 2, . . . , K, t = 1, 2, . . . , T − 1, and r, s ∈ G.
For specification of prior distributions, unless otherwise noted, we consider the
following: θ ∼ Gau(0, 100IP ); γ ∼ Gau(0, 100IM), where IP is a P × P identity
matrix. For the hyperparameters Ak, Bk, qσk , and rσk , the prior distributions are
chosen as inverse-gamma with mean 0.5 and variance 10. In addition, we consider a
Dirichlet (1, 1, 1) prior for ψ(r, s) for r, s ∈ G.
For the MCMC implementation, we run a total of 200,000 iterations, with the
first 100,000 discarded as burn-in and draw inference based on every fifth remaining
sample. Specifically, we run three different models, including the MP-MSJS model
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and two MSJS models using data for each of the two species. The posterior summary
statistics for θ, γ, and ψ(r, s) for r, s ∈ G are presented in Table 5.1. As suggested by
Table 5.1, the true values are recovered by the 95% credible intervals (CIs) in all cases
regardless of whether a MSJS or MP-MSJS model is used. As expected, the 95% CIs
associated with the common parameters, shared across the two populations, is tighter
for the MP-MSJS model than those in the two single species MSJS models. More
importantly, the 95% CIs of these parameters in the MP-MSJS model are contained
by those of the single species MSJS models. This lends support to the fact that the
MP-MSJS model allows for borrowing strength across different species. Further, for
k = 1, 2, the pointwise posterior summary statistics for Nkt (r), φ
k
t (r), and β
k
t (r) from
the MP-MSJS model are plotted in Figures 5.1–5.3, respectively and we see that, in
all cases, the 95% CIs cover true values.
Lastly, to assess goodness-of-fit of the MP-MSJS model, we computed a Bayesian
based on the complete log-likelihood and a value of 0.207 does not suggest any lack-of-
fit. In conclusion, this simulated example suggests that parameters in the MP-MSJS
model we propose can be recovered and there is no indication of lack-of-fit. Compared
with the single species MSJS model, the use of MP-MSJS model allows for borrowing
strength across multiple populations and in this case leads to sharper parameter
estimation.
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5.5 Discussion
We developed a general multi-state JS model that allows for covariates and modeling
of multiple populations in the same study area simultaneously. Compared with the
standard JS model, the MSJS model can be used to estimate movement probabili-
ties, in addition to capture probabilities, survival rates, and population sizes. As a
result, the MSJS model may help ecologists and/or biologists to understand how a
given species of interest move between geographical locations within its habitat. More
importantly, the MSJS model provides abundance estimates at each sampling occa-
sion and/or geographical locations. Hence, the use of the MSJS model allows us to
draw inference about the spatial and temporal distribution of abundance surrounding
certain species.
Compared with the model developed by Dupuis and Schwarz (2007), the model
we propose has several distinctive advantages. First, we present a general frame-
work of the MSJS model that allows for modeling multiple populations in the same
study area. Hence, our model allows for inference on each individual population as
well as multiple populations. Moreover, by modeling multiple populations simultane-
ously, improvement in parameter estimation can be achieved by borrowing strength
among different synchronous populations. This can be helpful especially when study-
ing endangered species, since the resulting capture-recapture data are often sparse.
Furthermore, the model we propose allows for covariates and does not require any
tuning through the development of well-tailored MCMC algorithms.
Lastly, it is worth pointing out that the MP-MSJS model we propose is fairly
general. The term multiple population can refer to multiple species in the same
study or multiple classes of a single species. In the current framework, we can easily
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adapt our methodology to account for a broad array of dependence structure in model
parameters. In addition, the model we propose includes the single species MSJS model
as a special case and allows for covariates in linear and/or nonlinear functional forms.
In short, we have proposed a versatile class of models for estimation of abundance,
spatial distribution and movement of multiple populations.
5.6 Appendix
5.6.1 Full Conditional Distributions for MCMC
We derive the full conditional distributions for MP-MSJS model with covariates.
• [Nk|·], k = 1, 2, . . . , K
Assume the prior distribution of the form pi(Nk) ∝ 1, we have
Nk − nk|· ∼ Neg-Bin(nk + 1, λk),
where
λk =
T∑
t=1
G∑
r=1
αkt (r)p
k
t (r),
αk1(s) = β
k
0 (s),
αkt+1(s) = β
k
t (s) +
G∑
r=1
αkt (r)
[
1− pkt (r)
]
qkt (r, s), t = 1, 2, . . . , T − 1.
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• ψkt (r, ·)|·, r ∈ G and k = 1, 2, . . . , K
ψkt (r, ·)|· ∼ Dirichlet
(
et(r, 1) +W
k
t (r, 1), . . . , et(r,G) +W
k
t (r,G)
)
.
• For r ∈ G, t = 0, . . . , T − 1, and k = 1, 2, . . . , K.
βk|· ∼ Dirichlet(γkt (r) + Ekt (r); r ∈ G, t = 0, . . . , T − 1).
• For p = 1, 2, . . . , P , θp|· ∼ Gau(µθp|·, σ2θp|·) with
σ2θp|· =
{
K∑
k=1
∑T
t=1
∑G
r=1X
2
tr,p
σ2k
+
1
σ2θp
}−1
,
µθp|· = σ
2
θp|·
{
K∑
k=1
∑T
t=1
∑G
r=1Xtr,p(p˜
h
t (r)−
∑
s 6=pXtr,sθs)
σ2k
+
µθp
σ2θp
}
,
where µθp and σ
2
θp
are the mean and variance for the prior distribution of θp|θ−p.
• For k = 1, 2, . . . , K, σ2k|· ∼ IG(qσk , rσk), with
qkσ =
TG
2
+ qk,
rkσ =
∑T
t=1
∑G
r=1(p˜
k
t (r)−X′trθ)2
2
+ rk.
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• For m = 1, 2, . . . ,M , γm|· ∼ N(µγm|·, σ2γm|·), with
σ2γm|· =
{
K∑
k=1
∑T
t=1
∑G
r=1 Ω
2
tr,m
ξ2k
+
1
σ2γm
}−1
,
µγm|· = σ
2
γm|·
{
K∑
k=1
∑T
t=1
∑G
r=1 Ωtr,m(φ˜
k
t (r)−
∑
s 6=k Ωt,sγs)
ξ2k
+
µγm
σ2γm
}
,
where µγm and σ
2
γm are the mean and variance for the prior distribution of
γm|γ−m.
• For k = 1, 2, . . . , K, ξ2k|· ∼ IG(qξk , rξk), with
qξk =
(T − 1)G
2
+ Ak,
rξk =
∑T
t=1
∑G
r=1(φ˜
k
t (r)−Ω′trγ)2
2
+Bk.
5.6.2 Proof of Lemma 5.3.1
Straightforward derivations show that the full conditionals of p˜kt (r) and φ˜
k
t (r) take
the following forms
[p˜kt (r)|·] ∝
{
exp(p˜kt (r))
}Ukt (r) {1 + exp(p˜kt (r))}−Nkt (r) exp{−(p˜kt (r)−X′trθ)22σ2k
}
,
[φ˜kt (r)|·] ∝
{
exp(φ˜kt (r))
}Wkt (r) {
1 + exp(φ˜kt (r))
}−Nkt (r)
exp
{
−(φ˜
k
t (r)−Ω′trγ)2
2ξ2k
}
.
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Taking the logarithm yields
log[p˜kt (r)|·] = const + Ukt (r)p˜kt (r)−Nkt (r)log
{
1 + exp(p˜kt (r))
}− (p˜kt (r)−X′trθ)2
2σ2k
,
log[φ˜kt (r)|·] = const +W kt (r)φ˜kt (r)−Nkt (r)log
{
1 + exp(φ˜kt (r))
}
− (φ˜
k
t (r)−Ω′trγ)2
2ξ2k
,
where const denotes any constant.
The derivation of the first and the second derivatives of log[p˜kt (r)|·] with respect
to p˜kt (r) yields
∂log[p˜kt (r)|·]
∂p˜kt (r)
= Ukt (r)−Nkt (r)
exp{p˜kt (r)}
1 + exp{p˜kt (r)}
− p˜
k
t (r)−X ′trθ
σ2k
,
∂2log[p˜kt (r)|·]
∂{p˜kt (r)}2
= −Nkt (r)
exp{p˜kt (r)}
{1 + exp{p˜kt (r)}}2
− 1
σ2k
< 0.
Similarly for φ˜kt (r), we have
∂log[φ˜kt (r)|·]
∂ φ˜kt (r)
= W kt (r)−Nkt (r)
exp{φ˜kt (r)}
1 + exp{φ˜kt (r)}
− φ˜
k
t (r)−Ω′trγ
ξ2k
,
∂2log[φ˜kt (r)|·]
∂ {φ˜kt (r)}2
= −Nkt (r)
exp{φ˜kt (r)}
{1 + exp{φ˜kt (r)}}2
− 1
ξ2k
< 0.
As a result, the full conditionals of p˜kt (r) and φ˜
k
t (r) are log-concave.
5.6.3 Sampling Algorithm for z
To update the latent variables zi, we adapt the sampling algorithm developed by
Dupuis and Schwarz (2007). For completeness, herein, we describe the algorithm in
detail. Without loss of generality, we consider the single species case with G = {1, 2, 3}
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and T = 10, since the algorithm for the latent variables remains the same within each
population. Let M denote the superpopulation size. For i = 1, 2, . . . ,M , we define
two sets as follows:
S1 = {i : yi 6= 0},
S2 = {i : yi = 0},
where yi = (yi,1, . . . , yi,T ) denotes the capture history for an individual i. In other
words, the set S1 contains individuals that are captured at least once during T sam-
pling occasions; whereas the set S2 includes individuals that are never captured during
the study. The update of latent variables zi will depend on the set that an individual
i falls into. For example, consider a capture history of the form
yi = 0010030020, (5.9)
which indicates that an individual i is captured in location 1 at t = 3, in location
3 at t = 6, and last captured in location 2 at t = 9. It follows from (5.9) that the
corresponding zi takes the form of zi = · ·1 · ·3 · ·2·, where · denotes a missing location
that needs to be simulated.
The block updating scheme proceeds as follows. First, we define the Type I
block, B1(i), to be a block that consists of state variables corresponding to sampling
times up to the first time that an individual i is captured. Second, we define the
Type II block, B2(i), to be a block whose elements are “intervals,” with the left and
right ending points being state variables corresponding to two consecutive capture
events. Third, we define the Type III block, B3(i), to be a block that consists of state
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variables corresponding to sampling occasions right after the last time an individual
i is captured up to the last sampling occasion. Hence, for the capture history given
in (5.9), we have
B1(i) = {zi,1, zi,2, zi,3},
B2(i) = {(zi,ei , zi,3), (zi,3, zi,6), (zi,6, zi,9)},
B3(i) = {zi,10},
where ei denotes the time that individual i first enters the study area and it is un-
known.
For convenience of exposition, define mt2,rt1,s as the probability that an individual
moves from location s at time t1 to location r at time t2, where t2 > t1. The following
recursive relationship
mt+1,rt,s = φt(s)ψt(s, r), for t1 ≤ t < t2,
mt+2,rt,s =
G∑
s′=1
mt+1,s
′
t,s m
t+2,r
t+1,s′ , for t1 ≤ t < t2 − 1,
is needed to derive mt2,rt1,s for s, r ∈ G and 1 ≤ t1 < t2 ≤ T .
We now elaborate on the updating scheme of zi for i ∈ S1. To ease notation,
we denote fi and li as the first and last times that an individual i ∈ S1 is captured.
Moreover for t = 1, 2, . . . , T − 1 and r ∈ G, define λt(r) as
λt+1(r) = βt(r) +
G∑
s=1
λt(s){1− pt(s)}φt(s)ψt(s, r),
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and λ1(r) = β0(r). For Type I block simulation, we need to determine ei and zi,ei ,
which can be achieved by first simulating ui ∼ Multinomial(1, ξi) where
ui = (ui,1(1), . . . , ui,1(G), ui,2(1), . . . , ui,2(G), . . . , ui,fi(1), . . . , ui,fi(G)),
ξi = (ξi,1(1), . . . , ξi,1(G), ξi,2(1), . . . , ξi,2(G), . . . , ξi,fi(1), . . . , ξi,fi(G)),
ξi,t(s) =
βt−1(s){1− pt(s)}mfi,rt,s
λfi(r)
, r, s ∈ G and t = 1, 2, . . . , fi.
As a result, we can determine ei and zi,ei according to
ei = T (ui),
zi,ei = S(ui).
where
T (ui) = 1 +
⌊
Ind(ui)− 1
G
⌋
,
S(ui) =

G, if Ind(ui) mod G = 0,
Ind(ui) mod G, otherwise,
where for a standard unit vector x in Rd, Ind(x) = j if xj = 1 for 1 ≤ j ≤ d.
Moreover, buc denotes the largest integer not greater than u. After ei is determined,
we then set zi,t = G+ 2 for 1 ≤ t < ei.
For (zi,t1 , zi,t2) ∈ B2(i), we need to simulate latent states between two consecutive
capture occasions t1 and t2. For the trivial case where t1 = t2, there is no need to
update the latent state variable. As a result, we assume zi,t1 = s and zi,t2 = r for
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1 ≤ t1 < t2 ≤ T and r, s ∈ G. Our goal is to simulate missing state variables between
two capture occasions, i.e., zi,t for t1 < t < t2. To this end, we define
αj
′,r
j,s (s
′) = P (zi,j+1 = s′|zi,j = s, zi,j+1 = ·, . . . , zi,j′−1 = ·, zi,j′ = r)
=
φj(s)ψj(s, s
′){1− pj+1(s′)}mj′,rj+1,s′
mj
′,r
j,s
,
for j < j′. Subsequently, we simulate vi ∼ Multinomial(1,α) withα = (αt2,sj,1 , αt2,sj,2 , . . . , αt2,sj,G ).
Then, we set zi,j+1 = Ind(vi) for t1 ≤ j < t2.
Next, we discuss the simulation for the latent variables in the Type III block. For
1 ≤ t < T and s ∈ G, let wt(s) denote the probability that an individual leaves the
study area after time t at location s. We can obtain wt(s) using the recursion
wt(s) = 1− φt(s) + φt(s)
G∑
s′=1
ψt(s, s
′){1− pt+1(s′)}wi,t+1(s′), t = T − 1, T − 2, . . . , 1,
and wT (s) = 1. To update zi,t ∈ B3(i) for t = li + 1, . . . , T , we first simulate oi,t from
oi,t(s) ∼ Bernoulli
(
1− φt−1(s)
wt−1(s)
)
,
and then determine zi,t according to
zi,t =

G+ 1, if zi,t−1 = G+ 1 or oi,t(s) = 1,
Ind(τ i,t), otherwise,
(5.10)
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where τ i,t ∼ Multinomial(1, ς t) with ς t = (ςt(1), . . . , ςt(G)) and
ςt(r) =
φt(s)ψt(s, r){1− pt+1(r)}wt+1(r)
wt(s)
, for r ∈ G,
assuming zi,t−1 = s ∈ G.
Lastly, we address the simulation of the latent variables zi ∈ S2, i.e., for an
individual that is never captured during the entire study, which we refer to the Type
IV block simulation. This requires us to first determine the time that an individual
first enters the population (i.e., Type I block simulation) followed by ascertaining
the status at subsequent sampling occasions after its entrance (i.e., Type III block
simulation). To this end, we define ρ as the probability that an individual is never
captured. Then, we can derive the following
ρ = 1−
T∑
t=1
G∑
r=1
λt(r)pt(r).
To determine ei for an individual i, we simulate ζi ∼ Multinomial(1,$) where
ζ = (ζ1(1), . . . , ζ1(G), ζ2(1), . . . , ζ2(G), . . . , ζT (1), . . . , ζT (G)),
$ = ($1(1), . . . , $1(G), $2(1), . . . , $2(G), . . . , $T (1), . . . , $T (G)),
$t(s) =
βt−1(s){1− pt(s)}wt(s)
ρ
, s ∈ G and t = 1, 2, . . . , T.
Then we can determine ei and zi,ei according to
ei = T (ζ),
zi,ei = S(ζ).
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After ei and zi,ei are determined, we need to perform the Type III block simulation
for S2. The details are omitted here due to its similarity with the Type III block
simulation for S1 in the previous discussion.
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Figure 5.1: Plot of the pointwise posterior summary statistics for Nkt (r), t =
1, 2, . . . , 10, k = 1, 2, and r = 1, 2, 3 in the simulated example (Section 5.4) for the
MP-MSJS model with covariates. Note that the blue solid lines are the 95% credible
intervals; the red solid line is the posterior mean; the black solid line is the truth.
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Figure 5.2: Plot of the pointwise posterior summary statistics for φkt (r), t =
1, 2, . . . , 10, k = 1, 2, and r = 1, 2, 3 in the simulated example (Section 5.4) for the
MP-MSJS model with covariates. Note that the blue solid lines are the 95% credible
intervals; the red solid line is the posterior mean; the black solid line is the truth.
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Figure 5.3: Plot of the pointwise posterior summary statistics for βkt (r), t = 0, 1, . . . , 9,
k = 1, 2, and r = 1, 2, 3 in the simulated example (Section 5.4) for the MP-MSJS
model with covariates. Note that the blue solid lines are the 95% credible intervals;
the red solid line is the posterior mean; the black solid line is the truth.
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Chapter 6
Conclusion
6.1 Summary
Discrete-valued data has become common in many subject-matter disciplines. As
such, in this dissertation, we focus on the occurrences of this type of data arising in
many ecological studies. Specifically, we concentrate on the development of statis-
tical models for discrete-valued data from the general sampling design and capture-
recapture sampling design. Although extensive effort has been devoted to research in
this area, the existing models in the literature have some limitations. As a result, we
have developed several statistical models that overcome some of the disadvantages
associated with existing models.
First, we propose a class of hierarchical Bayesian spatio-temporal CMP models
with dynamic dispersion. The models we develop constitute the first attempt at uti-
lizing the CMP distribution to flexibly allow for equidispersed, overdispersed, and/or
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underdispersed count data in a hierarchical Bayesian spatio-temporal modeling frame-
work. More importantly, we allow the CMP dispersion parameter to be dynamic and
thus our model can naturally accommodate different levels of dispersion across space
as a function of time. Furthermore, we propose a threshold vector-autoregressive
(TVAR) model for the CMP intensity parameter that allows for regime switching
based on climate conditions. This class of models is of independent interest and not
limited to estimating abundance.
Next, we propose a class of Bin-CMP models that can accommodate both overdis-
persed and underdispersed data from an unbalanced nested sampling design. That
is, the number of nested sampling periods might differ across sampling locations due
to missing values. Our models are versatile in modeling replicated count data with
different types of dispersion, which as we show, can be achieved by choosing a suitable
model for the relative abundance parameter instead of including a random effect, a
general modeling strategy used in many existing applications. Moreover, the mod-
els we consider can flexibly account for spatial dependence in species abundance by
adding a low-rank spatial component to the model for the intensity process. Through
RJMCMC, we introduce automated variable selection for covariates and grouping of
dispersion parameters into the binomial mixture modeling framework. The variable
selection allows us to identify important predictors related to high detectability and
abundance for a given species of interest.
Additionally, we introduce a JS model that allows for heterogeneity in survival
rates and capture probabilities using data augmentation under the Bayesian hierar-
chical state-space framework. Specifically, we introduce an unconditional JS model
that allows for time-varying continuous individual covariates. The contribution of
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our methodology is described as follows. First, different from the existing literature,
the approach we take allows us to impose restrictions on/or detect temporal trends
surrounding the birth process for a particular species of interest by explicitly includ-
ing the entrance probability in the model. Second, we develop an efficient sampling
algorithm for the parameters in the JS model we propose. Computationally, we im-
plement adaptive rejection sampling and slice sampling for model parameters with
non-standard full conditional distributions. The well-tailored sampling algorithms
we propose avoid tedious user-defined tuning and lead to increased computational
efficiency. As a result, computationally, our methodology is preferred in the case of
large datasets. Finally, we consider two goodness-of-fit criteria for model assessment
regarding the model we propose.
Lastly, we develop a multistate JS model that accommodates multiple popula-
tions and covariates under the Bayesian hierarchical state-space framework, which
is referred to as MP-MSMS model. The methodology we propose has the following
advantages: (1) The model we propose includes the single species MSJS model as a
special case and can accommodate covariates, making it possible to draw inference
on covariates; (2) We are able to make inference about each single population as
well as multiple populations by modeling multiple synchronous populations in the
same study area simultaneously; (3) In the presence of sparse data, our method leads
to substantial improvement in parameter estimation, which is achieved by “borrow-
ing information” among different species; (4) Computationally, we tailor the MCMC
algorithms to avoid tedious user-defined tuning. The effectiveness of our proposed
model is assessed through a simulated example.
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6.2 Future Work
There are several avenue for further investigation. These possible directions can be
summarized as follows. One interesting extension of the binomial mixture model we
propose is the bivariate Bin-CMP model. The bivariate version of Bin-CMP model
can model two species simultaneously and take into account correlation between
species. Particular to the MP-MSJS model, we are going to apply the methodology to
estimate the spatial distribution of hatchery and wild populations of pallid sturgeon
(Scaphirhynchus albus), using data from the Pallid Sturgeon Population Assessment
Program on the Lower Missouri River. Finally, a natural area of investigation is to
apply the models developed here to various applications in Federal Statistics.
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