A partially embedded graph (or Peg) is a triple (G, H, H), where G is a graph, H is a subgraph of G, and H is a planar embedding of H. We say that a Peg (G, H, H) is planar if the graph G has a planar embedding that extends the embedding H.
INTRODUCTION
A partially embedded graph (Peg) is a triple (G, H, H), where G is a graph, H is a subgraph of G, and H is a planar embedding of H. The problem PartiallyEmbeddedPlanarity(Pep) asks whether a Peg (G, H, H) admits a planar (non-crossing) embedding of G whose restriction to H is H. In this case we say that the Peg (G, H, H) is planar. Despite of this being a very natural generalization of planarity, this approach has been considered only recently [1] . It should be mentioned that all previous planarity testing algorithms have been of little use for Pep, as they all allow flipping of already drawn parts of the graph, and thus are not suitable for preserving an embedding of a given subgraph.
It is shown in [1] that planarity of Pegs can be tested in linear time. In this paper we complement the algorithm in [1] by a study of the combinatorial aspects of this question. In particular, we provide a complete characterization of planar Pegs via a small set of forbidden substructures, similarly to the celebrated Kuratowski theorem [10] that characterizes planarity via the forbidden minors K5 and K3,3. Our characterization can then be used to modify the existing planarity test for partially embedded graphs into a certifying algorithm that either finds a solution or finds a certificate, i.e., a forbidden substructure, that shows that the instance is not planar.
Understanding the forbidden substructures may be particularly beneficial in studying the problem simultaneous embedding with fixed edges, or SEFE for short, which asks whether two graphs G1 and G2 on the same vertex set V admit two drawings Γ1 and Γ2 of G1 and G2, respectively, such that (i) all vertices are mapped to the same point in Γ1 and Γ2, (ii) each drawing Γi is a planar drawing of Gi for i = 1, 2, and (iii) edges common to G1 and G2 are represented by the same Jordan curve in Γ1 and Γ2. Jünger and Schulz [6] show that two graphs admit a SEFE if and only if they admit planar embeddings that coincide on the intersection graph. In this sense, our obstructions give an understanding of which configurations should be avoided when looking for an embedding of the intersection graph.
For the purposes of our characterization, we introduce a set of operations that preserve the planarity of Pegs. Note that it is not possible to use the usual minor operations, as sometimes, when contracting an edge of G not belonging to Figure 1 : The minimal obstructions not equal to the k-fold alternating chains for k ≥ 4. The black solid edges belong to H, the light dashed edges to G, but not to H. All the vertices belong to both G and H, except for K5 and K3,3, where H is empty.
We say that a Peg avoids a Peg X if it does not contain X as a Peg-minor. Furthermore, we say that a Peg is obstruction-free if it avoids all Pegs of Figure 1 and all alternating chains of lengths k ≥ 4. Then our main theorem can be expressed as follows. Theorem 1. A Peg is planar if and only if it is obstruction-free.
Since our Peg-minor operations preserve planarity, and since all the listed obstructions are non-planar, any planar Peg is obstruction-free. The main task is to prove that an obstruction-free Peg is planar.
Having identified the obstructions, a natural question is if the Peg-planarity testing algorithm of [1] can be extended so that it provides an obstruction if the input is non-planar. It is indeed so.
Theorem 2. There is a polynomial-time algorithm that for an input Peg (G, H, H) either constructs a planar embedding of G extending H, or provides a certificate of nonplanarity, i.e., identifies an obstruction present in (G, H, H) as a Peg-minor.
The paper is organized as follows. In Section 2, we first recall some basic definitions and results on Pegs and their planarity, and then define the Peg-minor order and the alternating chain obstructions. In Section 3, we show that the main theorem holds for instances where G is biconnected. We extend the main theorem to general (not necessarily biconnected) Pegs in Section 4. In Section 5, we present possible strengthening of our Peg-minor relations, and show that when more complicated reduction rules are allowed, the modified Peg-minor order has only finitely many nonplanar Pegs. In Section 6 we briefly provide an argument for Theorem 2 and then conclude with some open problems. Most of the proofs, as well as some of the more technical statements, are omitted from this extended abstract.
PRELIMINARIES AND NOTATION

Embeddings.
A drawing of a graph is a mapping of each vertex to a distinct point in the plane and of each edge to a simple Jordan curve that connects its endpoints. A drawing is planar if the curves representing the edges cross only in common endpoints. A graph is planar if it admits a planar drawing. Such a planar drawing determines a subdivision of the plane into connected regions, called faces, and a circular ordering of the edges incident to each vertex, called rotation scheme.
Traversing the border of a face F in such a way that the face is to the left, yields a set of circular lists of vertices, the boundary of F . Note that the boundary of a face is not necessarily connected if the graph is not connected and that vertices can be visited several times if the graph is not biconnected. The boundary of a face F can uniquely be decomposed into a set of simple edge-disjoint cycles, bridges (i.e., edges that are not part of a cycle) and isolated vertices. We orient these cycles so that F is to their left to obtain the facial cycles of F .
Two drawings are equivalent if they have the same rotation scheme and, for each facial cycle, the vertices to its left are the same in both drawings. A planar embedding is an equivalence class of planar drawings. Let G be a planar embedding of G and let H be a subgraph of G. The restriction of G to H is the embedding of H that is obtained from G by considering only the vertices and the edges of H. We say that G is an extension of a planar embedding H of H if the restriction of G to H is H.
Connectivity and SPQR-trees.
A graph is connected if any pair of its vertices is connected by a path. A maximal connected subgraph of a graph G is a connected component of G. A cut-vertex is a vertex x ∈ V (G) such that G − x has more components than G. A separating pair is a pair of vertices {x, y} such that G−x−y has more components than G. A connected graph with at least three vertices is 2-connected (or biconnected ) if it has no no cut-vertex. A 2-connected graph with at least four vertices is 3-connected if it has no separating pair. We say that a Peg (G, H, H) is connected if G is connected, and similarly for biconnected and 3-connected. An edge of a graph G is sometimes referred to as a G-edge, and a path in G is a G-path.
A connected graph can be decomposed into its maximal biconnected subgraphs, called blocks. Each edge of a graph belongs to exactly one block, only cut-vertices are shared between different blocks. This gives rise to the block-cutvertex tree of a connected graph G, whose nodes are the blocks and cut-vertices of G, and whose edges connect cut-vertices to blocks they belong to.
The planar embeddings of a 2-connected graph can be represented by the SPQR-tree, which is a data structure introduced by Di Battista and Tamassia [3, 4] . A more detailed description of the SPQR-tree can be found in the literature [3, 4, 5, 11] . Here we just give a sketch and some notation.
The SPQR-tree T of a 2-connected graph G is an unrooted tree that has four different types of nodes, namely S-,P-,Qand R-nodes. The Q-nodes are the leaves of T , and they correspond to edges of G. Each internal node µ of T has an associated biconnected multigraph S, its skeleton, which can be seen as a simplified version of the graph G. The subtrees of T adjacent to µ determine a decomposition of G into edge-disjoint subgraphs G1, . . . , G k , each of which is connected and shares exactly two vertices ui, vi with the rest of the graph. Each Gi is represented in the skeleton of µ by an edge ei connecting ui and vi. We say that Gi is the pertinent graph of the edge ei. We also say that the skeleton edge ei contains a vertex v or an edge e of G, or that v and e project into ei, if v or e belong to the pertinent graph Gi of ei. For a subgraph G ′ of G, we say that G ′ intersects a skeleton edge ei, if at least one edge of G ′ belongs to Gi. The skeleton of an S-node is a cycle of length k ≥ 3, the skeleton of a P-node consists of k ≥ 3 parallel edges, and the skeleton of an R-node is a 3-connected planar graph. The SPQR-tree of a planar 2-connected graph G represents all planar embeddings of G in the sense that choosing planar embeddings for all skeletons of T corresponds to choosing a planar embedding of G and vice versa.
Peg-minor operations.
We first introduce a set of operations that preserve planarity when applied to a Peg I = (G, H, H). The set of operations is chosen so that the resulting instance
It is not possible to use the usual minor operations, as sometimes, when contracting an edge of G − H, the embedding of the modified graph H is not unique and some of the possible embeddings lead to planar Pegs, while some do not.
We will consider seven minor-like operations, of which the first five are straightforward.
1. Vertex removal: Remove from G and H a vertex v ∈ V (G) with all its incident edges. 2. Edge removal: Remove from G and H an edge e ∈ E(G). 3. Vertex relaxation: For a vertex v ∈ H remove v and all its incident edges from H, but keep them in G. In other words, vertex v no longer has a prescribed embedding. 4. Edge relaxation: Remove an edge e ∈ E(H) from H, but keep it in G. 5. H-edge contraction: Contract an edge e ∈ E(H) in both G and H, update H accordingly.
The contraction of G-edges is tricky, as we have to care about two things. First, we have to take care that the modified subgraph H ′ remains planar and second, even if it remains planar we do not want to create a new cycle C in H as in this case the relative positions of the connected components of H with respect to this cycle may not be uniquely determined. We therefore have special requirements for the Gedges that may be contracted and we distinguish two types, one of which trivially ensures the above two conditions and one that explicitly ensures them.
6. Simple G-edge contraction: Assume that e = uv is an edge of G, such that at least one of the two vertices u and v does not belong to H. Contract e in G, and leave H and H unchanged. 7. Complicated G-edge contraction: Assume that e = uv is an edge of G, such that u and v belong to distinct components of H, but share a common face of H. Assume further that both u and v have degree at most 1 in H. This implies that we may uniquely extend H to an embedding H + of the graph H + which is obtained from H by adding the edge uv. Afterwards we perform an H-edge contraction of the edge uv to obtain the new Peg.
If a contraction produces multiple edges, we only preserve a single edge from each such set of multiple edges, so that G and H remain simple. Note that the resulting embedding H may depend on which edge we decide to preserve.
The extra conditions in the G-edge contractions ensure that the embedding H of the modified graph H is uniquely determined from the initial embedding of H. The conditions on vertex degrees in H ensure that the rotation scheme of the H-edges around the resulting vertex is unique. In the complicated G-edge contraction, the requirement that the endpoints need to lie in distinct connected components of H that share a face ensures that the contraction does not create a new cycle in H and that the resulting graph H has a unique planar embedding induced by H.
Let (G, H, H) be a Peg and let (G ′ , H ′ , H ′ ) be the result of one of the above operations on (G, H, H). It is not hard to see that an embedding G of G that extends H can be transformed into an embedding G ′ of G ′ that extends H ′ . Therefore, all the above operations preserve planarity of Pegs. If a Peg A can be obtained from a Peg B by applying a sequence of the above operations, we say that A is a Pegminor of B or that B contains A as a Peg-minor.
Alternating chains.
Apart from the obstructions in Figure 1 , there is an infinite family of obstructions, which we call the alternating chains. To describe them, we need some terminology. Let C be a cycle of length at least four, and let u, v, x and y be four distinct vertices of C. We say that the pair of vertices {u, v} alternates with the pair {x, y} on C, if u and v belong to distinct components of C − x − y.
Intuitively, an alternating chain consists of a prescribed cycle C and a sequence of internally disjoint paths P1, . . . , P k of which only the endpoints belong to C, in such a way that the endpoints of Pi alternate exactly with the endpoints of Pi+1 on C for i = 1, . . . , k − 1. Now assume that P1 contains a vertex that is prescribed inside C. Due to the fact that the endpoints of consecutive paths alternate this implies that all Pi with i odd must lie inside C, while all Pi with i even must lie outside. A k-fold alternating chain is such that the last path P k is prescribed in a way that contradicts this, i.e., it is prescribed inside C if k is even and outside, if k is odd. Generally it is sufficient to have paths of length 1 for P2, . . . , P k−1 and to have a single vertex (for the prescription) in each of P1 and P k . We now give a precise definition. Let k ≥ 3 be an integer. A k-fold alternating chain is a Peg (G, H, H) of the following form:
• The graph H consists of a cycle C of length k + 1 and two isolated vertices u and v. If k is odd, then u and v are embedded on opposite sides of C in H, otherwise they are embedded on the same side.
• The graph G has the same vertex set as H, and the edges of G that do not belong to H form k edge-disjoint paths P1, . . . , P k , whose endpoints belong to C. The path P1 has two edges and contains u as its middle vertex, the path P k has two edges and contains v as its middle vertex, and all the other paths have only one edge.
• The endpoints of the path Pi alternate with the endpoints of the path Pj on C if and only if j = i + 1 or i = j + 1.
• All the vertices of C have degree 4 in G (i.e., each of them is a common endpoint of two of the paths Pi), with the exception of two vertices of C that have degree three. One of these two vertices is an endpoint of P2, and the other is an endpoint of P k−1 .
Let Ach k denote the set of k-fold alternating chains. It can be checked that for each k ≥ 4, the elements of Ach k are minimal obstructions. Obstruction 4 from Figure 1 is actually the unique member of Ach3, and is a minimal obstruction as well. However, we prefer to present it separately as an 'exceptional' obstruction, because we often need to refer to it explicitly. Note that for k ≥ 5 we may have more than one non-isomorphic k-fold chain; see Figure 2 .
BICONNECTED GRAPHS
In this section we prove Theorem 1 for biconnected Pegs. We first recall a characterization of biconnected planar Pegs via SPQR-trees.
A planar embedding of the skeleton of a node of the SPQRtree of G is edge-compatible with H if, for every vertex x of the skeleton and for every three edges of H incident to x that project to different edges of the skeleton, their order determined by the embedding of the skeleton is the same as their order around x in H.
A planar embedding of the skeleton S of a node µ of the SPQR-tree of G is cycle-compatible with H if, for every facial cycle C of H whose edges project to a simple cycle C ′ in S, all the vertices of S that lie to the left of C and all the skeleton edges that contain vertices that lie to the left of C in H are embedded to the left of C ′ ; and analogously for the vertices to the right of C.
A planar embedding of a skeleton of a node of the SPQRtree of G is compatible if it is both edge-and cycle-compatible.
Angelini et al. showed that a biconnected Peg is planar if and only if the skeleton of each node admits a compatible embedding [1, Theorem 3.1]. We use this characterization and show that any skeleton of a biconnected Peg that avoids all obstructions admits a compatible embedding. Since Snodes have only one embedding, and their embedding is always compatible, we consider P-and R-nodes only. The two types of nodes are handled separately in Subsections 3.1 and 3.2, respectively.
The following lemma will be useful in several parts of the proof.
Lemma 4. Let (G, H, H) be a Peg, let u be a vertex of a skeleton S of a node µ of the SPQR-tree of G, and let e be an edge of S with endpoints u and v. Let F ⊆ E(H) be the set of edges of H that are incident to u and project into e. If the edges of F do not form an interval in the rotation scheme of u in H then (G, H, H) contains obstruction 2.
Proof. If F is not an interval in the rotation scheme, then there exist edges f, f ′ ∈ F and g, g ′ ∈ E(H) \ F , all incident to u, and appearing in the cyclic order f, g, f ′ , g ′ around u in H. Let x and x ′ be the endpoints of f and f ′ different from u and let y and y ′ be the endpoints of g and g ′ different from u. For a skeleton edge e, we let Ge be the pertinent graph of e.
If µ is an S-node, then g and g ′ project to the same skeleton edge uw with v = w. Note that Guv and Guw share only the vertex u and moreover, they are both connected even after removing u. Therefore, there exist disjoint paths P in Guv and Q in Guw connecting x to x ′ and y to y ′ , respectively. We may relax all internal vertices and all edges of P and Q, and then perform simple edge contractions to replace each of the two paths with a single edge. This yields obstruction 2.
If µ is an R-node, then Guv − u is connected, and hence it contains a path P from x to x ′ . Moreover, since G − Guv is connected, it has a path Q from y to y ′ . As in the previous case, contraction of P and Q yields obstruction 2.
If µ is a P-node, then Ge − {u, v} is connected, and therefore there is a path P connecting x to x ′ in Ge − {u, v}. Analogously to the previous cases, a path Q from y to y ′ exists that avoids u and P . Again their contraction yields obstruction 2.
In the following, we assume that the H-edges around each vertex of a skeleton that project to the same skeleton edge form an interval in the rotation scheme of this vertex.
P-Nodes
Throughout this section, we assume that (G, H, H) is a biconnected obstruction-free Peg. We fix a P-node µ of the SPQR-tree of G, and we let P be its skeleton. Let u and v be the two vertices of P, and let e1, . . . , e k be its edges. Let Gi be the pertinent graph of ei. As we know, each graph Gi is either a single edge connecting u and v, or it does not contain the edge uv and Gi − {u, v} is connected (otherwise the SPQR-tree would have two adjacent P-nodes which could be simplified into a single P-node).
The goal of this section is to prove that P admits a compatible embedding. We first deal with edge-compatibility.
Lemma 5. The P-skeleton P has an edge-compatible embedding.
Proof. If P has no edge-compatible embedding, then the rotation scheme around u conflicts with the rotation scheme around v. This implies that there is a triplet of skeleton edges ea, e b , ec, for which the rotation scheme around u imposes a different cyclic order than the rotation scheme around v. We distinguish two cases. Case 1. The graph H has a cycle C whose edges intersect two of the three skeleton edges, say ea and e b . Then the edge ec must contain a vertex x whose prescribed embedding is to the left of C, as well as a vertex y whose prescribed embedding is to the right of C. Since x and y are connected by a path in Gc − {u, v}, we obtain obstruction 1. Case 2. The graph H has no cycle that intersects two of the three P-edges ea, e b , ec. Each of the three P-edges contains an edge of H adjacent to u as well as an edge of H adjacent to v. Since Gi − {u, v} is connected for each i, it follows that each of the three skeleton edges contains a path from u to v, such that the first and the last edge of the path belong to H. Fix such paths Pa, P b and Pc, projecting into ea, e b and ec, respectively.
Moreover, at least two of these paths (Pa and P b , say) also contain an edge not belonging to H, otherwise they would form a cycle of H intersecting two skeleton edges. By relaxations and simple contractions, we may reduce Pa to a path of length three, whose first and last edge belong to E(H) and the middle edge belongs to E(G) \ E(H). The same reduction can be performed with P b . The path Pc can then be contracted to a single vertex, to obtain obstruction 2.
Next, we consider cycle-compatibility. Assume that H has at least one facial cycle whose edges intersect two distinct skeleton edges. It follows that u and v belong to the same connected component of H; denote this component by Huv. We call uv-cycle any facial cycle of H that contains both u and v. Note that any uv-cycle is also a facial cycle of Huv, and a facial cycle of Huv that contains both u and v is a uv-cycle. Following the conventions of [1] , we assume that all facial cycles are oriented in such a way that a face is to the left of its facial cycles. The next lemma shows that the vertices of Huv cannot violate any cycle-compatibility constraints without violating edge-compatibility as well. We omit the proof.
Lemma 6. Assume that C is a uv-cycle that intersects two distinct P-edges ea and e b , and that x is a vertex of Huv not belonging to C. In any edge-compatible embedding of P, the vertex x does not violate cycle-compatibility with respect to C.
Proof. The vertex x belongs to a skeleton edge ex different from ea and e b , otherwise it cannot violate cyclecompatibility. Note that since x is in Huv, ex must contain a path P of H that connects x to one of the poles u and v. In the graph H, all the vertices of P must be embedded on the same side of C as the vertex x. The last edge of P may not violate edge-compatibility, which forces the whole edge ex, and thus x, to be embedded on the correct side of the projection of C, as claimed.
The next lemma shows that for an obstruction-free Peg, all vertices of H projecting to the same P-edge impose the same cycle-compatibility constraints for the placement of this edge. The basic idea of the proof is that two vertices
Since C is edge-disjoint from Ga, the path P avoids all the vertices of C. If x and y were not embedded on the same side of C, we would obtain obstruction 1 by contracting C and P .
We are now ready to prove the main result of this subsection.
Proposition 8. Let (G, H, H) be a biconnected obstruction-free Peg. Then every P-skeleton P of the SPQR-tree of G admits a compatible embedding.
Proof. Fix an edge-compatible embedding that minimizes the number of violated cycle-compatibility constraints; more precisely, fix an embedding of P that minimizes the number of pairs (C, x) where C is a facial cycle of H projecting to a cycle C ′ of P, x is a vertex of H − {u, v} projecting into a skeleton edge ex not belonging to C ′ , and the relative position of C ′ and ex in the embedding of P is different from the relative position of C and x in H. We claim that the chosen embedding of P is compatible.
For contradiction, assume that there is at least one pair (C, x) that violates cycle-compatibility in the sense described above. Let ex be the P-edge containing x. Note that ex does not contain any edge of H adjacent to u or v. If it contained such an edge, it would contain a vertex y from the component Huv, and this would contradict Lemma 6 or Lemma 7. Thus, the edge ex does not participate in any edge-compatibility constraints.
It follows that x does not belong to the component Huv. That means that in H, the vertex x is embedded in the interior of a unique face F of Huv. We distinguish two cases, depending on whether the boundary of F contains both poles u and v of P or not.
Case 1. The boundary of F contains at most one of the two poles u and v. Without loss of generality, the boundary does not contain u. Thus, F has a facial cycle D that separates u from x. The pertinent graph Gx of ex contains a path P from x to u that avoids v. The path P does not contain any vertex of Huv except u, and in particular, it does not contain any vertex of D; see Fig 3(a) . Contracting D to a triangle and P to an edge yields obstruction 1, which is a contradiction. Case 2. The boundary of F contains both poles u and v of the skeleton. In this case, since u and v belong to the same block of H, the face F has a unique facial cycle D that contains both u and v. The cycle D is the only uv-cycle that has x to its left (i.e., inside its corresponding face).
The cycle D may be expressed as a union of two paths P and Q connecting u and v, where P is directed from u to v and Q is directed from v to u. We distinguish two subcases, depending on whether the paths P and Q project to different P-edges.
Case 2.a Both P and Q project to the same skeleton edge eD. Then each of the two paths has at least one internal vertex. Since all these internal vertices are inside a single skeleton edge, there must be a path R in G connecting an internal vertex of P to an internal vertex of Q and avoiding both u and v. By choosing R as short as possible, we may assume that no internal vertex of R belongs to D. Furthermore, since P has at least one cycle-compatibility constraint, it must contain at least two edges that contain an H-path from u to v. In particular, there must exist a Pedge eS different from eD that contains an H-path S from u to v. Necessarily, the path S is embedded outside the face F , i.e., to the right of D. And finally, the edge ex must contain a G-path T from u to v that contains x. Note that ex is different from eD and eS, because ex has no H-edge incident to u or v. Thus, the paths P , Q, S, T are all internally disjoint; see Fig. 3(b) . The five paths P , Q, R, S, and T can then be contracted to form obstruction 3.
Case 2.b The two paths P and Q belong to distinct skeleton edges eP and eQ. That means that the facial cycle D projects to a cycle D ′ of the skeleton, formed by the two edges. Modify the embedding of the skeleton by moving ex so that it is to the left of D ′ . This change does not violate edge-compatibility, because ex has no H-edge adjacent to u or v.
We claim that in the new skeleton embedding, x does not participate in any violated cycle-compatibility constraint. To see this, we need to check that x is embedded to the right of any facial cycle B = D of Huv that projects to a cycle in the skeleton. Choose such a cycle B and let B ′ be its projection. Let e + or e − denote the edges of D incident to u with e + being oriented towards u and e − out of u. Similarly, let f + and f − be the incoming and outgoing edges of B adjacent to u. In H, the four edges must visit u in the clockwise order (e + , e − , f + , f − ), with the possibility that e − = f + and e + = f − . Since the embedding of the skeleton is edge-compatible, this means that any skeleton edge embedded to the left of D ′ is also to the right of B ′ , as needed. We conclude that in the new embedding of P, the vertex x does not violate any cycle-compatibility constraint, and by Lemma 7, the same is true for all the other H-vertices in ex. Moreover, the change of embedding of ex does not affect cycle-compatibility of vertices not belonging to ex, so the new embedding violates fewer cycle-compatibility constraints than the old one, which is a contradiction.
This proves that P has a compatible embedding.
R-Nodes
Let us now turn to the analysis of R-nodes. As in the case of P-nodes, our goal is to show that if a skeleton R of an R-node in the SPQR-tree of G has no compatible embedding, then the corresponding Peg (G, H, H) contains an obstruction. The skeletons of R-nodes have more complicated structure than the skeletons of P-nodes, and accordingly, our analysis is more complicated as well. In this extended abstract, we give a basic overview of our argument, define the key concepts, and formulate the most important results.
A skeleton R of an R-node is 3-connected, and therefore it has two planar embeddings, denoted by R + and R − . Suppose that neither of the two embeddings is compatible. We distinguish two main cases: first, we deal with the situation in which both embeddings of R violate edge-compatibility. Next, we consider the situation in which R has at least one edge-compatible embedding, but no edge-compatible embedding is cycle-compatible.
R has no edge-compatible embedding.
Let u be vertex of R that violates the edge-compatibility of R + , and let v be a vertex violating edge-compatibility of R − . If u = v, i.e., if a single vertex violates edge-compatibility in both embeddings, we can find an occurrence of obstruction 2 in (G, H, H) by fairly elementary arguments.
Let us concentrate on the more difficult case when u and v are distinct. To handle this case, we introduce the concept of wrung obstructions. A wrung obstruction is a Peg (G, H, H) with the following properties.
• G is a subdivision of a 3-connected planar graph, therefore it has two planar embeddings G + , G − .
• H has two distinct vertices u and v of degree 3. Any other vertex of H is adjacent to u or v, and any edge of H is incident to u or to v. Hence, H has five or six edges, and at most eight vertices.
• H is not isomorphic to K2,3 or to K − 4 (i.e., K4 with an edge removed). Equivalently, H has at least one vertex of degree 1.
• The embedding H of H is such that its rotation scheme around u is consistent with G + and its rotation scheme around v is consistent with G − . Note that such an embedding exists due to the previous condition.
Clearly, a wrung obstruction is not planar, because neither G + nor G − is an extension of H. A minimal wrung obstruction is a wrung obstruction that does not contain a smaller wrung obstruction as a Peg-minor. A minimal wrung obstruction is not necessarily a minimal planarity obstruction-it may contain a smaller obstruction that is not wrung. However, it turns out that minimal wrung obstructions are close to being minimal planarity obstructions. The following proposition summarizes the key property of wrung obstructions.
Proposition 9. If (G, H, H) is a minimal wrung obstruction, then every vertex of G also belongs to H and the graph H is connected.
The proof of this proposition relies heavily on the notion of 'contractible edge', which is an edge in a 3-connected graph whose contraction leaves the graph 3-connected. This notion has been intensely studied [8, 9] , and we are able to use powerful structural theorems that guarantee that any 'sufficiently large' wrung obstruction must contain an edge that can be contracted to yield a smaller wrung obstruction.
Proposition 9 implies that a minimal wrung obstruction has at most seven vertices. Therefore, to show that each wrung obstruction contains one of the minimal obstructions from Figure 1 is a matter of a finite (even if a bit tedious) case analysis, which we omit from this extended abstract. We remark that a minimal wrung obstruction may contain any of the exceptional obstructions of Figure 1 , except obstructions 18-22, obstruction 3, K5, and K3,3. A minimal wrung obstruction does not contain any k-fold alternating chain for k ≥ 4.
Let us show how the concept of wrung obstruction can be applied in the analysis of R-skeletons. Consider again the skeleton R, with two distinct vertices u and v, each of them violating edge-compatibility of one of the two embeddings of R. This means that u is incident to three H-edges e1, e2, e3 projecting into distinct R-edges e If u and v are not adjacent in R, then it is fairly easy to see that G must contain a wrung obstruction, obtained simply by replacing each edge of R with a path of G, chosen in such a way that all the six edges ei and fi belong to these paths. Such a choice is always possible and yields a wrung obstruction.
If, however, u and v are connected by an R-edge g ′ , and if, moreover, we have e
for some i and j, the situation is more complicated, because there does not have to be a path in G that contains both edges ei and fj and projects into g ′ . In such situation, we do not necessarily obtain a wrung obstruction. This situation is handled separately, using the following lemma.
Lemma 10. Let R be a 3-connected graph with a fixed planar embedding R + . Let u and v be two vertices of R connected by an edge B. Let u1 and u2 be two neighbors of u different from v, such that (v, u1, u2) appears counter-clockwise in the rotation scheme of u, and let v1 and v2 be two neighbors of v such that (u, v1, v2) appears clockwise around v.
(Note that we allow some of the ui to coincide with some vj.) Then at least one of the following possibilities holds:
1. The graph R contains a path v → u1 → u2 → v1 → v2 → u (i.e., a path from v to u visiting the four other vertices in the specified order, and possibly also visiting other vertices of R). If u2 = v1, then the subpath u2 → v1 is a single vertex.
The graph R contains a path
(This is symmetric to the previous case.) 3. The graph R has a vertex w different from u2 and three paths w → u2 → v2, w → u1, and w → v1. These paths only intersect in w, and none of them contains u or v. 4. The graph R has a vertex w different from v2 and three paths w → v2 → u2, w → v1, and w → u1. These paths only intersect in w, and none of them contains u or v. (This is again symmetric to the previous case.)
A straightforward case analysis based on Lemma 10 shows that if (G, H, H) has no wrung obstruction, then it must contain obstruction 4, 5, or 6.
This concludes our treatment of the case when R has no edge-compatible embedding. From now on we can assume that R has at least one embedding that is edge-compatible.
R has an edge-compatible embedding.
Assume now that the embedding R + of the skeleton R is edge-compatible but not cycle-compatible. Our analysis of this situation strongly relies on the concept of Cbridge, which has been previously used by Juvan and Mohar in the study of embedding extensions on surfaces of higher genus [7] , and which is also employed (under the term fragment) by Demoucron, Malgrange and Pertuiset in their planarity algorithm [2] . Let F be a graph and C a cycle of F . A C-bridge is either a chord of C or a connected component of F − C, together with all vertices that connect it to C, which are known as attachments of the bridge.
Intuitively, a bridge represents a subgraph whose internal vertices and edges must all be embedded on the same side of C in any embedding of F . Thus, a C-bridge may be embedded in two possible positions relative to C. Moreover, if two bridges B1 and B2 have three common attachments, or if the attachments of B1 alternate with the attachments of B2, then in any planar embedding, B1 and B2 must appear on different sides of C. It is not hard to verify that in a 3-connected graph, once we select the position of a single Cbridge with respect to C, the positions of all the remaining C-bridges are uniquely determined.
In our argument, we focus on cycles in R that are projections of cycles in H. If R + violates cycle-compatibility, it means that H must contain a cycle C ′ that projects to a cycle C of R, and R + has a C-bridge that is embedded on the 'wrong' side of C. We concentrate on the substructures that enforce such 'wrong' position for a given C-bridge, and use them to locate planarity obstructions.
Let us describe the argument in more detail. Suppose again that C ′ is a cycle of H that projects to a cycle C of R. Let x be a vertex of H that does not belong to any R-edge belonging to C. We say that x is happy with C ′ , if its embedding in R + does not violate cycle-compatibility with respect to the cycle C ′ , i.e., x is to the left of C ′ in H if and only if x is to the left of C in R + . Otherwise we say that x is unhappy with C ′ . We say that a C-bridge B of R is happy with C ′ if there is a vertex x happy with C ′ that projects into B, and similarly for unhappy bridges. A C-bridge that is neither happy nor unhappy is indifferent.
In our analysis of cycle-incompatible skeletons, we establish the following facts.
• With C and C ′ as above, if a single C-bridge is both happy and unhappy with C ′ , then (G, H, H) contains obstruction 1 or 4.
• Let us say that the cycle C ′ is happy if at least one Cbridge is happy with C ′ , and it is unhappy if at least one C-bridge is unhappy with C ′ . If C ′ is both happy and unhappy, then (G, H, H) contains obstruction 4, obstruction 16, or an alternating-chain obstruction.
• Assume that the situation described above does not arise. Assume further that C ′ is an unhappy cycle of H. Then any edge of H incident to a vertex of C ′ must project into an R-edge belonging to C, unless (G, H, H) contains obstruction 3 or one of the obstructions from the previous item. Note that this implies, in particular, that the vertices of C impose no edgecompatibility constraints.
• (G, H, H) contains obstruction 1.
• If H contains a happy facial cycle as well as an unhappy one, we obtain obstruction 18.
• If H contains an unhappy facial cycle, and if at least one vertex of R imposes any non-trivial edge-compatibility constraints, then (G, H, H) contains one of the obstructions 19-22.
Moreover, in each of the above claims, the corresponding obstructions can be found efficiently. Note that these facts guarantee that if (G, H, H) is obstruction-free then R has a compatible embedding. To see this, assume that R + is an edge-compatible but not cycle-compatible embedding of R. This means that at least one facial cycle of H is unhappy. This in turn implies that no cycle may be happy, and no vertex of R may impose any edge-compatibility restrictions. Consequently, the embedding R − is compatible. This completes the analysis of the R-nodes.
DISCONNECTED AND 1-CONNECTED GRAPHS
We have shown that a biconnected obstruction-free Peg is planar. We now extend this characterization to arbitrary Pegs. To do this, we will first show that an obstructionfree Peg (G, H, H) is planar if and only if each connected component of G induces a planar sub-Peg. Next, we provide a more technical argument showing that a connected obstruction-free Peg (G, H, H) is planar, if and only if all the elements of a certain collection of 2-connected Peg-minors of (G, H, H) are planar.
Reduction to G connected.
Angelini et al. [1] proved the following lemma.
Lemma 11 (cf. Lemma 3.4 in [1] ). Let (G, H, H) be a Peg. Let G1, . . . , Gt be the connected components of G. Let Hi be the subgraph of H induced by the vertices of Gi, and let Hi be H restricted to Hi. Then (G, H, H) is planar if and only if 1) each (Gi, Hi, Hi) is planar, and 2) for each i, for each facial cycle C of Hi and for every j = i, no two vertices of Hj are separated by C, in other words, all the vertices of Hj are embedded on the same side of C.
A Peg that does not satisfy the second condition of the lemma must contain obstruction 1. Thus, if Theorem 1 holds for Pegs with G connected, it holds for all Pegs.
Reduction to G biconnected. Next, we consider connected Pegs, i.e., Pegs (G, H, H) where G is connected. In contrast to planarity of ordinary graphs, it is not in general true that a Peg is planar if and only if each sub-Peg induced by a biconnected component of G is planar. However, for Pegs satisfying some additional assumptions, a similar characterization is possible.
Let (G, H, H) be a connected Peg and let v be a cutvertex of G. We say that v is H-separating if at least two connected components of G − v contain vertices of H.
Let (G, H, H) be a connected Peg that avoids obstruction 1. Let v be an H-separating cut-vertex of G that does not belong to H. Let x and y be two vertices of H that belong to different connected components of G − v, chosen in such a way that there is a path in G connecting x to y whose internal vertices do not belong to H. The existence of such a path implies that x and y share a face F of H, otherwise H would contain a cycle separating x from y, creating obstruction 1. The face F is unique, because x and y belong to distinct components of H. It follows that any planar embedding of G that extends H must embed the vertex v in the interior of the face F . We define H ′ = H ∪ v and let H ′ be the embedding of H ′ obtained from H by inserting the isolated vertex v into the interior of the face F . As shown above, any planar embedding of G that extends H also extends H ′ . We say that (G, Moreover, given an occurrence of X in (G, H + , H + ), an occurrence of X in (G, H, H) can be found efficiently.
Proof. Since (G, H, H) is a Peg-minor of (G, H + , H + ), it suffices to prove that if (G, H + , H + ) contains an obstruction X = (GX , HX , HX ) then we can efficiently find the same obstruction in (G, H, H) . This clearly holds in the case when HX does not contain isolated vertices, because then any sequence of deletions, contractions and relaxations that produces X inside (G, H + , H + ) will also produce X inside (G, H, H).
Suppose now that HX contains isolated vertices. Assume first that GX is 2-connected. Let G1, . . . Gt be the 2-connected blocks of G, let Hi be the subgraph of H induced by the vertices of Gi, let Hi be the embedding of Hi inherited from H, and similarly for H that is not a vertex of Hi is connected to a vertex of H by a path that internally avoids Gi. By contracting all such paths, we obtain a copy of (Gi, H, H) . We can also easily see that an occurrence of X in (G, H, H) can be efficiently obtained from its occurrence in (G, H + , H + ). It remains to deal with the case when X is not 2-connected and HX contains an isolated vertex. This means that X is obstruction 1. By assumption, (G, H, H) does not contain obstruction 1. Suppose for contradiction that (G, H + , H + ) contains obstruction 1. This means that H + contains a cycle C and a pair of vertices v and w separated by this cycle, and that there exists a path P of G that connects v and w and has no vertex in common with C.
If v is not a vertex of H, then v is an H-separating cutvertex. Therefore, there are two vertices x and y of H in distinct components of G − v that both share a face F with v and are connected to v by paths Px and Py of G which do not contain any other vertex of H. Since x and y are in distinct components of H, at least one of them, say x, does not belong to the cycle C. Since x shares a face with v, it must be on the same side of C as v. By the same reasoning, the vertex w either belongs to H or there is a vertex z ∈ H that appears on the same side of C as w and is connected to w by a G-path Pz whose internal vertices do not belong to H. In any case, we find a pair of vertices of H that are separated by C and are connected by a G-path that avoids C. This shows that (G, H, H) contains obstruction 1, which is a contradiction.
Note that it is possible to determine whether a given Peg contains obstruction 1 efficiently.
Lemma 12 shows that we can without loss of generality restrict ourselves to Pegs (G, H, H) in which every Hseparating cut-vertex belongs to H. For Pegs having this property, we can show that planarity can be reduced to planarity of biconnected components.
First, we need a definition. Let H be a graph with planar embedding H, let v be a vertex of H, and let H1 and H2 be two edge-disjoint subgraphs of H. We say that H1 and H2 alternate around v in H, if there exist edges e, e ′ ∈ E(H1) and f, f ′ ∈ E(H2) which are all incident with v and appear in the cyclic order (e, f, e ′ , f ′ ) in the rotation scheme of v in the embedding H.
The following lemma is analogous to Lemma 3.3 of [1] , except that the assumption "every non-trivial H-bridge is local" is replaced with the weaker condition "every H-separating cut-vertex of G is in H". This new assumption is weaker, because a separating cut-vertex not belonging to H necessarily belongs to a non-local H-bridge. However, the proof in [1] uses only this weaker assumption and therefore we have the following lemma.
Lemma 13. Let (G, H, H) be a connected Peg with the property that every H-separating cut-vertex of G is in H. Let G1, . . . , Gt be the blocks of G, let Hi be the subgraph of H induced by the vertices of Gi and let Hi be H restricted to Hi. Then, (G, H, H) is planar if and only if 1) (Gi, Hi, Hi) is a planar Peg for each i, 2) no two distinct graphs Hi and Hj alternate around any vertex of H, and 3) for every facial cycle C of H and for any two vertices x and y of H separated by C, any path in G connecting x and y contains a vertex of C.
Note that the last two conditions are always satisfied when (G, H, H) avoids obstructions 1 and 2. We can also efficiently test whether the two conditions are satisfied and produce an occurrence of an obstruction when one of the conditions fails. This concludes the proof of Theorem 1.
OTHER MINOR-LIKE OPERATIONS
Let us remark that our definition of Peg-minor operations is not the only one possible. In this paper, we preferred to work with a weaker notion of Peg-minors, since this makes the resulting characterization theorem stronger. However, in many circumstances, more general minor-like operations may be appropriate, providing a smaller set of minimal obstructions.
For example, the G-edge contraction rules may be relaxed to allow contractions in more general situations. Here is an example of such a relaxed G-edge contraction rule: given a Peg (G, H, H), assume e = uv is an edge of G but not of H, assume that u and v have a unique common face F of H, and assume furthermore that each of the two vertices is visited only once by the corresponding facial walk of F . If u and v are in distinct components of H, or if the graph H is connected, we embed the edge uv into F and then contract it, resulting in a new Peg (G ′ , H ′ , H ′ ). It is not hard to see that this relaxed contraction preserves the planarity of a Peg, and that H ′ is uniquely determined. It also subsumes the 'complicated G-edge contraction' we introduced. With this stronger contraction rule, most of the exceptional minimal obstructions can be further reduced, leaving only the obstructions 1, 2, 3, 4, 11, 14, 16, and 17, as well as K5 and K3,3. However, even this stronger contraction cannot reduce the obstructions from Ach k .
To reduce the minimal obstructions to a finite set, we need an operation that can be applied to an alternating chain. We now present an example of such an operation. See Figure 4 . Suppose that (G, H, H) is a Peg, let F be a face of H, let C be a facial cycle of F oriented in such a way that the interior of F is to the left of C, let x and y be two vertices of C that are not connected by an edge of G, and let z be a vertex of H not belonging to C. Assume that the following conditions hold.
1. The vertex z is adjacent to x and to y in G.
2. The vertex z is embedded to the left of C in the embedding H, and is incident to the face F .
3. Any connected component of H that is embedded to the left of C in H is connected to a vertex of C \ {x, y} by an edge of G.
4.
Any edge of H that is incident to x or to y and does not belong to C is embedded outside of F (i.e., to the right of C) in H.
We define a new Peg by the following steps.
• Remove vertex z and all its incident edges from G and H.
• Add to G, H and H a new edge e = xy. The edge e is embedded inside F . (Note that the position of e in the rotation schemes of x and y is thus determined uniquely, because of condition 4 above.)
• The edge e splits the face F into two subfaces F1 and F2. Let C1 and C2 be the facial cycles of F1 and F2 such that C1 ∪ C2 = C ∪ {e}. For any connected component B of H that is embedded to the left of C in H, let w be a vertex of C \{x, y} adjacent to a vertex of B. Such a vertex w exists by condition 3 above. If there are more such vertices, we choose one arbitrarily for each B. If w belongs to C1, then B will be embedded inside F1, otherwise it will be embedded inside F2.
Let (G ′ , H
′ , H ′ ) be the resulting Peg. We easily see that if (G, H, H) was planar, then (G ′ , H ′ , H ′ ) is planar as well. In fact, if the vertex z has degree 2 in G, then we may even say that (G, H, H) is planar if and only if (G ′ , H ′ , H ′ ) is planar. The operation described above allows to reduce each kfold alternating chain with k ≥ 4 to a smaller non-planar Peg which contains a (k − 1)-fold alternating chain. It also reduces obstruction 4 to obstruction 3, and obstruction 16 to a Peg that contains obstruction 1. Therefore, when the above operation is added to the permissible minor operations, there will only be a finite number of minimal nonplanar Pegs.
Let us point out that the obstructions from the infinite family k≥4 Ach k only play a role when cycle-compatibility is important. For certain types of Pegs, cycle-compatibility is not a concern. For instance, if the graph H is connected, it can be shown that (G, H, H) is planar if and only if all the skeletons of G have edge-compatible embeddings, and therefore such a Peg is planar if and only if it avoids the finitely many exceptional obstructions.
CONCLUSION
Note that Theorem 1 together with the linear-time algorithm for testing planarity of a Peg [1] immediately implies Theorem 2. In any non-planar instance I = (G, H, H) only linearly many Peg-minor operations are possible. We test each one individually and use the linear-time testing algorithm to check whether the result is non-planar. In this way we either find a smaller non-planar Peg I ′ resulting from I by one of the operations, or we have found a minimal obstruction, which by Theorem 1 is contained in our list. The running time of this algorithm is at most O(n 3 ).
In fact, in many cases, as indicated in the paper, obstructions can be found much more efficiently, often in linear time. In particular, the linear-time testing algorithm gives an indication of which property of planar Pegs is violated for a given instance. Is it possible to find a minimal obstruction in a non-planar Peg in linear time? In general, given a fixed Peg (G, H, H) , what is the complexity of determining whether a given Peg contains (G, H, H) as Peg-minor? The answer here may depend on the Peg-minor operations we allow.
It is not known whether the results on planar Pegs can be generalized to graphs that have a partial embedding on a higher-genus surface. In fact, even the complexity of recognizing whether a graph partially embedded on a fixed highergenus surface admits a crossing-free embedding extension is still an open problem.
