Practical model building processes are often time-consuming because many different models must be trained and validated. In this paper, we introduce a novel algorithm that can be used for computing the lower and the upper bounds of model validation errors without actually training the model itself. A key idea behind our algorithm is using a side information available from a suboptimal model. If a reasonably good suboptimal model is available, our algorithm can compute lower and upper bounds of many useful quantities for making inferences on the unknown target model. We demonstrate the advantage of our algorithm in the context of model selection for regularized learning problems.
Introduction
In practical model building processes, it is often required to train a large number of multiple different models.
Those models are usually evaluated based on a generalization performance measure such as the validation error (e.g., mis-classification error rate on a validation data set). When the training algorithm of each of those models is formulated as an optimization problem, the entire model building process would be quite time-consuming. It is, however, important to note that the final goal of model building is to find the single best model. It means that we only need the validation error for the rest of the models and the model itself is not necessary. If we could compute the validation error of a model without actually training it, model building processes would be much more efficient.
In this paper, we introduce a novel algorithm for a class of regularized learning problems. Our algorithm can be used for computing the lower and the upper bounds of the validation error without actually solving the training optimization problem. Instead of computing the validation error directly from the trained model itself, our algorithm uses a side information available from a suboptimal model. If we have a reasonably good suboptimal model that is sufficiently close to the target model, our algorithm can provide the bounds of the validation error.
Our algorithm is especially useful in model selection for regularized learning problems, where a sequence of models with various regularization parameters are trained and validated. In this scenario, an already trained model with a certain regularization parameter can be used as the suboptimal model for our algorithm. Then, we can compute the validation error bounds of other unknown models associated with other regularization parameters. If the validation error lower bound of a model is larger than the smallest value obtained so far, we can skip training that model.
The basic idea behind our algorithm is computing a closed convex domain in the solution space in which we only know that the optimal solution exists, but the optimal solution itself is unknown. If such a closed convex domain is available, it is often possible to compute the bounds of a quantity depending on the unknown optimal solution. For a certain class of regularized learning problems, we show that such a domain can be easily derived and the bounds can be analytically computed based on a side information available from a suboptimal model. This algorithmic trick is inspired from a recent study on safe screening in the context of sparse modeling [5] .
Our algorithm has a connection with recent studies on approximate regularization path [11, 7, 8] . Its key property is the ability to compute the lower bounds of the objective values of the training optimization problems. This property is useful for computing a regularization path with ε-approximation guarantee. In this context, our algorithm can be considered as a variant of such approximate regularization path algorithms.
Instead of bounding the objective values, our algorithm can compute an ε-approximate regularization path in terms of validation errors, which is more useful for model selection purpose.
Our main contribution in this paper is to implement the above idea in a general algorithmic framework, and show that it can be useful in many practical machine learning tasks. Although we mainly focus on model selection for binary classification problems, our algorithm can be applied to any learning problems defined with a convex loss function and an L 2 regularizer. It can compute the lower and the upper bounds of many useful quantities for making inferences on unknown target models. To the best of our knowledge, there are no other previously known algorithms that can compute practically useful bounds for various types of model evaluation performances.
Problem Setup and Basic Idea
Notations For any natural number n, we define [n] := {1, . . . , n}. A real n-vector is denoted as v ∈ R n and v ⊤ indicates the transpose of the vector. Unless otherwise stated, · is a Euclidean norm.
Problem setup Let us denote the training set as {(x i , y i )} i∈ [n] , where x i ∈ X is the input vector in the input space X and y i ∈ {±1} is the binary class label. Let φ : X → F be a feature map associated with a kernel K. We consider a linear model in the feature space F in the following form:
where w ∈ F is the vector of coefficients. For simplicity, we denote
. We consider the following class of L 2 regularized convex learning problems:
where 1 2 w 2 is an L 2 regularization term, ℓ is a convex loss function, and C > 0 is the regularization parameter for controlling the balance between the two terms. We denote the optimal solution as w * C in order to clarify that it is the optimal solution associated with the regularization parameter C. With a slight abuse of notation, we use the following simplified notation when there is no ambiguity:
Basic idea In this paper, we develop a general algorithmic framework for computing the lower and the upper bounds of the inner product θ ⊤ w * C for an arbitrary vector θ ∈ F without actually solving the optimization problem for w * C . We denote the lower and the upper bounds as b lo (θ ⊤ w * C ) and b up (θ ⊤ w * C ), respectively, i.e.,
We will demonstrate that this framework is quite useful in many practical machine learning tasks.
If we have a validation data set {(x
for a binary classification problem with x ′ i ∈ X and y ′ i ∈ {±1}, the mis-classification error rate 1
can be bounded from below and above by
and
respectively, where I(·) is the indicator function, sgn(·) is the sign function, and φ
). Although we focus in this paper on the problem of computing validation error bounds for binary classification problems, our framework for bounding θ ⊤ w * C is far more general. It can be used for computing the lower and the upper bounds of many useful quantities for validation, inference and prediction on various models.
Our basic algorithmic idea for computing the bounds of θ ⊤ w * C is as follows. Suppose that we only know that the optimal solution w * C is somewhere in a closed convex domain S ∈ F , but we do not know the optimal solution w * C itself. In such a case, the lower and the upper bounds of θ ⊤ w * C can be obtained by solving the following minimization and maximization problems:
We later show that, for the class of regularized learning problems in (1), we can easily find such a closed convex domain S, and the lower and the upper bounds in the forms of (4) can be analytically computed.
This algorithmic trick is inspired from a recent study on safe screening in the context of sparse modeling [5] . Safe screening enables to identify and screen out a part of the sparse model coefficients which turn out to be 0 at the optimal solution before actually training the model. Although our problem setup and goal are totally different, some of the algorithmic and proof techniques developed in [5] and the subsequent studies [22, 21, 3, 15, 13, 18, 19, 20, 16, 17, 12] are useful for our algorithm development (see Appendix 5 for more discussion on the relation between our approach and safe screening).
Bounds by Suboptimal Models
In this section we present our main results. In Theorem 1, we first describe our general result for computing the lower and the upper bounds of a quantity depending on the unknown optimal solution. In Theorem 2, we focus on model selection scenario for regularized learning problems, where we derive the lower and the upper bounds represented as the functions of the regularization parameter C.
Theorem 1. Letw ∈ F be an arbitrary vector in the feature space. Then,
i.e., the optimal solution w * C is in the ball S whose center m ∈ F and the radius r > 0 are defined as
where ∇ℓ i (w) ∈ F is the gradient vector of ℓ i at w =w when ℓ i is differentiable atw, while it is an arbitrary subgradient vector of ℓ i at w =w when ℓ i is non-differentiable atw.
It indicates that, for any θ ∈ F , the inner product θ ⊤ w * C are bounded as
i.e., the lower and the upper bounds are written as
The proof of Theorem 1 is presented in Appendix A.
Theorem 1 is quite general because an arbitrary suboptimal solutionw ∈ F can be used for computing the bounds. However, it is important to note that, if we do not have a reasonably good suboptimal solution, the bounds in (7) could be quite loose and practically useless. We could roughly say that the bounds are tight when the suboptimal solutionw is close to the optimal solution w * C (see § 5 for simple simulation results on this issue). The tightness of the bounds also depends on the curvature of the objective function 1 .
The following special case is very useful in the context of model selection for regularized learning problems.
If we regard the optimal solution with a different regularization parameterC > 0 as the suboptimal solution in Theorem 1, i.e., if we setw := w * C for a certainC > 0, the lower and the upper bounds of θ ⊤ w * C are represented in simple interpretable forms. Theorem 2. Let w * C be the optimal solution of the problem (1) for a regularization parameterC > 0. Then, for any θ ∈ F , the lower and the upper bounds of the inner product θ ⊤ w * C are written as
The proof of Theorem 2 is presented in Appendix A.
Interestingly, the bounds in (8) are represented as the functions of the regularization parameter C. It implies that, once we compute the optimal solution associated with a regularization parameterC, we can 1 Since Theorem 1 tells that the solution is in a ball, the tightness of the bounds are closely related to the radius r. When the loss function ℓ i is differentiable and the optimal solution w * C itself is used as the suboptimal modelw in Theorem 1, we could see that the radius is 0, i.e., r = 1 2 w * C + C i∈[n] ∇ℓ i (w * C ) = 0, and the bounds in (7) are exact.
obtain a continuum path of the lower and the upper bounds of θ ⊤ w * C parametrized by the regularization parameter C. The following corollary describes a few important properties of these parametrized bounds.
Corollary 3. (i)
The lower bound (8a) is monotonically decreasing with C for C >C, and monotonically increasing with C for C <C. Similarly, the upper bound (8b) is monotonically increasing with C for C >C, and monotonically decreasing with C for C <C. (ii) Furthermore, the lower and the upper bounds converge to θ ⊤ w * C as C approaches toC.
Proof. The part (i) can be easily proved by noting that
from the Cauchy-Schwartz inequality. For the part (ii), it is also clear to note that
The same technique has been also used in the context of safe screening [12] . Although it is possible to consider the intersection of more than two balls, it requires much more tedious algebraic computations.
In a part of the experiments (see § 5), we use a simple but useful trick using the above intersection. When we have a suboptimal solutionw ∈ F , we can make use of the center m ∈ F in (6a) as another suboptimal solution, and consider the intersection of the resulting two balls. We show in Lemma 6 in Appendix that the area of the intersection is less than the half of the original ball, meaning that the new bounds could be much tighter than the original ones.
Kernelization The bounds (8) in Theorem 2 can be kernelized, i.e., what we need to compute in (possibly infinite-dimensional) feature space F is only inner products which can be computed by using the associated kernel function K. The bounds (7) in Theorem 1 can be also kernelized if ∇ℓ i (w), i ∈ [n], can be kernelized.
Applications
In this section, we present several practical machine learning tasks in which our algorithmic framework for computing bounds is useful.
Efficient Model Selection
Let us first discuss how our bound computation framework can be used in ordinary model selection scenario.
We consider model selection problems for an L 2 regularized convex learning problem in the form of (1). We consider a common situation that two separate training and validation sets are available for training and model selection, respectively. Here, our task is to select the best regularization parameter C that yields the smallest mis-classification error rate on the validation set among a given list of the candidates C 1 , . . . , C T .
In general, we need to solve all the T optimization problems for finding the best one 2 3 .
We can use the bounds in Theorem 2 for making the model selection problem more efficient. If we have already computed a solution for a certain Ct,t ∈ [T ], we can use this solution as the suboptimal solutioñ w. Then, the lower and the upper bounds of the mis-classification error rate in (2) and (3), respectively, are computed for the remaining candidates. We can make use of the lower bounds for skipping some of the T training tasks, i.e., if the lower bound of the validation error for a certain C t is larger than the smallest validation error obtained so far, we can skip training that model. In addition, these lower and upper bounds are helpful to decide which model should be trained in the next step 4 . A summary of the efficient model selection procedure is described in Algorithm 1.
2 For a certain class of problems, one can compute the exact path of the optimal solutions for the entire range of C, which is referred to as regularization path [9] . Regularization path computation is possible only for a limited class of problems (e.g., it can be computed for an SVM, but not for logistic regression). In addition, regularization path computation is known to be numerically unstable, and does not scale well. 3 It is also beneficial in practice to use warm-start approaches [4] when solving a sequence of optimization problems. For simplicity, we do not take into account the possible advantage of warm-start approach in our discussion here. 4 In our experiments in § 5, we just selected the Ct whose validation error lower bound is smallest. There are, however, many other possible approaches. For example, we can select the Ct whose uncertainty (the difference between the upper and the lower bounds) are largest. See Bayesian optimization for hyperparameter search [14] for detailed discussion on this issue.
Algorithm 1 Efficient Model Selection Algorithm
Output: the optimal solution w * C best
T ← T \ {t} 8: if εt < ε best then 9:
end if
11:
for t ∈ T do 12:
ε ℓ end for
15: end while
In Algorithm 1, ChooseNextC is a function for selecting one of the remaining regularization parameter C t ∈ T for the next step. The basic idea here is to select the candidate with which the validation error is expected to be smallest. In this paper, we simply select arg min t∈C ε ℓ t as the next candidate. The function TrainModel is used for training the model with the specified regularization parameter. Any specific solvers or general convex optimization tools can be used for this function. The function ComputeValidError computes the validation error based on a given solution. The function ComputeValidErrorBounds computes the validation error bounds at the specified regularization parameter based on a given solution.
Exact and approximate model selection
Exact model selection Although it is common to select the regularization parameter among the finite list of the candidates as we discussed in § 4.1, it would be better if we could find the best possible regularization parameter that exactly minimizes the validation error in the continuous range of C ∈ [C min , C max ]
5 . For the class of L 2 -regularized convex learning problems in the form of (1), such exact model selections are possible because we can compute the lower bounds of the validation errors for the continuum of the regularization
Suppose that we have already solved an optimization problem (1) for a certainC < C, and denote the solution as w * C . Then, for an input x ′ i in the validation set, the following rules can be obtained from (8):
Using the above rules, we can compute the lower bounds of the validation errors (2) as a function of
It means that we can exactly identify a sequence of the regularization parameter values at which the validation error changes by 1/n ′ . In other words, we can trace all the change points of the
Model selection with approximation guarantee The above exact model selection can be relaxed so that it allows to have an ε-approximation error, i.e., we can compute a sequence of the models among which there exists a solution whose validation error is within ε from the minimum possible value in C ∈ [C min , C max ].
For example, if we set ε such that ⌊n ′ ε⌋ = 5, then we can compute the sequence of points in [C min , C max ] at which the validation error changes by 5/n ′ .
This model selection scheme can be considered as a valiant of approximate regularization path [11, 7, 8] .
The key property of these approximate regularization path algorithms is computing the path of solutions with which the approximation error of the objective function values are bounded by ε. In our approach, we can control the approximation error of validation performances, which is more useful for model selection purpose.
Fast leave-one-out cross validation
Next, we propose to use our bounds for efficient computation of leave-one-out cross-validation (LOOCV) in binary classification problems. With a slight abuse of notation, let us denote the optimal solution trained with all the instances as w * all , while the optimal solution obtained after picking out an instance (x j , y j ) as
Then, the LOOCV error is written as
Our idea here is to compute the bounds of φ ⊤ j w * (−j) using w * all as the suboptimal solution for our algorithm. An advantage of this simple approach is that, once we compute w * all , it can be used as the suboptimal solution for bounding all the n inner products φ 
Logistic model inference by SVM
Our final application is to make inferences on a model based on a suboptimal model trained by a different learning algorithm. Specifically, we make inferences on a logistic regression model by using the SVM solution trained with the same data set. Logistic regression is especially important and popularly used in biomedical research because the model output and model coefficients are interpreted as the log odds and log odds ratios, respectively. On the other hand, SVM is more popularly used in large-scale machine learning and pattern recognition problems partly because it tends to produce better classification performances and there are many efficient algorithms and solvers that are applicable to large-scale data sets. It is thus important to know how SVM solutions can be useful for inferences on logistic regression models.
Our goal is to make inferences on the solution of the following L 2 regularized logistic regression model
by using the suboptimal solutionw := w * svm given by
Here, we only consider a linear model, i.e., the feature space
Our first interest is in each coefficient of the logistic model solution (w * LR ) j for j ∈ [d] because it represents the log odds ratio of the j th feature. Using Theorem 1, we can compute the lower and the upper bounds of (w * LR ) j by bounding the inner product e(j) ⊤ w * LR , where e(j) is the j th coordinate unit vector.
Given the input of a new instance x new (e.g., when a new patient profile is provided), our second task is to make an inference on the log odds of the instance. We can compute the lower and the upper bounds of the log odds by bounding the inner product x ⊤ new w * LR using Theorem 1.
Numerical Experiments
In this section, we illustrate the effectiveness of our approach by numerical experiments. We used 12 benchmark data sets listed in Table 1 . We used SVM and Logistic Regression (LR) as the two examples of regularized learning problems in the form of (1). LIBSVM [2] and LIBLINEAR [6] were used as the SVM and LR solvers 6 .
We report the results on both linear and nonlinear cases 7 . In nonlinear cases, Gaussian kernel K(x i , x j ) = exp(−γ x i − x j 2 ) with γ = 1/d is used. Goodness of suboptimal solutions We conducted simple numerical simulations for understanding the effect of the choice of suboptimal solutions. Figure 1 shows the simulation results of linear LR on two data sets. Here, we randomly generated 1000 suboptimal solutions by adding a Gaussian noise to the optimal solution. The x-axis denotes the distance from the optimal solution w − w * , while the y-axis denotes the tightness of the bounds in (7) measured by the radius r in (6b). The results indicate that tighter bounds can be obtained as the selected suboptimal solutions approach to the optimal solution.
Efficient model selection We examined the efficiency of the model selection strategy discussed in § 4.1.
Our task is to find the best regularization parameter C among T = 501 candidates {C 1 , . . . , C T } evenly allocated between 0.01 and 10000 in logarithmic scale. The basic strategy is to sequentially training the models based on the validation error bounds obtained so far. At each step, we just selected the model that has the smallest validation error lower bound in (2) . In this experimental setup, we have multiple trained models that can be used as the suboptimal models. We thus used the closest two models (one with smaller C and the other with larger C) as the suboptimal models, and employed the intersection approach discussed in § 3. Figure 2 shows the validation error bounds after the last step where we could find the best regularization parameter. Table 2 shows how many training optimization problems were solved before finding the best one.
The results indicate that the best regularization parameter can be found without solving all the T = 501 optimization problems.
Exact and approximate model selection We examined the effectiveness of the exact and approximate model selection schemes discussed in § 4.2. We set C min = 0.01 and C max = 100. The task of exact model selection is to find the best possible regularization parameter that exactly minimizes the validation error in the continuous range of C ∈ [C min , C max ]. On the other hand, in ε-approximate model selection scheme, we can find a solution whose validation error is shown to be within ε from the minimum possible value in that range. Starting from C = C min , we gradually increased the regularization parameter C so that the change of the validation errors are within ε ∈ {0, 0.01, 0.05, 0.1}. The results shown in Figure 3 and Table 3 indicate that the number of models we need to train decreases as ε increases. Fast LOOCV We investigated the efficiency of LOOCV computation in linear LR. We compared a naive approach (full) and the proposed approach (proposed). In the naive approach, n optimization problems in the form of (9) were solved after removing each of the n instances. In the proposed approach, we first computed the model w * all by solving the training optimization problem with all the n instances. Then, the lower and the upper bounds of φ(x j ) ⊤ w * (−j) were computed based on Theorem 1 by using w * all as our choice of the suboptimal model. If the lower bound was larger than 0 or the upper bound was smaller than 0, we skipped solving the optimization problem (9) for that instance. Figure 4 and Table 4 show the results. Figure 4 indicates that we could skip solving the optimization problem for many instances especially when the regularization parameter C is small. From the results in Table 4 , we could see that the costs of computing the lower and the upper bounds are negligible compared with the cost of solving optimization problems.
LR inference by SVM Finally, we present a numerical illustration of LR inferences based on an SVM solution as discussed in § 4.4. In Figure 5 , the blue circles and the green diamonds represent the SVM coefficients w * SVM and the optimal LR coefficients w * LR , respectively. The blue bars indicate the lower and the upper bounds of the optimal LR coefficients obtained by using the optimal SVM solution as our choice of the suboptimal model. The top plot is the result obtained by applying Theorem 1, while the bottom plot is the result after considering the intersection of the two balls as described in § 3. The results indicate the advantage of using such an intersection.
Conclusions
In this paper, we introduced a novel algorithmic framework for computing the lower and the upper bounds of the quantities depending on the unknown optimal solution. Although we mainly focused on model selection for binary classification problems in this paper, our framework can be used in many other machine learning problems. For example, we can easily extend our results to LASSO problem (see Appendix B for details). As we discussed, the choice of the suboptimal modelw is critically important for obtaining useful tight bounds.
An important future work is to develop an algorithm for finding a good suboptimal model. Although the validation errors with several regularization parameters are still unknown, we can guarantee that the current smallest solution (red point) is the best one. 
A Proofs
Let us first clarify the optimality condition of a convex constrained optimization problem in the following proposition.
Proposition 4. Consider the following general problem:
where g is a convex differentiable function and Z is a convex set. Then a solution z * is the optimal solution of (10) if and only if
where ∇g(z * ) is the gradient vector of g at z = z * .
See, for example, Proposition 2.1.2 in [1] for the proof of Proposition 4.
Proof of Theorem 1. Let us first rewrite the problem (1) by using a slack variable ξ ∈ R as min w∈F ,ξ∈R
It is easy to see that the optimal solution of the problem (11) is w = w * C and ξ = ξ * C := i∈[n] ℓ i (w * C ). Noting that (w,ξ) withξ := i∈[n] ℓ i (w) is a feasible solution of (11), from Proposition 4,
where
, it is written as the following quadratic inequality constraint:
On the other hand, the constraint (11b) indicates that the optimal solution (w * C , ξ * C ) satisfies the following linear inequality constraint:
where ∇ℓ i (w) is the gradient vector (or a subgradient vector in non-differentiable case) of ℓ i at w. Here, note that, the second inequality follows from the assumption that ℓ i is convex, and the last line is the tangent hyperplane (or a supporting hyperplane in non-differentiable case) of ℓ i atw. By combining (13) and (14),
we have
where m ∈ F and r ≥ 0 are defined in (6).
Since (15) indicates that the optimal solution w * C is within the ball
the problem of computing the lower bound of θ ⊤ w * C is formulated as
Using the standard Lagrange multiplier theory, the solution of the problem
can be explicitly solved as
The upper bound of θ ⊤ w * C is similarly obtained as
Proof of Theorem 2. We first consider a case where the loss functions ℓ i , i ∈ [n], are differentiable at w = w * C .
In this case, we can easily prove the theorem just by substituting w * C intow and use the proof of Theorem 1.
Specifically, since w * C minimizes 1 2 w 2 +C i∈[n] ℓ i (w), the gradient at w = w * C is zero, i.e., ∂ ∂w
Thus, in this case, the center m ∈ F and the radius r > 0 in (6) are written as
By substituting (19) into (7), we have the bounds in the form of (8).
Next, we consider a case where the loss function is not differentiable at w = w * C . Noting that w * C is the optimal solution, from Proposition 4,
where we defined ξ * C := i∈[n] ℓ i (w * C ) andξ := i∈[n] ℓ i (ŵ). Since it can be rewritten as
we see that − 1 C w * C ∈ F is a subgradient vector of i∈[n] ℓ i (w) at w = w * C , i.e., we can replace i∈[n] ∇ℓ i (w)
in (14) ℓ i (w * C ).
By combining (13) withw := w * C
and (22), we have
It indicates that the optimal solution w * C is in the ball with the center and the radius defined by (19) .
B Additional Theoretical Results
Bounding Lasso dual solutions We can easily confirm that the lower and the upper bounds (7) in An important consequence of Theorem 5 is that, the lower and the upper bounds of the (negative) residual of the Lasso x ⊤ i β * λ − y i , i ∈ [n], can be obtained by using the relationship:
Specifically, the residual is bounded as
Another important relationship in Lasso is
Using our bounds, it indicates that max z ⊤ j m Lasso − z j r Lasso , z
i.e., the j th variable can be removed without actually computing the optimal solution β * λ . This computational trick is called safe screening and has been intensively studied in the literature [5, 22, 21, 3, 15, 13, 18, 19, 20, 16, 17, 12] . Actually, we can easily show that our ball defined in Theorem 5 is equivalent to (14) in [10] .
In this sense, our results in Theorems 1 and 5 are considered as the general form that includes safe screening as a special case.
How to find small intersection of two balls In § 3, we slightly mentioned about a simple trick for finding a small intersection of two balls in which the optimal solution w * C is guaranteed to exist. When we have a suboptimal modelw ∈ F , our idea is to make use of the center m ∈ F in (6a) as another suboptimal solution, and consider the intersection of the resulting two balls. The following lemma indicates that the volume of the intersection is at most half of the original ball.
Lemma 6. For anyw ∈ F , let {w t ∈ F } t∈N be the series of vectors defined bỹ w 1 :=w andw t+1 = 1 2
Furthermore, let S(w) be the ball obtained by Theorem 1 when we usedw as the suboptimal solution. Then, {w t } t∈N satisfy the following property:
Vol (S(w t+1 ) ∩ S(w t )) < 1 2 Vol(S(w t )) ∀t ∈ N,
where Vol(S) indicates the volume of S.
Proof of Lemma 6. By Theorem 1, the center m t and the radius r t of the ball S(w t ) are written as
∇ℓ i (w t )   =w t+1 , r t = 1 2 w t + C i∈ [n] ∇ℓ i (w t ) . It indicates that the center m t is on the hypersphere of S(w t+1 ), i.e., there exists a half space H t whose boundary is the tangent hyperplane of S(w t+1 ) at m t . Using H t , we can show that Vol (S(w t+1 ) ∩ S(w t )) < Vol (H t ∩ S(w t )) = 1 2 Vol(S(w t )).
Note that Lemma 6 holds for any loss functions {ℓ i } i∈ [n] . Thus, once we construct a ball including w * C as in Theorem 1, we can reduce the volume of the closed convex domain S without any additional information, and it enables us to obtain tighter bounds.
