We consider a case where a 3D depth migration has been performed in the local angle domain (LAD) using rich-azimuth seismic data (e.g., conventional land surveys). The subsurface geologic model is characterized by considerable azimuthally anisotropic velocity variations. The background velocity field used for the migration can consist of azimuthally independent, e.g., vertical transverse isotropy, and/or azimuthally dependent (e.g., orthorhombic), velocity layers. The resulting 3D full-azimuth reflection angle gathers generated by the LAD migration represent in situ high-resolution amplitude preserved reflectivities associated with opening angles between incident and reflected slowness vectors in the specular directions. Residual moveouts (RMOs) automatically picked on these 3D image gathers along major horizons can indicate considerable residual periodic azimuthal variations. This situation is typical in depth imaging applied to unconventional shale plays, where the background velocity model doesn't yet account for the aligned stress/fracture systems that exist in some of the target layers. We use the azimuthally dependent, phase-angle RMOs to update the interval parameters of the background model, accounting for the azimuthal anisotropy effect. Until now, this problem was mainly treated in the unmigrated time-offset domain, which is limited in describing the actual in situ changes of the velocity field with azimuths. The subsurface full-azimuth phase-angle domain RMOs provide better physical parameters to analyze the in situ azimuthal varia tions of the anisotropic media. Our method is grounded in a newly derived generalized Dix-based theory, where locally the background and updated models are assumed to be 1D anisotropic velocity models. At each lateral location, the orthorhombic axis x 3 points in the vertical direction across all layers, but the azimuthal orientations of the orthorhombic layers change from layer to layer. An effective model for such a layered structure (background or updated) is represented by a single layer with a vertical time identical to that of the whole package, effective fast and slow normal moveout (NMO) velocities, and an effective azimuthal orientation of the slow NMO velocity. Our approach begins with computation of these effective parameters for the background model and conversion of the high-resolution RMOs into a dense set of updated, effective, azimuthally dependent NMO velocities, which are then converted into three effective parameters of the updated model. Next, we apply a generalized Dix-based inversion approach to estimate the local NMO parameters for each updated layer. Finally, we convert the local parameters into interval azimuthally varying anisotropic model parameters (e.g., TTI, orthorhombic, or tilted orthorhombic) within each layer. The 1D Dixbased approach presented in this work should not be considered an alternative to more accurate 3D global inversion approaches, such as global anisotropic tomography. However, the proposed method can be effectively used for moderately laterally varying models, and some of the principal physical rules derived for the 1D model can be further used to improve the formulation and geophysical constraints applied to 3D global inversion methods.
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INTRODUCTION
Seismic wave propagation along fine horizontal layering is normally characterized by faster velocities in the horizontal direction than in the vertical direction. This effect is accounted for by a vertical transverse isotropy (VTI) model and a tilted transverse isotropy (TTI) model with a moderate axis tilt. In the presence of aligned fractures or lateral tectonic stress, particularly in shale plays, residual moveouts (RMOs) measured along full-azimuth reflection angle gathers may have a strong azimuthal dependency, indicating faster velocities along the aligned stress/fracture direction. Horizontal transverse isotropy (HTI) is the simplest azimuthally anisotropic model that accounts for a single aligned fracture set. However, in the case where two orthogonal aligned stress/fracture systems exist, or where layering and lateral stress/fracture effects exist in the same layer, orthorhombic model representation should be used. Parameter estimation of orthorhombic models has been analyzed by Grechka and Tsvankin (1999) , Bakulin et al. (2000) , Pech and Tsvankin (2004) , and Grechka et al. (2005) . Modeling and inversion of azimuthally dependent NMO velocity in HTI and TTI media have been studied by Tsvankin (1997a) , Grechka and Tsvankin (2000) , and Pech et al. (2003) . A general weakly anisotropic triclinic medium has been considered by Grechka and Pech (2006) . Van der Baan and Kendall (2002) proposed a method to estimate anisotropy parameters for compressional and converted waves in a VTI-layered medium in the τ-p domain, where τ is the intercept time and p is the slowness vector. In their later study (Van der Baan and Kendall, 2003) , the method was extended to include a package with VTI and HTI layers. Comprehensive studies on parameter estimation of all practical anisotropic models are given in the book by Tsvankin and Grechka (2011) . All the above-mentioned works have been derived and implemented in the unmigrated time-offset or τ-p domains.
In this study, we consider a globally 3D anisotropic background model that consists of isotropic, VTI, HTI, TTI, and orthorhombic layers. Continuous 3D full-azimuth reflection angle gathers were created using a special full-azimuth subsurface angle domain depth imaging (migration) system (Koren and Ravve, 2011) , where for each subsurface location, the reflectivity is given as a function of the opening angle and opening azimuth. The angle domain decomposition and regularization of the recorded seismic data help overcome spatial aliasing problems caused by insufficient acquisition coverage and shot/receiver density. Azimuthally dependent RMOs were then automatically picked (sampled) on these 3D gathers along major horizons using a Poisson autopicker method (Bartana et al., 2011) . In our examples, the RMOs indicate considerable periodic azimuthal variations with period π. Our goal is to update the interval properties of the background package of azimuthally anisotropic layers. In the update stage, we assume that the background model has only relatively slow laterally varying parameters and can be considered a laterally varying 1D model. The orthorhombic layers share a common axis x 3 in the vertical direction, and all layers may have different azimuthal orientations. For more complex background models, our approach can be used to obtain initial constrained approximated updated parameters that can be further improved by more advanced methods, such as anisotropic tomography.
There are many advantages to using the phase-angle domain rather than the surface-offset domain. Due to Snell's law, in a 1D model with laterally invariant properties, the magnitude of the horizontal slowness vector p h and the azimuth of the phase velocity φ phs are constant through all layers and may be considered ray parameters. On the other hand, working in the time-offset domain implies using the ray velocity, where the azimuths of the ray velocity φ ray;i are different for different layers i, and the azimuthal lag between the ray and phase velocities depends on the anisotropic properties. For any given location of a source (a receiver and a reflection point), the azimuth of the surface offset φ off also differs from the phase-velocity azimuth, which makes the azimuthally dependent analysis in the surface-offset domain questionable.
This work is an extension of our previous study on effective parameters for a package of HTI and VTI layers and of our abstracts on inversion in azimuthally anisotropic media (Koren et al., 2013a (Koren et al., , 2013b . In this study, we deal with compressional waves, but the method is applicable to converted waves as well.
Throughout the paper, we will use notations for the normal moveout (NMO) velocities with different subscripts and superscripts: background or updated, local (related to a layer) or effective (related to a horizon below all layers above), fast and slow. The scheme explaining these notations is shown in Figure 1 .
The paper is structured as follows. We first present the general workflow of the method, and we then explain in detail each of its stages. Next, we use a synthetic 1D model with four orthorhombic layers and a field data example to demonstrate the inversion in the layered azimuthally anisotropic medium, with a background model consisting of VTI layers only. The derivations are given in the Appendices. In Appendix A, we derive the NMO velocity function versus the phase-velocity azimuth, starting from the NMO velocity function versus the ray-velocity azimuth, obtained by Grechka and Tsvankin (1998) . In Appendix B, we derive the three effective parameters for a whole layered structure, given the three local parameters of each individual layer. In Appendix C, we derive the relationship between the RMO and the residual NMO velocity for an effective azimuthally anisotropic background model. In Appendix D, we consider an azimuthally isotropic background model with all layers VTI and derive the same relationship with a higher accuracy. In Appendix E, we derive the equations of the Fourier analysis, needed to establish the effective parameters of the updated model. In Appendix F, we show that the propagation times of the normal wavefront and the energy in a flat anisotropic layer are identical for general triclinic anisotropy. In Appendix G, we derive the equation set needed to compute the opening angle and vertical shift of the reflection horizon in a layered VTI medium to achieve the given offset and reflection traveltime. In Appendix H, we list the auxiliary relationships needed to solve this problem numerically. In Appendix I, we derive the initial guess for the opening angle and horizon shift. Finally, in Appendix J, we discuss the feasible range of Thomsen-like orthorhombic parameters δ 1 and δ 2 .
WORKFLOW
The workflow includes four basic stages. 1) First, we compute the effective anisotropic background model. This, in turn, includes three operations with the layered background medium. Figure 1 . Notations for NMO velocities.
• The instantaneous parameters of the background model are assumed to vary in a continuous manner within the layers and in a discontinuous manner at the transition zones along the interfaces between the layers. Within each layer, we perform averaging in vertical time, and we compute the interval vertical velocities and the interval anisotropic parameters of the layers.
• Next, we convert the interval parameters of the background model layers into three local NMO parameters: the local fast and slow NMO velocities and the azimuth of the local slow NMO velocity: V bg;loc nmo;slow ; V bg;loc nmo;fast ; and φ bg;loc slow . Subscript "bg" is related to the background model. Actually, this local azimuth coincides with the corresponding interval azimuth, so that the conversion is required for the two local NMO velocities only.
• We apply a forward Dix-based conversion of the local layer parameters into effective parameters. The effective parameters make it possible to replace a multilayered model by a single layer with three parameters only: the effective fast and slow NMO velocities and the effective azimuth of the slow NMO velocity: V bg;eff nmo;slow ; V bg;eff nmo;fast ; and φ bg;eff slow .
2) On the second stage, we estimate the effective parameters related to the major horizons of the updated medium: the fast and slow NMO velocities and the azimuth of the slow velocity. This stage also includes three operations.
• First, we transform the azimuthally dependent RMOs into relative residual NMO velocities,
where δt v is the azimuthally dependent RMO, δV nmo is the residual NMO velocity, also azimuthally dependent, t v is the vertical time, φ phs is the azimuth of the phase velocity, and γ phs is the opening angle,
and θ in phs and θ re phs are the zenith angles of the phase velocities of the incident and the reflection rays, assuming that both rays emerge from the reflection point. The reflection traveltime and the offset are assumed fixed (same for the background and the updated model) when applying equation 1, while the vertical time changes due to a difference in the NMO velocities of the two models. The depth RMOs are automatically picked for all main horizons of the reflection angle gathers. The RMO may be given in units of depth δzðγ; φ phs; zÞ, and in this case it can be converted into units of time δt v ðγ; φ phs; t v Þ. We use the background vertical velocity model, and we apply global scaling for the two-way vertical time t v and local scaling for the RMO δt v , 
wherez is the dummy integration variable and z is its upper limit.
• Next, we add the effective residual NMO velocity, sampled numerically versus the phase-velocity azimuth, to the effective background NMO velocity, and we obtain the effective updated NMO velocity along the horizons, (Tsvankin, 1997a) , the trend values are not needed, and the conversion is unique. For orthorhombic layers, the interval parameters are the vertical compressional velocity V int ver , azimuth φ int ax of the orthorhombic axis x 1 and two Thomsen-like parameters, δ int 1 and δ int 2 (Tsvankin, 1997b) . For tilted TI layers, these are the axial compressional velocity V int ax;P , the tilt θ int ax and the azimuth φ int ax of the TI axis of symmetry, and two Thomsen parameters δ int and ε int (Thomsen, 1986) . We then compare the updated interval parameters with the corresponding interval parameters of the background layers, and we establish the interval residuals. These residuals are considered constant values within each layer, and we add them to the vertically variable instantaneous parameters of the background, to obtain the updated instantaneous anisotropic parameters versus the fine vertical grid.
INTERVAL PARAMETERS OF BACKGROUND MEDIUM
The interval velocity at each layer is defined as the local average velocity through the interval
For any other interval parameter A int , we apply a similar relationship:
The medium properties may be specified on a fine grid in depth rather than in time; still, the averaging is performed in vertical time. For the interval vertical velocity this leads to
whereas for the other parameters, the result is
The same azimuth angle φ may be presented by two different numbers which differ by 2π; for example, φ ¼ AEπ, whose average is formally zero, φ ave ¼ ðπ − πÞ∕2 ¼ 0, but the true zero azimuth points in the opposite direction. Therefore, the angles describing the orientation of the axes are averaged in a different manner. In the case of TTI, to define the interval dip and azimuth of the tilted TI axis, we expand the unit vector of the TI axis direction into the three Cartesian components n 1 ; n 2 ; and n 3 . We then average these components. Finally, we establish the interval tilt and azimuth of the symmetry axis from the averaged Cartesian components. In the case of an orthorhombic background model, to obtain the interval azimuthal orientation of the horizontal orthorhombic axes, we average the two components n 1 and n 2 of direction x 1 in the global frame.
LOCAL PARAMETERS OF ANISOTROPIC BACKGROUND MEDIUM
Relationships for the local fast and slow NMO velocities versus the interval properties of the layers depend on the physical nature of the anisotropy. For an orthorhombic layer, assuming δ 1 > δ 2 , 
Note that we may always assume δ 1 > δ 2 . In case this is initially not so, we just swap the orthorhombic axes x 1 and x 2 . The azimuth of the slow NMO velocity is then the azimuth of the orthorhombic axis x 1 . For the tilted TI medium, we discriminate the azimuthal directions of the anisotropic dip and strike, related to the azimuth of the TTI axis of symmetry φ dip ¼ φ ax , and to the normal azimuth, φ strike ¼ φ ax þ π∕2. We compute the dip and strike NMO velocities, 
Thus, for a VTI layer, the local fast and slow NMO velocities are equal, and the azimuthal dependency of the NMO velocity disappears.
EFFECTIVE PARAMETERS OF ANISOTROPIC BACKGROUND MEDIUM
The NMO velocity and the surface-offset azimuth of the effective model coincide with the parameters of the original package of layers for any azimuth of the phase velocity. The effective model is characterized by fast and slow NMO velocities and by the azimuth of the slow NMO velocity. For all horizons, we compute the stacked auxiliary parameters for the effective background model (see Appendix B for derivations), 
and where n is the number of the horizon, i is the running index of the layer above this horizon, and Δt v;i is its two-way vertical time. Auxiliary parameters W x;i ; W y;i ; and U i are related to horizons (effective parameters), while their increments ΔW x;i ; ΔW y;i ; and ΔU i are related to layers (local parameters). We also compute parameter W n as
The total vertical time for horizon n reads 
The magnitude of the phase velocity V phs , in turn, depends on its direction, which leads to a quadratic equation for a TI and a cubic equation for an orthorhombic medium. However, with the secondorder accuracy needed for the hyperbolic approximation, the horizontal slowness can be approximated by
where γ phs ∕2 is the half-opening angle, and V int ver is the interval vertical velocity of the lowermost layer with the reflection surface at its bottom. In case of an orthorhombic layer, the vertical velocity is phase and ray, due to the symmetry. In case of a tilted TI layer, this is the vertical phase velocity, delivered by equation 12. For a TTI layer, when the phase velocity is vertical, the ray velocity is tilted, and its path through the layer is longer. However, the magnitude of the ray velocity is higher than that of the phase velocity. As a result, the traveltime for the wavefront through the vertical path and the traveltime for the energy transfer through the tilted path are identical. Actually, this statement is valid for an arbitrary triclinic anisotropic medium, and we prove it in Appendix F. 
UPDATED EFFECTIVE NMO VELOCITY
where the lag Δφ bg;eff phs is defined in equation 24. See Appendix A for the derivation. As a result of this step, we obtain the updated effective NMO velocity V upd;eff nmo ðφ phs Þ, sampled numerically on a uniform grid within the interval 0 ≤ φ phs < π.
UPDATED EFFECTIVE PARAMETERS OF LAYERED MEDIUM
We apply the normalized discrete Fourier transform to the updated NMO velocity squared V upd;eff2 nmo ðφ phs Þ, and we obtain the complex AC and DC coefficientsM k and M z , respectively, where k ¼ 1; 2 : : : N − 1. The effective fast and slow NMO velocities read,
where N is the number of complex terms in the Fourier space, numbered from zero (DC term) to N − 1. This leads to the following result, to be used later for the inversion,
k¼2;4;6. : : :
k¼1;3;5 : : :
The effective azimuth of the slow NMO velocity is defined by the first AC number, 2φ upd;eff slow
A detailed derivation of the method is presented in Appendix E.
GENERALIZED DIX INVERSION
The generalized Dix-type inversion makes it possible to obtain local parameters of the layers from the effective parameters of the top and bottom horizons. In this inversion, the specific type of azimuthal anisotropy for a layer under consideration (e.g., orthorhombic or TTI) does not matter and is not specified. We define the lateral direction x as the azimuth of the phase velocity, and y as the lateral direction normal to x. For all horizons, we compute the auxiliary parameters W x;n , W y;n , and U n , given the updated effective fast and slow NMO velocities and the effective azimuth of the slow velocity, where n is the number of the horizon under consideration. Comparing the auxiliary parameters for two successive horizons, we compute the increments,
ΔW y;n ¼ W y;n − W y;n−1 ;
The increments of the auxiliary parameters are then used to establish the local parameters of the layers: the updated local fast and slow NMO velocities,
and the updated azimuth of the local slow NMO velocity,
The azimuth of the local slow NMO velocity of a layer coincides with the interval azimuth of the slow velocity, φ upd;loc slow;n ¼ φ upd;int slow;n . In case the local fast and slow NMO velocities prove to be approximately or completely equal, we consider the current layer weakly orthorhombic or quasi-VTI, respectively. Imagine an orthorhombic medium generated by two "almost identical" vertical orthogonal fracture sets on a VTI "background" due to horizontal layering. This means δ 1 ≍δ 2 ; ε 1 ≍ε 2 ; and γ 1 ≍γ 2 , while δ 3 is not necessarily a small value. Such a medium may be defined as weakly orthorhombic. Now consider two fully identical vertical orthogonal fracture sets, so that δ 1 ¼ δ 2 ≡ δ; ε 1 ¼ ε 2 ≡ ε; and γ 1 ¼ γ 2 ≡ γ. Again, δ 3 is nonzero and is not even necessarily small. This medium is quasi-VTI. A quasi-VTI medium is a limit case of a weakly orthorhombic model. The components of the stiffness tensor of a quasi-VTI medium are similar to those of VTI, with the only exception being: Since δ 3 ≠ 0, then C 12 ≠ C 11 − 2C 66 . Thus, the stiffness properties of a quasi-VTI medium are defined by six independent parameters. When studying the hyperbolic approximation of the moveout of compressional waves only, condition δ 1 ≈ δ 2 or δ 1 ¼ δ 2 alone suffices to consider that medium a weakly orthorhombic or quasi-VTI, respectively. We approximate the weakly orthorhombic medium by a quasi-VTI when the difference between the local fast and slow NMO velocities is less than 1%, and thus the azimuthal dependence of the NMO velocity may be ignored, but the threshold between weakly orthorhombic and quasi-VTI may depend on the accuracy and reliability of the input data (background model and RMOs). A quasi-VTI medium generated by two identical orthogonal fracture sets on an isotropic (rather than VTI) background was considered by Bakulin et al. (2000) .
UPDATING INTERVAL ANISOTROPIC PARAMETERS
For each layer, we have computed the local fast and slow NMO velocities. With these data, we need to update the interval parameters of the layer. Different azimuthal anisotropies are described by different sets of parameters. Therefore, at this stage, the specific type of anisotropy is important and should be given. Normally, we assume that the type of anisotropy in the updated medium coincides with the original anisotropy of the background medium, with the only exception being the azimuthally isotropic background VTI layer. In this case, when the updated local fast and slow NMO velocities are different, we introduce the azimuthal anisotropy type for the updated layer. Normally, in this case, we assume orthorhombic anisotropy.
The fast and slow local NMO velocities can be considered to be two constraints. The simplest case of azimuthal anisotropy, HTI, is described by two interval parameters only, assuming δ 1 ¼ 0, and, in this case, the solution is unique. In all other cases, the number of unknown interval parameters exceeds the number of constraints, and an additional assumption is needed. We suggest that the updated interval parameters should be as close as possible to the original background interval parameters, provided the two constraints hold. Another possible additional condition for an orthorhombic layer may be minimizing δ 2 1 þ δ 2 2 , or minimizing the maximum absolute value of δ 1 and δ 2 . Thus, in any case, we provide the target function to be minimized and subjected to the constraints.
UPDATING HTI INTERVAL PARAMETERS
For an HTI layer, we consider δ 1 ¼ 0, and the constraints are
Thus, the interval vertical velocity coincides with the updated local fast NMO velocity, and the negative interval Thomsen 
UPDATING VTI INTERVAL PARAMETERS
A VTI layer is described by two parameters: the interval vertical velocity and the interval Thomsen δ. However, because the two local NMO velocities coincide, there is a single constraint,
It is reasonable to assume that the VTI layer in the updated medium corresponds to the VTI layer in the background medium (whereas the reverse is not true 
UPDATING ORTHORHOMBIC INTERVAL PARAMETERS
For an orthorhombic layer, the constraints are
We resolve these equations for the interval Thomsen- 
The target function to be minimized reads
We introduce solution 45 into the target function TðαÞ. The target function depends now on the updated interval vertical velocity only, and it can be easily minimized.
UPDATING TTI INTERVAL PARAMETERS
The local fast and slow NMO velocities have been computed. We do not know ahead of time which of them is the dip NMO velocity and which relates to the strike; therefore, both cases should be studied numerically. In each case, the constraints are the local dip and strike NMO velocities, 
i.e., the axial compressional velocity is assumed twice the axial shear velocity. An alternative option may be considering parameter f unknown and adding a weighted penalty term
The unknown updated interval parameters are the axial compressional velocity V upd;int ax;P , the tilt of the symmetry axis θ upd;int ax , and the TI Thomsen parameters δ upd;int ; ε upd;int . We introduce the new notations for the functions on the left side of equation set 47, 
The constraint functions, C dip and C strike , look complicated, and it is not easy to eliminate two parameters from these constraints. Therefore, we apply the Lagrange multipliers λ dip and λ strike for the constrained minimization problem. The augmented target function becomes 
Minimizing this function, we obtain a unique, updated, local interval solution for the four tilted TI parameters (and two multipliers). The trend values may be used for the initial estimate.
LIMITATION OF THE METHOD
The proposed method is based on a generalized Dix inversion in azimuthally anisotropic media, and its limitations are similar to those of the regular Dix (1955) method. Furthermore, for a particular case of azimuthally independent effective NMO velocity along the horizons, the inversion from the updated effective NMO velocities to the updated local NMO velocities reduces it to the standard Dix inversion for an isotropic/VTI medium, which is an ill-posed problem. Small perturbations in the RMS velocity lead to large changes in the interval velocities, and it is possible to obtain geologically implausible results, unrealistic velocities, sharp gradients where smooth behavior is expected, velocities far beyond their physical range, and in an extreme case, even negative velocities squared. Several regularization approaches were proposed to overcome the ill-posed problem, and implicit methods have been developed, so that a single erroneous value of effective velocity does not easily corrupt the entire inversion. These methods are generally called constrained velocity inversion (Oldenburg et al., 1984; DuBose, 1988; Harlan, 1999; Zhang and Wang, 2003; Ren et al., 2004; Valenciano et al., 2004; Cameron et al., 2007) . In case of the generalized Dix inversion, we obtain three local parameters: the fast and slow local NMO velocities and the azimuth of the slow velocity. In case of the regular Dix inversion, we obtain a single local parameter: the local RMS velocity, which is sometimes (erroneously) referred to as the interval velocity. The generalized Dix inversion inherits the disadvantages of the regular Dix inversion. Because the regular Dix inversion is unstable, the generalized Dix inversion is also unstable.
In our earlier study (Koren and Ravve, 2006) , we address the illposed issue of velocity inversion and propose a new algorithm that converts the velocity inversion into a well-posed problem with an existing, unique, and stable solution, a compromise between accuracy and stability. That study considers compression velocities in isotropic (or at least azimuthally isotropic) media only, so that each layer was described by a single local parameter. The method searches for the inversion at all points of the vertical grid simultaneously (rather than in a successive manner like in the standard Dix approach), and is based on penalty functions with the following requirements: (a) the RMS velocity of the inverted solution should be close to the input RMS velocity, (b) the inverted interval velocities should be close to the interval velocities of the trend function (with an internal geologically plausible trend computed when an external trend is unavailable), and (c) a damping component limits the jumps of the interval velocity gradient or allows the jumps only following the corresponding gradient jumps of the trend. The method for constrained Dix inversion can be upgraded for azimuthally anisotropic media, where three local parameters describe each layer -the local fast and slow NMO velocities, and the azimuth of the slow NMO velocity -but such an extension is beyond the scope of this study. In our case, the input for the ill-posed Dix inversion stage is smooth and geologically plausible. The background velocity model that we use is normally a VTI-layered model, whose constant (azimuthally independent) effective NMO velocities are close to the average values of azimuthally dependent effective NMO velocities of the updated medium. The updated effective NMO velocities include relatively small residuals δV nmo ðφ phs Þ that only account for azimuthal dependence (or additional azimuthal dependence when the background is orthorhombic or TTI). The effective NMO velocities of the background model are geologically plausible, and because the residuals are small, the updated effective NMO velocities (which are the input for the generalized Dix inversion) are also plausible. Therefore, despite the ill-posed inversion problem, in most cases we obtain unique, stable, and plausible local parameters.
SYNTHETIC EXAMPLE
A synthetic example is presented to demonstrate the consistency and accuracy of the proposed method. We consider a true 1D model that consists of five flat layers; the upper layer is VTI, and the other layers are orthorhombic. Numerical orthorhombic ray tracing is performed to generate surface offsets and traveltimes for all horizons, for a series of opening angles and for all phase-velocity azimuths. A background VTI-layered model approximating the true orthorhombic model is given, where the vertical times are preserved. We choose the background model in such a way that the local RMS velocity of each VTI layer V 
For a weak azimuthal anisotropy, where the fast NMO velocity does not differ much from the slow NMO velocity, we ignore the last term on the right side, so that 
In this study, the azimuthal anisotropy is not considered weak, but we still apply the above relationship for the choice of the background ("wrong") model parameters. For each layer of the background model, we specify a Thomsen parameter ε. In addition, we distinguish between two cases: (1) Thomsen δ is explicitly specified (background type D), and (2) 
For type Z, the vertical velocities of the VTI layers are equal to the vertical velocities of the corresponding true model layers, and Thomsen δ parameters for the VTI model are computed from equation 59, which in this case simplifies to
The numerical simulation with the synthetic example includes the following stages: 1) We compute the missing parameters of the background model as described above. 2) For each horizon and each azimuth of the phase velocity, we compute numerically the magnitude of the surface offset and the reflection traveltime for the true layered orthorhombic model. The azimuth range is 0 ≤ φ phs < 180°, with a step increment Δφ phs ¼ 2°. For each azimuth, the opening angle is in the range of 40°≤ γ phs ≤ 60°, with a step increment for the opening angle Δγ phs ¼ 2°. The results are stored in two 3D arrays (one for the offset and another for the traveltime), where dimensions were horizons, azimuths and opening angles. 3) Next, we use our azimuthally independent background layered model to compute the opening angle and the corresponding vertical shift (RMO) of the horizon δz which yield the same reflection traveltime and the same offset magnitude as in the true orthorhombic layered model. Again, the results are two 3D arrays (one for the horizon shift and another for the opening angle), where dimensions are horizons, azimuths of the true model and indices of opening angles of the true model. In each case, we have two equations with two unknown variables: Given the offset and the traveltime, compute the opening angle and the vertical shift. The technique is described in Appendices G, H, and I. The vertical shifts δz are then converted into the relative RMO δt v ∕t v . 4) In the previous stage, for each horizon and azimuth we obtain a series of RMO values δt v;i ∕t v and a series of opening angles γ phs;i in the background VTI medium, where i is the index of the opening angle. Next, we consider the opening angles as the argument values, and the RMO as the function values, i.e., we interpret the results as δt v ðγ phs Þ∕t v ≡ RMOðγ phs Þ. The RMO function is specified by points on a nonuniform grid of its argument γ phs (in our case, 11 points). Next, for each horizon and each azimuth, we apply a cubic spline interpolation and compute the RMO corresponding to a "standard" opening angle at the middle of the interval, γ phs ¼ 50°(actually, for the true orthorhombic model, this is the center of the interval, and it is not exactly the center of the opening angle interval for the background model). As a result, two 3D arrays were reduced to a single 2D array of the RMO for the standard opening angle, where dimensions of the array were only horizons and azimuths. The results are plotted in Figure 2 (vertical shifts for the horizons of background models D and Z) and in Figure 3 (RMOs for the horizons of these two background models). 5) For each horizon, we compute the RMS velocity of the background VTI model. Then, applying the relationship between the RMO and the residual NMO velocity, equation 25, we compute the azimuthally dependent effective NMO velocity of the updated model. 6) Applying the Fourier analysis for the azimuthally dependent data for each horizon, we compute the updated effective fast and slow NMO velocities and the updated effective azimuth of the slow velocity. 7) Next, we apply the generalized unconstrained Dix inversion to obtain the corresponding local parameters: the updated local fast and slow NMO velocities and the updated local slow azimuth. 8) Finally, we compute the updated interval parameters of each layer: The vertical compressional velocity and Thomsen-like parameters δ 1 and δ 2 . We find the interval parameters closest to the trend, with the weight w δ ¼ 0.2 in equation 46.
Parameters of the true orthorhombic model are presented in Table 1 , with time in seconds, thickness in meters, velocities in m/s, and azimuths in degrees. The layers are enumerated from the top. Tables 2 and 3 show the properties of the background models of types D and Z, respectively. The results are presented in Tables 4-6 for the effective parameters, Tables 7-9 for the local parameters, and Tables 10-12 for the interval parameters. In each case, the results for the updated model are compared with the corresponding parameters of the true model. Figure 4 shows the vertical velocity. The red color corresponds to the minimum velocity 6500 ft∕s, and the blue color corresponds to the maximum velocity 18;000 ft∕s. Figure 5 shows an example of a depth-migrated, full-azimuth reflection angle gather, where only azimuthally varying traces with a given opening angle of 60°are displayed. Despite the poor acquisition coverage and density of the surface sources and receivers in this survey (the average fold of the CMPs is only approximately 60), the continuity of the reflected events in the angle/azimuth domain is of high quality. Automatic RMO picking is performed along the top and bottom horizons of the Barnett formation (Marble Falls and Ellenburger, respectively). The horizontal axis in Figures 5 and 6 is the azimuth in degrees. The color scale in Figure 5 corresponds to the azimuth. Figure 6 displays a zoom-in of the Ellenburger reflection event, , given the updated fast and slow local NMO velocities. Recall that, in this case, we are dealing with two equations and three unknown parameters, and therefore an additional condition or assumption is needed. We find three different solutions for the updated interval parameters:
FIELD DATA EXAMPLE
• parameters closest to the trend, with the weight w δ ¼ 0.2.
• parameters with the "minimum anisotropy", δ 2 1 þ δ 2 2 → min.
• "symmetric" solution δ 2 ¼ −δ 1 , that minimizes the absolute values of δ 1 and δ 2 .
The feasible range of Thomsen-like parameters is discussed in Appendix J.
CONCLUSIONS
In this work, we describe a novel inversion method for obtaining azimuthally varying velocity layer parameters using a background velocity model that contains azimuthally independent and/or azimuthally dependent velocity layers. The method is applied in the depth-migrated domain, where a key component in our approach are the RMOs at each horizon obtained directly in the local angle domain: The RMOs are functions of the phase-domain azimuths at a given opening angle. The RMOs are converted to azimuthally dependent NMO velocities, which are then inverted to three effective parameters. A generalized Dix-based inversion is then used to convert the effective parameters along the horizons, first into three local parameters for each layer: the fast and slow local NMO velocities and the azimuth of the slow NMO velocity. The two NMO ). In all cases except HTI, we introduce the background model parameters as trend parameters to obtain a well-defined constrained minimization problem with a unique solution. The stability and accuracy of the method have been successfully tested with a synthetic model containing four orthorhombic layers with different vertical velocities, Thomsen-like parameters and azimuthal orientations. Finally, the method is applied to field data from the unconventional Barnett shale plays.
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APPENDIX A NMO VELOCITY VERSUS RAY-AND PHASE-VELOCITY AZIMUTHS
In this appendix, we show that the NMO velocity function versus phase-velocity azimuth can be obtained from the NMO velocity function versus ray-velocity azimuth, following simple geometric considerations. We consider a single homogeneous anisotropic layer, such as orthorhombic or TTI. For a single layer, the rayvelocity azimuth coincides with the azimuth of the surface offset between the source and the receiver. Following Grechka and Tsvankin (1998) , for an arbitrary homogeneous anisotropic medium, the NMO velocity depends on the ray-velocity azimuth, 
The NMO velocity function versus ray-velocity azimuth can be arranged in an explicit elliptic form, where V 2 nmo ðφ ray Þ is the varying radius of an ellipse, whereas V nmo;slow and V nmo;fast are the minor and major semi-axes of the ellipse, respectively,
This equation describes an ellipse. Indeed, consider an ellipse with semi-axes V slow and V fast in the directions x and y, respectively, see Figure 
Because equation A-3 is explicitly related to an ellipse, and A-5 is equivalent to A-2 and A-3, we conclude that A-2 also describes an elliptic line. Angle α shows the azimuth of the ray velocity with respect to the slow NMO velocity azimuth. Because the NMO plot shows the wavefront configuration, then the normal to the elliptic line shows the direction of the phase velocity. Let β be the azimuth of the normal. Then,
(A-6)
We will call α "central angle" and β "normal angle". Equation A-5 can be resolved for the radius R (NMO velocity), x (projection of the NMO velocity on the slow azimuth), and y (projection of the NMO velocity on the direction normal to the slow azimuth, i.e., on the direction of the fast azimuth), Derivatives dx∕ds and dy∕ds define the direction of the line tangent to the (elliptic) contour. They also define the direction of the normal line, as shown in Figure A- 
(A-13) We use the above relationship to obtain the numerical values of the effective NMO velocity of the background model (given its fast and slow effective NMO velocities and the effective azimuth of the slow velocity) applying equation 30. In Figure A ray-and phase-velocity azimuths (within the hyperbolic approximation). Recall that sinðα − βÞ ¼ sin α cos β − cos α sin β; cosðα − βÞ ¼ cos α cos β þ sin α sin β:
(A-17) The results of this derivation may be applied to local and effective NMO velocities. In particular, in the case of an effective model consisting of a single layer, the ray-velocity azimuth coincides with the azimuth of the surface offset (between the source and receiver), and the deviation of this azimuth from the azimuth of the phase velocity can be delivered by equation A-18.
APPENDIX B EFFECTIVE MODEL
The effective model represents a layered structure as a single layer with the specified effective fast and slow NMO velocities, the azimuth of the slow velocity, and the vertical time. The vertical time is the sum of individual vertical times for all layers, while the other parameters need to be computed. We use the concept of the effective model in forward modeling for the layered background medium and in inverting for the updated local parameters. We emphasize that the physical nature of anisotropy in the effective model (orthorhombic, TTI, and HTI) is unspecified and not needed. The NMO velocity of a single layer is given by equation A-16. It may also be presented as
where Δt i is the two-way traveltime through the layer, Δt v;i is the two-way vertical time, and h i is the horizontal propagation through the layer. For orthorhombic and TTI layers, the horizontal propagation reads and the residual traveltime reads We derived equations B-2 and B-3 considering the Cartesian components of the ray velocities in the homogeneous orthorhombic and tilted TI media. Introducing these equations into B-1 yields the NMO velocity equation A-16. Therefore, equation B-3 follows from B-2 and A-16. Relationships B-2 and B-3 are especially suitable because they present the horizontal propagation and residual traveltime of each layer in terms of the horizontal slowness magnitude p h , which is constant for all layers of the package, thus making it possible to stack the traveltime and the horizontal propagation for the layers. However, due to different azimuths of the ray velocity in the layers, we cannot immediately stack the horizontal propagation. Instead, we decompose it into two components, h x and h y , along the azimuth of the phase velocity and in the normal lateral direction, h x;i ¼ h i cosðφ ray;i − φ phs Þ; h y;i ¼ h i sinðφ ray;i − φ phs Þ:
(B-4)
The two components of the total horizontal propagation should be stacked separately. Introducing equations A-18 and B-2 into B-4 leads to h x;i ¼ p h Δt v;i ½V loc2 nmo;slow;i cos 2 ðφ phs − φ loc slow;i Þ þ V 
Thus, the residual traveltime becomes proportional to the longitudinal offset component. We conclude that to obtain the effective model which yields the same NMO velocity and the same azimuth of the surface offset computed for any azimuth of the phase velocity, the two offset components should be identical for the stacked package and the effective model
where h x;i and h y;i are the horizontal propagation components for the individual layers, whereas h x and h y are the components of the surface offset in the direction of the phase-velocity azimuth and normal direction, respectively. Equations for the offset components and B-5 look alike, we just replace the layer vertical time with the total vertical time, the local fast and slow NMO velocities, and the 
The effective model may be used for forward modeling (of the background) and for the inversion. In the case of forward modeling, the parameters of the effective model read cos 2φ eff slow;n ¼ 
RMO is related to residual NMO velocity,
The horizontal propagation squared h 2 is given by equation B-2. We just apply it for the full surface offset, rather than for propagation in the individual layer, and the RMO becomes All parameters in this relationship are effective and related to the background. Thus, we first perform the generalized forward Dixlike transform for all layers of the background, to compute the fast and slow NMO velocities and the azimuth of the slow velocity.
APPENDIX D FROM RMO TO RESIDUAL NMO VELOCITY FOR AZIMUTHALLY ISOTROPIC BACKGROUND MODEL
The fourth-order moveout for the VTI effective model reads
where V 2 is the RMS velocity of the layered VTI medium,
For a single layer, the VTI quartic coefficient reads (Tsvankin and Thomsen, 1994) ,
With the acoustic approximation, f ¼ 1, the quartic coefficient simplifies to A 4 ¼ −2η. Let us find A 4 for a package of VTI layers. The lateral propagation through a layer reads (e.g., Ravve and Koren, 2010) ,
and the one-way traveltime reads
We arrange them as
where coefficients A ph and B ph follow from equation D-4,
It follows from equation D-1 that coefficient A 4 can be computed as
The NMO velocity is defined as
The fourth-order coefficient becomes -10) where that the coefficients may be presented as
and C44 Koren and Ravve
In case of acoustic approximation, f ¼ 1, and the above equation reduces to
where the fourth-order average velocity in a VTI-layered structure is defined by
Without the acoustic approximation, equation D-13 is still valid, but the fourth-order average is generally defined by
We introduce it into the moveout equation D-1,
We can write the offset in terms of slowness. From equation D-4, the offset reads,
We can also write the vice versa relation, the horizontal slowness in terms of the offset
Combining equations D-17 and D-18, we obtain
The traveltime is constant, and thus the full differential of t 2 ðt v ; V 2 ; V 4 ; and hÞ in equation D-17 vanishes. The offset here is a fixed parameter, same for the background and updated models, -21) and this leads to
Next, we introduce equation D-18 for the offset into D-22, and we obtain the RMO versus horizontal slowness magnitude p h ,
The RMS velocity and the fourth-order average velocity in a layered VTI medium are related by
where the effective anellipticity η eff accounts for the intrinsic and induced counterparts. This leads to
Combining equations D-23 and D-24, we obtain
This equation describes a case when the background and the updated media represent layered VTI structures, but we will now expand it for an azimuthally dependent updated media. In this case, δV 2 , δV 4 , and δη eff are all azimuthally dependent, while V 2 , V 4 , and η eff are azimuthally independent. Next, to keep things simple, we assume that there is no change in the effective anellipticity, and the above equation reduces to
(D-29)
In this case, we do not need to account for the unknown value δV 4 . We negate the sign on the right side to compensate the RMO caused by the changes of the NMO velocity as shown in equation 25.
APPENDIX E PARAMETERS OF THE EFFECTIVE MODEL BY FOURIER ANALYSIS
Our objective is to establish the parameters of the effective model: the updated effective fast and slow NMO velocities V upd;eff nmo;fast ; V upd;eff nmo;slow , and the azimuth of the slow velocity φ upd;eff slow . For a single anisotropic layer or for the effective model, the NMO velocity is given in equation A-16. This is a periodic function of the phase-velocity azimuth, and because the sine and cosine appear squared in the equation, the period is π (and not 2π) . Assume that the data V upd;eff nmo ðφ phs Þ is sampled on the interval ½0; π starting from an arbitrary reference (global zero) azimuth. To study the behavior of the NMO velocity squared, we expand it into the Fourier series,
where the coefficients of the expansion are delivered by 
We note that coefficientsM k make an infinite geometric series,M 
The azimuth of the axis of symmetry can be obtained from the first AC components, A 1 and B 1 , 2φ upd;eff slow
Note that parameter M k in equation E-5 is negative, and this leads to additional π in E-11. This solution is unique. The second AC number yields two solutions, 4φ upd;eff slow ¼ argM 2 þ πð2m þ 1Þ; m¼ f0; 1g; (E-12) and one of these solutions (the proper one) should coincide with solution E11. An arbitrary lth AC number gives l solutions, 2lφ upd;eff slow ¼ argM l þ πð2m þ 1Þ; m¼ f0; 1 : : : l − 1g: (E-13)
Only one of these solutions is correct, and for the nonnoisy data obtained from a true azimuthally anisotropic layered structure with VTI, HTI, TTI, and orthorhombic layers, it coincides with the unique solution E-11. After the azimuth of the slow NMO velocity is established, we can combine equations E-1 and E-4, -16) or for the digital Fourier transform,
To obtain the coefficients M z andM k , we apply the discrete forward Fourier transform to the NMO velocity squared, on the interval 0 ≤ φ phs < π, real-to-complex. Next, we scale the DC value by factor 1∕n, and the AC values by factor 2∕n,
Note that, normally, the standard forward FFT has a minus sign at the exponent in equation D-19. In this case, we invert the sign of all imaginary parts. Thus, we obtain the DC term and the AC terms. Parameter N is the number of complex terms in the Fourier space, including the two real terms, DC and Nyquist (if any), -19) and n is the number of real terms in the data space.
APPENDIX F ENERGY AND NORMAL FRONT PROPAGATION TIMES IN A FLAT ANISOTROPIC LAYER
For any anisotropic medium, the scalar product of the ray velocity and slowness is one,
We multiply both sides of this equation by the magnitude of the phase velocity, and we obtain,
where n phs is the normalized direction of the phase velocity, and ðV ray ; V phs Þ is the angle between the ray and phase velocities. Actually, this means that projection of the ray velocity on the direction of the phase velocity is equal to the magnitude of the phase velocity. In cases where the phase velocity is vertical, the angle between the two velocities becomes
where θ ray is the dip angle of the ray velocity. The propagation scheme for a tilted TI medium is shown in Figure F -1. In a TI medium, the direction of the axis of symmetry, the phase-velocity vector and the ray-velocity vector are all in the same plane. Parameter α phs is the angle between the axis of symmetry and the phase velocity, and α ray is that between the axis of symmetry and the ray velocity. Because the TI propagation scheme in Figure F-1 where Δt front is the time of the wavefront propagation in the vertical direction. Thus, when the phase velocity is normal to an arbitrary flat anisotropic layer, the traveltime of the energy propagation in the tilted direction and the traveltime for the wavefront propagation in the normal (vertical) direction through that layer are identical. 
APPENDIX G COMPUTING HORIZON SHIFT AND HALF-OPEN-ING ANGLE FOR GIVEN OFFSET AND TRAVEL-TIME IN VTI-LAYERED MEDIUM
We first formulate the forward problem, and then we explore the inverse. The forward problem is to find the offset and the reflection traveltime in a VTI-layered structure, given the thickness of all layers (including the modified thickness of the lowermost layer) and the opening angle (and of course, all layer properties). If we consider the P-wave only, each layer is described by its vertical compressional velocity V P , shear compression ratio f ¼ 1 − V 2 S ∕V 2 P , and two Thomsen parameters, ε and δ. Thomsen γ is not needed. For a pure compression wave the problem is symmetric, and it may be appropriate to solve the problem for half-opening angle, half-offset, and one-way reflection traveltime. Because the axis of symmetry is vertical, the zenith angle of the phase velocity coincides with the phase angle between the phase velocity and the axis of symmetry. In the lowermost layer, this is the half-opening angle θ phs ¼ γ phs ∕2, a known value. The phase angle α phs defines the magnitude of the phase velocity in the lowermost layer, equation 12. We will further omit the indices "background" and "interval" for the VTI-layer properties. We rewrite equation 12 in a more concise form, V 2 phs ðα phs Þ V So, we first define the (constant) horizontal slowness, and we then run through the layers. We compute the vertical slowness at each layer, find the components of the ray velocity, and eventually add the contribution of that layer into the total one-way horizontal propagation and one-way reflection traveltime, ( G-19) Note that the total thickness of the lowermost layer is Δz n þ δz, where Δz n is its initial thickness, and δz is the vertical shift of the horizon. We solve equation set G-19 by applying the NewtonRaphson method that requires the derivatives of the functions (Appendix H) and an initial guess (Appendix I). (H-7)
Here, p 0 z , A 0 , and B 0 are derivatives with respect to the (global) horizontal slowness. We recall that -8) and
The global horizontal slowness depends on the phase reflection angle at the lowermost layer, p h ¼ sin θ phs V phs ðθ phs Þ → dp h dθ phs ¼ V phs cos θ phs − V : (H-10)
We note that α phs and θ phs represent the dip angle of the phase velocity, but the former is related to any layer, while the latter is related to the reflection horizon (and to the lowermost layer), α phs;n ¼ θ phs . Thus, we obtain the chain rule, dΔh i dθ phs ¼ dΔh i dα phs;i · dα phs;i dp h · dp h dθ phs ; dΔt i dθ phs ¼ dΔt i dα phs;i · dα phs;i dp h · dp h dθ phs : (H-11)
The last factor reads p h ¼ sin θ phs V phs ðθ phs Þ → dp h dθ phs Summation is done for all layers. In each layer, the contributions to the total horizontal propagation and to the total reflection traveltime depend on the dip of the phase velocity. This dip, in turn, depends on the horizontal slowness, constant for all layers. The horizontal slowness depends on the opening angle. This chain of dependencies is presented by products of derivatives in equation H-11. The global derivatives are dh dθ phs ¼ dp h dθ phs X n i¼1 dΔh i dα phs;i · dα phs;i dp h ; dt dθ phs ¼ dp h dθ phs X n i¼1 dΔt i dα phs;i · dα phs;i dp h : (H-13)
Recall that the thickness of the lowermost layer includes the vertical shift δz, so that its total thickness is Δz þ δz, where Δz is its nominal thickness. It is most appropriate to assume the thickness of the lowermost layer "as is", and to add a virtual extra layer whose thickness may be either positive or negative to account for the vertical shift δz.
We obtain the derivatives with respect to the half-opening angle, and we also need the derivatives with respect to the horizon shift. For a fixed opening angle, the vertical shift of the reflection horizon changes only the contribution of the last (virtual) layer into the total offset and total reflection traveltime. The contributions of all other layers are kept constant. Equation set H-1 may be now arranged as dh dδz ¼ dh dz n ¼ V phs;n sin θ phs;n þ V 0 phs;n cos θ phs V phs;n cos θ phs;n − V 0 phs;n sin θ phs ¼ V h ray;n V z ray;n ; dt dδz ¼ dt dz n ¼ 1 V phs;n cos θ phs;n − V 0 phs;n sin θ phs ¼ 1 V z ray;n ; (H-14) where n is the lowermost layer, whose bottom is the reflection horizon. We now have all necessary relationships for the NewtonRaphson iterative procedure.
