Sparse representation based classification method has led to a wide variety of extensions of representation based methods for face recognition. All of these methods partially reveal that collaborative representation is a crucial factor to make sparse representation based classification powerful for face recognition. The collaborative representation based classification (CRC) methods and corresponding variations have achieved effective results in face recognition. For these methods, we found that the test sample has some relevance with the coefficient vector. For example, nonzero elements in the coefficient vector are associated with the classes which the test sample potentially belong to. Exploiting the relevance may obtain sparser coefficient vector in comparison with the traditional methods. Hence, we propose a novel method in which the test sample is closely involved in the solution procedure of optimal coefficient vector. The classification of the proposed method is performed by checking the minimal residual between the test sample and the collaborative representation with respect the test sample of the selected class, which is similar to that of CRC. The proposed method can intensify the corresponding coefficients in the coefficient vector by exploiting the test sample. Experimental results show that the proposed method does achieve more accurate recognition rate.
I. INTRODUCTION
Sparse representation [1] , [2] is based on the theory of compressed sensing, originated in an idea that signals may be expressed at the lowest possible sampling rate. In other words, when compressing signals, one can exploit as much zero coefficients as possible to represent signals [3] . In the process of signal processing and transmission, the compression and representation of signals is helpful for improving the transmission rate and reducing costs.
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An image is regarded as a special signal with a high dimension. This leads to an issue that storage and handling of images become more trouble. Fortunately, Serer [4] pointed out that sparse representation exists in the natural image. The vision system of human is demonstrated a sparse characteristic on the image. Thereupon, some researchers attempted to apply sparse representation to solve above-mentioned problems. As a result, the idea of sparse quickly becomes a hot issue of statistics and machine learning [5] . It is also successfully applied in the fields of computer vision [6] , pattern recognition [7] and image analysis, such as image classification [8] , [9] , image denoising [10] and image super resolution processing, etc.
Likewise, in face recognition [11] - [13] , the algorithmic problem of computing sparse linear representations with respect to an over-complete dictionary of base elements has seen a recent surge of interest. The application of sparse representation for face recognition begins in 2009. Wright et al. [14] proposed the sparse representation based classification (SRC) method, which regards that a test sample can be sparsely coded over a number of training samples and uses the sparse coefficients obtained from the optimization problem to conduct classification of the test sample. In SRC, the discriminative nature of sparse representation, which rejects invalid classes that can't compactly express the test sample and selects the valid class among all classes of the training samples, is very helpful for correct classification of the test sample. For a certain face recognition task, training samples may be naive face images or atoms that are derived from naive face images via a dictionary learning algorithm [15] . Specifically the linear representation of test sample y can be rewritten, based on all training samples matrix X, as y = Xα, where α is coefficient vector. In order to seek the sparsest coefficient solution to y = Xα, the researchers defined an optimization objective functionα = arg min α 0 subject to y = Xα, where α 0 denotes the l 0 -norm of α. α 0 counts the number of nonzero elements in coefficient vector α. However, the problem of finding the sparsest coefficient solution of the optimization objective function with l 0 -norm minimization is NP-hard [16] , [17] , that is, this problem cannot be solved in polynomial time. An enormous volume of literature has been devoted to solve this problem. Fortunately, literatures [18] have certified that l 1 -norm can replace l 0norm for solving the coefficient solution. Hence the optimization objective function can be defined asα = arg min α 1 subject to y = Xα.
Since SRC provided a very effective and simple mean and achieved good classification results in face recognition, a large number of algorithms based on SRC have been proposed. For example, Xu et al. [19] proposed a two-phase test sample representation (TPTSR) method for face recognition. The merit of the TPTSR method is that its first phase can eliminate some classes which are not similar to the test sample, which is helpful for the second phase to obtain more accurate classification results. Deng et al. [20] proposed an extended SRC which applies an auxiliary intraclass variant dictionary to represent the possible variation between the training and test samples. Yang et al. [21] adopted Gabor local features based SRC to reduce the computational cost. These methods all emphasize a point, that is, the sparser the coefficient vector is, the easier it will be to accurately determine the class of the test sample. However, some researchers doubted the decisive role of sparsity in SRC. For example, Rigamonti et al. [22] evaluated the actual importance of sparsity in image classification by performing multiple experiments. Their experimental results show that it is not helpful for classification accuracy to enforce sparsity. Shi et al. [23] pointed out that sparse approximation cannot be guaranteed to meet the robustness or performance desired. Nevertheless, the key factor that determines the success of SRC seems not to be known yet. In 2011, Zhang et al. [24] demonstrated that collaborative representation, which uses the training samples from all classes to represent the test sample, makes critical impact on classification. Accordingly, an efficient face recognition method, i.e., collaborative representation based classification (CRC), was proposed. Since then, CRC has been rapidly, widely studied and applied in face recognition. Extended CRC methods have achieved effective results in face recognition and CRC has lower complexity than other sparse representation based classification methods.
As shown in [24] , good performance of a couple of CRC methods and their extensions can be attributed to l 2 regularization. The key of l 2 regularization is the use of the l 2 norm based constraint term. For instance, methods presented in [25] all exploited l 2 regularization and performed well in recognition of faces. The method shown in [24] integrated l 2 regularization with class discrimination constraint for better recognition of faces.
After carefully studying extended CRC methods, we found that the test sample has some relevance with the coefficient vector. For example, nonzero elements in the coefficient vector reveal several classes which the test sample could potentially belong. Exploiting the relevance may obtain sparser coefficient vector compared to traditional methods. Therefore, in this paper, we focus on this available correlation and devise a novel scheme, in which test sample y is closely involved in the solution procedure of optimal coefficient vectors and the correlation is well treated. Then the determined optimal coefficient vector is exploited to perform classification. The proposed method tries to exploit the maximal capability to represent test sample y of all training samples, and enables the optimal coefficient vector to be more discriminative. Subsequent experimental results clearly show that the proposed method outperforms other state-of-the-art methods.
The organization of this paper is that we present the proposed method in detail in Section 2. In Section 3 analyzes the rationale and merits of the proposed method. Section 4 performs extensive experiments, and Section 5 offer the conclusion of the paper.
II. DESCRIPTION OF THE PROPOSED METHOD
Suppose that there are C classes in total, each class contains n training samples, then the total number of the training samples is N i.e., N = Cn. We use matrix X = [X 1 , · · · , X i , · · · X C ] = x 1 , · · · , x n(i−1)+1 , · · · , x ni , · · · , x N to denote all training samples, where column vectors x n(i−1)+1 , x n(i−1)+2 · · · , x ni stand for the n training samples of the i-th (i = 1, 2, · · · , C) class. X i ∈ m×n (X i = x n(i−1)+1 , x n(i−1)+2 , · · · , x ni ) is the dataset of the i-th class, m is the dimension of a sample. y denotes a test sample. The main symbols and their meanings are listed in Table 1 The optimization objective function of CRC is
VOLUME 8, 2020 where λ is a small positive constant, β is coefficient vector. β is the optimal solution of objective function, that is,β = X T X + λI −1 X T y, where I is the identity matrix.β contains all coefficients about using all the training samples to linearly represent the test sample y. In fact, X T X + λI −1 X T can be regarded as a projection matrix, and it is independent of the test sample y. In other words, X T X + λI −1 X T is the main part ofβ. In CRC, after the optimal solutionβ is obtained, the residuals
Then the test sample y is assigned to the k-th class.
Unlike the CRC method, after getting the optimal solution β, we don't directly exploitβ for residual calculation, but take the correlation information between the test sample y and coefficient vector into account, meanwhile, we continue to optimize the solutionβ. The alternating iteration method is a proper mean to calculate the solutionβ as well as the approximate test sampleỹ (ỹ = Xβ). Firstly, letβ 0 andỹ 0 respectively denote the initial values ofβ andỹ, that is,
where y j (j = 1, · · · , m) is an element of the column vector y (i.e., the test sample), similarly, s l (l = 1, · · · , N ) is an element of the column vectorβ 0 .ỹ 1 is the value ofỹ at time 1. In the alternating iteration method, we first use the initial valueỹ 0 to calculate the initial value ofβ (i.e.β 0 ) according Eq. (3), thenỹ 1 is obtained by exploitingβ 0 to optimize Eq. (4). Nextỹ 1 is regarded as the initial value of optimizing Eq. (3) again. So it is continually alternating calculate as to ultimate acquired the optimum solutionβ best . Afterwards, the proposed method is analogous to the CRC method in subsequent steps. The residuals d i (i = 1, 2, · · · , C) are still needed to be solved, the minimum residual d k (k = 1, 2, · · · , C) is also determined. It should be pointed out that the minimum residual d k means that the approximate test sampleŷ (ŷ = X kβk ) from the linear representation of the training samples of the k-th class is most similar and closest to the real test sample y. Table 2 below summarizes the procedures of the proposed method. 
III. MATH ANALYSIS OF THE PROPOSED METHOD
In this section, we present the difference between the proposed method and CRC to show advantages of the proposed method.
How linear representation of the test sample should be learned is a very important issue in image classification tasks. Ideally, if the test sample is indeed a sample of one of the classes in the training database, this linear representation will involve only training samples of that class. In other words, if only training samples of the true class of the test sample have contribution to the linear representation of the test sample and other classes have no contribution, then it will be correctly classified. However, in practice, most of face images of different classes have similarities. Therefore, some samples from class j may contribute to represent the test sample with label i (j = i). Thus, these similarities immensely influence the discriminative capability of different classes. In order to make different classes more discriminative, the proposed method takes the test sample into account. Specifically, the test sample is partially modified and the modification is conducted in terms of the solution vector. An intuitive interpretation is that the modification allows deviation between the test sample and training samples especially training samples from the true class of the test sample to be reduced. The reduced deviation may be closely associated with troublesome error. As a result, the test sample can be better represented by the training samples, which consequently benefit the classification accuracy. Experimental results demonstrate that the proposed method could achieve more accurate recognition rate.
There is an alternating iterative updating procedure in the proposed method. Furthermore, the convergence is a basic nature that an iterative method should possess. Therefore, it is necessary to prove the convergence of the method. Assume thatβ best is optimum solution,β t andβ t+1 are the values of β at time t and t + 1, respectively. The relationship between β t andβ t+1 isβ
The optimum solutionβ best is defined aŝ
The difference betweenβ t+1 andβ best iŝ
Let ε t =β t −β best , ε t+1 =β t+1 −β best and B = X T X + λI −1 X T X. Eq. (7) can also be rewritten as
Analogously, ε t can be rewritten as
In order to prove that the proposed method is convergent, an essential condition is that B < 1. Next, we will prove that this necessary condition B < 1 is correct. First, we assume that the singular value decomposition of
where W = diag( λ 1 · · · λ r ), 0 < r ≤ N and
SinceX T X is a symmetric matrix, then UU T = I. I is an identity matrix. We apply Eq. (10) into X T X + λI −1 .
Then,
The singular value decomposition of B is B = Udiag
is the singular value of B. B is the maximum singular value of B. We can determine that B < 1 is correct. Then, according to B < 1, hence lim t→∞ B t = 0. We can obtain lim t→∞ ε t = lim t→∞ β t −β best = 0, i.e., lim t→∞ β t = β best . In conclusion, the proposed method is convergent.
There is a sparseness measure function which can evaluate the sparse degree of variable in literature [26] . The sparseness measure function is defined as where e = [e 1 , e 2 , · · · , e N ]. From this function, we can see that the larger the functional value, the sparser the vector (i.e. the variable e). Accordingly, we exploit Eq. (13) to compare the proposed method and CRC in terms of the sparseness of coefficient vector. Fig 1 and Fig 2 show the average sparseness of coefficient vectors on the ORL and FERET databases. From Fig 1, we can see that the sparseness of CRC is better than that of the proposed method under the condition that the number of the training samples per class is three and two. But when the number of the training samples is four, five and six, respectively, CRC is less sparse than the proposed method. Moreover, from Fig 2, we also see that the proposed method is better than CRC in terms of the average sparseness of coefficient vectors on the FERET database. Thus, in general, the proposed method outperforms CRC. Fig  3 and Fig 4 show the representation coefficient obtained using the proposed method and CRC on the ORL, respectively. From these figures, the proposed method has almost similar distributions to CRC.
IV. EXPERIMENT RESULTS
In this section, we conducted a number of experiments on the ORL, FERET, Extended YALEB, CMU PIE and AR databases. In addition, we compared the proposed method with others methods, including CRC, KRBM [27] , INNC [28] , CFKNNC [29] . The code of these comparison methods are downloaded from http://www.yongxu.org/lunwen.html. In the proposed method, we set the maximum number of iteration is 50 in advance. δ (i.e. β t+1 −β t < δ) is assigned to 0.1. At the same time, we define the accuracy recognition rate by
where p r is the number of the test samples in correct classes. Table 3 . From Table 3 , when the number of the training samples per class is two and three, respectively, the recognition rates of the proposed method are slightly lower than CRC. Nevertheless, as the number of the training samples increases, the proposed method achieves 1.66%, 2.50% and 1.88% improvement compared with CRC. When the number of training samples per class is six, our method achieves a recognition rate of 93.75%, which is higher 0.37% than KRBM.
B. EXPERIMENT ON THE FERET DATABASE
For the FERET database (http://www.face-rec.org/databases), we adopt 1400 face images from 200 individuals with each individual providing seven images. The names of these images are marked with two-character strings: ba, bj, bk, be, bf, bd and bg. Moreover, the images in this database have pose variations of ±15 • , ±25 • , likewise, images have also the variations of the illumination and expression. In this experiment, we used the first two, three, four and five face images of each individual as training samples and took the remaining images as test samples. We crop all images and resized them to 40×40 pixels. Some face images from the FERET database are shown in Fig 6. The comparative recognition rates obtained using different methods are shown in Table 4 . From these results, we can see that the classification accuracy of our method increases as the number of training samples per class increases. When the number of training samples per class is five, our method achieves a recognition rate of 79.00%, which is higher 6.25% than CFKNNC. The notable feature of this database is the obvious changes in pose, so these experimental results illustrates that our method is insensitive to variations of pose to some extent.
C. EXPERIMENT ON THE YALEB DATABASE
For the Extended Yale_B face database (http:// vision.ucsd.edu/content/yale-face-database), it contains 2432 frontal face gray images of 38 subjects, and the images of each subject are captured under 64 different illumination conditions. Simultaneously, all images are cropped and resized to 84×96 pixels. In this subset, we respectively take the first eight, ten, twelve, fourteen, sixteen and eighteen face images of each person as training samples and treat the remaining face images as test samples. Fig. 7 shows some image samples from the Extended Yale_B face database. The experimental results are shown in Table 5 .
From Table 5 , we see that the proposed method dramatically outperforms other methods. Especially, the recognition rates of the proposed method are significant compared with CRC (increase by 7.85%, 12.48%, 10.67%, 10.26%, 8.55% and 8.64%, respectively). Images of the Extended YALEB database include more illumination changes comparing to the ORL and FERET database, therefore, experimental results demonstrate that the proposed method has a good robustness to the changing of illumination.
V. CONCLUSION
In this paper, in order to improve the rate of face recognition, we proposed an improved collaborative representation based classification method for face recognition, which effectively exploits the information of the test sample for optimizing the coefficient vector and classification. Because the test sample is involved in the solution procedure of optimal coefficients vector, the optimum coefficients vector will be more discriminative. The proposed method is simple, feasible and easy to implement, and the experimental results demonstrate the super priority of the proposed method to a couple of methods.
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