Abstract A new probabilistic decoding algorithm for low-rate Interleaved ReedSolomon (IRS) codes is presented. This approach increases the error correcting capability of IRS codes compared to other known approaches (e.g. joint decoding) with high probability. It is a generalization of well-known decoding approaches and its complexity is quadratic with the length of the code. Asymptotic parameters of the new approach are calculated and simulation results are shown to illustrate its performance. Moreover, an upper bound on the failure probability is derived.
schemes. Joint (or collaborative) decoding of homogeneous IRS codes of dimension k can be done up to a decoding radius τ IRS = s(n − k)/(s + 1) (see e.g. [2, 15] ). The joint decoding approach by Bleichenbacher et al. [2] is based on a WelchBerlekamp-like system of equations, whereas the algorithm by Schmidt et al. [15] uses shift-register synthesis.
In [5] , Coppersmith and Sudan presented a probabilistic decoding algorithm based on interpolation, which improves upon the joint error correcting capability for IRS codes of low code rate.
The collaborative decoding from [15] shows that solving a so-called key equation for IRS codes is equivalent to solving a multi-sequence shift-register synthesis problem (see [6, 7, 14, 19] ). For sequences of equal length (i.e., homogeneous IRS codes) efficient algorithms were developed in [6, 7, 19] . Multi-sequence shift-register synthesis for sequences of varying length can be done with the Schmidt-Sidorenko Algorithm [14] .
In [16] , a scheme was presented, which virtually extends a usual low-rate RS code to a heterogeneous IRS code and increases the decoding radius of usual RS codes. The gain of this scheme is similar to the gain of the Sudan algorithm [17] . However, the main difference is that the approach from [16] does not seem to be able to handle non-unique solutions and therefore fails with a certain probability.
Furthermore, in [13] , Schmidt, Sidorenko and Bossert combine the ideas of IRS codes and the virtual extension from [16] . Each of the s codewords is virtually extended using the scheme from [16] . Therefore, they enhance the correcting radius for low-rate homogeneous IRS codes. However, they do not combine codewords of the s codes.
In this contribution, we consider low-rate homogeneous IRS codes and generalize the scheme from [13] by virtually extending the IRS code, but use also combinations among the s RS codes. Our approach increases the decoding radius of IRS codes beyond the joint error-correcting bound for IRS codes [15] and also beyond the scheme from [13] . Our approach is probabilistic and can be seen as the generalization of both [13] and [16] .
This contribution is structured as follows. In Section 2, we give some definitions and notations, define the channel model and state our main contribution. In Section 3, we recall joint decoding of IRS codes, the virtual extension from [16] and the approach from [13] . Section 4 explains our approach, gives an efficient decoding algorithm and calculates asymptotic parameters. In Section 5, we prove an upper bound on the failure probability of our new decoding approach. A comparison between our approach and known approaches in terms of decoding radius and failure probability is done in Section 6. Moreover, the performance of our algorithm is shown by means of simulations. Section 7 concludes this paper.
Preliminaries

Definitions and Notations
Let Fq denote the finite field of order q and let Fq[x] denote the polynomial ring over Fq. Let α 1 , α 2 , . . . , αn be non-zero distinct elements (code locators) of Fq with n < q. We denote with L = {α 1 , α 2 , . . . , αn} the set containing all code locators and the following evaluation:
f (L) = (f (α 1 ), f (α 2 ), . . . , f (αn)) of a given polynomial f (x) ∈ Fq [x] .
An RS code RS(n, k) of length n and dimension k over Fq with n < q is given by
RS codes are known to be Maximum Distance Separable (MDS) codes, i.e., their minimum Hamming distance is d = n − k + 1.
Definition 1 (Interleaved Reed-Solomon Code) Let the set K = {k 1 , k 2 , . . . , ks}, consist of s integers, where all k i < n.
An Interleaved Reed-Solomon code IRS(n, K, s) of interleaving order s is given by
If k i = k, for all i = 1, . . . , s, the IRS code is called homogeneous, otherwise heterogeneous.
Channel Model
Throughout this contribution, we consider so-called burst errors. This is equivalent to a transmission of the IRS code over a Q-ary symmetric channel, where Q = q s . Let
denote the transmitted codeword of an IRS(n, K, s) code and let
. . . For a Q-ary symmetric channel, each error matrix E with a fixed number t of non-zero columns is equi-probable. This error model is the same as in [2, 4, 5, 15] . Note that in [5] these errors are called synchronized errors.
Our Contribution
We present a probabilistic approach for decoding low-rate IRS codes. The algorithm is able to correct errors up to a maximum radius τ (s, ) with high probability. The decoding complexity is quadratic with the length of the code. As channel model, we consider the transmission over a Q-ary symmetric channel, where Q = q s . The following theorem states the main result, which is proven by Theorem 2 in Section 4.3 and Theorem 3 in Section 5.
Theorem 1 (Main Result) Let a homogeneous IRS(n, K, s) code with the rate restricted as in (16) be transmitted over a Q-ary symmetric channel, where Q = q s and the integer is chosen such that (2) is maximized. Then, Algorithm 1 corrects t errors with probability at least
, where
The overall decoding complexity is O(u(n − k)
, where u is given in (7).
Joint Decoding of IRS Codes and the Virtual Extension
Joint Decoding of IRS Codes
Joint decoding of IRS codes exploits that the errors occur at the same positions of each underlying RS code, see also [15] . Hence, assume, the codewords of the IRS(n, K, s) code are transmitted over a Q-ary symmetric channel as described in Section 2.2.
In the first step of decoding, s syndrome polynomials
x j−1 with the coefficients:
for all j = 1, . . . , n − k i and i = 1, . . . , s.
As for the classical BMA or EEA, joint decoding (and also our new approach) calculates a so-called error locator polynomial, i.e., a polynomial Λ(x) ∈ Fq[x] with Λ(α −1 i ) = 0 for all i ∈ E. This polynomial can be normalized, e.g., such that it is monic:
Since the s error vectors e <1> , e <2> , . . . , e <s> are non-zero at the same positions, the error locator polynomial Λ(x) is the same for all s received words and it can be found by solving the following common key equation:
As in the classical case, this corresponds to a linear system of equations S · Λ = T, which is in detail:
. . .
where each sub-matrix S <i> is a (n − k i − t) × t matrix and each T <i> is a column vector of length n − k i − t:
The system of equations from (3) has s i=1 (n − k i − t) equations and t unknowns. In order to guarantee unambiguous decoding, the number of linearly independent equations has to be greater than or equal to the number of unknowns. Under the assumption that all equations in (3) are linearly independent, we obtain the following restriction on t:
However, due to the channel model, there is a certain probability that some of the equations of (3) are linearly dependent. In this case, there is no unique solution of the system of equations and we declare a decoding failure.
Thus, a joint decoder for IRS codes corrects t errors up to the joint errorcorrecting capability t ≤ τ IRS with probability at least (compare [15, Theorem 7 
Solving the system of equations (3) is equivalent to solving a multi-sequence shiftregister synthesis problem. For sequences of equal length, i.e., homogeneous IRS codes, where each of the s sequences has length N i = n − k, the algorithms from [6, 7, 19] can be applied. Decoding heterogeneous IRS codes is equivalent multisequence shift-register synthesis of varying length, where each of the s sequences has length N i = n − k i (see [14] ).
Virtual Extension to a Heterogeneous IRS Code
The scheme by Schmidt et al. [16] virtually extends a usual low-rate RS code as defined in (1) Definition 2 (Virtual Extension to an IRS code [16] ) Let RS(n, k) be an RS code defined by (1) . The virtually extended IRS code VIRS(n, k, ) of extension order is given by
Note that the evaluation of (f (x)) i corresponds to taking the i-th power of each element of the codeword, i.e., (c
(1) denote the received word after transmitting a codeword of the RS code. Taking the i-th power of each element of r (1) provides a virtually created error in the received word r (i) with non-zero values at the same positions as the original one (see [16, Lemma 2] ). Therefore, this creates a virtual burst error. This fact can be used to increase the error-correcting capability of low-rate RS codes (see [16] ) by solving a system of equations as (3) for the virtual IRS code. Note that this approach is also probabilistic, since some equations might be linearly dependent.
In detail, using (5) with s = and k i = i(k − 1) + 1, the decoder from [16] corrects t ≤ τ V IRS errors where
with probability at least 1−P f,V IRS (t). A bound on the failure probability P f,V IRS (t) for = 2 is given in [16, Theorem 3] :
Note that for both, the joint decoding from Section 3.1 and the virtual extension from Section 3.2, the failure probability is approximately 1/(q−1) for t = τ IRS and t = τ V IRS , respectively.
Combining IRS Codes and the Virtual Extension
The approach from [13] considers a homogeneous IRS(n, K, s) code. Each of the s elementary codewords from an RS(n, k) code is virtually extended to a codeword from a VIRS(n, k, ) code as in Definition 2. The maximum decoding radius can be found in [13, Equation (10)] and will be denoted by τ SSB . This approach clearly is also probabilistic, but no bound on the failure probability was calculated in [13] .
Increasing the Decoding Radius
Mixed Virtual Extension
In the following, we extend the approach from [13] by combining the s elementary codewords from the RS(n, k) code of the IRS(n, K, s) code among each other. For example, for s = 2 and = 2, we use the syndromes corresponding to the evaluation polynomials
. We call our code a mixed virtually extended IRS code MIRS(n, k, s, ), which is defined in detail in the following. ). Then, define the vector c <j1,...,j h > , where the coefficients are the element-wise multiplication of the coefficients of the h RS(n, k) codewords:
where j i ∈ {1, . . . , s}, ∀i = 1, . . . , h. We define a mixed virtually extended IRS code MIRS(n, k, s, ) as follows.
Definition 3 (Mixed Virtual Extension to an IRS code) Let IRS(n, K, s) be a homogeneous interleaved RS code with the evaluation polynomials
The mixed virtually extended IRS code MIRS(n, k, s, ) of extension order is given by
for all j 1 = 1, . . . , s and j i = j i−1 , . . . , s ∀i = 2, . . . , h and ∀h = 2, . . . , . Then
Hence, c <j1,...,j h > is a codeword of an RS(n, h(k − 1) + 1) code, for h ∈ {1, . . . , }. The maximum extension order is determined by the code rate R, which will be analyzed in detail in Section 4.3. Note that in this contribution, we consider the transmission of a homogeneous IRS(n, K, s) code, which is then virtually extended to an MIRS(n, k, s, ) code. However, the principle can be extended straightforward to the transmission of a heterogeneous IRS(n, K, s) code.
The MIRS(n, k, s, ) code can be considered as a heterogeneous IRS(n, K, u) code, where the number of parallel RS codewords contained in the MIRS(n, k, s, ) code is the interleaving order u.
Example 1 (Mixed Virtual Extension) For s = 3 and = 2, the mixed virtually extended IRS codes is given by:
is less than k and the degree of all others
is less than 2(k − 1) + 1. The MIRS(n, k, s = 3, = 2) code can be seen as a heterogeneous IRS(n, K, u = 9) code. Note that for each i = 1, 2, 3, the two codewords c <i> and c <i,i> are from an VIRS(n, k, = 2) code. The approach from [13] considers the union of these VIRS(n, k, = 2) codes, i.e., the six codewords:
As mentioned before, let us consider the MIRS(n, k, s, ) code as a heterogeneous IRS(n, K, u) code:
with the set of dimensions K = {k 1 , k 2 , . . . , ku}. To obtain this code, we calculate all possible multiplications of h polynomials f (i) (x) for h = 1, . . . , and i ∈ {1, . . . , s}, where also one f (i) (x) may occur more than one time. This can be seen as the combinatorial experiment of choosing h samples out of a set of cardinality s without order and with repetition. Hence, we can give the interleaving order u of the MIRS(n, k, s, ) code by:
where we used the fact that
Since c <j1,...,j h > is a codeword of an RS(n, h(k − 1) + 1) code for h ∈ {1, . . . , }, the set of dimensions K with cardinality u consists of:
The mean dimension k of the IRS(n, K, u) code is:
which can be simplified using (8):
Furthermore, the original IRS(n, K, s) code and the virtual extension of one RS(n, k) code can be seen as special cases of MIRS(n, k, s, ) codes:
Decoding Algorithm
Based on the definition of an MIRS(n, k, s, ) code (Definition 3), we now describe our decoding algorithm. This algorithm is probabilistic and its failure probability is analyzed in Section 5. Let us consider the transmission of a homogeneous lowrate IRS(n, K, s) code over a channel that adds burst errors. Hence, each of the s parallel RS(n, k) codewords c <1> , c <2> , . . . , c <s> is affected by an error at the same t positions, where some error values might be zero, but for the union of all error positions E = E <1> ∪ E <2> ∪ · · · ∪ E <s> ⊆ {1, . . . , n}, |E| = t holds. To increase the error correcting capability of this IRS(n, K, s) code, we extend it to an MIRS(n, k, s, ) code as in Definition 3 by multiplying element-wise the coefficients of the received words. Hence, we compute the virtually created (and usual) received words by:
for all j 1 = 1, . . . , s, j i = j i−1 , . . . , s, if i > 2 and for all h = 1, . . . , . Based on these (partly virtually created) received words, we denote the syndrome sequences of length n − h(k − 1) − 1 for h ∈ {1, . . . } by:
Then we can calculate the elements of this syndrome sequence by:
We obtain u such syndromes, where u depends on s and (7). In order to use the virtually created syndromes in the decoding process, we need the following lemma. Since the errors occur (also for the virtual received words) at the same t positions, we can find a common error locator polynomial Λ(x) of degree t by multisequence shift-register synthesis.
Our decoding approach is summarized in Algorithm 1. Note that the parameter has to be chosen such that the decoding radius is maximized, which is described in Section 4.3.
The complexity of our algorithm is dominated by the complexity of the SchmidtSidorenko Algorithm for multi-sequence shift-register synthesis for sequences of varying length [14, Algorithm 3] .We apply it for m = u sequences with complexity O(uN 2 ), where N is the length of the longest sequence, i.e., in our case N = n − k and the overall decoding complexity is O (u(n − k) 2 ). The parameter u depends on and s. However, and s are usually small numbers compared to n and hence the complexity of our algorithm is quadratic with the length n of the IRS code. 
Decoding Radius and Asymptotic Considerations
The maximum decoding radius of Algorithm 1 is given as follows.
Theorem 2 (Maximum Decoding Radius of Our Approach)
The maximum decoding radius of a homogeneous IRS(n, K, s) code by extending it to an MIRS(n, k, s, ) code using Algorithm 1 is
Proof We consider the MIRS(n, k, s, ) code again as a heterogeneous IRS(n, K, u) code, where u is given by (7) and the mean dimension k is calculated in (9) . The decoding radius of the MIRS(n, k, s, ) code is the joint error-correcting radius of the heterogeneous IRS(n, K, u) code (see (5)):
With the expressions for u in (7) and for k in (9), we can simplify the decoding radius to (13) .
Again, note that this decoding radius is achieved with a certain probability. The probability of failure is bounded in Section 5. The expression for τ (s, ) (13) simplifies for = 1 to the decoding radius of homogeneous IRS codes τ (s, =1) = τ IRS = s(n − k)/(s + 1) . For s = 1, we obtain the decoding radius of a VIRS(n, k, ) code τ (s=1, ) = τ V IRS (see (6) ). Moreover, for s = 1 and = 1, the result τ (1,1) = τ BM D = (n − k)/2 is the BMD errorcorrecting capability.
Example 2 (Decoding Radius) For the homogeneous IRS(16, 2, s = 3) code over F 17 , Bounded Minimum Distance (BMD) decoding of each of the s = 3 RS codes can correct up to τ BM D = (n − k)/2 = 7 errors in each codeword. Joint decoding of the homogeneous IRS code can decode up to (see (5)) τ IRS = s(n − k)/(s + 1) = 10 errors with a certain probability. The decoding radius of the scheme from [13, Equation (10)] is τ SSB = 11 and also fails with a certain probability. Our new approach extends the IRS(16, 2, s = 3) code to an MIRS(n, k, s = 3, = 2) code with u = 9. The maximum decoding radius of our new approach can be calculated by (13) with = 2 and is τ (s, ) = 12, which is achieved with a certain probability. Moreover, as is shown in the following in Table 1 , our approach decreases the failure probability when decoding up to the joint error-correcting bound.
The extension order has to be chosen such that τ (s, ) (13) is maximized. In the following, we derive an expression that gives the maximum possible code rate R for a given .
It only makes sense to increase the extension order from − 1 to if the new syndromes are long enough to increase the decoding radius. That means, the new syndromes have to provide rows to the increased system of equations with
where S <i> and T <i> are defined as in (4) for i = 1, . . . , u. This means, the following has to be fulfilled:
We insert τ (s, −1) from (13) with − 1 into (15), solve for k and divide by n to obtain a maximum possible code rate for given s and , which results in
This is the maximum code rate R = k/n, for which it is possible to construct an MIRS(n, k, s, ) code with a certain extension order . Note that for s = 1, we obtain:
, which is the rate restriction for a VIRS(n, k, ) code [16] . For asymptotic considerations, if n → ∞, we obtain:
Also, for s = 1, we obtain
, which is the asymptotic rate threshold for one VIRS(n, k, ) code [16] . For example, for s = 1 and = 2, R ∞ ≤ 1/3. In order to obtain a restriction on , when s and R are given, we have to solve (16) for . However, this is only possible for a fixed s, not in general.
As a next step, we want to show the asymptotic relation between the normalized decoding radius τ (s) /n and the rate R if the code length n tends to infinity. Dividing (13) by n and let n → ∞ provides the normalized asymptotic decoding radius for a given :
which simplifies for = 1 to the asymptotic radius for joint decoding of homogeneous IRS codes:
For s = 1, it is the asymptotic normalized decoding radius of a VIRS(n, k, ) code, which was not explicitly given in [16] . In Section 6, the asymptotic decoding radius of an MIRS(n, k, s, ) code is compared with joint decoding, the approach from [13] and the asymptotic Coppersmith-Sudan decoding radius for s = 2 and s = 3.
Analysis of the Failure Probability
Since our approach searches a unique solution for the error locator polynomial, a decoding failure occurs if there are linear dependencies between the syndrome sequences.
In order to derive an upper bound on the failure probability of our approach, we proceed similar as in [15, 16] . We consider the MIRS(n, k, s, ) code as a heterogeneous IRS(n, K, u) code with the set of dimensions K = {k 1 , k 2 , . . . , ku} (compare Subsection 4.1). However, the proofs of [15, 16] are based on the assumption that the error values at the t non-zero positions are stochastically independent. For an MIRS(n, k, s, )=IRS(n, K, u) code, we prove in Lemma 2 that the error values of 2s (partly virtually created) error words are uniformly distributed over all possible values from the finite field Fq. The other virtually created error words might stochastically depend on these independent ones and hence, we cannot use them for bounding the failure probability.
Our approach searches a unique monic error locator polynomial Λ(x) of degree t ≤ τ (s, ) . The failure probability can be upper bounded by the probability that the system of equations from (14) has multiple solutions. Therefore, we bound the probability that the u(n − k − t) × t matrix S does not have full rank t and denote the failure probability, if t errors occurred, by:
This is equivalent to the case that there exists a vector u = 0 of length t, such that
Each syndrome matrix can be decomposed into four matrices , where E = {j 1 , j 2 , . . . , j t } denotes the union of the sets of error positions and e <i> jν denotes the error value at the jν th position of the ith received word. Note that some of these values might be zero. Hence, with a one-to-one mapping from u to v, where (20) is equivalent to
H <i> can be seen as a parity-check matrix of a (punctured) RS(t, 2t − n + k i ) code W (i) and hence with
Assume, the Hamming weight of v is wt(v) = ω. Since of length ω and dimension ω − n + k i + t. Then, we consider the probability Pω that a non-zero vector v with wt(v) = ω fulfills
which is independent of the error positions and only depends on the weight ω. Let us denote the event that w <i> ω ∈ W <i> ω by E i , for all i = 1, . . . , u. The intersection of all events E i , i = 1, . . . , u is given by:
Hence, we can upper bound Pω by the probability that
To calculate this probability, we form the following 2s × t matrix
Note that the 2s rows of W t are 2s vectors
T , where i ∈ {1, . . . , u}. Let the 2s × ω matrix Wω consist only of the ω non-zero columns of W t .
Lemma 2 in the appendix shows that each column of the 2s×ω-matrix Wω is an independent random vector over Fq. We can apply Lemma 2 since in each column of Wω there is at least one non-zero e <i1> j h , for all h = 1, . . . , ω and i 1 ∈ {1, . . . , 2s}. Therefore, there are (q 2s − 1) ω possible matrices Wω. Lemma 3 in [15] bounds the probability that each row w <i> ω of the matrix Wω is a codeword of a q-ary linear code W <i> ω of length ω and dimension ω − n + k i + t, where k i = k for the first s rows of Wω and k i = 2(k − 1) + 1 for the last s rows. We obtain therefore
The upper bound on the failure probability can then be calculated with a similar strategy as in [15] as follows.
Theorem 3 (Upper Bound on the Failure Probability) Let a low-rate homogeneous IRS(n, K, s) code with k i = k, for i = 1, . . . , s over a field Fq be transmitted over a Q-ary symmetric channel and let t burst errors occur. The elementary received words are virtually extended to an MIRS(n, k, s, ) code as in Definition 3 and decoded with Algorithm 1. The probability for a decoding failure is upper bounded by:
Proof We can upper bound the failure probability if t errors occurred as in [15] using the number Mω of non-equivalent vectors of length t and a certain weight ω. 
Note that our bound does not give values less than one up to τ (s, ) , since not all error values are stochastically independent. This is the basis for the proofs of the failure bounds in [2, 4, 15, 16] . Our bound on the failure probability (24) can be rewritten by
Note that for = 2 this is exactly the decoding radius of [13] . For the approach from [13] , no bound on the failure probability was given.
Comparison to Known Results
Asymptotic Decoding Radius
First, we compare the maximum asymptotic decoding radius of our approach (18) to the maximum radii of known approaches for decoding IRS codes (joint decoding [2, 15] , the scheme from [13] and Coppersmith-Sudan [5] ), all with the assumption of a transmission over a Q-ary symmetric channel (see Section 2.2). The asymptotic maximum decoding radius of joint decoding of IRS codes [2, 15 ] is a special case of our decoding radius for = 1 and shown in (19) .
For the scheme from [13] , the maximum asymptotic decoding radius for n → ∞ is with [13, Equation (10)]:
The maximum decoding radius of the Coppersmith-Sudan algorithm [5, Theorem 1] for homogeneous IRS codes is:
For n → ∞, the maximum asymptotic normalized decoding radius is therefore
Figures 1a and 1b show the asymptotic normalized decoding radius τ /n depending on the code rate R = k/n of our new approach compared to joint decoding of IRS codes [2, 15] , the approach from [13] and the Coppersmith-Sudan algorithm [5] for the interleaving orders s = 2 and s = 3. It can be seen that there is a rate region, where our approach achieves the highest maximum decoding radius. Recall moreover that for the approach from [13] , no bound on the failure probability was calculated. Comparison of the asymptotic decoding radius τ /n and n → ∞ over the code rate R = k/n for an IRS code with interleaving order s = 2 and s = 3 for different decoding approaches.
Failure Probability
As described in Section 3, the bound on the failure probability (for the transmission over a Q-ary symmetric channel) of joint decoding of IRS codes is in the order of 1/(q − 1) if the number of errors is exactly τ IRS , but it decreases quite fast for a smaller number of errors. For the approach from [13] , no upper bound on the failure probability was calculated. The decoding probability of the CoppersmithSudan approach (for the transmission over a Q-ary symmetric channel) is given in [5, Theorem 1] and therefore the failure probability is upper bounded by
which is worse than the failure probability for joint decoding. An upper bound on the failure probability of our approach for the transmission over a Q-ary symmetric channel is derived in Theorem 3. Table 1 shows the simulated failure probability for a IRS(16, 2, s = 3) code over F 17 for joint decoding, the approach from [13] and our new approach. These probabilities are compared with the theoretical upper bounds for joint decoding and our new bound.
Note that our approach also can be used to decrease the failure probability when decoding only up to the joint error-correcting capability of IRS codes (5). However, the bound on the failure probability is not valid up to τ (s, ) , but only up to (25) (see e.g. t = 12 in Table 1 ). Here, our bound is only valid up to t = 11. Table 1 : Upper bounds and simulation results for the failure probability of an IRS(16, 2, s = 3) code, extended to an MIRS(n, k, s = 3, = 2) code with u = 9 and q = 17. To show the performance of Algorithm 1, we give simulation results of the transmission of a homogeneous low-rate IRS code over a Q-ary symmetric channel, where Q = q s and the crossover probability is p QSC . Figure 2 shows the word error probability P W of the IRS(255, 25, s = 3) code over F 2 8 extended to an MIRS(n, k, s = 3, = 2) code with u = 9 over a Q-ary symmetric channel with Q = (2 8 ) 3 . The word error probability is the sum of the error probability and the failure probability.
Conclusion
We proposed a new probabilistic decoding algorithm for homogeneous low-rate IRS codes, which decodes errors beyond their joint error-correcting capability. This approach can be seen as the generalization of known approaches. Asymptotic parameters and restrictions were calculated. We gave simulation results for the word error probability and calculated an upper bound on the failure probability for the transmission over a Q-ary symmetric channel. The results show that our approach can also be used for decreasing the failure probability when we only decode up to the joint error-correcting capability.
The following lemma is an extension of [16, Lemma 4] . Lemma unequal to zero for i 1 ∈ {1, . . . , s}. Thus, for each column any non-zero column vector of length 2s is equi-probable. Note thereby that i 1 might be different for different columns. Hence, our proof holds for any error pattern under the assumption that there is at least one non-zero error values at each position. From the fact that for each column any non-zero column vector is equi-probable, it follows that the different columns are independent random vectors over F.
Concerning the proof of Lemma 2, since there are 2s + 1 values, we can fix any of them. If the value of e <1> is assumed to be fixed, then we are able to generate (q 2s − 1) different vectors overall. The distribution of e <1> does not play a role since for any e <1> , all non-zero vectors are created with equal probability.
