A new reorthogonalized block classical Gram-Schmidt algorithm is proposed that factorizes a full column rank matrix A into A = QR where Q is left orthogonal (has orthonormal columns) and R is upper triangular and nonsingular.
Introduction
For a matrix A ∈ R m×n , m ≥ n, we consider the computation of the Q-R decomposition
where Q ∈ R m×n is left orthogonal (i.e., Q T Q = I n ) and R ∈ R n×n is upper triangular. The matrix A is assumed to have full column rank.
The approach considered is block classical Gram-Schmidt with reorthogonalization (BCGS2) which operates on groups of columns of A instead of columns in order to create a BLAS-3 [4] compatable algorithm. Thus we assume that A is partitioned into blocks A = (A 1 , . . . , A s ), where each A i has p i columns, i.e. A i (m × p i ) for i = 1, . . . , s, with n = p 1 + p 2 + . . . + p s .
The block Gram-Schmidt algorithm that we present is a generalization of the classical GramSchmidt method with reorthogonalization (CGS2) which was first proposed and analyzed by Abdelmalek [1] , but our analysis and development follow the flavor of that given by Giraud et al [5] . A similar block algorithm based upon CGS, justified only by numerical tests, is proposed by Stewart [12] . Other block Gram-Schmidt algorithms are presented by Jalby and Phillippe [10] and Vanderstaeten [13] . A goal of this paper is to establish the stability analysis results for BCGS2. As summarized in §3.3, our analysis has implications for the algorithm in [1, 5] and shows that the CGS2 algorithms produces a near orthogonal matrix under weaker assumptions than given in [5] . An excellent summary of the role of Gram-Schmidt algorithms is given in [3, §2.4, §3.2] and in the 1994 survey paper [2] .
We prove that BCGS2 is numerically stable under natural conditions outlined in §3 producing computed Q and R by BCGS2 in floating point arithmetic with machine unit ε M that satisfy
for modestly growing functions f 1 (·) and f 2 (·), where p = max 1≤i≤s p i is the maximum block size of A. We assume that f j (m, n, p)ε M < 1, j = 1, 2, otherwise these bounds are meaningless. At the core of our block CGS method is a routine local qr, where for a matrix B ∈ R m×p , p ≤ n ≤ m, produces [Q, R] = local qr(B)
for some modest function L 1 (·). The routine local qr may be produced using Householder or Givens Q-R factorization. For appropriate BLAS-3 speed [4] , that is, to take advantage of caching, the implementation of local qr may be done using the "tall, skinny" Q-R (TSQR) discussed in the recent Ph.D. thesis by Hoemmen [8, §2.3 ]. An interpretaton of [7, §19.3] on the error analysis of
where d 1 is a constant. If we make the assumptions in Theorem 3.4 for p = 1, then the CGS2 algorithm described by Giraud et al. [5] satisfies (4)- (5) .
In §2, we present our algorithm, and in §3, we prove the properties (2)-(3), followed by our conclusions in §4.
Reorthogonalized Block Gram-Schmidt
First, we summarize the algorithm in [1, 5] . Let A ∈ R m×n be given column-wise as A = (a 1 , . . . , a n ).
To generate the decomposition (1) with R = (r ij ) and Q = (q 1 , . . . , q n ), a step in the CGS2 algorithm takes a near left orthogonal matrix U ∈ R m×p , a vector b ∈ R m , and produces r b ∈ R, s b ∈ R p and q b ∈ R m such that
Ideally, q b is orthogonal to the columns of U, so (6) should be replaced by
However, the condition (8) becomes hard to enforce as r b approaches zero. Unlike the version of this procedure in [5] , we scale the approximation to q b at each step. That change has two benefits: (1) the function cgs2 step below is more resistant to underflow; (2) it leads to a natural generalization to a block algorithm.
Notice that one step of CGS2 consists of exactly two steps of CGS. We have
so, clearly, (6) holds. The CGS2 algorithm from [1, 5] for computing the Q-R decomposition is stated next.
end; end; cgs2
To obtain the new function block CGS2 step, the block analog of cgs2 step, the function local qr substitutes for scaling the vectors. First we introduce the function block CGS step.
Since we assume that U andQ are near orthogonal in the sense that
a simple eigenvalue/singular value analysis yields the bounds
of which we will make generous use throughout our analysis.
The behavior of this routine in floating point arithmetic is given by the next two lemmas. The proof of the first one is elementary, obvious, and will be skipped. 
If we use a standard matrix multiply and add routine, reasonable values for L 2 (m, t, p) and
A second lemma yields a backward error bound. 
where
Proof. We simply unwind the relationships from Lemma 2.1 to obtain
which is (17)-(18). The use of standard norm inequalities yields (19)-(20).
A norm bound that results from Lemma 2.2 is necessary for our error analysis.
Lemma 2.3
Assume the hypothesis and notation of Lemma 2.1, then the computedR from Function 2.3 satisfies
Proof. Taking (17) multiplying on the left by Q T and reorganizing terms, we havē
To bound R 2 in (22), we first need to bound
where Z is orthogonal and R U is upper triangular. Then
and
. Using the assumption (11) and the results of Lemma 2.2, we have
by our assumption about
Using (23), (24), and solving for R 2 yields
which is (21). Now we introduce the function block CGS2 step which consists of two steps of block CGS step. The first step of block CGS2 step for given B produces Q 1 , R 1 , S 1 such that
The second step takes Q 1 and yields Q B , R 2 , S 2 satisfying
From (25)- (26), it follows that
In exact arithmetic,
Thus, we expect that
B 2 . Thus, as in (6)- (8), ideally, (29) should be replaced by
but (30) 
which are freely used in our analysis. In exact arithmetic,
An approach to developing a procedure similar to Function 2.4 is given by Strathopoulos and Wu [11] . In our notation, they find Q B such that
that also satisfies (30). The focus of their paper is a procedure for local qr that is designed to be efficient in terms of storage accesses if B is "tall and thin" (i.e., m ≫ p), but satisfies neither of the criteria (4)- (5) well. The authors compensate by crafting a routine like that above, but using outer iterations to get U T Q B 2 as small as possible and inner iterations to get I p − Q B T Q B 2 as small as possible. For our routine, the number of inner iterations is 1 and outer iterations is 2. The concern about "tall and thin" matrices B is alleviated by use of the "tall, skinny" Q-R (TSQR) as in [8, §2.3] .
As well as repeating the two operations from block CGS step, there are two other operations for which we need error bounds. In floating point arithmetic, the computed values of S B and R B from Function 2.5 satisfy
where L 4 (·) and L 5 (·) are modestly growing functions. For conventional matrix multiply and add, 
In the block analog of Function 2.2, we partition A ∈ R m×n into
where A k ∈ R m×p k for k = 1, . . . , s. In practice, if p = ⌈n/s⌉, then usually, p i ∈ {p − 1, p}. In this input to Function 2.5, we define the parameter blocks as
Likewise, we partition Q into
We letQ
and let
The initial step of factoring the first block is [Q 1 , R 1 ]=local qr(A 1 ) with R 11 = R 1 andQ 1 = Q 1 . Then for k = 1, . . . , s − 1 we compute S k+1 , Q k+1 and R k+1,k+1 by Function 2.4 for B = A k+1 and U =Q k . Thus if
thenÂ k+1 =Q k+1 R k+1 , k = 1, . . . , s − 1 and, finally, A = QR, with Q =Q s and R = R s .
We summarize the algorithm BCGS2 as follows. 3 Error analysis of the algorithm BCGS2
Our error analysis of Function 2.5 is the result of the error analysis of one step of Function 2.4 followed by an induction argument. The details of our proof use standard error analysis assumptions and techniques.
Error Bounds for Function 2.4
To establish our error bound for Function 2.4, we establish two bounds. The first, on
has no preconditions. The second, on
requires one of two assumptions. The first assumption is
The second is that R 
Proof. Using Lemma 2.2 on the second block CGS step in Function 2.4 yields
Multiplying by R 2 yields
If we use the fact that F 2 = ∆Y 2 − δY 2 + U(δS 2 ) from Lemma 2.2, then we have
Expanding Q 1 R 1 using Lemma 2.2 yields
Using the definition of F 1 in Lemma 2.2 and the backward error for S B in (33) we have
Using norm bounds yields
establishing (48)-(49).
A crucial norm relationship is given by the following lemma.
Lemma 3.1 Let R 2 and Q 1 be result of implementing Function 2.4 in floating point arithmetic with machine unit ε M . Then, if R 2 is nonsingular, for γ < 1
if and only if R −1 2
Proof. We start with interpreting Lemma 2.1 for the second CGS step in in Function 2.4 which leads to
Taking the normal equations matrices of both sides yields
An expansion of Q
so that the combination of (52) and (54) is
Now to show the equivalence between (50) and (51). Since we assume that R 2 is nonsingular, we can rewrite (55) as
If λ 1 (·) is the leading eigenvalue of the contents, then (56) is given by
(57)
Using the relationship, λ 1 (C T C) = C 2 2 on (57) yields
Thus assuming (50) yields
establishing (51). Likewise, a similar algebraic manipulation of (59) shows that (51) implies (50).
Before showing the effect of assumption (44), we need a small technical lemma. Proof. Since the smallest singular value of R B satisfies
assumption (44) may be written
Thus R 2 R 1 is nonsingular. Since R 1 and R 2 are square, R 1 and R 2 are each nonsingular.
We now show the effect of the assumption (44). Proof. From Lemma 3.1, (50) and (51) are equivalent so we need only prove (50). Interpreting Lemma 2.1 and using the result of Lemma 3.2 for the first CGS step in Function 2.4 yields
Combining (60) and (61) yields
which satisfies (50).
Now we have a conditional bound on U T Q B 2 from Function 2.
Theorem 3.2 Assume the hypothesis and notation of Lemma 2.1. Assume also that U satisfies (11) and either (44) or (47) holds. Then Function 2.4 produces Q B that satisfies
Proof. Applying Lemma 2.2 to the second block CGS step of Function 2.4 yields
2 . Norm bounds lead to
From Lemmas and 3.1 and 3.3, either assumption (44) or (47) yields (50)- (51), thus
which from (45) becomes
Using γ < 1 produces (62).
Error Bounds for Function 2.5
Obtaining the bounds (2) and (3) are simply the result of induction arguments on Theorems 3.1 and 3.2.
In the arguments of this section, we assume that all of the blocks A 1 , . . . , A s have the same dimension, i.e., p 1 = · · · = p s = p. To have blocks of differing size, we could just assume that p = max 1≤i≤s p i and make some other minor adjustments to the proofs in this section.
We begin with (3) and let t k = kp. 
Thus (3) follows from (65)-(66) by taking k = s.
Proof. For k = 1,Â 1 = A 1Q1 = Q 1 and R 1 = R 11 , by our assumption (5)
For the induction, step assume that the theorem holds up to step k and prove for step k + 1. For k < s, we have that
where S k+1 ∈ R t k ×p and R k+1,k+1 ∈ R p×p . Thus,
The first term is bounded by the induction hypothesis, the second results from applying Theorem 3.1 to A k+1 ,Q k , S k+1 , Q k+1 and R k+1,k+1 which gives us
Combining (67), (68), and (68) yields
Since f resid (·) is monotone nondecreasing is all of its arguments and Â k 2 , A k+1 2 ≤ Â k+1 2 , (68) becomes
Taking square roots establishes the induction step of the argument.
To prove the orthogonality bound (2), we need to make define
be the upper triangular matrix produce in the second call to Function 2.3 in the kth step of Function 2.5. Our generalizations of assumptions (44) and (47) to Function 2.5 are
where f sing (m, t, p) is defined by (46). Using these two assumptions, we have our final theorem.
Theorem 3.4 Assume the hypothesis and notation of Theorem 3.3 and that either assumption (71) or (72) holds. Then for k = 1, . . . , n,
where f 1 (·),γ k and α satisfy (69)-(70). Interpreting (73) for k = s yields (2).
Invoking the induction hypothesis, applying Theorem 3.2 toQ k and Q k+1 , and using the assumption (4) yields
where using the implicit definition of f 1 (·) the definitions of γ k and α in (69)-(70), and of L F (·) in (20), we have
We can bound c orth (·) by
Since L F (·) is nondecreasing in all of its arguments
Combining (74)-(75) yields the induction step for (73). When p = 1, t k = k and we will interpret it as such. In floating point arithmetic, the computed values satisfy
From (76)- (77), it follows that
The other operations of a CGS step ares
where 
where r (2) kk is the diagonal element in the second Gram-Schmidt step at step k of Function 2.2. Either assumption leads to the bound
n L F (m, n, 1). Notice that (78) is merely an assumption that each of the diagonals of R is sufficiently bounded away from ε M a k 2 . There is no assumption on the condition number of R (or A) and (78) much weaker than the assumption given by Giraud et al. [5] for Function 2.2. The second assumption, (79), is very similar to an assumption discussed by Abdelmalek [1] .
Conclusions
Function 2.5 is a new block classical Gram-Schmidt Q-R factorization with reorthogonalization. We have shown that as long as the diagonal blocks on R do not become too ill-conditioned, the factorization produces a near orthogonal Q according to the criterion (2) and a small residual according to the criterion (3).
Moreover, if we consider the block size 1, we have improved a bound of Giraud et al. [5] for Function 2.2 showing that a near left orthogonal Q is produced if diagonals of R are bounded sufficiently away from zero.
