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Consider the system of equations 
Lf = f(h x, y, 4, E?j = g(k x, Y, 4, (1) 
i = f(k x, Y, O), 0 = g(k x, Ya 0) (2) 
where E > 0 is a real parameter, t E R, x, f  E R”I; y, g E R”a. Here R’“i 
denotes the space of real vectors of dimension ni with the norm of 
x = (x,, . . .) x,+ defined by 1x1 = Zjxij and R is the set of real numbers. 
Assuming that Eq. (2) has a periodic solution x = O(t), y = x(t), Flatto 
and Levinson [2] gave sufficient conditions on f, g which assure the 
existence of a unique periodic solution of (1) for E sufficiently small which 
converges to 6, x as E + 0 uniformly for t E R. For generalizations of 
the work of [7] concerning periodic solutions, see Rang [7]. It is the 
purpose of the present note to prove a theorem for the case where e(t), 
X(t) are almost periodic. The method of proof follows very closely the 
proof in [2]. 
We make the following assumptions: 
(I) System (2) has a solution x = e(t), y = x(t), where O(t), X(t) are 
almost periodic (a.p.) and uniformly continuous for t E R. 
(II) There exists a positive constant p such that for (x, y,e, t) E S, x R, 
f, g are uniformly a.p. and uniformly continuous in t and f, f,, f,,, g, g,, g, 
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are continuous and bounded. Here, S, is the set of (n, y, E) such that 
for some t E R, 1% - W)( + IY - x(t)/ + E < p and f,, frp g,, g,. are 
Jacobian matrices. 
In the following we let f,(t), t,(t), g,(t), g,(t) denote the Jacobian 
matrices evaluated at II = 6(t), y = x(t), F = 0. 
(III) There exists a constant ,LL~ > 0 and a real nonsingular matrix P(t) 
which, together with its inverse P-l(t), is bounded and uniformly contin- 
uous for f E R, @ is continuous and bounded for f E R, and 
P-V)gy(t)W = diag [B(t), WI 
where B(t) is an n x n matrix having characteristic roots with real parts 
< - 2,~(,, t E R; C(t) is an m x m matrix having characteristic roots 
with real parts > 2yc,, t E R, and n + m = ‘YIP. 
(IV) The matrix gr-l(t) exists for t E R, g,-l(t)gJt) has a continuous 
and bounded first derivative in R, and, if 
then there esist constants K,, o such that the matrix @(t, s) satisfying 
dX 
- = -4 (t)X, 
at 
X(s) = E, the identity matrix, 
has the property that 
pqt, s)I 6 K, e-o(t-S), t > s. 
THEOREM: If hypotheses (I) - (IV) are satisfied, then there exist an 
Ed > 0 and a p > 0, such that, for 0 < E < .s3, (1) has a unique solution 
x = p(t, E), y = q(t, E) belonging to the region Ix - 0(t)/ + [y - x(t)] < p 
for TV R, and )p(t, &) - 0(t)) + ]q(t, E) - x(t)] +O as E -+O uniformly 
in t, t E R. This solution is a.$. if P(t) ilz (III) is a.p. 
This result does not yield the result of Flatto and Levinson for the 
case where 0(t), x(t) are periodic. Hypothesis (IV) is stronger than 
necessary for the periodic case since it can be replaced by the assumption 
that the equation x’ = A(t)x has no periodic solution with the same 
period as 8, x. For general a.p. functions, it does not seem possible 
to weaken (IV) significantly. As may be seen from its proof, our theorem 
is also true if all the characteristic roots of A(t) have nonzero real parts, 
or if A(t) is approximately similar (see [3] for the definition) to a matrix 
which satisfies (IV); we have foregone these generalizations in the 
interest of simplicity. 
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We need the following lemma. 
LEMMA: Let Q(t) be an N x N matrix, zcniformly continuous and 
bounded for t E R and such that the real parts of its characteristic roots are 
< - 2,~ for some p > 0 and t E R. If $(t, s, E) is the solution of 
EX = Q(t)x, X(s) = E, E > 0, 
then there exist positive constants K and E,, such that 
I~(t,s,E)I~Ke-r(t-s)l& for - CQ<S<~< 00, O<E<&O. 
The proof of this lemma will not be given here since it follows so 
closely the proof of Flatto and Levinson [a]. In [2], s, t were restricted 
to a finite interval, but with the assumption of uniformly continuity 
above, the proof is easily extended to the infinite interval. The lemma 
in the above form is also applicable to problems of the existence of integral 
manifolds of singularly perturbed equations as considered by Mitropolski 
[6]. Mitropolski uses a “theorem” of Lyaschenko [4] which unfortunately 
is incorrect (see counterexample in [5, p. 6]), but the above lemma 
justifies the results of Mitropolski. 
Returning to the proof of the theorem and following Flatto-Levinson, 
the transformation 
5 = x - e(t), ‘w = Y - x(t) + WE, (3) 
where U(t) = g,-l(t)gJt), applied to (1) yields 
g = f (k t + 8, ze.1 + x - UE, 4 - f (6 0, x, O), 
Ed; = g(t, f + 6, w + x - ut, E) - g(t, 8, x9 O), 
If we define 
F = f(t, 5 i- 8. W i- x - u& E) - f(t) 8, X, 0) - (fx - fy u)t - f, W, 
G = g(t, 5 f 8, W -I- x - u& &) - g, W - ER + &tit i- 
+ af(t, 6 + 8, w + x - UE, 4 - f(t. 0, X, fyi, 
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then (3) becomes 
~6 = g, w + G(t, 5, w, E). 
\Ve observe that F(t, 5, U, E) and G(t, 6, W, E) each have the following 
property with respect to E, W, and E. Given 6 > 0, there esists e,> 0 
such that for J&J, 151, !zLJ, JE’j, jw~‘J all < .si we have 
IF(t, E’, w’, F) - F(k t, w, &)I < S(lt’ - (j + p’ - zbl). 
IW E’, ZLI’, E) - G(t, 5, W, E)/ < S(l:’ - 51 + p’ - xi). 
Also 
lF(t,O,O,E)/ +O as E +O, lG(t,O,0,~)( -0 as E -FO, 
uniformly for t E R. 
%‘e now must prove that for E sufficiently small (4) has a solution 
(t(t), w(t)) which approaches zero as E + 0 uniformly for t E R. LfYth 
the change of variables 
w = P(t)z, 
where P(t) is as in (III), system (4) becomes 
i = A @)E + A,@)2 + fqt, E, 2, -4 
~2 = D(t)z + R(t, E, z, F) 
(5) 
where D(t) = diag [B(t), C(t)], A,(t) = /#P(t), and 
R(t, 6, z, E) = P-l(t)G(t, [, P(t)z, E) - ~Ij(t)z 
fq, Es z, 8) = q, 5, W)z, E). 
yi$arf’r if 6 > 0 is arbitrary there exists si > 0 such that if 1.~1, It/, (21, 
I z < El> 
lR(t, t, z, E) - R(t, 5’9 z’s &)I < qt - E’) + /z - z’l), 
and similarly for H. 
The last equation in (5) can also be written as the system 
~ii = B(t)u + R,(t, 5, u, ZJ, E) 
&it = C(t)v + R,(t, 6, u, u, e) 
(ff4 
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where z = (u, z!), and the functions R, and R, satisfy the same Lipschitz 
properties as the function R above. 
We now consider the transformation r: [f(t), u(t), v(t)] - [i(t)], 
C(t), C(t)] given by: 
5(t) = - f 
I 
Y(t, s, E)R&, 5, ti, s, E) ds 
t 
(7) 
where A,(t) = [A,(t), 441; W, s, E) &t, s, E), and Y(t, s, E) are respec- 
tively the matrix solutions of X = A(t)X, X(s) = E, & = B(t)X, 
X(s) = E, and EX = C(t)X, X(s) = E. Let E > 0 be sufficiently small, 
A =- m”,“p< m(14(s)l + MS)) 
K = max (K,, K,, KJ where KS and K3 are such that 
I&t, s, E) 1 < K, e-plv- s)IE, t 3 s, 
IY(t, s, E) 1 < KS cfl~(~ - +, t < s, 
insured by the Lemma, ,u = min (,~r, a), and K, and u are as in (IV). 
For any 6 > 0 there exists e i = &r(B), ei> 0, such that, for 1~1, 161, 
lul* jq < El’ 
) Ri(t, 5, u, v, 8) - &(t, 0, 0, 0,~) ( < 3&, i = 1,2,3, R, = HI. (8) 
Fix 
6 = (p/K) min (b/4, l/12, c/6, c/[2(c + a)]) 
where c = ,u/6AK, b = min (c, 1). Then clearly (8) holds also for (~1, 
ItI < Q, and 1~1, 1~1 < be,. Define a = &r(B), and the set Y(a, b) of vector 
functions (i(t), u(t), v(t)) such that for all t E R, It(t)/ < a, \@)I < ba, 
1441 < ba. 
Then for [t(t), 21(t), v(t)] E Y’(u, b) we obtain, from (7), I$@)[ ,< (K/p) * 
[2Abu + 36~ + q(e)] where q(a) -+ 0 as E + 0 provided E < a. Thus 
there exists an es, c1 > as > 0 such that 
for E < fzs. 
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-41~0, from (7), there exists OJ&) + 0 as E - 0 and therefore Ed, en >, e3 > 0, 
such that 
A similar result holds for ifi(t)(, and we have that (7) maps Y’(u, b) into 
Y(a, b) for all E sufficiently small. Consider the space E of all vector 
functions [t(t), zd(t), v(t)] continuous and bounded for t E K with norm 
given b! 
I/E;u, v)// = c sup 151 + sup id + sup /l’i 
where the suprema are taken over all t E R. The set .Y’(cz, 0) is a closed 
subset of the complete space E. 
For F sufficiently small, we have from (7) for [t(t), u(t), 71(t).!, 
It’(t), u’(t), s’(t)] E qu, 6) 
ll(E - t’, 2; - 21’, 77 - a’)11 < 6$ (c + 2) sup /E - ,t’j $ 
; (c(A + d) + Ib) (sup 126 - ft’j + sup 1z’ - I”!) 
when the suprema are over t E R and 5, E’, . . . , are functions of t. Using 
the values for c and 6 given above, we find that the right side of the 
above inequality is just 2-l II(E - ,t’, u - u’, 1’ - zf’) 11. 
Hence, for E sufficiently small the mapping r given by (7) is a contrac- 
tion on Y(a, b) and hence has a unique fixed point, say [((t, e), ,u(t, e), 
7% 41 E Y(a, b). By (4) and (i), the functions p(t, e) = E(t, E) + O(t), 
q(t, E) = w(t, E) + x(t) + U(t)t(t, E) where u(t, E) = [u(t, F), v(t, E)], sat- 
isfy (1). Since a = ~~(8) can be chosen arbitrarily small if e is small, 
I[(t, &)I - 0, jzn(t, E)/ --t 0 as E + 0, uniformly for t E R. 
To show p and Q a.p. if P(t) is a.p., we return to system (5) for (;‘, .z) 
and use a theorem of Amerio [ll. This system is for fixed .s sufficiently 
small of the form 
a - = qt, ;) at 
where c = (5, z), and L is a.p. in t uniformly with respect to ;. Cor- 
responding to the region 9’(a, b) in [E(t), u(t), v(t)] space there is a closed 
neighborhood .N(u, b) of the origin of the c(t) space. In this neighborhood 
it has been shown that there exists a function c(t) satisfying the above 
equation, and which is, in fact unique, and hence separated in the sense 
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of Amerio. Since the same can be said for any equation of this same 
form except where L is replaced by any function in the closed hull of L 
(this does not affect the neighborhood M(u, b)), Amerio’s theorem applies 
and we have that C(t) = [E(t), z(t)] is a.p. Hence [t(t), w(t)] is a.p. since 
P(t) is. 
This proves the theorem. 
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