Traditional flower retrieval system uses the technology of the low-level visual feature extraction and image similarity measurement, which has poor generalization ability and low retrieval efficiency. In order to obtain more detailed and abundant image features, a method of flower feature extraction based on deep convolution network is proposed. The deep learning model of VGGNet convolution neural network is used to realize flower retrieval. The experimental results of Oxford 102 flower data set show that the method based on VGG16 model has the characteristics of high accuracy, fast query speed and good robustness.
Introduction
Admire the beauty of flowers is a kind of behavior that human beings are close to nature. People's demand for flower appreciation is increasing. When we see a beautiful flower but don't know its name, we can't further understand it and acquire its related knowledge. The most primitive method is that users input text through the network to retrieve, so it depend on whether the text information input by users is accurate. In 1992, Kato first proposed a content-based image retrieval method, which means that the query condition itself is an image. By extracting the color, texture, shape and other features of the image to establish the index, and by comparing the distance between these features to determine the similarity between the instance image and the any image in the image datebase. Ke Xiao et al. (1) researched the region segmentation, feature extraction for flower image and the fusion of the same content-based image filtering and flower image retrieval algorithm based on SVM. K. H. Phyu et al. (2) proposed a feature extraction method based on Canny edge histogram descriptor, color layout descriptor and shape descriptor in curvature scale space, which improved the accuracy of flower retrieval. D.
H. Apriyanti et al. (3) had a study on orchid and improved the retrieval rate by using the maximum similarity method based on region merging to segment flower images and extract features. According to the characteristics of flower images Wu Huining (4) come up with an improved visual attention model based on Itti model, which combines the transformed flower saliency map with visual attention model to extract features, and then combines with SVM multi-class classifier to improve the accuracy of flower retrieval. Although some studies have shown that the accuracy of flower classification can be improved to some extent by fusing characteristic information such as color, texture and shape, these methods are difficult to achieve better results because of the complex background, intensity of light, shooting angle, projection and occlusion between flowers and leaves (5) .
In 2006, G E Hinton in Toronto University published an article based on "Dimension Decline Based on Neural
Networks" (6) and were well ahead of the second place, thus it started the upsurge of CNN research. AlexNet (7) , CaffeNet, GoogleNet (8) , VGGNet (9) , ResNet (10) CaffeNet, the improved VGG16 has obvious advantages. learning ability, so it has strong extensibility and good generalization. The network structure is shown in Figure 1 below. 
Flower Retrieval Based on VGG-Net

ReLU Activation function
When the input x value is less than 0, the output value is 0. When the input x value is more than 0, the output value is equal to the input value, which reflects the choice of the ReLU activation function to the signal. This feature can shield part of the noise mixed in the signal, not only can improve the learning accuracy, but also can obtain sparse signal characteristics.
Dropout
Overfitting is a common problem in deep learning. If the model is overfitted, the adopted model is almost useless.
In order to solve the problem of overfitting, multiple model integration methods can be adopted. But training multiple models and testing multiple models can be cumbersome.
Overfitting and time consuming are two major shortcomings of training depth learning, and dropout can effectively alleviate overfitting and achieve regularization effect to a certain extent. 
Experimental Environment Setting
In order to improve the accuracy of flower retrieval by improving VGG16 structure. In this experiment, under the ubuntu16.04 system, the graphics card uses Nvidia-1080ti
and takes TensorFlow as the back end. In Keras, the Oxford102 flower model was trained based on the VGG16 model. Finally, specific parameters were set: batch size was 32, learning rate was 10 -5 , weight decay was 5×10 -4 , and inertia momentum was 0.9. In terms of input data, a random clipping method is adopted to obtain fixed size 224×224 as the input image, and a random horizontal mirror image and a random translation image channel are adopted to enrich the data. In terms of evaluation indexes, the retrieval accuracy and the average training time of each image were measured. Retrieving by an instance image.
Experimental Results and Analysis
The retrieval system is set to retrieve 10 similar images for every input instance image. Fig.5 and Fig.7 are input instance images, and Fig.6 and Fig.8 are other retrieved images. As shown in Table 2 , the retrieval result accuracy increased from 81.43% to 86.47% by 5.03% with the method in this paper. The processing time for each image in the data set was 0.732s. Fig. 9 records the real-time relationship between the number of iterations and test accuracy. 
Conclusions
This paper compares CaffeNet's algorithm with the proposed algorithm which adjusts the VGG-net network model and parameters, and verifies the feasibility of this algorithm. After many experiments with the data set of Oxford 102 Flowers, the results can prove that the precision of flower retrieval has been improved obviously.
