Abstract. This paper studies a statistical skin-color model and its adaptation. It is revealed that (1) human skin colors cluster in a small region in a color space; (2) the variance of a skin color cluster can be reduced by intensity normalization, and (3) under a certain lighting condition, a skin-color distribution can be characterized by a multivariate normal distribution in the normalized color space. We then propose an adaptive model to characterize human skin-color distributions for tracking human faces under di erent lighting conditions. The parameters of the model are adapted based on the maximum likelihood criterion. The model has been successfully applied to a real-time face tracker and other applications.
Introduction
Human face perception is currently an active research area in the computer vision community. Locating and tracking human faces is a prerequisite for face recognition and/or facial expressions analysis, although it is often assumed that a normalized face image is available. Facial features, such as eyes, nose and mouth, are natural candidates for locating human faces. These features, however, may change from time to time. Occlusion and non-rigidity are basic problems with these features.
Color is another feature on human faces. Much research has been directed to understanding and making use of color information. Color has been long used for recognition and segmentation 1, 2] and recently has been successfully used face locating and tracking 3, 4, 5] . However, color is not a physical phenomenon. It is a perceptual phenomenon that is related to the spectral characteristics of electro-magnetic radiation in the visible wavelengths striking the retina 6]. Using color as a feature for tracking human faces has several problems. First, the color representation of a face obtained by a camera is in uenced by many factors such as ambient light, object movement, etc. Second, di erent cameras produce signi cantly di erent color values even for the same person under the same lighting condition. Finally, human skin colors di er from person to person. In order to use color as a feature for face tracking, we have to solve these problems.
In this paper, we quantitatively investigate human skin color distributions. A common believe is that di erent people have di erent color appearances. This study shows that such a di erence lies largely in intensity than color itself. By color normalization, the skin-color di erence among di erent people can be greatly reduced. Furthermore, using goodness-of-t techniques, we verify that under a certain lighting condition, a human skin-color distribution is a normal distribution. Based on these results, we present an adaptive parametric model to characterize human skin-color distributions for di erent people under di erent lighting conditions. Since a linear transformation of a normal distribution is still a normal distribution, the di erent skin-color distributions can be considered as transformed distributions from other distributions. We propose to use a linear combination of the known parameters to predict or approximate new parameters. The maximumlikelihood method has been used to estimate the coe cients of the linear transformation. We investigate two cases: estimating mean vector only and estimating both mean vector and covariance matrix. We derive the maximum likelihood estimates for both cases.
Skin-Color Distributions
A color histogram is a distribution of colors in the color space and has long been used by the computer vision community in image understanding. For example, analysis of color histograms has been a key tool in applying physics-based models to computer vision. It has been shown that color histograms are stable object representations una ected by occlusion and changes in view, and that they can be used to di erentiate among a large number of objects 2]. In the mid-1980s, it was recognized that the color histogram for a single inhomogeneous surface with highlights will have a planar distribution in color space 7] . It has since been shown that the colors do not fall randomly in a plane, but form clusters at speci c points 8]. It has been further observed that (1) human skin colors cluster in a small region in a color space; (2) human skin colors di er more in intensity than in colors, and (3) under a certain lighting condition, a skincolor distribution can be characterized by a multivariate normal distribution in the normalized color space 5]. The Figure 1 shows a face image, the skincolor occurrences in the RGB color space (256x256x256), and the skin color distribution in the normalized color space. In the following section, we justify these observations by quantitative analysis goodness-of-t techniques. We have built up a database which contains about 1000 face images down-loaded from the Internet and taken from our laboratory. This database covers face images of people in di erent races (Caucasian, African American, and Asian), genders, and the lighting conditions. Figure 2 shows in the RGB space skin color occurrences of 48 human faces randomly selected from the database. The total number of images included in such a set is limited by the memory resource of the system associated with the statistical analysis software we used, and we did not attempt to migrate the computation to a more powerful machine because through experimentation we found images beyond 20 adds little to the aggregated color pool. This attribute is further afrmed when we also analyzed several similar random sets of images and found no qualitative di erences are found among them. We further studied the e ect of illumination on skin color clusters by comparing variances of skin color clusters in RGB space and the normalized color space. It has been found that variances of skin color clusters can be greatly reduced by the color normalization. Table 1 shows mean values and variances of the same color cluster in di erent color spaces.
Data Analysis

Goodness-of-Fit Tests
We have observed that the skin-color distributions are Gaussian-like distributions. Unlike most of the methods used in engineering statistics assume a normal distribution of the measured data, we have tested whether the measured data of a sample do indeed have a normal distribution by goodness-of-t techniques. Goodness-of-t tests examine the conformity of the observed data's empirical distribution function with a posited theoretical distribution function. The methods of performing a test can be an analytic or a graphic approach. In the graphic approach, the most common method is Quantile-Quantile plot (or Q-Q plot). We will use this method to test skin-color distributions. To perform a goodness-of-t test, we rst need to formulate a null hypothesis.
NULL hypothesis: human skin-color is normally distributed in a normalized bivariate space.
An immediate di culty of the task is that there is no commonly agreed analytical tool available to test the normality of a bivariate distribution 9]. In order to solve the problem, we used a two step strategy: rst we test the marginal distribution and then test multivariate distribution. If a multivariate distribution is a normal distribution, its marginal distributions must be normal distributions. If the marginal distributions fail to pass the normality test, there is no need to test the multivariate distribution.
The basic idea of the Q-Q plot is to use the cumulative probability of the sampling data against that of the tested distribution. A straight line indicates that we cannot reject the null hypothesis (the interested readers are referred to textbooks on the subject, e.g. 9]). When we do marginal test, we test each variable separately against the normal distribution. When we test the bivariate distribution, we test the transformed variable against 2 distribution 9]. We rst tested marginal distributions. As the results, we could not reject the null hypothesis. Figure 3 (a) and (b) are the Q-Q plots of an African American's marginal distributions. Both the normalized \r" and \g" are straight lines. We then tested bivariate distributions. Again, we cannot reject the null hypothesis. Figure 3 (c) is an example of the Q-Q plot for a Caucasian skin-color distribution. The plot is a straight line except a few outliers. Therefore, we have veri ed that, under a certain lighting condition, the skin-color distribution of an individual can be characterized by a Gaussian distribution.
Maximum Likelihood Adaptation
Although under a certain lighting condition, the skin-color distribution of each individual is a multivariate normal distribution, the parameters of the distribution for di erent people and di erent lighting conditions are di erent. There are (a) Marginal test (r) of an African American 
where^ is the estimated mean vector;^ is the estimated covariance matrix; i 1 and k 1 k = 1; : : :; r, are weighting factors; m k and S k , k = 1; : : :; r, are the previous mean vectors and covariance matrices. We will use the maximum likelihood criterion to nd the best set of coecients for the prediction.
Let the sample mean and variance be
The logarithm of the likelihood function can be written as:
log L = ?N log(2 )? 1 2 N log ?1 ? 1 2 Ntr ?1 C? 1 2 N( x? ) 0 ?1 ( x? ): (3) Since log L is an increasing function of L, its maximum is at the same point in the space of as the maximum of L. We will discuss two cases: (1) adapting mean vector only; and (2) adapting both mean vector and covariance matrix.
Mean Vector Adaptation
In this case, the covariance matrix is assumed to be a constant and the mean vector is assumed to be a linear combination of the previous mean vectors.
By setting the derivatives of the likelihood function (3) with respect to k ; k = 1; : : :; r, to 0, the equations for the maximum likelihood estimates are 
We can obtain k by solving the equation (4).
Mean Vector and Covariance Matrix Adaptation
In this case, both mean vector and covariance matrix are assumed to be a linear combination of the previous parameters. Many researchers in the eld of statistics have studied this problem. In general, explicit solutions for this problem do not exist and estimates must be performed by iterative numerical techniques. In fact, because the two sets of estimates are asymptotically independent, each set of parameters can be estimated as when the other set of parameters is known. In the following we present an EM algorithm based on the estimate procedure proposed by Anderson 10] . The basic idea of the algorithm is to iteratively estimate two sets of parameters independently. In order to iteratively estimate^ (i) k and^ (i) k , where the superscript (i) denotes the ith iteration. It has been shown that the solution of these estimation equations is asymptotically e cient provided that estimate of is consistent 10].
Applications
Th adaptive skin-color model has been applied to many applications. The model plays a key role in the real-time face tracker 5]. The system has achieved a rate of 30+ frames/second with 305 x 229 input sequences of images on both HP and Alpha workstations. The system can track a person's face while the person walks, jumps, sits and rises. The QuickTime movies of demo sequences in di erent situations and on di erent subjects can be found in the web site http://www.is.cs.cmu.edu/. The skin-color model has been applied to other applications such as tele-conferencing 11], gaze tracking 12], and lip-reading 13].
Conclusions
We have proposed a statistical skin-color model for tracking human faces in realtime. We have shown that the variance of skin color clusters can be reduced by normalization by data analysis. Using goodness-of-t techniques, we have further veri ed that the skin-color distribution of each individual under a certain lighting condition can be characterized by a multivariate normal distribution. Based on these results, we have proposed an adaptive skin-color model to characterize human faces di erent views under di erent lighting conditions. We have used a linear combination of the known parameters to predict or approximate new parameters. The maximum likelihood method has been used to estimate the coe cients of the linear transformation. We have investigated two cases: estimating mean vector only and estimating both mean vector and covariance matrix. In the later case, an iterative algorithm has been employed to obtain the optimal coe cients. The feasibility of the model has been demonstrated by a real-time face tracker and other applications in human computer interaction.
