With current high performance scientific computing workflows, data are typically recorded at regular intervals spaced several hundred time steps apart. Data are not saved at every time step to prevent excessive memory usage and because data I/O is often a bottleneck in the workflow. However, in many dynamical systems, events of interest occur locally in space and time. In these cases, a global data save across all processors at regular intervals is both inefficient and ineffective: it will result in data being saved over regions where nothing of interest is occurring, and it will miss an event of interest that occurs at time steps between data saves. What is needed is a method of automatically detecting an event of interest as it occurs so that a data save can be triggered on the relevant processors. We propose a method of detecting such events of interest using feature importance metrics. This method requires very little communication between processors, thereby lending itself to implementation in a high performance computing setting.
Introduction 1.Motivation
In many fields, including climate science, fluid mechanics, combustion, and materials science, high performance computing clusters are used to perform simulations to make scientific and engineering predictions. In these scientific computing workflows, it is common to record the simulation state at evenly spaced intervals, every several hundred time steps. Recording the data more frequently can cause excessive memory usage and can slow down the simulation due to I/O overhead [6] .
However, in many dynamical systems, interesting events occur quickly and locally. In simulations of material fatigue, cracks can form within just a few time steps, often after many hundreds of time steps where nothing of interest occurs [10] . In combustion simulations, auto-ignition events can occur over a few time steps after variable ignition delay times [4] . In climate simulations, cyclones and other extreme weather events may be rare and short-lived [18] . Furthermore, in all of these cases, the events of interest occur over a small fraction of the entire domain. Global data saves (i.e. data saves across all processors) are inefficient when * Much of this work was undertaken while J. Ling was at Sandia National Labs † e-mail: wldavis@sandia.gov the event of interest is localized to a small fraction of the domain. Data saves at regularly spaced intervals can result in missed events of interest. In order to capture such events with current workflows, the scientist must re-start the simulation using a re-start file from prior to the event, specifying higher frequency data saves during this re-run. This is inefficient because it requires manual scientist intervention and simulation re-starts. Furthermore, in some cases an event of interest could go un-noticed entirely, representing a missed opportunity for scientific discovery.
Problem statement
We suggest that a machine learning approach could be used to automatically detect events of interest. In this context, an event of interest is defined as any local dynamics on a given processor that differ significantly from the dynamics on all other processors or from the dynamics at previous time steps. Therefore, if a sudden change occurs across all processors from one time step to the next, it would be considered an event of interest. An example of this type of event in the context of combustion would be simultaneous ignition across an entire domain. Similarly, if the region handled by a single processor is exhibiting behavior that differs significantly from that of all the other processors, even if it persists over multiple time steps, that could also be considered an event of interest. An example of this type of event would be a tropical cyclone that persists over many time steps in a weather simulation but is geographically localized. The desired behavior of the machine learning algorithm would be to flag the processors on which an event of interest is occurring so that those processors can save the data from that time step. Such an approach would reduce wasted analyst time and computational resources, and aid in scientific discovery. The desired attributes of such a machine learning algorithm are as follows:
• Generalizability The algorithm should be deployable on a variety of different scientific computing applications without need of application-specific tuning.
• Unsupervised The algorithm should be able to operate in an unsupervised manner, without labeled examples of events of interest.
• Low communication overhead The algorithm should require minimal communication between processors.
• Online capability for streaming data The algorithm should be able to make online predictions on streaming data, without having to retain data from previous time steps.
Prior work on anomaly detection
Event detection is on the surface related to anomaly detection, since the purpose is to detect behavior that is locally different. There has been substantial previous research on developing streaming anomaly detection algorithms. However, many of these algorithms would require large volumes of communication between processors. For example, Wu et al. [17] proposed the Random Subspace Forest (RS-Forest) algorithm in which decision trees with random splits and random thresholds are used to construct a density estimate. Points that fall in low-density regions are labeled as anomalous. While this algorithm is very fast, it is not communication efficient in this context because it would require sharing the entire forest between all processors. Similarly, Kernel Density Estimation (KDE) has been proposed for online anomaly detection [1] , but also would require large volumes of communication between processors. Some anomaly detection methods have been designed for parallel implementation with low communication overhead. Zhao et al. [18] proposed a parallel framework for k-means clustering that could be adapted for anomaly detection. However, k-means clustering requires picking the number of clusters k, and performance is often strongly dependent on the chosen k. Such sensitivity to hyper-parameters is undesirable for this application.
Application-specific event detectors have also been developed. These include detectors to flag when ignition has occurred in combustion simulations [4] and tropical cyclone trackers for climate simulations [18, 15] . These algorithms make use of significant domain knowledge and are only applicable in the specific field for which they were developed. Developing such detectors can be time-intensive for new application cases. We therefore seek an algorithm that is not domain-specific.
Ensemble anomaly detection techniques, such as iForest [9] and iNNE [2] are often considered to be robust and highly generalizable. Furthermore, these techniques have been shown to be compatible with data subsampling. However, these methods require communication to share the ensemble model between processors. For large ensembles, the required communication overhead could be high.
Finally, it is not clear that conventional anomaly detection algorithms are well-suited for event detection in simulations. Because simulations have refined meshes to resolve the physics, an event of interest could occur over tens to thousands of mesh points. Thus, at a given time step, the event of interest would be well-represented in the data, and may not be flagged as anomalous. Comparisons to previous time steps are also not straightforward, since many simulations exhibit significant drift over time; thus, what is unusual at one time step might be quite normal at subsequent time steps.
Proposed Solution
We propose an algorithm for detecting events of interest based on feature importance metrics. In this context, the features are the state variables calculated at each mesh point. On each processor, we used Kernel Density Estimation to estimate the probability density function of the state variables at a given time step. We then used these density estimates to train an ensemble of decision trees. The feature importance metrics of this ensemble were compared to those at previous time steps and on other processors to detect events of interest. The communication requirements for this technique scale only with the number of features. Since in most scientific computing applications, the number of fea- tures is in the tens, the required communication would be minimal. Furthermore, it can be deployed naturally in an online fashion, and has the good generalization properties characteristic of ensemble methods. This paper is organized as follows. Section 2 describes the proposed event detection algorithm. Section 3 presents results on two different test cases: one from an auto-ignition combustion simulation and another from a climate simulation. Finally, Sections 4 and 5 present a discussion of the algorithm performance, conclusions, and directions for future research.
Event Detection Algorithm
The proposed Feature Importance Event Detection Algorithm (FIEDA) is a multi-step process. First, Kernel Density Estimation (KDE) is used to estimate the probability density function of the local simulation state variables on each processor. Second, an Ensemble of Decision Trees (EDT) regressor is trained to predict the KDE density estimate. Feature Importance Metrics (FIM) are extracted from the EDT, and changes in those feature importance metrics are used to detect events of interest. Figure 1 shows a schematic of this process. The subsections below describe each of these steps in more detail.
It is worth mentioning that Decision Tree methods for directly estimating the probability density function do exist, such as the Density Estimation Tree of Ram and Gray [12] . We suggest that future work investigate the use of these methods instead of using KDE to indirectly train a decision tree ensemble to predict the probability density function.
Kernel Density Estimation
KDE was used to determine the log probability density function (pdf) over the local simulation state variables. These local simulation state variables are variables that are calculated by the simulation at every point in the mesh at every time step. Examples of such state variables could include the velocity vector, the pressure, the temperature, and the density. The number, meanings, and ranges of state variables will vary from simulation to simulation. Typically, the number of state variables is in the tens. Prior to applying KDE, all variables were pre-processed to lie in the range [0, 1] using a min-max scaling.
In KDE, a kernel K( x) is used to non-parametrically estimate the pdf:
In Eq. 1, N p j is the number of mesh points handled by processor pj and xi is the vector of state variables at point i. A Gaussian kernel was employed in this study and the bandwidth σ was set using Scott's Rule [14] :
where nv is the number of state variables.
In the current implementation, all the points on each processor are used to construct the KDE estimate of the pdf for that processor; future work should investigate the effectiveness of sub-sampling at this step to reduce computational cost.
Ensemble of Decision Tree Regressors
Because the KDE model for the log pdf does not directly yield FIM, an EDT regressor was trained on the KDE log pdf. The EDT was implemented using the sci-kit learn python package [11] , and was used to map between the local state variables at each point x i and the KDE estimate of log pdf( xi). Each tree in the EDT was trained on bagged data, and at each split, all of the features were used to determine the optimal split. The trees were grown to full depth and the reduction in variance was used as the split quality metric.
EDTs can be analyzed in a number of ways to determine feature importance [5] . Common feature importance metrics take into account some combination of: the frequency with which a feature is used in a split criterion, the reduction in variance over those splits, and the number of training points that flow through that split. For this study, the FIM were calculated based on the aggregated reduction in variance across all splits using each feature, weighted by the number of training points that reach those splits, averaged over all the trees in the ensemble. The FIM were normalized to sum to one.
The main hyper-parameter for the EDT was the number of trees in the ensemble, N trees. The sensitivity of the EDT FIM to this hyper-parameter was explored using a test case with known pdf and FIM. The chosen test case was a 6-dimensional input where the first 3 dimensions were distributed according to a normal distribution with zero mean and unit standard deviation and the last 3 dimensions were uniformly distributed between 0 and 1. The true FIM for this distribution should be [
, 0, 0, 0], since the first 3 dimensions contribute equally to determining the pdf and the last 3 dimensions contain no information about the pdf. 1000 points were randomly drawn from this 6-dimensional distribution and a KDE was trained on these points. The EDT was then trained on the KDE density estimate, and the FIM and log pdf predictions were compared to their true values. Figure 2 shows the Root Mean Squared Error (RMSE) of the EDT predictions of FIM and log pdf for varying EDT ensemble sizes. Each test was repeated 10 times with different random seeds, and the error bars represent the standard deviation of the RMSE over these 10 repetitions. As the figure shows, the error in the log pdf predictions is relatively high, and somewhat constant with respect to the number of trees in the ensemble. This high bias could be due to a nonoptimal selection of the KDE bandwidth. The RMSE of the FIM, on the other hand, is much lower, and decreases as the number of trees in the ensemble increases. For Ntrees > 100, the error in the FIM starts to plateau. Therefore, an ensemble size of Ntrees = 500 was chosen for this study, to avoid any sensitivity to this parameter.
Event Detection using Feature Importance Metrics
It was desirable to detect two types of events: i) events that were characterized by spatially localized behavior that differed from the behavior in the rest of the domain and ii) events that were characterized by sudden changes in behavior from one time step to the next. In a simulation, an event of interest could fall into either of these categories, or some combination of the two.
Detecting spatially local events
The first type of event was detected by comparing the feature importance metrics across all the processors. Since each processor had its own EDT, each processor had its own FIM. The event detector used the following metric M 1 to determine if an event of interest was occurring on processor p j :
In Eq. 2, nv is the number of state variables, FIMi,p j (t) is the feature importance metric for state variable i at time step t of the simulation on processor pj, and the over-bar in FIMi(t) indicates an average over all the processors. In cases where FIMi(t) = 0, the corresponding term in the summation was set to zero to avoid singularities. It is noteworthy that the event detection metric M 1 used the relative deviation in feature importance, not the absolute deviation. The relative deviation was used because it was observed that in many events of interest, state variables that were previously uniform became non-uniform. For example, in a combustion simulation, during an ignition event radical compounds are created. The concentrations of these radicals are zero (or nearly zero) outside of the ignition kernel. As ignition initiates, trace concentrations of these radicals are produced within the ignition kernel. Therefore, the difference between zero feature importance and a small non-zero feature importance is significant for this event of interest. This phenomenon is not limited to combustion simulations. We therefore designed our event detection metric M 1 to weight heavily differences in feature importance when the mean feature importance is near zero.
Detecting temporally local events
The second type of event was characterized by sudden changes in behavior over time. This type of event detection is analogous to change point detection. These events were detected by comparing feature importance metrics for a given processor at successive time steps, using metric M2:
Like M1, M2 measures the relative change in feature importance.
Case Studies
In this section, the results of applying the FIEDA procedure to two different simulations are shown. It should be noted that these results do not constitute formal experiments. The data from these simulations were examined before the development of the FIEDA process to better understand the characteristics of such simulations and their events of interest. Results on these cases should therefore not be taken as proof of the performance of the FIEDA process, but rather as examples of how FIEDA works. Furthermore, in these initial tests, FIEDA was not run as an in situ detector, but rather as an a posteriori post-processing step on the saved data. Because FIEDA was run on saved data instead of in situ, the data records have already been down-sampled in time. The domains were artificially divided into different regions, mimicking how they might be subdivided onto different processors. Future work will be focused on implementing this algorithm in situ to assess its performance in that context, and so that it can be used to determine when to record the data. The sensitivity of FIEDA to the domain partitioning will also be the subject of future investigation.
Two different case studies are presented, each with a single event of interest. The first case study is a combustion simulation with an auto-ignition event. The second case study is a climate simulation with a tropical cyclone that develops. These two applications were of particular interest because full scale combustion and climate simulations are known to have prohibitively high I/O loads, often resulting in tens to hundreds of terabytes of data saved per simulation [3, 16] .
Auto-ignition Case Study

Problem Set-Up
The auto-ignition case study consisted of a reacting flow simulation with an auto-ignition event. Simulations were carried out using the S3D code [7] , an in house, highly scalable parallel direct numerical simulation reacting flow solver. The spatial derivatives were computed using explicit eighth-order accurate central difference schemes and the time integration was performed using an explicit fourth-order accurate lowstorage Runge-Kutta (RK) scheme. A 12 species Syngas mechanism was used to describe the chemical processes in the system [2] . The stoichiometric composition of premixed fuel-air mixture was 0.6CO + 0.4H2 + 0.5(O2 + 3.76N2). There were 17 state variables in this system: the 12 species concentrations, the temperature, the pressure, and 3 components of velocity.
For this investigation, a very simple one-dimensional configuration was run. As a result, the y and z components of velocity were uniformly zero. The initial profile for the temperature T was prescribed as a sum of sine waves:
In Eq. 4, the units K refer to Kelvin, and the spatial frequencies fi were 1.0, 2.0, and 3.0 for i = 1, 2, 3. This resulted in the initial temperature profile shown in Fig. 3 . The one-dimensional domain was discretized into 4096 mesh points, and the simulation time step was 1E-9 s. 16 total time steps were saved, every 10,000 simulation time steps. An ignition event occurred near x = 0.1, and propagated outward from there. The domain was divided into five evenly sized regions, representing a hypothetical partitioning of the mesh over multiple processors. These regions are shown by the dashed lines in Fig. 3 . The effect of the number of regions has not been investigated at this time. Figure 4 shows the development of the temperature profiles over time. As this figure shows, the ignition event, which is characterized by quickly rising temperatures and the creation of radical species, occurs in Region 1 (see Fig. 3 for the locations of the region boundaries), and then propagates outward to the neighboring regions as a flame front. It is noteworthy that the domain is periodic in the x-direction, so Region 1 is adjacent to Region 5. Therefore, the flame can be seen to propagate from Region 1 to Region 5, resulting in an increase in temperature on the right side of Region 5 at later time steps.
Results for Auto-ignition Case Study
For the auto-ignition case study, the FIM were calculated in all 5 regions at all 16 saved time steps. Figure 5 shows the FIM in all regions at t = 6E-5 s (the 7th saved time step), soon after the onset of the ignition event in Region 1. As this figure shows, the FIM in Region 1 are distinctly different than the FIM in all the other regions at this time step. In particular, the FIM of some of the species concentrations (features 0-11) are non-zero, since the chemical reactions have led to non-uniform species concentrations in this region. Figure 6 presents the FIM in Region 1 at 4 different time steps. At initialization, the only feature that has a non-zero importance is Feature 12 (Temperature), since all other variables were initialized to constant values. As the simulation progresses, the temperature gradient causes nonuniformities in the pressure and velocity to develop, resulting in non-zero importances for these features (13 and 14, respectively). Once ignition begins, the species concentrations become non-uniform. The importance of these species concentrations (Features 0-11) continues to grow as the reactions progress.
The event detection metrics M 1 and M 2 are shown in M 2 also starts out small for t < 4E-5 s. At t = 4E-5 s, it rises to a value above 1.0, and remains relatively high in Region 1 for the remainder of the simulation. This result indicates that M 2 detects that the dynamics continue to change in Region 1 as the reactions progress. M 2 also increases in the neighboring Regions 2 and 5 for t > 7E-5 s as the flame front propagates into these regions. Overall, the magnitude of M 2 is lower than M 1. The magnitude of M 2 would also be expected to depend on the time step size. Figure 8 presents a different visualization of M 2 over time. The temperature profiles in this plot are colored based on the value of M 2. The value of M 2 rises first in Region 1, where ignition occurs. It remains high in this region for several time steps, and then slowly begins to decrease as the reactions progress further. In the bordering Regions 2 and 5, the value of M 2 also increases sharply when the flame first propagates into these regions, then decreases to a more moderate value. In the Regions 3 and 4, farthest from the ignition event, the value of M 2 remains very low at all time steps, since the flame has not yet propagated into these regions.
In this case study, we have seen that the FIM are different in the region with an ignition event than in the neighboring regions. As the flame propagates, these differences diminish. This event was both spatially and temporally localized, and both M 1 and M 2 could be used to detect the presence of an event of interest. Notably, the temporal frequency of the data saves (1E-05 s) was chosen to be an order of magnitude smaller than the time scale of the event of interest, (the ignition delay of the combustion mixture was 1E-04 s). Therefore, the performance of FIEDA on the pre-saved data in this test case is expected to be representative of what would occur in situ.
Cyclone Case Study
Problem Set-Up
In this case, the Community Atmosphere Model version 5 (CAM5) [8] , routinely used for climate change projections, is configured to simulate a tropical cyclone over a short 7.5 day period with data recorded at 12 hour intervals, resulting in 15 total data records. The grid was uniform in longitude and latitude, and approximately exponential in altitude, with 257, 512, and 30 points in each of those directions respectively. For the purposes of this test case, those data were down-sampled to a 51 X 84 X 5 mesh.
The simulation tracked the development of an idealized tropical cyclone in one region of the global domain. The idealized test initialization is explained in detail in Ref [13] and is spun-up from an initially weak vortex in a favorable environment for tropical cyclone development. In addition, the CAM5 boundary conditions are simplified to be an ocean-covered Earth with a uniform sea surface temperature. There were seven standard (though not necessary optimal from a detection standpoint) state variables: the vorticity, the temperature, the zonal velocity, the meridional velocity, the specific humidity, the cloud ice concentration and the cloud liquid water concentration. Figure 9 shows these variables at Day 5. These contours show that a tropical cyclone is forming near the center of the domain, characterized by high vorticity and disturbances in the zonal and meridional velocities in that region.
The domain was partitioned into 9 equally sized regions, in a 3 X 3 X 1 grid in latitude, longitude, and altitude respectively, so that each region contained 2380 mesh points total. The tropical cyclone was contained in the center region, Region 5.
In this simulation, the tropical cyclone starts as a small disturbance and grows over time. Figure 10 shows contours of vorticity at Day 1, Day 4, and Day 7. As this figure illustrates, the cyclone is located in Region 5 throughout, but as its strength grows, perturbations develop in the neighboring Regions 4 and 6. 
Results for Cyclone Case Study
The FIM for all 9 regions at Day 4 are shown in Fig. 11 . As this figure shows, for most of the regions, Feature 1 (temperature) and Feature 4 (humidity) were the features with the greatest importance. Feature 6 (cloud liquid water concentration) had a small but nonzero importance for some of the regions. The FIM of all the other features were zero in all regions but Region 5. In Region 5, Feature 2 (zonal velocity) and Feature 3 (meridional velocity) also had small, non-zero importance.
The event detection metrics for spatial (M1) and temporal (M2) locality for this test case are shown in concentration) in this region. For some of the later time steps, M1 also detects an event of interest in neighboring Region 4, which is also affected by the disturbances caused by the tropical cyclone.
On the other hand, M2 does not detect any temporally local event of interest at any time step in any region. The values of M2 are relatively uniform and low in all regions and all time steps. This behavior reflects the fact that while the cyclone is strengthening, it does so gradually, and the same features are important at all stages of the cyclone development.
Therefore, for this test case, M1 is able to successfully detect the presence of the spatially localized tropical cyclone event of interest. However, it seems possible that in more complex climate simulations with multiple storm systems, it may be difficult to differentiate cyclones solely on the basis of feature importance. Further tests with more realistic and complex weather systems are needed to assess the ability of feature importance to differentiate regular storm systems from more extreme weather events.
Discussion
Key to the success of the FIEDA process will be whether the benefits of the I/O savings outweigh the costs of computing M1 and M2 in-situ. As of this writing we are in the process of modifying the S3D and CAM5 codes to embed an interpreter that will execute Python code at each time step, allowing us to run our current post-processing workflow insitu with minimal modification, and a useful capability in its own right. From experiments run in this configuration, we will be able to characterize the costs of running FIEDA, and whether a compiled implementation is necessary or justified.
In the meantime, we can predict the I/O savings that a basic implementation of FIEDA should yield. Assume that we trigger a data save on a processor anytime M1 or M2 exceeds a specified threshold. Figure 13 shows the fraction of the data that would be written to disk in each of the two test cases for a range of threshold values. As Fig. 13 shows, both test cases have a knee in the plot at a threshold value around 1.3, suggesting that it might be a reasonable threshold value for these test cases. Using this value just 17% and 19% of the data for the autoignition and climate test cases respectively would be written to disk. In addition, the threshold values need not be the same for M1 and M2, so further savings may be possible.
The trade off between precision and recall is strongly dependent on this choice of threshold, and perturbing this threshold has a noticeable impact on I/O. In the combustion test case, decreasing the threshold from 1.3 to 1.0 more than doubles the I/O (to 37% of the full data) while increasing the threshold from 1.3 to 1.6 significantly decreases the I/O (to only 10% of the full data).
Of course, these test cases are toy problems. For full scale simulations, even greater reductions in I/O should be possible. For example, Bansal et al. [3] recently ran a fullscale auto-ignition simulation over 21,952 processors with 600 evenly spaced time steps and output data of 49 GB per timestep, resulting in a total simulation I/O of 29.5 TB. Unlike our auto-ignition test case, the domain of Bansal et al. was fully three-dimensional. In a three-dimensional domain, the ignition kernel represents a much smaller fraction of the total domain. If we extrapolate from our one-dimensional test case to three dimensions, we might expect that only 0.17 3 = 0.5% of the data would need to be written to disk to capture the ignition kernel.
Full scale climate simulations at higher spatial resolutions, such as Wehner et al. [16] can produce over 100 TB of model output for a standard 26 year simulation. The majority of this model output is a result of the high temporal resolution need for the detection and tracking of extreme events like tropical cyclones. If we applied the results of our tropical cyclone test directly to these full scale simulations, we would anticipate a reduction in model output of over 80 TB. However, tropical cyclones appear only intermittently about the globe in realistic simulations, and the standard model grid is much higher resolution than that of our tests, so that our estimate of an 80% reduction in I/O is likely too low.
While data will undoubtedly be written to disk at other stages in the simulation, it is clear that the FIEDA process has the potential to drastically reduce the I/O required for full-scale scientific computing applications. Further, thanks to the ongoing growth of simulations to the exascale, the cost of FIEDA and related techniques should decrease relative to time spent for I/O.
Conclusion
Current scientific computing workflows have an I/O bottleneck. As a result, data are saved at evenly spaced intervals, resulting in missed events of interest. This work represents a first step in the development of event detection algorithms to automatically identify events of interest in situ to trigger data saves. The requirements for such algorithms include ap- plicability to many different application areas, unsupervised online computation, and low communication overheads. We propose FIEDA: feature importance metrics for an ensemble of decision trees trained to predict the probability density function of simulation state variables that can be compared across processors and time steps to efficiently identify events of interest.
Two different event detection metrics were proposed: M 1, our metric for spatial locality, looks at the relative deviance of the feature importance in one region from the mean over all regions to identify spatially local events. M 2, our metric for temporal locality, calculates the relative difference in feature importance between time steps to perform change point detection. These metrics were applied to two different test cases, one in combustion and one in climate science. The results showed that M 1 spiked for spatially local events in both test cases. M 2 was high during the ignition and propagation of the flame in the auto-ignition case, but did not detect any change points during the climate simulation. With appropriate thresholds, the M 1 and M 2 metrics could be used to flag spatially and temporally local events of interest.
This work is novel in two main respects. The first is the intended application of automated event detection for data I/O in scientific computing applications. The second is the development of an event detection algorithm based on feature importance metrics. The use of feature importance metrics is critical in this application because of the requirement of low communication overhead. Many anomaly detection algorithms would require communication costs scaling with the number of data points, while FIEDA's communication costs scale linearly with the number of features. Since the number of features (typically tens to hundreds) is orders of magnitude smaller than the number of points on a given processor (typically tens of thousands to hundreds of thousands), this scaling represents a significantly lower communication burden. This same technique could find applicability in other anomaly detection settings that require low communication, e.g. when detecting anomalies in distributed sensor data. An additional benefit of using feature importance to detect events of interest is that it can be used by the scientist to determine what caused an event to be detected. This interpretability is advantageous from a scientific discovery perspective.
There are many directions for future work on this topic. The performance of FIEDA should be rigorously assessed on a wider variety of simulation configurations. The simulations presented here were simple example cases, and it will be necessary to determine how FIEDA performs in more complex simulation configurations. It will also be important to investigate the effect of correlations between features on the performance of FIEDA. Since highly correlated features will effectively share the feature importance, this could result in false positives where importance shifts between correlated features in different regions or at different time steps. Finally, it will be critical to assess the computational cost and memory requirements of FIEDA when implemented in situ and operated in parallel on a high performance computing cluster.
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