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Abstract
We investigate the accuracy of 4000A˚/Balmer-break based redshifts by combining Hubble Space Tele-
scope (HST) grism data with photometry. The grism spectra are from the Probing Evolution And
Reionization Spectroscopically (PEARS) survey with HST using the G800L grism on the Advanced
Camera for Surveys (ACS). The photometric data come from a compilation by the 3D-HST collabo-
ration of imaging from multiple surveys (notably CANDELS and 3D-HST). We show evidence that
spectrophotometric redshifts (SPZs) typically improve the accuracy of photometric redshifts by ∼17–
60%. Our SPZ method is a template fitting based routine which accounts for correlated data between
neighboring points within grism spectra via the covariance matrix formalism and also accounts for
galaxy morphology along the dispersion direction. We show that the robustness of the SPZ is directly
related to the fidelity of the D4000 measurement. We also estimate the accuracy of continuum-
based redshifts, i.e., for galaxies that do not contain strong emission lines, based on the grism data
alone (σNMAD∆z/(1+z).0.06). Given that future space-based observatories like WFIRST and Euclid will
spend a significant fraction of time on slitless spectroscopic observations, we estimate number densi-
ties for objects with |∆z/(1 + zs)| ≤ 0.02. We predict ∼700–4400 galaxies/degree2 for galaxies with
D4000>1.1 and |∆z/(1 + zs)| ≤ 0.02 to a limiting depth of iAB=24 mag. This is especially important
in the absence of an accompanying rich photometric dataset like the existing one for the CANDELS
fields, where redshift accuracy from future surveys will rely only on the presence of a feature like the
4000A˚/Balmer breaks or the presence of emission lines within the grism spectra.
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1. INTRODUCTION
Galaxy evolution studies and cosmological measure-
ments require redshift accuracy at the few-percent level
or better. In particular, cosmological measurements such
as measurements of the baryon acoustic scale (e.g., Eisen-
stein et al. 2005; Weinberg et al. 2013), and weak lensing
tomography (e.g., Hildebrandt et al. 2012), require red-
shift accuracy at the percent or better level, and outlier
fractions at the sub-percent level (Weinberg et al. 2013).
Measurements of galaxy overdensities also require red-
shifts accurate at the level of a few percent. For exam-
ple, Pharo et al. (2018), identify overdensities using red-
shifts estimated from low-resolution grism spectra com-
bined with broad-band photometry. Accurate redshifts
(typically with accuracy of ∆z/(1 + z)'0.001) can be ob-
tained by using high-resolution spectroscopic data that
allow for the precise fitting of high-resolution synthetic
spectra of stellar populations. These can distinguish be-
tween synthetic stellar population models from different
regions of parameter space, and simultaneously provide
accurate redshifts and stellar population parameters. In
practice, it is extremely difficult and very expensive to
conduct a large scale spectroscopic survey of faint and
distant galaxies that is both unbiased and sufficiently
deep to analyze the stellar continua, in order to secure
both accurate redshifts and detailed stellar population
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properties. Wide-field large scale ground-based spectro-
scopic campaigns, e.g., SDSS (York et al. 2000), 6dF
(Jones et al. 2004), GAMA (Driver et al. 2011), have
been conducted to obtain high-resolution spectra and
accurate redshifts. These spectroscopic ground-based
surveys, however, are limited to the relatively brighter
sources (∼ 21–22 mag) at lower redshifts (z.0.5).
In addition, large scale Hubble Space Telescope (HST)
photometric and grism spectroscopic surveys have ob-
tained photometric redshifts accurate to within a few
percent, and have led to a better understanding of the
stellar populations of a substantial number of galaxies
at intermediate and high redshifts (z>1.5). Notable ex-
amples include the Wide Field Camera 3 (WFC3) Early
Release Science (ERS) field (Windhorst et al. 2011) and
the Cosmic Assembly Near-infrared Deep Extragalactic
Survey (CANDELS; Grogin et al. 2011; Koekemoer et al.
2011) which used imaging from WFC3/IR and the Ad-
vanced Camera for Surveys (ACS) on the HST, while the
GRAPES (Pirzkal et al. 2004; Pasquali et al. 2006; Ryan
et al. 2007; Hathi et al. 2009), PEARS (Ferreras et al.
2009), and FIGS (Pirzkal et al. 2017) surveys invested
40, 200, and 160 HST orbits, covering 11.6, 119, 18.6
arcmin2, respectively to do slitless spectroscopy with the
ACS/G800L and WFC3/G102 grisms. Similarly the 3D-
HST survey (Brammer et al. 2012; Skelton et al. 2014;
Bezanson et al. 2016), which is a HST survey with the
WFC3/G141 grism, also invested 248 orbits to conduct
WFC3/G141 spectroscopy of the CANDELS fields cov-
ering 600 arcmin2.
The 4000A˚ break is the strongest absorption feature
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in rest-frame visible spectra of galaxies, particularly in
early-type galaxies whose optical light is dominated by
older stars, and also to a lesser extent and more vary-
ing extent in late-type star forming galaxies (Hathi et
al. 2009). The break is expected to be stronger for later
stellar spectral types and higher metallicities (see, e.g.,
Bruzual 1983; Hamilton 1985), and therefore for galaxies
dominated by old and metal-rich stellar populations. It
is caused by the superposition of multiple absorption fea-
tures within a narrow wavelength range close to 4000A˚.
The H and K absorption lines of Ca II, at 3969A˚ and
3934A˚ respectively, make up a significant part of the am-
plitude of the 4000A˚ break, which is why it is sometimes
also referred to as the Ca H and K break. The strength
of the 4000A˚ break is an excellent proxy for the age of
the stellar population, and for the lack of recent star
formation activity (e.g., Bruzual 1983; Hamilton 1985;
Poggianti & Barbaro 1997; Kauffmann et al. 2003a,b;
Herna´n-Caballero et al. 2013). Similar to the 4000A˚
break, the Balmer break at 3646A˚— caused by strong
Balmer absorption lines in younger stellar populations
(.0.3 Gyr) — is also a useful feature for redshift deter-
mination. The 4000A˚/Balmer breaks are useful as pho-
tometric redshift indicators to achieve accuracy of better
than a few percent, particularly if the photometry bands
straddle the 4000A˚/Balmer breaks.
In this paper, we combine grism spectra, containing
a 4000A˚/Balmer break, and photometric data to derive
spectrophotometric redshifts (SPZs) and compare the ac-
curacy of SPZs to redshifts derived from only photomet-
ric data (photo-z) and examine the dependence of red-
shift accuracy on D4000.
The deep grism data we use in this paper come from
the Probing Evolution And Reionization Spectroscopi-
cally (PEARS) survey done with the ACS/G800L grism
on HST (Ferreras et al. 2009; Straughn et al. 2009; Xia
et al. 2011; Pirzkal et al. 2013). These slitless grism
spectra are much lower in resolution (R∼100 for ACS
Wide Field Channel WFC/G800L; Pasquali et al. 2006)
than traditional slit-spectroscopy (which typically have
R&103), but clearly have higher spectral resolution than
broad-band filters. While traditional slit-spectroscopy is
inherently restricted to pre-selected objects in the Field-
of-View (FoV), slitless grism spectroscopy is capable of
providing spectra for nearly all sources in the FoV, after
accounting for spectral overlap (e.g., Ryan et al. 2018).
We use PEARS grism spectra for galaxies within
0.600 ≤ z ≤ 1.235. This redshift range is selected so that
the 4000A˚ break, if present, falls within the ACS/G800L
grism wavelength coverage of 0.6–0.95 µm. We also re-
strict our sample further by selecting galaxies which have
a discernible 4000A˚ break, i.e., having D4000≥1.1 (see
§3.1 and 3.2 for details on our measurements and our
sample selection). We note that our results are based on
grism spectra with a resolution of R'100 and a wave-
length coverage of 6000 ≤ λ[A˚] ≤ 9500. If either or
both of these parameters increases i.e., a higher resolu-
tion and/or larger wavelength coverage for grism spectra,
we expect the SPZ accuracy to improve over photo-z ac-
curacy in absolute terms and also for lower D4000 values,
as will be the case for the planned Wide Field InfraRed
Survey Telescope (WFIRST) and the Euclid space-based
observatories.
This paper is structured as follows: in §2 we provide
details of the slitless spectroscopy data and the PEARS
survey. In §3, we explain the methods used for measure-
ments of the 4000A˚ break and our sample selection, and
in §4, we describe our SED fitting procedure for esti-
mating redshifts. In §5, we evaluate the dependence of
our photo-z, grism-z, and SPZ accuracy with D4000 by
comparing to ground-based spectroscopic redshifts. In
§6, we provide the number density predictions based on
continuum derived redshifts for observations by future
observatories, such as WFIRST and Euclid. We con-
clude in §7. Wherever needed, we used the following cos-
mology: a flat Universe with H0 = 67.4 km s
−1 Mpc−1,
Ωm = 1 − ΩΛ = 0.315, from the Planck 2018 results
(Planck Collaboration; Aghanim et al. 2018). All mag-
nitudes quoted in this paper are AB magnitudes (Oke
and Gunn 1983).
2. OBSERVATIONS
We use slitless spectroscopy obtained with the HST as
part of the PEARS survey (GO 10530; PI - S. Malho-
tra). The PEARS survey was awarded 200 orbits in Cy-
cle 14 to cover 8 fields in the Great Observatories Origins
Deep Survey (GOODS) North (GOODS-N) and South
(GOODS-S) regions (Giavalisco et al. 2004) to a depth
of z′AB≤ 27 mag with the ACS/WFC G800L grism. A
ninth ultra-deep field to z′AB. 28 mag overlaps the Hub-
ble Ultra Deep Field (HUDF; Beckwith et al. 2006). The
total area covered is ∼119 arcmin2. The G800L grism de-
livers +1st order spectra with a dispersion of about 40A˚
per pixel (Pasquali et al. 2006). The best resolution of
R∼100 is achieved for point sources, but for most of the
sources considered in this paper (see §3.2 for details on
our selected sample), which are spatially extended, the
effective resolution is lower because the spectrum is con-
volved with the object morphology along the dispersion
direction (Pasquali et al. 2001).
The ACS G800L grism nominally covers 0.55–1.05 µm
(for spectra dispersed in the positive first order). The
useful wavelength range, where the throughput of the
grism exceeds 10%, is 0.60–0.95 µm. While somewhat
dependent on the exact bandpasses used to measure the
break strength, this allows one to trace the 4000A˚ break
uninterrupted from z' 0.600 to z' 1.235 . We refer to
§3.1 for the definition of the break indices and for the
justification of our use throughout this paper of D4000
over Dn4000. If the Dn4000 index is used, instead of
D4000, then the redshift range is 0.558 ≤ z ≤ 1.317.
Fig. 1 shows the footprints of the PEARS pointings
within the GOODS-N and GOODS-S regions. Each of
the 8 deep PEARS pointings were observed for a total
of 20 HST orbits, while the ultra-deep pointing on the
HUDF totaled 40 orbits. In order to mitigate contamina-
tion of galaxy spectra that may (partially) overlap at any
given dispersion direction, each pointing was visited at
three different position angles (PAs), except for 2 fields in
GOODS-S which were observed at four PAs. Direct im-
ages through the ACS/WFC F606W filter were taken to
astrometrically align the G800L grism exposures and to
provide the zeropoint of the grism wavelength solution.
For more details about slitless spectroscopy with the
ACS/G800L grism and its data reduction the reader is
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Figure 1. The coverage of the PEARS survey within the GOODS fields. The red pointings, superimposed on a HST/ACS/F606W mosaic
from the 3D-HST collaboration, show the primary coverage of the PEARS survey with the ACS G800L grism.
referred to Pirzkal et al. (2004) and Pasquali et al. (2006).
We refer to Pirzkal et al. (2013) for a description of the re-
duction and analysis specific to PEARS data. Pasquali et
al. (2006) describe the basics of ACS grism observations
and the strategy used to calibrate grism observations in
orbit.
3. 4000A˚ BREAK MEASUREMENT AND SAMPLE
SELECTION
3.1. D4000 Measurement
We measure the 4000A˚ break in the rest-frame of the
galaxies that were in the PEARS survey, and which also
had measured photometry from the 3D-HST and CAN-
DELS surveys. The galaxies are distributed over the red-
shift range 0.600 ≤ z ≤ 1.235. In this work, the 4000A˚
break is measured by the D4000 (Bruzual 1983; Hamil-
ton 1985), as opposed to the Dn4000 index (Balogh et
al. 1999; see below). The D4000 index (see, e.g., Bruzual
1983; Hamilton 1985) measures the ratio of the inte-
grated continuum flux density (in fν units) in the band-
pass from 4050A˚ to 4250A˚ to the integrated continuum
flux density in the bandpass from 3750A˚ to 3950A˚ (Eq.
1). The Dn4000 index, where the n stands for “narrow”,
measures the ratio of the integrated continuum flux den-
sity in the bandpass from 4000A˚ to 4100A˚ to the flux in
the bandpass from 3850A˚ to 3950A˚ (Eq. 2).
D4000 =
∫ 4250A˚
4050A˚
fνdλ/
∫ 3950A˚
3750A˚
fνdλ (1)
Dn4000 =
∫ 4100A˚
4000A˚
fνdλ/
∫ 3950A˚
3850A˚
fνdλ (2)
The narrower definition, Dn4000, is less sensitive to
reddening effects, and is used relatively more in recent
literature (e.g, Li et al. 2015; Zahid & Geller 2017). Be-
cause we are using low-resolution grism spectra, the mea-
surement of Dn4000 is more likely to be less accurate.
This is because the break must fall in a relatively nar-
rower wavelength range (as compared to D4000) for the
measurement to be accurate. Since the spectrum must
also be deredshifted before measuring the break strength,
this “narrow” constraint also requires the redshift esti-
mate to be more accurate in order for the Dn4000 mea-
surement to be robust. Furthermore, there are fewer flux
measurements within each wavelength bin to integrate
over while using Dn4000 compared to D4000, which could
again lead to the Dn4000 to be less robust than D4000.
Therefore, when comparing the accuracy of spectropho-
tometric redshifts with photometric redshifts for different
4000A˚ break strengths, we prefer to measure these break
strengths in the grism spectra of our galaxies using the
D4000 index rather than the Dn4000 index. Appendix
A provides details on the error analysis for the D4000
measurement.
3.2. Sample Selection
The sample of galaxies used in this paper comes from
the public master catalog of galaxies and their grism
spectra released by the PEARS survey3. This catalog
contains 9551 galaxies (4082 in GOODS-N and 5469 in
GOODS-S). We matched the PEARS master catalogs
(using a matching radius of 0.′′3) with photometry cata-
logs from the 3D-HST survey (Skelton et al. 2014) and
our catalog of ground-based spectroscopic redshifts in the
GOODS regions. This gives us all galaxies which have
measured photometry, grism spectra, and ground-based
spectroscopic redshifts. The matching with the ground-
based spectroscopic redshift catalog is done so that we
can check the accuracy of our redshifts (see §5). The
3D-HST photometry catalog contains photometry from
multiple ground and space-based surveys. We use 12-
band photometry from u-band (ground-based) to 8µm
3 https://archive.stsci.edu/prepds/pears/
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Table 1
Summary of sample selection cuts
Selection cut Number of galaxies
remaining after cut
1. PEARS master catalog 9551
2. Matching with 3D-HST pho-
tometric catalog and ground-
based spectroscopic redshift
catalog
1863
3. Redshift cut i.e., 0.600 ≤
zspec ≤ 1.235
790
4. Combined cuts: 602
a) N > 10
b) Contamination < 33%
5. Final sample for which we mea-
sured photometric, grism, and
spectrophotometric redshifts.
497
a) 1.1≤D4000<2.0
b) None/incomplete flux
measurements within D4000
bandpass
c) Remove worst quality spec-
troscopic redshifts
(Spitzer IRAC). We refer the reader to the 3D-HST pho-
tometry paper for details on the imaging sources (Table 3
in Skelton et al. 2014). This matching results in a sample
of 1863 galaxies.
We then applied a redshift cut of 0.600 ≤ z ≤ 1.235 to
the ground-based spectroscopic redshifts to get galaxies
which could contain a 4000A˚ break in their grism spec-
tra. This results in a sample of 790 galaxies. A note
on GOODS-N astrometry is in order here: because the
PEARS catalogs were made with pre v2.0 ACS GOODS
images, before matching the PEARS catalog with 3D-
HST and ground-based spectroscopic redshift catalogs,
we also corrected for the known offset in the declination
of pre v2.0 ACS images for GOODS-N. This offset is ∼0.3
arcsec (see the readme file for v2.0 ACS images4).
We also apply a cut on the Net Spectral Significance,
N ≥ 10. Briefly, the Net Spectral Significance is a
proxy for the useful information content within a spec-
trum. For example, from Pirzkal et al. (2004), N >
8.5(npix/100)
1/2 corresponds to the detection of at least
a 3σ signal in the grism data; where npix is the number
of independent spectral elements. In our case, we typi-
cally have npix∼88, which implies that a value of N > 8
corresponds to at least a 3σ detection of signal in the
grism data. We refer the reader to appendix B for the
definition and also to Pirzkal et al. (2004) for details.
We also reject galaxies with excessive contamination (as
measured by the PEARS pipeline reduction) – defined
here as any galaxy which has more than 33% of its contin-
uum flux contaminated i.e., likely coming from its line-of-
sight neighbors (Pirzkal et al. 2004, 2013, 2017). We also
reject an additional 5 galaxies that have a D4000 error
larger than 0.5. These cuts give us 602 galaxies. Finally,
before we run the code to estimate the three types of red-
shifts (i.e., photometric, grism, and spectrophotometric),
we restrict the range to D4000≥1.1. This “color” cut is
used to remove grism spectra of galaxies that would not
be useful in determining redshifts, since they do not con-
4 https://archive.stsci.edu/pub/hlsp/goods/v2/h_goods_
v2.0_rdm.html
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Figure 2. The distribution of D4000 for all 602 galaxies within
our redshift range and which also passed our Net Spectral Signif-
icance and contamination cuts. The light blue shaded area shows
the D4000 range for galaxies included in our final sample, i.e.,
D4000≥1.1. The overlaid blue histogram shows the distribution of
those galaxies that have a 3σ or better measurement of D4000, i.e.,
(D4000− 1.0)/σD4000 ≥ 3.0 (see §5).
tain a discernible 4000A˚ break. This brings the final
sample of galaxies for which we estimate redshifts to 497
galaxies. Table 1 summarizes our selection cuts. Figure 2
shows the distribution of D4000 in our sample (note that
this figure includes galaxies with D4000<1.1 to clearly
show the distribution).
4. SED FITTING PROCEDURE
4.1. Template library
We use the Bruzual and Charlot (2003; hereafter
BC03) library of stellar population synthesis (SPS) mod-
els (Bruzual & Charlot 2003) to compare with the ob-
served grism and photometric data of a galaxy to infer
its redshift. The synthetic spectra include models with
3 different star formation histories (SFHs): 1) instanta-
neous burst also referred to as Simple Stellar Populations
(SSPs); 2) exponentially declining SFH also referred to
as Composite Stellar Populations (CSPs); and 3) con-
stant SFH, where the upper limit of the time scale (τ)
on our exponentially declining models is ∼63 Gyr. This
is much older than the current age of the Universe, so
that this model effectively has a constant SFH.
We generate a grid of templates with the age, metal-
licity, dust extinction (as measured by AV) and SFH as
parameters. All the models are normalized to form a to-
tal stellar mass of 1 M. The models are restricted to an
age range of 10 Myr to 7.95 Gyr. This upper limit is de-
cided by the age of the Universe at the lowest value in our
redshift range, i.e., this is the oldest possible age for any
galaxy in our sample. However, while fitting each indi-
vidual galaxy, the age of the model is restricted to be less
than the age of the Universe, depending on the redshift of
the galaxy under consideration. The SSP models have 6
metallicity values: 0.005 Z, 0.02 Z, 0.2 Z, 0.4 Z, Z,
and 2.5 Z. The CSP models, however, are restricted to
solar metallicity values for the sake of computational ef-
ficiency. For the exponentially declining SFHs we use a
grid for the e-folding time τ (in Gyr) that has a range of
−2 < log τ < +2 and a step-size ∆ log(τ) of 0.02. For a
screen of dust, the optical depth, τV , is related to visual
5dust extinction, AV , by AV = 1.086τV . For τV we adopt
a grid with a range of 0.0 ≤ τV ≤ 2.9 and a step size
of 0.2. The BC03 models use the prescription given by
Charlot & Fall (2000) to include the effect of dust ex-
tinction on the stellar light. The wavelength range for
all the models generated by BC03 is 91A˚ to 160µm. The
total number of templates used is 37761.
Since the BC03 templates do not contain emission
lines, we manually add emission lines to the model spec-
tra. Following the prescription given by Anders & Fritze-
von Alvensleben (2003), we relate the number of Ly-
man continuum photons (NLyc) and the strength of non-
Hydrogen emission lines to the Hβ line strength.
f(Hβ) = 4.757× 10−13 .NLyc (3)
For each template, the BC03 code gives NLyc as one
of its output parameters, and this allows us to get
the Hβ and metal emission line fluxes. The ratios of
the Hydrogen recombination lines are related to the
Hβ flux as given by Hummer & Storey (1987), assum-
ing ISM conditions of ne = 10
2cm−3 and Te = 104K
and Case B recombination. For the sake of computa-
tional efficiency we only include typically observed opti-
cal emission lines such as Hα, Hβ, Hγ, Hδ, [MgII]λ2800,
[OII]λ3727, [OIII]λλ4959,5007, [NII]λλ6548,6583, and
[SII]λλ6716,6731.
4.2. Fitting and error estimation
The procedure we follow to arrive at the best fit BC03
model is a χ2 minimization method which accounts for
correlated data in the grism spectrum. For every galaxy,
we compare the entire model set to the observed data
of the galaxy to get a χ2 value for each model. The χ2
statistic is defined by,
χ2 = (F − αM)T C−1 (F − αM) , (4)
where F and M are the flux and model SED vec-
tors, respectively, which are in flux density units (i.e.,
erg s−1 cm−2 A˚−1), and C−1 denotes the inverse of the
covariance matrix. There is only a single free parameter
for each model, the vertical scaling factor α, the value of
which is found by finding where the first order derivative
of χ2 vanishes:
∂χ2
∂α
= 0⇒ α =
∑
ij (FiMj + FjMi) /σ
2
ij
2
∑
ijMiMj/σ
2
ij
(5)
Here, 1/σ2ij is the ‘ij’th element in the inverse of the
covariance matrix. On the diagonal of the covariance ma-
trix this corresponds to the variance on each individual
flux point in the observed data. Details on the covariance
matrix estimation (to account for correlated data in the
extracted slitless spectra) and a brief explanation for Eq.
5 are given in Appendix C. To arrive at the redshift esti-
mate we choose the redshift corresponding to the best-fit
model which has an age that does not exceed the age of
the Universe at that redshift.
This procedure remains the same in essence regardless
of the redshift that is being computed, i.e., photometric,
grism, or spectrophotometric. To estimate photometric
redshifts, one needs to (i) redshift the high-resolution
model spectra, and (ii) compute fluxes for the redshifted
models through all filters for which photometry is avail-
able, before the comparison with the photometric data is
performed. The only simplification in the case of photo-
metric redshifts is that the covariance matrix is taken
to be diagonal for photometric data, since the CAN-
DELS/HST filters are all essentially non-overlapping and
therefore largely independent. In the case of grism red-
shift estimates, one must (i) redshift the high-resolution
model spectra, (ii) convolve the models with the Line
Spread Function (LSF), and (iii) resample the redshifted,
convolved model spectra to the grism spectral dispersion
of 40A˚ per pixel. Finally, when estimating spectrophoto-
metric redshifts from the combination of grism and pho-
tometric data, we apply all these modifications to the
models before performing the χ2 minimization.
We consider a range of possible redshifts for each
galaxy within 0.30 ≤ z < 1.50 with a step size of
∆z = 0.01. We experimented with ∆z = 0.005 and found
no significant improvement in the redshift estimates at
significant cost of computing time. The larger redshift
range is required to properly sample the redshift proba-
bility distribution, p(z) curve, in cases where the galaxy
redshift is at the edge of the redshift range over which
the 4000A˚ break is visible, i.e., 0.600 ≤ z ≤ 1.235. The
redshift in step (i) above comes from iterating over all
the redshifts in this range, i.e., for each redshift in this
range we carry out the three steps mentioned above, and
construct a map of χ2 values.
The convolution of the models with the LSF of the
galaxy is done to take into account the effects of the
morphology of an object on its spectrum. Because of the
absence of a spectroscopic slit in grism data, the orienta-
tion of the object with respect to the dispersion direction
can cause the LSF and hence the resulting spectrum to be
quite different at different position angles. This knowl-
edge of the LSF is important because the LSF will cause
any absorption or emission features that might be present
— like the 4000A˚ break — to be diluted, and therefore
cause a significant variation in the measurement of in-
dices such as D4000. This effect is even more pronounced
for an index with narrower wavelength bandpasses, such
as Dn4000. In our case, for the PEARS data, we evaluate
the Net Spectral Significance, N (appendix B), for the
spectrum at each position angle and select the spectrum
with the highest N to compare to the BC03 SPS models.
Apart from the LSF convolution, it is also necessary
that the SED models and the grism data are sampled to
the same spectral resolution before being compared to
find a best fitting model. The spectral resolution of the
BC03 models is 3A˚ in the range 3200 < λ [A˚] < 9500,
and lower outside this range (Bruzual & Charlot 2003).
A mismatch in resolution would lead to an improper com-
parison between the high-resolution model and the low-
resolution data, because spectral features in the model
would remain much sharper than in the data yielding
larger values of the χ2 statistic that we are attempting
to minimize. The models are therefore re-sampled to
the wavelength resolution of the grism spectrum. This
re-sampling of the model is done simply by taking the av-
erage flux of all points in the model that fall within the
wavelengths of two adjacent points on the grism spec-
trum. This is done for all points within the grism spec-
trum wavelength coverage. For the purposes of finding a
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Figure 3. Example spectra and fit residuals from our SPZ fitting procedure for four galaxies in our sample at various D4000 values. The
black solid line is the grism data with error bars shown in gray. The observed photometry is shown as red points with error-bars. The light
gray line is the best fit high-resolution BC03 model at the estimated redshift. The light green solid line and points are the best fit BC03
model downsampled to the grism redshift and the model photometry. The “best” spectrophotometric redshift from our code, which is the
redshift corresponding to the minimum χ2, is shown on the plot legend along with the ground-based spectroscopic redshift as well as the
photometric redshift. The p(z) curve for the galaxy is shown in the upper right corner as an inset figure with the ground-based redshift
shown as a red dashed line. The plot legend also shows the galaxy ID, Net Spectral Significance (N ), D4000 (based on the ground-based
spectroscopic redshift), and other derived parameters from the fitting routine. The bottom panels show the residuals for the fit, i.e.,
(fobsλ − fmodelλ )/σfobs
λ
. Note that the flux axis is plotted here in fλ units for visual clarity since the 4000A˚ break is more prominent in fλ
units, but that the D4000 measurement is done in fν units.
best-fit model, we only consider the part of the model
spectrum that has the same wavelength range as the
grism spectra.
We derive redshift uncertainties analytically, by first
deriving errors on the reduced χ2 (see, e.g., Andrae et
al. 2010; Hogg et al. 2010), and then deriving the corre-
sponding error on the redshift. The error on the reduced
χ2 is given by
√
2/d.o.f., where d.o.f. is the number of
degrees of freedom. Our model has one free parameter,
the vertical scaling factor α, and the d.o.f. is given by
the difference between number of observed flux points
(Ndata) and the number of parameters in fit which gives
d.o.f. = (Ndata − 1). This also allows us to accurately
estimate asymmetric uncertainties in cases where the χ2
minimum is asymmetric.
Figure 3 shows four example spectra and photometry,
with varying D4000 values, to show results from our SED
fitting routine. It can be seen that our fitting process
gives decent results for both 4000A˚ (top row) and Balmer
breaks (bottom row). Although it does not appear to af-
fect the fitting results, we note that the χ2 values for
SPZ and photo-z are much larger than the optimal value
of 1.0. This is likely due to systematic errors in the ab-
solute photometric calibration, because our photometric
data come from multiple different instruments and ob-
servatories. It can also be seen that the residuals for the
grism data are scattered tightly around zero, whereas the
photometric points can have much larger residuals. As
another visual check, we also compute the p(z) curves for
each galaxy. This is done by first converting the χ2 map
to a likelihood map, L∼ e−χ2/2, which is then marginal-
ized over all model parameters to convert it to a redshift
probability distribution, i.e., a p(z) curve. In Table 3
we provide our redshift estimates and their uncertainties
along with the other relevant parameters.
5. THE DEPENDENCE OF REDSHIFT ACCURACY ON
D4000
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Figure 4. Photo-z (zp), grism-z (zg), and SPZ (zspz) redshift accuracy for different D4000 bins by comparing to ground-based spectroscopic
redshifts (zs). Each row on this figure contains galaxies that fall in the D4000 range shown in the middle subplot. Within each row are
three subplots: photo-z on the left, grism-z in the middle, and SPZ on the right. The top panels within each subplot show each of the three
redshifts vs. the ground-based spectroscopic redshift. The bottom panels show the residuals, i.e., (z∗ − zs)/(1+zs), where z∗ is either zp,
zg, or zspz. The D4000 bins sizes are steps of 0.1, except at the two bins with largest D4000 (in Figure 5), where we have a larger bin size
to get a comparable number of galaxies in each bin. The gray solid line in the top panels is the 1:1 line. The blue and red dashed lines are
the mean and ±1σNMAD spread, respectively. The gray open circles are >3σ outliers.
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Figure 5. Same as Figure 4 but for the two larger D4000 bins (top and middle) and the entire D4000 range (bottom).
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Redshift statistics
D4000 N Outlier fraction Photo-z residuals Grism-z residuals SPZ residuals
range Photo-z Grism-z SPZ Mean σNMAD Mean σNMAD Mean σNMAD
1.1 ≤ D4000 ≤ 1.2 83 0.13 0.59 0.12 +0.010 0.031 −0.040 0.179 −0.002 0.021
1.2 ≤ D4000 ≤ 1.3 115 0.07 0.35 0.07 −0.003 0.034 −0.098 0.107 −0.010 0.027
1.3 ≤ D4000 ≤ 1.4 108 0.05 0.35 0.04 +0.014 0.039 −0.001 0.088 +0.014 0.025
1.4 ≤ D4000 ≤ 1.6 94 0.06 0.22 0.04 +0.003 0.027 +0.025 0.040 +0.002 0.023
1.6 ≤ D4000 ≤ 2.0 97 0.11 0.11 0.13 +0.004 0.013 +0.006 0.008 +0.005 0.010
Full D4000 range:
1.1 ≤ D4000 ≤ 2.0 497 0.08 0.36 0.07 +0.006 0.029 −0.024 0.057 +0.002 0.022
Note. — Quantifying the accuracy of the three different redshifts while stepping through D4000 bins.
We now investigate the dependence of the accuracy of
the three types of redshifts on the 4000A˚ break strength,
D4000. Our derived redshifts are compared to ground-
based spectroscopic redshifts which are often based on
emission lines.
Figures 4 and 5 show this comparison of accuracy be-
tween the photometric (broad-band), grism (only), and
spectrophotometric (broad-band plus grism) redshifts
while stepping through bins of increasing D4000. We
quantify the outlier fraction and the mean and spread of
our sample for our three types of redshifts, for different
bins of D4000, in Table 2. The mean of the residuals is
given by 〈∆z/(1 + zs)〉, where ∆z is (zp;g;spz − zs). The
spread in the distribution of redshift residuals is mea-
sured by using the Normalized Median Absolute Devia-
tion (σNMAD; see, for e.g., Brammer et al. 2008). The
σNMAD is given by:
σNMAD = 1.48×median
(
∆z−median(∆z)
1 + zs
)
. (6)
A redshift value is defined as an outlier when its
|∆z/(1 + zs)| value is greater than 3σNMAD away from
the mean. For the sake of consistency we use the σphotNMAD,
for photometric redshifts, as the σNMAD in the definition
of outlier. The entire sample of 497 galaxies over the
D4000 range of 1.1 ≤ D4000 < 2.0 is shown in the bot-
tom three panels in Figure 5.
It can be seen that the grism redshifts at values
D4000<1.3 show a ∆z/(1 + zs) offset at the level of
< −0.1. This is due to a significant number of out-
liers toward the blue end of the redshift range. This
occurs because, for galaxies with a relatively weaker
4000A˚/Balmer break – and therefore lower significance
(see following discussion and Figure 6b) on the measured
value of D4000 – our fitting routine is driven to the blue
edge of the redshift grid. This is also the reason why
the middle subplot in the first two rows, of Figure 4, has
somewhat fewer points than the other two subplots. For
D4000&1.3 this offset is significantly diminished, and is
similar for all three types of redshifts. From Figures 4
and 5 and Table 2, it can be seen that the SPZ improves
over the photo-z, as measured by the spread in the resid-
uals, i.e., σNMAD, for all D4000 values by ∼17–60%. In
the D4000 bin with the largest values, 1.6≤D4000<2.0,
the SPZ improves over the photo-z by 30%.
A general trend for lower or similar SPZ outlier frac-
tions as compared to photo-z outlier fractions can also
be observed. For the bin with the largest D4000 values
the outlier fraction for SPZs is ∼2% higher than photo-z
(i.e., the SPZ method has 2 additional objects which are
counted as outliers). The photo-z method is expected to
work well with the largest breaks and therefore shows a
roughly equivalent outlier fraction for the largest D4000
bin. It therefore appears that the outlier fractions are
less dependent on the method than the adopted defini-
tion of outlier.
The dependence of redshift accuracy on D4000 also
prompted us to attempt to quantify the value of D4000
at which the measurement of the break strength is signif-
icant enough for a redshift to be accurately estimated in
Figure 6b. For this, we quantify the D4000 measurement
significance by (D4000−1.0)/σD4000, which is plotted vs.
redshift in Figure 6b, where the points are colored with
their D4000 value (σD4000 is the error in our D4000 mea-
surement). In Figure 6a, we show the average error for
all our D4000 measurements as the point with red error-
bars. This average error is ∼0.1. We define the signif-
icance threshold then as the level of 3σ above the flat
spectrum line of D4000=1.0, shown as the pink dash-dot
line at D4000'1.3. This agrees well with the decreased
offset in the grism redshifts which occurs at D4000≥1.3
(Figures 4 and 5). Figure 7 shows this dependence be-
tween D4000 measurement significance and the redshift
accuracy more explicitly. It can be seen that at larger
D4000 values and larger significance of the D4000 mea-
surements, the redshift accuracy improves dramatically,
while at lower D4000 values and lower D4000 measure-
ment significance, there exists a larger scatter in the red-
shift accuracy.
In Figure 8 we investigate the effect of source bright-
ness on the significance of the D4000 measurement. The
figure shows a strong correlation between iAB mag and
(D4000−1.0)/σD4000. It can be seen that at fluxes fainter
than iAB ∼ 23–24 mag, there are far more galaxies with
lower D4000 significance, i.e., (D4000−1.0)/σD4000 < 3.0
than with higher D4000 significance.
This idea of D4000 significance is analogous to the mea-
surement of the significance of emission lines when deter-
mining redshifts based on emission lines. Essentially, for
an accurate redshift to be measured, the emission line
must be measured at a significance of at least 3σ above
the continuum level. We conclude here that a similar
requirement is needed on the D4000 measurement for
accurate redshifts based on absorption features. There-
fore, using the robustness of D4000 measurements will
be a useful tool for future WFIRST and Euclid redshift
surveys.
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Figure 6. (a) The distribution of D4000 values with spectroscopic redshift. The black points show the D4000 measurements from our
PEARS data for all the 602 galaxies which were within our redshift range and passed the Net Spectral Significance and contamination
cuts. The horizontal pink dashed line at D4000 = 1.0 shows the D4000 value for a flat spectrum, in fν . The pink dash-dot line is 3σ away
from 1.0, where 1σ is the average error-bar for all D4000<1.3 shown by the point with the red error-bar. (b) The significance of the D4000
measurement, as measured by (D4000−1.0)/σD4000, vs. redshift. The points are colored with their D4000 values as shown. The horizontal
dashed and dash-dot lines show the null-measurement and 3σ level, respectively.
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6. ESTIMATES OF OBJECT NUMBER DENSITIES FOR
FUTURE SURVEYS
The Wide Field Infrared Survey Telescope (WFIRST)
was ranked as the highest priority space mission in the
Astro2010 decadal survey, “New Worlds New Horizons”
(Blandford et al. 2010). One of the primary drivers of
both WFIRST and the European Space Agency’s Eu-
clid mission is to measure the growth of structure and
cosmic expansion over a large period of cosmic history.
To achieve this, accurate redshift measurements are nec-
essary – within 0.1% accuracy for baryon acoustic scale
measurements (BAO) and ∼1-3% for weak lensing and
galaxy overdensity measurements. In this section, we es-
timate the expected number density of objects by future
redshift surveys that will achieve a redshift accuracy of
∼2% or better based on the 4000A˚/Balmer breaks.
As a first step to estimate the number density for future
redshift surveys, we investigate any possible evolution of
the 4000A˚ break strength, D4000, with redshift at inter-
mediate redshifts. Figure 6a shows the distribution of
D4000 vs. redshift for all galaxies in our sample that had
ground-based spectroscopic redshifts, and that passed
our Net Spectral Significance and contamination cuts.
Figure 6a shows that the strength of the 4000A˚ break
remains roughly constant between 0.600 ≤ z ≤ 1.235. It
can also be seen that most of the galaxies at these red-
shifts have a red slope at ∼4000A˚, since they lie above
the value of 1.0 (red dashed horizontal line) that repre-
sents a flat spectrum (in fν) between 3750A˚ and 4250A˚
(equal integrated flux density in the two bandpasses used
in the D4000 definition).
The method presented in this work relies on the pres-
ence of a discernible 4000A˚ break. Hence, the num-
ber density of galaxies with accurate 4000A˚ break red-
shifts observable by WFIRST and Euclid will depend on
the fraction of galaxies that contain a discernible 4000A˚
break at the redshifts being probed. For WFIRST and
Euclid (Laureijs et al. 2011), the wavelength coverage of
the grism is 1.0 to 1.93 µm (for the WFIRST Wide Field
Instrument, WFI)5, and 0.92 to 1.85 µm (for the Euclid
Near Infrared Spectrometer and Photometer, NISP)6, re-
spectively. These grism wavelength coverages translate
to redshift ranges that are sensitive to the 4000A˚ break,
i.e., 1.67 ≤ z ≤ 3.45 and 1.45 ≤ z ≤ 3.35 for WFIRST
and Euclid, respectively. These ranges are derived from
wavelength coverage for the grisms and the D4000 defi-
nition (see Eq. 1).
Given the results from Figure 6a — the absence of a
strong trend in D4000 with redshift for the intermedi-
ate redshift values we consider — and also for simplicity,
we assume that the fraction of galaxies with a 4000A˚ or
Balmer break available to provide accurate redshifts is
roughly constant between the WFIRST and Euclid red-
shift ranges. We are allowing for the possibility that the
abundance of 4000A˚ break galaxies should drop at higher
redshifts, but the abundance of Balmer break galaxies
(due to post starburst populations dominated by A-type
stars) should increase due to the increased overall star
formation activity in the Universe (e.g., Madau & Dick-
5 https://wfirst.ipac.caltech.edu/sims/Param_db.html
6 https://www.euclid-ec.org/?page_id=2490
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3.0. This plot includes all the 497 galaxies in our sample with
1.1 ≤ D4000 < 2.0.
inson 2014).
Based on the results from Figure 8, for the remain-
der of this work, we will only consider the subsample of
galaxies within our sample that are brighter than iAB=24
mag. There are 464 galaxies, representing ∼72% of all
galaxies in the PEARS area (464 out of 646 galaxies),
that are within 0.600 ≤ z ≤ 1.235 and contain a dis-
cernible 4000A˚/Balmer break, i.e., D4000>1.1, and also
have iAB≤24 mag. We assume that this is the frac-
tion of galaxies within any given area that will contain
4000A˚/Balmer breaks available to determine accurate
redshifts.
We estimate the number density of objects with accu-
rate 4000A˚/Balmer break redshifts by integrating mea-
sured luminosity functions (LFs) over the WFIRST and
Euclid redshift ranges covering the 4000A˚ break. The
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measured LFs come from Kelvin et al. (2014), who report
LFs measured for elliptical galaxies (among others) at lo-
cal redshifts, using data from the GAMA survey (Driver
et al. 2011). The LFs are assumed to follow a Schechter
form (Schechter 1976) parameterized by the character-
istic magnitude M∗, the characteristic number density
φ∗ [Mpc−3mag−1], and the faint-end slope α. While the
choice of LF does impact the predicted number counts,
the effects of LF-evolution will be minor, and the largest
uncertainty is currently the unknown survey complete-
ness.
Following the prescription in Gardner (1998; Equations
1–9), we integrate the adopted LF and differential vol-
ume element, giving the number density out to the spec-
ified magnitude limit. The BC03 SED we used has the
following stellar population parameters: age, t = 4 Gyr,
exponential SFH timescale, τ = 0.1 Gyr, AV = 0, and so-
lar metallicity. To predict the number density of galaxies
that contain a discernible 4000A˚ break and also allow
for a redshift estimate with accuracy |∆z/(1 + zs)| ≤
0.02, we multiply the number densities obtained from
the LF integration with the fraction of galaxies with
D4000>1.1 (denoted fD4000) and the fraction of galax-
ies with |∆z/(1 + zs)| ≤ 0.02 (denoted facc) determined
from our sample. These fractions are fD4000 = 0.72 (see
preceding discussion) and fSPZacc = 0.575 (286 out of 497
galaxies) for spectrophotometric redshifts or fzgacc = 0.36
(180 out of 497 galaxies) for grism-only redshifts.
Therefore, based on the calculation described above,
we predict a total of ∼700–4400 galaxies/degree2
which can be used to obtain redshifts accurate to
|∆z/(1 + zs)| ≤ 0.02, within the WFIRST and Euclid
redshift ranges to a limiting depth of iAB=24 mag. Our
predicted number density of galaxies with accurate con-
tinuum derived redshifts is comparable to the expected
number density of emission line redshifts. For example,
our expected number density agrees reasonably well, at
the higher end of our prediction, with the expected num-
ber density of Hα emitting galaxies predicted by Mer-
son et al. (2018), who find a number density between
3900 and 4800 galaxies/degree2 for a Euclid-like sur-
vey, and a number density between 10400 and 15200
galaxies/degree2 for a WFIRST-like survey. Our ex-
pected number density also agrees well with estimates
of line-emitting galaxies from the WFC3 Infrared Spec-
troscopic Parallels (WISP) survey collaboration (see for
e.g., Colbert et al. 2013; Mehta et al. 2015) and also with
the number counts of line emitters at 0.9 < z < 1.8 esti-
mated by Valentino et al. (2017).
7. CONCLUSION
We note three important aspects of our continuum de-
rived redshifts relevant to future redshift surveys –
(i) Complementarity with emission line redshifts:
As we have shown, the expected number density of galax-
ies with redshifts derived from the 4000A˚/Balmer breaks
is comparable to that of galaxies with Hα based red-
shifts. Our redshift fitting method relies on absorption
features in the continuum to minimize χ2, while also ac-
counting for the effects of correlated data in the grism
spectra and galaxy morphology. Since the two methods
rely on very different features present in galaxy spectra,
these methods individually access very different galaxy
populations. Therefore, the two methods combined can
comprehensively sample the galaxy population. We have
also shown, that the D4000 measurement significance can
be used as a proxy for expected continuum-based redshift
accuracy.
(ii) Redshifts based on grism data alone: For galax-
ies that contain strong emission lines, using grism data
alone, a redshift accuracy of ∼0.1% can be achieved, by
employing 2-dimensional grism spectra to detect individ-
ual emission line regions in galaxies (Pirzkal et al. 2018).
We have shown that continuum-based redshifts derived
using only grism data, for galaxies without strong emis-
sion lines, can still achieve an accuracy of σNMAD∆z/(1+z)∼6%
(Table 2), down to iAB∼23–24 mag. This is when us-
ing ACS/G800L spectra that have R'100 and a typical
rest-frame coverage around the 4000A˚ break of ∼1500A˚.
This is especially important, given that much of the area
covered by WFIRST and Euclid will not have supporting
12-band (or more) photometry, and therefore must rely
on grism-based redshifts alone.
(iii) Grism redshifts for fainter continua: Accurate
grism continuum redshifts can be achieved for continua
that are fainter (iAB=24 mag for this paper) than those
that can be done from the ground. Given the steep
slope in the luminosity function at the faint end (e.g.,
Finkelstein et al. 2015), this is particularly important be-
cause sampling fainter magnitudes will allow for obtain-
ing continuum-based redshifts for much larger numbers
of galaxies.
While programs targeting Hα and [OIII]λ5007 lines are
being planned for both the WFIRST (see e.g., High Lat-
itude Survey, Spergel et al. 2015) and Euclid missions,
we show that redshifts obtained with the 4000A˚/Balmer
breaks can also be accurate to at least .2%. We ar-
gue that – (i) since the expected number densities of ob-
jects with redshifts based on the 4000A˚/Balmer breaks
and objects with emission line redshifts are compara-
ble, and (ii) since grism continuum redshifts can be
done from space to fainter continuum levels compared
to continuum-based redshifts from the ground (e.g., this
work goes as faint as iAB=24 mag) – continuum-based
redshifts can thus provide redshifts for galaxies which will
not have emission line based redshifts from grism obser-
vations with WFIRST and Euclid, and therefore con-
tribute additional redshifts which would otherwise not
be available.
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Table 3
Redshift and D4000 catalog for our sample
PearsID Field RA DEC zspec zphot zgrism zSPZ N D4000 σD4000 i(AB)
89573 GOODS-N 189.2496182 62.274447 1.012 0.95+0.11−0.00 1.06
+0.00
−0.02 0.95
+0.18
−0.00 136.31 1.7639 0.12 23.27
96475 GOODS-N 189.3574708 62.287353 0.915 0.92+0.00−0.00 0.77
+0.00
−0.00 0.92
+0.00
−0.09 216.75 1.2684 0.06 22.66
66753 GOODS-N 189.2062393 62.235220 0.752 0.83+0.06−0.01 0.74
+0.00
−0.27 0.83
+0.03
−0.03 395.31 1.3061 0.05 21.87
94085 GOODS-N 189.2999221 62.283150 1.142 1.03+0.01−0.02 1.12
+0.00
−0.01 1.04
+0.00
−0.02 360.69 1.3292 0.05 22.77
33414 GOODS-N 189.1540648 62.175396 1.016 0.97+0.02−0.01 0.71
+0.65
−0.01 1.00
+0.00
−0.03 89.50 1.6158 0.25 23.43
74987 GOODS-N 189.2407802 62.248600 0.849 0.92+0.00−0.00 0.97
+0.01
−0.02 0.92
+0.00
−0.03 293.54 1.3627 0.05 22.12
83499 GOODS-N 189.1973120 62.274485 0.871 0.87+0.00−0.00 0.87
+0.03
−0.01 0.87
+0.00
−0.00 603.06 1.5416 0.05 21.28
125098 GOODS-N 189.3846421 62.342237 1.223 1.21+0.00−0.00 1.30
+0.00
−0.00 1.23
+0.00
−0.00 319.61 1.9912 0.09 22.96
124386 GOODS-N 189.3902768 62.344510 0.841 0.86+0.01−0.02 0.93
+0.02
−0.09 0.86
+0.01
−0.06 222.50 1.4873 0.07 22.80
86522 GOODS-N 189.3232826 62.268957 0.710 0.68+0.02−0.00 1.32
+0.02
−0.04 0.64
+0.04
−0.01 269.71 1.1821 0.05 22.86
76405 GOODS-N 189.1780463 62.250802 0.697 0.92+0.01−0.01 0.44
+0.01
−0.01 0.83
+0.00
−0.01 119.74 1.2246 0.10 23.11
92378 GOODS-N 189.1805813 62.281280 0.944 1.00+0.05−0.03 1.04
+0.01
−0.00 1.02
+0.09
−0.04 288.62 1.3911 0.06 22.06
82816 GOODS-N 189.3380698 62.262313 0.778 0.82+0.01−0.00 0.70
+0.01
−0.00 0.78
+0.01
−0.00 154.46 1.2012 0.07 22.69
58856 GOODS-N 189.1602768 62.220296 0.635 0.58+0.00−0.01 0.40
+0.00
−0.00 0.60
+0.01
−0.00 287.12 1.2024 0.05 22.41
70857 GOODS-N 189.1161525 62.246957 0.680 0.70+0.01−0.02 0.99
+0.01
−0.03 0.71
+0.00
−0.00 547.56 1.3923 0.05 21.33
112509 GOODS-N 189.4184551 62.314892 0.955 1.01+0.01−0.06 1.46
+0.01
−0.01 1.00
+0.03
−0.05 141.09 1.3632 0.09 23.03
79185 GOODS-N 189.1656552 62.263279 0.848 0.84+0.00−0.00 0.96
+0.00
−0.11 0.85
+0.00
−0.00 528.87 1.6492 0.05 21.36
54598 GOODS-N 189.2245564 62.215020 0.642 0.64+0.03−0.02 0.61
+0.01
−0.01 0.64
+0.01
−0.03 694.02 1.3576 0.04 20.98
121302 GOODS-N 189.3372338 62.332220 0.778 0.76+0.00−0.02 0.30
+0.00
−0.00 0.72
+0.01
−0.00 311.43 1.2509 0.05 22.16
119879 GOODS-N 189.3599907 62.329089 1.010 1.00+0.00−0.00 1.00
+0.00
−0.00 1.00
+0.00
−0.00 284.78 1.7751 0.07 22.50
41630 GOODS-N 189.1987192 62.188955 1.223 1.20+0.12−0.06 1.12
+0.00
−0.00 1.23
+0.09
−0.09 111.73 1.2653 0.14 23.17
98997 GOODS-N 189.3637473 62.293080 1.011 0.95+0.02−0.02 0.95
+0.06
−0.00 0.95
+0.01
−0.00 143.34 1.3447 0.08 23.12
86203 GOODS-N 189.1572727 62.268766 0.841 0.81+0.01−0.02 0.84
+0.00
−0.00 0.80
+0.02
−0.00 271.28 1.6855 0.08 22.32
105455 GOODS-N 189.2603162 62.305642 0.767 0.77+0.01−0.01 0.50
+0.25
−0.14 0.75
+0.00
−0.01 258.67 1.3604 0.06 22.58
66729 GOODS-S 53.1363320 −27.816537 0.671 0.65+0.00−0.00 0.61+0.00−0.00 0.65+0.00−0.00 506.23 1.2847 0.04 21.95
63902 GOODS-S 53.1617459 −27.824573 0.820 0.82+0.00−0.00 0.82+0.00−0.00 0.82+0.00−0.00 221.30 1.6136 0.08 22.96
81011 GOODS-S 53.1603539 −27.784002 0.954 0.90+0.00−0.04 0.97+0.00−0.01 0.90+0.01−0.00 418.65 1.5806 0.05 21.92
125952 GOODS-S 53.0335122 −27.701204 1.042 1.00+0.01−0.02 1.29+0.02−0.02 1.02+0.02−0.01 227.76 1.3618 0.07 23.36
115781 GOODS-S 53.1484734 −27.719482 1.222 1.15+0.00−0.00 1.21+0.00−0.00 1.15+0.00−0.00 156.30 1.6731 0.11 23.01
76592 GOODS-S 53.1736667 −27.797363 0.668 0.58+0.07−0.02 0.36+0.00−0.00 0.64+0.00−0.00 132.67 1.1977 0.08 23.50
26158 GOODS-S 53.1785644 −27.890211 0.650 0.66+0.00−0.00 0.66+0.00−0.00 0.66+0.00−0.00 842.00 1.7049 0.05 20.99
111741 GOODS-S 53.0454611 −27.728629 0.998 1.00+0.03−0.02 1.10+0.01−0.00 1.02+0.01−0.03 330.77 1.4715 0.05 21.61
31899 GOODS-S 53.1398202 −27.880603 1.077 1.12+0.00−0.04 1.17+0.00−0.11 1.11+0.02−0.03 354.71 1.4295 0.06 22.06
109151 GOODS-S 53.1409173 −27.736119 0.667 0.64+0.00−0.00 0.65+0.14−0.00 0.64+0.00−0.00 520.90 1.5853 0.06 21.53
132474 GOODS-S 53.0865015 −27.687486 0.683 0.64+0.02−0.01 0.62+0.00−0.00 0.66+0.00−0.01 174.31 1.1884 0.07 22.73
21592 GOODS-S 53.1459236 −27.901462 0.670 0.66+0.00−0.00 0.83+0.04−0.03 0.66+0.00−0.01 443.13 1.5615 0.07 21.69
34821 GOODS-S 53.1652086 −27.873947 1.096 1.04+0.00−0.01 1.04+0.00−0.01 1.03+0.00−0.00 249.11 1.1185 0.06 22.62
109794 GOODS-S 53.1431093 −27.730585 0.667 0.65+0.00−0.00 1.49+0.00−1.11 0.64+0.00−0.00 519.81 1.3874 0.05 21.24
118100 GOODS-S 53.0703038 −27.717853 0.644 0.62+0.02−0.01 0.67+0.00−0.00 0.67+0.00−0.00 159.11 1.1269 0.07 23.16
135087 GOODS-S 53.0807722 −27.681003 0.682 0.99+0.00−0.00 0.46+0.23−0.01 0.98+0.00−0.00 714.63 1.3917 0.04 21.07
19226 GOODS-S 53.1412561 −27.907070 0.663 0.65+0.01−0.01 1.32+0.00−0.00 0.73+0.00−0.00 324.85 1.4449 0.08 22.23
118459 GOODS-S 53.0952520 −27.717270 0.671 0.68+0.00−0.01 0.38+0.05−0.01 0.65+0.01−0.00 104.73 1.1295 0.10 23.35
108892 GOODS-S 53.0779324 −27.736875 0.958 1.00+0.00−0.05 0.90+0.05−0.01 0.94+0.03−0.04 144.69 1.5038 0.09 22.61
47038 GOODS-S 53.1338939 −27.851542 0.683 0.72+0.01−0.04 0.31+0.01−0.00 0.72+0.01−0.06 153.20 1.3004 0.10 22.30
89031 GOODS-S 53.1016142 −27.773408 0.895 0.90+0.00−0.00 0.89+0.01−0.00 0.90+0.00−0.00 150.49 1.7899 0.13 22.60
96844 GOODS-S 53.1523301 −27.761868 0.710 0.41+0.00−0.01 0.31+0.01−0.00 0.31+0.01−0.00 165.48 1.2724 0.07 23.33
113678 GOODS-S 53.0611747 −27.726963 0.910 0.97+0.01−0.01 1.49+0.00−1.13 0.94+0.01−0.00 142.71 1.3786 0.08 23.44
90546 GOODS-S 53.1549743 −27.768908 1.050 1.06+0.00−0.00 1.09+0.01−0.00 1.06+0.00−0.00 577.57 1.7734 0.07 21.86
83248 GOODS-S 53.1616316 −27.780247 0.619 0.59+0.01−0.00 0.62+0.00−0.00 0.59+0.00−0.00 588.09 1.6353 0.07 21.70
Note. — Redshift estimates from our galaxy sample. We also provide the Net Spectral Significance (N ), D4000, and the i-band magnitude for
each galaxy. Only part of the table is shown here to illustrate its content; the entire machine readable table for 497 galaxies is available from the
journal website.
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APPENDIX
A. ERRORS ON THE D4000 MEASUREMENT
We use a simple trapezoidal rule to estimate the definite integrals to measure the continuum flux within the two
bandpasses employed in the measure of D4000. The error on the D4000 measurement is obtained analytically using
equation A2, where f− and f+ are the measurements of integrated flux in the bluer and red bandpasses in the definition
of D4000, respectively. The flux measurements, f− and f+, are given by equations A3 and A4, respectively, and σ−
and σ+ are their respective errors which are given by equations A5 and A6. In the equations below, fλ and σλ are the
values of the flux and its corresponding error respectively at the stated λ:
D4000 =
f+
f−
(A1)
σD4000 =
1
f2−
√
σ2+ f
2− + σ2− f2+ (A2)
f− =
(3950− 3750)
2N−
(
f3750 + f3950 + 2 fΣ−
)
(A3)
f+ =
(4250− 4050)
2N+
(
f4050 + f4250 + 2 fΣ+
)
(A4)
σ− =
√
(3950− 3750)2
(2N−)2
(
σ23750 + σ
2
3950 + 4σ
2
Σ−
)
(A5)
σ+ =
√
(4250− 4050)2
(2N+)2
(
σ24050 + σ
2
4250 + 4σ
2
Σ+
)
(A6)
In the above equations, there are N−+1 and N++1 spectral points in the blue and red wavelength intervals, respectively,
over which the continuum flux is measured. In most spectra, where a flux measurement at the exact wavelengths of
the bandpass limits did not exist, we used a simple linear interpolation to compute the flux measurement at the
exact wavelength, using the flux measurements on either side of it. These flux points are referenced by their exact
wavelengths in the above equations, i.e. f3750, f3950, f4050, f4250. Also, fΣ− and fΣ+ are flux measurements excluding
the end points in the blue and red wavelength intervals, respectively.
B. NET SPECTRAL SIGNIFICANCE
The Net Spectral Significance (N ) is a way of measuring the amount of useful information in a spectrum (Pirzkal
et al. 2004). It is defined as the maximum cumulative signal to noise ratio (SNR) in a spectrum.
The Net Spectral Significance is measured in the following way. The SNR at each flux point is measured and then
sorted in descending order. This sorted array is used to create signal and noise arrays, with the first element in these
arrays corresponding to the signal and noise from the highest SNR point in the spectrum. The second element in
the signal array would then be the sum of the signals from the point with the highest SNR and the point with the
second-highest SNR. The second element in the noise array are the noise values summed in quadrature for the same
two points. The rest of the arrays are filled similarly.
The signal and noise arrays are divided element-wise to make the final cumulative SNR array (shown in Eq. B1 as
a sequence). The Net Spectral Significance is then the maximum value in this cumulative SNR array.
Cumulative SNR :
S1√
N21
,
S1 + S2√
N21 +N
2
2
,
S1 + S2 + S3√
N21 +N
2
2 +N
2
3
, etc . . . (B1)
N = max (Cumulative SNR) (B2)
C. COVARIANCE MATRIX ESTIMATION
The covariance matrix is estimated using a squared exponential kernel (see for example the brief pedagogical intro-
duction given by Gibson et al. 2012, appendix A1). We estimate individual elements of the inverse of the covariance
matrix directly. The ‘ij’th element of the inverse of the covariance matrix ‘C−1’ is given by,
C−1ij = δij
1
σ2ij
+ (1− δij) 1
θ0
exp
(
− (λi − λj)
2
2L2
)
. (C1)
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In the above equation, θ0 is the maximum covariance which is used as a normalization constant. We simply used the
square of the maximum of errors on all flux points within a given spectrum. The effective correlation length is given
by L, and depends on the galaxy size along the dispersion direction. The wavelength corresponding to the ‘i’th flux
point and the variance on the data is given by λi and σ
2
ii, respectively. Here δij is the Kronecker delta function which
populates elements only on the diagonal of the matrix. In the ideal case of each grism data point being completely
uncorrelated to any other data point in the grism spectrum, the inverse of the covariance matrix is a diagonal matrix
containing only the reciprocals of the variances on the individual data points.
To arrive at the effective correlation length, L, we fit the measured LSF of each galaxy with a Gaussian and set
L = 3σLSF , where σLSF is the best-fit Gaussian standard deviation for the LSF. This takes into account the correlation
induced by the morphology of each galaxy along the dispersion direction. The above measure of the effective correlation
length essentially indicates that the data becomes uncorrelated ±3σLSF away from any individual data point in the
grism spectrum.
Below we provide a short derivation for the vertical scaling factor given in equation 5. The χ2 statistic is defined by
χ2 = (F − αM)T C−1 (F − αM) which can be written as,
χ2 =
N∑
ij
(Fi − αMi) (Fj − αMj)
(
1
σ2ij
)
. (C2)
In the above equation, the ‘i’th flux and model elements are denoted by Fi and Mi, respectively. The ‘ij’th element
of C−1 is denoted by 1/σ2ij which is the result of evaluating equation C1. For example, C
−1
11 = 1/σ
2
11 where σ
2
11 is the
variance on the ‘i’th flux point and C−112 = 1/σ
2
12 = (1/θ0) exp(−(λ1 − λ2)2/(2L)). The size of the flux and model
vectors is ‘N’ elements and the size of C−1 is N × N. We can now evaluate,
∂χ2
∂α
=
N∑
ij
(
1
σ2ij
)
[(Fi − αMi) .−Mj + (Fj − αMj) .−Mi] = 0, (C3)
for the α that minimizes χ2. This then gives us,
N∑
ij
(
1
σ2ij
)
[−FiMj − FjMi + 2αMiMj ] = 0. (C4)
Which directly leads to the α given by equation 5.
