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“... Davenport was the first mathematician I met who had a group of young research
students around him and regularly supplied them with problems... I told him my ideas
about the Siegel conjecture and he encouraged me to continue my efforts. At that time I
had tentatively decided to switch my activities from mathematics to physics... I thought
that it would be more exciting to solve one of the basic mysteries of nature than to con-
tinue proving theorems that were of interest only to a small coterie of number theorists.
But Davenport’s friendliness tempted me to stay with mathematics. I decided to launch
an all out attack on the Siegel conjecture and to let the result determine my future. If I
succeeded in proving it, I would be a mathematician. If I failed, I would be a physicist.
After three months of intensive work, I admitted failure. I would after all be a physicist...
... It was easy for me to switch from mathematics to physics, because both number the-
ory and physics are branches of applied mathematics. I define a pure mathematician to
be somebody who creates mathematical ideas, and I define an applied mathematician to
be somebody who uses existing mathematical ideas to solve problems. According to this
definition, I was always an applied mathematician, whether I was solving problems in
number theory or in physics... The main difference between number theory and physics is
that in number theory the experimental data are more accurately known. In recent years
the increasing use of computers has made number theory more than ever an experimental
science...”
Freeman Dyson [Dys96], quoted from [Boh05].
UNIVERSITA¨T ZU¨RICH
Abstract
Mathematisch-naturwissenschaftlichen Fakulta¨t
Universita¨t Zu¨rich
Doctor of Philosophy
Twisted Second Moments and Explicit Formulae of the Riemann
Zeta-Function
by Nicolas Martinez Robles
Verschiedene Aspekte, die analytische Zahlentheorie und die Riemann zeta-Funktion
verbinden, werden erweitert. Dies beinhaltet:
1. explizite Formeln, die eine Verbindung zwischen der Mo¨biusfunktion und den nicht-
trivialen Nullstellen der zeta-Funktion herstellen;
2. verallgemeinerte Resultate u¨ber Summen von Ramanujan Summen;
3. neue Resultate u¨ber die Kombinationen von Riemann Ξ-Funktionen auf beschra¨nkten
vertikalen Verschiebungen und ihre Nullstellen auf der kritischen Geraden;
4. Verallgemeinerung der Moment Integrale der Riemann Ξ-Funktion;
5. asymptotische Na¨herungen der durchschnittlichen Quadrate der Produkte der Rie-
mann ζ-Funktion und neuer Dirichlet Polynome;
6. zeta Regularisierung auf Tori und einen neuen Beweis der Chowla-Selberg Formel.
Several aspects connecting analytic number theory and the Riemann zeta-function are
studied and expanded. These include:
1. explicit formulae relating the Mo¨bius function to the non-trivial zeros of the zeta
function;
2. generalized results on sums of Ramanujan sums;
3. new results on the combinations of Riemann Ξ-functions on bounded vertical shifts
and their zeros on the critical line;
4. a generalization of moment integrals involving the Riemann Ξ-function;
5. asymptotics for the mean square of the product of the Riemann ζ-function and
new Dirichlet polynomials;
6. zeta regularization on tori and a new proof of the Chowla-Selberg formula.
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si(x) The complementary sine integral si(x) = − ∫∞x sin t/tdt.
li(x) This is logarithmic integral defined in Chapter 4.
Symbols xvii
Ei(x) This is exponential integral defined in Chapter 4.
L(x) This is pi−3/2(ex li(e−x) + e−x li(ex)).
ϑˆ3(x) The modified third elliptic function ϑˆ3(x) =
∑∞
n=1 e
−pixn2 .
ϕ, ψ In Chapters 1 and 4: a pair of reciprocal functions
under a certain kernel (cosine, Hankel or Koshliakov).
Θ(x) This is ϕ(x) + ψ(x).
Sµ,ν(z) This is the Lommel function.
Z1(s), Z2(s) These denote the Mellin transforms of ϕ(x) and ψ(x),
respectively, and normalized by a certain factor of Γ(s/2).
Z(s) This is Z1(s) + Z2(s).
ψ In Chapter 2: this denotes the saw-tooth function
ψ(t) := t− [t]− 12 .
In Chapter 4: this denotes the logarithmic derivative of Γ.
In Chapter 5: this denotes a mollifier of ζ(s).
θ In Chapter 4: this a positive parameter.
In Chapter 5: it denotes the length of a mollifier.
P [n] In Chapter 5: this is a short notation for P (log(y/n)/ log y)
where P is a polynomial.
L This is defined to be L = log T for large T .
σ0 This is defined to be σ0 = 1/2−R/L, with R a bounded
positive real number of our choice.∑
d|n A sum taken over all positive divisors of n.∑
n≤x f(n) A sum taken over all natural numbers not exceeding x;
the empty sum being defined as zero.∏
j A product taken over all possible values of
the index j; the empty product defined to be unity.
f(x) ∼ g(x) This means that limx→x0f(x)/g(x) = 1
as x→ x0 with x0 possibly infinite.
f(x) = O(g(x)) This means that |f(x)| ≤ Cg(x) for x ≥ x0
and some absolute constant C > 0.
Here f(x) is a complex function of the real variable x.
f(x) g(x) This means the same as f(x) = O(g(x)).
Symbols xviii
f(x) g(x) This means the same as g(x) = O(f(x)).
f(x)  g(x) This means that both f(x) g(x) and g(x) f(x) hold.
f(x) = o(g(x)) This means that limx→x0f(x)/g(x) = 0
with x0 possibly infinite.
‖x‖∞ Infinity norm of x.
(x) Fractional part of x.
bxc , [x] Integer part of x.
Summary
While there is a unifying theme in the chapters that make up this thesis, it is very
modular. The chapters are indeed fairly independent of each other.
The universal aspect behind them all is of course the Riemann zeta-function and its
arithmetic counterparts, be it Mo¨bius functions, Ramanujan sums, or more geometric
objects such as tori and the special linear group SL(2,Z).
Each chapter contains a detailed introduction and motivation to study its associated
topic. We summarize each chapter below.
I. A class of functions that satisfies intriguing explicit formulae of Ramanujan and
Titchmarsh involving the zeros of an L-function in the reduced Selberg class of
degree one and its associated Mo¨bius function is studied. Moreover, a sufficient
and necessary condition for the truth of the Riemann hypothesis due to Riesz is
generalized. This is based on [KRR14].
II. The moments of the average of generalized Ramanujan sums are derived. Asymp-
totic results for an extension of a divisor problem and for an extension of a formula
of Ramanujan are also provided. This chapter is taken from [RRa].
III. We consider a series of bounded vertical shifts of the Riemann ξ-function. Interest-
ingly, although such functions have essential singularities, infinitely many of their
zeros lie on the critical line. This material is from the first half of [DRRZ15].
IV. The second half of [DRRZ15] can be found here. We generalize some integral
identities associated with the theta transformation formula and some formulae of
G. H. Hardy and W. L. Ferrar in the context of a pair of functions reciprocal in
Fourier cosine transform. The remaining generalizations in the context of a pair of
functions reciprocal in Koshliakov transform will appear, along with other results,
in [DRRZ].
V. We consider a 4-piece mollifier of the Riemann ζ-function which is made of the
pieces introduced by Conrey and Levinson [Con89, Lev74], Bui, Conrey and Young
[BCY11], Feng [Fen12] as well as a novel higher order piece. The associated mean
value moment integrals of this mollifier are computed. A modest and temporary
increment on the percentage of zeros of the Riemann zeta-function on the critical
line is provided. These investigations will appear in [RRZ].
VI. A new and useful representation of zeta functions on complex tori is derived by
using contour integration. It is shown to agree with the one obtained by using
the Chowla-Selberg series formula, for which an alternative proof is thereby given.
This is based on [EKRW15].
Additional work not covered in this thesis can be found in [KR15] and [RRb].
xix

Chapter 1
On a class of functions that
satisfies explicit formulae
involving the Mo¨bius function
1.1 Introduction and results
1.1.1 Motivation for studying the Mo¨bius function
The Mo¨bius function µ is defined as
µ(n) =

1, if n = 1,
0, if p2|n for some prime p,
(−1)k, if n is a product of k distinct primes.
(1.1)
If x denotes a positive real, then the Mertens function M is defined by
M(x) =
∑
n6x
µ(n).
The interest in studying µ(n) and M(x) comes from their connection to the distribution
of the prime numbers. For instance (see Hardy and Littlewood [HL18, §1.1]), the prime
number theorem is equivalent to each of the following statements
M(x) = o(x) and
∞∑
n=1
µ(n)
n
= 0. (1.2)
Estimates on Mertens’s function date back to the 1880’s when Mertens [Edw74] falsely
conjectured that M(x) 6 √x for all sufficiently large x. Later in 1885, Stieltjes [Edw74]
claimed a proof of this conjecture. It was not until 100 years later that te Riele and
Odlyzko [OtR85] disproved the Mertens’ conjecture. Specifically they showed the fol-
lowing.
1
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There are explicit constants C1 > 1 and C2 < −1 such that
lim sup
x→∞
M(x)√
x
> C1, lim inf
x→∞
M(x)√
x
6 C2.
This means that each of the inequalities −√x ≤M(x) and M(x) ≤ √x fails for infinitely
many x, or, equivalently, M(x) = Ω±(
√
x). The proof of te Riele and Odlyzko does not
provide a specific value of x for which M(x) ≥ √x. In [BT12] Best and Trudigan give
an alternative disproof of Mertens’ conjecture and they show that C1 can be taken to be
1.6383 and C2 to be −1.6383. The best unconditional estimate on the Mertens’ function
is (see Ivic` [Ivi85, §12])
M(x) x exp(−c1log
3
2x(log log x)−
1
5 ),
for c1 > 0; and the bound on the assumption of the Riemann hypothesis is (see Titch-
marsh [Tit86, §14.26])
M(x) x12 exp
(
c2 log x
log log x
)
,
for c2 > 0. The best unconditional Ω result for the Mertens function is
M(x) = Ω±(x
1
2 ),
and if ζ(s) has a zero of multiplicity m with m > 1 then
M(x) = Ω±(x
1
2 (log x)m−1).
On the other hand, if the Riemann hypothesis is false, then
M(x) = Ω±(xθ−δ),
where θ = supρ,ζ(ρ)=0 Re(ρ) and δ is any positive constant (see Ingham [Ing64]).
1.1.2 Explicit formulae
An explicit formula is an equation which encapsulates certain arithmetical information
and which involves the non-trivial zeros ρ of an L-function.
1.1.2.1 Ramanujan explicit formula
In 1918 Hardy and Littlewood (see [HL18, §2.5] and [Tit86, §9.8]) published an explicit
formula suggested to them by Ramanujan. Recall that two functions f(x) and g(x) are
cosine reciprocal if
√
pi
2
f(x) =
∫ ∞
0
g(u) cos(2ux)du and
√
pi
2
g(x) =
∫ ∞
0
f(u) cos(2ux)du.
Under the benign assumption that the non-trivial zeros ρ are all simple, their explicit
formula can be stated as follows.
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Let a and b be two positive real numbers such that ab = pi. Let ϕ and ψ
be a pair of suitable cosine reciprocal functions. Let Z1(s) and Z2(s) be the
Mellin transforms of ϕ(x) and ψ(x) respectively. Then
√
a
∞∑
n=1
µ(n)
n
ϕ
(a
n
)
−
√
b
∞∑
n=1
µ(n)
n
ψ
(
b
n
)
=
1√
a
∑
ρ
aρ
Z1(1− ρ)
ζ ′(ρ)
= − 1√
b
∑
ρ
bρ
Z2(1− ρ)
ζ ′(ρ)
, (1.3)
provided the series involving ρ are convergent.
If we take ϕ(x) = ψ(x) = exp(−x2), then it is easily seen that these functions are cosine
reciprocal functions and that
Z1(s) = Z2(s) =
1
2
Γ
(s
2
)
.
In this case (1.3) becomes
√
a
∞∑
n=1
µ(n)
n
e−a
2/n2 −
√
b
∞∑
n=1
µ(n)
n
e−b
2/n2 =
1
2
√
a
∑
ρ
aρ
Γ(1−ρ2 )
ζ ′(ρ)
= − 1
2
√
b
∑
ρ
bρ
Γ(1−ρ2 )
ζ ′(ρ)
,
(1.4)
provided, once again, that the series
∑
ρ
αρ
Γ(1−ρ2 )
ζ ′(ρ)
is convergent for α > 0. Hardy and Littlewood credit Ramanujan for first providing
(1.4) and later on for suggesting the generalization (1.3). They did not, however, state
the conditions that ϕ and ψ must satisfy for (1.3) to hold. The arithmetical information
is contained in the Mo¨bius function on the left-hand side of (1.3) and (1.4) and the
analytic information is encoded in the sums involving the non-trivial zeros on either of
the right-hand sides.
In 2013 Dixit [Dix13a] gave a one-variable generalization of (1.4). He showed the fol-
lowing result.
If we let a and b be positive reals such that ab = 1 and z ∈ C, then
√
ae
z2
8
∞∑
n=1
µ(n)
n
e−pia
2/n2 cos
(√
piaz
n
)
−
√
be−
z2
8
∞∑
n=1
µ(n)
n
e−pib
2/n2 cosh
(√
pibz
n
)
= − e
− z
2
8
2
√
pib
∑
ρ
Γ(1−ρ2 )
ζ ′(ρ) 1
F1
(
1− ρ
2
;
1
2
;
z2
4
)
piρ/2bρ (1.5)
provided the series involving ρ are convergent, and where 1F1 denotes the
confluent hypergeometric function.
Clearly, if z = 0 then (1.5) becomes (1.4).
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In [Dix12], Dixit obtained a character analogue of (1.4). To state his result we recall the
following notation of the theory of Dirichlet L-functions. Suppose that χ is a character
mod q. The indicator h is defined by
h =
{
0 if χ is even,
1 if χ is odd.
(1.6)
The Gauss sum τ(χ) is defined by
τ(χ) =
q∑
m=1
χ(m)e2piim/q.
With this in mind, Dixit’s second result is as follows.
Let a and b be two positive reals such that ab = pi and let χ denote a primitve
Dirichlet character mod q such that χ(−1) = (−1)h. If the non-trivial zeros
ρ of L(s, χ) are all simple then one has
ah+1/2
√
τ(χ)
∞∑
n=1
χ(n)µ(n)
n1+h
e−a
2/(qn2) − bh+1/2
√
τ(χ¯)
∞∑
n=1
χ¯(n)µ(n)
n1+h
e−b
2/(qn2)
= q
√
τ(χ)
2
√
a
∑
ρ
(
b
q1/2
)ρ Γ(1+h−ρ2 )
L′(ρ, χ)
= −q
√
τ(χ¯)
2
√
b
∑
ρ
(
b
q1/2
)ρ Γ(1+h−ρ2 )
L′(ρ, χ¯)
(1.7)
provided the series involving ρ are convergent.
Later in [DRZ15b] Dixit, Roy and Zaharescu found the character analogue of (1.5) and
in [DRZ15a] a generalization of (1.5) to Hecke forms.
The transformations in (1.3), (1.4), (1.5) and (1.7) exhibit a transformation of the type
x→ 1/x, which is an analogue of the Poisson summation formula. These kinds of trans-
formation formulas have broad interest in different branches of mathematics. In this
article we establish a class of reciprocal functions, as well as a class of arithmetical func-
tions obtained from a reduced Selberg class, which satisfies the transformation formula
mentioned above. In [KRR14] a substantial number of examples are provided where the
above transformations yield interesting special cases.
Let us suppose that A1 > 0 and T > 0. We define the bracketing condition B on a sum
involving the zeros ρ = β + iγ and ρ′ = β′ + iγ′ of ζ(s) to be a summation where the
terms are bracketed in such a way that two terms for which
|γ − γ′| < exp(−A1|γ|/ log |γ|) + exp(−A1|γ′|/ log |γ′|) (1.8)
are included in the same bracket. When a sum over ρ satisfies the bracketing condition
B we will write ∑ρ∈B f(ρ).
We define the bracketing condition Bχ on a sum involving the zeros ρ = β + iγ and
ρ′ = β′ + iγ′ of L(s, χ) to be a summation where the terms are bracketed in such a way
that two terms for which
|γ − γ′| < exp(−A1|γ|/ log |γ|+ 3) + exp(−A1|γ′|/ log |γ′|+ 3) (1.9)
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are included in the same bracket. Similarly, when a sum over ρ satisfies the bracketing
condition Bχ we will write
∑
ρ∈Bχ f(ρ).
If we assume that the zeros of ζ(s) satisfy the bracketing condition B then one can drop
the assumption of convergence of the series in the right hand sides of (1.3), (1.4) and
(1.5). Likewise, if we assume that the zeros of L(s, χ) satisfy the bracketing condition
Bχ, then we can drop the assumption of convergence in the right-hand side of (1.7).
The size and the distribution of such bracketings are unknown but their existence is
widely accepted. In fact, it is expected that the pairs of zeros {ρ, ρ′} that need to be
bracketed together in Ramanujan’s explicit formula will occur rarely. For results on
the correlation of zeros of L-functions, the reader is referred to Montgomery [Mon73],
Rudnick and Sarnak [RS96], Katz and Sarnak [KS99b], [KS99a], Murty and Perelli
[MP99], and Murty and Zaharescu [MZ02].
1.1.2.2 Titchmarsh explicit formula
An explicit formula for the Mertens function was first published in 1951 by Titchmarsh
on the assumption of the Riemann hypothesis (see [Tit86, §14.27]), i.e. let ρ = 12 + iγ
with γ ∈ R. Specifically,
On RH and the simplicity of the non-trivial zeros, there exists a sequence Tν ,
ν ≤ Tν ≤ ν + 1, such that
M(x) = −2 + lim
ν→∞
∑
|γ|<Tν
xρ
ρζ ′(ρ)
+
∞∑
n=1
(−1)n−1(2pi/x)2n
(2n)!nζ(2n+ 1)
(1.10)
if x is not an integer. If x is an integer, M(x) is to be replaced by
M(x)− 12µ(x).
Note that, unlike RH, the assumption that the zeros are all simple is made for conve-
nience. Indeed, this condition can be relaxed, and zeros with higher multiplicity can
be accommodated at the cost of making the explicit formula much more complicated.
Since it is widely believed that all zeros of the Riemann zeta-function are simple we shall
operate under this assumption throughout.
In 1991 Bartz (see [Bar91a] and [Bar91b]) proved (1.10) unconditionally. A generaliza-
tion to Cohen-Ramanujan sums of Bartz’s results is established in [KR15] by the author
and Ku¨hn.
1.1.2.3 Weil explicit formula
The von Mangoldt function is defined by
Λ(n) =
{
log p, if n = pm for some m ∈ N and prime p,
0, otheriwse.
In 1952 Weil (see [IK04, §5.5] and [Wei52]) published an explicit formula for the von
Mangoldt function.
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Suppose that f is C∞ and compactly supported. Moreover, denote by F its
Mellin transform. Then
∑
ρ
F (ρ) +
∞∑
n=1
F (−2n) = F (1) +
∞∑
n=1
Λ(n)f(n). (1.11)
In order to state the main theorems proved in this chapter, we first need to introduce
some further concepts.
1.1.3 Hankel transformations
Two functions ϕ(x) and ψ(x) are said to be reciprocal under the Hankel transformation
of order ν if
ϕ(x) =
∫ ∞
0
(ux)
1
2Jν(ux)ψ(u)du and ψ(x) =
∫ ∞
0
(ux)
1
2Jν(ux)ϕ(u)du, (1.12)
where Jν(x) is the Bessel function of the first kind of order ν defined as the solution to
(A.8). It can be written as
Jν(x) =
∞∑
n=0
(−1)n(x/2)ν+2n
n!Γ(ν + n+ 1)
.
The existence of such reciprocity was first shown by Titchmarsh (see [Tit22] and [Tit48]).
In particular he showed the following.
If ϕ(s) is integrable in the sense of Lebesgue and ν ≥ −12 then∫ a
0
(ux)
1
2Jν(ux)ϕ(u)du
converges in mean to a function ψ(x) of integrable square in (0,∞) as a →
∞.
Hankel transformations reduce to Fourier’s cosine and sine transforms for ν = −12 and
ν = 12 , respectively. The Mellin transforms of ϕ(x) and ψ(x) are defined, as usual, by
Z1(s) =
∫ ∞
0
xs−1ϕ(x)dx and Z2(s) =
∫ ∞
0
xs−1ψ(x)dx. (1.13)
As explained in (A.27), their inverse Mellin transforms are given by
ϕ(x) =
1
2pii
∫
(c)
Z1(s)x
−sds and ψ(x) =
1
2pii
∫
(c)
Z2(s)x
−sds. (1.14)
The value of c will depend on the nature of the functions ϕ and ψ.
Definition 1.1. Let 0 < ω ≤ pi and α < 12 . If f(z) is such that
i) f(z) is analytic with z = reiθ, regular in the angle defined by r > 0, |θ| < ω,
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ii) f(z) satisfies the bounds
f(z) =
{
O(|z|−α−), if |z| is small,
O(e−|z|), if |z| is large, (1.15)
for every positive  and uniformly in any angle |θ| < ω,
then we say that f belongs to the class K and write f(z) ∈ K(ω, α).
1.1.4 The Selberg class
In [Sel92], Selberg introduced a general class S of L-functions. Let F be an L-function
in S, then the completed L-function is defined by
Λ(s) = Qs
d∏
i=1
Γ(αis+ ri)F (s) (1.16)
where Q > 0, αi > 0, ri ∈ C with Re(ri) ≥ 0. The degree dF and conductor qF are
defined by
dF = 2
d∑
j=1
αj and qF = (2pi)
dFQ2
d∏
j=1
α
2αj
j , (1.17)
respectively. It is conjectured that the degree dF and conductor qF are both integers.
For a non-negative integer n, the H-invariants are defined by
HF (n) = 2
d∑
j=1
Bn(rj)
αn−1j
,
where Bn(x) are the familiar n-th Bernoulli polynomials. The first few Bn(x)’s are given
by
B0(x) = 1, B1(x) = x− 1
2
, B2(x) = x
2 − x+ 1
6
, · · · .
Hence we find that
HF (0) = dF , HF (1) = 2
∑
(rj − 1/2), · · · . (1.18)
1.1.5 Main results
Equipped with these notions our first result is as follows.
Theorem 1.2. Suppose that F is an element of the Selberg class with dF = 1. Let
ν ≥ −12 and HF (1) = −ν − 12 . Let pi4 < ω ≤ pi, α < 12 and ϕ,ψ ∈ K(ω, α) be reciprocal
functions under the Hankel transformation of order ν. Let Z1(s) and Z2(s) be defined as
above and let x be a positive real. Then there exists a sequence {Tl} of positive numbers
that satisfies the following.
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i) If qF = 1 then
∞∑
n=1
µ(n)ϕ
(n
x
)
= lim
l→∞
∑
−Tl<Im(ρ)<Tl
Z1(ρ)
ζ ′(ρ)
xρ +
√
2pi
∞∑
k=1
(−1)kZ2(1 + k)
(k!)2ζ(1 + k)
( x
2pi
)−k
.
(1.19)
ii) If q := qF ≥ 2 then there exists a primitive Dirichlet character χ mod q with
χ(−1) = −2ν such that
∞∑
n=1
µ(n)χ(n)ϕ
(n
x
)
= lim
l→∞
∑
−Tl<Im(ρ)<Tl
Z1(ρ)
L′(ρ, χ)
xρ +
Z1(s0)
L′(s0, χ)
xs0
+ i
1
2
+ν
√
2pi
τ(χ)
∞∑
k=0
(−1)kZ2(1 + k)
(k!)2L(1 + k, χ¯)
( qx
2pi
)−k
on the assumption that the Riemann hypothesis for Dirichlet L-functions is true and
where s0 denotes a hypothetical Landau-Siegel zero.
Equation (1.19) is reminiscent of the Weil explicit formula except that Λ(n) is replaced
by µ(n). Similar formulae due to Berndt [Ber71] and Ferrar (see [Fer35], [Fer37], and
[Tit48, §2.9]) for the divisor function d(n) exist as well. Extensions of the Weil explicit
formula (1.11) to generalized von Mangoldt functions and other arithmetical functions
such as the Liouville λ function can be found in another article by the author and Roy
[RRb]. The second result is as follows.
Theorem 1.3. Suppose that F is an element of the Selberg class with dF = 1. Let
ν ≥ −12 and HF (1) = ν − 12 . Let pi4 < ω ≤ pi, α < 12 and ϕ,ψ ∈ K(ω, α) be reciprocal
functions under the Hankel transformation of order ν. Let Z1(s) and Z2(s) defined as
above. If a and b are two positive reals such that ab = 2pi, then one has the following.
i) If qF = 1 then
√
a
∞∑
n=1
µ(n)
n
ϕ
(a
n
)
−
√
b
∞∑
n=1
µ(n)
n
ψ
(
b
n
)
=
1√
a
∑
ρ∈B
aρ
Z1(1− ρ)
ζ ′(ρ)
= − 1√
b
∑
ρ∈B
bρ
Z2(1− ρ)
ζ ′(ρ)
. (1.20)
ii) If q := qF ≥ 2 then there exists a primitive Dirichlet character χ mod q with
χ(−1) = −2ν such that
√
a
√
τ(χ)
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
−
√
b
√
τ(χ¯)
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
(1.21)
=
q1/2
√
τ(χ)
a1/2
∑
ρ∈Bχ
(
a
q1/2
)ρ Z1(1− ρ)
L′(ρ, χ)
= −q
1/2
√
τ(χ¯)
b1/2
∑
ρ∈Bχ
(
b
q1/2
)ρ Z2(1− ρ)
L′(ρ, χ¯)
.
If one changes (1.15) to the following
f(z) =
{
O(|z|−α−), if |z| is small,
O(|z|−β−), if |z| is large, (1.22)
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with α = 0 and β > 1, then Theorem 1.3 would also hold for ϕ and ψ satisfying the
above growth conditions.
One can see the condition HF (1) = ν − 12 is necessary. This condition naturally leads
us to make the following conjecture.
Conjecture 1.4. Let F be an element in the Selberg class with dF = 1. Let ν ≥ −12 ,
pi
2 < ω ≤ pi and ϕ,ψ ∈ K(ω, α) be reciprocal under the Hankel transformation of order
ν. Then (1.20) holds only when ν = −1/2 and (1.21) holds only when ν = ±1/2.
Remark 1.5. The following special cases are to be noted.
1. Let ϕ(x) = ψ(x) = x(ν+1/2)e−
x2
2 for ν = ±1/2. Clearly ϕ,ψ ∈ K(ω, a) . Also
Z1(s) = Z2(s) =
(
1
2
)( ν
2
− 3
4
)
2
s
2Γ
(
s+ ν + 1/2
2
)
.
If we substitute the above values of ϕ,ψ, Z1 and Z2 in (1.21) then we obtain (1.7).
2. Let ϕ(x) = e−x2−z2/2 cosh(zx) and ψ(x) = e−x2+z2/2 cos(zx). One can see that
ϕ,ψ ∈ K(ω, a) and that they are reciprocal under cosine transformations, i.e.
ν = −1/2. Their Mellin transformations are given by
Z1(s) =
1
2
e−
z2
8 Γ
(s
2
)
1F1
(
s
2
,
1
2
;
z2
4
)
,
Z2(s) =
1
2
e
z2
8 Γ
(s
2
)
1F1
(
s
2
,
1
2
;−z
2
4
)
.
If we substitute the above values of ϕ,ψ, Z1 and Z2 in (1.20) and (1.21) then we
obtain (1.5) and [DRZ15b, Theorem 1.2, part i)] respectively.
3. Let ϕ(x) = e−x2−z2/2 sinh(zx) and ψ(x) = e−x2+z2/2 sin(zx). One can see that
ϕ,ψ ∈ K(ω, a) and that they are reciprocal under sine transformations, i.e. ν =
1/2. Their Mellin transformations are given by
Z1(s) =
z
2
e−
z2
8 Γ
(
1 + s
2
)
1F1
(
1 + s
2
,
3
2
;
z2
4
)
,
Z2(s) =
z
2
e
z2
8 Γ
(
1 + s
2
)
1F1
(
1 + s
2
,
3
2
;−z
2
4
)
.
If we substitute the above values of ϕ,ψ, Z1 and Z2 in (1.21) then we obtain
[DRZ15b, Theorem 1.2, part ii)].
Finally, on inspiration coming from (1.4) Hardy and Littlewood [HL18] found an equiv-
alent condition for the validity of the Riemann hypothesis. This kind of result was
first published by Riesz in [Rie16]. The analogues of the conditions for the Dirichlet L-
functions and Hecke forms were obtained in [DRZ15b] and [DRZ15a] respectively. The
motivation for the following theorem comes from the following heuristics. Let us suppose
that ϕ and ψ meet the conditions of the previous theorems and that dF = qF = 1. For
y > 0, let us define the functions
Pϕ(y) :=
∞∑
n=1
µ(n)
n
ϕ
(y
n
)
and Pψ(y) :=
∞∑
n=1
µ(n)
n
ψ
(y
n
)
.
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Now we perform a Maclaurin expansion of ϕ around y = 0 to obtain
Pϕ(y) =
∞∑
n=1
µ(n)
n
∞∑
k=0
(y
n
)kϕ(k)(0)
k!
=
∞∑
k=0
ϕ(k)(0)
k!
yk
∞∑
n=1
µ(n)
nk+1
=
∞∑
k=0
ϕ(k)(0)
k!
yk
ζ(1 + k)
,
with a similar formula holding for Pψ(y). The interchange is justified by the fact that ϕ
is in K(ω, α) so that ϕ can be written as a convergent Taylor series at 0. The explicit
formula (1.20) can be written as
a
1
2Pϕ(a)− b
1
2Pψ(b) = −
∑
ρ
bρ−
1
2
Z2(1− ρ)
ζ ′(ρ)
. (1.23)
If we assume the Riemann hypothesis, ρ = 12 + iγ with γ ∈ R, and the absolute conver-
gence of ∑
ρ
biγ
Z2(1− ρ)
ζ ′(ρ)
, (1.24)
then the right-hand side of (1.23) is of the form O(1) when b→∞. Thus the left hand
side of (1.23) is now −b12Pψ(b) 1, or, equivalently
∞∑
k=0
ψ(k)(0)
k!
bk
ζ(1 + k)
 b−12 , (1.25)
as b→∞. Seeing how the Riemann hypothesis and the convergence of (1.24) implies the
bound (1.25), we will now establish the following theorem which provides an equivalence
of the Riemann hypothesis.
Theorem 1.6. Let us suppose that ϕ is in K(ω, 0) and that it is analytic at 0. Consider
the function
Pϕ(y) :=
∞∑
k=0
ϕ(k)(0)
k!
yk
ζ(1 + k)
.
One has the following:
i. The Riemann hypothesis implies Pϕ(y) y−
1
2 +δ as y →∞ for all δ > 0.
ii. If Z1(−s) has no zeros in the interval −12 < Re(s) ≤ 0, then the estimate Pϕ(y)
y−
1
2 +δ as y →∞ for all δ > 0 implies the Riemann hypothesis.
Remark 1.7. If Z1(−s) had zeros then all the zeros of ζ(s) would still lie on the critical
line except for the zeros that coincide with the zeros of Z1(−s). In most of the examples
that we considered in [KRR14] we see that Z1(−s) has at most finitely many zeros in
the region −12 < Re(s) ≤ 0.
1.2 Preliminary Lemmas
We will use the following lemmas to prove our main theorems.
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Lemma 1.8. Let ϕ,ψ ∈ L2(0,∞) be two reciprocal Hankel transforms of order ν. Then
ϕ(x) =
1
2pi
∫ ∞
−∞
2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Φ
(
1
2
+ it
)
x−
1
2
−itdt, (1.26)
ψ(x) =
1
2pi
∫ ∞
−∞
2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Ψ
(
1
2
+ it
)
x−
1
2
−itdt, (1.27)
the integrals are mean square integrable, 2
it
2 Γ(ν2 +
1
2 +
it
2 )Φ(
1
2 + it) and 2
it
2 Γ(ν2 +
1
2 +
it
2 )Ψ(
1
2 + it) belong to L
2(−∞,∞), and
Φ
(
1
2
− it
)
= Ψ
(
1
2
+ it
)
. (1.28)
Proof. Suppose that ϕ belongs to L2(0,∞). One can see that∫ ∞
0
ϕ2(x)dx =
∫ ∞
−∞
ϕ2(ex)exdx.
Hence F (x) := ϕ(ex)ex/2 ∈ L2(−∞,∞). Then from the theory of Fourier transforms
(see [Tit48]) it follows that
Z1
(
1
2
+ it
)
=
∫ ∞
−∞
F (x)eitxdx =
∫ ∞
0
ϕ(x)x−
1
2
+itdx (1.29)
exists as a mean square integral for almost all t. Also Z1(
1
2 + it) ∈ L2(−∞,∞) and
F (x) =
1
2pi
∫ ∞
−∞
Z1
(
1
2
+ it
)
e−ixtdt. (1.30)
The above integral is also a mean square integral. In other words, (1.30) can be written
as
ϕ(x) =
1
2pi
∫ ∞
−∞
Z1
(
1
2
+ it
)
x−
1
2
+itdt. (1.31)
Similarly we obtain
ψ(x) =
1
2pi
∫ ∞
−∞
Z2
(
1
2
+ it
)
x−
1
2
+itdt. (1.32)
Let us consider two functions Φ and Ψ such that
Z1
(
1
2
+ it
)
= 2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Φ
(
1
2
+ it
)
(1.33)
and
Z2
(
1
2
+ it
)
= 2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Ψ
(
1
2
+ it
)
. (1.34)
Replacing the above equalities in (1.31) and (1.32) we obtain (1.26) and (1.27). Now we
complete the proof by proving (1.28). For all ν ≥ −1/2, y > 0 and x > 0 we have
∫ y
0
√
uxJν(ux) du =
y(xy)ν+
1
2 1F2
(
ν
2
+ 3
4
ν
2
+ 7
4
,ν+1
;−x2y24
)
2ν(ν + 3/2)Γ(ν + 1)
. (1.35)
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The right-hand side of (1.35) belongs to L2(0,∞) and the Mellin transform is given by
∫ ∞
0
y(xy)ν+
1
2 1F2
(
ν
2
+ 3
4
ν
2
+ 7
4
,ν+1
;−x2y24
)
2ν(ν + 3/2)Γ(ν + 1)
x−
1
2
+itdx =
2ity
1
2
−itΓ(ν2 +
1
2 +
it
2 )
(12 − it)Γ(ν2 + 12 − it2 )
. (1.36)
This follows by taking equation (10.22.10) of [OM14] followed by equation (10.1) of
[Obe74]. We also have that ϕ ∈ L2(0,∞) and its Mellin transform is given by (1.29).
Hence by an analogue of Plancherel’s theorem for Mellin transform (see [Tit48, Theorem
72]) we have
∫ ∞
0
ϕ(x)
y(xy)ν+
1
2 1F2
(
ν
2
+ 3
4
ν
2
+ 7
4
,ν+1
;−x2y24
)
2ν(ν + 3/2)Γ(ν + 1)
dx
=
1
2pi
∫ ∞
−∞
2ity
1
2
−itΓ(ν2 +
1
2 +
it
2 )
(12 − it)Γ(ν2 + 12 − it2 )
Z1
(
1
2
− it
)
dt (1.37)
=
1
2pi
∫ ∞
−∞
2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Φ
(
1
2
− it
)
y
1
2
−it
1
2 − it
dt,
where in the ultimate step we have used (1.33). Now from (1.12) we have
ψ(u) = lim
a→∞
∫ a
0
√
uxJν(ux)ϕ(x)dx,
where the limit converges in the sense of mean-square. Therefore for all x > 0, y > 0
and ν ≥ −1/2 we find that∫ y
0
ψ(u) du = lim
a→∞
∫ y
0
∫ a
0
√
uxJν(ux)ϕ(x)dx du (1.38)
= lim
a→∞
∫ a
0
ϕ(x)
y(xy)ν+
1
2 1F2
(
ν
2
+ 3
4
ν
2
+ 7
4
,ν+1
;−x2y24
)
2ν(ν + 3/2)Γ(ν + 1)
dx
=
∫ ∞
0
ϕ(x)
y(xy)ν+
1
2 1F2
(
ν
2
+ 3
4
ν
2
+ 7
4
,ν+1
;−x2y24
)
2ν(ν + 3/2)Γ(ν + 1)
dx.
The left-hand side of (1.38) is∫ y
0
ψ(u) du =
1
2pi
∫ y
0
∫ ∞
−∞
2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Ψ
(
1
2
+ it
)
u−
1
2
−itdt du (1.39)
=
1
2pi
(
lim
X→∞
∫ y
0
∫ X
0
+ lim
Y→∞
∫ y
0
∫ 0
−Y
)
2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Ψ
(
1
2
+ it
)
dtdu
u
1
2
+it
=
1
2pi
∫ ∞
−∞
2
it
2 Γ
(
ν
2
+
1
2
+
it
2
)
Ψ
(
1
2
+ it
)
y
1
2
−it
1
2 − it
dt.
By (1.38) we see that the right-hand sides of (1.37) and (1.39) are equal. Hence from
[Tit48, Theorem 32] we conclude that
Φ
(
1
2
− it
)
= Ψ
(
1
2
+ it
)
,
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and this ends the proof.
Lemma 1.9. Let ϕ and ψ be reciprocal functions under the Hankel transformation of
order ν defined in (1.12). Let ϕ,ψ ∈ K(ω, α). Then there exist two regular functions Φ
and Ψ such that
ϕ(x) =
1
2pii
∫
(c)
2
s
2
− 1
4Γ
(
s
2
+
ν
2
+
1
4
)
Φ(s)x−sds, (1.40)
ψ(x) =
1
2pii
∫
(c)
2
s
2
− 1
4Γ
(
s
2
+
ν
2
+
1
4
)
Ψ(s)x−sds (1.41)
for c > 0. Moreover Φ and Ψ satisfy the following:
1 Φ(s) = Ψ(1− s) for all s ∈ C,
2 Ψ(s) e(pi4−ω+)|t| for every positive  and uniformly for σ ∈ R.
Remark 1.10. If ϕ and ψ satisfy (1.22), then conditions (1) and (2) in Lemma 1.9 hold
uniformly for α < σ < β.
Proof of Lemma 1.9. Since ϕ,ψ ∈ K(ω, α), the right hand sides of (1.13) are absolutely
convergent. Then it follows that Z1(s) and Z2(s) are regular in α < σ. Let
Z1(s) = 2
s
2
− 1
4Γ
(
s
2
+
ν
2
+
1
4
)
Φ(s), (1.42)
and
Z2(s) = 2
s
2
− 1
4Γ
(
s
2
+
ν
2
+
1
4
)
Ψ(s). (1.43)
Hence by (1.33) and (1.34) of Lemma 1.8, we deduce that Φ(s) and Ψ(s) also regular in
this region. One can see ϕ,ψ ∈ L2. Therefore from (1.28) of Lemma 1.8, Ψ(s) = Φ(1−s)
for σ = 1/2. Thus, by analytic continuation Ψ(s) = Φ(1 − s) for α < σ and hence for
all s ∈ C. Also (1.40) and (1.41) hold for α < c = σ. Let us consider the line along any
radius vector r and angle θ, where |θ| < ω. Then by Cauchy’s theorem we can deform
the integral (1.13) to
Z1(σ + it) =
∫ ∞
0
rσ+it−1eiθ(σ+it)ϕ(reiθ) dr,
where θ, t > 0. Therefore
|Z1(σ + it)| =
∣∣∣∣ ∫ ∞
0
rσ+it−1eiθ(σ+it−1)ϕ(reiθ) dr
∣∣∣∣ ≤ e−θt ∫ ∞
0
rσ−1|ϕ(reiθ)|dr  e−|θ||t|,
(1.44)
since ϕ ∈ K(ω, α) as |t| → ∞. Now combining (1.42), (1.44) and (A.6) we get
Ψ(1− s) = Φ(s) e(pi4−|θ|)|t|  e(pi4−ω+η)|t|, (1.45)
for every positive η. This proves the lemma.
Remark 1.11. For functions which are self-reciprocal under the Hankel transformation,
similar results to Lemmas 1.8 and 1.9 were obtained in [HT31] in a vertical strip.
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The following result is Theorem 3 from Kaczorowski and Perelli [KP99].
Lemma 1.12. Let F ∈ S. Suppose that dF = 1 and Re(HF (1)) is either 0 or 1. If
qF = 1 then F (s) = ζ(s). If qF ≥ 2 then there exists a primitive Dirichlet character χ
mod qF with χ(−1) = −(2 Re(HF (1)) + 1) such that F (s) = L(s+ i Im(HF (1)), χ).
Remark 1.13. It is worthwhile to mention pertinent observations which motivated the
authors to study the case dF = 1. The following results are due to Conrey and Ghosh
[CG93] and Kaczorowski and Perelli [KP99, KP02, KP11].
1. One has dF = 0 precisely when F = 1.
2. There is no function F ∈ S with 0 < dF < 1.
3. There is no function F ∈ S with 1 < dF < 2.
The following results due to Montgomery [Mon77]; Ramachandra and Balasubramanian
[Ram74], [Ram77] and [BR77] will enable us to prove Theorem 1.1 with dF = qF = 1
without the assumption of the Riemann hypothesis.
Lemma 1.14. For any given ε > 0 there exists a T0 = T0(ε) such that T ≥ T0 and the
following holds: between T and 2T there exists a real number t for which
|ζ(σ ± it)|−1 < c1tε
for −1 ≤ σ ≤ 2 with an absolute constant c1 > 0.
For the case where qF > 1, the analogue results are due to Soundararajan, [Sou08];
Lamzouri, [Lam11]. However, this latter one depends on the truth of the Riemann
hypothesis for Dirichlet L-functions.
Lemma 1.15. Assume the Riemann hypothesis for Dirichlet L-functions. For any given
ε > 0 and primitive Dirichlet character χ mod q there exists a T0 = T0(ε, q) such that
if T ≥ T0 then the following holds: between T and 2T there exists a real number t for
which
|L(σ ± it, χ)|−1 < c(q)tε
for −1 ≤ σ ≤ 2 with an absolute constant c(q) > 0.
An intermediate result we will be using is due to Ahlgren, Berndt, Yee and Zaharescu
[ABYZ04].
Lemma 1.16. If χ is a primitive character of conductor N and k an integer ≥ 2 such
that χ(−1) = (−1)k then one has
(k − 2)!Nk−2τ(χ)
2k−1pik−2ik−2
L(k − 1, χ¯) = L′(2− k, χ). (1.46)
1.3 Proof of Theorem 1.2
i) Let F be a Selberg L-function of degree dF = 1 and conductor qF = 1. Then by Lemma
1.12 we see that F (s) = ζ(s), where ζ(s) is the Riemann zeta-function. Therefore there
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is only one gamma factor in the completed Selberg L-function of F for which rj = 0
and λj = 1/2. From (1.18) we see that HF (1) = −1 when rj = 0 and hence ν = 1/2.
Therefore ϕ,ψ ∈ K(ω, α) is a pair of reciprocal sine transformations. Now
∞∑
n=1
µ(n)ϕ
(n
x
)
=
1
2pii
∞∑
n=1
µ(n)
∫
(λ)
Z1(s)
(x
n
)s
ds
=
1
2pii
∫
(λ)
Z1(s)x
s
( ∞∑
n=1
µ(n)
ns
)
ds. (1.47)
By Lemma 1.9 Z1(s)  e(−ω+η)|t| for every positive η. For 1 < λ < 2 the sum inside
the above integral is absolutely convergent. Hence, the far right-hand side of above
equalities is absolutely convergent, which justifies the interchange of the summation and
integration. Recall the Dirichlet series valid for Re(s) > 1 of the Mo¨bius function:
∞∑
n=1
µ(n)
ns
=
1
ζ(s)
.
From (1.33) we find that the simple poles of Z1(s) are at s = −2k+ 1 for k = 0, 1, 2, · · · .
For 1 < λ < 2 and −1 < c < 0 we consider the positively oriented closed contour
Ω = [c− iT, c+ iT, λ+ iT, λ− iT ] where T > 0. Thus by the residue theorem
1
2pii
∮
Ω
Z1(s)
ζ(s)
xsds =
∑
−T<Im(ρ)<T
lim
s→ρ(s− ρ)
Z1(s)
ζ(s)
xs =
∑
−T<Im(ρ)<T
Z1(ρ)
ζ ′(ρ)
xρ. (1.48)
The functional equation of ζ(s) is given by
ζ(s) = pis−
1
2
Γ
(
1−s
2
)
Γ
(
s
2
) ζ(1− s). (1.49)
From Lemma 1.9 we have
Z1(s) = 2
s− 1
2
Γ
(
1+s
2
)
Γ(1− s2)
Z2(1− s). (1.50)
Hence by using (1.49), (1.50) and the duplication of the gamma function we find∫ c+iT
c−iT
Z1(s)
ζ(s)
xsds =
√
2pi
∫ c+iT
c−iT
( x
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
ζ(1− s) ds. (1.51)
Now we consider the positive oriented contour Ω′ with vertices [−N − 12 − iT, c − iT ],
[c− iT, c+ iT ], [c+ iT,−N − 12 + iT ] and [−N − 12 + iT,−N − 12 − iT ]. The poles of the
integrand of the right-hand side integral of (1.51) are at k = −1,−2,−3, . . . . By the
residue theorem we have
√
2pi
2pii
∮
Ω′
( x
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
ζ(1− s) ds =
√
2pi
N∑
k=1
(−1)kZ2(1 + k)
(k!)2ζ(1 + k)
( x
2pi
)−k
. (1.52)
Therefore by Lemma 1.9 and equation (A.7) we have∫ −N− 1
2
+iT
−N− 1
2
−iT
( x
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
ζ(1− s) ds
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∫ T
−T
( x
2pi
)−N− 1
2 e2(N+1)−2(N+1) log(
√
t2+(N+1/2)2)
e(pi+ω+η)|t|
dt, (1.53)
which tends to zero as N →∞ for any fixed T . Combining (1.52) and (1.53) we find
√
2pi
∫ c+iT
c−iT
( x
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
ζ(1− s) ds =
√
2pi
∞∑
k=1
(−1)kZ2(1 + k)
(k!)2ζ(1 + k)
( x
2pi
)−k
(1.54)
+
√
2pi
(∫ c−iT
−∞−iT
+
∫ c+iT
−∞+iT
)( x
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
ζ(1− s) ds.
Similarly as with (1.53) we have∫ c±iT
−∞±iT
( x
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
ζ(1− s) ds
∫ c
−∞
( x
2pi
)σ e1−2σ+(2σ−1) log(√T 2+σ2)
e(pi+ω+η)T
dσ
 1
e(pi+ω+η)T
. (1.55)
Now by Lemmas 1.9 and 1.14 we have∫ λ±iT
c±iT
Z1(s)
ζ(s)
xsds T e(−ω+η)T , (1.56)
where T runs through a sequence {Tl} with Tl > T0(). Here  and η are any positive
numbers. Now combine (1.47), (1.48), (1.51), (1.52), (1.53) and (1.56) to conclude
∞∑
n=1
µ(n)ϕ
(n
x
)
= lim
l→∞
∑
−Tl<Im(ρ)<Tl
Z1(ρ)
ζ ′(ρ)
xρ +
√
2pi
∞∑
k=1
(−1)kZ2(1 + k)
(k!)2ζ(1 + k)
( x
2pi
)−k
.
This proves part i) of Theorem 1.1.
ii) In this case we consider that F is an L-function of degree dF = 1 and conductor
qF ≥ 2. Using Lemma 1.12 we find F (s) = L(s, χ) for some Dirichlet primitive character
mod qF . Therefore the completed L-function of F contains only one gamma factor and
hence rj = 0 or rj = 1/2. Since ν is real then Im(HF (1)) = 0 and hence HF (1) = −1 or
HF (1) = 0. By Lemma 1.9 we know that Φ(s) is analytic on the whole complex plane.
Thus the poles of Z1(s) are at the poles of Γ
(
s
2 +
ν
2 +
1
4
)
. If ν = −1/2 then s = 0 is a
pole Z1(s). For the sake of brevity we will prove the case where χ is a even character
mod qF ; that is, when ν = 1/2. The other case is handled in a similar fashion. In this
case Z1(s) is analytic for Re(s) > −1. Arguing as in part i) we have
∞∑
n=1
µ(n)χ(n)ϕ
(n
x
)
=
1
2pii
∫
(λ)
Z1(s)
L(s, χ)
xsds. (1.57)
Consider the positively oriented contour Ω mentioned in part i). By the residue theorem
one can find
1
2pii
∮
Ω
Z1(s)
L(s, χ)
xsds =
Z1(0)
L′(0, χ)
+
∑
−T<Im(ρ)<T
Z1(ρ)
L′(ρ, χ)
xρ, (1.58)
where the ρ’s denote the non-trivial zeros L(s, χ), assumed to be simple for notational
convenience. If there is a Landau-Siegel zero (see §14 of [Dav00]) at s = s0 then we
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would have to add the extra term
res
s=0
Z1(s)
L(s, χ)
xs =
Z1(s0)
L′(s0, χ)
xs0 .
We note that this hypothetical zero is real and simple. Using the functional equation of
Lemma 1.9 and the relation in Lemma 1.16 we find that
Z1(0)
L′(0, χ)
=
√
2pi
τ(χ)
Z2(1)
L(1, χ¯)
. (1.59)
Proceeding as in the proof of part i) we have∫ c+iT
c−iT
Z1(s)
L(s, χ)
xsds =
√
2pi
τ(χ)
∫ c+iT
c−iT
( qx
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
L(1− s, χ¯)ds (1.60)
=
√
2pi
τ(χ)
∞∑
k=1
(−1)kZ2(1 + k)
(k!)2L(1 + k, χ¯)
( qx
2pi
)−k
+
√
2pi
τ(χ)
(∫ c−iT
−∞−iT
+
∫ c+iT
−∞+iT
)( qx
2pi
)s Γ(s)
Γ(1− s)
Z2(1− s)
L(1− s, χ¯)ds.
Using Lemma 1.9 and equation (A.7) we obtain the bounds for
∫ c−iT
−∞−iT and
∫ c+iT
−∞+iT of
the form (1.55). Using Lemmas 1.9 and 1.15 we obtain the bound for the horizontal
integral of (1.58) which is of the form (1.56). Combining (1.57), (1.58), (1.59) and (1.60)
we conclude the proof.
1.4 Proof of Theorem 1.3
i) By repeating a similar argument as in the previous proof we deduce that if dF = qF = 1
then F (s) = ζ(s). This case is already sketched in [HL18] and the missing ingredient
comes from the definition of the K class which allows us to get rid of the far left and
horizontal integrals in the path of integration.
ii) In this case we consider F to be a Selberg L-function of degree dF = 1 and conductor
qF ≥ 2. Using Lemma 1.12 we find F (s) = L(s, χ) for some Dirichlet primitive character
mod qF . Therefore the completed L-function of F contains only one gamma factor and
hence rj = 0 or 1/2. Since ν is real we have Im(HF (1)) = 0 and hence HF (1) = −1 or
HF (1) = 0.
Suppose HF = −1, then ν = −1/2 and χ is an even primitive Dirichlet character
mod qF . Thus ϕ,ψ ∈ K(ω, α) is a pair of cosine reciprocal functions. For 1 < λ < 1 + δ
and −1 < c < 0 we consider the positively oriented closed contour Ω = [λ − iT, λ +
iT, c+ iT, c− iT ] where T > 0. Recall that the functions Z1 and Z2 both have a simple
pole at s = 0. Hence from (1.42) and (1.43) we find that Φ and Ψ are analytic at s = 0.
Furthermore, by the residue theorem
1
2pii
∮
Ω
x−sZ1(s)ds = res
s=0
x−sZk(s) = 23/4Φ(0),
and
1
2pii
∮
Ω
x−sZ2(s)ds = res
s=0
x−sZk(s) = 23/4Ψ(0).
Chapter 1. Functions that satisfy explicit formulae 18
By the use of the bound in Lemma 1.9 and Stirling’s formula for Γ(s) the integrals along
the horizontal lines of the contour Ω tend to zero as T → ∞. Since (1.40) and (1.41)
hold for λ > 1 we have the following cases
1
2pii
∫
(c)
x−sZk(s)ds =
{
ϕ(x)− 23/4Φ(0), if k = 1,
ψ(x)− 23/4Ψ(0), if k = 2. (1.61)
Let qF := q. If χ is an even primitive character of modulus q then L(s, χ) satisfies the
functional equation
1
L(1− s, χ) =
τ(χ¯)
q1/2
( q
pi
)1/2−s Γ(1−s2 )
Γ( s2)
1
L(s, χ¯)
for all complex values s. If we use the fact that ab = 2pi and couple this equation with
(1.42), (1.43) and the functional equation of Φ and Ψ in Lemma 1.9, then we obtain
1
2pii
∮
Ω
(
a
q1/2
)−s Z1(s)
L(1− s, χ)ds =
1
2pii
∮
Ω
τ(χ¯)
(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
ds. (1.62)
By absolute convergence, with c = Re(s) < 0, we may write
1
2pii
∫
(c)
(
a
q1/2
)−s Z1(s)
L(1− s, χ)ds =
1
2pii
∫
(c)
(
a
q1/2
)−s ∞∑
n=1
χ(n)µ(n)
n1−s
Z1(s)ds
=
∞∑
n=1
χ(n)µ(n)
n
1
2pii
∫
(c)
(
a
q1/2n
)−s
Z1(s)ds
=
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
− 2
3/4Φ(0)
L(1, χ)
,
where we have used the case k = 1 of (1.61). Similarly, with λ = Re(s) > 1, we have
1
2pii
∫
(λ)
τ(χ¯)
(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
ds
=
1
2pii
∫
(λ)
τ(χ¯)bs
(2pi)1/2qs/2
∞∑
n=1
χ¯(n)µ(n)
ns
Z2(1− s)ds
=
τ(χ¯)b
(2pi)1/2q1/2
∞∑
n=1
χ¯(n)µ(n)
n
1
2pii
∫
(1−λ)
(
b
q1/2n
)−w
Z2(w)dw
=
τ(χ¯)b
(2pi)1/2q1/2
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
− τ(χ¯)b
(2pi)1/2q1/2
23/4Ψ(0)
L(1, χ¯)
,
by making the change w = 1− s and using the case k = 2 of (1.61). Now, we may use
either side of (1.62) to evaluate the residues:
• for the non-trivial zeros ρ of L(s, χ), which we assume are all simple, we have
∑
ρ
res
s=ρ
τ(χ¯)
(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
=
τ(χ¯)
(2pi)1/2
∑
ρ
(
b
q1/2
)ρ Z2(1− ρ)
L′(ρ, χ¯)
;
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• at s = 1 we have a simple pole coming from the Z2(1− s) function
res
s=1
τ(χ¯)
(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
= − τ(χ¯)
(2pi)1/2
b
q1/2
23/4Ψ(0)
L(1, χ¯)
;
• at s = 0 we have a trivial and simple zero of L(s, χ¯) and we know that Z2(1− s)
is analytic and non zero, so
res
s=0
τ(χ¯)
(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
=
τ(χ¯)
(2pi)1/2
Z2(1)
L′(0, χ¯)
=
23/4Φ(0)
L(1, χ)
,
where we have used Lemma 1.16 withN = q and k = 2 in the last equality. Consequently,
by the residue theorem we have
τ(χ¯)b
(2pi)1/2q1/2
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
−
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
=
τ(χ¯)
(2pi)1/2
∑
ρ
(
b
q1/2
)ρ Z2(1− ρ)
L′(ρ, χ¯)
.
Multiplying both sides by −√a√τ(χ) and using the fact that q1/2 = √τ(χ)τ(χ¯) we
have the desired result for even characters
√
a
√
τ(χ)
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
−
√
b
√
τ(χ¯)
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
= −q1/2
√
τ(χ¯)
b1/2
∑
ρ
(
b
q1/2
)ρ Z2(1− ρ)
L′(ρ, χ¯)
. (1.63)
We note that if we had used the other side of (1.62) instead, then the result would have
been
√
a
√
τ(χ)
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
−
√
b
√
τ(χ¯)
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
= q1/2
√
τ(χ)
a1/2
∑
ρ
(
a
q1/2
)ρ Z1(1− ρ)
L′(ρ, χ)
. (1.64)
We denote by ρ = β + iγ a non-trivial zero of L(s, χ¯) and we choose T > 0 to tend to
infinity through values such that |T − γ| > exp(−A1|γ|/ log |γ|+ 3) for every ordinate γ
of a zero of L(s, χ). Using
log |L(s, χ)| >
∑
|t−γ|61
log |t− γ|+O(log(qt))
yields
log |L(σ + iT, χ)| > −
∑
|T−γ|61
A1γ/ log γ +O(log qT ) > −AχT, (1.65)
where Aχ < ω if A1 is small enough and T > T0. Since the main technique behind the
proofs of explicit formulae is contour integration, this will enable us to make unwanted
horizontal integrals tend to zero as T → ∞ through the above values. To prove that
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indeed these horizontal integrals tend to zero as T → ∞ for the chosen values we note
that from (1.65) we obtain
1
|L(1− s, χ)|  exp(AχT )
where Aχ < ω. Then by Lemma 1.9 and Stirling’s formula for Γ(s) one gets
1
2pii
∫ c−iT
λ−iT
(
a
q1/2
)−s Z1(s)
L(1− s, χ)ds exp ((Aχ − ω + )|t|)→ 0
for each  > 0. This could alternatively be proved by using Remark 1.10. The other
horizontal integral is dealt with similarly.
Let us now consider HF = 0, then ν = 1/2 and χ is an odd primitive Dirichlet character
mod qF . Therefore ϕ,ψ ∈ K(ω, 0,−δ) is a pair of sine reciprocal functions. Note Z1
and Z2 are both analytic at s = 1 hence Φ and Ψ both analytic at s = 1. Then by the
functional equation in (1.9) we see Φ and Ψ are both analytic at s = 0. Thus both Z1
and Z2 are analytic at s = 0. Similarly as (1.61) we find
1
2pii
∫
(c)
x−sZk(s)ds =
{
ϕ(x), if k = 1,
ψ(x), if k = 2.
(1.66)
Let q := qF . If χ is an odd, primitive and non-principal character of mod q then L(s, χ)
satisfies the functional equation
1
L(1− s, χ) =
τ(χ¯)
iq1/2
( q
pi
)1/2−s Γ(1− s2)
Γ( s+12 )
1
L(s, χ¯)
,
for all complex values s. If we use the fact that ab = 2pi and couple this equation with
(1.33), (1.34) and the functional equation of Φ and Ψ in Lemma 1.9, then we obtain
1
2pii
∮
Ω
(
a
q1/2
)−s Z1(s)
L(1− s, χ)ds =
1
2pii
∮
Ω
τ(χ¯)
i(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
ds.
By absolute convergence with Re(s) = c we can change summation and integration to
obtain
1
2pii
∫
(c)
(
a
q1/2
)−s Z1(s)
L(1− s, χ)ds =
1
2pii
∫
(c)
(
a
q1/2
)−s ∞∑
n=1
χ(n)µ(n)
n1−s
Z1(s)ds
=
∞∑
n=1
χ(n)µ(n)
n
1
2pii
∫
(c)
(
a
q1/2n
)−s
Z1(s)ds
=
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
, (1.67)
where in ultimate step we have used (1.66) with k = 1. Moreover, also by absolute
convergence with Re(s) = λ, we have
1
2pii
∫
(λ)
τ(χ¯)
i(2pi)1/2
(
b
q1/2
)sZ2(1− s)
L(s, χ¯)
ds
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=
τ(χ¯)
i(2pi)1/2
1
2pii
∫
(λ)
(
b
q1/2
)s ∞∑
n=1
χ¯(n)µ(n)
ns
Z2(1− s)ds
=
τ(χ¯)
i(2pi)1/2
b
q1/2
∞∑
n=1
χ¯(n)µ(n)
n
1
2pii
∫
(1−λ)
(
b
q1/2n
)−w
Z2(w)dw
=
τ(χ¯)
i(2pi)1/2
b
q1/2
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
,
where we have made the change w = 1− s. A similar reasoning as the one we used for
even primitive characters shows that the contribution from the horizontal integrals of
this contour will tend to zero as well. Next, we compute the residues:
• for the non-trivial zeros ρ one has∑
ρ
res
s=ρ
τ(χ¯)
i(2pi)1/2
(
b
q1/2
)s Z2(1− s)
L(s, χ¯)
=
τ(χ¯)
i(2pi)1/2
∑
ρ
(
b
q1/2
)ρ Z2(1− ρ)
L′(ρ, χ¯)
.
By the residue theorem one has
τ(χ¯)
i(2pi)1/2
b
q1/2
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
−
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
=
τ(χ¯)
i(2pi)1/2
∑
ρ
(
b
q1/2
)ρ Z2(1− ρ)
L′(ρ, χ¯)
.
Multiplying by −√a√τ(χ) and using the fact that √τ(χ)τ(χ¯) = iq1/2 one has
√
a
√
τ(χ)
∞∑
n=1
χ(n)µ(n)
n
ϕ
(
a
q1/2n
)
−
√
b
√
τ(χ¯)
∞∑
n=1
χ¯(n)µ(n)
n
ψ
(
b
q1/2n
)
= −q
1/2
b1/2
√
τ(χ¯)
∑
ρ
(
b
q1/2
)ρ Γ(1− ρ)
L′(ρ, χ¯)
Z2(1− ρ), (1.68)
and this proves the theorem.
1.5 Proof of Theorem 1.6
A similar argument as in the beginning of the proof of Theorem 1.1 yields F (s) = ζ(s)
and ν = −1/2. Therefore Z1(s) is meromorphic with simple poles at s = 0,−2,−4, · · · .
Thus for 0 < c < 1 we define
W (x) :=
1
2pii
∫
(c)
Z1(−s)
ζ(1 + s)
xsds.
By using the fact that c > 0 we can write
W (x) =
1
2pii
∫
(c)
Z1(−s)
∞∑
n=1
µ(n)
n1+s
xsds =
∞∑
n=1
µ(n)
n
1
2pii
∫
(c)
Z1(−s)
(n
x
)−s
ds.
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The change of variable w = −s yields
W (x) =
∞∑
n=1
µ(n)
n
1
2pii
∫
(−c)
Z1(w)
(x
n
)−w
dw =
∞∑
n=1
µ(n)
n
{
ϕ
(x
n
)
− res
w=0
Z1(w)
(x
n
)−w}
=
∞∑
n=1
µ(n)
n
{
ϕ
(x
n
)
− 23/4Φ(0)
}
=
∞∑
n=1
µ(n)
n
ϕ
(x
n
)
= Pϕ(x),
where in the second line we have used the fact that −1 < −c < 0 and the prime number
theorem on the fourth line. By the theory of Mellin transforms we obtain
Υ(s) :=
∫ ∞
0
Pϕ(x)x
−s−1dx =
Z1(−s)
ζ(1 + s)
. (1.69)
Therefore, multiplying both sides by s we have that
sζ(1 + s)Υ(s) = sZ1(−s), (1.70)
for 0 < Re(s) < 1. Now we will study (1.69) for −12 < Re(s) ≤ 0. To do this, we split
the integral representation of Υ(s) at x =1 and apply the bound Pϕ(x)  x−
1
2 +δ for
any δ > 0 as x→∞ so that
Υ(s) =
∫ 1
0
Pϕ(x)x
−s−1dx+
∫ ∞
1
Pϕ(x)x
−s−1dx = O(1) +O
(∫ ∞
1
x−
1
2 +δx−σ−1dx
)
= O(1).
Thus one can now see that the application of the bound Pϕ(x)  x−
1
2 +δ makes the
integral analytic on the interval −12 < Re(s) ≤ 0. We reason as follows. Since the
simple pole of ζ(1 + s) and Z1(−s) is annihilated by the zero of s at s = 0 we see that
the left-hand side of (1.70) is analytic. Since (1.70) holds for 0 < Re(s) < 1, by the
theory of analytic continuation, it also holds on −12 < Re(s) ≤ 0. If Z1(−s) does not
have any zeros in the interval −12 < Re(s) ≤ 0, then the left-hand side of (1.70) is
non-zero in −12 < Re(s) ≤ 0. However, since Υ(s) has been shown to be analytic in this
interval when the bound on Pϕ(x) is applied, this implies that ζ(1 + s) does not have
zeros in −12 < Re(s) ≤ 0. This implies the Riemann hypothesis.
If Z1(−s) actually had zeros then all the zeros of the Riemann zeta-function would still
lie on the critical line except for the zeros that coincide with the zeros of Z1(−s).
Let us now prove that the Riemann hypothesis implies the bound Pϕ(y)  y−
1
2 +δ as
y → ∞ for all δ > 0. We recall a formulation of the Riemann hypothesis involving
Mertens’s function due to Littlewood [Lit12] which says that
M(x) x12 +ε.
An application of partial summation allows us to transform this into
M(ν, n) :=
n∑
m=ν
µ(m)
m
ε ν−
1
2 +ε (1.71)
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uniformly in n. Recalling the definition of Pϕ we have
Pϕ(y) =
∞∑
n=1
µ(n)
n
ϕ
(y
n
)
=
(ν−1∑
n=1
+
∞∑
n=ν
)
µ(n)
n
ϕ
(y
n
)
=: Pϕ,1(y) + Pϕ,2(y),
where ν = by1−εc. We handle each sum separately. For the first sum
Pϕ,1(y) =
ν−1∑
n=1
µ(n)
n
ϕ
(y
n
)

ν−1∑
n=1
e−y/n
n
,
since ϕ ∈ K(ω, 0) and where we have used the asymptotic of ϕ for large y. Therefore,
Pϕ,1(y) ye−y. (1.72)
For the second sum, we have
Pϕ,2(y) =
∞∑
n=ν
µ(n)
n
ϕ
(y
n
)
=
∞∑
n=ν
M(ν, n)
{
ϕ
(y
n
)
− ϕ
(
y
n+ 1
)}
=
∞∑
n=ν
M(ν, n)
{
− y
λ2n
ϕ′
(
y
λn
)}
,
 ν−12 +ε
(β−1∑
n=ν
+
∞∑
n=β
)∣∣∣∣ yλ2nϕ′
(
y
λn
)∣∣∣∣
=: Pϕ,3(y) + Pϕ,4(y), (1.73)
where in the last line we have used the mean value theorem with a = n < λn(= c) <
n+ 1 = b and where
Pϕ,3(y) ν−
1
2 +ε
β−1∑
n=ν
∣∣∣∣ yλ2nϕ′
(
y
λn
)∣∣∣∣, Pϕ,4(y) ν−12 +ε ∞∑
n=β
∣∣∣∣ yλ2nϕ′
(
y
λn
)∣∣∣∣
with β = by1+εc. We start with Pϕ,4(y) first. By the definition of the class K and by
Cauchy’s integral formula we see that
ϕ′
(
y
λn
)
 e−y/λn
for λn ≥ β. Thus
Pϕ,4(y) ν−
1
2 +ε
∞∑
n=β
∣∣∣∣ yλ2n e−y/λn
∣∣∣∣ ν−12 +εe−y/ββ−1+(δ+ε)y ∞∑
n=β
1
λ1+εn
 y−12 +ε′ . (1.74)
For the sum Pϕ,3 we reason as follows. First, ϕ is analytic, thus ϕ
′ is continuous in a
compact interval containing I(ε, y) = (y−ε, yε) ⊂ [0, y]. Therefore, there exists a point
c ∈ I(ε, y) such that
ϕ′(c) = max
[0,y]
ϕ′(x).
The value of c is independent of y. To see this, note that ϕ′(x)  e−x when x → ∞.
Then we can find a positive real number C independent of y such that ϕ′(c) > ϕ′(y) for
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all y > C. Therefore,
Pϕ,3(y) ν−
1
2 +ε
y
ν2
ϕ′(c)
β−1∑
n=ν
1 y−12 +ε′′ . (1.75)
Putting together (1.72), (1.73), (1.74) and (1.75) we see that the Riemann hypothesis
implies the bound Pϕ(y) y−
1
2 +δ as y →∞ for all δ > 0.
Chapter 2
Moments of the average of a
generalized Ramanujan sum
2.1 Introduction
In [Ram18], Ramanujan introduced the following trigonometrical sum.
Definition 2.1. The Ramanujan sum cq(n) is defined by
cq(n) :=
∑
(h,q)=1
cos
(
2pinh
q
)
=
∑
(h,q)=1
e2piinh/q, (2.1)
where q and n are positive integers and the summation is taken over a reduced residue
system mod q.
Ramanujan sums fit naturally with other arithmetical functions. For instance, one has
cq(1) = µ(q) and cq(q) = φ(q),
where µ(n) and φ(n) are the Mo¨bius and Euler totient functions, respectively. Moreover,
if (q, r) = 1, then cq(n)cr(n) = cqr(n), i.e. it is a multiplicative function. In the same
article, Ramanujan obtained expressions of the form
f(n) =
∞∑
q=1
aqcq(n) (2.2)
for some coefficients aq. In particular,
∞∑
q=1
cq(n)
q
= 0,
∞∑
q=1
log q
q
cq(n) = −d(n),
∞∑
q=1
(−1)q−1c2q−1(n)
2q − 1 =
1
pi
r(n) (2.3)
as well as
∞∑
q=1
cq(n)
qs+1
=
σ−s(n)
ζ(s+ 1)
and
∞∑
q=1
µ(q)cq(n)
φs+1(q)
= ζ(s+ 1)
φs(n)
ns
(2.4)
25
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for Re(s) > 0. Here d(n) is the number of divisor of n, σs(n) the sum of their s-th
powers,
φs(n) = n
s
(
1− 1
ps1
)(
1− 1
ps2
)
· · ·
(
1− 1
psk
)
when n = pa11 p
a2
2 · · · pakk , and r(n) is the number of representations of n as the sum of
two squares. Also he showed that
∞∑
n=1
cq(n)
n
= −Λ(q) and
∑
d|n
d|q
dµ(q/d) = cq(n), (2.5)
where Λ(n) is the von Mangoldt function.
The second equation of (2.3) is of the same depth as the prime number theorem. As
discussed by Hardy and Wright in [HW54], these series have a particular interest be-
cause they show explicitly the source of the irregularities in the behavior of their sums.
Note that the Ramanujan expansion (2.2) mimics the notion of a Fourier expansion of
an L1-function. In [Car], Carmichael noticed an orthogonality principle of Ramanuajn
sums. This allows one to predict the Ramanujan coefficients aq in (2.2) of an arithmeti-
cal function f(n) if such expansion exists. The work of Wintner [Win13] and Delange
[Del76] allows us to determine a large number of Ramanujan expansions. Later on more
work was done in this direction by Delange [Del63], Wirsing [Wir61], Hildebrand [Hil84],
Schwarz [Sch88], Lucht and Reifenrath [LR01].
Ramanujan sums and their variations make surprising appearances in singular series
of the Hardy-Littlewood asymptotic formula for Waring problems and in the asymp-
totic formula of Vinogradov on sums of three primes, for details the reader is referred
to [Dav00].
Recently, Alkan [Alk12] studied the weighted averages of Ramanujan sums. He showed
that for integer r ≥ 1 and x ≥ 1 one has
∑
k≤x
(
1
kr+1
k∑
j=1
jrck(j)
)
= 1 +
1
2
∑
2≤k≤x
φ(k)
k
+
1
1 + r
[
r
2 ]∑
m=1
(
r + 1
2m
)
B2m
∑
2≤k≤x
∏
p|k
(
1− 1
p2m
)
, (2.6)
where B2m 6= 0 are the Bernoulli numbers together with the convention that the sum
over m is taken to be zero when r = 1 and the sums over k are taken to be zero when
1 ≤ x < 2.
In [CK12], Chan and Kumchev studied moments of averages of Ramanujan sums. They
showed that for y ≥ x one has∑
n≤y
∑
q≤x
cq(n) = y − x
2
4ζ(2)
+O(xy1/3 log x+ x3y−1), (2.7)
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as well as ∑
n≤y
(∑
q≤x
cq(n)
)2
=
yx2
2ζ(2)
+O(x4 + xy log x) (2.8)
for y ≥ x2(log x)B for B > 0, and lastly for x ≤ y ≤ x2(log x)B
∑
n≤y
(∑
q≤x
cq(n)
)2
=
yx2
2ζ(2)
(1 + 2κ(u)) +O(yx2(log x)10(x−1/2 + (y/x)−1/2)), (2.9)
where u = log(yx−2) and κ(u) is a certain Fourier integral given by
κ(u) :=
1
2pi
∫ ∞
−∞
f(it)e−itudt, where f(s) :=
ζ(1− s)
ζ(1 + s)
1
(1 + s)2(1− s) . (2.10)
It satisfies some numerical inequalities given in [CK12] and in particular κ(u) = o(1).
Let β be a positive integer. A generalization of the Ramanujan sum due to Cohen
[Coh49] is written as cq,β(n) and it is defined by
cq,β(n) :=
∑
(h,qβ)β=1
e2piinh/q
β
, (2.11)
where h ranges over the the non-negative integers less than qβ such that h and qβ have
no common β-th power divisors other than 1. It follows immediately that when β = 1,
(2.11) becomes the Ramanujan sum (2.1). Clearly this generalization of Ramanujan sum
is as important as the Ramanujan sum by its arithmetic nature. For more arithmetic
properties of the generalized Ramanuajan sum (2.11), the reader is referred to [Coh49].
For a discussion of the connections between the generalized Ramanujan sums due to
Cohen and the non-trivial zeros of the Riemann zeta-function the reader is referred to
[KR15].
Let us now introduce the main object of study of this chapter. The kth moment of the
average of the generalized Ramanujan sum (2.11) is defined by
Ck,β(x, y) :=
∑
n6y
(∑
q6x
cq,β(n)
)k
, (2.12)
where k is a positive integer and x and y are reals. It is not to difficult to obtain an
asymptotic result for the kth moment of (2.12). In particular we have
Proposition 2.2. Let k and β be two positive integers. Let y > xk(1+β) logk+1 x, then
Ck,β(x, y) = Ak,β(x, y) +O(x
k(1+β) logk x), (2.13)
where
Ak,β(x, y) =
{
y, if k = 1,
yx1+β
(1+β)ζ(1+β) +O(yx
β logb1/βc x), if k > 1.
(2.14)
For the first and second moments one can improve the error terms as well as clarify the
dependence between the parameters y and x. Our main results are following.
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Theorem 2.3. Let y ≥ x3β/2 log5 x. Then for β = 1, 2 one has
C1,β(x, y) = y − x
1+β
2(1 + β)ζ(1 + β)
+O(xβy1/3 log4 y + x2β+1y−2/3 + xβ+1y−1/3).
(2.15)
and for β ≥ 3 one has
C1,β(x, y) = y +O(x
βy1/3 log4 y). (2.16)
Theorem 2.4. For β = 1, 2 and x2β < y < x2β+β
2
log
5
2
(β+1) x one has
C2,β(x, y) =
yx1+β
(1 + β)ζ(1 + β)
− 1
2
x2+2β
(1 + β)2ζ2(1 + β)
+O(y−1x2+4β + x2β+1(log x+ log log x))
+O(x2βy
1
3
+ 1
6β (log5 y) log log y(log4 x+ log4 log x)
+ yx
1
2
+β(log3 x+ log3 log x)). (2.17)
For β ≥ 3 and y > x3β/2 one has
C2,β(x, y) =
yx1+β
(1 + β)ζ(1 + β)
+O(x2βy
1
3
+ 1
6β (log5 y) log log y(log4 x+ log4 log x))
+O(yx
1
2
+β(log3 x+ log3 log x)). (2.18)
Let us note the following remarks.
(i) Theorem 2.4 is not only more general but also improves the error term in (2.9)
when we choose β = 1.
(ii) In order to improve Proposition 2.2 for k ≥ 3 one may need to assume some strong
results such as the moment hypothesis of the Riemann zeta-function. For k ≥ 3
improving Proposition 2.2 unconditionally is still an open question.
It is worth remarking (see [CK12]) that the introduction of van der Corput’s method of
exponential sums leads to the following result concerning the first moment.
Theorem 2.5. Let β ∈ N be fixed. Let x be a large real and y ≥ xβ. One has
C1,β(x, y) = y − x
1+β
2(1 + β)ζ(1 + β)
+R1,β(x, y), (2.19)
where
R1,β(x, y)β
{
xy
1
3 log x+ x3y−1, if β = 1,
x
1+2β
3 y
1
3 + x1+2βy−1, if β > 1.
(2.20)
We remark that the range of y is different than the one in Theorem 2.3 and that when
β = 1, (2.7) follows as a special case.
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Next we consider a generalization of the divisor function, defined by
σz,β(n) :=
∑
dβ |n
dβz. (2.21)
Crum [Cru40] seems to be first author who coined the notation (2.21). Understanding
the asymptotic behavior of sums like∑
n≤x
σz1,β(n) and
∑
n≤x
σz1,β(n)σz2,β(n)
for Re(zi) ≤ 0, i = 1, 2 is naturally needed in the proofs of Theorems 2.3 and 2.4.
However, these sums are important objects in their own right. Clearly these sums are
generalizations of ∑
n≤x
d(n) and
∑
n≤x
d2(n),
respectively.
The evaluation of the summation of the divisor function
D(x) :=
∑
n≤x
d(n),
has been studied extensively in the literature. In particular, it can be shown that
D(x) = x log x+ (2γ − 1)x+ ∆(x),
and the specific determination of the error term ∆(x) is called the Dirichlet divisor
problem (see [MV07, p. 68]). In 1849, Dirichlet [Dir49] proved that ∆(x) could be
taken to be O(x1/2). Further progress came in 1903 by Vorono¨ı [Vor03], who showed
that ∆(x)  x1/3 log x, and then by van der Corput who proved in 1922 that ∆(x) 
x33/100+ε, [vdC22]. The exponent has been reduced over the years (see [MV07, p. 69]
for further details). The current record stands at ∆(x)  x131/416+ε and it is due to
Huxley [Hux03].
On the other hand, in [Ram16] Ramanujan states without proof that
d2(1) + d2(2) + · · ·+ d2(n) = An(log n)3 +Bn(log n)2 + Cn log n+Dn+O(n3/5+ε).
(2.22)
Moreover, and also without proof, Ramanujan claims that on the Riemann hypothesis,
the error term in (2.22) can be strengthened to O(n1/2+ε). In 1922, Wilson [Wil] proved
that indeed one can take the error term to be O(n1/2+ε) unconditionally. As can be seen
from [MV81, Ram00], it is highly probable that that the error term is O(n1/2). Suppose
that P3(t) denotes a polynomial in t of degree 3. Let us set the notation
E(x) :=
∑
n≤x
d2(n)− xP3(log x).
Ramachandra and Sankaranarayanan [RS03] proved that
E(x) = O(x1/2(log x)5(log log x))
Chapter 2. Moments of generalized Ramanujan sums 30
unconditionally. In 1962, Chandrasekharan and Narasimhan [CN61] showed that
E(x) = Ω±(x1/4).
For a given arithmetic function f(n) we define∑′
n≤x
f(n) =
∑
n6x
f(n)− 1
2
f(x),
when x is a positive integer. We have following asymptotic results.
Theorem 2.6. Let Re(z) ≤ 0. Then∑′
n6x
σz,β(n) = Dz,β(x) + ∆z,β(x),
where
∆z,β(x) x
1
3 log2 x
uniformly for β ≥ 1 and Dz,β(x) is given by following.
(i) If β = 1, 2 and − 2
3β2
< Re(z) ≤ 0, then
Dz,β(x) = ζ(β(1− z))x+ 1
1 + βz
ζ
(
z +
1
β
)
x
z+
1
β . (2.23)
(ii) If β ≥ 3 and −1 < Re(z) ≤ 0, then
Dz,β(x) = ζ(β(1− z))x. (2.24)
Theorem 2.7. Let Re(z1),Re(z2) ≤ 0, Re(z1 +z2) > −1 and |Re(z1−z2)| < 1/b. Then
for β ≥ 1 one has ∑′
n6x
σz1,β(n)σz2,β(n) = Dz1,z2,β(x) + ∆z1,z2,β(x), (2.25)
where the values Dz1,z2,β(x) and ∆z1,z2,β(x) are given below.
(i) If β = 1, 2 and − 12(2β+1) < Re(z1),Re(z2),Re(z1 + z2) ≤ 0 then for z1 6= 0, z2 6= 0,
and z1 6= z2 one has
Dz1,z2,β(x) =
ζ(β(1− z1))ζ(β(1− z2)ζ(β(1− z1 − z2))
ζ(β(2− z1 − z2)) x
+
ζ(z1 + 1/β)ζ(1 + βz1 − βz2)ζ(1− βz2)
(βz1 + 1)ζ(2 + βz1 − βz2) x
z1+
1
β
+
ζ(z2 + 1/β)ζ(1 + βz2 − βz1)ζ(1− βz1)
(βz2 + 1)ζ(2 + βz2 − βz1) x
z2+
1
β
+
ζ(z1 + z2 + 1/β)ζ(βz2 + 1)ζ(βz1 + 1)
(βz1 + βz2 + 1)ζ(2 + βz1 + βz2)
x
z1+z2+
1
β , (2.26)
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and
∆z1,z2,β(x) x
1
3
+ 1
6β
+
Re(z1)+Re(z2)
6 (log5 x) log log x. (2.27)
(ii) If β ≥ 3 then for z1 6= 0, z2 6= 0, and z1 6= z2, then
D(z1, z2, β)(x) =
ζ(β(1− z1))ζ(β(1− z2))ζ(β(1− z1 − z2))
ζ(β(2− z1 − z2)) x, (2.28)
and
∆z1,z2,β(x) max
(
x
1
2β+
Re(z1)+Re(z2)
2 +
β|Re(z1)−Re(z2)|
3 , x
1
3 +
1
6β+
Re(z1)+Re(z2)
6
)
× (log5 x) log log x. (2.29)
Remark 2.8. For other values of z1 and z2, such as zi = 0 or z1 = z2, one can compute
explicitly the value of Dz1,z2,β(x). Since the other cases are not of interest in the present
chapter, only values of Dz1,z2,β(x) for Re(zi) ≤ 0, i = 1, 2 are provided. In the proof of
Theorem 2.7 we will see how the other values can, in fact, be obtained. Theorems 2.6
and 2.7 can be computed for Re(zi) > 0, i = 1, 2 by similar arguments of the methods
presented here. We also avoid these cases.
The chapter is organized as follows. In the next secion, we state and prove some pre-
liminary tools. Then, in §2.3 we prove Proposition 2.2 by elementary methods. Next,
in §2.4 and §2.5, we move on to the proofs of Theorems 2.6 and 2.7, respectively, by
analytic methods. Finally, in §2.6 and §2.7, we deal with the proofs of Theorems 2.3
and 2.4. The proof by van der Corput’s method of Theorem 2.5 is in §2.8. Lastly, some
numerical evidence and plots are given at the end.
2.2 Preliminaries
We start this section by recalling two important identities due to Cohen [Coh49]. These
identities generalize the first identity of (2.4) and the second identity of (2.5).
Lemma 2.9. Suppose that β is a positive integer, then one has
∞∑
q=1
cq,β(n)
qβs
=
σ1−s,β(n)
ζ(βs)
for Re(s) > 1.
Lemma 2.10. The generalization of the Ramanujan sum may be written as
cq,β(n) =
∑
d|q
dβ |n
dβµ
(q
d
)
, (2.30)
where µ(n) is the Mo¨bius function.
In [Cru40], Crum derived the Dirichlet series for σz,β(n).
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Lemma 2.11. Suppose that β is a positive integer and that z ∈ C. One has
∞∑
n=1
σz,β(n)
ns
= ζ(s)ζ(β(s− z)).
for Re(s) > max(Re(z) + 1β , 1).
The Dirichlet series for σp,β(n)σq,β(n) is given in [Cru40].
Lemma 2.12. One has
∞∑
n=1
σz1,β(n)σz2,β(n)
ns
=
ζ(s)ζ(β(s− z1))ζ(β(s− z1))ζ(β(s− z1 − z2))
ζ(β(2s− z1 − z2))
for Re(s) > max(1,Re(z1) + 1/β,Re(z2) + 1/β,Re(z1 + z2) + 1/β).
From [Tit86, Lemma 4.5, page 72] we have
Lemma 2.13. Let a, b and M be real numbers and r > 0. Let F be a real valued
function, twice differentiable, and |F ′′(x)| ≥ r in [a, b]. Let G be a real valued function,
G/F ′ be monotonic and |G(x)| ≤M . Then∣∣∣∣∫ b
a
G(x)eiF (x)dx
∣∣∣∣ ≤ 8M√r .
LetM be a class of non-negative arithmetic functions which are multiplicative and that
satisfy:
(i) there exists a positive constant A such that if p is a prime and l ≥ 1 then
f(pl) ≤ Al;
(ii) for every  > 0, there exists a positive constant B() such that
f(n) ≤ B()n
for n ≥ 1.
In [Shi80b], Shiu showed
Lemma 2.14. Let f ∈ M, 0 < α, β < 1/2 and let a, k be integers. If 0 < a < k and
(a, k) = 1, then as x→∞∑
x−y<n≤x
n≡a mod q
f(n) y
φ(q) log x
exp
(∑
p≤x
p-q
f(p)
p
)
,
uniformly in a, q, and y provided that q ≤ y1−α, xβ < y ≤ x.
In [NT98], Nair and Tenenbaum observed that if q = 1 then one can obtain the same
result when f is non-negative, sub-multiplicative and satisfying (i) and (ii). We also
recall the following well-known estimate.
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Lemma 2.15. Let B1 be the Mertens constant
1. Then∑
p≤x
1
p
= log log x+B1 +O
(
1
log x
)
.
The following lemma can be easily adopted from [MV07, Theorem 5.2]. For the sake of
completeness we will give the sketch of the proof.
Lemma 2.16. Let 0 < λ1 < λ2 < · · · < λn →∞ be any sequence of real numbers and let
{an} be any sequence of complex numbers. Let the Dirichlet series α(s) :=
∑∞
n=1 anλ
−s
n
be absolutely convergent for some Re(s) > σa. If σ0 > max(0, σa) and x > 0, then∑′
λn≤x
an =
1
2pii
∫ σ0+iT
σ0−iT
α(s)
xs
s
ds+R,
where
R
∑
x/2<λn<2x
n6=x
|an|min
(
1,
x
T |x− λn|
)
+
4σ0 + xσ0
T
∞∑
n=1
|an|
λσ0n
.
Proof. Let
si(x) := −
∫ ∞
x
sinu
u
du. (2.31)
Integrating by parts one obtains
si(x) min(1, 1/x) (2.32)
for x > 0. The proof of the lemma follows from the following identity [MV07, p. 139,
Eq. (5.9)]
1
2pii
∫ σ0+iT
σ0−iT
xs
s
ds

1 +O(x
σ0
T ), if x ≥ 2,
1 + 1pi si(T log x) +O(
2σ0
T ), if 1 ≤ x ≤ 2,
− 1pi si(−T log x) +O(2
σ0
T ), if
1
2 ≤ x ≤ 1
O(x
σ0
T ), if x ≤ 12
(2.33)
for σ0 > 0. Now
1
2pii
∫ σ0+iT
σ0−iT
α(s)
xs
s
ds =
∞∑
n=1
an
1
2pii
∫ σ0+iT
σ0−iT
(x/λn)
s
s
ds. (2.34)
Applying (2.32), (2.33) and the fact that
| log(1 + δ)|  |δ|
1The existence of Mertens’ constant is related to Mertens’ second theorem which states that
lim
x→∞
(∑
p≤x
1
p
− log log x−B1 = 0
)
.
The numerical value is B1 ≈ 0.2614972 · · ·
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in (2.34) we obtain the desired result.
Note that for any fixed real number t′ and σ ≥ 1/2 (see [Tit86, Chap. VII])∫ T
T/2
|ζ4(σ + i(t+ t′))|dt T log4 T.
Therefore arguing in a similar fashion as in [RS03, Lemmas 3.3 and 3.4] we have following
two lemmas.
Lemma 2.17. Let σ ≥ 1/2 and T > 0. Then for any fixed real numbers t′, t′′, and σ′
we have ∫
|t|≤T
∣∣∣∣ζ4(σ + i(t+ t′))ζ(1 + 2it)
∣∣∣∣ dt|σ′ + i(t+ t′′)|  (log T )5(log log T ).
Lemma 2.18. Let z be a complex number and Re(z) > 0. For σ ≥ 1/2 we have∫ 1
1/2
∫ T
T/2
∣∣∣∣ζ4(s+ z)ζ(2s)
∣∣∣∣∣∣∣∣xss
∣∣∣∣dσdt (log T )4(log log T )(x− x1/2)(log x)−1.
2.3 Proof of Proposition 2.2
From (2.30) we see that
Ck,β(x, y) =
∑
n6y
(∑
q6y
c(β)q (n)
)k
=
k∏
j=1
∑
djkj6x
dβj µ(kj)
∑
n≤y
dβj |n
1
=
k∏
j=1
∑
djkj6x
dβj µ(kj)
⌊
y
[dβ1 , . . . , d
β
k ]
⌋
,
where [dβ1 , . . . , d
β
k ] denotes the least common multiple of the integers d
β
1 , d
β
2 , . . . , d
β
k . Let
(dβ1 , . . . , d
β
k) denote the greatest common divisor of the integers d
β
1 , d
β
2 , . . . , d
β
k . Then one
derives
Ck,β(x, y) = y
k∏
j=1
∑
djkj6x
(dβ1 , . . . , d
β
k)µ(kj) +O
( k∏
j=1
∑
djkj6x
dβj
)
(2.35)
for k ≥ 2. If k = 1, then
C1,β(x, y) = y
∑
dk≤x
µ(k) +O
( ∑
dk≤x
dβ
)
= y +O
( ∑
dk≤x
dβ
)
.
By the aid of the fact that ∑
n6x
nβ = x1+β +O(xβ)
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we deduce that∑
dk6x
dβµ(k) =
∑
k6x
µ(k)
(
1
1 + β
(x
k
)1+β
+O
(
xβ
kβ
))
=
x1+β
1 + β
∑
k6x
µ(k)
k1+β
+O
(
xβ
∑
k6x
1
kβ
)
=
x1+β
(1 + β)ζ(1 + β)
+O(xβ logb1/βc x). (2.36)
Let d be the greatest common divisor of d1, . . . , dk. The first sum on the right-hand side
of (2.35) can be written as
y
∑
d≤x
dβ
k∏
j=1
∑
ljkj≤x/d
(l1,...,lk)=1
µ(kj) = y
∑
d≤x
dβ
k∏
j=1
∑
ljkj≤x/d
µ(kj)
∑
l|(l1,...,lk)
µ(l)
= y
∑
dl≤x
dβµ(l)
( ∑
mn≤x/dl
µ(n)
)k
=
yx1+β
(1 + β)ζ(1 + β)
+O(yxβ logb1/βc x), (2.37)
where in the last step we used (2.36). The last term on the right-hand side of (2.35) can
be estimated as
k∏
j=1
∑
djkj6x
dβj 
( ∑
dk6x
dβ
)k
k x(1+β)k logk x.
This ends the proof of the proposition.
2.4 Proof of Theorem 2.6
If β = 1 and z = 0, the study of the error term in this asymptotic formula is the well-
known Dirichlet divisor problem. Thus, we exclude this case. Let z = a + ib, a ≤ 0,
b ∈ R, and c = 1 + 1/ log x. Then by Lemma 2.16 we write
∑
n≤x
σz,β(n) =
1
2pii
∫ c+iT
c−iT
ζ(s)ζ(β(s− z))x
s
s
ds+ E(z, β;x),
where
E(z, β;x)
∑
x/2<n<2x
n 6=x
σa,β(n) min
(
1,
x
T |x− n|
)
+
4c + xc
T
∞∑
n=1
σa,β(n)
nc
. (2.38)
Form (2.21) one has
σa,β(n) ≤
{
naβσ0,β(n), if a > 0,
σ0,β(n), if a ≤ 0.
(2.39)
Also we note that
σ0,β(p) =
{
2, if β = 1,
1, if β ≥ 2. (2.40)
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We choose T = x2/3. If 0 < |x − n| ≤ x1/3, then from (2.39), (2.40), Lemmas 2.14 and
2.15 we have∑
0<|x−n|<x1/3
σa,β(n) min
(
1,
x
T |x− n|
)

∑
0<|x−n|<x1/3
σ0,β(n) x1/3 log x. (2.41)
For x+ x1/3 < n < 2x one has∑
x+x1/3<n<2x
σa,β(n) min
(
1,
x
T |x− n|
)
 x
T
∑
x+x1/3<n<2x
σ0,β(n)
n− x
 x
T
∑
llog x
1
U
∑
U<n−x<2U
U=2lx1/3
σ0,β(n). (2.42)
Now by use of Lemmas 2.14 and 2.15 we deduce that∑
x+x1/3<n<2x
σa,β(n) min
(
1,
x
T |x− n|
)
 x
T
log2 x. (2.43)
The same bound holds when x/2 < n < x− x1/3. Since
ζ(σ) ∼ 1
σ − 1 (2.44)
when σ → 1+, then from Lemma 2.11 we find that
4c + xc
T
∞∑
n=1
σa,β(n)
nc
 x
T
log2 x. (2.45)
Hence from (2.41), (2.43), and (2.45) we deduce that
E(z, β;x) x1/3 log2 x.
Now we take the integral around the rectangle D = [−α − iT, c − iT, c + iT,−α + iT ],
where α = −a+ 1/ log x. By the residue theorem one writes
1
2pii
∮
D
ζ(s)ζ(β(s− z))x
s
s
ds = R,
where R is the sum of the residues at the simple poles s = 1, s = z + 1/β, and s = 0.
The functional equation of ζ(s) is
ζ(s) = pis−
1
2
Γ
(
1−s
2
)
Γ
(
s
2
) ζ(1− s) := χ(s)ζ(1− s). (2.46)
From Stirling’s formula for the gamma function (A.6) one has
χ(σ + it) =
(
2pi
t
)σ+it−1/2
ei(t+pi/4)
(
1 +O
(
1
t
))
(2.47)
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for fixed σ and t ≥ t0 > 0. Hence by (2.46) we have
ζ(s) |t|12−σ (2.48)
for σ < 0. Also we recall the bound ζ(1 + it)  log t/ log log t from [Tit86, Theorem
5.16]. Therefore from (2.46) and (2.47) we have ζ(it)  √t log t/ log log t for t ≥ 2 .
Then by the Phragme´n-Lindelo¨f principle [Tit68, p. 176] one obtains
ζ(σ + it) t 12 (1−σ) log t/ log log t (2.49)
for 0 ≤ σ ≤ 1 and t ≥ 2. For the upper horizontal integral we have∫ c+iT
−a+iT
ζ(s)ζ(β(s− z))x
s
s
ds
=
1
T
(∫ − 1
2 log x
−α
+
∫ a+ 1
β
+ 1
2 log x
− 1
2 log x
+
∫ c
a+ 1
β
+ 1
2 log x
)
ζ(σ + iT )ζ(β(σ + iT − z))xσdσ
= I1 + I2 + I3.
Using the bound (2.48) for ζ(s) and (2.49) for ζ(β(s− z)) we find
I1  1
T
∫ − 1
2 log x
−α
T
1
2
−σT
1
2
(1−βσ+βa) log Txσdσ  xa/3.
Using the bound (2.49) we have
I2  1
T
∫ a+ 1
β
+ 1
2 log x
− 1
2 log x
T
1
2
(1−σ)T
1
2
(1−βσ+βa) log2 Txσdσ  x 2−β+2aβ3β log x.
Similarly
I3  log
2 T
T
∫ c
a+ 1
β
+ 1
2 log x
T
1
2
(1−σ)xσdσ  x1/3 log x.
Therefore we obtain ∫ c+iT
−a+iT
ζ(s)ζ(β(s− z))x
s
s
ds x1/3 log x.
A similar estimate holds for the lower horizontal line. Next we will bound the left vertical
part, which is∫ −α+iT
−α−iT
ζ(s)ζ(β(s− z))x
s
s
ds =
∫ −α+iT
−α−iT
χ(s)χ(β(s− z))ζ(1− s)ζ(β(1− s− z))x
s
s
ds
=
∞∑
n=1
σz,β(n)
n
∫ −α+iT
−α−iT
χ(s)χ(β(s− z))(xn)
s
s
ds
= ix−α
∞∑
n=1
σz,β(n)
n1+α
∫ T
−T
χ(−α+ it)χ(β(−α+ it− z))
(−α+ it)(nx)−it dt,
(2.50)
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and where in the first step we used the functional equation (2.46). Note that
1
−α+ it =
1
it
+O
(
1
t2
)
. (2.51)
Applying (2.47) and (2.51) yields∫ T
2b+1
χ(−α+ it)χ(β(−α+ it− z))
−α+ it (nx)
itdt

∫ T
2b+1
eit(log(nx)+log(2pie)−log t)+β(log(2pie)−log β(t−b))tα+βα+βadt.
Clearly α+βα+βa > 0. Let F (t) := t(log(nx)+log(2pie)− log t)+β(log(2pie)− log β(t−
b)). Then
F ′′(t) = −1
t
− (t− 2b)β
(t− b)2 < −
1
T
− β
T 2
.
Therefore by the aid of Lemma 2.13 we deduce that∫ T
2b+1
χ(−α+ it)χ(β(−α+ it− z))
−α+ it (nx)
itdt T
α+βα+βa+1
√
T − β .
Combining this with (2.50) we finally get that∫ −α+iT
−α−iT
ζ(s)ζ(β(s− z))x
s
s
ds x 1+a3 log2 x.
Now we compute the residues
res
s=0
ζ(s)ζ(β(s− z))x
s
s
= −1
2
ζ(−βz), (2.52)
res
s=1
ζ(s)ζ(β(s− z))x
s
s
= ζ(β(1− z))x, (2.53)
and
res
s=β−1+z
ζ(s)ζ(β(s− z))x
s
s
=
ζ(β−1 + z)
1 + βz
xβ
−1+z. (2.54)
Clearly the residue in (2.52) is a constant. When β ≥ 3, the residue in (2.54) is absorbed
by the error term. This completes the proof of the theorem.
2.5 Proof of Theorem 2.7
Let z1 = a1 + ib1, z2 = a2 + ib2, a1 ≤ 0, a2 ≤ 0, a1 + a2 > −1, |a1 − a2| < 1/β and
b1, b2 ∈ R. Define
f(z1, z2, s;β) :=
ζ(s)ζ(β(s− z1))ζ(β(s− z2))ζ(β(s− z1 − z2))
ζ(β(2s− z1 − z2))
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and let c = 1 + 1/ log x. Then in the view of Lemmas 2.12 and 2.16 we may write
∑
n6x
σz1,β(n)σz2,β(n) =
1
2pii
∫ c+iT0
c−iT0
f(z1, z2, s;β)
xs
s
ds+ E(z1, z2, β;x), (2.55)
where
E(z1, z2, β;x)
∑
x/2<n<2x
n6=x
σa1,β(n)σa2,β(n) min
(
1,
x
T0|x− n|
)
+
4c + xc
T0
∞∑
n=1
σa1,β(n)σa2,β(n)
nc
. (2.56)
Let T = 2x2/3 and T/2 < T0 < T . Now we estimate the right-hand side of (2.56). We
consider x + x1/3 < n < 2x. Applying (2.39) to the first term of the right-hand side of
(2.56) we obtain∑
x1/3<n−x<x
σa1,β(n)σa2,β(n) min
(
1,
x
T0|x− n|
)
=
x
T0
∑
x1/3<n−x<x
σa1,β(n)σa2,β(n)
n− x
≤ x
T0
∑
0≤llog x
∑
U<n−x<2U
U=2lx1/3
(σ0,β(n))
2
n− x
≤ x
T0
∑
0≤llog x
1
U
∑
x+U<n<x+2U
U=2lx1/3
(σ0,β(n))
2.
(2.57)
From (2.40) and Lemmas 2.14 and 2.15 we deduce∑
x+U<n<x+2U
(σ0,β(n))
2  U
log x
exp(4 log log x) U log3 x. (2.58)
Invoking this in (2.57) we finally have∑
x1/3<n−x<x
σa1,β(n)σa2,β(n) min
(
1,
x
T0|x− n|
)
 x
T0
log4 x. (2.59)
Similarly ∑
x/2<n<x−x1/3
σa1,β(n)σa2,β(n) min
(
1,
x
T0|x− n|
)
 x
T0
log4 x. (2.60)
Let x− x1/3 ≤ n ≤ x+ x1/3. Using (2.39) and (2.82) one has∑
0<|x−n|≤x1/3
σa1,β(n)σa2,β(n) min
(
1,
x
T0|x− n|
)
≤
∑
0<|x−n|≤x1/3
σ0,β(n)σ0,β(n)
 x1/3 log3 x. (2.61)
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From (2.44) and Lemma 2.12 we have
4c + xc
T0
∞∑
n=1
σa1,β(n)σa2,β(n)
nc
 x
T0
f(a1, a2, c;β) x
T0
log4 x, (2.62)
for β ≥ 1. Combining (2.59), (2.60), (2.61) and (2.62) we obtain
E(z1, z2, β;x) x1/3 log4 x. (2.63)
Let λ = 12(a1 + a2 + 1/β). Suppose R is a positively oriented contour with vertices
c± iT0 and λ± iT0. By residue theorem we have
1
2pii
∮
R
f(z1, z2, s;β)
xs
s
ds = R0, (2.64)
where R0 is the sum of residues in side the contour R. By Ho¨lder’s inequality [Tit68,
p. 382] one has(∫ λ+iT0
λ−iT0
f(z1, z2, s;β)
xs
s
ds
)4

∫ T0
−T0
|ζ(λ+ it)|4xλdt
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|
∫ T0
−T0
|ζ(β(λ+ it− z1))|4xλdt
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|
×
∫ T0
−T0
|ζ(β(λ+ it− z2))|4xλdt
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|
∫ T0
−T0
|ζ(β(λ+ it− z1 − z2))|4xλdt
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)| .
(2.65)
By Lemma 2.17 we find that∫ T0
−T0
|ζ(β(λ+ it− z1 − z2))|4xλ
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt x
λ(log5 T0) log log T0
Let a1 − a2 ≥ 0. Then by Lemma 2.17 we have∫ T0
−T0
|ζ(β(λ+ it− z2))|4xλ
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt x
λ(log5 T0) log log T0.
By the functional equation (2.46) and (2.47) one obtains∫ T0
−T0
|ζ(β(λ+ it− z1))|4
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt
=
∫ T0
−T0
|χ(β(λ+ it− z1))| |ζ(1− β(λ+ it− z1))|
4
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt
 T (a1−a2)β/20
∫ T0
−T0
|ζ(1/2 + (a1 − a2)β/2 + i(t+ t′))|4
|ζ(1 + 2it))(λ+ i(t+ t′′))| dt,
where in last step we made a suitable change of variable. Finally, by Lemma 2.17 we
obtain∫ T0
−T0
ζ(β(λ+ it− z1))|4xλ
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt x
λT
(a1−a2)β/2
0 (log
5 T0) log log T0.
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The case a1− a2 ≤ 0 can be treated similarly. Therefore for any sign of a1− a2 we have∫ T0
−T0
ζ(β(λ+ it− zi))|4xλ
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt x
λT
|a1−a2|β/2
0 (log
5 T0) log log T0,
for i = 1, 2. Using a similar argument one can deduce that∫ T0
−T0
|ζ(λ+ it)|4xλ
|ζ(β(2(λ+ it)− z1 − z2))(λ+ it)|dt x
λT
1/2−λ
0 (log
5 T0) log log T0.
Thus from (2.65) we have∫ λ+iT0
λ−iT0
f(z1, z2, s;β)
xs
s
ds max
(
x
1
2β+
a1+a2
2 +
β|a1−a2|
3 , x
1
3 +
1
6β+
a1+a2
6
)
× (log5 x) log log x. (2.66)
Next we compute the double integral∫ c
λ
∫ T
T/2
f(z1, z2, σ + it;β)
xσ+it
σ + it
dσdt.
Using the functional equation (2.46) we write∫ c
λ
∫ T
T/2
|ζ(σ + it)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt
=
∫ 1/2
λ
∫ T
T/2
|χ(σ + it)||ζ(1− σ − it)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt
+
∫ c
1/2
∫ T
T/2
|ζ(σ + it)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt.
Now by the aid of (2.47) and Lemma 2.18 we deduce that∫ c
λ
∫ T
T/2
|ζ(σ + it)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt
x
log x
(log4 T ) log log T.
If a1 − a2 ≥ 0, then similarly we can find that∫ c
λ
∫ T
T/2
|ζ(β(σ + it− z1)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt
x
log x
(log4 T ) log log T.
From Lemma 2.18 we have∫ c
λ
∫ T
T/2
|ζ(β(σ + it− z2)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt
x
log x
(log4 T ) log log T
and ∫ c
λ
∫ T
T/2
|ζ(β(σ + it− z1 − z2)|4xσ
|ζ(β(2(σ + it)− z1 − z2))(σ + it)|dσdt
x
log x
(log4 T ) log log T.
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Therefore by Ho¨lder’s inequality∫ c
λ
∫ T
T/2
f(z1, z2, σ + it;β)
xσ+it
σ + it
dσdt x
log x
(log4 T ) log log T.
Hence we can choose a suitable T0 so that T/2 ≤ T0 ≤ T and∫ c
λ
f(z1, z2, σ + iT0;β)
xσ+iT0
σ + iT0
dσ  x
T0 log x
(log4 T0) log log T0
 x1/3(log3 x) log log x. (2.67)
Finally combining (2.55), (2.63), (2.64), (2.66) and (2.67) we find∑
n6x
σz1,β(n)σz2,β(n) = R0
+O
(
max
(
x
1
2β+
a1+a2
2 +
β|a1−a2|
3 , x
1
3 +
1
6β+
a1+a2
6
)
(log5 x) log log x
)
.
(2.68)
Since zi 6= 0, z1 6= z2, and |Re(z1 − z2)| < 1/β, then all the poles are simple. The
residues at the simple poles s = 1, s = z1 + 1/β, s = z2 + 1/β, and s = z1 + z2 + 1/β
are given by
res
s=1
f(z1, z2, s;β)
xs
s
=
ζ(β(1− z1))ζ(β(1− z2))ζ(β(1− z1 − z2))
ζ(β(2− z1 − z2)) x, (2.69)
res
s=z1+1/β
f(z1, z2, s;β)
xs
s
=
ζ(z1 +
1
β )ζ(1 + βz1 − βz2)ζ(1− βz2)
(z1β + 1)ζ(2 + βz1 − βz2) x
z1+
1
β , (2.70)
res
s=z2+1/β
f(z1, z2, s;β)
xs
s
=
ζ(z2 +
1
β )ζ(1 + βz2 − βz1)ζ(1− βz1)
(βz2 + 1)ζ(2 + βz2 − βz1) x
z2+
1
β , (2.71)
and
res
s=z1+z2+1/β
f(z1, z2, s;β)
xs
s
=
ζ(z1 + z2 +
1
β )ζ(βz2 + 1)ζ(βz1 + 1)
(βz1 + βz2 + 1)ζ(2 + βz1 + βz2)
x
z1+z2+
1
β . (2.72)
If β ≥ 3, then (2.70), (2.71), and (2.72) are smaller than the error term of the right-hand
side of (2.68). Therefore for β ≥ 3 we find
R0 =
ζ(β(1− z1))ζ(β(1− z2))ζ(β(1− z1 − z2))
ζ(β(2− z1 − z2)) x.
For β = 1 and −1/2 < Re(z1),Re(z2),Re(z1 + z2) < 0 we find
R0 =x
(
ζ(1− z1)ζ(1− z2)ζ(1− z1 − z2)
ζ(2− z1 − z2) +
ζ(z1 + 1)ζ(1 + z1 − z2)ζ(1− z2)
(z1 + 1)ζ(2 + z1 − z2) x
z1
+
ζ(z2 + 1)ζ(1 + z2 − z1)ζ(1− z1)
(z2 + 1)ζ(2 + z2 − z1) x
z2 +
ζ(z1 + z2 + 1)ζ(z2 + 1)ζ(z1 + 1)
(z1 + z2 + 1)ζ(2 + z1 + z2)
xz1+z2
)
.
Finally for β = 2 and −1/10 < Re(z1),Re(z2),Re(z1 + z2) < 0 we obtain
R0 =
√
x
(
ζ(2(1− z1))ζ(2(1− z2))ζ(2(1− z1 − z2))
ζ(2(2− z1 − z2))
√
x
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+
ζ(z1 +
1
2)ζ(1 + 2z1 − 2z2)ζ(1− 2z2)
(2z1 + 1)ζ(2 + 2z1 − 2z2) x
z1
+
ζ(z2 +
1
2)ζ(1 + 2z2 − 2z1)ζ(1− 2z1)
(2z2 + 1)ζ(2 + 2z2 − 2z1) x
z2
+
ζ(z1 + z2 +
1
2)ζ(2z2 + 1)ζ(2z1 + 1)
(2z1 + 2z2 + 1)ζ(2 + 2z1 + 2z2)
xz1+z2
)
.
This completes the proof of the theorem.
2.6 Proof of Theorem 2.3
Let us consider
α = 1 +
1
log y
,
as well as y ≥ x and T = y2/3. By Lemma 2.16 one finds
∑
qβ≤x
cq,β(n) =
1
2pii
∫ α+iT
α−iT
σ1−s,β(n)
ζ(βs)
xs
s
ds+ E1(x, n), (2.73)
where
E1(x, n)
∑
x/2<qβ<2x
qβ 6=x
|cq,β(n)|min
(
1,
x
T |x− qβ|
)
+
xα
T
∞∑
q=1
|cq,β(n)|
qβα
. (2.74)
Using Lemma 2.10, we have
∞∑
q=1
|cq,β(n)|
qβα
=
∞∑
q=1
1
qβα
∣∣∣∣∑
d|q
dβ |n
dβµ
(q
d
)∣∣∣∣ ≤ ∞∑
q=1
1
qβα
∑
dβ |n
dβ−βα = σ− 1
log y
,β(n)ζ(βα).
Therefore from (2.44) we deduce
∞∑
q=1
|cq,β(n)|
qα

σ− 1log y ,β(n) log y, if β > 1,σ− 1
log y
,β(n), if β = 1.
(2.75)
Similarly∑
x/2<qβ<2x
qβ 6=x
|cq,β(n)|min
(
1,
x
T |x− qβ|
)
≤
∑
dβ |n
dβ
∑
x/2<dβqβ<2x
dbqβ 6=x
min
(
1,
x
T |x− dβqβ|
)
 x
T
σ0,β(n) log x. (2.76)
Hence from (2.74), (2.75) and (2.76) we obtain
E1(x, n) x
T
σ0,β(n) log y. (2.77)
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Now by (2.40) and Lemma 2.14 one has
∑
n≤y
E1(x, n)
{
xy
T log y, if β > 1,
xy
T log
2 y, if β = 1.
(2.78)
Summing the both sides of (2.73) over n and using Theorem 2.6 we can write
C1,β(x, y) =
∑
n6y
∑
qβ6x
cq,β(n) =
y
2pii
∫ α+iT
α−iT
xs
s
ds
+
y1+1/β
2pii
∫ α+iT
α−iT
ζ(1− s+ 1/β)
1 + β − βs
(x/y)s
sζ(βs)
ds
+O
(
y1/3 log2 y
∫ T
2
xα
t|ζ(β(α+ it))|dt
)
+
∑
n≤y
E1(x, n).
(2.79)
Note that (ζ(σ + it))±1  log t for 1 ≤ σ ≤ 1/ log y. Thus the third term in the
right-hand side of (2.79) is
 xy1/3 log2 y log2 T. (2.80)
By (2.33) the first integral in the right-hand side of (2.79) is
y +O
(
yx
T
)
for x ≥ 2. For the second integral we shift the line of integration from σ = α to
σ = 1 + α+ 1/β. The residue due to the simple pole at s = 1 + 1/β is
res
s=1+1/β
ζ(1− s+ 1/β)
1 + β − βs
y1+1/β(x/y)s
sζ(βs)
=
x1+1/β
2(1 + β)ζ(1 + β)
.
The contribution from the horizontal line is
 y
1+ 1
β
T 2
(
log T
∫ α+ 1
β
α
T
1
2
(σ− 1
β
)
(
x
y
)σ
dσ +
∫ 1+α+ 1
β
α+ 1
β
T
− 1
2
+σ− 1
β
(
x
y
)σ
dσ
)
 xy
1/β
T 3/2
log T +
x1+1/β
T 1/2
log T
Similarly the contribution from right vertical line is
 x
2+1/β
yα
∫ T
2
t
− 1
2
+ 1
log y dt x
2+1/β
yα
T
1
2
+ 1
log y .
Note that the second integral of (2.79) disappears when β ≥ 3. Finally, replace x by xβ
to end the proof.
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2.7 Proof of Theorem 2.4
For j ∈ {1, 2}, we let αj be such that
αj = 1 +
j
log y
.
Let y ≥ x and T = x2 log5 x. From (2.73) and (2.77) we have
∑
qβ6x
cq,β(n) =
1
2pii
∫ αj+iT
αj−iT
σ1−s,β(n)
ζ(βs)
xs
s
ds+O
(
x
T
σ0,β(n) log y
)
.
Note that
1
2pii
∫ αj+iT
αj−iT
σ1−s,β(n)
ζ(βs)
xs
s
ds xσ0,β(n) log2 T
Therefore(∑
qb6x
cq,β(n)
)2
=
1
(2pii)2
∫ α1+iT
α1−iT
∫ α2+2iT
α2−2iT
σ1−s1,β(n)
ζ(βs1)
σ1−s2,β(n)
ζ(βs2)
xs1+s2
s1s2
ds2ds1
+O
(
x2
T
(σ0,β(n))
2 log y log2 T
)
. (2.81)
Combining equation (2.40), Lemmas 2.14 and 2.15 we find∑
n<y
(σ0,β(n))
2  y log3 y. (2.82)
Now sum over n on both sides of (2.81) so that
C2,β(x, y) =
∑
n6y
(∑
q6x
cq,β(n)
)2
=
1
(2pii)2
∫ α1+iT
α1−iT
∫ α2+2iT
α2−2iT
G(s1, s2, β, n)
ζ(s1)ζ(s2)
xs1+s2
s1s2
ds2ds1
+O
(
x2y
T
log4 y log2 T
)
= I +O
(
x2y
T
log4 y log2 T
)
,
where
G(s1, s2, β, y) =
∑
n6y
σ1−s1,β(n)σ1−s2,β(n).
From Theorem 2.7 we find
I = I1 + I2 + I3 + I4 +O(x
2y
1
3
+ 1
6β (log5 y)(log4 T ) log log y),
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where
I1 =
y
(2pii)2
∫ α1+iT
α1−iT
∫ α2+2iT
α2−2iT
ζ(β(s1 + s2 − 1))
ζ(β(s1 + s2))
xs1+s2
s1s2
ds1ds2,
I2 =
y1+1/β
(2pii)2
∫ α1+iT
α1−iT
∫ α2+2iT
α2−2iT
ζ(1− s1 + 1/β)ζ(1− βs1 + βs2)ζ(1− β + βs2))
(1 + β − βs1)ζ(2− βs1 + βs2)ζ(βs1)ζ(βs2)
× y
−s1xs1+s2
s1s2
ds1ds2,
I3 =
y1+1/β
(2pii)2
∫ α1+iT
α1−iT
∫ α2+2iT
α2−2iT
ζ(1− s2 + 1/β)ζ(1− βs2 + βs1)ζ(1− β + βs1))
(1 + β − βs2)ζ(2− βs2 + βs1)ζ(βs1)ζ(βs2)
× y
−s2xs1+s2
s1s2
ds1ds2,
as well as
I4 =
y2+1/β
(2pii)2
∫ α1+iT
α1−iT
∫ α2+2iT
α2−2iT
ζ(2− s1 − s2 + 1/β)ζ(1 + β − βs1)ζ(1 + β − βs2))
(1 + 2β − βs1 − βs2)ζ(2 + 2β − βs2 − βs1)ζ(βs1)ζ(βs2)
× (x/y)
s1+s2
s1s2
ds1ds2.
Note that the integrals I2, I3, and I4 disappear when β ≥ 3. First we will compute the
integral I1. Let
J1(s1) =
1
2pii
∫ α2+iT
α2−iT
ζ(β(s1 + s2 − 1))
ζ(β(s1 + s2))
xs2
s2
ds2.
Shift the line of integration from σ = α2 to σ = 1 +
1
2β − α1. Note that the integrand
has a simple pole at 1 + 1/β − s1 in this region. The residue is
res
s2=1−s1+1/β
ζ(β(s1 + s2 − 1))
ζ(β(s1 + s2))
xs2
s2
=
x1−s1+1/β
(1 + β − βs1)ζ(1 + β) .
Let T ≥ x2/β. The contribution from the horizontal line is
 1
T
1
2
∫ 1/β
1−α1+1/2β
(
x
T β/2
)σ
dσ +
log x
T
∫ α2
1/β
(x)σdσ  x
T
+
x1/2β
T 3/4
.
Hence
I1 =
y
(2pii)2
∫ α1+iT
α1−iT
∫ 1
2β
− 1
log y
+2iT
1
2β
− 1
log y
−2iT
ζ(β(s1 + s2 − 1))
ζ(β(s1 + s2))
xs1+s2
s1s2
ds1ds2
+
y
2pii
∫ α1+iT
α1−iT
x1+1/β
s1(1 + β − βs1)ζ(1 + β)ds1 +O
(
yx2
T
log x+
yx1+1/2β
T 3/4
log x
)
.
(2.83)
Denote the first integral in the right-hand side of (2.83) by I11. Then we have
I11  yx1+1/2β
∫ T
1
∫ 2T
1
|ζ(1/2 + iβ(t1 + t2))|
t1t2
dt1dt2
 yx1+1/2β log2 T
∫ T
T/2
∫ 2T
T
|ζ(1/2 + iβ(t1 + t2))|
t1t2
dt1dt2
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 yx1+1/2β log2 T
(∫ T
T/2
∫ 2T
T
|ζ(1/2 + iβ(t1 + t2))|2dt1dt2
∫ T
T/2
∫ 2T
T
1
t21t
2
2
dt1dt2
)1/2
,
where in the last step we used Ho¨lder’s inequality. By the aid of the mean value theorem
of ζ(s) [Tit86, Theorem 7.3] we deduce that
I11  yx1+1/2β log3 T.
Finally, by applying the residue theorem on the second integral in the right-hand side
of (2.83) we conclude that
I1 =
yx1+1/β
(1 + β)ζ(1 + β)
+O
(
yx1+1/2β log3 T +
yx2
T
log x+
yx1+1/2β
T 3/4
log x
)
.
Next we compute the integral I2. Let
J2(s2) =
1
2pii
∫ α1+iT
α1−iT
ζ(1− s1 + 1/β)ζ(1− βs1 + βs2)
(1 + β − βs1)ζ(2− βs1 + βs2)ζ(βs1)
y−s1xs1
s1
ds1
Shift the line of integration in the s1-plane from σ = α1 to σ = α3 = 1 +
1
β − 3log y . Note
that s1 = s2 is a simple pole of the integrand and the residue is
res
s1=s2
ζ(1− s1 + 1/β)ζ(1− βs1 + βs2)
(1 + β − βs1)ζ(2− βs1 + βs2)ζ(βs1)
y−s1xs1
s1
= − ζ(1− s2 + 1/β)
βζ(2)(1 + β − βs2)ζ(βs2)
(x/y)s2
s2
.
The contribution from the horizontal lines is
 x
1+1/β
y1+1/βT
log T.
provided x ≤ y < xβ+2 log 52 (β+1) y. The contribution from the vertical line σ = α3 is
 x
1+1/β
y1+1/β
log T.
Therefore
I2 =
y1+1/β
βζ(2)
1
2pii
∫ α2+2iT
α2−2iT
ζ(1− s2 + 1/β)ζ(1− β + βs2)
(1 + β − βs2)ζ2(βs2)
(x2/y)s2
s22
ds2
+O
(
x2+1/β
T
log2 T + x2+1/β log2 T
)
.
Next we shift the line of integration in the s2-plane form σ = α2 to σ = α4 = 1+α2 +
1
β .
Note that s2 = 1 +
1
β is a simple pole and the residue is
res
s2=1+1/β
y1+1/βζ(1− s2 + 1/β)ζ(1− β + βs2)
βζ(2)(1 + β − βs2)ζ2(βs2)
(x2/y)s2
s22
=
x2+2/β
2(1 + β)2ζ2(1 + β)
.
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If we split the interval (α2, 1 + α2 + 1/β) into two subintervals (α2, 1 + 1/b) and (1 +
1/b, 1 + a2 + 1/β), then the horizontal line integration is
 (y−1x2)1+1/βT−5/2 + (y−1x2)2+1/βT−2.
The vertical line integration is
 y−1x4+2/β.
To bound the integral I3 we move the line of integration in s2 plane from σ = α2 to
σ = α2 +
1
β . The contribution from the horizontal line is
 xy
1+1/β
T 2
log2 T
∫ a2+1/β
α2
T
1
2
(βσ+σ−1/β)(x/y)σdσ  x
2+1/β
T
log2 T,
provided that x ≤ y < xβ+2 log 52 (β+1) y. If α5 = α2 + 1/β, then the contribution from
the left vertical line is
 x2+1/β
∫ T
2
∫ T
2
√
t2(t2 − t1)
t22t1
dt2dt1  x2+1/β log2 T.
Similarly if one moves the line of integration in s2-plane from σ = α2 to σ = 1+
1
β − 4log x ,
then it can be shown that
I4  x2+1/β log2 T.
Now we complete the proof of the theorem by replacing x by xβ.
2.8 Proof of Theorem 2.5
To prove this, we recall the following definitions [GK91, pp. 30-31] as well as auxiliary
lemma from [GK91, Lemma 4.3].
Definition 2.19. Let N , y, s and ε be positive real numbers with ε < 12 , and let P be
a non-negative integer. Define F(N,P, s, y, ε) to be the set of functions f such that:
(1) f is defined and has continuous P derivatives on some interval [a, b], with [a, b] ⊆
[N, 2N ],
(2) if 0 ≤ p ≤ P − 1 and a ≤ x ≤ b then
|f (p+1)(x)− (−1)p(s)pyx−s−p| < ε(s)pyx−s−p,
where (α)0 = 1 and (α)n+1 = (α+ n)(α)n.
Definition 2.20. Let I = (a, b] where a and b and integers. Let k and l be real
numbers such that 0 ≤ k ≤ 1/2 ≤ l ≤ 1. Suppose that for every s > 0, there is some
P = P (k, l, s) and some ε = ε(k, l, s) < 1/2 such that for every N > 0, every y > 0, and
every f ∈ F(N,P, s, y, ε), the estimate∑
n∈I
e(f(n)) (yN−s)kN l + y−1N s
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holds. Here it is also assumed that f is defined on [a, b] and the implied constant depends
only on k, l and s. We then say that (k, l) is an exponent pair.
For real t, [t] denotes the integral part of t and
ψ(t) := t− [t]− 12 (2.84)
denotes the saw-tooth function.
Definition 2.21. Let N , y, s and ε be positive real numbers with ε < 12 , and let P be
a non-negative integer. Define F(N,P, s, y, ε) to be the set of functions f such that:
(1) f is defined and has continuous P derivatives on some interval [a, b], with [a, b] ⊂
[N, 2N ],
(2) if 0 ≤ p ≤ P − 1 and a ≤ x ≤ b then
|f (p+1)(x)− (−1)p(s)pyx−s−p| < ε(s)pyx−s−p,
where (α)0 = 1 and (α)n+1 = (α+ n)(α)n.
Lemma 2.22. Suppose that (k, l) is an exponent pair, I is a subinterval of (N, 2N ],
then ∑
n∈I
ψ(y/n) yk/(k+1)N (l−k)/(k+1) + y−1N2.
By the use of (2.30) we have
C1,β(x, y) =
∑
n6y
∑
q6x
c(β)q (n) =
∑
n6y
∑
q6x
∑
d|q
dβ |n
dβµ
(q
d
)
=
∑
n6y
∑
dk6x
dβ |n
dβµ(k)
where we have made the change k = qd . Interchanging the order of summation we obtain
C1,β(x, y) =
∑
dk6x
dβµ(k)
∑
n≤y
dβ |n
1 =
∑
dk6x
dβµ(k)
[ y
dβ
]
= y
∑
dk6x
µ(k)− 1
2
∑
dk6x
dβµ(k)−
∑
dk6x
dβµ(k)ψ
( y
dβ
)
= C1,β,1(x, y) + C1,β,2(x, y) + C1,β,3(x, y),
say, and where we have used the definition of ψ(t). By using (2.36) and setting
E(x, n) :=
{
log x if n = 1,
1, if n > 1,
(2.85)
we can conclude that
C1,β,2(x, y) = −1
2
∑
dk6x
dβµ(k) = − x
β+1
2(1 + β)ζ(1 + β)
+O(xβE(x, β)).
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The first sum is independent of β since we see that
C1,β,1(x, y) = y
∑
m6x
∑
k|m
µ(k) = y.
Thus, it remains to compute C
(β)
1,3 (x, y) and this will require more effort. We begin by
noting that
C1,β,3(x, y) =
∑
dk6x
dβµ(k)ψ
( y
dβ
)
=
∑
k6x
µ(k)
∑
d6x/k
dβψ
( y
dβ
)
.
Furthermore, we define the intervals Ij := (Nj , 2Nj ] where Nj = Nj,k =
x
k2
−j so that
1 6 xk2−j implies that j  log x. We may now write
C1,β,3(x, y) =
∑
k6x
µ(k)
∞∑
j=1
∑
d∈Ij
dβψ
( y
dβ
)
=
∑
k6x
µ(k)
∑
jlog x
∑
d∈Ij
dβψ
( y
dβ
)
6
∑
k6x
∑
jlog x
∣∣∣∣∑
d∈Ij
dβψ
( y
dβ
)∣∣∣∣.
The next step is to apply Abel summation to the inner sum to obtain∑
d∈Ij
dβψ
( y
dβ
)
=
∑
d62Nj
dβψ
( y
dβ
)
= 2βNβj
∑
d62Nj
ψ
( y
dβ
)
−
∫ 2Nj
1
∑
d6t
ψ
( y
dβ
)
βtβ−1dt
 Nβj
∣∣∣∣ ∑
d62Nj
ψ
( y
dβ
)∣∣∣∣+ sup
16t62Nj
∣∣∣∣∑
d6t
ψ
( y
dβ
)∣∣∣∣(Nβj − 1)
 Nβj
∣∣∣∣ ∑
d62Nj
ψ
( y
dβ
)∣∣∣∣,
Therefore we are left with∑
d∈Ij
dβψ
( y
dβ
)
 Nβj sup
I
∣∣∣∣∑
d∈I
ψ
( y
dβ
)∣∣∣∣,
where the supremum is over all subintervals I = {Ij , j = 1, · · · ,+∞}. Thus, we have
C1,β,3(x, y)
∑
k6x
∞∑
j=1
Nβj sup
I
∣∣∣∣∑
n∈I
ψ
( y
nβ
)∣∣∣∣,
where we recall that the sum over j is finite and has O(log x) terms. Now we use
Lemma 2.22. By taking k = l = 12 and seeing that f(n) = y/n
β ∈ F(N,∞, β + 1, y, ε)
the exponent pair estimate we need is
∑
n∈I
ψ
( y
nβ
)
 y 13N
1−β
3
j + y
−1N1+βj .
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Consequently we have
C1,β,3(x, y)
∑
k6x
∞∑
j=0
Nβj (y
1
3N
1−β
3
j + y
−1N1+βj )
=
∑
k6x
∞∑
j=0
(y
1
3N
1+2β
3
j + y
−1N1+2βj )

∑
k6x
(
y
1
3
x
1+2β
3
k
1+2β
3
+ y−1
x1+2β
k1+2β
)
= x
1+2β
3 y
1
3E
(
x, 1+2β3
)
+ x1+2βy−1.
This completes the proof.
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2.9 Numerical evidence
The following plots illustrate the behavior of the first moment.
Figure 2.1: Left: in blue plof of C1,β(x, y) and in red main term right-hand side of
(2.19) with β = 1, x = 10 and y = x1+β . Right: same with x = 22.
Figure 2.2: Left: in blue plof of C1,β(x, y) and in red main term right-hand side of
(2.19) with β = 2, x = 5 and y = x1+β . Right: same with x = 9.
Figure 2.3: Left: in blue plof of C1,β(x, y) and in red main term right-hand side of
(2.19) with β = 3, x = 4 and y = x1+β . Right: same with x = 8.
Chapter 3
Zeros of combinations of the
Riemann ξ-function on bounded
vertical shifts
3.1 Introduction
The study of the zeros and the ‘a-points’ of the Riemann zeta-function is of special
interest1. It is more difficult to locate the zeros or the ‘a-points’ than to study the value
distributions of ζ(s).
The behavior of ζ(s) on every vertical line σ = Re(s) > 12 has been studied by Bohr
and his collaborators. Let us take the half-plane σ > 12 , and remove all the points which
have the same imaginary part as, and smaller real part than, one of the possible zeros
(or the pole) of ζ(s) in this region. We denote the remaining part of this perforated
half-plane by G. Specifically, Bohr and Jessen [BJ30, BJ32] discovered that for σ > 12 ,
the limit
lim
T→∞
1
T
µ{τ ∈ [0, T ] : σ + iτ ∈ G, log ζ(σ + iτ) ∈ R}
exists. Here µ is the Lebesgue measure and R is any fixed rectangle whose sides are
parallel to the axes. Later Voronin [Vor72] provided a generalization of Bohr’s denseness
result.
For any fixed and distinct numbers s1, s2, . . . , sn with
1
2 < Re(sk) < 1, the
set {(ζ(s1 + it), . . . , ζ(sn + it)) : t ∈ R} is dense in Cn. Moreover, for any s
with 12 < Re(s) < 1, the set {(ζ(s+ it), . . . , ζ(n)(s+ it)) : t ∈ R} is dense in
Cn.
Even more striking is Voronin’s [Vor75] universality theorem.
1The solutions to ζ(s) = a, which are denoted by ρa = βa + iγa are called a-points of ζ(s).
53
Chapter 3. Zeros of combinations of the Riemann ξ-function 54
Let 0 < r < 14 and g(s) be a non-zero analytic function on |s| ≤ r. Then for
any  > 0, there exists a positive real number τ such that
max
|s|≤r
∣∣∣∣ζ(s+ 34 + iτ
)
− g(s)
∣∣∣∣ < .
Moreover,
lim inf
T→∞
1
T
µ
{
τ ∈ [0, T ] : max
|s|≤r
∣∣∣∣ζ(s+ 34 + iτ
)
− g(s)
∣∣∣∣ < } > 0.
Concerning Voronin’s theorem, Bagchi [Bag81] gave an equivalent condition for the
Riemann hypothesis of ζ(s). He proved in his doctoral thesis that
The Riemann hypothesis is true if, and only if, for any  > 0
lim inf
T→∞
1
T
µ
{
τ ∈ [0, T ] : max
|s|≤r
∣∣∣∣ζ(s+ 34 + iτ
)
− ζ(s)
∣∣∣∣ < } > 0.
These connections motivate us to study the vertical shifts s → s + iτ of ζ(s). The
values of ζ(s) on certain vertical arithmetic progressions have been studied by various
authors. Putnam [Put54a, Put54b] showed that for any d > 0, the sequence d, 2d, 3d, · · ·
contains an infinity of elements which are not the imaginary parts of zeros of ζ(s) on the
critical line Re(s) = 12 . More recently, van Frankenhuijesen [vF05] obtained bounds for
the length of any hypothetical arithmetic progression. Good [Goo78] found asymptotic
formulae for the discrete second and fourth moments of ζ(s) on arbitrary arithmetic
progressions to the right of the critical line. Steuding and Wegert [SW12] succeeded
in obtaining an asymptotic formula for the discrete first moment of ζ(s) on arbitrary
arithmetic progressions in the critical strip. Li and Radziwill [LRar] established, among
many other things, results on the distribution of values of ζ(12 + i(al + b)) as l ranges
over the integers in some dyadic interval [T, 2T ].
Define functions η and ρ in terms of the Riemann zeta-function as
η(s) := pi−s/2Γ
(
s
2
)
ζ(s) and ρ(t) := η
(
1
2
+ it
)
.
It is well-known that η(s) is a meromorphic function with poles at s = 0 and 1, and
that ρ(t) is a real-valued function. Hardy [Har14] proved that ρ(t) has infinitely many
real zeros. In other words, the Riemann zeta-function has infinitely many zeros on the
critical line.
Let {cj} be a sequence of real numbers such that
∞∑
j=1
|cj | <∞.
Let {λj} be a bounded sequence of real numbers. Define
F (s) :=
∞∑
j=1
cjη(s+ iλj). (3.1)
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Note that F (s) has poles at −iλj and 1− iλj for all j. Using Stirling’s formula for the
gamma function (A.6) and the boundedness of the sequence {λj}, one can show that
there exists a bounded set D ⊂ C such that F (s) is analytic on C \ D. In particular,
D can be taken as the union of two bounded vertical intervals containing the points 0
and 1. If {λj} is an infinite sequence, then F (s) has essential singularities inside the set
D. Independently of whether F (s) has essential singularities or not, it can be seen that
F (12 + it) is a well-defined, real-valued function for t ∈ R. A natural question arises -
what can we say about the zeros of F (s)?
Without loss of generality, we can take cj 6= 0 and the λj ’s to be distinct for all j. Indeed,
the terms corresponding to cj ’s being zero have no contribution to F (s). Furthermore,
since the right-hand side of (3.1) is absolutely convergent, the terms for which λi = λj
can be grouped together and we can denote the new coefficient by cj . We have the
following result.
Theorem 3.1. Let {cj} be a sequence of non-zero real numbers so that
∑∞
j=1 |cj | <∞.
Let {λj} be a bounded sequence of distinct real numbers that attains its bounds. Then
the function F (s) =
∑∞
j=1 cjη(s + iλj) has infinitely many zeros on the critical line
Re(s) = 12 .
3.2 Preliminaries
The following lemmas are instrumental in the proofs of our theorems.
Lemma 3.2. For −pi4 < α < pi4 ,∫ ∞
−∞
eαtρ(t)dt = −4pi cos α
2
+ 2pie
αi
2
∞∑
n=−∞
e−n
2pie2αi . (3.2)
For details see Landau [Lan15, section 3] or Remark 4.1 below.
Lemma 3.3. Let h : C→ C be analytic at α = pi4 . As α→ pi4 , we have
dm
dαm
(
h(α)
∞∑
n=−∞
e−n
2pie2αi
)
→ 0. (3.3)
The above result can be adapted from Landau [Lan15, section 3] and Titchmarsh [Tit86,
p. 257].
Proof. Let ϑˆ3(δ) be defined as in (4.2). Then ϑˆ3 is analytic for −pi2 < arg δ < pi2 . Note
that
ϑˆ3(i+ δ) =
∞∑
n=1
e−n
2pi(i+δ) =
∞∑
n=1
(−1)ne−n2piδ.
Next we have
ϑˆ3(4δ) =
∞∑
n=1
e−4δn
2pi =
∞∑
n=1
e−(2n)
2piδ =
∑
m∈2N
e−m
2piδ,
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as well as
ϑˆ3(δ) =
∑
m∈2N
e−m
2piδ +
∑
m∈2N+1
e−m
2piδ.
Therefore,
2ϑˆ3(4δ)− ϑˆ3(δ) =
∑
m∈2N
e−m
2piδ −
∑
m∈2N+1
e−m
2piδ =
∑
m∈N
(−1)me−m2piδ = ϑˆ3(i+ δ).
Using (4.3), we have
ϑˆ3(i+ δ) =
1√
δ
ϑˆ3
(
1
4δ
)
+
1
2
√
δ
− 1− 1√
δ
ϑˆ3
(
1
δ
)
− 1
2
1√
δ
+
1
2
=
1√
δ
ϑˆ3
(
1
4δ
)
− 1√
δ
ϑˆ3
(
1
δ
)
− 1
2
.
Since exp(−1/x) tends to zero as x→ 0 faster than any power x−k going to infinity (for
k > 0), we see that as δ → 0+, the function 12 + ϑˆ3(i+ δ) and all of its derivatives tend
to zero. Since h(α) is analytic at pi/4 and
∞∑
n=−∞
e−n
2pie2αi = 1 + 2ϑˆ3(e
2αi),
if α→ 14pi+, i.e., e2iα → i along any path in the wedge |arg(e2iα − i)| < 12pi,
lim
α→14pi+
dm
dαm
[h(α)(1 + 2ϑˆ3(e
2iα))] = 0.
This proves the lemma.
The following result is due to Kronecker (see Hardy and Wright [HW54]).
Lemma 3.4. Let (nθ) denote the fractional part of nθ. If θ is irrational, then the set
of points (nθ) is dense in the interval (0, 1).
Remark 3.5. If θ is rational, then the set of points (nθ) is periodic in the interval (0, 1).
3.3 Zeros of F (s): Proof of Theorem 3.1
Let λj be any real number. Replacing t by t+ λj in Lemma 3.2 we find∫ ∞
−∞
eαtρ(t+ λj)dt = e
−αλj
(
− 4pi cos α
2
+ 2pie
αi
2
∞∑
n=−∞
e−n
2pie2αi
)
(3.4)
= −2pi
(
e
αi
2 −αλj + e−
αi
2 −αλj − eαi2 −αλj
∞∑
n=−∞
e−n
2pie2αi
)
.
Differentiating both sides of (3.4) 2m times with respect to α we get∫ ∞
−∞
t2meαtρ(t+ λj)dt = −2pi
((
i
2
− λj
)2m
e
αi
2 −αλj +
(
i
2
+ λj
)2m
e−
αi
2 −αλj (3.5)
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− ∂
2m
∂α2m
(
e
αi
2 −αλj
∞∑
n=−∞
e−n
2pie2αi
))
.
Let i2 − λj = rjeiθj . Without loss of generality, one may take 0 < θj < pi2 . From (3.5)
we have∫ ∞
−∞
t2meαtρ(t+ λj)dt = −2pie−αλj
(
r2mj e
i(
α
2 +2mθj) + r2mj e
i(
−α
2 +2pim−2mθj)
)
(3.6)
+ 2pi
∂2m
∂α2m
(
e
αi
2 −αλj
∞∑
n=−∞
e−n
2pie2αi
)
= −4pie−αλjr2mj cos
(
α
2
+ 2mθj
)
+ 2pi
∂2m
∂α2m
(
e
αi
2 −αλj
∞∑
n=−∞
e−n
2pie2αi
)
.
Multiplying both sides of (3.6) by cj and summing over j, we obtain∫ ∞
−∞
t2meαtF
(
1
2
+ it
)
dt = −4pi
∞∑
j=1
cje
−αλjr2mj cos
(
α
2
+ 2mθj
)
(3.7)
+ 2pi
∞∑
j=1
∂2m
∂α2m
(
cje
αi
2 −αλj
∞∑
n=−∞
e−n
2pie2αi
)
=: −4pi
∞∑
j=1
hj(α) + 2pi
∞∑
j=1
h˜j(α).
By Stirling’s formula (A.6) we have
ρ(t) |t|Ae−pi4 |t|
as t→∞, where A is a positive number. Since {λj} is a bounded sequence, we find that
∞∑
j=1
cjρ(t+ λj) |t|Ae−
pi
4 |t|
∞∑
j=1
|cj |  |t|Ae−
pi
4 |t| (3.8)
as t → ∞. Hence (3.8) justifies the interchange of summation and integration on the
left-hand side of (3.7) for −pi4 < α < pi4 . Also for the same bounded sequence {λj}, and
for any given bounded interval I0 with α ∈ I0, we have
||hj(α)||∞ ≤
∞∑
j=1
|cj |max
α,j
{r2mj e−αλj}  1 (3.9)
uniformly for α ∈ I0.
Let m be a fixed non-negative integer. Let  > 0 be any number such that pi4 −  ≤ α ≤
pi
4 + . For any 0 ≤ l ≤ m, we observe that
∞∑
n=−∞
n2le−n
2pi cos(2α)  1, (3.10)
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and for any bounded sequence {λj},
∂l
∂αl
e
αi
2 −αλj ,m 1. (3.11)
Using Leibniz’s rule, (3.10) and (3.11), we have |h˜j(α)| ,m |cj |. Hence
||h˜j(α)||∞ ,m 1 (3.12)
for pi4 −  ≤ α ≤ pi4 + . Let
h(α) :=
∞∑
j=1
cje
−αλj .
Note that h(α) is an entire function. From (3.12), we find that
∞∑
j=1
∂2m
∂α2m
(
cje
αi
2 −αλj
∞∑
n=−∞
e−n
2pie2αi
)
=
∂2m
∂α2m
(
h(α)e
αi
2
∞∑
n=−∞
e−n
2pie2αi
)
for −pi4 < α < pi4 . Therefore by Lemma 3.3, we deduce that
lim
α→pi4
+
∞∑
j=1
∂2m
∂α2m
(
cje
αi
2 −αλj
∞∑
n=−∞
e−n
2pie2αi
)
= 0. (3.13)
Letting α→ pi4 + on both sides of (3.7) and using (3.9) and (3.13) we get
lim
α→pi
4
+
∫ ∞
−∞
t2meαtF
(
1
2
+ i(t+ λj)
)
dt = −4pi
∞∑
j=1
cje
−piλj
4 r2mj cos
(
pi
8
+ 2mθj
)
. (3.14)
By hypothesis, there exists a positive integer M such that
|λM | = max
j
{|λj |} and λM 6= λj for M 6= j.
Then the right-hand side of (3.14) can be written as
−4picMr2mM e−
piλM
4 cos
(
pi
8
+mθM
)
(1 + E(X) +H(X)), (3.15)
where
E(X) :=
∑
j 6=M
j≤X
cj
cM
e−
pi
4
(λj−λM )
(
rj
rM
)2m cos(pi8 + 2mθj)
cos(pi8 + 2mθM )
, (3.16)
as well as
H(X) :=
∑
j 6=M
j>X
cj
cM
e−
pi
4
(λj−λM )
(
rj
rM
)2m cos(pi8 + 2mθj)
cos(pi8 + 2mθM )
. (3.17)
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Next we claim that there exists a sequence such that for each value m in it, the inequality
|cos(pi8 + 2mθM )| ≥ 13 holds. Let i2 − λM = rMeiθM for 0 < θM < pi2 . Then
rM > rj for M 6= j. (3.18)
Now we divide the proof of the claim into two cases. First consider the case when θMpi is
irrational. Then by Lemma 3.4, we find two subsequences {pn} and {qn} such that(
pnθM
pi
)
→ 1
24
and
(
qnθM
pi
)
→ 1
2
for n→∞, where, as before, (x) denotes the fractional part of x. One can see that for
n→∞,
cos
(
pi
8
+ pnθM
)
→ 1√
2
and cos
(
pi
8
+ qnθM
)
→ − cos
(
pi
8
)
< −1
3
. (3.19)
In the second case, we consider θMpi :=
p
q to be rational. Since 0 <
p
q <
1
2 , there exists
an integer n0 such that
1
4 ≤ n0b q2pcpq < 12 . Now define pn := nq and qn := nq + n0b q2pc.
Therefore for all n,
cos
(
pi
8
+ pnθM
)
= cos
(
pi
8
)
and − cos
(
pi
8
)
< cos
(
pi
8
+ qnθM
)
≤ cos
(
5pi
8
)
.
(3.20)
The above constructions show that if m runs through the sequence {pn} ∪ {qn}, then
for large m, we have ∣∣∣∣ cos(pi8 + 2mθM
)∣∣∣∣ ≥ 13 . (3.21)
Let m be any large integer from the sequence {pn}∪{qn}. From (3.17), (3.18) and (3.21)
we have
H(X) ≤ 3|cM |
∑
j 6=M
j>X
|cj | < 1
1914
, (3.22)
for a large X. Let
cX = max
j≤X
{ |rj |
|rM |
}
.
Since X is finite, by (3.18) we find that cX < 1. Similarly for large m ∈ {pn} ∪ {qn},
using (3.16) and (3.21) we have
E(X) ≤ 3 c
2m
X
|cM |
∑
j 6=M
j≤X
|cj |, (3.23)
which tends to 0 as m → ∞ through the sequence {pn} ∪ {qn}. Also by construction
cos(pi8 +mθM ) changes sign infinitely often for infinitely many values of m ∈ {pn}∪{qn}.
Hence from (3.15), (3.22), and (3.23), we see that the right-hand side of (3.14) changes
sign infinitely often for infinitely many values of m ∈ {pn} ∪ {qn}.
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Let us now suppose that F (s) has only finitely many zeros on the line σ = 12 , and hence
that F (12 + it) never changes sign for |t| > T for some large T . In other words, we can
say that F (12 + it) > 0 for |t| > T , or that F (12 + it) < 0 for |t| > T , or that F (12 + it)
takes opposite signs in t > T and t < T . First of all, let us consider that F (12 + it) > 0
for |t| > T .
Next, let us define the quantity L by the equation
L := lim
α→pi4
+
∫
|t|≥T
F
(
1
2
+ it
)
t2meαtdt. (3.24)
Since the integrand in the above integral is positive, one sees that for any T ′ > T ,
lim
α→pi4
∫
T≤|t|≤T ′
F
(
1
2
+ it
)
t2meαtdt ≤ lim
α→pi4
∫ ∞
T
F
(
1
2
+ it
)
t2meαtdt = L. (3.25)
In particular, ∫
T≤|t|≤T ′
F
(
1
2
+ it
)
t2me
pi
4
tdt ≤ L. (3.26)
Hence ∫ ∞
−∞
F
(
1
2
+ it
)
t2me
pi
4
tdt (3.27)
is convergent.
Thus, for every m ∈ N we have∫ ∞
−∞
F
(
1
2
+ it
)
t2me
pi
4
tdt = −4pi
∞∑
j=1
cje
−piλj
4 r2mj cos
(
pi
8
+ 2mθj
)
. (3.28)
This is impossible since the right-hand side switches sign infinitely often. We can find
an integer m ∈ {pn} ∪ {qn} such that∫
|t|≥T
F
(
1
2
+ it
)
t2me
pi
4
tdt < −
∫ T
−T
F
(
1
2
+ it
)
t2me
pi
4
tdt (3.29)
< T 2m
∫ T
−T
∣∣∣∣F(12 + it
)
e
pi
4
t
∣∣∣∣dt
≤ T 2mR.
It is seen that R is independent of m.
Finally, by the hypothesis on F (12 + it), we see that there exists ε = ε(T ) > 0 such that
F (12 + it) ≥ ε for all 2T < t < 2T + 1. Hence∫
|t|≥T
F
(
1
2
+ it
)
t2me
pi
4
tdt >
∫ 2T+1
2T
εt2me
pi
4
tdt (3.30)
>
∫ 2T+1
2T
εt2mdt
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= ε
(
(2T + 1)2m+1
2m+ 1
− (2T )
2m+1
2m+ 1
)
> ε(2T )2m.
Combining these two results, we have
ε(2T )2m 6
∫
|t|≥T
F
(
1
2
+ it
)
t2me
pi
4
tdt < −
∫ T
−T
F
(
1
2
+ it
)
t2me
pi
4
tdt < T 2mR, (3.31)
for infinitely values of m ∈ {pn} ∪ {qn}. This is equivalent to
22m <
R
ε
holding for infinitely many values of m ∈ {pn} ∪ {qn}. However this is impossible since
m can be taken to be arbitrarly large.
Now, if F (12 + it) < 0 for |t| > T , we multiply both sides of (3.14) by −1 and carry
out similar arguments for −F (12 + it). Lastly, if F (12 + it) takes opposite signs in t > T
and t < −T then we differentiate (3.4) 2m + 1 times with respect to α, instead of 2m
times. In this case, (3.14) and (3.18) can be proved similarly. If θMpi is irrational, then
we construct the sequences {pn} and {qn} such that(
pnθM
pi
)
→ 1
24
− θM
2pi
and
(
qnθM
pi
)
→ 1
2
− θM
2pi
.
If θMpi is rational, then we construct the sequences {pn} and {qn} by
pn := nq − 1
2
and qn := nq + n0
⌊
q
2p
⌋
− 1
2
.
For the above {pn} ∪ {qn} one can check easily that (3.19), (3.20) and (3.21) hold when
we replace 2m by 2m + 1. Likewise, one can use similar arguments to prove (3.31) for
2m+ 1 and arrive at a contradiction. Hence we have proved the theorem.

Chapter 4
Integrals involving the Riemann-Ξ
function
4.1 Introduction
Let functions ξ and Ξ be defined in terms of ζ by
ξ(s) :=
1
2
s(s− 1)pi− s2Γ
(
s
2
)
ζ(s) and Ξ(t) := ξ
(
1
2
+ it
)
.
One of the essential ingredients in the proof of Theorem 3.1 was the integral identity∫ ∞
0
Ξ(t)
t2 + 14
cos(νt)dt =
pi
2
(e
ν
2 − 2e−ν2 ϑˆ3(e−2ν)), (4.1)
which was used by Hardy as well to prove that the Riemann zeta-function has infinitely
many zeros on the critical line (see [Har14], and §2.16 of [Tit86]). Here
ϑˆ3(x) :=
∞∑
n=1
exp(−xpin2). (4.2)
Note that for Re(x) > 0, we have the functional equation
2ϑˆ3(x) + 1 = x
−12 (2ϑˆ3(x−1) + 1). (4.3)
Identities such as (4.1) have many applications. For example, using Fourier’s integral
theorem, we can invert identities like (4.1) to obtain new expressions for the Riemann
Ξ-function, and hence for the Riemann zeta-function. For instance, if we replace ν by
−ν in (4.1) and use Fourier’s integral theorem, we have
Ξ(t) =
(
t2 +
1
4
)∫ ∞
0
(e−
u
2 − eu2 ϑˆ3(e2u)) cos(tu)du,
which is well-known [Tit86, p. 254, Equation (10.1.1)]. More on this integral representa-
tion can be found in [Rie59] and [Edw74, §1.8]. New integral identities of the type (4.1),
having the function Ξ(t) under the integral sign, were studied by Ramanujan [Ram15,
Equations (12), (16)] (see also[Har17, p. 37]) and later by Koshliakov [Kos37, Equations
63
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(18), (25) and (38)], [Kos34, p. 404–405]. For recent work in this direction, see the sur-
vey article due to Dixit [Dix13c]. At this juncture, it is important to note the following
quote by Hardy [Har17] regarding Ramanujan’s work on these integrals:
... The unsolved problems concerning the zeros of ζ(s) or of Ξ(t) are among
the most obscure and difficult in the whole range of Pure Mathematics. Any
new formulae involving ζ(s) and Ξ(t) are of very great interest, because of the
possibility that they may throw new light on some outstanding questions...
Another goal of this thesis is to generalize identity (4.1) and other allied identities by
replacing the term cos(xt) in (4.1) by a more general class of functions that will be
discussed shortly. These allied identities are similar in nature to (4.1) in that they
involve integrals of the form∫ ∞
0
f
(
t
2
)
Ξk
(
t
2
)
cos
(
1
2
t logα
)
dt,
where f(t) is of the form f(t) = g(it)g(−it) with g analytic in t and k = 1 or k = 2.
Four well-known examples of such identities are those due to Ferrar [Fer36] and Hardy
[Har15, Equation (2)] both of which have k = 1, and due to Koshliakov [Kos29, Fer36]
and Ramanujan [Ram15, Ram88] for k = 2.
Corollary 4.1 (Hardy integral theorem). For θ > 0 one has
2
∫ ∞
0
Ξ( t2)
1 + t2
cos(12 t log θ)
cosh 12pit
dt =
√
θ
∫ ∞
0
e−piθ
2x2(ψ(x+ 1)− log x)dx, (4.4)
where ψ(x) denotes the logarithmic derivative of the gamma function Γ(x).
Corollary 4.2 (Ferrar integral theorem). For θ > 0 one has
−1√
pi
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ( t2)
1 + t2
cos
(
1
2
t log θ
)
dt
=
√
θ
∫ ∞
0
e−
θ2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt, (4.5)
where Kν(z) denotes the modified Bessel function of order ν.
Corollary 4.3 (Koshliakov’s integral theorem). For θ > 0 one has
−32
pi
∫ ∞
0
Ξ2
(
t
2
)
cos
(
1
2
t log θ
)
dt
(1 + t2)2
=
√
θ
(
γ − log(4piθ)
θ
− 4
∞∑
n=1
d(n)K0(2pinθ)
)
,
(4.6)
Corollary 4.4 (Ramanujan integral theorem). For θ > 0 one has
− 1
pi3/2
∫ ∞
0
∣∣∣∣Γ(−1 + it4
)∣∣∣∣2Ξ2( t2
)
cos
(
1
2
t log θ
)
dt
1 + t2
=
√
θ
{
γ − log 2piθ
2θ
+
∞∑
n=1
λ(nθ)
}
, (4.7)
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where λ(x) is given by
λ(x) :=
Γ′
Γ
(x) +
1
2x
− log x.
These four identities are now derived as special cases of more general results given below,
namely Theorems 4.10, 4.11, 4.19 and 4.20, respectively.
Moreover, there is an additional way of thinking about these integrals. As explained
in Chapter 1, explicit formulae relate the sum of a suitable function over prime powers
to the sum of the Mellin transform of that function over the zeros of the Riemann
zeta-function, see [Tit86, §14.20].
In this chapter, we deal with integrals, rather than sums; however in the integrands we
have the function Ξ(t), whose sign changes encapsulate information on the non-trivial
zeros of the Riemann zeta-function. On the other hand, the arithmetical information is
to be found in the divisor function d(n). Therefore, although Corollaries 4.1 to 4.4 are
not explicit formulae, one may argue that the integral on the left-hand side of each of
these results captures some of the behavior of the non-trivial zeros in a “continuous”
analogue of the summatory explicit formulae, which are of discrete type.
The reciprocity of two functions and their use in the theory of the Riemann zeta-function
was indeed first observed by Ramanujan as credited by Hardy and Littlewood in [HL18].
Specifically, Ramanujan first noted that under certain conditions, which are explained
in Chapter 1, one has the explicit formula (1.4). Ramanujan then noted that if ϕ and
ψ are Fourier cosine reciprocal functions, then one had the substantially more general
(1.3). The particular case (1.4) then follows by taking the Fourier cosine reciprocal pair
ϕ(x) = ψ(x) = exp(−x2).
This is the same mechanism that is used in this chapter (albeit more complex when it
comes to Ξ2(t)) to generalize the above integral identities. It is noteworthy to remark
that Ramanujan was able to see the reciprocity of ϕ and ψ in the sums appearing in
explicit formulas such as (1.3), but for some reason he did not publish1 (though he might
certainly have foreseen it) how ubiquitous these reciprocities can be in integrals such as
(4.7) or (4.4) of which he must have been well-aware2.
4.2 One power of Ξ: Hardy and Ferrar
Suppose the functions φ and ψ are reciprocal in the Fourier cosine transform as in
Chapter 1, i.e.
√
pi
2
φ(x) =
∫ ∞
0
ψ(u) cos(2ux)du and
√
pi
2
ψ(x) =
∫ ∞
0
φ(u) cos(2ux)du. (4.8)
We now define Z1(s) and Z2(s) in terms of the Mellin transforms of φ and ψ by
Γ
(
s
2
)
Z1(s) :=
∫ ∞
0
xs−1φ(x)dx and Γ
(
s
2
)
Z2(s) :=
∫ ∞
0
xs−1ψ(x)dx, (4.9)
1This statement is made to the best of the author’s knowledge.
2See [Bha97] for Bhaskaran’s remarks on the pervasiveness of reciprocity of functions in Ramanujan’s
work on Fourier integrals and Tauberian theory.
Chapter 4. Integrals of Ξ 66
each valid in a specific vertical strip in the complex s-plane. Note that in case of a non-
empty intersection of the two corresponding vertical strips, the Mellin inversion theorem
of (A.27) gives
φ(x) =
1
2pii
∫
(c)
Γ
(
s
2
)
Z1(s)x
−sds and ψ(x) =
1
2pii
∫
(c)
Γ
(
s
2
)
Z2(s)x
−sds, (4.10)
where Re(s) = c lies in the intersection. Moreover, let us define
Θ(x) := φ(x) + ψ(x) and Z(s) := Z1(s) + Z2(s) (4.11)
so that
Γ
(
s
2
)
Z(s) =
∫ ∞
0
xs−1Θ(x)dx (4.12)
for values of s in the intersection of the two strips. Let us make an alteration on the
class K of Chapter 1.
Definition 4.5. Let 0 < ω ≤ pi and λ < 12 . If f(z) is such that
i) f(z) is analytic with z = reiθ, regular in the angle defined by r > 0, |θ| < ω,
ii) f(z) satisfies the bounds
f(z) =
{
O(|z|−λ−ε) if |z| is small,
O(|z|−β−ε) if |z| is large, (4.13)
for every ε > 0 and β > λ, and uniformly in any angle θ < ω,
then we say that f belongs to the class ♣ and write f(z) ∈ ♣(ω, λ, β).
Lemma 4.6. Let φ, ψ ∈ ♣(ω, 0, α) and Z be defined by (4.11). Then we have
Z(1− s) = Z(s).
Proof. We know φ and ψ are cosine reciprocal which is a special case of functions recip-
rocal in the Hankel transform when ν = −1/2. Then by a minor modification of Lemma
1.9 of Chapter 1 we have
Z2(s) = Z1(1− s) and Z1(s) = Z2(1− s),
where Z1 and Z2 are defined by (4.9). Finally, note that
Z(s) = Z1(s) + Z2(s) = Z1(1− s) + Z2(1− s) = Z(1− s), (4.14)
as claimed.
Our next results are as follows.
Theorem 4.7. Let β > 1 and φ, ψ ∈ ♣(ω, 0, β) and suppose that Θ and Z are defined
as in (4.11). Then we have∫ ∞
0
Ξ(t)
t2 + 14
Z
(
1
2
+ it
)
dt =
pi
2
Z(1)− pi
2
∞∑
n=1
Θ(pi1/2n). (4.15)
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Corollary 4.8. Identity (4.1) is a special case of Theorem 4.7 with φ(x) = ψ(x) =
exp(−e2νx2) for −pi4 < Im(ν) < pi4 .
The following result, which was obtained by Dixit in [Dix13b] to study a generalization
of the identity (4.1), is also a special case of Theorem 4.7.
Corollary 4.9 (Dixit integral theorem). Let h ∈ C be fixed and x such that −pi4 < x < pi4 .
If we set
$(h, x) :=
∞∑
n=1
exp(−pixn2) cos(pi1/2hn), (4.16)
and
∇(h, t, e−2x) := exit1F1
(
1
4
+
1
2
it;
1
2
;−
(
hex
2
)2)
+ e−xit1F1
(
1
4
− 1
2
it;
1
2
;−
(
hex
2
)2)
,
where 1F1 is the confluent hypergeometric function, then∫ ∞
0
Ξ(t)
t2 + 14
∇(h, t, e−2x)dt = pi(ex/2e−h2/(4e−2x) − 2e−x/2$(h, e−2x)). (4.17)
Our next result generalizes the formula in Corollary 4.1 due to Hardy [Har15, Equation
(2)].
Theorem 4.10. Let β > 1 and φ, ψ ∈ ♣(ω, 0, β) and suppose that Θ and Z are defined
as in (4.11). Then we have∫ ∞
0
Ξ( t2)
1 + t2
Z(1+it2 )
cosh 12pit
dt = −1
4
{ ∞∑
n=1
(∫ ∞
0
Θ(x)
x+ n
√
pi
dx− Z(1)
n
)
+ Z ′(1) +
(γ − log 4pi)
2
Z(1)
}
. (4.18)
Ferrar’s formula in Corollary 4.2, which can be found in [Fer36], is generalized to the
following.
Theorem 4.11. Let β > 1 and φ, ψ ∈ ♣(ω, 0, β) and suppose that Θ and Z are defined
as in (4.11). Then we have
4
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ( t2)
1 + t2
Z
(
1
2
+ it
)
dt = −pi3/2
{
2Z ′(1) + (γ − log 16pi)Z(1)
+ 2
∞∑
n=1
(∫ ∞
0
Θ(x)√
x2 + pin2
dx− Z(1)
n
)}
. (4.19)
Corollary 4.2 is proved here using the following lemma, which is interesting in its own
right, since it gives an example of a function self-reciprocal in Fourier cosine transform
that seems to have been unnoticed before.
Lemma 4.12. For y > 0, we have∫ ∞
0
( ∞∑
n=1
K0(2pinx)− 1
4x
)
cos(2piyx)dx =
1
2
( ∞∑
n=1
K0(2piny)− 1
4y
)
. (4.20)
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It is interesting to note here that Watson [Wat31, p. 303] proved that for Re(ν) > 0, the
function
1
2
Γ(ν) + 2
∞∑
n=1
(
nx
√
pi
2
)ν
Kν(nx
√
2pi)
is self-reciprocal in the generalized Hankel transform of order 2ν − 12 .
4.3 The theta transformation formula and proof of Theo-
rem 4.7
Let φ, ψ ∈ ♣(ω, 0, α) for ω > 0 be a pair of cosine reciprocal functions. Suppose that Θ
and Z are defined as in (4.11). Let us consider the following integral
H(Z) :=
∫ ∞
0
f(t)Ξ(t)Z
(
1
2
+ it
)
dt, (4.21)
where
f(t) = g(it)g(−it) (4.22)
with g an analytic function of t. By Stirling’s formula (A.6), we have
Ξ(t) tAe−pi4 t
for a positive constant A. By Lemma 1.9 of Chapter 1 and ν = −1/2 we have
Z(σ + it) e(pi4−ω+)t
for every  > 0. Therefore the integral in (4.21) will be convergent as long as f(t) tB
for some positive constant B. From Lemma 4.6, we observe Z(12 + it) is an even function
of t. Since Ξ(t) is an even function, (4.21) can be written as
H(Z) = 1
2
∫ ∞
−∞
g(it)g(−it)Ξ(t)Z
(
1
2
+ it
)
dt (4.23)
=
1
2i
∫
( 1
2
)
g
(
s− 1
2
)
g
(
1
2
− s
)
ξ(s)Z(s)ds
by the change it = s− 12 . Now let
g(s) =
1
s+ 12
, so that g
(
s− 1
2
)
g
(
1
2
− s
)
=
1
(1− s)s.
This simplifies the expression for H in (4.23) to
H(Z) = − 1
4i
∫
(
1
2 )
pi−s/2Γ
(
s
2
)
ζ(s)Z(s)ds.
The next step is to move the path of integration from the critical line Re(s) = 12 past
the region of absolute convergence of ζ(s) at s = 1 + ε with ε > 0. In doing so, we pick
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up a contribution of a possible simple pole at s = 1 so that
H(Z) = − 1
4i
∫
(1+ε)
pi−s/2Γ
(
s
2
)
ζ(s)Z(s)ds+ 2pii
1
4i
res
s=1
pi−s/2Γ
(
s
2
)
ζ(s)Z(s)
= −pi
2
∞∑
n=1
1
2pii
∫
(1+ε)
Γ
(
s
2
)
(pi1/2n)
−s
Z(s)ds+
pi
2
Z(1)
= −pi
2
∞∑
n=1
Θ(pi1/2n) +
pi
2
Z(1).
By Stirling’s formula (A.6) and Lemma 1.9 of Chapter 1 with ν = −1/2 we see that
Γ
(
s
2
)
Z(s) e(−ω+)t (4.24)
for any  > 0. This is enough to justify the vanishing of the integrals along the horizontal
segments of the rectangular contour as t→∞. We have thus shown that∫ ∞
0
Ξ(t)
t2 + 14
Z
(
1
2
+ it
)
dt =
pi
2
Z(1)− pi
2
∞∑
n=1
Θ(pi1/2n).
We now give a special case of the above identity arising from a specific choice of the
cosine reciprocal functions φ(x) and ψ(x).
4.3.1 Proof of the Dixit integral theorem
Let θ, h ∈ C be fixed parameters with −pi2 < arg θ < pi2 . If we set
φh(x, θ) = exp(−θx2) cos(hx),
then its cosine reciprocal is then given by
ψh(x, θ) =
2√
pi
∫ ∞
0
exp(−θu2) cos(hu) cos(2ux)du
= θ−1/2e−h
2/(4θ) exp
(
−x
2
θ
)
cosh
(
hx
θ
)
.
It is clear that φ, ψ ∈ ♣(ω, 0, α). The sum is given by
Θ(x) = Θh(x, θ) = φh(x, θ) + ψh(x, θ)
= exp(−θx2) cos(hx) + θ−1/2e−h2/(4θ) exp
(
−x
2
θ
)
cosh
(
hx
θ
)
.
Then
Z1(s) =
1
Γ( s2)
∫ ∞
0
xs−1φh(x, θ)dx =
1
2
θ−s/21F1
(
s
2
;
1
2
;−h
2
4θ
)
and
Z2(s) =
1
Γ( s2)
∫ ∞
0
xs−1ψh(x, θ)dx =
1
2
θ(s−1)/21F1
(
1− s
2
;
1
2
;−h
2
4θ
)
,
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so that
Z(s) = Zh(s, θ) = Z1(s) + Z2(s)
=
1
2
θ−s/21F1
(
s
2
;
1
2
;−h
2
4θ
)
+
1
2
θ(s−1)/21F1
(
1− s
2
;
1
2
;−h
2
4θ
)
.
Let us look at the infinite sum
∆(h, θ) =
∞∑
n=1
Θh(pi
1/2n, θ)
=
∞∑
n=1
exp(−piθn2) cos(pi1/2hn) + θ−1/2e−h
2
4θ
∞∑
n=1
exp
(
−pin
2
θ
)
cosh
(
pi1/2hn
θ
)
.
Define the first infinite sum in the last line by
$(h, θ) :=
∞∑
n=1
exp(−piθn2) cos(pi1/2hn).
The functional equation of $ is given by [WW62, p. 124, Exercise 18]
2$(h, θ) + 1 = θ−1/2 exp
(
−h
2
4θ
)
(2$(ihθ−1, θ−1) + 1).
Going back to ∆, we have
∆(h, θ) = $(h, θ) + θ−1/2e−h
2/(4θ)$(ihθ−1, θ−1) (4.25)
= 2$(h, θ) +
1
2
− 1
2
θ−1/2e−h
2/(4θ).
We also note that
Z(1) = Zh(1, θ) =
1
2
+
1
2
θ−1/2e−h
2/(4θ) (4.26)
and
Z
(
1
2
+ it
)
= Zh
(
1
2
+ it, θ
)
(4.27)
=
1
2
(
θ−
1
4
− it
2 1F1
(
1
4
+
it
2
;
1
2
;−h
2
4θ
)
+ θ−
1
4
+ it
2 1F1
(
1
4
− it
2
;
1
2
;−h
2
4θ
))
=
1
2
θ−
1
4∇(h, t, θ).
Replacing (4.25),(4.26) and (4.27) in (4.15), and then letting θ = e−2x, we obtain (4.17).
This proves Corollary 4.9.
4.3.2 Proof of Corollary 4.8
Just let h = 0 in Corollary 4.9.
Remark 4.13. If we substitute ν = iα, with α ∈ R, in (4.1), write cos(iαt) = 12(e−αt+eαt)
to simplify the integral on the left, and use (4.3), one obtains Lemma 3.2.
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Remark 4.14. The choice (φ(x), ψ(x)) = (e−θx, 2√
pi
θ
θ2+4x2
),−pi2 < arg θ < pi2 , in (4.15)
yields ∫ ∞
0
Ξ(t)
t2 + 14
Z
(
1
2
+ it, θ
)
dt = −pi
(
1
e
√
piθ − 1 −
1√
piθ
)
, (4.28)
which is a rephrasing of the well-known identity [Tit86, p. 23, Equation (2.7.1)], namely,∫ ∞
0
xs−1
(
1
ex − 1 −
1
x
)
dx = Γ(s)ζ(s), (0 < Re(s) < 1). (4.29)
Equation (4.28) can be obtained from (4.29) using the functional equation for ζ(s).
4.4 Generalization of Hardy’s formula: Proof of Theorem
4.10
Let g(s) = 1
4
√
2pi
Γ(14 +
s
2)Γ(
−1
4 +
s
2) in (4.22) so that
f(t) =
1
32pi2
Γ
(
1
4
+
it
2
)
Γ
(−1
4
+
it
2
)
Γ
(
1
4
− it
2
)
Γ
(−1
4
− it
2
)
=
1
(1 + 4t2) coshpit
and
g
(
s− 1
2
)
g
(
1
2
− s
)
=
1
4pi
Γ(−s)Γ(s− 1). (4.30)
From (4.21) and (4.23), we have
H(Z) = 1
8pii
∫
( 1
2
)
Γ(−s)Γ(s− 1)s(s− 1)
2
pi−
s
2Γ
(
s
2
)
ζ(s)Z(s)ds (4.31)
=
−1
16i
∫
( 1
2
)
ζ(s)
sinpis
Γ
(
s
2
)
Z(s)pi−
s
2ds.
Shifting the line of integration to Re(s) = 1 + δ where 0 < δ < 1, and considering the
contribution of the pole of order 2 at s = 1, we have
H(Z) =
∫ ∞
0
Ξ(t)
(1 + 4t2)
Z(12 + it)
coshpit
dt =
1
2
∫ ∞
0
Ξ( t2)
(1 + t2)
Z(1+it2 )
cosh 12pit
dt (4.32)
=
−1
16i
{ ∞∑
n=1
∫
(1+δ)
Z(s)
sinpis
Γ
(
s
2
)
(
√
pin)−sds− 2pii
(
− Z
′(1)
pi
− (γ − log 4pi)
2pi
Z(1)
)}
.
Note that
| sin(pi(σ + it))| ≥ e
pi|t|
2
(
1− e−2pi|t|
)
>
epi|t|
4
for large t. Then from (4.24), we find that the integrals along the horizontal segments
of the rectangular contour go to 0 as t → ∞. It is well-known [PK01, p. 91, Equation
(3.3.10)] that for 0 < Re(s) < 1,
1
2pii
∫
(c)
x−s
sinpis
ds =
1
pi(1 + x)
. (4.33)
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We employ Parseval’s theorem in the form (A.28). Hence, shifting the line of integration
to Re(s) = c with 0 < c < 1, using (4.12) and the fact that φ, ψ ∈ ♣(ω, 0, β), we find
that ∫ ∞
0
Ξ( t2)
(1 + t2)
Z(1+it2 )
cosh 12pit
dt = −1
4
{ ∞∑
n=1
(∫ ∞
0
Θ(x)
x+ n
√
pi
dx− Z(1)
n
)
+ Z ′(1) +
(γ − log 4pi)
2
Z(1)
}
, (4.34)
which completes the proof of Theorem 4.10.
We now prove Hardy’s formula as a special case of the above theorem.
Corollary 4.1. Let φ(x) = e−a2x2 in the first equation in (4.8). It is easy to see that
ψ(x) = 1ae
−x2/a2 , and that φ(x) and ψ(x) are reciprocal in the Fourier cosine transform.
This gives
Θ(x) = e−a
2x2 +
1
a
e−x
2/a2 .
Also one can check that
Z(1) =
1
2
(
1 +
1
a
)
, Z ′(1) =
log a
2
(
1− 1
a
)
, Z
(
1 + it
2
)
=
1√
a
cos
(
1
2
t log a
)
.
(4.35)
Now∫ ∞
0
Θ(x)
x+ n
√
pi
dx− Z(1)
n
=
(∫ ∞
0
e−a2x2
x+ n
√
pi
dx− 1
2na
)
+
1
a
(∫ ∞
0
e−x2/a2
x+ n
√
pi
dx− a
2n
)
(4.36)
= −
∫ ∞
0
e−pia
2x2
(
1
n
− 1
x+ n
)
dx− 1
a
∫ ∞
0
e−pix
2/a2
(
1
n
− 1
x+ n
)
dx,
using the fact that
∫∞
0 e
−x2dx =
√
pi
2 as indicated in (A.5). Hence,
∞∑
n=1
(∫ ∞
0
Θ(x)
x+ n
√
pi
dx− Z(1)
n
)
(4.37)
= −
∫ ∞
0
e−pia
2x2(ψ(1 + x) + γ)dx− 1
a
∫ ∞
0
e−pix
2/a2(ψ(1 + x) + γ)dx,
by the interchange of the order of summation and integration, which is valid because of
absolute convergence, and since [Tem96, p. 54, Equation (3.10)]
ψ(x) :=
Γ′(x)
Γ(x)
= −γ −
∞∑
m=0
(
1
m+ x
− 1
m+ 1
)
. (4.38)
Now we use the integral evaluation∫ ∞
0
e−pia
2x2(γ + log x)dx =
γ − log(4pia2)
4a
(4.39)
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in (4.37) to write
∞∑
n=1
(∫ ∞
0
Θ(x)
x+ n
√
pi
dx− Z(1)
n
)
(4.40)
= −γ − log(4pia
2)
4a
− (γ − log(4pi/a
2))
4
−
∫ ∞
0
e−pia
2x2(ψ(1 + x)− log x)dx− 1
a
∫ ∞
0
e−pix
2/a2(ψ(1 + x)− log x)dx.
Next we show that∫ ∞
0
e−pix
2/a2(ψ(1 + x)− log x)dx = a
∫ ∞
0
e−pia
2x2(ψ(1 + x)− log x)dx. (4.41)
To that end, note that
e−pix
2/a2 = 2a
∫ ∞
0
e−pia
2y2 cos(2piyx)dy. (4.42)
Hence,∫ ∞
0
e−pix
2/a2(ψ(1 + x)− log x)dx = 2a
∫ ∞
0
∫ ∞
0
e−pia
2y2 cos(2piyx)
× (ψ(1 + x)− log x)dydx (4.43)
= 2a
∫ ∞
0
(ψ(1 + x)− log x) cos(2piyx)dx
×
∫ ∞
0
e−pia
2y2dy (4.44)
where the interchange of the order of integration can again be justified. From page 220
in Ramanujan’s Lost Notebook [Ram88], we see that the function ψ(1 + x) − log x is
reciprocal (up to a constant) in the Fourier-cosine transform, namely,∫ ∞
0
(ψ(1 + x)− log x) cos(2piyx)dx = 1
2
(ψ(1 + y)− log y). (4.45)
This property was later rediscovered by Guinand [Gui47] in 1947.
Substituting (4.45) in (4.43), we obtain (4.41). Now substitute (4.41) in (4.40) to obtain
∞∑
n=1
(∫ ∞
0
Θ(x)
x+ n
√
pi
dx− Z(1)
n
)
(4.46)
= −γ − log(4pia
2)
4a
− (γ − log(4pi/a
2))
4
− 2
∫ ∞
0
e−pia
2x2(ψ(1 + x)− log x)dx.
Finally from (4.34), (4.35) and (4.46), we obtain Hardy’s formula (4.4).
Remark 4.15. Theorem 1.3 in [Dix13b] can also be obtained as a special case of Theorem
4.10 of this chapter combining the methods in the proofs of Corollaries 4.9 and 4.1.
Remark 4.16. Guinand gave a second proof of this self-reciprocal Fourier cosine trans-
form. For a complete history, see page 293 of [AB13].
Chapter 4. Integrals of Ξ 74
4.5 Generalization of Ferrar’s formula: Proof of Theorem
4.11
Let g(s) =
√
2
1
2
−sΓ(
1
4 +
s
2) in (4.22) so that
f
(
t
2
)
= g
(
it
2
)
g
(−it
2
)
=
8
1 + t2
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
.
Thus from (4.21) and (4.23),
H(Z) = 4
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ(t/2)
1 + t2
Z
(
1 + it
2
)
dt (4.47)
=
1
2i
∫
( 1
2
)
2
(1− s)sΓ
(
s
2
)
Γ
(
1− s
2
)
ξ(s)Z(s)ds
= − 1
2i
∫
( 1
2
)
Γ2
(
s
2
)
Γ
(
1− s
2
)
ζ(s)Z(s)pi−s/2ds.
We now apply the residue theorem after shifting the line of integration to Re(s) = 1 + δ
where 0 < δ < 2 and considering the contribution of the pole of order 2 at s = 1. Using
(A.6) for the gamma functions Γ(s/2) and Γ(1 − s/2) and (4.24), it is seen that the
integrals along the horizontal segments go to zero as t→∞. This gives
H(Z) = − 1
2i
{ ∞∑
n=1
∫
(1+δ)
Γ2
(
s
2
)
Γ
(
1− s
2
)
Z(s)(
√
pin)−sds (4.48)
− 2pii lim
s→1
d
ds
(
(s− 1)2Γ2
(
s
2
)
Γ
(
1− s
2
)
ζ(s)Z(s)pi−s/2
)}
= − 1
2i
{
− 2pii
(
− 2√piZ ′(1)−√pi(γ − log 16pi)Z(1)
)
+
√
pi
∞∑
n=1
(∫
(c)
B
(
s
2
,
1− s
2
)
Γ
(
s
2
)
Z(s)(
√
pin)−sds
+
2pii√
pi
lim
s→1
(s− 1)Γ
(
1− s
2
)
Γ2
(
s
2
)
Z(s)(
√
pin)−s
)}
,
where B(s, z − s) is the Euler beta integral given by
B(s, z − s) =
∫ ∞
0
xs−1
(1 + x)z
dx =
Γ(s)Γ(z − s)
Γ(z)
, 0 < Re(s) < Re(z). (4.49)
From (4.49), we have for 0 < c = Re(s) < 1,
1
2pii
∫
(c)
B
(
s
2
,
1− s
2
)
x−sds =
2√
1 + x2
. (4.50)
Along with (4.12), (A.28), and the fact that φ, ψ ∈ ♣(ω, 0, β), this gives
H(Z) = 4
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ(t/2)
1 + t2
Z
(
1
2
+ it
)
dt (4.51)
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= −pi3/2
{
2Z ′(1) + (γ − log 16pi)Z(1) + 2
∞∑
n=1
(∫ ∞
0
Θ(x)√
x2 + pin2
dx− Z(1)
n
)}
.
Now we prove Ferrar’s formula as a special case of the above theorem.
Corollary 4.2. As in the proof of Corollary 4.1, we consider the pair of reciprocal func-
tions (φ(x), ψ(x)) = (e−a2x2 , 1ae
−x2/a2). From (4.35), we have∫ ∞
0
Θ(x)√
x2 + pin2
dx− Z(1)
n
=
(∫ ∞
0
e−a2x2√
x2 + pin2
dx− 1
2na
)
+
1
a
(∫ ∞
0
e−x2/a2√
x2 + pin2
dx− a
2n
)
(4.52)
=
∫ ∞
0
e−
a2t2
4pi
(
1√
t2 + 4pi2n2
− 1
2pin
)
dt
+
1
a
∫ ∞
0
e−
t2
4pia2
(
1√
t2 + 4pi2n2
− 1
2pin
)
dt (4.53)
so that
∞∑
n=1
(∫ ∞
0
Θ(x)√
x2 + pin2
dx− Z(1)
n
)
=
∫ ∞
0
e−
a2t2
4pi
∞∑
n=1
(
1√
t2 + 4pi2n2
− 1
2pin
)
dt
+
1
a
∫ ∞
0
e−
t2
4pia2
∞∑
n=1
(
1√
t2 + 4pi2n2
− 1
2pin
)
dt
=: J(a) +
1
a
J
(
1
a
)
, (4.54)
say. Here the interchange of the order of summation and integration is justified by
absolute convergence. From [Wat31, Equation 6], we have, for Re(t) > 0,
2
∞∑
n=1
K0(nt) = pi
{
1
t
+ 2
∞∑
n=1
(
1√
t2 + 4pi2n2
− 1
2npi
)}
+ γ + log
(
t
2
)
− log 2pi. (4.55)
Hence,
J(a) =
∫ ∞
0
e−
a2t2
4pi
(
1
2pi
(
− γ + log 4pi − log t+ 2
∞∑
n=1
K0(nt)
)
− 1
2t
)
dt (4.56)
=
(−γ + log 4pi)
2pi
pi
a
− 1
2pi
(
− pi
2a
(γ − log pi + 2 log a)
)
+
1
pi
∫ ∞
0
e−
a2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt (4.57)
= − γ
4a
+
log(4
√
pia)
2a
+
1
pi
∫ ∞
0
e−
a2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt.
Thus
J
(
1
a
)
= −γa
4
+
a log(4
√
pi
a )
2
+
1
pi
∫ ∞
0
e−
t2
4pia2
( ∞∑
n=1
K0(nt)− pi
2t
)
dt. (4.58)
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Next we prove that∫ ∞
0
e−
t2
4pia2
( ∞∑
n=1
K0(nt)− pi
2t
)
dt = a
∫ ∞
0
e−
a2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt. (4.59)
Using (4.42), we have∫ ∞
0
e−
t2
4pia2
( ∞∑
n=1
K0(nt)− pi
2t
)
dt =
∫ ∞
0
(
2a
∫ ∞
0
e−pia
2y2 cos(yt)dy
)
×
( ∞∑
n=1
K0(nt)− pi
2t
)
dt (4.60)
= 2a
∫ ∞
0
e−pia
2y2dy
∫ ∞
0
( ∞∑
n=1
K0(nt)− pi
2t
)
cos(yt)dt.
Now letting x = t/(2pi) in Lemma 4.12 below, using the resulting identity in the above
equation and then again employing a change of variable y = t/(2pi), we obtain (4.59).
Thus from (4.54), (4.56), (4.58) and (4.59), we deduce that
∞∑
n=1
(∫ ∞
0
Θ(x)√
x2 + pin2
dx− Z(1)
n
)
(4.61)
= − γ
4a
+
log(4
√
pia)
2a
− γ
4
+
log(4
√
pi
a )
2
+
2
pi
∫ ∞
0
e−
a2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt.
Finally, from (4.35), (4.51) and (4.61), we obtain Ferrar’s formula (4.5).
We conclude this section with the proof of Lemma 4.12.
Lemma 4.12. [] We first show that the Mellin transform of
∑∞
n=1K0(2pinx) − 14x for
0 < c = Re s < 1 is given by∫ ∞
0
xs−1
( ∞∑
n=1
K0(2pinx)− 1
4x
)
dx =
1
4
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(1− s). (4.62)
Observe that from (4.55), we have
∞∑
n=1
K0(2pinx)− 1
4x
=
γ
2
+
1
2
log
(
x
2
)
+
1
2
∞∑
n=1
(
1√
x2 + n2
− 1
n
)
. (4.63)
From (4.50), for 0 < c = Re(s) < 1, we have
1
2pii
∫
(c)
1
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
x−sds =
1√
1 + x2
. (4.64)
Shifting the line of integration to c′ = Re(s) > 1, we get
1
2pii
∫
(c′)
1
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
x−sds =
1√
1 + x2
+ lim
s→1
(s− 1)
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
x−s
(4.65)
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=
1√
1 + x2
− 1
x
.
Thus
∞∑
n=1
(
1√
1 + (nx )
2
− 1
n/x
)
=
∞∑
n=1
1
2pii
∫
(c′)
1
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)(
n
x
)−s
ds (4.66)
=
1
2pii
∫
(c′)
1
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(s)xsds.
Shifting the line of integration back to 0 < c = Re(s) < 1, we get
∞∑
n=1
(
1√
1 + (nx )
2
− 1
n/x
)
=
1
2pii
∫
(c)
xs
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(s)ds (4.67)
+ lim
s→1
d
ds
(
(s− 1)2
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(s)xs
)
=
1
2pii
∫
(c)
xs
2
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(s)ds− x
(
γ + log
(
x
2
))
,
so that
γ
2
+
1
2
log
(
x
2
)
+
1
2
∞∑
n=1
(
1√
x2 + n2
− 1
n
)
=
1
2pii
∫
(c)
1
4
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(s)xs−1ds.
(4.68)
Now replace s by 1− s in the above equation and then use (4.63) to complete the proof
of (4.62). Now note that for 0 < c = Re s < 1,∫ ∞
0
xs−1 cos(2piyx)dx = (2piy)−s cos
(
pis
2
)
Γ(s). (4.69)
Now let f(x) =
∑∞
n=1K0(2pinx)− 14x and g(x) = cos(2piyx) in Parseval’s formula (A.29).
Then from (4.62), (4.69) and (A.29), for 0 < c = Re s < 1, we have∫ ∞
0
( ∞∑
n=1
K0(2pinx)− 1
4x
)
cos(2piyx)dx (4.70)
=
1
2pii
∫
(c)
1
4
√
pi
Γ
(
s
2
)
Γ
(
1− s
2
)
ζ(s)(2piy)−s cos
(
pis
2
)
Γ(s)ds.
Using the functional equation for ζ(s) in the form ζ(1− s) = (2pi)−sΓ(s)ζ(s) cos(12pis) in
the above equation and employing (4.62), we finally obtain (4.20). This completes the
proof of the Lemma.
Remark 4.17. Theorem 1.4 in [Dix13b] can also be obtained as a special case of Theorem
4.11 of this chapter combining the methods in the proofs of Corollaries 4.9 and 4.2.
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4.6 Two powers of Ξ: Koshliakov and Ramanujan
In the previous section the transformation relating the functions ϕ and ψ was a Fourier
cosine transform. In our present circumstances, the kernel that needs to be used was
introduced by G. H. Hardy. Specifically, let ϕ(x) and ψ(x) be related by the
ϕ(x) = 2
∫ ∞
0
ψ(t)
(
2
pi
K0(4
√
tx)− Y0(4
√
tx)
)
dt, (4.71)
and
ψ(x) = 2
∫ ∞
0
ϕ(t)
(
2
pi
K0(4
√
tx)− Y0(4
√
tx)
)
dt. (4.72)
where Y0(z) denotes the Bessel Y function. The kernel appearing in the integral trans-
forms (4.71) and (4.72) will be called the Koshliakov kernel. One can see that if ϕ and
ψ are reciprocal under the Koshliakov kernel, then by making the change x → xθ with
θ > 0, one has that ϕ(θx) and θ−1ψ(θ−1x) are also reciprocal under the Koshliakov
kernel.
Definition 4.18. Let 0 < ω ≤ pi and 0 < η. If f(z) is such that
i) f(z) is analytic with z = reiθ, regular in the angle defined by r > 0, |θ| < ω,
ii) f(z) satisfies the bounds
f(z) =
{
Oδ(|z|−δ) if |z| ≤ 1,
O(|z|−η−1) if |z| > 1, (4.73)
for every positive δ and uniformly in any angle |θ| < ω, then we say that f belongs to
the class ♠(η, ω) and write f(z) ∈ ♠(η, ω).
Let us next define Z1(s) and Z2(s) in terms of the Mellin transforms of ϕ and ψ nor-
malized by Γ2(s/2),
Γ2
(
s
2
)
Z1(s) :=
∫ ∞
0
ϕ(x)xs−1dx and Γ2
(
s
2
)
Z2(s) :=
∫ ∞
0
ψ(x)xs−1dx, (4.74)
each valid in a specific vertical strip in the complex s-plane. Much like in the previous
section where we had one single power of Γ( s2), in case of a non-empty intersection of
the two corresponding vertical strips, the Mellin inversion theorem gives
ϕ(x) =
1
2pii
∫
(c)
Γ2
(
s
2
)
Z1(s)x
−sds and ψ(x) =
1
2pii
∫
(c)
Γ2
(
s
2
)
Z2(s)x
−sds,
where Re(s) = c lies in the intersection. Moreover, let us define
Θ(x) := ϕ(x) + ψ(x) and Z(s) := Z1(s) + Z2(s) (4.75)
so that
Γ2
(
s
2
)
Z(s) =
∫ ∞
0
xs−1Θ(x)dx (4.76)
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for values of s in the intersection of the two strips. We will later show that Z(12 + it) is
a real and even function of t when t is real.
The two main results of integrals involving Ξ2(t) are stated below.
Theorem 4.19 (Generalized Koshliakov integral theorem). Suppose ϕ,ψ ∈ ♠(η, ω) is
a pair of Koshliakov reciprocal functions. One has
16
∫ ∞
0
Ξ2
(
t
2
)
Z
(
1 + it
2
)
dt
(1 + t2)2
=
pi
2
( ∞∑
n=1
d(n)Θ(pin)− (Z ′(1) + (γ − log 4pi)Z(1))
)
,
(4.77)
where Z and Θ are defined by (4.75).
Theorem 4.20 (Generalized Ramanujan integral theorem). For ϕ,ψ ∈ ♠(η, ω) one has
− 2
pi3/2
∫ ∞
0
∣∣∣∣Γ(−1 + it4
)∣∣∣∣2Ξ2( t2
)
Z
(
1 + it
2
)
dt
1 + t2
= (γ − log 2pi)Z(1) + Z ′(1)− pi
∞∑
n=1
nd(n)
∫ ∞
0
Θ(x)x
(x2 + pi2n2)3/2
dx
where Θ and Z are given by (4.75).
For any given η > 0, the function K0(x) is in ♠(η, ω). It is known that K0(2x) is
self-reciprocal under the Koshliakov transform. Thus the pair
ϕ(x) = ψ(x) = K0(2x), (4.78)
satisifes (4.71) and (4.72). If one takes
L(x) := 1
pi3/2
{ex li(e−x) + e−x li(ex)}, (4.79)
where li(x) denotes the logarithmic integral function, i.e. the Cauchy principal value
li(x) = lim
ε→0+
(∫ 1−ε
0
dt
log t
+
∫ x
1+ε
dt
log t
)
, (4.80)
then it follows that L ∈ ♠(η, ω) for any 0 < η < 1/2.
ϕ(x) = exp(−x) and ψ(x) = −2√piL (4x) , (4.81)
is in ♠(η, ω) for 0 < η < 1/2. Moreover, Dixon and Ferrar showed [DF34, DF35] that ϕ
and ψ are Koshliakov reciprocal. Thus the pair (4.81) also satisifes (4.71) and (4.72).
As a special case when we choose (4.78) in Theorem 4.19, we obtain Corollary 4.3.
Another special case coming from (4.81) yields a new result not seen in the literature.
Corollary 4.21. For θ > 0 one has
32
pi
∫ ∞
0
Ξ2
(
t
2
)
Fθ(t) dt
(1 + t2)2
=
∞∑
n=1
d(n)Aθ(pin)
−
(
log 256− 4 log θ − piθ
4piθ
+
γ − log 4pi
piθ
)
(4.82)
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where
Fθ(t) :=
θ−1/2−it/2Γ(12 +
1
2 it)
Γ2(14 +
1
4 it)
+
2−itθ−1/2+it/2 cot(pi4 +
pi
4 it)Γ(
1
2 +
1
2 it)
Γ2(14 +
1
4 it)
(4.83)
and
Aθ(x) = exp(−θx)− 2
√
pi
θ
L
(
4x
θ
)
. (4.84)
Likewise, a very special case of Theorem 4.20 can be found in [Ram15, eq. (22)] and
[Ram88, p. 220]. See also [Dix13c] for further details. This special case follows by taking
the pair (4.78).
4.7 Bolts and nuts
Let us start with the following auxiliary result.
Lemma 4.22. Suppose that ϕ,ψ ∈ ♠(η, ω) is a pair of Koshliakov reciprocal functions.
One has
1. Z(s) = Z(1− s) for all s in −η < Re(s) < 1 + η,
2. Z(σ + it) e(pi2−ω+ε)|t| for every ε > 0.
Proof. Fix η > 0, 0 < ω ≤ pi and let ϕ,ψ ∈ ♠(η, ω). The first part of the claim is the
functional equation between Z1 and Z2. To prove this, note that
Γ2
(
1− s
2
)
Z1(1− s) =
∫ ∞
0
ϕ(x)x−sdx
= 2
∫ ∞
0
x−s
∫ ∞
0
ψ(t)
(
2
pi
K0(4
√
tx)− Y0(4
√
tx)
)
dtdx
= 2
∫ ∞
0
ψ(t)
∫ ∞
0
x−s
(
2
pi
K0(4
√
tx)− Y0(4
√
tx)
)
dxdt
= 2pi2−2s
∫ ∞
0
ψ(t)ts−1
∫ ∞
0
u−s
(
2
pi
K0(4pi
√
u)− Y0(4pi
√
u)
)
dudt,
provided the interchange of the order of integration is valid and where we have used the
substitution u = tx/pi2. Next by Lemma 5.1 from [DM15] with y = 1, z = 0 and s
replaced by 1− s and for
1
4
< Re(s) < 1
we have∫ ∞
0
u−s
(
2
pi
K0(4pi
√
u)− Y0(4pi
√
u)
)
du = 4s−1pi2s−3(1− cos(pis))Γ2(1− s).
Therefore, when we insert this in the above, we obtain
Γ2
(
1− s
2
)
Z1(1− s) = 2
2pi2−2s
22−2spi3−2s
Γ2(1− s)sin2
(
pis
2
)∫ ∞
0
ψ(t)ts−1dt
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=
22s
pi
Γ2(1− s)sin2
(
pis
2
)
Γ2
(
s
2
)
Z2(s).
Thus, we end up with
Z1(1− s) = 2
2s
pi
Γ2(1− s)
Γ2(1−s2 )
sin2
(
pis
2
)
Γ2
(
s
2
)
Z2(s) = Z2(s). (4.85)
To prove that the interchange is valid by Fubini’s theorem, we reason as follows. First,
assume that 34 < Re(s) < 1 and fix ε0 > 0 such that
3
4
+ ε0 6 Re(s) 6 1− ε0.
Then
|x−s| ≤
{
xε0−1, if 0 ≤ x ≤ 1,
x−ε0−3/4, if x ≥ 1. (4.86)
By the asymptotics of the functions K0 and Y0 we have
|K0(v)− Y0(v)| 
{
1 + | log v|, if 0 ≤ v ≤ 1,
v−1/2, if v ≥ 1. (4.87)
so that
|K0(
√
tx)− Y0(
√
tx)| 
{
1 + | log(tx)|, if 0 ≤ xt ≤ 1,
t−1/4x−1/4, if tx ≥ 1. (4.88)
We now divide the first quadrant of the t, x plane into six different regions whose bound-
aries are determined by the t = 1, x = 1 and the hyperbola xt = 1. We set
x t = 1
D4 D2
D3
D6
D5
D1
0.0 0.5 1.0 1.5 2.0 2.5 3.0
t0.0
0.5
1.0
1.5
2.0
2.5
3.0
x
Figure 4.1: Regions from the hyperbola xt = 1.
F (t, x) := x−sψ(t)(K0(
√
tx)− Y0(
√
tx)),
and we examine the double integral
Is,ψ := I1 + I2 + · · ·+ I6, with Ij :=
∫∫
Dj
|F (x, t)|dλ,
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where dλ denotes the Lebesgue measure. We estimate each Ij separately. Let us assume
that ε < ε0. For the first region, we have
I1 
∫∫
D1
1
x1−ε0
1
tδ
(1 + | log tx|)dxdtε
∫∫
D1
1
x1−ε0
1
tδ
1
(xt)ε
dxdt
=
(∫ 1
0
dx
x1−ε0+ε
)(∫ 1
0
dt
tδ+ε
)
<∞
For the second region, we have
I2 
∫∫
D2
1
x3/4+ε0
1
t1+η
1
t1/4x1/4
dxdt =
(∫ ∞
1
dx
x1+ε0
)(∫ ∞
1
tx
t5/4+η
)
=
1
ε0
4
1 + 4η
<∞.
For the third region
I3 
∫∫
D3
1
x3/4+ε0
1
tδ
(1 + log |tx|)dxdtε
∫∫
D3
1
x3/4+ε0+ε
1
tδ+ε
dxdt
=
∫ ∞
1
1
x3/4+ε0+ε
(∫ 1/x
0
dt
tδ+ε
)
dx
∫ ∞
1
dx
x7/4−δ+ε0
<∞.
The double integral over the fourth region yields
I4 
∫∫
D4
1
x3/4+ε0
1
tδ
1
t1/4x1/4
dxdt =
∫ ∞
1
1
x1+ε0
∫ 1
1/x
dt
tδ+1/4
dx
∫ ∞
1
1
x1+ε0
dx <∞.
For the fifth region, we have
I5 
∫∫
D5
1
x1−ε0
1
t1+η
(1 + log |tx|)dxdtε
∫∫
D5
1
x1−ε0+ε
1
t1+η+ε
dxdt
=
∫ ∞
1
1
t1+η+ε
(∫ 1/t
0
dx
x1−ε0+ε
)
dtε,ε0
∫ ∞
1
dt
t1+η+ε0
=
1
η + ε0
<∞.
Finally,
I6 
∫∫
D6
1
x1−ε0
1
t1+η
1
t1/4x1/4
dxdt =
∫ ∞
1
1
t5/4+η
∫ 1
1/t
dx
x5/4−ε0
dt
∫ ∞
1
1
t1+η+ε0
dt
=
1
η + ε0
<∞. (4.89)
Now let us look at Z2(s) and the Mellin transform of ψ(t). We split up the integral as∫ ∞
0
|ψ(t)||ts−1|dt =
∫ 1
0
|ψ(t)||ts−1|dt+
∫ ∞
1
|ψ(t)||ts−1|dt.
Since ϕ ∈ ♠(η, ω), for the latter integral, we have∫ ∞
1
|ψ(t)||ts−1|dt
∫ ∞
1
tRe(s)−2−ηdt <∞
provided that Re(s) < 1 + η. Similarly, for the first integral, we have∫ 1
0
|ψ(t)|tRe(s)−1dt
∫ 1
0
tRe(s)−1−δdt <∞
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provided that Re(s) > δ. This shows that the function Z2(s) is well-defined and analytic
for s in the region
δ < Re(s) < 1 + η, (4.90)
for every δ > 0, and similarly for Z1(s). Thus, by analytic continuation the equality
Z1(1− s) = Z2(s) holds in the vertical strip
−η < Re(s) < 1 + η.
To prove the second part of the lemma, let us consider the line along any radius vector
r and angle θ (we would choose −θ, if t = Im(s) < 0), where |θ| < ω. Then by Cauchy’s
theorem we can deform the integral (4.74) to
Γ2
(
σ + it
2
)
Z1(σ + it) =
∫ ∞
0
rσ+it−1eiθ(σ+it)ϕ(reiθ) dr,
where θ, t > 0. Therefore, by splitting the range of integration to [0, 1] and [1,∞] and
the fact that Z1 is analytic in the region defined by (4.90) we see that∣∣∣∣Γ2(σ + it2
)
Z1(σ + it)
∣∣∣∣ ≤ e−θt ∫ ∞
0
rσ−1|ϕ(reiθ)|dr  e−|θ||t|, (4.91)
since ϕ ∈ ♠(η, ω). Now combining (4.91) and (A.6) we get
Z1(1− s) = Z2(s) e(pi2−|θ|)|t|  e(pi2−ω+ε)|t|, (4.92)
for every positive ε. This completes the proof the lemma.
4.8 The Koshliakov case
4.8.1 Proof of Theorem 4.19
Let us consider
K(Z) =
∫ ∞
0
f
(
t
2
)
Ξ2
(
t
2
)
Z
(
1 + it
2
)
dt
where f(t) = g(it)g(−it) with g an analytic function of t. Then one has
K(Z) = 1
i
∫
(
1
2 )
g
(
s− 1
2
)
g
(
1
2
− s
)
ξ2(s)Z(s)ds.
Choose
g(s) =
(
s+
1
2
)−2
so that g
(
s− 1
2
)
g
(
1
2
− s
)
=
1
s2(s− 1)2 .
This simplifies the above expression for K to
K(Z) = 1
4i
∫
(
1
2 )
pi−sΓ2
(
s
2
)
ζ2(s)Z(s)ds.
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The next step is to move the path of integration from the critical line Re(s) = 12 past
the region of absolute convergence of ζ2(s) at s = 1 + ε with ε > 0. In doing so, we pick
up a contribution of a double pole at s = 1 so that
K(Z) = 1
4i
[∫
(1+ε)
pi−sΓ2
(
s
2
)
ζ2(s)Z(s)ds− 2pii res
s=1
pi−sΓ2
(
s
2
)
ζ2(s)Z(s)
]
=
1
4i
[ ∞∑
n=1
d(n)
∫
(1+ε)
(pin)−sΓ2
(
s
2
)
Z(s)ds− 2pii(Z ′(1) + (γ − log 4pi)Z(1))
]
=
pi
2
∞∑
n=1
d(n)Θ(pin)− pi
2
(Z ′(1) + (γ − log 4pi)Z(1)),
since
ζ2(s) =
∞∑
n=1
d(n)
ns
(4.93)
for Re(s) > 1. By Stirling’s formula (A.6) and Lemma 4.22, we obtain
Γ2
(
s
2
)
Z(s) e−(ω+ε)t (4.94)
for any ε > 0. This justifies the vanishing of the integrals along horizontal segments of
the rectangular contour as t→∞.
4.8.2 Proof of Corollary 4.3
Suppose θ > 0. Let ν = 0 and replace t by 2tθ and x by 2x in equation (5.6) of [DM15]
to obtain
2
∫ ∞
0
K0(2tθ)
(
2
pi
K0(4
√
tx)− Y0(4
√
tx)
)
dt =
1
θ
K0
(
2x
θ
)
.
Likewise, integrating θ−1K0(2t/θ)λ0(4
√
tx) yields K0(2θx). This means that we can
choose the pair
ϕ(x) = K0(2θx) and ψ(x) =
1
θ
K0
(
2x
θ
)
.
Now for Re(s) > ±Re(z) and a > 0, we have (from equation 5.10 of [DM15])∫ ∞
0
xs−1Kz(ax)dx = 2s−2a−sΓ
(
s− z
2
)
Γ
(
s+ z
2
)
.
Consequently, from the definitions of Z1 and Z2, we arrive at
Z1(s) =
θ−s
4
, and Z2(s) =
θs−1
4
.
Hence, we have
Z(1) =
1
4θ
+
1
4
and Z ′(1) =
1
4
log θ − 1
4θ
log θ,
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as well as
Z
(
1 + it
2
)
=
θ−1/2−it/2
4
+
θ−1/2+it/2
4
=
1
2
√
θ
cos
(
1
2
t log θ
)
.
Therefore, inserting these results into Theorem 4.19 we obtain
K(Z) := 8√
θ
∫ ∞
0
Ξ2( t2)
(1 + t2)2
cos
(
1
2
t log θ
)
dt
=
pi
2
{ ∞∑
n=1
d(n)
(
K0(2pinθ) +
1
θ
K0
(
2pin
θ
))
−
[
log θ
4
θ − 1
θ
+
γ − log 4pi
4
θ + 1
θ
]}
=
pi
2
{ ∞∑
n=1
d(n)K0(2pinθ)− γ − log 4pi
4θ
+
1
θ
∞∑
n=1
d(n)K0
(
2pin
θ
)
− γ − log
4pi
θ
4
}
.
Now note that from Koshliakov’s transformation formula [Kos29]
√
θ
(
γ − log(4piθ)
θ
− 4
∞∑
n=1
d(n)K0(2pinθ)
)
=
1√
θ
({
γ − log 4pi
θ
}
θ − 4
∞∑
n=1
d(n)K0
(
2pin
θ
))
. (4.95)
This clearly implies that
1
θ
( ∞∑
n=1
d(n)K0
(
2pin
θ
)
−
{
γ − log 4piθ
4
})
=
∞∑
n=1
d(n)K0(2pinθ)− γ − log(4piθ)
4θ
.
Thus the final result is
8√
θ
∫ ∞
0
Ξ2( t2)
(1 + t2)2
cos
(
1
2
t log θ
)
dt = pi
( ∞∑
n=1
d(n)K0(2pinθ)− γ − log(4piθ)
4θ
)
.
After simplifications, the corollary follows.
4.8.3 Proof of Corollary 4.21
The function
K/ν(z) :=
1
pi
∞∑
m=0
(z/2)2m
Γ(m+ 1)Γ(m+ ν + 1)
{
2 log
(
1
2
z
)
− Γ
′
Γ
(m+ 1)− Γ
′
Γ
(m+ ν + 1)
}
.
was studied extensively by Dixon and Ferrar in [DF34, DF35]. In [DF35], they proved
that under the Koshliakov kernel introduced earlier one has∫ ∞
0
(
2
pi
K0(a
√
t)− Y0(a
√
t)
)
exp(−bt)dt = −
√
pi
b
K
/−12
(
a2
4b
)
,
as well as
−√pi
∫ ∞
0
(
2
pi
K0(a
√
t)− Y0(a
√
t)
)
K
/−12
(bt)dt =
1
b
exp
(
−a
2
4b
)
.
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They also link this function to the logarithmic integral by proving
K
/−12
(x) = L(x).
Therefore, for θ > 0 we may choose the pair of functions
ϕ(x) = exp(−θx) and ψ(x) = −2
√
pi
θ
K
/−12
(
4x
θ
)
,
and these will satisfy (4.71) and (4.72). To compute the Mellin transforms one first
needs to see that li(ex) = Ei(x), where
Ei(x) := −
∫ ∞
−x
e−t
t
dt,
is the exponential integral function. The Mellin transform of ex Ei(−x) is given by entry
13.10 of [Obe74]∫ ∞
0
ex Ei(−x)xs−1dx = −pi csc(pis)Γ(s), 0 < Re(s) < 1.
Thus, from (4.79) we obtain∫ ∞
0
K
/−12
(x)xs−1dx = −pi−1/2 cot
(pis
2
)
Γ(s).
valid for 0 < Re(s) < 1. Finally, it is now clear that
Z1(s) =
θ−s
Γ2( s2)
Γ(s) and Z2(s) =
21−2sθs−1
Γ2( s2)
cot
(pis
2
)
Γ(s), (4.96)
for Re(s) > 0 and 0 < Re(s) < 1, respectively. The last expression for Z2(s) can be
analytically continued to Re(s) < 2. Putting these two together yields
Fθ(t) = Z
(
1 + it
2
)
.
Thus, we end up with Corollary 4.21.
4.9 The Ramanujan case
4.9.1 Proof of Theorem 4.20
Let us consider the usual integral
R(Z) =
∫ ∞
0
f
(
t
2
)
Ξ2
(
t
2
)
Z
(
1 + it
2
)
dt,
where again f(t) = g(it)g(−it) with g an analytic function of t. Setting s = (1 + it)/2
yields
R(Z) = 1
i
∫
(
1
2 )
g
(
s− 1
2
)
g
(
1
2
− s
)
ξ2(s)Z(s)ds.
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Now choose
g(s) = Γ
(
−1
4
+
s
2
)(
s+
1
2
)−1
so that g
(
s− 1
2
)
g
(
1
2
− s
)
=
Γ( s−12 )Γ(− s2)
s(1− s) .
This in turn implies that
R(Z) = 4
∫ ∞
0
∣∣∣∣Γ(−1 + it4
)∣∣∣∣2Ξ2( t2
)
Z
(
1 + it
2
)
dt
1 + t2
= −1
i
∫
(
1
2 )
Γ
(
s− 1
2
)
Γ
(
−s
2
) s(s− 1)
4
pi−sΓ2
(s
2
)
ζ2(s)Z(s)ds.
We deform the path of integration past the region of absolute convergence of the Riemann
zeta-function at s = 1 + ε with ε > 0. In doing so, we pick up a double pole at s = 1 so
that
R(Z) = −1
i
∫
(1+ε)
Γ
(
s− 1
2
)
Γ
(
−s
2
) s(s− 1)
4
pi−sΓ2
(s
2
)
ζ2(s)Z(s)ds
+ 2pi res
s=1
Γ
(
s− 1
2
)
Γ
(
−s
2
) s(s− 1)
4
pi−sΓ2
(s
2
)
ζ2(s)Z(s)
= −2pi
∞∑
n=1
d(n)
1
2pii
∫
(1+ε)
Γ
(
s− 1
2
)
Γ
(
−s
2
) s(s− 1)
4
(pin)−sΓ2
(s
2
)
Z(s)ds
− 2pi3/2((γ − log 2pi)Z(1) + Z ′(1)).
Let us now use Parseval’s form (A.28) with w = pin and
F (s) = Γ2
(s
2
)
Z(s),
so that
f(x) =
1
2pii
∫
(σ)
F (s)x−sds =
1
2pii
∫
(σ)
Γ2
(s
2
)
Z(s)x−sds = Θ(x),
with σ > 0 as well as
G(s) = Γ
(
s− 1
2
)
Γ
(
−s
2
) s(s− 1)
4
.
To compute g(x) we note that
1
2pii
∫
(k)
Γ(s)Γ(z − s)x−sds = Γ(z)
(1 + x)z
,
for 0 < k = Re(s) < Re(z), which we can use to see that
g(x) =
1
2pii
∫
(σ)
Γ
(
s− 1
2
)
Γ
(
−s
2
) s(s− 1)
4
x−sds
= − 1
2pii
∫
(σ)
Γ
(
s+ 1
2
)
Γ
(
1− s
2
)
x−sds = − x
√
pi
(1 + x2)3/2
.
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Therefore this means that
R(Z) = −2pi
∞∑
n=1
d(n)
1
2pii
∫
(1+ε)
F (s)G(s)(pin)−sds− 2pi3/2((γ − log 2pi)Z(1) + Z ′(1))
= 2pi5/2
∞∑
n=1
nd(n)
∫ ∞
0
Θ(x)x
(x2 + pi2n2)3/2
dx− 2pi3/2((γ − log 2pi)Z(1) + Z ′(1)).
After simplifications, we obtain the result we were seeking. The same mechanism as in
(4.94) makes the integrals along the horizontal segments tend to zero as t→∞.
4.9.2 Proof of Corollary 4.4
Before choosing the pair of ϕ,ψ, let us notice the following. For Re(a) > 0, Re(b) > 0,
Re(ν) > −1 and µ ∈ C, one has [GR07, entry 6.565.7]∫ ∞
0
x1+ν(x2 + a2)
µ
Kν(bx)dx = 2
νΓ(ν + 1)aν+µ+1b−1−µSµ−ν,µ+ν+1(ab),
where Sµ,ν(z) is the Lommel function. However, from the footnote on the first page of
[Gla10] we also have
Sµ,ν(z) = z
µ+1
∫ ∞
0
ye−yz2F1
(
1− µ+ ν
2
,
1− µ− ν
2
,
3
2
;−y2
)
dy,
for all µ, ν ∈ C. Thus, for µ = −3/2 and ν = −1/2 we obtain
S−3/2,−1/2(z) = z−1/2
∫ ∞
0
ye−yz2F1
(
1,
3
2
,
3
2
;−y2
)
dy.
Moreover, by [GR07, entry 9.121.1]
2F1
(
1,
3
2
,
3
2
;−y2
)
=
1
1 + y2
for all reals y such that y 6= 1. Hence∫ ∞
0
xK0(2θx)
(x2 + t2)3/2
dx =
√
2θ
t
S−3/2,−1/2(2θt) =
1
t
∫ ∞
0
xe−2xθ
x2 + t2
dx, (4.97)
for t > 0 and θ > 0. As an aside, we note that by [AS72, p. 232] one has∫ ∞
0
xe−zx
x2 + 1
dx = −Ci(z) cos(z) +
(pi
2
− Si(z)
)
sin(z).
Next, we choose the pair ϕ(x) = ψ(x) = K0(2x) so that
−1
pi3/2
√
θ
∫ ∞
0
∣∣∣∣Γ(−1 + it4
)∣∣∣∣2Ξ2( t2
)
cos
(
1
2
t log θ
)
dt
1 + t2
=
γ − log 2pi
4
(
1 +
1
θ
)
+
(
1− 1
θ
)
log θ
4
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− pi
∞∑
n=1
nd(n)
∫ ∞
0
x
K0(2θx) + θ
−1K0(2θ−1x)
(x2 + pi2n2)3/2
dx
=
γ − log 2pi
4
(
1 +
1
θ
)
+
(
1− 1
θ
)
log θ
4
−
∞∑
n=1
d(n)
∫ ∞
0
xe−2θx + xθ−1e−2θ−1x
x2 + pi2n2
dx
=
γ − log 2pi
4
(
1 +
1
θ
)
+
(
1− 1
θ
)
log θ
4
−
∫ ∞
0
(xe−2piθx + xθ−1e−2piθ
−1x)
∞∑
n=1
d(n)
x2 + n2
dx,
by the use of (4.97) in the third line and where we have used absolute convergence
and the fact that we have the terms e−2xθ and e−2xθ−1 in the fourth line. The next
observation comes from [Dix13c, eq. (1.12)] which states that∫ ∞
0
xe−2piθx
∞∑
n=1
d(n)
x2 + n2
dx = −1
2
∞∑
n=1
(
Γ′
Γ
(nθ) +
1
2nθ
− log(nθ)
)
.
Consequently, when inserting this result we arrive at
−1
pi3/2
√
θ
∫ ∞
0
∣∣∣∣Γ(−1 + it4
)∣∣∣∣2Ξ2( t2
)
cos
(
1
2
t log θ
)
dt
1 + t2
=
√
θ
[
γ − log 2piθ
4
+
γ − log 2piθ
4θ
+
1
2
∞∑
m=1
(
Γ′
Γ
(mθ) +
1
2mθ
− log(mθ)
)
+
1
2θ
∞∑
m=1
(
Γ′
Γ
(
m
θ
)
+
θ
2m
− log m
θ
)]
=
1
2
[√
θ
(
γ − log 2piθ
2θ
+
∞∑
m=1
(
Γ′
Γ
(mθ) +
1
2mθ
− log(mθ)
))
+
1√
θ
(
γ − log 2piθ
2/θ
+
∞∑
m=1
(
Γ′
Γ
(
m
θ
)
+
θ
2m
− log m
θ
))]
.
Lastly, we employ the transformation formula given in [BD10, §4], namely
∞∑
n=1
(
Γ′
Γ
(nz) +
1
2nz
− log(nz)
)
+
γ − log 2piz
2z
=
1
z
∞∑
n=1
(
Γ′
Γ
(n
z
)
+
z
2n
− log n
z
)
+
γ − log 2piz
2
, (4.98)
and, after simplifications, this gives the desired result.

Chapter 5
Twisted second moments of the
Riemann ζ-function
5.1 Introduction
In [BCHB85], Balabsuramanian, Conrey and Heath-Brown computed the twisted second
moment of the Riemann zeta-function∫ T
0
|ζ(12 + it)|2ψψ(12 + it)dt (5.1)
where ψ is a Dirichlet polynomial of the type
ψ(s) =
∑
n≤T θ
a(n)
ns
, (5.2)
and a(n) ε nε. The length T θ of the polynomial is sensitive to the nature of the
coefficients a(n). They also obtained an explicit main term in their theorem for a
particular choice of ψ(s).
In [Con89], in order to obtain a higher percentage of zeros of the Riemann zeta-function
on the critical line, Conrey needed to establish such type of second moment. In his
result he made an ingenious choice of a(n) which allowed him to push the value of θ
from 1/2 (see [Lev74]) to 4/7. The possibility of obtaining a mollifier by combining
two Dirichlet polynomials of different shape had been considered by Lou [Lou79]. In
[BCY11], Bui, Conrey, and Young extended (5.1) with an explicit main term for a more
sophisticated choice of a(n). They considered ψ(s) as a convex combination of two
Dirichlet polynomials of different shape. Introducing such two-piece mollifier increases
the complexity and technicality of the computation of the main term. Another such
two-piece mollifier was introduced by Feng [Fen12] and the main term was computed
explicitly.
Crucial ingredients to obtaining the error term in [Fen12] were Lemmas 1 and 2. To reach
θ1 < 4/7− ε in [Con89], it was required that a(n) = µ(n)F (n), for a smooth function F .
In [Fen12], the coefficient a(n) in the mollifier was not of the form µ(n)F (n), for some
smooth function F , and it is not clear how the techniques of [Con89] can be directly
applied to the proofs of Lemmas 1 and 2 of [Fen12].
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Independently of each other, in [BCY11] and [Fen12], the possibility of obtaining a ψ(s)
by combining these three Dirichlet polynomials of different shape was mentioned. One
can obtain the main term of (5.1) for such choice of ψ(s) by going over some subtle
technicalities in the calculations.
In the present chapter we introduce a new mollifier ψ(s) which is a convex combination
of four Dirichlet polynomials of different shape. Let
χ(s) := pis−1/2
Γ(1−s2 )
Γ( s2)
= 2(2pi)−sΓ(s) cos
(pis
2
)
.
We will use the convention
Pi[n] := Pi
(
log(yi/n)
log yi
)
and P˜k[n] := P˜k
(
log(y4/n)
log y4
)
, (5.3)
where P ’s are polynomials. Recall that µ(n) denotes the Mo¨bius function, also µ2(n)
and µ3(n) will denote the coefficients in the Dirichlet series of 1/ζ
2(s) and 1/ζ3(s),
respectively, for Re(s) > 1. Also, let dk(n) denote the number of ways an integer n
can be written as a product of k ≥ 2 fixed factors. Note that d1(n) = 1 and that
d2(n) = d(n) is the number of divisors of n. With this in mind, we define
ψ(s) := ψ1(s) + ψ2(s) + ψ3(s) + ψ4(s), (5.4)
where
ψ1(s) =
∑
n≤y1
µ(n)nσ0−1/2
ns
P1[n] (5.5)
introduced in [Con89],
ψ2(s) = χ(s+
1
2 − σ0)
∑
hk≤y2
µ2(h)h
σ0−1/2k1/2−σ0
hsk1−s
P2[hk] (5.6)
introduced in [BCY11],
ψ3(s) = χ
2(s+ 12 − σ0)
∑
hk≤y3
µ3(h)d(k)h
σ0−1/2k1/2−σ0
hsk1−s
P3[hk] (5.7)
introduced in the present chapter, and
ψ4(s) =
∑
n≤y4
µ(n)nσ0−1/2
ns
K∑
k=2
∑
p1...pk|n
log p1 . . . log pk
logky4
P˜k[n], (5.8)
introduced in [Fen12]. Here K is a positive integer of our choice and p1, . . . , pk are
distinct primes. Also we need P1(0) = 0, P1(1) = 1, P2(0) = P
′
2(0) = P
′′
2 (0) = 0,
P3(0) = P
′
3(0) = · · · = P (6)3 (0) = 0, and P˜k(0) = 0, for k = 2, . . . ,K. We use the
conventions yi = T
θi and σ0 = 1/2−R/ log T .
The reasoning behind introducing the new piece ψ3 is that it approximates 1/ζ(s) in
some region of the complex plane. We now state our main theorem.
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Theorem 5.1. Let α, β  1log T , σ0 = 12 − Rlog T and R  1. Then for θ1 < 4/7 − ε,
θ2 < 1/2− ε, θ3 < 3/7− ε, and θ4 < 3/7− ε we have
I(α, β) :=
∫ T
1
ζ(12 + α+ it)ζ(
1
2 + β − it)ψψ(σ0 + it)dt = CT +Oε(T (log T )−1+ε),
(5.9)
where C is an explicit constant that depends on α, β,Q, P1, P2, P3, R, θ1, θ2, θ3, θ4 and P˜k
for k = 2, 3, . . . ,K.
In this chapter we will obtain an explicit formula for the constant C and more specifically
we show that
C = c11(α, β) + 2c14(α, β) + c44(α, β) + c22(α, β) + c33(α, β)
+ 2c12(α, β) + 2c23(α, β) + 2c24(α, β),
where the values of cij(α, β) are given in the next section. At the end of this chapter
we will provide an application and show that optimizing the numerical value of certain
derivatives of C with respect to α and β for specific values of α and β, will give an
improved result towards the percentage of zeros of the Riemann zeta-function on the
critical line.
5.2 Intermediate Results
From now on we will denote L = log T . Suppose that w(t) is a smooth function with
the following properties:
(1) 0 ≤ w(t) ≤ 1 for all t ∈ R,
(2) w(t) has compact support in [T/4, 2T ],
(3) w(j)(t)j ∆−j for each j = 0, 1, 2, · · · , where ∆ = T5L .
The Fourier transform of w(t) is denoted by ŵ(s). For j, k ∈ {1, 2, 3, 4} and (j, k) /∈
{(1, 1), (1, 4), (4, 1), (4, 4)} we define
Ijk(α, β) =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)ψjψk(σ0 + it)dt. (5.10)
For (j, k) ∈ {(1, 1), (1, 4), (4, 1), (4, 4)} we define
Ijk(α, β, w) =
1√
pi∆
∫ ∞
−∞
e−(t−w)
2∆−2ζ(12 + α+ it)ζ(
1
2 + β − it)ψjψk(σ0 + it)dt.
(5.11)
The following two propositions were proved in [BCY11, Theorem 3.2 and Theorem 3.3].
Proposition 5.2. Let θ1 < 4/7− ε and θ2 < 1/2− ε. One has that
I12(α, β) = c12(α, β)ŵ(0) +O(TL
−1), (5.12)
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uniformly for α, β  L−1. Here c12(α, β) is given in the main term of [BCY11, Theorem
3.2].
Proposition 5.3. Let θ2 < 1/2− ε. One has that
I22(α, β) = c2(α, β)ŵ(0) +O(TL
−1+ε), (5.13)
where c2(α, β) is given in the main term of [BCY11, Theorem 3.3].
We will prove the following propositions as intermediate results.
Proposition 5.4. Let θ2 < 1/2− ε and θ3 < 1/2− ε. Then we have
I23(α, β) = c23(α, β)ŵ(0) +O(T/L),
uniformly for α, β  L−1, where
c23(α, β) =
28
7!
(
θ3
θ2
)6 d4
dx2dy2
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
u4(1− u)7(y−x2 yau3 )−α(yy2y−ub3 T )
−β
× P2′′
(
x+ y + 1− (1− u)θ3
θ2
)
abP
(6)
3 ((1− a− b)u)dudadb
]
x=y=0
.
Also I32(α, β) is asymptotic to I23(α, β).
Proposition 5.5. Let θ3 < 1/2− ε. Then we have
I33(α, β) = c33(α, β)ŵ(0) +O(TL
−1+ε),
uniformly for α, β  L−1, where
I33(α, β) =
212
12!
d6
dx3dy3
(∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
(1− r)12yβ(x−v(r+y))+α(y−u(x+r))3
×
(
1
θ3
+ (x+ y − v(y + r)− u(x+ r))
)
(x+ r)2(y + r)2
× P (6)3 ((1− u)(x+ r))P (6)3 ((1− v)(y + r))(Tyx+y−v(y+r)−u(x+r)3 )−t(α+β)
× dtdrdudv
)∣∣∣∣
x=y=0
.
Proposition 5.6. Let K be an integer greater or equal to 2 , θ2 < 1/2 − ε and θ4 <
1/2− ε. Then we have
I42(α, β) = c42(α, β,K)ŵ(0) +O(T/L),
uniformly for α, β  L−1, where
c42(α, β,K) =
K∑
k=2
(c
(0,0)
42 (α, β) + c
(1,0)
42 (α, β) + c
(0,1)
42 (α, β) + c
(1,1)
42 (α, β)
+ c
(1,≥2)
42 (α, β) + c
(≥2,1)
42 (α, β) + c
(≥2,0)
42 (α, β) + c
(0,≥2)
42 (α, β) + c
(≥2,≥2)
42 (α, β)).
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Here we have
c
(0,0)
42 (α, β) = 4
2k
(k + 1)!
d2
dxdy
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)1+k(ya−x2 ya(u−1)4 )
−α
× (yy−b2 yb(−u+1)4 T )
−β(
1− (1− u)θ4
θ2
)2
× P˜k(x+ y + u)P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
dudadb
]
x=y=0
,
c
(1,0)
42 (α, β) = −4
2k−1
(k − 1)!
d
dy
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)k(y−(1−u)a4 ya2)
−α
× (yb(1−u)+y4 y−b2 T )
−β(
1− (1− u)θ4
θ2
)2
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(y + u)dudadb
]
y=0
,
c
(0,1)
42 (α, β) = −4
2k−1
(k − 1)!
d
dx
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)k(y−(1−u)a−x4 ya2)
−α
× (yb(1−u)4 y−b2 T )
−β(
1− (1− u)θ4
θ2
)2
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(x+ u)dudadb
]
x=0
,
c
(1,1)
42 (α, β) = 4
2k−2k
(k − 2)!
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(
1− (1− u)θ4
θ2
)2
(1− u)k−1
× (y−(1−u)a4 ya2)−α(yb(1−u)4 y−b2 T )−β
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(u)dudadb,
c
(1,≥2)
42 (α, β) =− 4k!
∑
l1+1+l3=k
2l1(−1)l3−2
l1!l3!(1 + l1)!(l3 − 2)!
×
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(
1− (1− u)θ4
θ2
)2
× (1− u)1+l1(y−a(1−u)4 ya2)
−α
(y
b(1−u)−uc
4 y
−b
2 T )
−β
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)u)ul3−1cl3−2dudcdadb,
with l3 ≥ 2,
c
(≥2,1)
42 (α, β) = −4k!
∑
l1+l2+1=k
2l1(−1)l2−2
l1!l2!(1 + l1)!(l2 − 2)!
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×
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(
1− (1− u)θ4
θ4
)2
(1− u)1+l1
× (y−a(1−u)+uc4 ya2)−α(yb(1−u)4 y−b2 T )−β
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ4
))
P˜k((1− c)u)ul2−1cl2−2dudcdadb,
with l2 ≥ 2,
c
(≥2,0)
42 (α, β) = 4k!
∑
l1+l2=k
2l1(−1)l2
l1!l2!(l2 − 2)!(1 + l1)!
d
dx
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(1− u)1+l1
× (x+ u)l2−1(yc(u+x)−(1−u)a4 ya2)−α(yx+(1−u)b4 y−b2 T )−β
(
1− (1− u)θ4
θ2
)2
× cl2−2P ′′2
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)(x+ u))dadbdcdu
]
x=0
with l2 ≥ 2,
c
(0,≥2)
42 (α, β) = 4k!
∑
l1+l3=k
2l1(−1)l3
l1!l3!(l3 − 2)!(1 + l1)!
d
dy
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(1− u)1+l1
× (y + u)l3−1(y−y−a(1−u)4 ya2)−α(y−c(u+y)+b(1−u)4 y−b2 T )−β
(
1− (1− u)θ4
θ2
)2
× cl3−2P ′′2
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)(y + u))dadbdcdu
]
y=0
with l3 ≥ 2, and
c
(l2,l3)
42 (α, β) = 4k!
∑
l1+l2+l3=k
2l1(−1)l2+l3
l1!l2!l3!(1 + l1)!(l2 − 2)!(l3 − 2)!
×
∫∫∫∫
0≤a+b≤1
0≤g+h≤1
a,b,g,h≥0
∫ 1
0
(1− u)k+l−1
(
1− (1− u)θ4
θ2
)2
× (yau+gu−a4 ya2)−α(y−bu−hu+b4 y−b2 T )−βP2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
× P˜k((1− g − h)u)ul2+l3−2gl2−2hl3−2dudadbdgdh,
with l2 ≥ 2 and l3 ≥ 2.
Also note that I24(α, β) is asymptotic to I42(α, β).
Proposition 5.7. Let θ1 < 4/7− ε, θ4 < 3/7− ε and T/2 ≤ w ≤ T . One has that
I11(α, β, w) + 2I14(α, β, w) + I44(α, β, w) = c11(α, β) + 2c14(α, β) + c44(α, β)
+Oε(L
−1+ε),
uniformly for α, β  L−1. Here c11(α, β) + 2c14(α, β) + c44(α, β) is given in the main
term of [Fen12, Eq. (5.1)]. Note that the right-hand side is independent of w.
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Proposition 5.8. Let θ1 < 4/7− ε and θ3 < 3/7− ε. One has that
I13(α, β) = O(TL
−1+ε), (5.14)
uniformly for α, β  L−1.
Proposition 5.9. Let θ1 < 4/7− ε and θ4 < 3/7− ε. One has that
I34(α, β) = O(TL
−1+ε), (5.15)
uniformly for α, β  L−1.
Now we choose a w(t) that satisfies (1)-(3), an upper bound (or lower bound) for the
characteristic function in the interval [T/2, T ], and with support in [T/2 − ∆, T + ∆].
We note that in this case ŵ(0) = T/2 +O(T/L). Therefore one can see that∫ T
T/2
ζ(12 + α+ it)ζ(
1
2 + β − it)ψjψk(σ0 + it)dt (5.16)
can be bounded by∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)ψjψk(σ0 + it)dt
for above choice of w and (j, k) /∈ {(1, 1), (1, 4), (4, 1), (4, 4)}. Using Propositions 5.4,
5.5, and 5.6 we can see that (5.16) can be bounded by cjk(α, β)T/2 + O(T/L). Now
summing over dyadic segments gives the required asymptotic for (5.16) with the limits
of integration replaced by 1 to T . Let T/4 ≤ T1 < T2 < 2T and we define
w(t, T1, T2) =
1√
pi∆
∫ T2
T1
e−(t−w)
2∆−2dt. (5.17)
Then clearly
(a) 0 ≤ w(t, T1, T2) ≤ 1
(b) w(t, T1, T2) = O(exp(− log2 T )) when t /∈ [T1 −∆ log T, T2 + ∆ log T ]
(c) w(t, T1, T2) = 1 +O(exp(− log2 T )) when t ∈ [T1 −∆ log T, T2 + ∆ log T ].
Now we can select two such w(t, T1, T2)’s, specifically w(t, T/2 − ∆ log T, T + ∆ log T )
and w(t, T/2 + ∆ log T, T −∆ log T ). Then from the above facts, Proposition 5.7, and
(5.17) we bound
∑
(j,k)∈{(1,1),(1,4),(4,1),(4,4)}
∫ T
T/2
ζ(12 + α+ it)ζ(
1
2 + β − it)ψjψk(σ0 + it)dt (5.18)
by (c11(α, β) + 2c14(α, β) + c44(α, β))T/2 + Oε(TL
−1+ε). Now summing over dyadic
segments gives the required asymptotic for (5.17) with the limits of integration replaced
by 1 to T .
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Since I(α, β) is the sum of the terms of the form given in (5.16) and (5.17) with the
limits of integration replaced by 1 to T , the equality
C = c11(α, β) + 2c14(α, β) + c44(α, β) + c22(α, β) + c33(α, β)
+ 2c12(α, β) + 2c23(α, β) + 2c24(α, β),
holds.
5.3 Auxiliary lemmas
In this section we collect all the tools, new and old, that will be needed for the forthcom-
ing computations. Throughout this chapter, the notation
∫
(c) will signify
∫ c+i∞
c−i∞ . The
following results were proved in [BCY11].
Lemma 5.10. Let σα,−β(l) =
∑
ab=l a
−αbβ. For L2 ≤ |t| ≤ 2T and uniformly for
α, β  L−1,
ζ(12 + α+ it)ζ(
1
2 − β + it) =
∞∑
l=1
σα,−β(l)
l1/2+it
e−l/T
3
+O(T−1+ε).
Lemma 5.11. Suppose w(t) satisfies (1)-(3), and a and b are positive integers with
ab ≤ T 1−ε. Then, uniformly for α, β  L−1, we have∫ ∞
−∞
(a
b
)−it
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)dt =
∑
am=bn
1
m1/2+αn1/2+β
∫ ∞
−∞
Vt(mn)w(t)dt
(5.19)
+
∑
am=bn
1
m1/2−βn1/2−α
∫ ∞
−∞
Vt(mn)
(
t
2pi
)−α−β
w(t)dt+O(T−1/2).
Here Vt(x) is given by
Vt(x) =
1
2pii
∫
(1)
(
t
2pix
)zG(z)
z
dz,
where
G(z) = ez
2
p(z) and p(z) =
(α+ β)2 − (2z)2
(α+ β)2
.
Lemma 5.12. Suppose that z ≤ x, |s| ≤ 1log x , k is a positive integer, and let F and H
be smooth in an interval containing [0, 1]. Then∑
n≤z
dk(n)
n1+s
F
(
log x/n
log x
)
H
(
log z/n
log z
)
=
(log z)k
(k − 1)!zs
∫ 1
0
(1− u)k−1F
(
1− (1− u) log z
log x
)
H(u)zusdu+O((log 3z)k−1).
Lemma 5.13. Suppose that −1 ≤ σ ≤ 0. Then∑
n≤x
dk(n)
n
(x
n
)σ k (log 3x)k−1 min(|σ|−1, log 3x).
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As an extension to the above lemma and following argument to that of [BCY11, Lemma
4.6] we have:
Lemma 5.14. Suppose that −1 ≤ σ ≤ 0. Then∑
n≤x
(dk ∗ Λ ∗ · · · ∗ Λ)(n)
n
(x
n
)σ k,l (log 3x)k+l−1 min(|σ|−1, log 3x),
where the convolution of Λ is taken l times.
We also need the following lemma which is an extension of Lemma 5.12.
Lemma 5.15. Under the conditions of Lemma 5.12, one has
Sk,l =
∑
n≤z
(dk ∗ Λ ∗ · · · ∗ Λ)(n)
n1+s
F
(
log x/n
log x
)
H
(
log z/n
log z
)
=
(log z)k+l
(k + l − 1)!zs
∫ 1
0
(1− u)k+l−1F
(
1− (1− u) log z
log x
)
H(u)zusdu
+O((log 3z)k+l−1),
where the convolution of Λ is taken l times.
Proof. For l = 1 we have
Sk,1 =
∑
n≤z
(dk ∗ Λ)(n)
n1+s
F
(
log x/n
log x
)
H
(
log z/n
log z
)
=
∑
m≤z
Λ(m)
m1+s
∑
q≤z/m
dk(q)
q1+s
F
(
log xqm
log x
)
H
(
log zqm
log z
)
By Lemma 5.12, we then have
Sk,1 =
∑
m≤z
Λ(m)
m1+s
[
(log zm)
k
(k − 1)!( zm)s
×
∫ 1
0
(1− u)k−1
(
z
m
)us
F
(
log xm
log x
(1− (1− u)) log
z
m
log xm
)
H
(
u
log zm
log z
)
du
]
+O((log 3z)k−1)
=
∑
m≤z
Λ(m)
m1+s
[
(log zm)
k
(k − 1)!( zm)s
×
∫ 1
0
(1− u)k−1
(
z
m
)us
F
(
(1− u)
(
1− log z
log x
)
+ u
log xm
log x
)
H
(
u
log zm
log z
)
du
]
+O((log 3z)k−1)
=
(log z)k
(k − 1)!zs
∫ 1
0
(1− u)k−1zus
∑
m≤z
Λ(m)
m1+us
× F
(
(1− u)
(
1− log z
log x
)
+ u
log xm
log x
)
H
(
u
log zm
log z
)(
log zm
log z
)k
du
+O((log 3z)k−1)
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=
(log z)k
(k − 1)!zs
∫ 1
0
(1− u)k−1 log z
∫ 1
0
F
(
(1− u)
(
1− log z
log x
)
+ u
(
1− (1− b) log z
log x
))
×H(ub)bkzubsdbdu+O((log 3z)k−1).
Hence, we have
Sk,1 =
(log z)k
(k − 1)!zs
∫ 1
0
∫ 1
0
bk(1− u)k−1F
(
1− (1− ub) log z
log x
)
H(ub)zubsdbdu
+O((log 3z)k−1). (5.20)
We perform three changes of variables. First, u = 1− v so that
Sk,1 =
(log z)k
(k − 1)!zs
∫ 1
0
∫ 1
0
bkvk−1F
(
1− (1− b(1− v)) log z
log x
)
H(b(1− v))zb(1−v)sdbdv
+O((log 3z)k−1). (5.21)
Second, we set v = ab so that
Sk,1 =
(log z)k
(k − 1)!zs
∫ 1
0
∫ b
0
ak−1F
(
1− (1− b(1− ab ))
log z
log x
)
H(b(1− ab ))zb(1−
a
b )sdadb
+O((log 3z)k−1). (5.22)
Finally, we set b = u+ a and we obtain
Sk,1 =
(log z)k
(k − 1)!zs
∫∫
u+a≤1
a,u≥0
ak−1F
(
1− (1− u) log z
log x
)
H(u)zusdadu+O((log 3z)k−1)
=
(log z)k
(k − 1)!zs
∫ 1
0
(1− u)k−1F
(
1− (1− u) log z
log x
)
H(u)zusdu+O((log 3z)k).
Hence, by induction on l, we obtain
Sk,l =
(log z)k+1
(k + l − 1)!zs
∫ 1
0
(1− u)k+l−1F
(
1− (1− u) log z
log x
)
H(u)zusdu+O((log 3z)k+l−1),
as it was to be shown.
We shall also need the following Mellin inversion formula. For n ≤ y one has
P [n] =
∑
i
ai
(log y)i
(log(y/n))i =
∑
i
aii!
(log y)i
1
2pii
∫
(1)
(y
n
)s ds
si+1
. (5.23)
Note that if n > y, then the right-hand side vanishes. From the inverse Mellin transform
of the gamma function we have
e−l/T
3
=
1
2pii
∫
(1)
T 3zΓ(z)l−zdz. (5.24)
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5.4 Proof of Proposition 5.4
First we keep in mind that
ψ2(σ0 + it) = χ(
1
2 − it)
∑
hk≤y2
µ2(h)
h1/2−itk1/2+it
P2[hk],
as well as
ψ3(σ0 + it) = χ
2(12 + it)
∑
mn≤y3
µ3(m)d(n)
m1/2+itn1/2−it
P3[mn].
Inserting this in the integral yields
I23(α, β) =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)χ(12 − it)
×
∑
hk≤y2
µ2(h)
h1/2−itk1/2+it
P2[hk]χ
2(12 + it)
∑
mn≤y3
µ3(m)d(n)
m1/2+itn1/2−it
P3[mn]dt.
Recalling that χ(12 + it)χ(
1
2 − it) = 1, and pulling out the sums we obtain
I23(α, β) =
∑
hk≤y2
∑
mn≤y3
µ2(h)µ3(m)d(n)
(hkmn)1/2
P2[hk]P3[mn]J23
where
J23 =
∫ ∞
−∞
w(t)
(
km
hn
)−it
χ(12 + it)ζ(
1
2 + α+ it)ζ(
1
2 + β − it)dt.
We then use the Stirling formula
χ(12 + β − it)χ(12 + it) =
(
t
2pi
)−β
(1 +O(t−1)),
as well as the functional equation ζ(12 +β− it) = χ(12 +β− it)ζ(12 −β+ it), which allows
us to rewrite J23 with the −β inside the ζ function, i.e.
J23 =
∫ ∞
−∞
w(t)
(
km
hn
)−it
χ(12 + it)ζ(
1
2 + α+ it)χ(
1
2 + β − it)ζ(12 − β + it)dt
=
∫ ∞
−∞
w(t)
(
km
hn
)−it( t
2pi
)−β
ζ(12 + α+ it)ζ(
1
2 − β + it)dt+O(T ε).
We employ Lemma 5.10 so that
J23 =
∫ ∞
−∞
w(t)
(
km
hn
)−it( t
2pi
)−β( ∞∑
l=1
σα,−β(l)
l1/2+it
e−l/T
3
dt+O(T−1+ε)
)
+O(T ε)
=
∞∑
l=1
σα,−β(l)
l1/2
e−l/T
3
∫ ∞
−∞
w(t)
(
kml
hn
)−it( t
2pi
)−β
dt+O(T ε).
Define
w0(t) = w(t)
(
t
2pi
)−β
and ŵ0
(
1
2pi
log
kml
hn
)
=
∫ ∞
−∞
w0(t)
(
kml
hn
)−it
dt. (5.25)
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Therefore
I23(α, β) =
∑
hk≤y2
∑
mn≤y3
µ2(h)µ3(m)d(n)
(hkmn)1/2
P2[hk]P3[mn]
∞∑
l=1
σα,−β(l)
l1/2
× e−l/T 3ŵ0
(
1
2pi
log
kml
hn
)
+Oε(T
ε(y2y3)
1/2).
We can bound the off diagonal terms, i.e. those where kml 6= hn, in a similar fashion
as in the proof of Proposition 5.6.
5.4.1 Main term (kml = hn):
From (5.23) and (5.24)
I23(α, β) = ŵ0(0)
∑
i,j
aii!bjj!
logiy2log
jy3
(
1
2pii
)3 ∫
(1)
∫
(1)
∫
(1)
T 3zΓ(z)ys2y
u
3
×
∑
kml=hn
µ2(h)µ3(m)σα,−β(l)d(n)
h1/2+sk1/2+sm1/2+un1/2+ul1/2+z
dzdsdu
si+1uj+1
+O(T 1−ε).
Let
S :=
∑
kml=hn
µ2(h)µ3(m)σα,−β(l)d(n)
h1/2+sk1/2+sm1/2+un1/2+ul1/2+z
(5.26)
Since the functions in (5.26) are completely multiplicative, a p-adic analysis shows that
S =
ζ8(1 + s+ u)ζ2(1 + α+ u+ z)ζ2(1− β + u+ z)
ζ2(1 + 2s)ζ6(1 + 2u)ζ2(1 + α+ s+ z)ζ2(1− β + s+ z)A(s, u, z). (5.27)
A detailed argument for obtaining (5.27) is given in the proof of (5.42). Here A(s, u, z)
is a certain arithmetical factor that is given by an Euler product that is absolutely
and uniformly convergent in some product of fixed half-planes containing the origin. In
particular when s = u = z, one has
A(s, s, s) =
∑
kml=hn
µ2(h)µ3(m)σα,−β(l)d(n)
(kmlhn)1/2+s
=
∑
kml=hn
µ2(h)µ3(m)σα,−β(l)d(n)
(kml)1+2s
=
∞∑
j=1
∑
kml=j
µ3(m)σα,−β(l)
(kml)1+2s
∑
hn|j
µ2(h)d(n) = 1,
since
∑
hn|j µ2(h)d(n) = 1 when j = 1 and vanishes when j > 1. Hence,
I23(α, β) = ŵ0(0)
∑
i,j
aii!bjj!
logiy2log
jy3
(
1
2pii
)3 ∫
(1)
∫
(1)
∫
(1)
T 3zΓ(z)ys2y
u
3
× ζ
8(1 + s+ u)ζ2(1 + α+ u+ z)ζ2(1− β + u+ z)
ζ2(1 + 2s)ζ6(1 + 2u)ζ2(1 + α+ s+ z)ζ2(1− β + s+ z)A(s, u, z)
dzdsdu
si+1uj+1
+O(T 1−ε). (5.28)
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The next step is to deform the s- and u- contours to Re(s) = Re(u) = δ, and then deform
the z-contour to −2δ/3, where δ > 0 is some fixed constant such that the arithmetical
factor converges absolutely. This implies that we pick up a pole at z = 0 coming from
Γ(z). The bound for the integral on the new lines of integration is
|ŵ0(0)|
(y2y3
T 2
)δ  T 1−ε.
Consequently, we are left with
I23(α, β) = ŵ0(0)
∑
i,j
aii!bjj!
logiy2log
jy3
K23 +O(T
1−ε), (5.29)
where
K23 =
(
1
2pii
)2 ∫
(δ)
∫
(δ)
ys2y
u
3
ζ8(1 + s+ u)ζ2(1 + α+ u)ζ2(1− β + u)
ζ2(1 + 2s)ζ6(1 + 2u)ζ2(1 + α+ s)ζ2(1− β + s)
×A(s, u, 0) dsdu
si+1uj+1
.
Let K ′23 be the same integral as K23 but with A(s, u, 0) replaced by A(0, 0, 0). Since
A(s, u, 0) = 1 +O(|s|) +O(|u|), then K23 = K ′23 +O(Li+j−1). The variables s and u are
coupled together in the term ζ8(1 + s + u), so let us replace this by its Dirichlet series
and reverse the order of summation and integration. Hence, we get
K ′23 =
∑
n≤min(y2,y3)
d8(n)
n
K2K3,
where
K2 =
1
2pii
∫
(δ)
(y2
n
)s 1
ζ2(1 + 2s)ζ2(1 + α+ s)ζ2(1− β + s)
ds
si+1
,
and
K3 =
1
2pii
∫
(δ)
(y3
n
)u ζ2(1 + α+ u)ζ2(1− β + u)
ζ6(1 + 2u)
du
uj+1
.
The truncation of n is at min(y2, y3) = y3 since θ3 < θ2 and this is accomplished by
moving the u-integral to the far right. Let us now compute each integral separately.
Lemma 5.16. Suppose i ≥ 3 and j ≥ 7. Then
K2 =
4
(i− 2)!
d4
dx2dy2
eαx−βy
(
x+ y + log
y2
n
)i−2∣∣∣∣
x=y=0
+O(Li−7), (5.30)
as well as
K3 =
64(log y3/n)
j−2
(j − 6)!
∫∫
0≤a+b≤1
a,b≥0
(1− a− b)j−6ab
(y3
n
)−aα+bβ
dadb+O(Lj−3). (5.31)
Proof. First we examine K2. An argument along the lines of the prime number theorem
indicates that the integral K2 is captured by the residue at s = 0, with an error of
size (log y2/n)
−A for arbitrarily large A. But since n ≤ y3 we have that log(y2/n) ≥
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log(y2/y3) = (θ2 − θ3)L and hence this error is as desired. Using
ζ(s) =
1
s− 1 + γ +
∑
n
(−1)nγn(s− 1)n, (5.32)
where γn are the Stieltjes’ constants, indicates that
K2 = 4
1
2pii
∮ (y2
n
)s
(α+ s)2(−β + s)2 ds
si−1
+O(Li−7),
where the contour is a small circle enclosing 0. Hence
K2 = 4
d4
dx2dy2
eαx−βy
1
2pii
∮ (y2
n
ex+y
)s ds
si−1
∣∣∣∣
x=y=0
+O(Li−7)
=
4
(i− 2)!
d4
dx2dy2
eαx−βy
(
x+ y + log
y2
n
)i−2∣∣∣∣
x=y=0
+O(Li−7).
Let us now move on to K3. As we reasoned previously, the prime number theorem shows
that we can replace the contour by a small circle around the origin with radius  L−1,
with error O(1). On this contour and by the use of (5.32) we obtain
K3 = 64
1
2pii
∮ (y3
n
)u 1
(α+ u)2(−β + u)2
du
uj−5
+O(Lj−3).
Note the identity∫ 1
1/q
rα+u−1logτrdr =
(−1)ττ !
(α+ u)τ+1
− q
−α−u
(α+ u)τ+1
P (u, α, log q) (5.33)
where P is a polynomial in log q of degree τ − 1. Set q = y3/n. Only the first term of
the right-hand side above contributes when we insert this expression into K3. This is
because the contribution from the second term is
64q−α log q
1
2pii
∮
q−α(1 + (u+ α))
(α+ u)2(−β + u)2du,
which vanishes by taking the contour to be arbitrary large. Then K3 becomes
K3 = 64
∫ 1
1/q
∫ 1
1/(qr)
rα−1t−β−1 log r log t
1
2pii
∮
(qrt)u
du
uj−5
dtdr +O(Lj−3)
=
64
(j − 6)!
∫ 1
1/q
∫ 1
1/(qr)
rα−1t−β−1(log r log t)
(
log
y3
n
rt
)j−6
dtdr +O(Lj−3).
Finally, make the change of variables r = q−a and t = q−b so that after simplifications,
we get
K3 =
64(log y3/n)
j−2
(j − 6)!
∫∫
0≤a+b≤1
a,b≥0
(1− a− b)j−6ab
(y3
n
)−aα+bβ
dadb+O(Lj−3).
This proves both statements of the lemma.
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The sum over i becomes∑
i
aii!
(log y2)
i
K2 =
4
(log y2)
2
d4
dx2dy2
eαx−βy
∑
i
aii(i− 1)
(
x+ y
log y2
+
log y2/n
log y2
)i−2∣∣∣∣
x=y=0
+O(L−7)
=
4
(log y2)
2
d4
dx2dy2
eαx−βyP2′′
(
x+ y
log y2
+
log(y2/n)
log y2
) ∣∣∣∣
x=y=0
+O(L−7).
It is more convenient to write this as∑
i
aii!
(log y2)
i
K2 =
4
(log y2)
6
d4
dx2dy2
[
yαx−βy2 P2
′′
(
x+ y +
log(y2/n)
log y2
)]
x=y=0
+O(L−7).
For the sum over j we get
∑
j
bjj!
(log y3)
j
K3 =
∑
j
64bjj!
(log y3)
j
(log y3/n)
j−2
(j − 6)!
∫∫
0≤a+b≤1
a,b≥0
(1− a− b)j−6ab
×
(
log
y3
n
)−aα+bβ
dadb+O(L−3)
=
64(log y3/n)
4
(log y3)
6
∑
j
bjj(j − 1)(j − 2)(j − 3)(j − 4)(j − 5)
×
∫∫
0≤a+b≤1
a,b≥0
(
(1− a− b) log y3/n
log y3
)j−6
ab
(y3
n
)−aα+bβ
dadb
+O(L−3)
=
64(log y3/n)
4
(log y3)
6
∫∫
0≤a+b≤1
a,b≥0
(y3
n
)−aα+bβ
abP
(6)
3
×
(
(1− a− b) log y3/n
log y3
)
dadb+O(L−3).
Next, we recall that
ŵ0(0) = T
−βŵ(0)(1 +O(L−1)),
and therefore
I23(α, β) =
ŵ(0)
T β
∑
n≤y3
d8(n)
n
4
(log y2)
6
d4
dx2dy2
[
yαx−βy2 P2
′′
(
x+ y +
log(y2/n)
log y2
)]
x=y=0
× 64(log y3/n)
4
(log y3)
6
∫∫
0≤a+b≤1
a,b≥0
(y3
n
)−aα+bβ
abP
(6)
3
(
(1− a− b) log y3/n
log y3
)
dadb
+O(T/L)
=
256T−βŵ(0)
(log y2)
6(log y3)
2
d4
dx2dy2
(
yαx−βy2
∫∫
0≤a+b≤1
a,b≥0
∑
n≤y3
d8(n)
n
(log y3/n)
4
(log y3)
4
×
(y3
n
)−aα+bβ
abP2
′′
(
x+ y +
log(y2/n)
log y2
)
× P (6)3
(
(1− a− b) log(y3/n)
log y3
)
dadb
)∣∣∣∣
x=y=0
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+O(T/L).
The last step is to apply Lemma 5.12. We choose k = 8, x = y2, z = y3, F (u) =
P2
′′(x+ y + u), H(u) = u4P (6)3 ((1− a− b)u). These substitutions give∑
n≤y3
d8(n)
n1−aα+bβ
(log(y3/n))
4
(log y3)
4 P2
′′
(
x+ y +
log(x/n)
log x
)
P
(6)
3
(
(1− a− b) log(y3/n)
log y3
)
=
(log y3)
8(y3)
aα−bβ
7!
∫ 1
0
(1− u)7P2′′
(
x+ y + 1− (1− u) log y3
log x
)
× u4P (6)3 ((1− a− b)u)(y3)u(−aα+bβ)du+O(log7y3).
Inserting y2 = T
θ2 and y3 = T
θ3 we obtain that
c23(α, β) =
28
7!
(
θ3
θ2
)6 d4
dx2dy2
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
u4(1− u)7(y−x2 yau3 )−α(yy2y−ub3 T )
−β
× P2′′
(
x+ y + 1− (1− u)θ3
θ2
)
abP
(6)
3 ((1− a− b)u)dudadb
]
x=y=0
.
which is precisely the term appearing in Proposition 5.4.
5.5 Proof of Proposition 5.5
One has
ψ3(σ0 + it) = χ
2(12 − it)
∑
h1k1≤y3
µ3(h1)d(k1)
h
1/2−it
1 k
1/2+it
1
P3[h1k1],
as well as
ψ3(σ0 + it) = χ
2(12 + it)
∑
h2k2≤y3
µ3(h2)d(k2)
h
1/2+it
2 k
1/2−it
2
P3[h2k2].
Inserting these in the integral and pulling out the sums, we obtain
I33(α, β) =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)χ2(12 − it)
×
∑
h1k1≤y3
µ3(h1)d(k1)
h
1/2−it
1 k
1/2+it
1
P3[h1k1]χ
2(12 + it)
∑
h2k2≤y3
µ3(h2)d(k2)
h
1/2+it
2 k
1/2−it
2
P3[h2k2]dt
=
∑
h1,k1,h2,k2
µ3(h1)µ3(h2)d(k1)d(k2)
h
1/2
1 k
1/2
1 h
1/2
2 k
1/2
2
P3[h1k1]P3[h2k2]
×
∫ ∞
−∞
(
k1h2
h1k2
)−it
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)dt.
We now apply Lemma 5.11. Thus I33(α, β) = I
′
33(α, β) + I
′′
33(α, β), where I
′′
33 can be
obtained from I ′33 by switching α by −β and multiplying by(
t
2pi
)−α−β
= T−α−β +O(L−1),
Chapter 5. Twisted second moments of ζ 107
for t  T . From (5.23) we have
I33
′(α, β) =
∫ ∞
−∞
w(t)
∑
i,j
bibji!j!
(log y3)
i+j
∑
h1k2m=k1h2n
µ3(h1)µ3(h2)d(k1)d(k2)
(h1k1h2k2)
1/2m1/2+αn1/2+β
×
(
1
2pii
)3 ∫
(1)
∫
(1)
∫
(1)
(
y3
h1k1
)s( y3
h2k2
)u( t
2pimn
)zG(z)
z
dz
ds
si+1
du
uj+1
dt.
Let
S :=
∑
h1k2m=k1h2n
µ3(h1)µ3(h2)d(k1)d(k2)
(h1k1)
1/2+s(h2k2)
1/2+um1/2+α+zn1/2+β+z
(5.34)
Evaluating this p-adically (for details see the argument of the proof of (5.42)) one gets
S =
ζ13(1 + s+ u)ζ2(1 + β + u+ z)ζ2(1 + α+ s+ z)ζ(1 + α+ β + 2z)
ζ6(1 + 2u)ζ6(1 + 2s)ζ3(1 + β + s+ z)ζ3(1 + α+ u+ z)
B(s, u, z).
Again B(s, u, z) is an arithmetical factor converging absolutely and uniformly in a prod-
uct of half-planes containing the origin. As in the proof of Proposition 5.4, one can show
that B(s, s, s) = 1. This leaves us with
I33
′(α, β) =
∫ ∞
−∞
w(t)
∑
i,j
bibji!j!
(log y3)
i+j
(
1
2pii
)3 ∫
(1)
∫
(1)
∫
(1)
× ζ
13(1 + s+ u)ζ2(1 + β + u+ z)ζ2(1 + α+ s+ z)ζ(1 + α+ β + 2z)
ζ6(1 + 2u)ζ6(1 + 2s)ζ3(1 + β + s+ z)ζ3(1 + α+ u+ z)
×B(s, u, z)ys+u3
(
t
2pi
)zG(z)
z
dz
ds
si+1
du
uj+1
dt.
As in the previous computation, the next step is to move contours around carefully and
wisely. We take the s-, u- and z- contours of integration to δ > 0 small and then deform
z to −δ + ε crossing the simple pole of 1/z at z = 0 only. Recall that G(z) vanishes at
the pole of ζ(1 + α+ β + 2z). The new path of integration gives a contribution of
T 1+ε
(
y23
T
)δ
 T 1−ε.
We end up with
I33
′(α, β) = I330′(α, β) +O(T 1−ε),
where I330
′(α, β) corresponds to the residue at z = 0, i.e.
I330
′(α, β) = ŵ(0)ζ(1 + α+ β)
∑
i,j
bibji!j!
(log y3)
i+j
J3,
where
J3 =
(
1
2pii
)2 ∫
(δ)
∫
(δ)
ζ13(1 + s+ u)ζ2(1 + β + u)ζ2(1 + α+ s)
ζ6(1 + 2u)ζ6(1 + 2s)ζ3(1 + β + s)ζ3(1 + α+ u)
× ys+u3 B(s, u, 0)
ds
si+1
du
uj+1
.
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Since we want to decouple the function where s and u are present, we use Dirichlet series
for ζ(13)(1 + s+ u) and then reverse order of integration and summation to obtain
J3 =
∑
m≤y3
d13(m)
m
(
1
2pii
)2 ∫
(δ)
∫
(δ)
Bα,β(s, u, 0)
(y3
m
)s+u
× ζ
2(1 + α+ s)ζ2(1 + β + u)
ζ6(1 + 2u)ζ6(1 + 2s)ζ3(1 + β + s)ζ3(1 + α+ u)
ds
si+1
du
uj+1
.
Let us now take δ  L−1. We can trivially bound the integrals to show that
J33 =
∑
n≤y3
d13(n)
n
(
1
2pii
)2
L1L2 +O(log
i+j−2T ) logi+j−1T.
In particular, this means that we can use a Taylor series so that B(s, u, 0) = B(0, 0, 0) +
O(|s|+ |u|) and this allows us to write J3 = J3′+O(Li+j−2), say. This process decouples
the variables s and u so that
J3
′ =
∑
m≤y3
d13(m)
m
L1L2, (5.35)
where
L1 =
1
2pii
∫
(δ)
(y3
m
)s ζ2(1 + α+ s)
ζ6(1 + 2s)ζ3(1 + β + s)
ds
si+1
, (5.36)
and
L2 =
1
2pii
∫
(δ)
(y3
m
)u ζ2(1 + β + u)
ζ6(1 + 2u)ζ3(1 + α+ u)
du
uj+1
.
We observe that L2 is the same as L1 but with i replaced by j and α and β switched.
The result we will need is encapsulated below, its proof follows the proof of Lemma 6.1
of [BCY11].
Lemma 5.17. With L1 defined as in (5.36) and for some ν  (log log y3)−1 we have
L1 = 64
1
2pii
∮ (y3
m
)s (β + s)3
(α+ s)2
ds
si−5
+O(Li−8) +O
((
y3
m
)−ν
Lε
)
,
where the contour is a circle of radius  L−1 around the origin.
Let us now compute this integral. The result appears below.
Lemma 5.18. For i ≥ 6 we have
1
2pii
∮ (y3
m
)s (β + s)3
(α+ s)2
ds
si−5
=
1
(i− 6)!
d3
dx3
(
x+ log
y3
m
)i−4
eβx
×
∫ 1
0
c(1− c)6
(
y3
m
)−αc
e−αcxdc
∣∣∣∣
x=0
. (5.37)
Proof. Using simple derivatives one can write
I :=
1
2pii
∮ (
y3
m
)s (β + s)3
(α+ s)2
ds
si−5
=
d3
dx3
eβx
∮ (
ex
y3
m
)s 1
(α+ s)2
ds
si−5
∣∣∣∣
x=0
.
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Let us set q = exy3/m, so that
I = − d
3
dx3
eβx
∫ 1
1/q
rα−1 log r
(
1
2pii
∮
(rq)s
ds
si−5
)
dr
∣∣∣∣
x=0
. (5.38)
The second term of (5.33) yields an error which vanishes by taking the contour to be
arbitrarily large. Then, by Cauchy’s integral formula one has
I =
d3
dx3
eβx
∫ 1
1/q
rα−1 log r
1
(i− 6)!(log rq)
i−6dr
∣∣∣∣
x=0
=
1
(i− 6)!
d3
dx3
(
x+ log
y3
m
)i−4
eβx
∫ 1
0
c(1− c)6
(
y3
m
)−αc
e−αcxdc
∣∣∣∣
x=0
, (5.39)
by the change of variable r = q−c.
Applying Lemmas 5.17 and 5.18 to equation (5.35) yields
J ′3 =
∑
m6y3
d13(m)
m
L1L2
=
212
(i− 6)!(j − 6)!
d6
dx3dy3
exβ+αy
∑
m6y3
d13(m)
m
(
x+ log
y3
m
)i−4(
y + log
y3
m
)j−4
×
∫ 1
0
∫ 1
0
u(1− u)i−6v(1− v)j−6e−xαu−yβv
(y3
m
)−αu−βv
dudv
∣∣∣∣
x=y=0
+O(Li+j−2),
where we used Lemma 5.13 to obtain the error term. Hence, telescoping all the way
back to I ′33 and using the Dirichlet series for ζ(1 + α+ β) gives us
I ′33(α, β) =
wˆ(0)
α+ β
∑
i,j
bibji!j!
(log y3)
i+j
212
(i− 6)!(j − 6)!
∑
m6y3
d13(m)
m
d6
dx3dy3
exβ+αy
×
(
x+ log
y3
m
)i−4(
y + log
y3
m
)j−4 ∫ 1
0
∫ 1
0
u(1− u)i−6v(1− v)j−6
× e−xαu−yβv
(y3
m
)−αu−βv
dudv
∣∣∣∣
x=y=0
+O(TLε−1)
=
212wˆ(0)
α+ β
d6
dx3dy3
(∫ 1
0
∫ 1
0
ex(β−αu)+y(α−βv)
×
∑
m6y3
d13(m)
m
(x+ log y3m )
2(y + log y3m )
2
(log y3)
12
× P (6)3
(
(1− u)x+ log
y3
m
log y3
)
P
(6)
3
(
(1− v)y + log
y3
m
log y3
)(y3
m
)−αu−βv
dudv
)∣∣∣∣
x=y=0
+O(TLε−1)
A more convenient way to write this is as:
I ′33(α, β) =
212wˆ(0)
(α+ β)log14y3
d6
dx3dy3
(∫ 1
0
∫ 1
0
y
x(β−αu)+y(α−βv))
3
∑
m6y3
d13(m)
m
(y3
m
)−αu−βv
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×
(
x+
log y3m
log y3
)2(
y +
log y3m
log y3
)2
× P (6)3
(
(1− u)
(
x+
log y3m
log y3
))
P
(6)
3
(
(1− v)
(
y +
log y3m
log y3
))
dudv
)∣∣∣∣
x=y=0
+O(TLε−1).
Using Lemma 5.13 with k = 13, s = −αu − βv, x = z = y3, F (r) = (x+ r)2P (6)3 ((1 −
u)(x+ r)) as well as H(r) = (y + r)2P
(6)
3 ((1− v)(y + r)), we then obtain∑
m6y3
d13(m)
m1−αu−βv
(
x+
log y3m
log y3
)2
× P (6)3
(
(1− u)
(
x+
log y3m
log y3
))(
y +
log y3m
log y3
)2
P
(6)
3
(
(1− v)
(
y +
log y3m
log y3
))
=
(log y3)
13
12!y−αu−βv3
∫ 1
0
(1− r)12(x+ r)2P (6)3 ((1− u)(x+ r))(y + r)2P (6)3 ((1− v)(y + r))
× zr(−αu−βv)dr.
Putting this into I ′3(α, β) we obtain
I ′33(α, β) =
212wˆ(0)
(α+ β)log14y3
d6
dx3dy3
(∫ 1
0
∫ 1
0
∫ 1
0
y
x(β−αu)+y(α−βv)
3 y
−αu−βv
3
(log y3)
13
(12)!y−αu−βv3
× (1− r)12(x+ r)2P (6)3 ((1− u)(x+ r))(y + r)2
× P (6)3 ((1− v)(y + r))yr(−αu−βv)3 drdudv
)∣∣∣∣
x=y=0
=
212wˆ(0)
12!(α+ β) log y3
d6
dx3dy3
(∫ 1
0
∫ 1
0
∫ 1
0
y
β(x−v(r+y))+α(y−u(x+r))
3 (1− r)12
× (x+ r)2(y + r)2P (6)3 ((1− u)(x+ r))P (6)3 ((1− v)(y + r))drdudv
)∣∣∣∣
x=y=0
.
To form the full I33(α, β), recall that, as we discussed earlier, we need to add I
′
33 and
I ′′33, where I ′′33 is formed by taking I ′33, switching α and −β, and multiplying by T−α−β.
Letting
U(α, β) =
y
β(x−v(y+r))+α(y−u(x+r))
3 − T−α−βy−α(x−v(y+r))−β(y−u(x+r))3
α+ β
we then have
I33(α, β) =
212wˆ(0)
12! log y3
d6
dx3dy3
(∫ 1
0
∫ 1
0
∫ 1
0
y
β(x−v(r+y))+α(y−u(x+r))
3 (1− r)12(x+ r)2
× (y + r)2U(α, β)P (6)3 ((1− u)(x+ r))P (6)3 ((1− v)(y + r))drdudv
)∣∣∣∣
x=y=0
+O(TL−1+ε).
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Now write
U(α, β) = y
β(x−v(y+r))+α(y−u(x+r))
3
1− (Tyx+y−v(y+r)−u(x+r)3 )
−α−β
α+ β
,
and use the integral formula
1− z−α−β
α+ β
= log z
∫ 1
0
z−t(α+β)dt,
as well as y3 = T
θ3 so that
I33(α, β) =
212
12!
wˆ(0)
d6
dx3dy3
(∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
(1− r)12yβ(x−v(r+y))+α(y−u(x+r))3
×
(
1
θ3
+ (x+ y − v(y + r)− u(x+ r))
)
(x+ r)2(y + r)2
× P (6)3 ((1− u)(x+ r))P (6)3 ((1− v)(y + r))
× (Tyx+y−v(y+r)−u(x+r)3 )−t(α+β)dtdrdudv
)∣∣∣∣
x=y=0
.
Hence this proves Lemma 5.5.
5.6 Proof of Proposition 5.6
Inserting the relevant definitions of the mollifiers in the mean value integral yields
I42(α, β) =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)χ(12 + it)
×
∑
ab≤y2
µ2(a)
a1/2+itb1/2−it
P2[ab]
∑
c≤y4
µ(c)
c1/2−it
K∑
k=2
∑
p1···pk|c
log p1 · · · log pk
logky4
P˜k[c]dt
=
K∑
k=2
∑
ab≤y2
∑
c≤y4
µ2(a)µ(c)
(abc)1/2
P2[ab]
∑
p1···pk|c
log p1 · · · log pk
logky4
P˜k[c]J42,
where
J42 =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)χ(12 + it)
( a
bc
)−it
dt.
This integral was evaluated in [BCY11, eq. (5.7)] and once we apply Lemma 4.1 of
[BCY11] it is given by
J42 =
∞∑
n=1
σα,−β(n)
n1/2
e−n/T
3
∫ ∞
−∞
w(t)
(
t
2pi
)−β(an
bc
)−it
dt+O(T ε).
Therefore, when we insert (5.25) in I42 we have
I42(α, β) =
K∑
k=2
∞∑
n=1
∑
ab≤y2
∑
c≤y4
µ2(a)µ(c)σα,−β(n)
(abcn)1/2
e−n/T
3
P2[ab]
∑
p1···pk|c
log p1 · · · log pk
logky4
P˜k[c]
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× ŵ0
(
1
2pi
log
an
bc
)
+O(T (θ2+θ4)/2+ε).
5.6.1 Off diagonal terms (an 6= bc):
Since c ≤ y4, then the sum satisfies∑
p1···pk|c
log p1 · · · log pk
logky4
P˜k[c] d(c).
The off-diagonal terms are given by
C42(α, β) =
∞∑
l=1
∑
bc≤y1
∑
f≤y4
bl 6=cf
µ2(b)µ(f)σα,−β(l)
(bcfl)1/2
e−l/T
3
P2[bc]
×
K∑
k=2
∑
p1···pk|f
log p1 . . . log pk
logky4
P˜k[f ]
∫ ∞
−∞
w0(t)
(
bl
cf
)−it
dt.
In [BCY11] it is shown that
ŵ0(
1
2pi log x)B
T
(1 + 12pi
T
L log x)
B
, (5.40)
for any B ≥ 0. Let us split the above into
C42 = C
′
42 + C
′′
42, where C
′
42 =
∑
1≤l≤T 4
and C ′′42 =
∑
l>T 4
.
We have the following bound for C ′′42
C ′′42 
∑
l>T 4
∑
bc≤y2
∑
f≤y4
bl 6=cf
|µ2(b)||µ(f)|σα,−β(l)d(f)
(bcfl)1/2
e−l/T
3
∫ ∞
−∞
w0(t)dt
ε
∑
l>T 4
lε
l1/2
e−l/T
3
T ε
(∑
bc≤y2
1
(bc)1/2
)(∑
f≤y4
1
f1/2
)
ε T (θ2+θ4)/2+2ε
∑
l>T 4
1
l1/2−ε
e−l/T
3
ε T
3
2 +
1
2 (θ2+θ4)+5εe−T .
We now assume that θ2 + θ4 < 1. Fix δ0 such that 0 < δ0 < 1 − θ2 − θ4. For any
1 ≤ l ≤ T 4, 1 ≤ f ≤ T 4, 1 ≤ f ≤ y4 and any b, c ≥ 1 such that bc ≥ y2 for which cl 6= bf
we have ∣∣∣∣ blcf − 1
∣∣∣∣ ≥ 1cf ≥ 1y2y4 = 1T θ2+θ4 > 1T 1−δ .
Therefore, we can write ∣∣∣∣log blcf
∣∣∣∣ ≥ 12T 1−δ0 .
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Then by (5.40) with B = 2014δ0 we have, uniformly for all b, c, l and f in the above ranges,
that ∫ ∞
−∞
w0(t)
(
bl
cf
)−it
dtδ0
T
(1 + 12pi
T
L log x)
2014/δ0
δ0
(T log T )2014/δ0
T 2014/δ0
δ0
1
T 2012
.
We now use this to bound C ′42 as follows
C ′42 
∑
1≤l≤T 4
∑
bc≤y2
∑
f≤y4
bl 6=cf
|µ2(b)||µ(f)|σα,−β(l)d(f)
(bcfl)1/2
e−l/T
3
∣∣∣∣ ∫ ∞−∞w0(t)
(
bl
cf
)−it
dt
∣∣∣∣

∑
1≤l≤T 4
∑
bc≤y2
∑
f≤y4
bl 6=cf
T ε
(bcfl)1/2
1
T 2012
 T
2ε+2+
1
2 (θ2+θ4)
T 2012
 1
T 2009
.
This shows that the off-diagonal terms get absorbed in the error term and do not con-
tribute to our final answer.
5.6.2 Main term (an = bc):
From (5.23) and (5.24) we have
I42(α, β) = ŵ0(0)
K∑
k=2
∑
i,j
aia˜k,ji!j!
logiy2log
j+ky4
(
1
2pii
)3 ∫
(1)
∫
(1)
∫
(1)
T 3zΓ(z)yz12 y
z2
4
×
∑
an=bc
µ2(a)µ(c)σα,−β(n)
(ab)1/2+z1c1/2+z2n1/2+z
∑
p1···pk|c
log p1 · · · log pk dzdz1dz2
zi+11 z
j+1
2
+O(T 1−ε).
(5.41)
Let us define
Sk = Sk,α,β(z, z1, z2) =
∑
an=bc
µ2(a)µ(c)σα,−β(n)
(ab)1/2+z1c1/2+z2n1/2+z
∑
p1···pk|c
log p1 · · · log pk.
We begin by swapping the order of the sum so that
Sk = (−1)k
∑
pi 6=pj
i<j
log p1 . . . log pk
∑
cl=bp1...pkd
(d,p1...pk)=1
µ2(b)µ(f)σα,−β(l)
(bc)1/2+z1d1/2+z2 l1/2+z
1
(p1 . . . pk)
1/2+z2
= (−1)k
∑
pi 6=pj
i<j
log p1 . . . log pk
(p1 . . . pk)
1/2+z2
∑
b,c,d,f,l
(d,p1...pk)=1
µ2(b)µ(f)
(bc)1/2+z1d1/2+z2x1/2+α+zy1/2−β+z
.
As usual, let νp(n) denote the number of different prime factors of n. To simplify the
expressions that will take place shortly, we simplify this notation to νp(n) = n
′. With
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this in mind, the above becomes
Sk = (−1)k
∑
pi 6=pj
i<j
log p1 . . . log pk
(p1 . . . pk)
1/2+z2
×
∏
p∈{p1,··· ,pk}
( ∑
b′+x′+y′=c′+1
µ2(p
b′)
(pb′pc′)
1/2+z1(px′)
1/2+α+z
(py′)
1/2−β+z
)
×
∏
p/∈{p1,··· ,pk}
( ∑
b′+x′+y′=c′+d′
µ2(p
b′)µ(pd
′
)
(pb′pc′)
1/2+z1(pd′)
1/2+z2(px′)
1/2+α+z
(py′)
1/2−β+z
)
(5.42)
= (−1)k
∑
pi 6=pj
i<j
log p1 . . . log pk
(p1 . . . pk)
1/2+z2
Π1(k, α, β)
Π2(k, α, β)
×
∏
p
(
1 +
1
p1+α+z1+z
+
1
p1−β+z1+z
− 1
p1+α+z2+z
− 1
p1−β+z2+z
− 2
p1+2z1
+
2
p1+z1+z2
+O(p−2)
)
,
where
Π1(k, α, β) =
∏
p∈{p1,··· ,pk}
(
1
p1+α+z+z2
+
1
p1−β+z+z2
− 2
p1+z1+z2
+O(p−2)
)
,
and
Π2(k, α, β) =
∏
p∈{p1,··· ,pk}
(
1 +
1
p1+α+z1+z
+
1
p1−β+z1+z
− 1
p1+α+z2+z
− 1
p1−β+z2+z
− 2
p1+2z1
+
2
p1+z1+z2
+O(p−2)
)
.
This reduces the expression for Sk to the more tractable
Sk =
ζ(1 + α+ z1 + z)ζ(1− β + z1 + z)ζ2(1 + z1 + z2)
ζ(1 + α+ z2 + z)ζ(1− β + z2 + z)ζ2(1 + 2z1) A(α, β, z, z1, z2)
× (−1)k
∑
pi 6=pj
i<j
log p1 . . . log pk
×
∏
p∈{p1,··· ,pk}
E(p) +O(p−2)
1 + 1
p1+α+z1+z
+ 1
p1−β+z2+z − 2p1+2z1 − E(p) +O(p−2)
, (5.43)
where
E(p) =
1
p1+α+z+z2
+
1
p1−β+z+z2
− 2
p1+z1+z2
.
By comparing (5.42) and (5.43) we see that
ζ(1 + α+ z1 + z)ζ(1− β + z1 + z)ζ2(1 + z1 + z2)
ζ(1 + α+ z2 + z)ζ(1− β + z2 + z)ζ2(1 + 2z1) A(α, β, z, z1, z2)
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=
∏
p
( ∑
b′+x′+y′=c′+d′
µ2(p
b′)µ(pd
′
)
(pb′pc′)
1/2+z1(pd′)
1/2+z2(px′)
1/2+α+z
(py′)
1/2−β+z
)
. (5.44)
Reverting the p-adic analysis on the right-hand side of (5.44) one arrives at
ζ(1 + α+ z1 + z)ζ(1− β + z1 + z)ζ2(1 + z1 + z2)
ζ(1 + α+ z2 + z)ζ(1− β + z2 + z)ζ2(1 + 2z1) A(α, β, z, z1, z2)
=
∏
bxy=cd
µ2(b)µ(d)
(bc)1/2+z1(d)1/2+z2(x)1/2+α+z(y)1/2−β+z
=
∏
bl=cd
µ2(b)µ(d)σα,−β(l)
(bc)1/2+z1d1/2+z2 l1/2+z
, (5.45)
where in the ultimate step, we have used the definition of σα,−β(l). Using [BCY11, §5.6],
we can conclude that A(α, β, z, z, z) = 1 for all z. Let us denote the last line of (5.43)
by Hk. Then
Hk = (−1)k
∑
pi 6=pj
i<j
∏
p∈{p1,··· ,pk}
(log p)(E(p) +O(p−2))
×
(
1 + E(p)− 1
p1+α+z1+z
− 1
p1−β+z2+z
+
2
p1+2z1
+O(p−2)
)
= (−1)k
∑
pi 6=pj
i<j
∏
p∈{p1,··· ,pk}
(
E(p) log p+O
(
log p
p2
))
.
Next, we use the principle of inclusion-exclusion to write
Hk = (−1)k
(∑
p
E(p) log p+O
(
log p
p
))k
+
∑
p
B(p),
where
B(p)α,β,z,z1,z2
1
p2
.
The final step is to identify sums over p containing log p with their analytic counterparts
in terms of logarithmic derivatives of the zeta function by the use of
ζ ′
ζ
(s) = −
∞∑
n=1
Λ(n)
ns
= −
∑
p
log p
ps
(
1− 1
ps
)−1
,
to see that
Hk =
(
−ζ
′
ζ
(1 + α+ z + z2)− ζ
′
ζ
(1− β + z2 + z) + 2ζ
′
ζ
(1 + z + z2) +O(α, β, z, z1, z2)
)k
+D(α, β, z, z1, z2)
= Uk +
k−1∑
m=0
UmBm(α, β, z, z1, z2), (5.46)
where
U := 2
ζ ′
ζ
(1 + z1 + z2)− ζ
′
ζ
(1 + α+ z + z2)− ζ
′
ζ
(1− β + z + z2)
Chapter 5. Twisted second moments of ζ 116
and
Bm(α, β, z, z1, z2)α,β,z,z1,z2
∑
p
log p
p2
.
All of these terms are analytic in a larger region, thus we need only be concerned with
Uk. Next, we move the lines of integration to Re(z) = −δ+ ε and Re(z1) = Re(z2) = δ.
By deforming the contours like this, we cross the simple pole at z = 0 of Γ(z). The
integral on Re(z1) = Re(z2) = δ, and Re(z) = −δ + ε can be bounded by∣∣∣∣ŵ0(0)yδ02 yδ04T 3δ0
∣∣∣∣T 3ε  T 1−ε.
Hence
I42(α, β) = ŵ0(0)
K∑
k=2
∑
i,j
aia˜k,ji!j!
logiy2log
j+ky4
K42 +O(T
1−ε),
where
K42 =
(
1
2pii
)2 ∫
(δ)
∫
(δ)
yz12 y
z2
4
ζ(1 + α+ z1)ζ(1− β + z1)ζ2(1 + z1 + z2)
ζ(1 + α+ z2)ζ(1− β + z2)ζ2(1 + 2z1) A(α, β, 0, z1, z2)
×
(
2
ζ ′
ζ
(1 + z1 + z2)− ζ
′
ζ
(1 + α+ z2)− ζ
′
ζ
(1− β + z2)
)k dz1dz2
zi+11 z
j+1
2
.
LetK ′42 be the same integral asK42 but withA(α, β, z, z1, z2) replaced byA(α, β, 0, 0, 0) =
(−1)k. Then, just as before, K ′42 = K42 +O(Li+j−1). We wish to separate the variables
z1 and z2 by the use of a suitable Dirichlet series. Let us define the term involving ζ’s
in the integrand of K42 by Π42. Using the multinomial theorem we have
Π42 =
ζ(1 + α+ z1)ζ(1− β + z1)ζ2(1 + z1 + z2)
ζ(1 + α+ z2)ζ(1− β + z2)ζ2(1 + 2z1)
×
(
2
ζ ′
ζ
(1 + z1 + z2)− ζ
′
ζ
(1 + α+ z2)− ζ
′
ζ
(1− β + z2)
)k
= (−1)kk!
∑
l1+l2+l3=k
2l1
l1!l2!l3!
∞∑
n=1
(d ∗ Λ∗l1)(n)
n1+z1+z2
ζ(1 + α+ z1)ζ(1− β + z1)
ζ2(1 + 2z1)
× 1
ζ(1 + α+ z2)ζ(1− β + z2)
(
ζ ′
ζ
(1 + α+ z2)
)l2(ζ ′
ζ
(1− β + z2)
)l3
,
where we have used the Dirichlet convolution of
ζ2(s) =
∞∑
n=1
d(n)
ns
and − ζ
′
ζ
(s) =
∞∑
n=1
Λ(n)
ns
,
for Re(s) > 1 and where Λ∗l1 stands for convolving Λ ∗ · · · ∗ Λ exactly l1 times. Hence,
we get the splitting
K ′42 =
k!
logk y4
∑
l1+l2+l3=k
2l1
l1!l2!l3!
∑
n≤min(y2,y4)
(d ∗ Λl1)(n)
n
K1K2(l2, l3) +O(L
i+j−1),
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where
K1 =
1
2pii
∫
(δ)
(y2
n
)z1 ζ(1 + α+ z1)ζ(1− β + z1)
ζ2(1 + 2z1)
dz1
zi+11
,
and
K2(l2, l3) =
1
2pii
∫
(δ)
(y4
n
)z2 1
ζ(1 + α+ z2)ζ(1− β + z2)
×
(
ζ ′
ζ
(1 + α+ z2)
)l2(ζ ′
ζ
(1− β + z2)
)l3 dz2
zj+12
. (5.47)
From [BCY11, eq. (5.41)] we have
K1 =
4(log(y2/n))
i
(i− 2)!
∫∫
a+b≤1
(1− a− b)i−2
(y2
n
)−aα+bβ
dadb+O(Li−1).
By the Laurent series expansion around s = 1 of the logarithmic derivative of ζ(s) we
have that
ζ ′
ζ
(s) = − 1
s− 1 + γ +O(|s− 1|). (5.48)
Now we will compute the following contour integrations for different choices of l2 and
l3. This process yields the following cases.
1. If l2 = l3 = 0,
1
2pii
∮
qz2(α+ z2)(−β + z2) dz2
zj+12
=
d2
dxdy
eαx−βy
1
2pii
∮
(qex+y)
z2 dz2
zj+12
∣∣∣∣
x=y=0
=
1
j!
d2
dxdy
[
eαx−βy
(
x+ y + log
y4
n
)j ]
x=y=0
.
(5.49)
2. If l2 = 1 and l3 = 0,
− 1
2pii
∮
qz2(−β + z2) dz2
zj+12
= − d
dy
e−βy
1
2pii
∮
(qey)z2
dz2
zj+12
∣∣∣∣
y=0
= − 1
j!
d
dy
[
e−βy
(
y + log
y4
n
)j]
y=0
. (5.50)
3. By symmetry, if l2 = 0 and l3 = 1, then
− 1
2pii
∮
qz2(α+ z2)
dz2
zj+12
= − 1
j!
d
dy
[
eαy
(
y + log
y4
n
)j]
y=0
. (5.51)
4. If l2 = l3 = 1,
1
2pii
∮ (y4
n
)z2 dz2
zj+12
=
1
j!
logj
y4
n
.
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5. If l2 = 1 and l3 ≥ 2,
(−1)1+l3 1
2pii
∮ (y4
n
)z2 1
(−β + z2)l3−1
dz2
zj+12
= − 1
(l3 − 2)!
∫ 1
1/q
t−β−1logl3−2t
1
2pii
∮
(qt)z2
dz2
zj+12
dt
= − 1
j!(l3 − 2)!
∫ 1
n/y4
t−β−1logj
(y4
n
t
)
logl3−2tdt
= −(−1)
l3−2(log(y4/n))j+l3−1
j!(l3 − 2)!
∫ 1
0
(1− b)j
(y4
n
)bβ
bl3−2db. (5.52)
6. Again, by symmetry, if l2 ≥ 2 and l3 = 1, then
(−1)1+l2 1
2pii
∮ (y4
n
)z2 1
(α+ z2)
l2−1
dz2
zj+12
= −(−1)
l2−2(log(y4/n))j+l2−1
j!(l2 − 2)!
∫ 1
0
(1− b)j
(y4
n
)−bα
bl2−2db. (5.53)
7. If l2 = 0 and l3 ≥ 2,
(−1)l3 1
2pii
∮ (y4
n
)z2 α+ z2
(−β + z2)l3−1
dz2
zj+12
=
(−1)l3
j!(l3 − 2)!
d
dx
(
x+ log
y4
m
)j+l3−1
eαx
∫ 1
0
cl3−2(1− c)j
(
y4
m
)βc
eβcxdc
∣∣∣∣
x=0
.
(5.54)
8. If l2 ≥ 2 and l3 = 0,
(−1)l2 1
2pii
∮ (y4
n
)z2 −β + z2
(α+ z2)
l2−1
dz2
zj+12
+O(Lj−3−l2)
=
(−1)l2
j!(l2 − 2)!
d
dx
(
x+ log
y4
n
)j+l2−1
e−βx
∫ 1
0
cl2−2(1− c)j
(
y4
n
)−αc
e−αcxdc
∣∣∣∣
x=0
.
(5.55)
9. Finally, if l2 ≥ 2 and l3 ≥ 2,
(−1)l2+l3 1
2pii
∮ (y4
n
)z2 1
(α+ z2)
l2−1
1
(−β + z2)l3−1
dz2
zj+12
= (−1)l2+l3 (−1)
2−l2
(l2 − 2)!
(−1)2−l3
(l3 − 2)!
∫ 1
1/q
∫ 1
1/(qr)
rα−1t−β−1logl2−2rlogl3−2t
× 1
2pii
∮
(qrt)z2
dz2
zj+12
dtdr
=
1
j!(l2 − 2)!(l3 − 2)!
∫ 1
1/q
∫ 1
1/(qr)
rα−1t−β−1logl2−2rlogl3−2t log
(
rt
y4
n
)j
dtdr
=
(−1)l2+l3(log(y4/n))j+l2+l3−2
j!(l2 − 2)!(l3 − 2)!
∫∫
0≤a+b≤1
a,b≥0
(1− a− b)j
(y4
n
)−aα+bβ
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× al2−2bl3−2dadb. (5.56)
In the last step we used the substitutions r = q−a and t = q−b.
Going back to I42(α, β), we now have to perform the sums over i and j and then insert
them back into
I42(α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l2+l3=k
2l1
l1!l2!l3!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
×
∑
i
K1
aii!
logiy2
∑
j
a˜k,jj!
logjy4
K2(l2, l3) +O(TL
−1+ε). (5.57)
Since θ4 < θ2, we will now use min(y2, y4) = y4. From [BCY11, §5.5] we find∑
i
aii!
logiy2
K1 = 4
(log(y2/n))
2
(log y2)
2
∫∫
0≤a+b≤1
a,b≥0
(y2
n
)−aα+bβ
P2
′′
(
(1− a− b) log(y2/n)
log y2
)
dadb
+O(L−1).
For the j-sum, we need to consider each case separately.
5.6.2.1 The case l2 = l3 = 0
In this case, from (5.32), (5.48), (5.49), and a similar argument to that of of Lemma
5.16 we have
(0,0)∑
j
=
∑
j
a˜j,kj!
logjy4
K2(0, 0) =
d2
dxdy
eαx−βy
∑
j
a˜j,k
(
x+ y
log y4
+
log(y4/n)
log y4
)j∣∣∣∣
x=y=0
+O(L−3)
=
1
(log y4)2
d2
dxdy
yαx−βy4 P˜k
(
x+ y +
log(y4/n)
log y4
) ∣∣∣∣
x=y=0
+O(L−3).
Inserting this expression in (5.57) yields
I
(0,0)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1=k
2l1
l1!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(0,0)∑
j
+O(TL−1+ε)
= ŵ0(0)
K∑
k=2
k!
logky4
2k
k!
∑
n≤y4
(d ∗ Λ∗k)(n)
n
∑
i
(0,0)∑
j
+O(TL−1+ε)
=
4ŵ0(0)
(log y4)
2
K∑
k=2
k!
logky4
2k
k!
d2
dxdy
[
yαx−βy2
∫∫
0≤a+b≤1
a,b≥0
∑
n≤y4
(d ∗ Λ∗k)(n)
n1−aα+bβ
y−aα+bβ2
× P2′′
(
(1− a− b) log(y2/n)
log y2
)(
log(y2/n)
log y2
)2
× P˜k
(
x+ y +
log(y4/n)
log y4
)
dadb
]
x=y=0
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
2k
(1 + k)!
d2
dxdy
[
yαx−βy2
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(
1− (1− u)θ4
θ2
)2
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× (1− u)1+k
(
y1−u4
y2
)aα−bβ
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
× P˜k(x+ y + u)dudadb
]
x=y=0
+O(TL−1+ε),
where we have applied Lemma 5.15 with k = 2, l = k, s = −aα + bβ, z = y4, x = y2,
F (u) = u2P ′′2 ((1− a− b)u) and H(u) = P˜k(x+ y + u).
5.6.2.2 The case l2 = 1, l3 = 0
In this case, from (5.32), (5.48), (5.50), and a similar argument to that of Lemma 5.16
we have
(1,0)∑
j
=
∑
j
a˜j,kj!
logjy4
K2(1, 0) = − d
dy
e−βy
∑
j
a˜j,k
(
y
log y4
+
log(y4/n)
log y4
)j∣∣∣∣
y=0
+O(L−4)
= − 1
log y4
d
dy
y−βy4 P˜k
(
y +
log(y4/n)
log y4
) ∣∣∣∣
y=0
+O(L−4).
By an analogue argument as in the previous case
I
(1,0)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+1=k
2l1
l1!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(1,0)∑
j
+O(TL−1+ε)
= −4ŵ0(0)
K∑
k=2
2k−1
(k − 1)!
d
dy
[
y−βy4
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(
1− (1− u) log y4
log y2
)2
(1− u)k
×
(
y1−u4
y2
)aα−bβ
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(y + u)dudadb
]
y=0
+O(TL−1+ε),
where we have used k = 2, l = k − 1, s = −aα + bβ, z = y4, x = y2, F (u) =
u2P ′′2 ((1− a− b)u) and H(u) = P˜k(y + u) in Lemma 5.15.
5.6.2.3 The case l2 = 0, l3 = 1
In this case, from (5.32), (5.48), (5.51), and a similar argument to that of Lemma 5.16
we have
(0,1)∑
j
=
∑
j
a˜k,jj!
logjy4
K2(0, 1) = − d
dx
eαx
∑
j
a˜k,j
(
x
log y4
+
log(y4/n)
log y4
)j∣∣∣∣
x=0
= − 1
log y4
d
dx
yαx4 P˜k
(
x+
log(y4/n)
log y4
) ∣∣∣∣
x=0
+O(L−4).
Similarly
I
(0,1)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+1=k
2l1
l1!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(0,1)∑
j
+O(TL−1+ε)
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= −4ŵ0(0)
K∑
k=2
2k−1
(k − 1)!
d
dx
[
yαx4
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(
1− (1− u) log y4
log y2
)2
(1− u)k
×
(
y1−u4
y2
)aα−bβ
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(x+ u)dudadb
]
x=0
+O(TL−1+ε),
by setting k = 2, l = k − 1, s = −aα + bβ, z = y4, x = y2, F (u) = u2P ′′2 ((1 − a − b)u)
and H(u) = P˜k(x+ u) in Lemma 5.15.
5.6.2.4 The case l2 = 1, l3 = 1
In this case, from (5.32), (5.48), and Cauchy’s theorem we have
(1,1)∑
j
=
∑
j
a˜j,kj!
logjy4
K2(1, 1) =
∑
j
a˜j,k
(
log(y4/n)
log y4
)j
+O(L−5) = P˜k
(
log(y4/n)
log y4
)
+O(L−5).
Hence
I
(1,1)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+2=k
2l1
l1!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(1,1)∑
j
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
2k−2k
(k − 2)!
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(
1− (1− u)θ4
θ2
)2
(1− u)k−1
×
(
y1−u4
y2
)aα−bβ
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(u)dudadb
+O(TL−1+ε),
by setting k = 2, l = k − 2, s = −aα + bβ, z = y4, x = y2, F (u) = u2P ′′2 ((1 − a − b)u)
and H(u) = P˜k(u) in Lemma 5.15.
5.6.2.5 The case l2 = 1, l3 ≥ 2
In this case, from (5.32), (5.48), (5.52), and a similar argument to that of Lemma 5.16
we have
(1,l3)∑
j
=
∑
j
a˜j,kj!
logjy4
K2(1, l3)
= −(−1)
l3−2(log(y4/n))l3−1
(l3 − 2)!
∫ 1
0
∑
j
a˜j,k
(
(1− b)(log(y4/n))
log y4
)j(y4
n
)bβ
bl3−2db
+O(L−4−l3)
= −(−1)
l3−2(log(y4/n))l3−1
(l3 − 2)!
∫ 1
0
P˜k
(
(1− c) log(y4/n)
log y4
)(y4
n
)cβ
cl3−2dc
+O(L−4−l3).
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Therefore
I
(1,≥2)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+1+l3=k
2l1
l1!l3!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(1,l3)∑
j
+O(TL−1+ε)
= −4ŵ0(0)
K∑
k=2
k!
∑
l1+1+l3=k
2l1(−1)l3−2
l1!l3!(1 + l1)!(l3 − 2)!
×
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(
1− (1− u) log y4
log y2
)2
(1− u)1+l1ul3−1
(
y1−u4
y2
)aα−bβ
× cl3−2yucβ4 P2′′
(
(1− a− b)
(
1− (1− u) log y4
log y2
))
P˜k((1− c)u)dudcdadb
+O(TL−1+ε),
by setting k = 2, l = l1, z = y4, x = y2, s = −aα+ bβ + cβ, F (u) = u2P2′′((1− a− b)u)
and H(u) = ul3−1P˜k((1− c)u) in Lemma 5.15.
5.6.2.6 The case l2 ≥ 2, l3 = 1
In this case, from (5.32), (5.48), (5.53), and a similar argument to that of Lemma 5.16
we have
(l2,1)∑
j
=
∑
j
a˜j,kj!
logjy4
K2(l2, 1) +O(L
−4−l2)
= −(−1)
l2−2(log(y4/n))l2−1
(l2 − 2)!
∫ 1
0
P˜k
(
(1− c) log(y4/n)
log y4
)(y4
n
)−cα
cl2−2dc
+O(L−4−l2).
Similarly one has
I
(≥2,1)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l2+1=k
2l1
l1!l2!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(l2,1)∑
j
+O(TL−1+ε)
= −4ŵ0(0)
K∑
k=2
k!
∑
l1+l2+1=k
2l1(−1)l2−2
l1!l2!(1 + l1)!(l2 − 2)!
×
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(
1− (1− u) log y4
log y2
)2
(1− u)1+l1ul2−1
(
y1−u4
y2
)aα−bβ
× cl2−2y−ucα4 P2′′
(
(1− a− b)
(
1− (1− u) log y4
log y2
))
P˜k((1− c)u)dudcdadb
+O(TL−1+ε),
by setting k = 2, l = l1, z = y4, x = y2, s = −aα+ bβ − cα, F (u) = u2P2′′((1− a− b)u)
and H(u) = ul2−1P˜k((1− c)u) in Lemma 5.15.
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5.6.2.7 The case l2 = 0, l3 ≥ 2
By a similar argument to that of Lemmas 5.17, 5.18, and using Lemma 5.14 together
with equation (5.54) we have
(0,l3)∑
j
=
∑
j
a˜k,jj!
logjy4
K2(0, l3) +O(L
−3−l3)
=
∑
j
a˜k,jj!
logjy4
(−1)l3
j!(l3 − 2)!
d
dx
(
x+ log
y4
n
)l3+j−1
eαx
∫ 1
0
(y4
n
)cβ
(1− c)jcl3−2ecβxdc
∣∣∣∣
x=0
+O(L−3−l3)
=
(−1)l3
(l3 − 2)! log
l3−2y4
d
dx
[
yαx4
(
x+
log y4n
log y4
)l3−1
×
∫ 1
0
P˜k
(
(1− c)
(
x+
log y4n
log y4
))(y4
n
)cβ
cl3−2ecβx log y4dc
]
x=0
+O(L−3−l3),
after the change y = x/ log y4. As done previously
I
(0,l3)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l3=k
2l1
l1!l3!
∑
n6min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(0,l3)∑
j
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l3=k
2l1
l1!l3!
(−1)l3 logl3−2y4
(l3 − 2)!
d
dx
[
yαx4
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
× y−aα+bβ2
∑
n6y4
(d ∗ Λ∗l1)(n)
n1−aα+bβ+cβ
(
log(y2/n)
log y2
)2
P ′′2
(
(1− a− b) log(y2/n)
log y2
)
×
(
x+
log y4n
log y4
)l3−1
P˜k
(
(1− c)
(
x+
log y4n
log y4
))
y
cβ(1+x)
4 c
l3−2dadbdc
]
x=0
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
k!
∑
l1+l3=k
2l1(−1)l3
l1!l3!(l3 − 2)!(1 + l1)!
d
dx
[
yαx4
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
× (1− u)1+l1(x+ u)l3−1ycβ(u+x)4
(
y1−u4
y2
)aα−bβ(
1− (1− u)θ4
θ2
)2
cl3−2
× P ′′2
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)(x+ u))dadbdcdu
]
x=0
+O(TL−1+ε),
by setting k = 2, l = l1, z = y4, x = y2, s = −aα+ bβ + cβ, F (u) = u2P ′′2((1− a− b)u)
and H(u) = (x+ u)l3−1P˜k((1− c)(x+ u)) in Lemma 5.15.
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5.6.2.8 The case l2 ≥ 2, l3 = 0
Again, by a similar argument to that of Lemmas 5.17, 5.18, and using Lemma 5.14
together with equation (5.55) we have
(l2,0)∑
j
=
∑
j
a˜k,jj!
logjy4
K2(l2, 0) +O(L
−3−l2)
=
∑
j
a˜k,jj!
logjy4
(−1)l2
j!(l2 − 2)!
d
dx
(
x+ log
y4
n
)j+l2−1
× e−βx
∫ 1
0
(y4
n
)−αc
(1− c)jcl2−2e−αcxdc
∣∣∣∣
x=0
+O(L−3−l2)
=
(−1)l2
(l2 − 2)! log
l2−2y4
d
dx
[
y−βx4
(
x+
log y4n
log y4
)l2−1
×
∫ 1
0
P˜k
(
(1− c)
(
x+
log y4n
log y4
))(y4
n
)−αc
cl2−2y−αcx4 dc
]
x=0
+O(L−3−l2),
after the change y = x/ log y4. Likewise, one has
I
(l2,0)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l2=k
2l1
l1!l2!
∑
n6min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(l2,0)∑
j
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l2=k
2l1
l1!l2!
(−1)l2 logl2−2y4
(l2 − 2)!
d
dx
[
y−βx4
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
× y−aα+bβ2
∑
n6y4
(d ∗ Λ∗l1)(n)
n1−aα+bβ−αc
(
log(y2/n)
log y2
)2
P ′′2
(
(1− a− b) log(y2/n)
log y2
)
×
(
x+
log y4n
log y4
)l2−1
P˜k
(
(1− c)
(
x+
log y4n
log y4
))
y
−αc(1+x)
4 c
l2−2dadbdc
]
x=0
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
k!
∑
l1+l2=k
2l1
l1!l2!
(−1)l2
(l2 − 2)!(1 + l1)!
d
dx
[
y−βx4
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
× (1− u)1+l1(x+ u)l2−1y−αc(u+x)4
(
y1−u4
y2
)aα−bβ(
1− (1− u)θ4
θ2
)2
cl2−2
× P ′′2
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)(x+ u))dadbdcdu
]
x=0
+O(TL−1+ε),
by the use of k = 2, l = l1, z = y4, x = y2, s = −aα+bβ−αc, F (u) = u2P ′′2((1−a−b)u)
and H(u) = (x+ u)l3−1P˜k((1− c)(x+ u)) in Lemma 5.15.
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5.6.2.9 The case l2 ≥ 2, l3 ≥ 2
Lastly, from (5.32), (5.48), and a similar argument to that of Lemma 5.16 we have
(l2,l3)∑
j
=
∑
j
a˜k,jj!
logjy4
K2(l2, l3) +O(L
−3−l2−l3)
=
(−1)l2+l3(log(y4/n))l2+l3−2
(l2 − 2)!(l3 − 2)!
×
∫∫
0≤a+b≤1
a,b≥0
P˜k
(
(1− a− b)
(
log(y4/n)
log y4
))(y4
n
)−aα+bβ
al2−l2bl3−2dadb
+O(L−3−l2−l3).
Finally,
I
(l2,l3)
42 (α, β) = ŵ0(0)
K∑
k=2
k!
logky4
∑
l1+l2+l3=k
2l1
l1!l2!l3!
∑
n≤min(y2,y4)
(d ∗ Λ∗l1)(n)
n
∑
i
(l2,l3)∑
j
+O(TL−1+ε)
= 4ŵ0(0)
K∑
k=2
k!
∑
l1+l2+l3=k
2l1(−1)l2+l3
l1!l2!l3!(1 + l1)!(l2 − 2)!(l3 − 2)!
×
∫∫∫∫
0≤a+b≤1
0≤g+h≤1
a,b,g,h≥0
∫ 1
0
(1− u)k+l−1
(
y4
y2
)aα−bβ(
1− (1− u) log y4
log y2
)2
× P2′′
(
(1− a− b)
(
1− (1− u) log y4
log y2
))
P˜k((1− g − h)u)
× y−aαu−gαu+bβu+hβu4 ul2+l3−2gl2−2hl3−2dudadbdgdh+O(TL−1+ε),
by setting k = 2, l = l1, z = y4, x = y2, s = −aα+bβ−gα+hβ, F (u) = u2P2′′((1−a−b)u)
and H(u) = ul2+l3−2P˜k((1− g − h)u) in Lemma 5.15.
5.7 Proof of Proposition 5.7
We will first focus on the error terms. From [Con89, p. 11, Proposition] we can obtain
the right order of magnitude of the error term for I11(α, β, w) when θ1 < 4/7 − ε. To
see the error terms for I14(α, β, w) and I44(α, β, w), we will proceed as follows. First we
set ψ1(s) =
∑
n≤y1 b(n)n
−s and ψ4(s) =
∑
m≤y4 c(n)n
−s. We state our result following
a similar style to that of Proposition of [Con89].
Proposition 5.19. Let θ1 < 4/7− ε, θ4 < 3/7− ε, and T/2 ≤ w ≤ T . Then we have
I14(α, β, w) =
∑
(β, α)− e−(α+β)L∑(−α,−β)
α+ β
+O(L−1+ε), (5.58)
where ∑
(β, α) :=
∑
n≤y1
m≤y4
b(n)c(m)
n1+αm1+β
(n,m)1+α+β.
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Proof. For the sake of brevity, we will follow the proof of Proposition of [Con89]. More
precisely we will follow the steps starting from equation (50) and ending in equation
(69). The only modification we need is that b(h, P1) = b(h) and b(k, P2) = c(k). By
doing so, we arrive to the following step:
M(α, β, s) =
∑
m,n
mα+β−sn−s
∑
h≤y1
k≤y4
b(h)c(k)
h1−s+βk1−s+α
e
(
mnH¯
K
)
, (5.59)
where H = h/(h, k), K = k/(h, k) and e(x) = e2piix. The fact that stops us from
following the next step in [Con89] is that c(k) 6= µ(k)F (k), for some smooth function F .
We estimate (5.59) trivially. Using the fact b(h) hε and c(k) kε we have
M(α, β, s) y1+ε+η1 y1+ε+η4
for s = 1 + η + it and η  1/L. This gives us the required error term.
Following the same ideas, we also have
Proposition 5.20. Let θ4 < 1/2− ε and T/2 ≤ w ≤ T . Then we have
I44(α, β, w) =
∑′(β, α)− e−(α+β)L∑′(−α,−β)
α+ β
+O(L−1+ε), (5.60)
where ∑′
(β, α) =
∑
n,m≤y4
c(n)c(m)
n1+αm1+β
(n,m)1+α+β. (5.61)
Combining the main term of I11(α, β, w), I14(α, β, w), and I44(α, β, w) yields the main
term of Lemma 2 of [Fen12] provided that θ1 < 4/7−ε and θ4 < 3/7−ε. This completes
the proof of Proposition 5.7.
5.8 Proof of Proposition 5.8
When we insert the definitions of the mollifiers
ψ1(s) =
∑
a≤y1
µ(a)
as−σ0−1/2
P1[a],
and
ψ3(s) = χ
2(s+ 12 − σ0)
∑
bc≤y3
µ3(b)d(c)
bs−σ0−1/2c1/2−s+σ0
P3[bc],
in the mean-value integral we have
I13(α, β) =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)ψ1ψ3(σ0 + it)dt (5.62)
=
∑
a≤y1
∑
bc≤y3
µ(a)µ3(b)d(c)
(abc)1/2
P1[a]P3[bc]J13,
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where
J13 =
∫ ∞
−∞
w(t)ζ(12 + α+ it)ζ(
1
2 + β − it)χ2(12 + it)
(
b
ac
)−it
dt.
Using the same procedure as in the previous section (i.e. approximation of χ(12 + β −
it)χ(12 + it), followed by the functional equation of ζ(
1
2 + β − it)), we obtain
J13 =
∫ ∞
−∞
w(t)
(
t
2pi
)−β( b
ac
)−it
ζ(12 + α+ it)ζ(
1
2 − β + it)χ(12 + it)dt+O(T ε).
From the Stirling formula we have
χ(12 + it) = F (t) + E(T ),
where
F (t) = eipi/4
(
t
2pie
)−it
and E(t) 1
T
.
Note that ∫ ∞
−∞
w(t)
(
t
2pi
)−β( b
ac
)−it
ζ(12 + α+ it)ζ(
1
2 − β + it)E(t)dt
 1
T
∫ 2T
T/4
|ζ(12 + α+ it)||ζ(12 − β + it)|dt
1
T
log T.
Thus, we are left with
J13 =
∫ ∞
−∞
w(t)
(
t
2pi
)−β( b
ac
)−it
ζ(12 + α+ it)ζ(
1
2 − β + it)F (t)dt+Oε(T ε).
Now we use Lemma 5.10 to see that
J13 =
∫ ∞
−∞
w(t)
(
t
2pi
)−β( b
ac
)−it( ∞∑
l=1
σα,−β(l)
l1/2+it
e−l/T
3
+O(T−1+ε)
)
F (t)dt+Oε(T
ε)
=
∫ ∞
−∞
w(t)
(
t
2pi
)−β( b
ac
)−it( ∞∑
l=1
σα,−β(l)
l1/2+it
e−l/T
3
)
F (t)dt+Oε(T
ε)
=
∞∑
l=1
σα,−β(l)
l1/2+it
e−l/T
3
∫ ∞
−∞
w(t)
(
t
2pi
)−β( bl
ac
)−it
F (t)dt+Oε(T
ε).
For all 1 ≤ a ≤ y1, 1 ≤ b ≤ y3, 1 ≤ c ≤ y3 and any l ≥ 1 we have
tbl
2pieac
≥ T
4
1
2piey1y3
=
T
8pieT θ1+θ3
≥ T ε0 , (5.63)
provided θ1 < 4/7 − ε and θ3 < 3/7 − ε. We also recall the fact w(r)(t)  (L/T )r.
Therefore from (5.63) and by the aid of integration by parts we have∫ ∞
−∞
w(t)
(
t
2pi
)−β( tbl
2pieac
)−it
dtr,ε0
1
T r
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for any fixed integer r. This leaves us with
J13 r,ε0
1
T r
∞∑
l=1
σα,−β(l)
l1/2+it
e−l/T
3
+Oε(T
ε)ε0,ε T ε.
Putting this back into I13(α, β) we see that
I13 ε0,ε T ε
∑
a≤y1
bc≤y3
|µ(a)µ3(b)d(c)|
(abc)1/2
|P1[a]P3[bc]| ε0,ε T 2ε
∑
a≤y1
bc≤y3
1
(abc)1/2
,
since P1 and P3 are real polynomials in logarithms. Finally, we have
I13 ε0,ε T 2ε
(∑
a≤y1
1√
a
)(∑
m≤y3
d(m)√
m
)
ε0,ε T 3εy1/21 y1/23 ε0,ε T 3ε+(θ1+θ3)/2
= T
1
2 +3ε−2ε0 . (5.64)
This completes the proof the proposition.
5.9 Proof of Proposition 5.9
First we note that the extra term of the logarithms satisfies
log p1 · · · log pk
logky4
 1.
Moreover, their sum is ∑
p1···pk|c
log p1 · · · log pk
logky4
P˜k[c] d(c) cε.
Hence, this proof follows the exact same procedure as when we dealt with the cross term
I13(α, β) in Section 5.8.
5.10 Application
Let N(T ) denote the number of zeros ρ = β+ iγ of ζ(s) with 0 < γ < T and 0 < β < 1.
Let N0(T ) denote the number of such zeros with β =
1
2 , and let N
∗
0 (T ) denote the
number of such zeros and which are simple as well. We define κ and κ∗ by
κ = lim inf
T→∞
N0(T )
N(T )
, κ∗ = lim inf
T→∞
N∗0 (T )
N(T )
.
In 1942 Selberg [Sel42] proved that κ > 0; in other words, a positive proportion of the
zeros of the Riemann zeta-function lies on the critical line σ = 12 . Since then there have
been improvements on the actual value of κ. Of these results we note Levinson’s 1974
[Lev74] result that κ ≥ .3474. In 1985, Conrey and Ghosh [CG85] simplified Levinson’s
method and later in 2010, Young [You10] gave a much shorter proof of Levinson’s result.
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In 1989, Conrey [Con89] used deep arithmetical results on Kloosterman sums due to
Deshouillers and Iwaniec [DI82, DI84] and his own analytic devices [BCHB85, Con83a,
Con83b] to set the record at κ ≥ .4088. In the early 2010’s Bui, Conrey and Young
[BCY11], and slightly afterward Feng [Fen12], improved this to κ ≥ .4105 and κ ≥ .4128,
respectively. However, as mentioned in the introduction, the result κ ≥ .4128 is not clear.
In this section we provide the following application of Theorem 5.1.
Theorem 5.21. We have
κ ≥ .410725 and κ∗ ≥ .405824.
Let Q(x) be a real polynomial satisfying Q(0) = 1 as well as Q(x)+Q(1−x) = constant,
and define
V (s) = Q
(
− 1
L
d
ds
)
ζ(s).
Since
|ψ2(s)| 
√
t
(y2
t
)σ
L2 and |ψ3(s)|  t
(y3
t2
)σ
L4, (5.65)
then logψ(s) is analytic. Hence ψ(s) is a valid mollifier in Levinson’s method (see
[Lev74]) and it satisfies the inequality
κ ≥ 1− 1
R
log
(
1
T
∫ T
1
|V ψ(σ0 + it)|2dt
)
+ o(1),
where σ0 = 1/2 − R/L, and where R is a bounded positive real number of our choice.
Choosing Q(x) to be a linear polynomial yields a lower bound on the percent of simple
zeros κ∗. Let us denote the integral in (5.9) by I(α, β). Then we have∫ T
1
|V ψ(σ0 + it)|2dt = Q
(−1
L
d
dα
)
Q
(−1
L
d
dβ
)
I(α, β)
∣∣∣∣
α=β=−R/L
. (5.66)
Also one has
Q
( −1
log T
d
dα
)
X−α = Q
(
logX
log T
)
X−α. (5.67)
Combining (5.66) and (5.67) we have
Theorem 5.22. Suppose that θ1 = 4/7− ε, θ2 = 1/2− ε, θ3 = 3/7− ε and θ4 = 3/7− ε
for ε > 0 small. Then ∫ T
1
|V ψ(σ0 + it)|2dt = cT +Oε(TL−1+ε),
where c is an explicit constant that depends on Q,P1, P2, P3, R, θ1, θ2, θ3, θ4 and P˜k for
k = 2, 3, . . . ,K.
The constant c is given by c = c11 + 2c12 + c22 + 2c23 + c33 + 2c14 + 2c24 + c44. The value
of c11 + 2c14 + c44 was given in the main term of [Fen12, Eq. (5.3)]. The expressions of
c12 and c22 were given in [BCY11, Eq. (3.4) and Eq. (3.6)]. The remaining values, i.e.
c23, c33, c13, c24 and c34 are now given below. Applying (5.67) on Propositions 5.4 and
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5.5 and setting α = β = −R/L, we get
c23 =
28
7!
(
θ3
θ2
)6
eR
d6
dx3dy3
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
u4(1− u)7eR[θ2(y−x)+uθ3(a−b)]Q(−xθ2 + auθ3)
×Q(1 + yθ2 − buθ3)P2′′
(
x+ y + 1− (1− u)θ3
θ2
)
(5.68)
× abP (6)3 ((1− a− b)u)dudadb
]
x=y=0
,
and
c33 =
212
12!
d6
dx3dy3
(∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
(
1
θ3
+ (x+ y − v(y + r)− u(x+ r))
)
× (1− r)12e−θ3R(x+y−v(y+r)−u(x+r))e2Rt(1+θ3(x+y−v(y+r)−u(x+r)))
×Q(θ3(−x+ v(y + r)) + t(1 + θ3(x+ y − v(y + r)− u(x+ r))))
×Q(θ3(−y + u(x+ r)) + t(1 + θ3(x+ y − v(y + r)− u(x+ r))))
× ((1− u)(x+ r))P (6)3 ((1− v)(y + r))
× (x+ r)2(y + r)2P (6)3 dtdrdudv
)∣∣∣∣
x=y=0
.
Finally, from using (5.67) on Proposition 5.6 and setting α = β = −R/L, we obtain
c24 = c42 = 4e
R
K∑
k=2
(c
(0,0)
42 (k) + c
(0,1)
42 (k) + c
(1,0)
42 (k) + c
(1,1)
42 (k) + c
(1,≥2)
42 (k) + c
(≥2,1)
42 (k)
+ c
(0,≥2)
42 (k) + c
(≥2,0)
42 (k) + c
(≥2,≥2)
42 (k)),
where
c
(0,0)
42 (k) =
2k
(k + 1)!
d2
dxdy
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)1+k
× eR[θ2(a−x)+θ4a(u−1)]+R[θ2(y−b)+θ4b(−u+1)]
×
(
1− (1− u)θ4
θ2
)2
P˜k(x+ y + u)P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
×Q(θ2(a− x) + θ4a(u− 1))Q(θ2(y − b) + θ4b(−u+ 1) + 1)dudadb
]
x=y=0
,
c
(1,0)
42 (k) = −
2k−1
(k − 1)!
d
dy
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)keR[−θ4(1−u)a+θ2a]+R[θ4(b(1−u)+y)−θ2b]
×
(
1− (1− u)θ4
θ2
)2
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(y + u)
×Q(−θ4(1− u)a+ θ2a)Q(θ4(b(1− u) + y)− θ2b+ 1)dudadb
]
y=0
,
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c
(0,1)
42 (k) = −
2k−1
(k − 1)!
d
dx
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)keR[−θ4((1−u)a+x)+θ2a]eR[θ4b(1−u)−θ2b]
×
(
1− (1− u)θ4
θ2
)2
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(x+ u)
×Q(−θ4((1− u)a+ x) + θ2a)Q(θ4b(1− u)− θ2b+ 1)dudadb
]
x=0
,
c
(1,1)
42 (k) =
2k−2k
(k − 2)!
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
(1− u)k−1eR[θ4(−(1−u)a)+θ2a]eR[θF b(1−u)−θ2b]
×
(
1− (1− u)θ4
θ2
)2
P2
′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k(u)
×Q(θ4(−(1− u)a) + θ2a)Q(θF b(1− u)− θ2b+ 1)dudadb,
c
(1,≥2)
42 (k) = −k!
∑
l1+1+l3=k
2l1(−1)l3−2
l1!l3!(1 + l1)!(l3 − 2)!
×
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(
1− (1− u)θ4
θ2
)2
(1− u)1+l1
× eR[θ4a(u−1)+θ2a]eR[θ4(b(1−u)−uc)−θ2b]
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)u)ul3−1cl3−2
×Q(θ4a(u− 1) + θ2a)Q(θ4(b(1− u)− uc)− θ2b+ 1)dudcdadb,
with l3 ≥ 2,
c
(≥2,1)
42 = −k!
∑
l1+l2+1=k
2l1(−1)l2−2
l1!l2!(1 + l1)!(l2 − 2)!
×
∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
(
1− (1− u)θ4
θ4
)2
(1− u)1+l1
× eR[θ4(a(u−1)+uc)+θ2a]eR[θ4b(1−u)−θ2b]
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ4
))
P˜k((1− c)u)ul2−1cl2−2
×Q(θ4(a(u− 1) + uc) + θ2a)Q(θ4b(1− u)− θ2b+ 1)dudcdadb,
with l2 ≥ 2,
c
(≥2,0)
42 = k!
∑
l1+l2=k
2l1(−1)l2
l1!l2!(l2 − 2)!(1 + l1)!
d
dx
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
× (1− u)1+l1(x+ u)l2−1
(
1− (1− u)θ4
θ2
)2
cl2−2
× eR[θ4(c(u+x)−(1−u)a)+θ2a]+R[θ4(x+(1−u)b)−θ2b]
×Q(θ4(c(u+ x)− (1− u)a) + θ2a)Q(θ4(x+ (1− u)b)− θ2b+ 1)
Chapter 5. Twisted second moments of ζ 132
× P ′′2
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)(x+ u))dadbdcdu
]
x=0
with l2 ≥ 2,
c
(0,≥2)
42 = k!
∑
l1+l3=k
2l1(−1)l3
l1!l3!(l3 − 2)!(1 + l1)!
d
dy
[ ∫∫
0≤a+b≤1
a,b≥0
∫ 1
0
∫ 1
0
× (1− u)1+l1(y + u)l3−1
(
1− (1− u)θ4
θ2
)2
cl3−2
× eR[θ4(−y−a(1−u))+θ2a]+R[θ4(−c(u+y)+b(1−u))−θ2b]
×Q(θ4(−y − a(1− u)) + θ2a)Q(1− θ2b+ θ4(−c(u+ y) + b(1− u)))
× P ′′2
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− c)(y + u))dadbdcdu
]
y=0
with l3 ≥ 2,
c
(≥2,≥2)
42 (k) = k!
∑
l1+l2+l3=k
2l1(−1)l2+l3
l1!l2!l3!(1 + l1)!(l2 − 2)!(l3 − 2)!
×
∫∫∫∫
0≤a+b≤1
0≤g+h≤1
a,b,g,h≥0
∫ 1
0
(1− u)k+l−1
(
1− (1− u)θ4
θ2
)2
× eR[θ4(au+gu−a)+θ2a]eR[θ4(b−bu−hu)−θ2b]
× P2′′
(
(1− a− b)
(
1− (1− u)θ4
θ2
))
P˜k((1− g − h)u)
×Q(θ4(au+ gu− a) + θ2a)Q(θ4(b− bu− hu)− θ2b+ 1)
× ul2+l3−2gl2−2hl3−2dudadbdgdh,
with l2 ≥ 2 and l3 ≥ 2.
Finally, we use Mathematica to numerically evaluate c with the following particular
choices of parameters. Set R = 1.295, θ1 = 4/7, θ2 = 1/2, θ3 = 3/7, θ4 = 3/7 and
K = 3,
Q(x) = 0.492203 + 0.621972(1− 2x)− 0.148163(1− 2x)3 + 0.033988(1− 2x)5
P1(x) = x+ 0.229117x(1− x)− 2.932318x(1− x2) + 4.856163x(1− x3)
− 2.309993x(1− x4),
P˜2(x) = −0.072644x+ 1.559440x2,
P˜3(x) = 0.701568x− 0.554403x2,
and keep the coefficients of all the other polynomials temporarily set to zero, we then
have κ ≥ .410725.
Moreover, by setting R = 1.1195, θ1 = 4/7, θ2 = 1/2, θ3 = 3/7, θ4 = 3/7 and taking,
Q∗(x) = .483872 + .516128(1− 2x),
P ∗1 (x) = .827329x+ .0108498x
2 + .0815758x3 + .181027x4 − .100781x5,
P ∗2 (x) = .0326349x
3 − .0056269x4 + .00783646x5,
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and keeping the coefficients of all the other polynomials temporarily set to zero, we then
get κ∗ ≥ .405824.

Chapter 6
Zeta functions on tori using
contour integration
6.1 Introduction
Zeta regularization and the theory of spectral zeta functions are powerful and elegant
techniques that allow one to assign finite values to otherwise manifestly infinite quantities
in a unique and well-defined way [Eli12, EOR+94, Kir02].
Suppose we have a compact smooth manifold M with a Riemannian metric g and a
corresponding Laplace-Beltrami operator ∆ = ∆(g), where ∆ has a discrete spectrum
0 = λ0 < λ1 < λ2 < · · · , lim
j→∞
λj =∞. (6.1)
If we denote by nj the finite multiplicity of the j-th eigenvalue λj of ∆ then, by a result of
H. Weyl [Wey12], which says that the asymptotic behavior of the eigenvalues as j →∞
is λj ∼ j2/ dimM , we can construct the corresponding spectral zeta function as
ζM (s) =
∞∑
j=1
nj
λsj
, (6.2)
which is well-defined for Re(s) > 12 dimM . Minakshisundaram and Pleijel [MP49]
showed that ζM (s) admits a meromorphic continuation to the whole complex plane
and that, in particular, ζM (s) is holomorphic at s = 0. This, in turn, means that
exp[−ζ ′M (0)] is well-defined and Ray and Singer [RS71] set the definition
det(∆) =
∞∏
k=1
λnkk := e
−ζ′M (0), (6.3)
where it is understood that the zero eigenvalue of ∆ is not taken into the product. The
motivation for this definition comes from the formal computation
exp
[
− d
ds
∣∣∣∣
s=0
∞∑
k=1
nk
λsk
]
= exp
[ ∞∑
k=1
nk log λk
]
=
∞∏
k=1
enk log λk =
∞∏
k=1
λnkk . (6.4)
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As long as the spectrum is discrete, the definition coming from (6.3) is suitable for
more general operators on other infinite dimensional spaces. In particular, it is useful
for Laplace-type operators on smooth manifolds of a vector bundle over M , see e.g.
[Nak03, Wil10].
6.2 Argument principle technique
Let us introduce the basic ideas used in this chapter by considering a generic one di-
mensional second order differential operator O := −d2/dx2 +V (x) on the interval [0, 1],
where V (x) is a smooth potential. Let its eigenvalue problem be given by
Oφn(x) = λnφn(x), (6.5)
and choose Dirichlet boundary conditions φn(0) = φn(1) = 0. This problem can be
translated to a unique initial value problem [KL08, Kir10, LS75]
(O − λ)uλ(x) = 0, (6.6)
with uλ(0) = 0 and u
′
λ(0) = 1. The eigenvalues λn then follow as the solutions to the
equation
uλ(1) = 0, (6.7)
where uλ(1) is an analytic function of λ. Let us recall the argument principle from
complex analysis. It states that if f is a meromorphic function inside and on some
counterclockwise contour γ with f having neither zeroes nor poles on γ, then∫
γ
dz
f ′(z)
f(z)
= 2pii(N − P ), (6.8)
where N and P are, respectively, the number of zeros and poles of f inside the contour
γ. There is a slightly stronger version of this statement called the generalized argument
principle, stating that if f is meromorphic in a simply connected set D which has zeroes
aj and poles bk, if g is an analytic function in D, and if we let γ be a closed curve in D
avoiding aj and bk, then∑
j
g(aj)n(γ, aj)−
∑
k
g(bk)n(γ, bk) =
1
2pii
∫
γ
dz g(z)
f ′(z)
f(z)
, (6.9)
where n(γ, a) is the winding number of the closed curve γ with respect to the point
a /∈ γ, defined as
n(γ, a) =
1
2pii
∫
γ
dz
z − a ∈ Z. (6.10)
If we let f be a polynomial with zeros z1, z2, · · · and g(z) := zs, then
1
2pii
∫
γ
dz zs
f ′(z)
f(z)
= zs1 + z
s
2 + · · · , (6.11)
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or equivalently
1
2pii
∫
γ
dz zs
d
dz
log f(z) =
∑
n
zsn. (6.12)
Taking into account the asymptotic properties of uλ(1) and making the substitutions
z → λ and s→ −s, we see that [Kir02, KL08, Kir10]
1
2pii
∫
γ
dλλ−s
d
dλ
log uλ(1) =
∑
n
λ−sn := ζO(s), (6.13)
since the eigenvalues λn are solutions of uλ(1) = 0. As before, γ is a counterclockwise
contour that encloses all eigenvalues, which we assume to be positive; see Fig. 6.1. The
Eigenvalues
Γ
ReHzLBranch cut
Im HzL
Figure 6.1: Integration contour γ.
pertinent remarks for the case when finitely many eigenvalues are non-positive are given
in [KM04]. It is important to note that the asymptotic behavior of uλ(1) as |λ| → ∞ is
given by [Kir10, LS75]
uλ(1) ∼ sin
√
λ√
λ
. (6.14)
This implies that the integral representation for ζO(s) is valid for Re(s) > 12 and, there-
fore, we must continue it analytically if we are to take its derivative at s = 0 to compute
the determinant of O.
The next step [KL08, Kir10] necessary to evaluate this integral is to deform the con-
tour suitably. These deformations are allowed provided one does not cross over poles
or branch cuts of the integrand. By assumption, for our integrand the poles are on the
real axis and, as customary, we define the branch cut of λ−s to be on the negative real
axis. This means that, as long as the behavior at infinity is appropriate, we are allowed
to deform the contour to the one given in Fig. 6.2. The result of this deformation, after
shrinking the contour to the negative real axis, is
ζO(s) =
sinpis
pi
∫ ∞
0
dλλ−s
d
dλ
log u−λ(1). (6.15)
Chapter 6. Zeta functions on tori 138
Eigenvalues
Γ
ReHzLBranch cut
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Figure 6.2: Deformed integration contour γ.
To establish the limits of the validity of this integral representation we must examine
the behavior of the integrand for λ→∞, namely one has [KM04, Kir10]
u−λ(1) ∼ sin(i
√
λ)
(i
√
λ)
∼ e
√
λ
2
√
λ
. (6.16)
Thus, to leading order in λ, the integrand behaves as λ−s−
1
2 , which means that conver-
gence at infinity is established for Re(s) > 12 , as we discussed above. On the other hand,
when λ → 0 the behavior λ−s follows. Consequently the integral representation (6.15)
is well-defined for
1
2
< Re(s) < 1. (6.17)
The analytic continuation to the left is accomplished by subtracting the leading λ→∞
asymptotic behavior of u−λ(1) [Kir02]. Carrying out this procedure results in one part
that is finite at s = 0 and another part for which the analytic continuation can be
constructed relatively easily.
The partition of ζO that keeps the λ→ 0 term unaffected and that should improve the
λ→∞ part is accomplished by splitting the integration range as
ζO(s) = ζO,asy(s) + ζO,f(s), (6.18)
where
ζO,f(s) =
sinpis
pi
∫ 1
0
dλλ−s
d
dλ
log u−λ(1) +
sinpis
pi
∫ ∞
1
dλλ−s
d
dλ
log
[
u−λ(1)
(
2
√
λ
e
√
λ
)]
,
(6.19)
and
ζO,asy(s) =
sinpis
pi
∫ ∞
1
dλλ−s
d
dλ
log
e
√
λ
2
√
λ
. (6.20)
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Clearly, we have constructed ζO,f(s) in such a way that it is already analytic at s = 0
and, thus, its derivative at s = 0 can be computed immediately
ζ ′O,f(0) = − log[2e−1u0(1)]. (6.21)
For this case, the analytic continuation to a meromorphic function on the complex plane
now follows from ∫ ∞
1
dλλ−α =
1
α− 1 for Re(α) > 1. (6.22)
Applying the above to ζO,asy(s) yields
ζO,asy(s) =
sinpis
2pi
(
1
s− 1/2 −
1
s
)
, (6.23)
and thus
ζ ′O,asy(0) = −1. (6.24)
The contribution from both terms then becomes
ζ ′O(0) = − log[2u0(1)]. (6.25)
Note how we could numerically evaluate the determinant of O without using a single
eigenvalue explicitly [Kir10].
6.3 Description of the problem
Let us next introduce the notions needed for the investigations of the Eisenstein series.
Let M be a compact smooth manifold with dimension d and let s ∈ C with Re(s) > d/2,
furthermore let H denote the upper half-plane H = {τ = τ1 + iτ2, τ1 ∈ R, τ2 > 0}.
Definition 6.1. For c ∈ R+ and ~r ∈ Rd+ the homogeneous Epstein zeta function is
defined as [Eps03, Eps07]
ζE(s, c|~r) :=
∑
~m∈Zd
1
(c+ r1m21 + · · ·+ rdm2d)s
. (6.26)
If c = 0 then it is understood that the summation ranges over ~m 6= ~0.
Definition 6.2. Let Z2∗ = Z × Z \ {(0, 0)} and τ ∈ H with Re τ = τ1 and Im τ = τ2 .
For Re(s) > 1 the nonholomorphic Eisenstein series is defined as [Wil10]
E∗(s, τ) :=
∑
(m,n)∈Z2∗
τ s2
|m+ nτ |2s . (6.27)
Note that for τ = i the nonholomorphic Eisenstein series is related to the homogeneous
Epstein zeta function by
E∗(s, i) =
∑
(m,n)∈Z2∗
1
(m2 + n2)s
= ζE(s, 0|~12), (6.28)
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where ~12 = (1, 1). The non-holomorphic Eisenstein series is not holomorphic in τ but it
can be continued analytically beyond Re(s) > 1 except at s = 1, where there is a simple
pole with residue equal to pi.
Definition 6.3. For τ ∈ H, the Dedekind eta function is defined as
η(τ) := epiiτ/12
∞∏
n=1
(1− e2piinτ ).
While η(τ) is holomorphic on the upper half-plane, it cannot be continued analytically
beyond it. The fundamental properties are that it satisfies the following functional
equations.
Proposition 6.4. One has
η(τ + 1) = epii/12η(τ),
η(−τ−1) = √−iτη(τ),
for τ ∈ H.
The first equation is very easy to show and the proof of the second one can be found in
most books on modular forms, see for instance [Bum98]. With this in mind, the constant
term in the Laurent expansion of E∗(s, τ) is given in the following theorem (see, e.g.,
[Wil10]).
Theorem 6.5 (Kronecker’s first limit formula).
lim
s→1
(
E∗(s, τ)− pi
s− 1
)
= 2pi(γ − log 2− log τ1/22 |η(τ)|2).
A modular form of weight k > 0 and multiplier condition C for the group of substitutions
generated by τ → τ + λ and τ → − 1τ is a holomorphic function f(τ) on H satisfying
[GM03]
(i) f(τ + λ) = f(τ),
(ii) f(− 1τ ) = C( τi )kf(τ),
(iii) f(τ) has a Taylor expansion in e(2piiτ/λ) (cf (i)): f(τ) =
∑∞
n=0 ane
2piinτ/λ, i.e. ”f
is holomorphic at ∞”.
The space of such f is denoted by M(λ, k, C) and furthermore if a0 = 0 then f is a cusp
form. The group of substitutions generated by τ → τ + 1 and τ → − 1τ is
SL(2,Z) =
{(
a b
c d
)
such that a, b, c, d ∈ Z and ad− bc = 1
}
,
therefore modular forms of weight k satisfy
f
(
aτ + b
cτ + d
)
= (cτ + d)kf(τ).
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The Dedekind eta function is a modular form of weight k = 12 . Moreover, it satifies
η
(
aτ + b
cτ + d
)
= ε(a, b, c, d){−i(cτ + d)}1/2η(τ),
where ε(a, b, c, d) = ebpii/12 if c = 0, and if c > 0 then
ε(a, b, c, d) = exp
(
ipi
{
a+ d
12c
− s(−d, c)
})
,
where s(h, k) is the Dedekind sum
s(h, k) =
k−1∑
r=1
r
k
(
hr
k
−
⌊
hr
k
⌋
− 1
2
)
.
Finally, the non-holomorphic Eisenstein series can alternatively be defined as
E∗(s, τ) = ζR(2s)
∑
(m,n)
gcd(m,n)=1
τ s2
|mτ + n|2s ,
where ζR(s) is the Riemann zeta function, and it is unchanged by the substitutions
τ → aτ + b
cτ + d
coming from any matrix of SL(2,Z). Selberg and Chowla were interested in the problem
of the analytic continuation of E∗(s, τ) as a function of s and its functional equation.
Their idea was to consider the Fourier expansion of E∗(s, τ) given by
E∗(s, τ) = E(s, τ1 + iτ2) =
∑
m∈Z
am(s, τ2)e
2piimτ1 ,
where am is the Fourier coefficient
am(τ2, s) =
∫ 1
0
E(s, τ1 + iτ2)e
−2piimτ1dτ1.
The explicit formulas for these coefficients are given by [Bum98, GM03]
a0 = 2ζR(2s)τ
s
2 + 2φ(s)ζR(2s− 1)τ1−s2 ,
where
φ(s) =
√
pi
Γ(s− 12)
Γ(s)
,
and
an = 2
τ
1/2
2 Ks−1/2(2pi |n| τ2)
pi−sΓ(s)
|n|s−1σ1−2s(n),
where for n ≥ 1 and v ∈ C, we let
σv(n) :=
∑
0<d
d|n
dv
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denote the divisor function. In general, φ(s) is called the constant or scattering term
and an with n ≥ 1 is the non-trivial term.
In this chapter, we propose to recover these results by contour integration on the com-
plex plane without Fourier techniques.
Indeed, the existence of two (or more) general methods of obtaining analytic contin-
uations and functional equations of zeta functions has been known since Riemann’s
1859 paper [Rie59] on the distribution of prime numbers (see [Tit86, §2]).
6.4 Eigenvalue problem set up
For fixed τ = τ1 + iτ2 ∈ H the general τ -Laplacian is
∆τ = − 1
τ22
[(
∂
∂x
+ τ1
∂
∂y
)2
+
(
τ2
∂
∂y
)2]
= − 1
τ22
[
∂2
∂x2
+ (τ21 + τ
2
2 )
∂2
∂y2
+ 2τ1
∂
∂x
∂
∂y
]
.
(6.29)
Now we let M = S1 × S1 be a complex torus and the corresponding integral lattice is
(see Fig. 6.3)
Lτ := {a+ bτ | a, b ∈ Z}, M := C\Lτ . (6.30)
The relevant eigenvalue problem is
∆τφλ(x, y) = λ
2φλ(x, y), (6.31)
with periodic boundary conditions
φλ(x, y) = φλ(x+ 1, y),
∂
∂x
φλ(x, y) =
∂
∂x
φλ(x+ 1, y), (6.32)
on x, as well as
φλ(x, y) = φλ(x, y + 1),
∂
∂y
φλ(x, y) =
∂
∂y
φλ(x, y + 1), (6.33)
on y. By taking the eigenfunctions to be
φm,n(x, y) = e
−2piimxe−2piiny, (6.34)
with (m,n) ∈ Z2∗, we see that
∆τφm,n(x, y) =
(2pi)2
τ22
[m2 + 2τ1mn+ (τ
2
1 + τ
2
2 )n
2]φm,n(x, y)
=
(2pi)2
τ22
|m+ nτ |2 φm,n(x, y).
Therefore, the eigenvalues to consider are
λ2m,n =
(2pi)2
τ22
|m+ nτ |2 = (2pi)
2
τ22
(m+ nτ)(m+ nτ¯), (m,n) ∈ Z2∗, (6.35)
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Figure 6.3: τ parametrizes the complex structure of this parallelogram [Nak03].
and we define the following spectral function.
Definition 6.6. For Re(s) > 1 and τ ∈ H, the associated spectral zeta function of the
general τ -Laplacian on the complex torus is defined to be
ζ∆τ (s) :=
∑
λ
(λ2)−s = (2pi)−2sτ2s2
∑
(m,n)∈Z2∗
|m+ nτ |−2s = (2pi)−2sτ s2E∗(s, τ), (6.36)
where E∗(s, τ) is the non-holomorphic Eisenstein series.
6.5 Main result
A majority of the cases treated in the literature of spectral zeta functions [Eli12, EOR+94,
Kir10] have eigenvalues which give rise to homogeneous Epstein zeta functions, of the
type (6.26), with no mixed terms mn (or equivalently, where there is no mixed partial
derivative ∂2/∂x∂y in the Laplacian). In particular, the inhomogeneous Epstein zeta
function ζE(s) =
∑
(m,n)∈Z2∗ Q(m,n)
−s for a general quadratic form Q(m,n) = am2 +
bmn+cn2 with b 6= 0 has not been computed with the argument principle, only with Pois-
son summation. This therefore constitutes a new application of the contour integration
method which does not exist in the literature and where different insights are gained (in
[Sie59] contour integration is used but the essential step is accomplished through Fourier
methods). More general cases with Q′(m,n) = am2 + bmn+ cn2 +dm+ en+f , where f
is a real positive constant, and in higher dimensions as well, have been treated in [Eli12]
by means of Poisson summation.
We split the summation into n = 0, m ∈ Z\{0} and n 6= 0, m ∈ Z. Thus we write
ζ∆τ (s) = (2pi)
−2sτ2s2
∞∑
m=−∞
′ m−2s + (2pi)−2sτ2s2
∞∑
n=−∞
′
∞∑
m=−∞
[(m+ nτ)(m+ nτ¯)]−s
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:= 2(2pi)−2sτ2s2 ζR(2s) + (2pi)
−2sτ2s2 ζI(s),
where ζR(s) denotes the Riemann zeta function and
ζI(s) =
∞∑
n=−∞
′
∞∑
m=−∞
[(m+ nτ)(m+ nτ¯)]−s.
Summation with a prime indicates that we remove the term corresponding to n = 0
and m = 0. We represent the zeta function ζI(s) in terms of a contour integral; the
summation over m is expressed using sin(pik) = 0. Thus, we write
ζI(s) =
∞∑
n=−∞
′
∫
γ
dk
2pii
[(k + nτ)(k + nτ¯)]−s
d
dk
log sin(pik),
where γ is the contour in Fig. 6.4. When deforming the contour, we need to know the
ImHkL
ReHkL
Γu
Γl
Figure 6.4: Contour γ enclosing the eigenvalues.
location of the branch cuts. So we solve for
(k + nτ)(k + nτ¯) = −α,
where α ∈ R and α ≥ 0. Writing τ = τ1 + iτ2, we have
k2 + n2|τ |2 + knτ¯ + knτ + α = 0, (6.37)
so that
k = −nτ1 ±
√
n2(τ21 − |τ |2)− α = −nτ1 ±
√
−n2τ22 − α.
We notice that
−n2τ22 − α 6 0,
and the branch cuts are something like the ones given in Fig. 6.5. Let us denote the
branch points by znb and z¯
n
b , thus
znb = −nτ1 + i
√
n2τ22 = −nτ1 + i |n| τ2.
The natural deformation is, therefore, as indicated in Fig. 6.6. When shrinking the
contours to the branch cuts, the parametrizations will be done according to the following:
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Figure 6.5: Location of the branch points
ImHkL
ReHkL
Figure 6.6: Newly deformed contour enclosing the branch cuts
1. for the upper contour
k = znb + e
ipi/2u, u ∈ (∞, 0],
k = znb + e
−3ipi/2u, u ∈ [0,∞);
2. similarly for the lower contour
k = z¯nb + e
−ipi/2u, u ∈ [0,∞),
k = z¯nb + e
3ipi/2u, u ∈ (∞, 0].
For ζI(s) this gives
ζI(s) =
∞∑
n=−∞
′
{∫ 0
∞
du
2pii
[(znb + e
ipi/2u+ nτ)(znb + e
ipi/2u+ nτ¯)]−s
d
du
log sin(pi[znb + e
ipi/2u])
+
∫ ∞
0
du
2pii
[(znb + e
−3ipi/2u+ nτ)(znb + e
−3ipi/2u+ nτ¯)]
−s d
du
log sin(pi[znb + e
−3ipi/2u])
+
∫ ∞
0
du
2pii
[(z¯nb + e
−ipi/2u+ nτ)(z¯nb + e
−ipi/2u+ nτ¯)]
−s d
du
log sin(pi[z¯nb + e
−ipi/2u])
+
∫ 0
∞
du
2pii
[(z¯nb + e
3ipi/2u+ nτ)(z¯nb + e
3ipi/2u+ nτ¯)]
−s d
du
log sin(pi[z¯nb + e
3ipi/2u])
}
.
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We next rewrite the integrands using the fact that znb and z¯
n
b solve the quadratic equation
(6.37) with α = 0. We then use the notation
ζI(s) = ζ
(1)
I (s) + ζ
(2)
I (s) + ζ
(3)
I (s) + ζ
(4)
I (s)
to denote each individual (infinite) sum above. Let us start with ζ
(1)
I (s): we begin by
computing
(znb + e
ipi/2u+ nτ)(znb + e
ipi/2u+ nτ¯) = eipi(u2 + 2u |n| τ2),
so that we have
ζ
(1)
I (s) =
∞∑
n=−∞
′ (−e−ipis)
∫ ∞
0
du
2pii
(u2 + 2u |n| τ2)−s d
du
log sin(pi[znb + iu]).
Redoing the same computation for ζ
(2)
I (s), but replacing e
ipi/2 with e−3ipi/2 yields
(znb + e
−3ipi/2u+ nτ)(znb + e
−3ipi/2u+ nτ¯) = e−ipi(u2 + 2u |n| τ2),
so that
ζ
(2)
I (s) =
∞∑
n=−∞
′ eipis
∫ ∞
0
du
2pii
(u2 + 2u |n| τ2)−s d
du
log sin(pi[znb + iu])
and, combining the two terms,
ζ
(1)
I (s) + ζ
(2)
I (s) =
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du(u2 + 2u |n| τ2)−s d
du
log sin(pi[znb + iu]).
We next consider the log terms in order to perform the analytic continuation. A suitable
rewriting is
sin(pi[znb + iu]) =
eipi(iu+z
n
b ) − e−ipi(iu+znb )
2i
= − 1
2i
epiu−ipiz
n
b (1− e−2piu+2ipiznb ).
Note that e2ipiz
n
b = e2ipi(−nτ1+i|n|τ2) is exponentially damped for large |n|. We therefore
write
ζ
(1)
I (s) + ζ
(2)
I (s) =
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du
(u2 + 2u |n| τ2)s
d
du
log[epiu−ipiz
n
b (1− e−2piu+2ipiznb )]
=
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du
(u2 + 2u |n| τ2)s
{
pi +
d
du
log(1− e−2piu+2ipiznb )
}
=: ζ
(12,1)
I (s) + ζ
(12,2)
I (s),
where we define
ζ
(12,1)
I (s) := sin(pis)
∞∑
n=−∞
′
∫ ∞
0
du(u2 + 2u |n| τ2)−s,
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and
ζ
(12,2)
I (s) :=
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du(u2 + 2u |n| τ2)−s d
du
log(1− e−2piu+2ipiznb ).
To compute the derivative at s = 0 we only need to find the analytical continuation
of ζ
(12,1)
I (s) since ζ
(12,2)
I (s) is already valid for all s ∈ C. In order to accomplish this
continuation we note that, for 12 < Re(s) < 1,∫ ∞
0
du u−s(u+ 2x)−s = x1−2s
Γ(1− s)Γ(s− 12)
2
√
pi
. (6.38)
With this in mind, we write
ζ
(12,1)
I (s) = sin(pis)
∞∑
n=−∞
′
∫ ∞
0
du
(u2 + 2u |n| τ2)s = 2 sin(pis)
∞∑
n=1
∫ ∞
0
duu−s(u+ 2nτ2)−s
= 2 sin(pis)
Γ(1− s)Γ(s− 12)
2
√
pi
τ1−2s2
∞∑
n=1
n1−2s =
√
piΓ(s− 12)
Γ(s)
τ1−2s2 ζR(2s− 1).
The branch in the lower half-plane is handled accordingly. In order to simplify the
integrand, we note the analogy between the first and third case: eipi/2 → e−ipi/2, znb → z¯nb .
Thus
(z¯nb + e
−ipi/2u+ nτ)(z¯nb + e
−ipi/2u+ nτ¯) = e−ipi(u2 + 2u |n| τ2),
so that the third function is
ζ
(3)
I (s) =
∞∑
n=−∞
′ (eipis)
∫ ∞
0
du
2pii
(u2 + 2u |n| τ2)−s d
du
log sin(pi[z¯nb − iu]).
Similarly, for the last function it follows that
ζ
(4)
I (s) =
∞∑
n=−∞
′ (−e−ipis)
∫ ∞
0
du
2pii
(u2 + 2u |n| τ2)−s d
du
log sin(pi[z¯nb − iu]).
Adding up these two terms yields
ζ
(3)
I (s) + ζ
(4)
I (s) =
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du(u2 + 2u |n| τ2)−s d
du
log sin(pi[z¯nb − iu]).
Going through a similar manipulation of the log sin term as above allows us to write
sin(pi[z¯nb − iu]) =
eipi(z¯
n
b −iu) − e−ipi(z¯nb −iu)
2i
=
1
2i
epiu+ipiz¯
n
b (1− e−2piu−2ipiz¯nb ).
We note that piu + ipiz¯nb = piu + ipi(−nτ1 − i |n| τ2) and so e−2piu−2ipiz¯
n
b is, like in the
previous case, exponentially damped as |n| → ∞. Once more, using (6.38),
ζ
(3)
I (s) + ζ
(4)
I (s) =
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du(u2 + 2u |n| τ2)−s
[
pi +
d
du
log(1− e−2piu−2ipiz¯nb )
]
=
√
piΓ(s− 12)
Γ(s)
τ1−2s2 ζR(2s− 1)
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+
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
du(u2 + 2u |n| τ2)−s d
du
log(1− e−2piu−2ipiz¯nb ).
Therefore, the final result is
ζ∆τ (s) = 2(2pi)
−2sτ2s2 ζR(2s) + (2pi)
1−2sτ2s2
Γ(s− 12)√
piΓ(s)
τ1−2s2 ζR(2s− 1)
+ (2pi)−2sτ2s2
sin(pis)
pi
∞∑
n=−∞
′
∫ ∞
0
duu−s(u+ 2 |n| τ2)−s
× d
du
log[(1− e−2piu+2ipiznb )(1− e−2piu+2ipiz¯nb )],
which is now valid for all s ∈ C\{1}. Re-writing the sum so that it goes from n = 1 to
n =∞ we have thus proved the following result.
Theorem 6.7. The spectral zeta function of ∆τ on S
1 × S1 can be written as
ζ∆τ (s) = 2(2pi)
−2sτ2s2 ζR(2s) + (2pi)
1−2sτ2
Γ(s− 12)√
piΓ(s)
ζR(2s− 1)
+
2 sin(pis)
pi
(
2pi
τ2
)−2s ∞∑
n=1
∫ ∞
0
du(u2 + 2unτ2)
−s
× d
du
log[(1− e−2piu−2ipinτ¯ )(1− e−2piu+2ipinτ )], (6.39)
for τ ∈ H and s ∈ C\{1}.
Before proceeding to explain the term on the second line of (6.39), we first compute the
functional determinant we were interested in. The derivative of the last expression at
s = 0 is obtained in terms of the Dedekind eta function:
ζ ′∆τ (0) = − log τ22 +
piτ2
3
+ 2
∞∑
n=1
∫ ∞
0
du
d
du
log[(1− e−2piu−2ipinτ¯ )(1− e−2piu+2ipinτ )]
= − log τ22 +
piτ2
3
− 2
∞∑
n=1
[
log(1− e−2ipinτ¯ ) + log(1− e−2piu+2ipinτ )]
= − log τ22 +
piτ2
3
− 2
(
log η(τ)− piiτ
12
+ log η(−τ¯) + piiτ¯
12
)
= − log τ22 +
piτ2
3
− 2
(
log[η(τ)η(−τ¯)] + pii
12
(τ¯ − τ)
)
= − log(τ22 |η(τ)|4),
since η(−τ¯) = η(τ). Therefore, we have the following result [DKE+00, FMS97, Pol98,
Wil10].
Theorem 6.8. The functional determinant of the τ -Laplacian on the complex torus is
det(∆τ ) = τ
2
2 |η(τ)|4. (6.40)
Proof. By definition
det(∆τ ) = exp(−ζ ′∆τ (0)) = τ22 |η(τ)|4,
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as claimed.
We note that in order to obtain the value of ζ ′∆τ (0) we have not used Kronecker’s first
limit formula, which in turn, depends on the functional equation of E∗(s, τ). Thus,
viewed under this optic, the method of contour integration is cheaper in the sense that
it requires less resources to provide the functional determinant. For a derivation of this
theorem using the Kronecker formula, see, for instance, [Wil10].
6.6 Additional results and consequences
6.6.1 The Chowla-Selberg series formula
In fact, the term on the second line of (6.39) can be shown to be the term from the
Chowla-Selberg series formula obtained through Poisson summation methods. To see
this, let us compute the log-terms further. Expanding the logarithm,
log(1− e−2piu−2ipinτ¯ ) = −
∞∑
k=1
1
k
e−2piku−2ipinkτ¯ ,
and for Re(s) < 1 the integral becomes
Υτ¯ (s, n) :=
∫ ∞
0
duu−s(u+ 2nτ2)−s
d
du
log[(1− e−2piu−2ipinτ¯ )]
= −
∫ ∞
0
duu−s(u+ 2nτ2)−s
d
du
∞∑
k=1
1
k
e−2piku−2ipinkτ¯
= 2pi
∞∑
k=1
∫ ∞
0
duu−s(u+ 2nτ2)−se−2piku−2ipinkτ¯
= 2pi
∞∑
k=1
e−2ipinkτ¯
∫ ∞
0
duu−s(u+ 2nτ2)−se−2piku
= 2pi
∞∑
k=1
e−2ipinkτ¯
K1/2−s(2piknτ2)
sin(pis)Γ(s)
e2pinkτ2ks−1/2pis
1√
nτ2
(nτ2)
1−s
=
2pi1+sτ
1/2−s
2
sin(pis)Γ(s)
∞∑
k=1
e−2pinkiτ1ks−1/2n1/2−sK1/2−s(2piknτ2),
where Kn(z) is the modified Bessel function of the second kind and where we have used
the Mellin inversion of equation (10.32.13) of [OM14]. Moreover, the integral of the
other log-term only differs in that e−2piinkτ¯ is replaced by e2piinkτ . Thus, noting that
τ2 + iτ = τ2 + i(τ1 + iτ2) = iτ1, we have
Υτ (s, n) :=
∫ ∞
0
duu−s(u+ 2nτ2)−s
d
du
log[(1− e−2piu+2ipinτ )]
=
2pi1+sτ
1/2−s
2
sin(pis)Γ(s)
∞∑
k=1
e2pinkiτ1ks−1/2n1/2−sK1/2−s(2piknτ2).
Chapter 6. Zeta functions on tori 150
If we set the third term in (6.39) to be Q(s, τ), then we see that
Q(s, τ) =
2 sin(pis)
pi
(
2pi
τ2
)−2s ∞∑
n=1
[Υτ (s, n) + Υτ¯ (s, n)]
=
2 sin(pis)
pi
(
2pi
τ2
)−2s 2pi1+sτ1/2−s2
sin(pis)Γ(s)
∞∑
n=1
∞∑
k=1
e2pinkiτ1ks−1/2n1/2−sK1/2−s(2piknτ2)
+
2 sin(pis)
pi
(
2pi
τ2
)−2s 2pi1+sτ1/2−s2
sin(pis)Γ(s)
∞∑
n=1
∞∑
k=1
e−2pinkiτ1ks−1/2n1/2−sK1/2−s(2piknτ2)
=
23−2spi−sτ1/2+s2
Γ(s)
∞∑
n=1
∞∑
k=1
cos(2pinkτ1)
(
k
n
)s−1/2
K1/2−s(2piknτ2).
The key is now to relate the expression inside the double sum to the divisor function.
The main property we are interested in is the following way of changing the double sum
for a single sum while bringing in the divisor function
∞∑
n=1
∞∑
k=1
e±2piiknτ1K1/2−s(2piknτ2)
(
k
n
)s−1/2
=
∞∑
n=1
σ1−2s(n)e±2piinτ1K1/2−s(2pinτ2)ns−1/2.
For a proof of a more general result of this type, see for instance [Wil10]. Thus, switching
back to E∗(s, τ) instead of ζ∆τ (s), we have arrived at the following theorem, which now
holds for all s 6= 1 by analytic continuation [CS67].
Theorem 6.9 (Chowla-Selberg series formula). One has
E∗(s, τ) = 2τ s2ζR(2s) + 2piτ
1−s
2
Γ(s− 12)√
piΓ(s)
ζR(2s− 1)
+
8pisτ
1/2
2
Γ(s)
∞∑
n=1
σ1−2s(n) cos(2pinτ1)K1/2−s(2pinτ2)ns−1/2,
for τ ∈ H and s ∈ C\{1}.
6.6.2 The Nan-Yue Williams formula
As a byproduct, we may now equate the two ‘remainders’ in the above expressions of
E∗(s, τ), recalling that the one in (6.39) has to be multiplied by (2pi)2sτ−s2 , to get
Q(s,τ) =
8pisτ
1/2
2
Γ(s)
∞∑
n=1
σ1−2s(n) cos(2pinτ1)K1/2−s(2pinτ2)ns−1/2
= 2τ s2
sin(pis)
pi
∞∑
n=1
∫ ∞
0
du(u2 + 2unτ2)
−s d
du
log[(1− e−2piu−2ipinτ¯ )(1− e−2piu+2ipinτ )].
Using the Euler reflection formula for the Γ-function we obtain
∞∑
n=1
σ1−2s(n) cos(2pinτ1)K1/2−s(2pinτ2)ns−1/2 =
τ
−1/2
2
4
(τ2
pi
)s 1
Γ(1− s)
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×
∞∑
n=1
∫ ∞
0
du(u2 + 2unτ2)
−s d
du
log[(1− e−2piu−2ipinτ¯ )(1− e−2piu+2ipinτ )]. (6.41)
At s = 0 the integral is easily evaluated by a similar computation to the one done
previously for ζ ′∆τ (0), so that we are left with the following consequence.
Corollary 6.10. For τ ∈ H, one has
∞∑
n=1
σ1(n) cos(2pinτ1)K1/2(2pinτ2)n
−1/2 = −τ
−1/2
2
2
log |η(τ)| − τ
1/2
2 pi
24
.
In [NYW95] this is given in a slightly different context and
∞∑
n=1
σ1(n)K1/2(2pin)n
−1/2 = −1
2
log η(i)− pi
24
≈ 0.000936341.
for the particular case τ = i.
6.6.3 The Kronecker first limit formula
Let us now go back to the Chowla-Selberg formula. Using the functional equation of
the divisor function and the Bessel function, respectively,
σν(n) = n
νσ−ν(n), Kν(x) = K−ν(x),
it is not difficult to show that the following identity for E∗(s, τ) holds
pi1−2sΓ(s)E∗(s, τ) = Γ(1− s)E∗(1− s, τ). (6.42)
Using this functional equation and the result of the determinant of the Laplacian (6.40)
we can now reverse the steps of the proof of Kronecker’s first limit formula [Wil10]. All
known proofs (e.g. [Mot68, NYW95, Sie59, Shi80a, Wil10]) use a variation of some kind
of Poisson summation. The present one is a new proof in the sense that no techniques
from Fourier analysis are ever used.
Interesting steps in the direction of special functions and complex integration were
worked out in [Shi80a, Var88] using the theory of multiple Gamma functions and Barnes
zeta functions. Furthermore, using the Barnes double gamma function and the Selberg
zeta function, the determinants of the n-sphere and spinor fields on a Riemann surface
are found in [Sar87]; see also [Dow94a, Dow94b].
Proof of Theorem 6.5. First we define
f(s) := Γ(s)pi2−2s/Γ(2− s), (6.43)
so that
f(1) = 1, lim
s→1
f(s)− f(1)
s− 1 = f
′(1) = −2 log pi − 2γ, (6.44)
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where γ is Euler’s constant. The key idea is to use the result we already got
ζ ′∆τ (0) = − log τ22 |η(τ)|4 , (6.45)
from which
∂
∂s
∣∣∣∣
s=0
E∗(s, τ) =
(2pi)2s
τ s2
∣∣∣∣
s=0
ζ ′∆τ (0) +
∂
∂s
∣∣∣∣
s=0
(
(2pi)2s
τ s2
)
ζ∆τ (0)
= − log(τ22 |η(τ)|4)− (log 4pi2 − log τ2)
= − log(4pi2τ2 |η(τ)|4), (6.46)
and confront it with the definition of the derivative of E∗(s, τ),
∂
∂s
∣∣∣∣
s=0
E∗(s, τ) := lim
s→0
E∗(s, τ)− E∗(0, τ)
s− 0 = lims→1
E∗(1− s, τ) + 1
1− s
= lim
s→1
(
E∗(1− s, τ)Γ(s)
Γ(s)(1− s) −
1
s− 1
)
= lim
s→1
(
Γ(s)
1− spi
1−2sE∗(s, τ)
Γ(1− s) −
1
s− 1
)
= lim
s→1
[
Γ(s)pi1−2s
Γ(2− s)
(
E∗(s, τ)− pi
s− 1
)
+
Γ(s)pi1−2s
Γ(2− s)
pi
s− 1 −
1
s− 1
]
= lim
s→1
Γ(s)pi1−2s
Γ(2− s)
(
E∗(s, τ)− pi
s− 1
)
+ lim
s→1
f(s)− f(1)
s− 1
=
1
pi
lim
s→1
(
E∗(s, τ)− pi
s− 1
)
− 2 log pi − 2γ. (6.47)
Comparing (6.46) and (6.47) yields
1
pi
lim
s→1
(
E∗(s, τ)− pi
s− 1
)
− 2 log pi − 2γ = − log(4pi2τ2 |η(τ)|4)
and with some rearrangements
lim
s→1
(
E∗(s, τ)− pi
s− 1
)
= 2pi(γ − log 2− log τ1/22 |η(τ)|2),
which is the desired result.
6.6.4 The Lambert series
We may re-write (6.41) as
Q(s, τ) :=
∞∑
n=1
σ1−2s(n) cos(2pinτ1)K1/2−s(2pinτ2)ns−1/2
=
τ
−1/2
2
4
(τ2
pi
)s 1
Γ(2− s)
∞∑
n=1
∫ ∞
0
dx
2x+ 2nτ2
[
d
dx
(x2 + 2xnτ2)
−s+1
]
× d
dx
log[(1− e−2pix−2piinτ¯ )(1− e−2pix+2piinτ )],
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so that, after integrating by parts, we have
Q(s, τ) = τ
−1/2
2
4
(τ2
pi
)s 1
Γ(2− s)
∞∑
n=1
[
2pi(1− e2piinτ + e2piin(τ+τ¯))
(e2piinτ − 1)(e2piinτ¯ − 1)
× Γ(2− s)Γ(s−
1
2)
2
√
pi
(nτ2)
1−2s
+
∫ ∞
0
dx g(s, x, n, τ2)
d2
dx2
log[(1− e−2pix−2piinτ¯ )(1− e−2pix+2piinτ )
]
where
g(s, x, n, τ2) := x 2F1
(
1− s, s, 2− s,− x
2nτ2
)(
1 +
x
2nτ2
)s
(x(x+ 2nτ2))
−s,
with 2F1 the usual hypergeometric function. Setting s = 1, we have
g(1, x, n, τ2) =
1
2nτ2
and the integral can, once again, be easily evaluated
Q(1, τ) = −τ
−1/2
2
4
∞∑
n=1
1
n
(1− 2e2piinτ + e2piin(τ+τ¯))
(e2piinτ − 1)(e2piinτ¯ − 1) .
The case τ = i yields
Q(1, i) =
∞∑
n=1
σ−1(n)K−1/2(2pin)n1/2 =
1
2
∞∑
n=1
1
n
1
e2pin − 1 ≈ 0.000936341.
Using the fact that
K±1/2(2pin) =
1
2
√
n
e−2pin,
we obtain ∞∑
n=1
σ−1(n)e−2pin =
∞∑
n=1
1
n
1
e2pin − 1 ,
which is a special case of the Lambert series [Sie59]
∞∑
n=1
σα(n)q
n =
∞∑
n=1
nαqn
1− qn ,
with α = −1 and q = e−2pi. To obtain a different σα(n) term, with α ∈ −Z∗ we have to
perform additional processes of integration by parts.

Appendix A
Appendix
A.1 Special functions
The goal of this brief appendix is to introduce the notation and early properties of some
special functions used widely in this thesis. The most common special functions are
extensively described in [AS72, AH12, Tit68, WW62] and the Riemann zeta-function
can be picked up from [Edw74, Ivi85, Tit86]. Specific Mellin transforms can be found
in [Obe74].
Although something has been lost by making the exposition of these functions so brief,
a counterpart has been gained by devoting additional space to original research in the
previous chapters.
A.1.1 The gamma function Γ
The gamma function has been studied extensively. It is the extension of the factorial
function so that Γ(n) = (n − 1)!. Its most important properties as listed below. It has
the integral representation
Γ(z) =
∫ ∞
0
tz−1e−tdt (A.1)
for Re(z) > 0. It is analytic everywhere except for simple poles at z = 0,−1,−2, · · ·
where it has residue
res
z=−k
Γ(z) =
(−1)k
k!
(A.2)
for k = 0, 1, 2, · · · . It also satisfies the functional equation
Γ(1 + z) = zΓ(z), (A.3)
and reflection formula
Γ(z)Γ(1 + z) =
pi
sin(pix)
, (A.4)
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due to Euler. Some of its special values are
Γ(12) =
√
pi and Γ′(1) = −γ, (A.5)
where γ is the Euler constant. Stirling’s formula for Γ(s) with s = σ + it, in a vertical
strip c ≤ σ ≤ d is given by [Cop35, p. 224]
|Γ(σ + it)| =
√
2pi|t|σ−12 e−12pi|t|
(
1 +O
(
1
|t|
))
, (A.6)
as |t| → ∞. Stirling’s formula in exact form [dB25, p. 47] reads
Γ(s) =
√
2pie−sss−
1
2 exp(O(|s|−1)), (A.7)
as |t| → ∞.
A.1.2 The Bessel functions J, Y and K
The Bessel functions of the first kind Jν(x) or order ν are defined as solutions to the
Bessel differential equation
x2
d2y
dx2
+
dy
dx
+ (x2 − ν2)y = 0, (A.8)
which are non-singular the origin. They accept the representation
Jν(x) =
∞∑
n=0
(−1)n(x/2)ν+2n
n!Γ(ν + n+ 1)
. (A.9)
The Bessel function of the second kind Yν(x) is defined as
Yν(x) =
Jν(x) cos(νpi)− J−ν(x)
sin(νpi)
, (A.10)
for non-integer ν. In the case when ν is an integer, then the function is defined by taking
the limit
Yn(x) = lim
ν→nYν(x). (A.11)
The modified Bessel function of the first kind which is defined by
Iν(x) = i
−νJν(ix) =
∞∑
m=0
(x/2)2m+ν
m!Γ(m+ ν + 1)
. (A.12)
Finally, the modified Bessel function of the second kind Kν(x) is defined for non-integer
ν as
Kν(x) =
pi
2
I−ν(x)− Iν(x)
sin(νpi)
, (A.13)
when ν is not an integer. When ν is an integer, then a similar limit as the one above is
used.
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A.1.3 The hypergeometric functions
The Gaussian hypergeometric function 2F1 is defined for |z| < 1 as
2F1(q, b, c; z) =
∞∑
n=0
(q)n(b)n
(c)n
zn
n!
. (A.14)
It is undefined or infinite when c is equal to a non-positive integer. The symbol (q)n is
the Pochhammer symbol defined by
(q)n =
{
1, if n = 0,
q(q + 1) · · · (q + n− 1), if n > 0.
One of its most important properties was derived by Gauss and it states that
2F1(a, b, c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , (A.15)
with Re(c) > Re(a+ b). The confluent hypergeometric function 1F1 has hypergeometric
series given by
1F1(a, b; z) =
∞∑
k=0
(a)k
(b)k
zk
k!
. (A.16)
One of its essential features is the integral representation
1F1(a, b; z) =
Γ(b)
Γ(b− a)Γ(a)
∫ 1
0
eztta−1(1− t)b−a−1dt. (A.17)
In general, the general hypergeometric function is given by a hypergeometric series, i.e.
a series for which the ratio of successive terms can be written as
ck+1
ck
=
P (k)
Q(k)
=
(k + a1)(k + a2) · · · (k + ap)
(k + b1)(k + b2) · · · (k + bq)(k + 1) . (A.18)
The resulting generalized hypergeometric function is written
∞∑
k=0
ckx
k = pFq
[
a1, a2, · · · , ap
b1, b2, · · · , bq ;x
]
=
∞∑
k=0
(a1)k(a2)k · · · (ap)k
(b1)k(b2)k · · · (bq)k
xk
k!
. (A.19)
The only other special case we will be needing is 1F2.
A.1.4 The Lommel functions
The Lommel functions s and S are defined by
sµ,ν(z) = z
µ+1
∞∑
m=0
(−1)m( z2)2m+2Γ(12µ− 12ν + 12)Γ(12µ+ 12ν + 12)
Γ(12µ− 12ν +m+ 32)Γ(12µ+ 12ν +m+ 12)
(A.20)
where µ± ν is not a negative odd integer, and
Sµ,ν(z) = sµ,ν(z) + 2
µ−1Γ(12µ− 12ν + 12)Γ(12µ+ 12ν + 12)
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× cos[
1
2(µ− ν)pi]J−ν(z)− cos[12(µ+ ν)pi]Jν(z)
sin(νpi)
.
A.1.5 The logarithmic and exponential integrals
The exponential integral is
Ei(x) = −
∫ ∞
x
e−t
t
dt. (A.21)
The logarithmic integral is defined as the Cauchy principal value
li(x) = lim
ε→0+
(∫ 1−ε
0
dt
log t
+
∫ x
1+ε
dt
log t
)
. (A.22)
A.1.6 The cosine and sine integrals
These are defined by
Ci(x) = −
∫ ∞
x
cos t
t
dt and Si(x) =
∫ x
0
sin t
t
dt. (A.23)
A.1.7 The Riemann zeta-function
The Riemann zeta-function ζ(s) is a function of a complex variable s. It is defined by
the infinite series
ζ(s) =
∞∑
n=1
n−s = 1 +
1
2s
+
1
3s
+ · · · , (A.24)
for σ = Re(s) > 1. It can also be written as the following product over primes
ζ(s) =
∏
p∈P
1
1− p−s (A.25)
for σ > 1. This is a manifestation of the fundamental theorem of arithmetic which states
that every integer can be written in a unique way a product of primes up to the order
of the factors. The Riemann zeta-function can be analytically continued to the whole
complex plane except at s = 1, where it has a simple pole with residue equal to 1. It
satisfies the functional equation
pi−s/2Γ
(
s
2
)
ζ(s) = pi−(1−s)/2Γ
(
1− s
2
)
ζ(1− s) (A.26)
for all values of s.
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A.2 Mellin transforms
Mellin’s inversion formulae connecting two functions f(x) and F (s) are given
F (s) =
∫ ∞
0
f(x)xs−1dx and f(x) =
1
2pii
∫
(σ)
F (s)x−sds. (A.27)
The simplest example is f(x) = e−x and F (s) = Γ(s) for σ > 0. Parseval’s formula is
an identity connecting Mellin transform to their inverses. It can take many forms, some
of which are listed below. From [PK01, p. 83, Equation (3.1.13)], we have
1
2pii
∫
(c)
F (s)G(s)w−s ds =
∫ ∞
0
f(x)g
(
w
x
)
dx
x
, (A.28)
where F (s) and G(s) are Mellin transforms of f(x) and g(x) respectively. Moreover, if
F (s) and G(s) are Mellin transforms of f(x) and g(x) respectively, and if the line Re
s = c lies in the common strip of analyticity of F (1− s) and G(s), then∫ ∞
0
f(x)g(x) dx =
1
2pii
∫
(c)
F (1− s)G(s) ds. (A.29)
see [PK01, p. 83].
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