Small Noise Asymptotics for Invariant Densities for a Class of
  Diffusions: A Control Theoretic View (with Erratum) by Biswas, Anup & Borkar, Vivek S.
ar
X
iv
:1
10
7.
22
77
v1
  [
ma
th.
PR
]  
12
 Ju
l 2
01
1
SMALL NOISE ASYMPTOTICS FOR INVARIANT
DENSITIES FOR A CLASS OF DIFFUSIONS:
A CONTROL THEORETIC VIEW
ANUP BISWAS1 AND VIVEK S. BORKAR2
Abstract: We consider multidimensional nondegenerate diffusions with in-
variant densities, with the diffusion matrix scaled by a small ǫ > 0. The
o.d.e. limit corresponding to ǫ = 0 is assumed to have the origin as its
unique globally asymptotically stable equilibrium. Using control theoretic
methods, we show that in the ǫ ↓ 0 limit, the invariant density has the
form ≈ exp(−W (x)/ǫ2), where the W is characterized as the optimal cost
of a deterministic control problem. This generalizes an earlier work of Sheu.
Extension to multiple equilibria is also given.
Keywords: diffusions, invariant density, small noise limit, Hamilton-Jacobi
equation, viscosity solution.
1 Introduction
A recurrent theme in applied mathematics is the resolution of non-uniqueness
issue of a deterministic system by considering its perturbation with small
noise and recovering a hopefully unique choice by passing to the vanishing
noise limit. (This idea is attributed to Kolmogorov in [7], p. 626) To mention
two such instances, see the analysis of jump phenomena in nonlinear circuits
in [20] and equilibrium selection in evolutionary games in [10]. In fact the
notion of ‘viscosity solutions’ we use later in this work can be motivated
along these lines.
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A similar situation also arises in the passage from quantum to classical
mechanics (the correspondence principle) when one uses the Feynman-Kac
device to convert Feynman path integrals to Wiener space integrals by com-
plexifying time, whence the problem reduces to that of small noise behavior
of diffusions. Motivated by this, Freidlin and Wentzell have extensively de-
veloped the small noise limit theory for diffusions [11].
Building on the classic work of Freidlin and Wentzell [11], Sheu in [21]
characterized the small noise limit of the invariant density of a positive recur
rent diffusion for a restricted class of diffusions. This was further extended
by Day [6]. Our aim is to establish a similar result in a more general set-
up, using a novel control theoretic approach based on the theory of viscosity
solutions. We do so by exploiting the fact that the ‘adjoint’ partial differential
equation satisfied by the invariant density gets converted to the Hamilton-
Jacobi-Bellman equation of an associated ergodic control problem via the
logarithmic transformation. The limiting case thereof as the noise decreases
to zero can then be handled by exploiting the machinery of viscosity solutions.
The paper is organized as follows: The next section introduces the prob-
lem and states the main result. Section 3 uses the equivalent control for-
mulation in order to go to the small noise limit and obtain the asymptotic
expression for the invariant density as ≈ exp(−W (x)/ǫ2). Section 4 obtains
a representation for W in terms of a deterministic control problem. Section
5 extends the results to the case of multiple equilibria.
See also [1], [2], [19], [23] for related work.
2 The small noise asymptotics
We consider an d-dimensional diffusion X given by the stochastic differential
equation
dX(t) = b(X(t))dt+ ǫσ(X(t))dB(t), t ≥ 0, (1)
where b : Rd → Rd, σ : Rd → Rd×m are smooth, bounded, with bounded
derivatives, and B is an m-dimensional Brownian motion. We assume:
1. ‖Dκb(x)‖, ‖Dκσ(x)‖ ≤ C < ∞ for some C and all x and all multi-
indices κ.
2. a(x) = [[aij(x)]]
def
= σ(x)σT (x) satisfies:
λ‖x‖2 ≤ xTa(y)x ≤ Λ‖x‖2, ∀x, y ∈ Rd,
2
for some 0 < λ ≤ Λ.
3. There exist constants α > 0, 0 < β ≤ 1 such that
lim sup
‖x‖→∞
[
αΛ+ ‖x‖1−βb(x)T
(
x
‖x‖
)]
< 0. (2)
4. b(0) = 0 and zero is the unique globally asymptotically stable equilib-
rium point of the o.d.e
x˙(t) = b(x(t)). (3)
Let
Lǫ
def
= 〈b(·),∇〉+
ǫ2
2
tr
(
a(·)∇2
)
Theorem 1 : For each ǫ ∈ (0, 1), X(·) is positive recurrent and the corre-
sponding (unique) stationary distributions {µǫ, 0 < ǫ < 1} are tight. Fur-
thermore, limǫ↓0 µ
ǫ = δ0, where δx for x ∈ R
d is the Dirac measure at x.
Proof: For V(x)
def
= ‖x‖2, direct computation shows that
LǫV(x) = ǫ2
∑
i
aii(x) + 2b(x)
Tx
≤ dǫ2Λ + 2b(x)Tx
≤ dǫ2Λ− αΛ‖x‖β (4)
for ‖x‖ ≥ a sufficiently large K > 0. (The last inequality follows by virtue
of (2).) In particular,
LǫV(x) < −δ
for some δ > 0 and sufficiently large ‖x‖. But this is the standard stochastic
Liapunov condition for positive recurrence of nondegenerate diffusions, im-
plying in particular the existence of µǫ. To see this, first note that a simple
application of Dynkin formula in conjunction to the above leads to the con-
clusion that the mean hitting time of {x : ‖x‖ ≤ K} from any point is finite
(p. 305, [13]). An invariant probability measure can then be constructed as
in [16] (see also [17]). Uniqueness follows from the observation that under
the stated hypotheses, X(t) has a density p(y|x, t) > 0 for all t and therefore
so does µǫ(dx) =
∫
p(x|t, z)µǫ(dz). Thus any two invariant measures would
have to be mutually absolutely continuous. But by a well known fact from
ergodic theory of Markov processes (section XIII.4, [24]), two distinct ex-
tremal invariant probability measures of a Markov process must be mutually
3
singular. This contradiction implies that the invariant probability measure
is unique. Also, by Proposition 2.3 of [18], we have∫
|LǫV|dµǫ ≤ K <∞ (5)
for some K. By Theorem 9.17 of [8], µǫ is characterized by∫
Lǫfdµǫ = 0 (6)
for twice continuously differentiable f with bounded first and second deriva-
tives.
From (4), LǫV(x) ≤ −g(x) for a g satisfying lim
‖x‖→∞
g(x) =∞. Thus for a
suitable K∗ > 0, LǫV(x) < 0 for ‖x‖ ≥ K∗. Using (5), we then have∫
‖x‖≥K∗
g(x)dµǫ ≤
∫
‖x‖≤K∗
|LǫV|dµǫ ≤ K.
Since lim
‖x‖→∞
g(x) = ∞, this implies tightness of {µǫ, ǫ > 0}. Now let ǫ ↓ 0 in
(6) to obtain ∫
L0fdµ = 0
for all f as above and all limit points µ in P(Rd) of µǫ as ǫ ↓ 0. By the criterion
(6), µ must be an invariant measure for (3). But under our assumptions on
(3), this is possible only for µ = δ0. ✷
Our aim is to capture the precise manner in which µǫ → δ0. Note that
for ǫ > 0, µǫ will have a density ϕǫ. First we will prove the following result
Theorem 2 : limǫ↓0 ǫ
2 ln(ϕǫ(x)) = −W (x) for
W (x)
def
= inf
(∫ ∞
0
u(t)Ta−1(y(t))u(t)dt
)
, (7)
where the infimum is over all measurable u(·) such that the trajectory y(·)
of
y˙(t) = −b(y(t))− u(t), y(0) = x, (8)
satisfies: y(t)
t↑∞
→ 0.
We prove this in the subsequent sections.
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3 The control formulation
As observed above ∫
Lǫfdµǫ =
∫
Lǫf(x)ϕǫ(x)dx = 0 (9)
for smooth compactly supported f . Hence ϕǫ satisfies
ǫ2
2
n∑
i,j=1
aijϕ
ǫ
xixj
+
n∑
i=1
b˜ǫiϕ
ǫ
xi
+ cǫϕǫ = 0, (10)
or equivalently,
1
2
n∑
i,j=1
aijϕ
ǫ
xixj
+
n∑
i=1
b˜ǫi
ǫ2
ϕǫxi +
cǫ
ǫ2
ϕǫ = 0, (11)
where,
b˜ǫi
def
= −bi + ǫ
2
n∑
j=1
(aij)xj , for i = 1, 2, · · · , n,
cǫ
def
=
ǫ2
2
n∑
i,j=1
(aij)xixj −
n∑
i=1
(bi)xi .
Define
Aǫ
def
=
ǫ2
2
tr(a∇2) + 〈b˜ǫ,∇〉.
Letting W ǫ(x)
def
= −ǫ2ln(ϕǫ(x)), W ǫ is seen to satisfy
AǫW ǫ(x)−
1
2
DW ǫ(x)Ta(x)DW ǫ(x)− ǫ2cǫ(x) = 0, (12)
or, equivalently,
ǫ2
2
n∑
i,j=1
aijW
ǫ
xixj
+ min
u∈Rd
[
(b˜ǫ − u)TDW ǫ +
1
2
uTa−1u− ǫ2cǫ(x)
]
= 0. (13)
Observe that this is the HJB equation for a certain ergodic control problem.
Lemma 1: W¯ ǫ(·)
def
= W ǫ(·) − W ǫ(0), ǫ ∈ (0, 1), is relatively compact in
C(Rd).
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Proof: In view of (10) and the Harnack estimates of Theorem 5.2 of [18],
we have
‖DW¯ ǫ(x)‖ = ‖DW ǫ(x)‖ ≤ C ∀x ∈ Rd (14)
for a constant C depending only on λ, ‖a‖C4b (Rd), ‖b‖C2(Rd). Since W¯
ǫ(0) = 0,
the claim follows by the Arzela-Ascoli theorem. ✷
Now note that the minimum over u in (13) is attained at u = a(x)DW ǫ(x),
which is bounded by (14). Thus without loss of generality, for purposes of
analysis we may a priori restrict this minimization to a closed bounded set Γ.
Now letting ǫ ↓ 0, standard arguments from the theory of viscosity solutions
([3], Prop. VI.1) tell us that along an appropriate subsequence, W¯ ǫ → W
uniformly on compacts, where W is a viscosity solution to the p.d.e.
min
u∈Γ
[
(−b(x)− u)TDW +
1
2
uTa−1u
]
= 0. (15)
In view of (14), W is in fact Lipschitz. For the deterministic control system
x˙ = −b(x)− u(t), (16)
define
W˜ (x, t) = inf
x(0)=x
[1
2
∫ t
0
u(s)Ta−1(x(s))u(s)ds+W (x(t))
]
where the infimum is over all measurable and locally square-integrable u(·).
Since W is Lipschitz, W˜ will be a Lipschitz continuous viscosity solution [3]
of
W˜t(x, t) = inf
u∈Γ
[
(−b(x)− u)TDW˜ (x, t) +
1
2
uTa−1(x)u
]
,
0 < t < T, W˜ (x, 0) = W (x).
From Theorem VI.1 of [4], it follows that this equation has a unique viscosity
solution and thus W = W˜ . That is, W is a stationary solution to the above
p.d.e, which is also its unique viscosity solution. In particular, W satisfies:
W (x) = inf
x(0)=x
[1
2
∫ t
0
u(s)Ta−1(x(s))u(s)ds+W (x(t))
]
, (17)
where the infimum is over all (x(·), u(·)) satisfying (16) with u(·) locally
square-integrable. We use this to establish several additional properties of
W in the next section, leading to our main result.
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4 Proof of Theorem 2
We proceed through a sequence of lemmas.
Lemma 2: W (x) ≥ 0.
Proof: Suppose W¯ ǫn →W uniformly on compacts and suppose there exists
x0 6= 0 such that W (x0) = −δ for some δ > 0. Let Br(x) denote the open
ball of radius r centered at x. Then for a sufficiently small r, we have
W¯ ǫn(x) < −
δ
2
for x ∈ Br(x0); W¯
ǫn(x) > −
δ
4
for x ∈ Br(0).
So for n sufficiently large,
µǫn(Br(0))
µǫn(Br(x0))
=
∫
Br(0)
ϕǫn(x)dx∫
Br(x0)
ϕǫn(x)dx
=
∫
Br(0)
e
−
Wǫn (x)
ǫ2n dx∫
Br(x0)
e
−
Wǫn (x)
ǫ2n dx
=
∫
Br(0)
e
−
W¯ǫn (x)
ǫ2n dx∫
Br(x0)
e
−
W¯ǫn (x)
ǫ2n dx
≤
|Br(0)|e
δ
4ǫ2n
|Br(x0)|e
δ
2ǫ2n
→ 0 as n ↑ ∞.
This contradicts Theorem 1, proving the claim. ✷
Lemma 3: For {ǫn} as above, limn↑∞W
ǫn(0) = 0.
Proof: We may write
ϕǫn(x) = ϕǫn(0)hǫn(x)e
−W (x)
ǫ2n
where ǫ2nln(hǫn(x)) → 0 uniformly on compact sets. Let A ⊂ R
d denote a
compact set with 0 in its interior. Then
ǫ2nln
(∫
A
ϕǫn(x)dx
)
= ǫ2nln
(∫
A
ϕǫn(0)hǫn(x)e
−W (x)
ǫ2n dx
)
.
We have (∫
A
e
−W (x)
ǫ2n dx
)ǫ2n
n↑∞
→ ess.sup{e−W (x) : x ∈ A}
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and
ǫ2nln
(
ϕǫn(0)
)
+ ǫ2nln
(∫
A
e
−
W (x)
ǫ2n dx
)
+ ǫ2nln
(
inf
A
hǫn(x)
)
≤ ǫ2nln
(∫
A
ϕǫn(0)hǫn(x)e
−W (x)
ǫ2n dx
)
≤ ǫ2nln
(
ϕǫn(0)
)
+ ǫ2nln
(∫
A
e
−W (x)
ǫ2n dx
)
+ ǫ2nln
(
sup
A
hǫn(x)
)
.
Therefore
−ǫ2nln
(∫
A
ϕǫn(x)dx
)
+ ǫ2nln
(
ϕǫn(0)
)
n↑∞
→ inf{W (x) : x ∈ A} = 0.
The first term on the left goes to zero by Theorem 1. Thus so does the
second, proving the claim. ✷
Lemma 4: lim
‖x‖→∞
W (x) =∞.
Proof: Let K > 0, to be prescribed later and δ < 2α
β
for α, β as in (2),
θ, c > 0, m1 ≥ 2, m2 ≥ 4. Define a C
2 function U ǫn on Rd satisfying:
U ǫn(x) = e
δ‖x‖β
ǫ2n ∀ ‖x‖ > K,
= 1 ∀ ‖x‖ ≤ K − θǫ2n,
|LǫnU ǫn(x)| <
c
(θǫ2n)
m1
e
m2δK
β
ǫ2n ∀ ‖x‖ ≤ K.
Then for ‖x‖ ≥ K,
LǫnU ǫn(x) = δβ‖x‖β−1e
δ‖x‖β
ǫ2n
[∑
i=1 aii
2‖x‖
+
β − 1
2‖x‖3
n∑
i,j=1
aijxixj
+
1
ǫ2n
(
δβ
2
‖x‖β−3
n∑
i,j=1
aijxixj + b(x)
T x
‖x‖
)]
.
In view of (2), we may choose K large enough such that the r.h.s. above is
< 0. Then by Proposition 2.3 of [18],
∫
|LǫnU ǫn |dµǫn <∞ and∫
Rd
|LǫnU ǫn |dµǫn ≤ 2
∫
BK(0)
|LǫnU ǫn |dµǫn ≤
2c
(θǫ2n)
m1
e
m2δK
β
ǫ2n .
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Choose K1 > K such that
|LǫnU ǫn | ≥ e
δ‖x‖β
2ǫ2n ∀ ‖x‖ ≥ K1.
Then ∫
BcR(0)
e
δ‖x‖β
2ǫ2n dµǫn ≤
2c
(θǫ2)m1
e
m2δK
β
ǫ2n , R > K1..
Hence for R > K1,
µǫn(B¯cR(0)) ≤
2c
(θǫ2n)
m1
e
2m2δK
β−δRβ
2ǫ2n
Let x¯ ∈ B¯cR(0) and Θ an open and bounded neighborhood thereof. Then
−ǫ2nln([ inf
x∈Θ
ϕǫn(x)]|Θ|) ≥ −ǫ2nln(
∫
B¯R(0)
ϕǫn(x)dx)
≥ −ǫ2nln(2c) +m1ǫ
2
nln(θǫ
2
n) +
δRβ
2
−m2δK
β,
leading to, in view of Lemma 3,
sup
Θ
W (x) ≥
δRβ
2
−m2δK
β.
For R large enough and Θ small enough, we have by the Lipschitz continuity
of W that W (x¯) ≥ δR
β
4
, which implies the result in view of our arbitrary
choice of x¯. ✷
Lemma 5: W (x) > 0 for x 6= 0.
Proof: Suppose W (x) = 0 for some x 6= 0. Considering x(0) = x in (16),
we have
0 = W (x) = inf
[1
2
∫ T
0
u(t)Ta(x(t))−1u(t)dt+W (x(T ))
]
∀ T > 0,
implying that the infimum is in fact attained at u(·) ≡ 0 and the correspond-
ing x(·) satisfiesW (x(T )) = 0 ∀ T > 0. But in view of (16) with u(·) ≡ 0 and
our hypotheses on b(·), x(T ) ↑ ∞, leading to W (x(T )) ↑ ∞, a contradiction.
The result follows. ✷
Thus we have:
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Lemma 6: W (x) = inf
[
1
2
∫∞
0
u(t)Ta−1(x(t))u(t)dt
]
where the infimum is
over all (x(·), u(·)) satisfying (16) with the additional restrictions: x(0) = x
and x(t)
t↑∞
→ 0.
Proof: We topologize the space of locally square-integrable u(·) as follows:
For T > 0, let L2w[0, T ] denote the space L
2([0, T ];Rd) with weak∗ topology.
Equip the set of admissible u(·) with the coarsest topology that renders
continuous the map u(·) → u(·)|[0,T ] ∈ L
2
w[0, T ] for all T > 0. Now consider
the minimization problem of minimizing over u(·) ∈ L2w[0, T ] the functional
1
2
∫ T
0
u(t)Ta(x(t))−1u(t)dt+W (x(T )), (18)
where x(·), u(·) are related through (16), with x(0) = x (say). Let
UT = {u ∈ L
2
w[0, T ] | u(t) ∈ Γ a.e.}
It is easy to verify that (18) is a lower semicontinuous functional which will
attain its minimum over a compact set UT of L
2
w[0, T ]. Let T
′ > T . Then a
standard dynamic programming argument shows that
u(·) ∈ UT ′ =⇒ u(·)|[0,T ] ∈ UT .
Define U∗T
def
= the set of u(·) ∈ U(≡ U∞) such that u(·)|[0,T ] ∈ UT . Then as
T ↑ ∞, it is a family of nested decreasing compact subsets of U and therefore
has a non-empty intersection. Take u∗(·) in this intersection and let x∗(·)
denote the corresponding trajectory of (16). Then
W (x) =
1
2
∫ T
0
u∗(t)a(x∗(t))−1u∗(t)dt +W (x∗(T )) ∀ T,
implying that W (x∗(T )) ↓ W ∗ for some W ∗ ≥ 0. Suppose W ∗ > 0. Then
there exist 0 < δ < R such that δ < x∗(s) ≤ R ∀ s. By Lemma 3.1 of [9], we
then have
W (x) ≥
1
2
∫ T
0
u∗(t)a−1(x∗(t))u∗(t)dt→∞,
a contradiction. Hence W ∗ = 0. By Lemma 5, we have x∗(T )
T↑∞
→ 0. The
rest is easy. ✷
Proof of Theorem 2: Immediate from the above lemmas. ✷
Let Rǫ = ǫ
deW/ǫ
2
ϕǫ. In [6] it was shown that for a certain class of drifts,
W is C1 in an open, dense, connnected set G ⊂ Rd and
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Rǫ → R0 uniformly on compact subset in G,
where R0 satisfies the equation
< b+ a∇W,∇R0 > +(div(W ) +
1
2
△W )R0 = 0 (19)
in G. The same result can be generalized for the class of drifts considered
here, which subsume the drifts considered in [6] for β < 1. This is because
the asymptotic stability of 0 for (3) implies that the Jacobian matrix Db(0)
will have eigenvalues with strictly negative real parts (see, e.g., section 1.3 of
[15]). We state it as theorem below and omit the proof which is identical to
that of Theorem 3 [6]. (Of course, the equation (19) gets suitably modified.)
Theorem 3: There exists a positive function R0 ∈ C
1(G) such that Rǫ
ǫ↓0
→
R0.
5 Extension to multiple equilibria
Now consider the case when (3) has finitely many equilibria x1, · · · , xJ (say),
and no other ω-limit sets. In this case, one can mimic the arguments of
Theorem 1 to claim that all limit points of µǫ as ǫ ↓ 0 concentrate on the
set {x1, · · · , xJ}. Furthermore, we again have W as the Lipschitz continuous
subsequential limit of −ǫ2ln
(
ϕǫ(x)
ϕǫ(0)
)
as ǫ ↓ 0, which satisfies (17). Also, by
arguments of Lemma 4, we have lim‖x‖↑∞W (x) = ∞. The proof of Lemma
2 can be adapted to show that the limit points of µǫ as ǫ ↓ 0 will in fact
concentrate on the set Argmin(W (x) : x ∈ {x1, · · · , xJ}).
Let (xˆ(·), uˆ(·)) denote an optimal pair with xˆ(0) = x, as in Lemma 6.
Then for t, T > 0,
W (xˆ(t)) =
1
2
∫ t+T
t
uˆ(s)Ta−1(xˆ(s))uˆ(s)ds+W (xˆ(t+ T )). (20)
Thus W (xˆ(t)) is non-increasing with t, implying in particular that xˆ(·) re-
mains bounded. Thus
∫ t+T
t
uˆ(s)Ta−1(xˆ(s))uˆ(s)ds is bounded. By Banach-
Alaoglu theorem, uˆ(t + ·)|[0,T ], t ≥ 0, is relatively compact in L
2
w[0, T ]. By a
standard argument using Arzela-Ascoli theorem, one verifies that xˆ(t+ ·)|[0,T ]
is also relatively compact in C([0, T ];Rd). Let (x∗(·), u∗(·)) denote a subse-
quential limit of (xˆ(t+ ·), uˆ(t+ ·)) in C([0, T ];Rd)×L2w[0, T ] as t ↑ ∞. Then
by the lower semicontinuity of the map
uˆ(·) ∈ Lw2 [0, T ]→
∫ T
0
uˆ(s)Ta−1(xˆ(s))uˆ(s)ds,
11
we have
W (x∗(0)) ≥
1
2
∫ T
0
u∗(s)Ta−1(x∗(s))u∗(s)ds+W (x∗(T )). (21)
ButW (xˆ(t)) is monotonically decreasing by virtue of (20), whenceW (x∗(0)) =
W (x∗(T )) = c
def
= limt↑∞W (xˆ(t)). Thus u
∗(·) ≡ 0 a.e. We drop the ‘a.e.’
without loss of generality. It follows that xˆ(t + ·) converges as t ↑ ∞ to
H = ∩t>0{xˆ(t+ s), s ≥ 0}, which is a positively invariant set of the o.d.e.
x˙(t) = −b(x(t)).
A similar argument can be given to establish negative invariance of this set
as well, implying that it converges to an invariant set of the above o.d.e. But
only such sets are the equilibria of (3). Since H is compact connected (being
intersection of such), it must converge to a single equilibrium. Letting t = 0
and T ↑ ∞ in (20), we then have
W (x) =
1
2
∫ ∞
0
uˆ(t)Ta−1(xˆ(t))uˆ(t)dt+W (xi)
for some 1 ≤ i ≤ J . Since we also have
W (x) = inf
[1
2
∫ T
0
u(t)Ta−1(x(t))u(t)dt+W (x(T ))
]
,
it follows by a straightforward argument that:
Theorem 4:
W (x) = min
1≤i≤J
inf
(x(·),u(·)):x(t)→xi
[1
2
∫ ∞
0
u(t)Ta−1(x(t))u(t)dt +W (xi)
]
. (22)
In particular, it follows thatW attains its minimum at one or more of the
xi’s. As W needs be specified only up to an additive factor, we may assume
without loss of generality that its minimum value is zero.
Note, however, that unlike in the single equilibrium case, the uniqueness
of W , obtained as a subsequential limit, is not immediate.
Theorem 5: W is uniquely specified as the Lipschitz function satisfying
(22) and the condition minW = 0.
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Proof: Note that by (22), we have by arguments similar to those used in
Lemma 6 that for each x, there is an optimal pair (x∗(·), u∗(·)) such that
x∗(t)→ xi∗ for some i
∗ that will depend on x, and
W (x) =
1
2
∫ ∞
0
u∗(t)Ta−1(x∗(t))u∗(t)dt+W (xi∗).
If there is more than one i∗ for which this holds, we choose one according
to some pre-specified rule. In this case, write x −→ xi∗ . We may also have
xi −→ xj for some i 6= j, with W (xj) < W (xi). In this case, write xi =⇒ xj .
If we draw a directed graph with nodes {x1, · · · , xJ} with a directed edge from
xi to xj whenever xi =⇒ xj , we get a forest of rooted trees, say, T1, · · · , TK .
For each Ti, let xˆi denote its root. Let Oi
def
= {x : x −→ xj for some xj ∈ Ti}.
Then Rd is the disjoint union of the Oi’s. On each Oi, W is completely
specified in terms of W (xˆi) by successive application of (22) as follows: First
use (22) to obtain values of W at nodes {xj} in Ti one removed from xˆi, then
repeat the same for nodes two removed, and so on till W is defined for all
nodes in Ti. Then define it for x ∈ Oi by using (22) again. In particular,
W is completely specified for those Ti for which W (xˆi) = 0. For others, it is
in principle specified up to an additive scalar, because the value of W (xˆi) is
not specified. But we have the additional restriction that W be continuous
(in fact, Lipschitz) over the whole of Rd, whence this choice is also unique.
Uniqueness of W as limǫ↓0
(
− ǫ2ln(ϕǫ(·))
)
follows. ✷
Remark: The problem of finding stationary density is one of finding the
principal eigenfunction of an operator. A counterpart of the above in this
general framework, albeit in a discrete set-up, appears in [22].
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Erratum for ‘Small noise asymptotics for
invariant densities for a class of diffusions: a
control theoretic view ’
Anup Biswas∗, Vivek S. Borkar†
The uniqueness argument in the proof of Theorem 5, p. 483, of [1] is
flawed. We give here a corrected proof.
Define
S0T (φ) =
1
2
∫ T
0
(φ˙(s)− b(φ(s)))a−1(φ(s))(φ˙ − b(φ(s)))ds.
and
Vi(x) = inf{S0T (φ) : φ(0) = xi, φ(T ) = x},
where the quantities are defined for absolutely continuous paths.
Lemma 0.1 Under the stated assumption in [1], Vi(x) → ∞ as ‖x‖ → ∞
for i ≤ i ≤ J .
Proof. Consider the stochastic differential equation
dY ǫ(t) = b(Y ǫ(t))dt + ǫdB(t),
where B(·) is a d-dimensional Brownian motion. Then following the argu-
ments in [1], page 477–479, we have a Lipschitz continuous viscosity solution
U(·) to the p.d.e.
min
u∈Rd
[(−b(x)− u).∇U +
1
2
‖u‖2] = 0.
Also arguing as in Lemma 2, [1] we have U(·) ≥ 0. As in [1], we define
U˜(x, t) = inf
x(0)=x
[
1
2
∫ t
0
‖u(s)‖2ds+ U(x(t))],
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where the infimum is taken over all locally square integrable u(·) satisfying
x˙(s) = −b(x(s)) − u(s), x(0) = x. One can easily check that U˜(x, t) is
continuous on Rd × [0, T ] and Lipschitz in space variable uniformly w.r.t.
t ∈ [0, T ]. Also U˜(x, t) is a viscosity solution to the equation
U˜t(x, t) = min
u∈Rd
[(−b(x)− u).∇U˜ +
1
2
‖u‖2].
Therefore applying Theorem VII.2. in [2] (see also the Appendix) we have
U(x) = inf
x(0)=x
[
1
2
∫ T
0
‖u(s)‖2ds + U(x(T ))], (0.1)
where the infimum is over all (x(·), u(·)) satisfying
x˙(t) = −b(x(t))− u(t), x(0) = x
with u(·) locally square integrable. Furthermore, applying Lemma 4 in [1]
we have U(x) → ∞ as ‖x‖ → ∞. Suppose there exists a sequence {yn}
such that ‖yn‖ ↑ ∞ and Vi(yn) ≤ M for all n ≥ 1 and some 0 < M < ∞.
Therefore there exists {φn(·)} such that
S0Tn(φn) ≤M + 1, φn(0) = xi, φn(Tn) = yn.
Define ψn(s) = φn(Tn − s) for s ≤ Tn and
un(s) =
{
−ψ˙n(s)− b(ψn(s)) for s ≤ Tn
0 otherwise.
Therefore ψ˙n(s) = −b(ψn(s))− u(s). Hence from (0.1) we have
U(yn) ≤
1
2
∫ Tn
0
‖un(s)‖
2ds + U(xi)
= ΛS0Tn(φn) + U(xi) ≤ Λ(M + 1) + U(xi),
where Λ is the maximal eigenvalue of a(·). This contradicts the fact that
U(x)→∞ as ‖x‖ → ∞. This proves the claim. 
Since there are only finitely many equilibria, it is easy to see that V (x) :=
min1≤i≤J Vi(x)→∞ as ‖x‖ → ∞. We introduce the following notations:
V˜ (xi, xj) = inf{S0T (φ) : φ(0) = xi, φ(T ) = xj, φ(s) ∈ R
d \ ∪k 6=i.j{xk}}.
Let BR denotes the ball of radius R around 0. For R large, define
V˜R(xi, xj) = inf{S0T (φ) : φ(0) = xi, φ(T ) = xj ,
φ(s) ∈ B¯R \ ∪k 6=i.j{xk} ∀ s ∈ [0, T ]}.
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Let ρ1, ρ0 be such that 0 < ρ1 < ρ0 < min1≤i,j≤J ‖xi−xj‖. Let Γi, gi denote
the boundaries of the balls of radius ρ0, ρ1 respectively around xi. Denote
Γ = ∪1≤i≤JΓi and g = ∪1≤i≤Jgi. Define τ0 = 0, σn = inf{t ≥ τn : X
ǫ(t) ∈
Γ}, τn = min{t ≥ σn−1 : X
ǫ(t) ∈ g}, where Xǫ(·) satisfies the stochastic
differential equation (1) in [1], i.e.,
dXǫ(t) = b(Xǫ(t))dt+ ǫσ(Xǫ(t))dB(t).
Define the Markov chain Zn := X
ǫ(τn).
Lemma 0.2 For any γ > 0 there exists ρ0 small such that for any ρ2, 0 <
ρ2 < ρ0, there exists ρ1, 0 < ρ1 < ρ2, such that for ǫ sufficiently small, for
all x ∈ gi the one-step transition probabilities of Zn satisfy the inequalities
exp
(
−
V˜ (xi, xj) + γ
ǫ2
)
≤ P (x, gj) ≤ exp
(
−
V˜ (xi, xj)− γ
ǫ2
)
.
Proof. We choose R > 0 large enough such that following holds:
• Any solution of x˙(t) = b(x(t)) that starts in B¯R, stays in B¯R,
• V˜R(xi, xj)−
γ
2 ≤ V˜ (xi, xj) ≤ V˜R(xi, xj) for all 1 ≤ i, j ≤ J ,
• minx∈∂BR V (x) > V˜ (xi, xj) + 4γ for all 1 ≤ i, j ≤ J .
Therefore applying Lemma 6.2.1 in [3] we have for x ∈ gi,
P (x, gj) ≥ exp
(
−
V˜R(xi, xj) + γ/2
ǫ2
)
≥ exp
(
−
V˜ (xi, xj) + γ
ǫ2
)
for ǫ small. To get the upper bound we follow the calculations in ([3], page
174). Following the calculations on page 174 (estimate (2.6)) of [3] it is
enough to bound Px(τ1 > T ) by exp
(
−
V˜ (xi,xj)−γ/2
ǫ2
)
for a chosen T > 0
and x ∈ Γi. At this point we define ξ = min{t > 0 : X
ǫ(t) ∈ ∂BR}. Let
V0 = minx∈∂BR V (x). Now for x ∈ Γi
Px(τ1 > T ) ≤ Px(τ1 > T, ξ > T ) + Px(ξ ≤ T ).
Using Lemma 6.1.9 in [3], we can choose T large such that supx∈Γi Px(τ1 >
T, ξ > T ) ≤ exp
(
−V0
ǫ2
)
for ǫ small enough. We fix this choice of T . To
estimate the other term we define Φ(x) = {φ : S0T (φ) ≤ V0 − γ/4} for
x ∈ Γi. Now any path starting at x that leaves BR by time T must be at
least η distance away in C([0, T ],Rd) from Φ(x) for ρ0, η small and x ∈ Γi.
Therefore using the Freidlin-Wentzell large deviations principle we have (see
also [3], page 174)
sup
x∈Γi
Px(ξ ≤ T ) ≤ sup
x∈Γi
Px(dist0T (X
ǫ,Φ(x)) ≥ η) ≤ exp
(
−
V0 − γ/2
ǫ2
)
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for ǫ small where dist0T (φ1, φ2) = sup[0,T ] ‖φ1(s) − φ2(s)‖ is the uniform
metric on C([0, T ],Rd). This completes the proof. 
Taking V = ‖x‖2, for ǫ small we have from [1] (estimate (4) of [1])
LǫV ≤ −δ2, ‖x‖ ≥ K. (0.2)
for some positive δ2. Let D1 = BK and D = BK+1. We need to estimate
the hitting time τ = min{t : Xǫ(t) ∈ ∪i∂gi}. Let Oi denote the closed ball
of radius ρ1 around xi.
Lemma 0.3 Let K = D1 \ ∪Oi. Then there exists M1 > 0 such that
sup
x∈K
Ex[τ ] ≤M1
for all ǫ ∈ (0, ǫ0).
Proof. Define τ0 = min{t : X
ǫ(t) /∈ D \ ∪iOi}, σi = min{t ≥ τi−1 : X
ǫ(t) ∈
∂D1}, τi = min{t ≥ σi : X
ǫ(t) /∈ D \ ∪iOi}. Using (0.2) we can show that
sup
x∈∂D
Ex[σ1] ≤ sup
x∈∂D
V(x)
δ2
=M2.
Also, Lemma 1.9, pp. 168, of [3] shows that
sup
K
Ex[τ0] ≤M3,
for ǫ > 0 small. If for some i, Xǫ(τi) ∈ ∪i∂gi then we define σi+1 = τi+1 =
· · · = τi. By positive recurrence we know that P (τ < ∞) = 1. Hence for
x ∈ K
Ex[τ ] = Ex[
∞∑
i=0
τiI{τ=τi,τ>τi−1}]
= Ex[
∞∑
i=0
i∑
k=0
(τk − τk−1)I{τ=τi,τ>τi−1}] [with τ−1 = 0]
= Ex[
∞∑
k=0
∞∑
i=k
(τk − τk−1)I{τ=τi,τ>τi−1}]
= Ex[
∞∑
k=0
(τk − τk−1)I{τ>τk−1}]
≤ sup
x∈K
Ex[τ0] + Ex[
∞∑
k=1
(τk − τk−1)I{τ>τk−1}]
= M3 +
∞∑
k=1
Ex[(τk − τk−1)I{τ>τk−1}]
≤ M3 + sup
x∈∂D
Ex[τ1]
∞∑
k=1
P (τ > τk−1)
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For x ∈ ∂D we observe that Ex[τ1] = Ex[τ1 − σ1 + σ1] ≤ M3 +M2. Also
for k = 1, supx∈KP (τ > τ0) < δ for some δ < 1/2 and ǫ > 0 small.
(This is because then the probability concentrates around the deterministic
trajectories of the o.d.e. for ǫ = 0, which always hit ∪i∂gi before hitting
∂D.) So for k ≥ 2,
P (τ > τk−1) ≤ P (τ > σk−1) sup
x∈∂D1
Px(τ > τ0)
≤ δP (τ > τk−2)
≤ δk−1.
Hence combining with the above calculations we have supx∈KEx[τ ] ≤M1 <
∞ for all ǫ ∈ (0, ǫ0). 
Let G(i) denote the set of all i-graphs defined on page 177 in [3]. Define
Z(xi) = min
χ∈G(i)
∑
(m→n)∈χ
V˜ (xm, xn).
Recall that µǫ is the inavariant measure of Xǫ(·). Proof of the following
theorem is same as the proof of Theorem 6.4.1 in [3]
Theorem 0.1 For any γ > 0 there exists ρ1 > 0 (can be chosen arbitrary
small) such that the µǫ-measure of xi +Bρ1 is between
exp
(
−
Z(xi)−minj Z(xj)± γ
ǫ2
)
for ǫ sufficiently small.
Now we are ready to prove Theorem 5 in [1].
Theorem 0.2 The function W (·) obtained in Theorem 4 of [1] is unique
and given by
W (xi) = min
1≤i≤J
inf
(x(·),u(·)):x(t)→xi
[
1
2
∫ ∞
0
u(t)Ta−1(x(t))u(t)dt +W (xi)],
where (x(·), u(·)) satisfies (16) in [1].
Proof. The above expression implies that W (·) is uniquely determined by
the values W (xi), 1 ≤ i ≤ J . Recall that there exists a subsequence {ǫn}
such that −ǫ2n ln(ϕ
ǫn(x)) → W (x) uniformly on compact subsets of Rd as
ǫn → 0 where ϕ
ǫ(·) denotes the invariant density of µǫ. To prove the
uniqueness it is enough to show that the values of W (xi), 1 ≤ i ≤ J, are
uniquely determined. Let γ > 0 be small. Choose ρ1 small enough so that
5
|W (x)−W (xi)| < γ for all ‖x− xi‖ ≤ ρ1. Therefore applying Theorem 0.1
we have
−ǫ2n ln[ sup
Bρ1(xi)
ϕǫn |Bρ1(xi)|] ≤ Z(xi)−min
j
Z(xj) + γ,
for n large enough, where |A| denotes the Lebesgue measure of A. Therefore
letting n→∞ we have
inf
Bρ1(xi)
W (x) ≤ Z(xi)−min
j
Z(xj) + γ,
and hence
W (xi) ≤ Z(xi)−min
j
Z(xj) + 2γ.
Similarly using the upper bound in Theorem 0.1 we have
W (xi) ≥ Z(xi)−min
j
Z(xj)− 2γ.
Since γ > 0 is arbitrary, we have W (xi) = Z(xi) −minj Z(xj). This com-
pletes the proof of the theorem. .
Other minor corrections
• The closed bounded set Γ in the expression (15), page 479 in [1], should
be taken as a closed bounded ball with center at the origin.
• We need to assume that
∂aij
∂x (0) = 0, for all i, j, in Theorem 3 in [1].
Appendix
Here we prove uniqueness of viscosity solution of the Hamilton Jacobi
equation
ut +H(x,Du) = 0 in R
d × (0, T ] (0.3)
u(x, 0) = g(x).
We prove the uniqueness along the lines of [2]. We assume the following
(A1) For some local modulus σ : [0,∞) × [0,∞)→ [0,∞)
H(y, λ(x− y))−H(x, λ(x− y)) ≤ σ(λ‖x− y‖2 + ‖x− y‖, R)
for R > 0, x, y ∈ BR, λ ≥ 0.
(A2) There exists a constant C0 > 0 such that
|H(x, p)−H(x, q)| ≤ C0(1 + ‖p‖+ ‖q‖)‖p − q‖
for all x, p, q ∈ Rd.
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Let u, v be two viscocity solution of (0.3) which are continuous on Rd× [0, T ]
and Lipschitz in space variable uniformly w.r.t. t ∈ [0, T ]. To show that
u = v on Rd × [0, T ] it is enough to show that
sup
Rd×[0,T ]
(u− v)+ ≤ 0.
Now if possible, let there exists χ > 0 such that for some t0 > 0, x0 ∈ R
d,
u(x0, t0)− v(x0, t0) ≥ 3χ.
Let
|u(x, t) − u(y, t)| ≤ K‖x− y‖ and |v(x, t)− v(y, t)| ≤ K‖x− y‖
for all t ∈ [0, T ]. Therefore from assumption (A2) we have
|H(x, p)−H(x, q)| ≤ C‖p− q‖ (0.4)
for p ∈ D+x u(x, t), q ∈ D
−
y v(y, s) for all x, y ∈ R
d and s, t ∈ (0, T ]. For
0 < θ < 1, define
wδ(x, t) = exp
{
1
δ
(
log(1 + ‖x‖2) +
CT θ
1− θ
t1−θ −R
)}
.
It is easy to check that
∂wδ
∂t
− C
T θ
tθ
‖Dwδ‖ ≥ 0 in R
d × (0,∞).
Choose R large enough so that log(1 + ‖x0‖
2) + CT
θ
1−θ t
1−θ
0 − R < 0. Now
define QR = {δ logwδ(x, t) ≤ 1} ⊂ R
d × [0, T ]. It is easy to see that there
exists a compact set K independent of δ such that QR ⊂ K × [0, T ] for all
δ > 0. Let M = (maxQR u(x, t) ∨maxQR v(x, t)). Now we choose δ small so
that wδ(x0, t0) < (χ ∧ 1) and e
1
2δ > 2M . On QR ×QR, define
Φ(x, t, y, s) = u(x, t)− v(y, s)− wδ(x, t)−
‖x− y‖2 + |t− s|2
ǫ
− a(t+ s)
for a, ǫ > 0. For a > 0 small, we have
sup
QR×QR
Φ ≥ Φ(x0, t0, x0, t0) ≥ χ > 0.
Let (x¯, t¯, y¯, s¯) be the point where the maximum of Φ is attended. By stan-
dard calculations, it can be shown that
• ‖x¯−y¯‖
2+|t¯−s¯|2
ǫ ≤ 2M .
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• ‖x¯−y¯‖
2
ǫ → 0 as ǫ→ 0.
Using the uniform continuity of u, v, wδ on QR and by our choice of δ it is
easy to show that t¯ > 0, s¯ > 0 for ǫ > 0 small. Also for the same reasons,
δ logwδ(x¯, t¯) < 1 and δ logwδ(y¯, s¯) < 1. Hence we can apply the definition
of viscosity solution to the points (x¯, t¯), (y¯, s¯) to get
a+
∂wδ(x¯, t¯)
∂t
+ 2
t¯− s¯
ǫ
+H
(
x¯,Dwδ(x¯, t¯) + 2
x¯− y¯
ǫ
)
≤ 0,
and
−a+ 2
t¯− s¯
ǫ
+H
(
y¯, 2
x¯− y¯
ǫ
)
≥ 0.
Subtracting we have
2a+
∂wδ(x¯, t¯)
∂t
+H
(
x¯,Dwδ(x¯, t¯) + 2
x¯− y¯
ǫ
)
−H
(
x¯, 2
x¯− y¯
ǫ
)
+H
(
x¯, 2
x¯− y¯
ǫ
)
−H
(
y¯, 2
x¯− y¯
ǫ
)
≤ 0
Therefore using (0.4) we have
2a+
∂wδ(x¯, t¯)
∂t
−
CT θ
t¯θ
|Dwδ(x¯, t¯)|+H
(
x¯, 2
x¯− y¯
ǫ
)
−H
(
y¯, 2
x¯− y¯
ǫ
)
≤ 0
Now letting ǫ→ 0 and using (A1) we have 2a ≤ 0 which is a contradiction.
This proves the uniqueness claim.
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