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Resumo 
A Tese aborda o problema de recuperação da fase de um objeto original f (uni ou 
bidirnensional), a partir dos dados das amplitudes de sua transformada de Fourier 
discreta F. O problema é abordado de maneira teórica e numérica. 
Teoricamente nós tentamos encontrar condições necessárias e suficientes sobre as 
amplitudes de F a fim de que exista uma solução real f para o problema inverso 
associado. Para alguns casos particulares, damos uma descrição completa destas 
condições . :\o entanto a generalização destas condições para problemas maiores 
torna-se extremamente complexa. exceto a de um determinado conjunto, C, de iden-
tidades, que descrevem certas condições necessárias sobre as amplitudes de F para 
a solvência do problema e que foram devidamente exibidas nesta tese, tanto para 
o caso unidimensional quanto bidirnensionaL Jorge L. C. Sanz afirma em um de 
seus artigos que existe um certo conjunto, S, de identidades polinomiais que for-
mam condições necessárias para o problema inverso da fase. Sanz conjeturou que 
encontrar tais identidades seria urna tarefa desafiadora e extremamente complicada. 
O conjunto C a que nos referimos anteriormente é na verdade um subconjunto de 
S. 
)'\ umericarnente, nós propomos um novo algoritmo para recuperar as fases de F 
a partir de suas amplitudes. Esse algoritmo se resume em aplicar um método de 
otimização Quasi-:\ewton denominado 1-BFGS-B para minimizar a função custo 
dada pela norma quadrada de um objeto real discreto avaliado fora do suporte. 
Os comentários acerca da convergência do método bem como sua comparação com 




The thesis discusses theoretical and numerical aspects of the ( one or two dimen-
sional) phase retrieval problem for an object f, from the amplitudes of its Discrete 
Fourier Transform F. 
Theoretically we try to find out necessary and sufficient conditions on the ampli-
tudes of F to guarantee the soh-ability of the related in verse problem. We completely 
describe these conditions in some particular cases despi te their generalization for big-
ger problems becoming extremely complex. In spite of these difficulties we exhibit, 
in both the one and two dimensional cases, a certain class. C. of identities that 
describes some of those necessary conditions. Jorge L. C. Sanz confirms, in one of 
his papers, the existence of some class, 5, of polinomial identities that are necessary 
conditions for the phase retrieval problem. He conjectured that to find out such a 
set of identities would be an overwhelmingly difficult job. Our set C above actually 
is a su bset o f S. 
N umerically, we suggest a new algorithm to recover the phases o f F from its am-
plitudes. Actually this algorithm uses a Quasi-Newton optimization method called 
1-BFGS-B, to minimize the cost function given by the squared norm of a real dis-
crete object, computed off the support. In addition. we comment on the convergence 
of the method, as well as its comparison to other phase recovery algorithms. 
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g(x. y) * f(x, y) 
fj * 9] 
fj * 9) 
9k(mod n) 
Transformada de Fourier 
Par de Fourier. f e F podem ser vetor ou matriz 
igual a [0, n - 1] C Z ou a 
[0, n 1 - 1] x [O, n2 - 1] c Z2 Os inteiros n, n 1 e n2 são pares 
com n = 2m, n1 = 2m1 e n2 = 2m2 
Suporte de uma imagem, igual a [0, m- 1] C Z 
ou a [O.ml -1] X [O.m2 -1] c Z2 
j-ésima componente de f. O índice j pode ser 
uni ou bidimensional 
'\la triz ou vetor de componentes fJ, j E í2 
Subvetor formado pelas m primeiras componentes de .f 
Subvetor formado pelas m últimas componentes de f 
u-ésima componente de F. O índice u pode ser 
uni ou bidimensional 
Conjunto das amplitudes de F armazenadas 
na forma vetorial 
Subvetor de aF formado pelas amplitudes 
intermediárias de F 
Subvetor de aF formado pelas 
amplitudes dos cantos de F 
Conjunto das fases de F armazenadas 
na forma vetorial 
Subvetor de ÓF formado pelas fases 
intermediárias de F 
Subvetor de ÓF formado pelas fases dos cantos de F 
Vetor ou matriz das amplitudes de F 
Convolução contínua 
Convolução discreta ou circular 
Correlação discreta ou circular 
Significa gk = .Yr, quando T é o resto da 
divisão de k por n 
lX 

















< ·,· > 
P7 ,PB 
9)k = 9rso quando r e s são os restos respectivos 
das divisões de j por n 1 e k por n2 
Conjugado complexo da função f(x, y) 
Conjugado complexo do número Fuv 
Conjunto dos zeros de F 
Transformada-z 
Bloco (j, k) da matriz f, j, k = 1. 2 
Espaço das matrizes complexas de ordem n1 x n2 
Termo geral da matriz A da 
j-ésima linha e k-ésima coluna 
k-ésima coluna da matriz A 
j-ésima linha da matriz A 
:'\o r ma de Frobenius de A 
:'\úmeros complexos dados respectivamente por 
er.ijm. er.ijml; e1ri/m'2 
\!atriz de Fourier de termo geral GJ-jk 
:VIatriz de Fourier de termo geral GJ/1k l = 1. 2 
Subblocos da matriz W 
Complexo conjugado da matriz A 
Transposto conjugado da matriz A 
Soma direta das matrizes A e B 
'\1latriz diagonal que tem os elementos 
d0 , d1 , ... dn-l na diagonal principal 
Toróides 
Conjunto de índices para ordenar as componentes 
de O:p e Op 
Polinômios Pu e Rv avaliados no ponto O:p 
Vetor que armazena os pixels do suporte de um sinaL 
ou imagem, f 
Anel dos polinômios em y com coeficientes reais 
Conjunto imagem da função polinômial P 
Conjunto dos polinômios de JR[y] que se anulam em 
todos os pontos de ImP 
:Vlatriz jacobiana do polinômio P no ponto f5 
Posto do jacobiano Jp(fs) 
Produto interno canônico real ou complexo 
Projeções sobre T e li respectivamente 
X 
Ejk 
















a. 1\ x 
flrv-IET 
e(/) 
i5 j(lVIET ) 
:V! atriz que tem 1 na posição (j, k) e O nas demais 
Traço, parte real e parte imaginária da matriz A 
Erro no domínio de Fourier 
Erro no domínio do objeto 
Derivada de d em h, calculada sobre a variedade T. 
'\!atriz Hessiana de d em h E T. 
Gradiente de do f em IJ 
Critérios de parada adotado pelo método L.BFGS.B 
]\' úmero de precisão da máquina onde se realizam 
os testes numéricos 
Função custo L(IJ) avaliada no vetor de fases g(k) 
Condição inicial no problema de minimização de L(IJ) 
Vetor gradiente v L avaliado em l)(k) 
Imagem inicial tal que as amplitudes e as fases de sua 
DFT, F(0l, são formadas a partir de (neo a) e 
( 9,, IJ(DJ) respectivamente 
Parâmetro para indexar a variável X por algum 
número inteiro positivo 
Ruído produzido no vetor x 
Índice do ruído Tlx 
Siganl to :\'oise Ratio. SNR e óx são 
inversamente proporcionais 
Vetor obtido pelo produto componente a componente 
dos vetores x e y 
Vetor obtido pela potência entre o número a e cada 
componente do vetor x 
Condição inicial de fases de Fourier que depende 
do valor atribuído ao índice sk 
l\'orma Relativa para medir a distância entre a fase 
original 9 e a condição inicial 1)(0) 
Distância Máxima que a condição inicialiJ(O) deve 
se encontrar da fase original 9 para garantir a 
convergência do método MET 
Imagem obtida pelo método MET 
Erro dado pela norma ll.ftz)i/ 2 
Erro no domínio do objeto, o (f,]), quando .f 
é obtido pelo método MET 
Derivadas de .] com respeito a .5 e À respectivamente 
Xl 
Introdução 
:'\este trabalho estudaremos o problema da fase, também conhecido como o pro-
blema de decorrelação. O objetivo é reconstruir uma imagem digital f a partir dos 
dados da amplitude i FI de sua transformada de Fourier discreta (DFT) F= :F (f). 
Este problema é tema central no estudo spectral de imagens astronômicas: testes de 
espalhamento de raio-X de cristais, polímeros e DI\ A: e outras aplicações. 
O problema da fase foi formulado no final dos anos 60 no contexto de imagens 
astronômicas [91], e a maioria dos algoritmos iterativos usados hoje em dia já eram 
conhecidos na década de 701. Com tudo, os algoritmos existentes não são satis-
fatórios na presênça de ruído nos dados. 
:'\este trabalho abordaremos principalmente dois aspectos centrais relacionados 
ao papel do ruído no problema da fase: as condições de consistência para dados 
de amplitudes que garantem a solvabilidade do problema, e um novo algoritmo 
numérico que visa o aumento de robustez a ruídos no processo de reconstrução. 
'\'este capítulo introdutório definiremos o problema da fase, no contexto geral do 
processamento de imagens digitais: descreveremos em breve algumas aplicações e os 
algoritmos existentes: discutiremos em breve os aspectos de existência e unicidade e 
daremos uma panorama mais completo do contendo e inovação da tese. 
0.1 O problema da fase para imagens digitais 
C ma imagem digital [33] é representada por uma matriz real não -negativa n 1 x n 2 
cujos elementos serão denotados por /;j ou f(i,j). O par (i,j) (i= O,··· ,n1 -L 
j = O,· · · , n2 - 1) define um pixel da imagem, enquanto o valor /;j representa o 
grau de cinza do pixel, sendo ele normalmente um número do intervalo [0, 1] com 
O representando preto e 1 branco. 
Alternativamente, podemos considerar fij como uma função f : Z 2 -+ JR com 
suporte finito. Em geraL o conjunto 
n :={o .... ,n1 -1} x {o .... ,n2 -1} c Z2 
1 I'\ a cristalografia, o problema ganhou fama com o prêmio .\"obel em Química. conferido a H. 
Hauptman em 1985, baseado em uma sequência de artigos científicos no periodo 1950-1985: com 
os principais deles publicados na revista "Acta Crist. Sect. A". 
Xll 
servirá como suporte: porém. na formulação do problema da fase consideraremos 
a seguinte condição de suporte reduzido: n 1, n2 são pares, ou seja n 1 = 2m1 e 
n2 = 2,m2 ; e 
fij = O sempre que i > m 1 - 1 ou j > m2 - 1. (1) 
Sob esta condição o contendo de informação ocupará, no máximo, um quarto da 
imagem que, sem perda de generalidade. sempre será o quarto superior da esquerda . 
..\.condição (1) foi incorporada ao problema da fase por razões matemáticas: evitar 
aliasing [82] - pp. 235 - e garantir a unicidade da solução. Portanto, ao longo do 
trabalho referiremos ao conjunto 
S := {O ... · , m 1 - 1} x {0, · · · , m 2 - 1} 
como o suporte'' da imagem, sempre mantendo nossa interpretação da 1magem 
como matriz n, x n 2 , e não m 1 x m 2 . 
Figura 1: Exemplo de imagens digitais com a restrição de suporte. No topo temos uma imagem 
128 x 128. com suporte 64 x 64. :;ias imagens de baixo, o suporte é de tamanho 16 x 16. 
A transformada de Fourier discreta (DFT) de f será considerada como uma 
imagem complexa Fuv, ( u, v) E f2 , obtida através da relação 
(2) 
Xlll 
usando a representação polar, temos Fuv = IFuvl · exp(i<Puv), com amplitude 
(ou magnitude, ou módulo) IFuvl e fase c/Juv· Portanto, podemos armazenar os 
dados spectrais de f em duas matrizes reais n1 x n2 , também denotadas IFI e 
rp, codificando amplitudes e fases. 
No problema da fase pede-se recuperar a fase rj; da DFT de uma imagem 
digital r sujeito à condição de suporte diminuído (1), a partir dos dados 
da amplitude IFI-
Recuperando-se a fase, recupera-se portanto a imagem f. 
0.2 A origem do problema 
"\a realidade, a imagem a ser recuperada é analógica [33], [82] e pode ser mo-
delada por uma função real não -negativa com suporte compacto: g(x, y) (x, y) E 
D' c JR2 . "\esse contexto, o problema da fase consiste na sua reconstrução a partir 
de dados da amplitude de sua transformada de Fourier, dada por 
G(u, v) = F[g(x, y)J = J L g(x, y) exp( -2r. i (ux + vy))dx dy. (3) 
Observamos que neste contexto a restrição de suporte reduzido não é relevante, 
pois urna diminuição do objeto obtida através de contração apenas resulta em ex-
pansão proporcional de G. 
Em contraste ao aspecto analógico do problema original, o advento de tecnologias 
de análise, síntese e gráfica digitais nas últimas décadas tem favorecido o proces-
samento digital do problema. Para que as imagens digitais (!,F) (satisfazendo 
(1)) sejam aproximações fieis de (g, G), é necessário que o suporte de g seja 
igualmente diminuido, ou seja, com a informação ocupando apenas um quarto do 
campo de vista, S' c D,' analogamente à situação da Fig. 1. 
De maneira análoga à definição da transformada direta, definimos a transformada 
de Fourier inversa 
1 100 t"' g(x, y) = .r-I [G( u, v)] = 2" _ocJ_oc G( u, v) exp(2rr i ( ux + vy) )du dv. 
Será útil descrevermos a convolução contínua [11], [33] de duas funções g(x, y) e 
h(x, y), denotada por g(x, y) * h(x, y), definida pela integral 
g(x, y) * h(x, y) = 1:1: g(r, s)h(x- r, y- s)dr ds. 
XIV 
Algumas propriedades importantes são facilmente verificadas como por exemplo 
F 1 [G'(u, v)] 
J'~l [e~2,.i(au+bc)G( u, V)] 
F[g(.r,y)*h(x,y)] -
0.2.1 Sistemas óticos 
g'( -x, -y) (Fórmula de inversão alternada), 
h( x - a, y - b) (Time shifting), 
G(u, t')H(u, v) (Teorema da convolução ), 
Considere um raio eletromagnético atravessando um sistema de lentes, Dis-
tinguimos 2 planos importantes perpendiculares à direção de propagação do raio, 
chamados plano ocular e plano distante (" near field" e "f ar field" - veja Fig. 2), rela-
cionados aos 2 pontos focais extremos do sistema. Em testes spectrais, a ótica faz 
com que a imagem G no plano ocular seja o módulo da transformada de Fourier da 
imagem g no plano distante. Já na tomografia, por exemplo, a relação é dada pela 
transformada de Radon, que também pode ser reduzida à transformada de Fourier 
[82], pp. 328, [58], [56]. 
Figura 2: A esquerda temos a imagem g no plano distante ou far field e à direita, a imagem G 
no plano ocular ou near field. 
O contendo de frequência w = ( u, v) da onda eletromagnética pode ser descrito 
como G(w) = IG(w)lexp(iw(t-ó(w))), com intensidade IG(w)l e atraso (ou fase) 
<;&( w). Apenas as intensidades podem ser medidas no plano ocular, ou seja, temos 
acesso apenas a IG(u, v):. O problema da fase surgiu da tentativa de recuperar as 
fases perdidas. De particular importância estão as aplicações em radio-astronomia 
e astronomia ótica [82] (cap. 6 e 7), [4], [15], [16], [42]. 
Como mencionado, a restrição de suporte reduzido (1) não tem sua origem nas 
aplicações. Para impor esta restrição in natura, um sistema auxiliar de lentes e/ou 
XV 
espelhos diminue duas vezes o tamanho da imagem estudada dentro do campo de 
vista no plano distante, obtendo um suporte reduzido S' e, dentro dele, uma imagem 
g, fiel à original. :\'esse momento,urna imagem representando IGI aparece no plano 
ocular. O processo de digitalização produz a partir de G urna aproximação digital 
IF~o usada como dados de amplitudes para o problema da fase. 
0.2.2 Difração de Raio X 
Considere um raio X de uma frequência dada atravessando um objeto, tlprca-
mente uma molécula grande. Como na ótica, as fases dos raios espalhados são per-
didas e podemos gravar apenas as amplitudes, ou intensidades. Ylais precisamente, 
o objeto é posto no centro de uma esfera de raio suficientemente grande. e a leitura 
das intensidades é feita na superficie da esfera. Matematicamente, as intensidades 
gravadas representam a amplitude da transformada de Radon, e portanto, essencial-
mente em termos da transformada de Fourier. 
Se a molécula estudada não é muito grande. o problema da fase que resulta seria 
similar ao problema da ótica. Complicações adicionais ocorrem no caso de moléculas 
grandes com estrutura periódica ou repetida, como cristais, polímeros e D:\'A. 
Em espalhamento. não existe frequentemente uma maneira fácil de garantir a 
restrição de suporte reduzido, a fim de evitar aliasing e garantir solução única. Por-
tanto, a resolução efetiva do problema da fase depende criticamente da estrutura de 
cada objeto estudado. O trabalho matemático sobre o problema da fase na crista-
lografia desenvolvido por H. Hauptman rendeu a ele um prêmio i\ o bel em Química, 
no ano de 1985. Hauptman encontrou urna maneira de fazer uma estimativa inicial 
da fase baseado na amplitude, que é valida para cristais com estrutura relativamente 
simples e dá início a um método DIRETO para a determinação da estrutura desses 
cristais [39], [71], [48], [42]. 
0.2.3 Espectroscopia 
Aqui a função de densidade espectral é não -negativa e é a transformada de 
Fourier discreta inversa (veja 1.7) da função de coerência,';, uma função complexa 
cuja amplitude i'l[ é facilmente medida. O problema consiste em determinar a fase 
de "f. 
0.3 Fase versus amplitude 
A. questão da importância relativa da fase <f> e da amplitude IFI na re-
construção de urna imagem real f tem sido abordada em vários artigos, através 
de várias técnicas de reconstrução. :\'o início, dados da fase e amplitude vindos 
de duas imagens diferentes foram usados na reconstrução , a fim de descrever a 
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contribuição relativa destes dois dados na formação da imagem resultante. Em 
seguida, problemas inversos baseados na representação polar foram abordados, tais 
como o problema da fase. Existem outros dois problemas desta classe os quais 
mencionamos a seguir. 
0.3.1 O problema da amplitude 
No problema da amplitude [82]. pp 212-220, pede-se a reconstrução de uma 
imagem digital real f a partir das fases ó de sua DFT. Este tipo de problema 
inverso é abordado em sismologia, acústica [61], radar, sanar-. entre outros. 
O problema da amplitude é, matematicamente, um problema de minimização con-
vexa (o que não é verdade para o problema da fase), e portanto pode ser resolvido 
com mais facilidade [52],[54],[37].[88],[89]. 
0.3.2 O problema das duas fases 
Em alguns sistemas óticos, intensidades são medidas tanto no campo ocular como 
no campo distante. ~esse caso deve-se adotar uma visão mais ampla, considerando-
se um par de imagens complexas g = 1.9! exp iB e G = IGI exp iif;, sendo G 
a transformada de Fourier de g. Pede-se a reconstrução [60] da imagem g ou, 
equivalentemente, de G, a partir dos dados das duas amplitudes jgj e IGI. 
A seguir comentamos algumas aplicações que abordam o problema das duas fases. 
0.3.2.1 Spectrum shaping e kinoformas [29], [42]. Imaginemos um raio de 
laser que atravessa um sistema ótico, do tipo discutido antes, a fim de criar um 
holograma. Queremos sintetizar uma imagem desejada g no campo distante do 
sistema ótico, usando uma kinoforma: urna transparência colocada no campo ocular 
do sistema, i.e., na saída do laser. 
I\ ossa restrição prática é a de que apenas um padrão composto de círculos aber-
tos pequenos e idênticos, com seu lado aberto posto em vários ângulos, pode ser 
gravado na transparência. O padrão deve encher um disco B(O, r), de raio dado 
r. compatível com a espessura do raio. Esse padrão pode ser considerado como 
uma aproximação grosseira da fase 0 da transformada G da imagem desejada 
g, enquanto a amplitude !FI aproxima urna função de banda limitada do tipo 
\FI = Cxs, uma constante multiplicando a função característica do disco dado. 
Assim obtemos uma versão particular do problema das duas fases, procurando-se a 
melhor escolha da fase o para acomodar a imagem desejada g. 
0.3.2.2 Projeto de lentes. Crn problema similar foi estudado em [19] (veja 
também [60]). Dadas uma função real não -negativa p(x), com x E n C E-2 repre-
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sentando a transparência de uma lente, e uma função a( u) que representa o modelo 
de campo de intensidades desejado, queremos encontrar uma função !1(x), x E \1, 
que represente a espessura da lente, tal que a transformada de Fourier de f = peiB 
tenha a amplitude a. 
0.3.2.3 "\Vavefront sensing [91]. I\este tipo de problema. a imagem lf(x)j2 
de uma fonte pontual é gravada através de um sistema ótico. Assumindo que a 
aberração é uma função de fase pura no sentido de que seu módulo é constante e 
igual a L então F(u) tem módulo \F(u)\ igual à abertura do diafragma do sistema 
ótico. O problema consiste em reconstruir a fase de F(u). 
0.4 Unicidade 
Até finais da década de 70, havia muita dúvida de que o problema da fase para 
imagens digitais pudesse ser resolvido unicamente. De fato, a teoria de funções ana-
líticas mostrava que existia um grande número de soluções ambíguas para o problema 
unidimensional (caso 1-Df. 
As primeiras constatações de que o problema para o caso bidimensional (2-D) 
apresentava solução única vieram de resultados empíricos de tentativas de recons-
trução de imagens óticas. Estes resultados deram esperanças de que o problema 
da fase para o caso 2-D poderia ser unicamente solúvel e foram, portanto, fonte 
de incentivo para se extender a teoria existente do caso 1-D ao caso 2-D. A de-
mostração de unicidade, a partir de dados genéricos de amplitudes, apareceu pela 
primeira vez no artigo [12] (Bruck e Sodin 1979), mais uma vez usando a teoria de 
funções analíticas. A análise a seguir pode ser encontrada em [75], [74]. 
0.4.1 Imagens analógicas 
Considere o problema de se recuperar um sinal complexo .f(x, y) de suporte com-
pacto \1' C JR2 , supondo-se jF( u, v) I conhecida para todas as frequências ( u, v) E JR2 
Esse problema não pode ter solução única pela seguinte razão: dado qualquer objeto 
f(x, y), existem outros objetos com o mesmo módulo de Fourier: as translações do 
objeto, f(x- a, y- b), a imagem gêmea, f'( -.r, -y), e qualquer uma destas multi-
plicada por uma constante complexa de norma unitária, exp(ic\) [26],[81],[75],[76]. 
Ambiguidades desse tipo serão chamadas ambiguidades triviais. 
21\a seção 1.3 discutimos a não unicidade do problema da fase para o caso 1-D 
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Ambiguidades triviais diferem em posição mas tem a mesma aparência e podem 
ser consideradas "idênticas". Daqui em diante, diremos que o problema da fase tem 
sol·ução única se todas suas soluções são ambíguas triviais de um único objeto. 
Uma condição suficiente para a existência de ambiguidades não triviais para f é 
a existência de funções g, h de suporte compacto tal que vale a convolução f= g*h. 
:\esse caso, seja íj a gêmea de g. Então íj *h terá o mesmo módulo de Fourier de f, 
com suporte compacto, mas, em geraL não será uma ambiguidade trivial dela. Esta 
condição pode ser interpretada no domínio de frequências. Lembemos que, pelo 
teorema de Pólya-Plancherel [69],[70] a transformada de Fourier de um objeto de 
suporte compacto pode ser extendida a todo o IC2 como uma função inteira do tipo 
exponencial. A existência de uma convolução f = g * h (ambos g, h com suporte 
compacto) implica que a função analítica F fatora como um produto F = G H 
de funções analíticas de tipo exponenciaL 
Podemos concluir, então, que a falta de unicidade para o problema da fase é, 
essencialmente. um problema de fatora.bilidade ou redutibilidade. 
Definição 0.1 Dizemos que F : JR:.2 ---+ IC é uma. função banda-limitada se F pode 
ser unicamente extendida a cC2 como uma função inteira do tipo exponencial, i. e., 
existe A 2: O. c E JR:., k E Z tal que 
para todo z1 , z2 E IC (veja [40]- pp. 2L ou [75]). 
Lema 0.1 Sejam Z(F) e Z(H) os conjunto.s dos zeros das funções analíticas F, H: 
IC2 ---7 C Se Z(F) = Z(H) e se F é irredutível, então exi.ste uma função inteira 
do tipo exponencial G : IC2 ---+ IC tal que H = FG. 
Um resumo da prova do lema acima encontra-se em [42], pp. 149. A prova 
completa está em [75j. 
A unicidade de solução para o problema da fase no caso contínuo é uma con-
sequência do próximo teorema (veja [75], [76j e [42] - pp 139). Apesar de nos 
restringirmos ao caso 2-D, esse teorema é válido para o caso n-dimensional; e 
será aplicado a funções banda-limitadas. O teorema foi retirado de [75], com as 
notações adaptadas de acordo com as adotadas neste trabalho. 
Teorema 0.1 Seja F: JR:.2 ---+ IC uma. função banda-limitada e F(z1 , z2 ), z1 , z2 E IC, 
sua única extensão inteira do tipo exponencial. Se F(z1 , z2 ) é irredutível em IC2 
então f ( x, y) pode ser unicamente recuperada, a. menos da.s ambiguidades triviais, 
de IF(u,v)i, u,v E R 
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Resumo de demonstração do teorema 0.1 A. prova do teorema repousa sobre o 
lema 0.1. Seja F(zL z2 ) irredutível e suponha que exista uma outra função banda-
limitada H: R.2 ---t <C tal que \H(u,1J)j = 1F(u,v)j, u,v E R Então FF' = HH' e 
pode-se concluir que ou Z(F) = Z(H) n Z(F) ou Z(F) = Z(H') n Z(F). :Vlostra-se 
que a primeira opção implica Z(F) = Z(H); e que, analogamente, a segunda implica 
Z(F) = Z(H'). Pelo lema acima, ou H= FG ou H' = FG. Assim H W =F F'GG* 
e, por FF' = HH*, conclui-se que 1 = GG* = \G(z1,z2 )12, \i(z1,z2 ) E <C2 O 
resto da prova do teorema é para mostrar que JG(z1 , z2 )j = eCJim(zJ)~c,Im(zz)+l para 





c.) _ e-i(o 1 z1 ~a,z,+3)F( 7 _ ) 1· "-2 - "-"}' 42 ' 
(4) 
(5) 
para o 1 , o 2 e .3 constantes reais. Finalmente, restringindo as equações (4) e (5) ao 
caso real e em seguida aplicando a transformada inversa de fourier nos dois lados 
das equações, segue da "Fórmula de inversão alternada" e da propriedade "Time 
shifiting", que 
ou 
h( \ -.3ir( ' x, YJ =e J x- xo, y- YoJ, 
(6) 
(7) 
para algumas constantes reais x0 e x1. Com isto conclui-se a unicidade de f(x, y) a 
menos das ambiguidades triviais • 
"\ão é nosso objetivo aprofundarmos o problema da fase em sua versão contínua. 
Os resultados relativos a funções analíticas enunciados nesta introdução são em geral 
elementares e servem apenas para dar ao leitor uma sustentação aos resultados sim-
ilares da versão discreta. 
0.4.2 Imagens digitais 
Considere uma imagen digital real f e sua DFT F de acordo com (2), ignorando 
por enquanto qualquer restrição de suporte. Por conveniência de notação adotare-
mos nesta subseção o par (:r, y ), ao invés de (i, j), para os pixels da imagem f. 
Como ambiguidades triviais do objeto f(x, y) para o problema da fase definimos 
as translações periódicas f(:z:- a, y- b) ((a, b) E D), a gêmea, f( -x, -y), e 
- f(x, y). Tais funções têm o mesmo módulo de DFT como f. 
Se, além disso, f satisfaz a restrição de suporte reduzido, e f 1 ocupa sua janela 
não -trivial, de tamanho m 1 x m2 , com f 1 2: O, então as únicas ambiguidades 
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triviais possíveis de f (que mantêm a condição de suporte) são a própria f(x, y) e 
sua gêmea3 
}(x,y) = f(m 1 -1- x,m2 -1- y): V (x,y) E S. (8) 
Figura 3: Imagem gêmea, ](x,y), dada como em (8). l\ote que }(x,y) mantém a mesma 
aparência da imagem original, f(x: YL mudando apenas a posição dentro do suporte. 
Isso fica válido enquanto o suporte mínimo da imagem não ocupar uma janela 
de tamanho m\ x m; estritamente menor que S. Caso isso ocorra, então, algumas 
translações da imagem também serão permitidas. 
TJ ma condição suficiente para a quebra de unicidade na reconstrução da fase é 
obtida pela decomposição f= h* h, onde * é a convolução circular em (1.42). O 
mecanismo é idêntico ao descrito no caso analógico, e não vai ser repetido aqui. 
Equivalentemente, esta condição envolve a fatorabilidade da DFT F, ou melhor, 
a fatorabilidade da transformada-z, que extende a DFT analiticamente da circun-
ferência unitária ao inteiro campo complexo. Definimos a transformada-z de f 
como o polinõmio nas variáveis complexas z1 e z2 dado por 
m1-l m2-l 
F(z1 , z2 ) = L L f(x, y)zfz~. (9) 
x::::O y=O 
Quando z1 = exp( -;;iuJ/mi) e z2 = exp( -rriudm2 ) recupera-se a DFT. 
3I\ote que por um abuso de linguagem adotamos a mesma terminologia "gêmea': para designar 
a imagem em (8) que é, na verdade, a translação periódica f' ( x- m 1 - 1, y - m2 - 1) da imagem 
f'(x,y) :=f(-x,-y) =f(nr-X,nz-y). 
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A seguir citamos o principal resultado de unicidade. dada na versão discreta, 
para o problema da fase (veja [42] (pp 138)),[37]4 provado por Hayes: 
Teorema 0.2 . Se F(z1, z2 ) em (9) é irredutível, então um objeto f com suporte 
reduzido é unicamente determinado, a menos de suas ambiguidades triviais, a partir 
da magnitude de 8ua transformada de Fourier, IF(u. v)l. (u, v) E fi. 
A ocorrência de ambiguidades no problema da fase está associada então à fatora-
bilidade do polinômio associado. Isto explica a fundamental diferença entre os casos 
1-D e 2-D. pois polinômios de uma variáveL de grau maior ou igual a 2. são sempre 
fatoráveis (veja seção 1.3 para descrição completa das ambíguidades não triviais para 
o caso 1-D). enquanto polinômios de duas ou mais variáveis complexas raramente 
são fatoráveis [38].[77]. De fato, em [38], Hayes mostra que o conjunto de polinômios 
em duas ou mais variáveis que são redutíveis sobre o corpo dos complexos tem me-
dida zero, o que, segundo o teorema 0.2. implica que 
quase todas as imagens são unicamente recuperadas a partir das magni-
tudes de sua transformada de Fourier. 
0.5 Existência, consistência de dados, ruídos 
O problema da fase é não linear e a existência de solução não é garantida. Seja H 
imagem no dominio de frequências. Então para que IHI seja a amplitude da DFT 
de uma imagen real h, ela deve satisfazer a simetria i H( n 1 - u, n2 - v) i = I H ( u, v) I 
(veja Proposiçôes Ll e L2). Portanto o conjunto de amplitudes IHI de imagens de 
tamanho n 1 x n 2 • que satisfazem tal simetria, é isomorfo a iR~m 1 mz+2 Dentro desse 
espaço, o subconjunto C de amplitudes para as quais o objeto recuperado h 
tem suporte reduzido nunca foi caracterizado analiticamente. Chamamos as IH I' s 
pertencentes a C de consistentes. 
Algebricamente é claro que C é um subconjunto semi-algébrico em JR!m' mz+2 • 
ou seja. é uma união finita de conjuntos definidos por igualdades e desigualdades 
polinomiais ([7]. pp. 23). Não encontramos nenhuma discussão sobre esse fato 
essencial na literatura do problema da fase. 
Se na verdade C estiver contido em uma variedade V C iR~m 1 m,~2 poderíamos a 
principio obter uma condição necessária à consistência, em termos de um conjunto 
de identidades polinomiais. A referência [7 4] analisa a existência de identidades 
polinomiais nas variáveis IFuv 12 para o problema da fase. Sanz não encontrou, nem 
sequer enumerou, tais identidades e conjeturou que tal empreendimento pode ser 
difíciL 
4 Resultados adicionais foram obtidos por Fiddy et al. [23] e l'\ieto-Vesperinas e Dainty [68]. 
Barakat e ~ewsam [3J discutem condições necessárias para unicidade. Veja também caps. 6 e 13 
de [82] para uma abordagem completa sobre a questão da unicidade. 
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:\a prática, é comum o uso de problemas sintéticos, que usam dados a priori 
consistentes de amplitudes para a reconstrução. :\a realidade. entretanto, dados 
de amplitudes são sempre corrompidos por ruídos, provindo de três fontes: ruído 
do meio ambiente, ruído de medidas. e ruído de discretização e processamento. Em 
sistemas óticos. ruídos do primeiro tipo representam, por exemplo. não -linearidades 
no modelo ótico, impuridades do aL turbulências atmosféricas. etc. Em modelos de 
difração , são impuridades do cristaL etc. :\a tecnologia atuaL somente ruídos de 
discretização e processamento podem ser desprezados sem afetar a qualidade da 
reconstrução . 
Infelizmente, o problema da fase não é bem-posto pois a existência de solução não é 
garantida. De acordo com Sanz em [7 4], pp. 662, ao perturbarmos dados consis-
tentes obtemos, em geral. dados não consistentes. '\]esmo dentro de C, não sabemos 
se perturbação pequena nos dados implica perturbação pequena na solução. 
0.6 Algoritmos de reconstrução 
C ma classe principal de algoritmos iterativos para o problema da fase oscila em 
cada passo entre o domínio de frequência e o domínio de objeto; no primeiro, eles 
corrigem erros de amplitude, no segundo, a falta de suporte reduzido (no domínio 
de objeto). O algoritmo mais natural e simples dessa classe é o algoritmo ER (Error 
Reduction) [31],[30], mas ele converge a "mínimos locais" de uma função custo 
associada e frequentemente não encontra a solução. J. Fienup sugeriu o algoritmo 
HIO (Hybrid Input-Output) [2.S] - [81], [82], que é considerado um dos melhores 
algoritmos iterativos existentes. Na verdade, acredita-se que o melhor dos iterativos 
é o algoritmo, também proposto por Fienup, que consiste numa combinação de ER 
e HIO. 
O HIO é o único algoritmo iterativo conhecido que, acredita-se, converge à 
solução para quaisquer dados consistentes (ou seja, na ausência de ruídos) e em 
ambos os casos 1-D e 2-D. Entretanto, nossos experimentos mostraram que no 
caso 1-D, HIO nem sempre convergiu a mínimo global (veja tabela 1 do Cap. 
4 com convergência em apenas 60% dos exemplos testados). Além disso um limi-
tante para a taxa de convergência do HIO nunca foi encontrado. Para urna imagem 
de grande porte são necessários, tipicamente, centenas ou milhares de iterações [73]. 
De fato, até o presente não foi encontrada uma prova de convergência para 
o HIO. 
Entre as desvantagens dos algoritmos desse tipo mencionamos a necessidade de 
calcular uma DFT e urna IDFT (DFT inversa) em cada iteração. Quanto ao algo-
ritmo HIO. ele mostra pouca robustez a ruídos: ele raramente com·erge para dados 
com ruído, e a qualidade de reconstrução piora rapidamente ao diminuir-se o S:\R 
(signal to noise ratio) [25]. [26]. [81]. [77]. Fienup e outros autores sugeriram como 
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alternativas várias combinações dos algoritmos HIO e ER, sem resolver satisfatori-
amente o problema de robustez [25], [82], pp, 250. 
Entre as outras alternativas mencionamos algoritmos iterativos tipo :'\ewton. 
Devido à natureza topológica do problema, a função custo é sempre não convexa 
[57]. No capítulo 3 propomos um novo algoritmo deste tipo. 
0.7 Panorama da tese 
A tese está dividida em 5 capítulos. 
No capítulo 1, discutimos em detalhe o problema da fase para sinais 1-D e 2-D 
(digitais). 
I\a parte inédita deste capítulo, discutimos condições necessárias e suficientes 
à consistência dos dados. Damos indicações que tais condições serão uma mistura 
de identidades e desigualdades. Portanto, qualquer conjunto de identidades do tipo 
sugerido por Sanz não pode ser urna condição suficiente para a connsistência dos 
dados. 
Para imagens de suporte reduzido de tamanho ( = m 1 x m2 ) 2 x 2 e 2 x 3 
calculamos penosamente as condições necessárias e suficientes. Também calculamos 
para o caso geral o número esperado de identidades, usando o posto de um jacobiano 
associado. Esse número é m 1m 2 +2. Dessas identidades, encontramos m1 +m2 +1 
identidades, todas lineares nas variáveis buv := IFuv j2 . '\o caso 2 x 3 são necessárias 
duas identidades adicionais, que são polinomiais nos yt;;;; mas não nos buv· 
lV!esrno que não foram encontradas todas as condições de consistência para o 
problema da fase, nossa discussão da natureza dessas condições é um primeiro passo 
necessário para sua análise no futuro. 
No capítulo 2 descrevemos de maneira sucinta os principais métodos existentes 
de reconstrução para o problema da fase. Comentamos sobre a convergência destes 
métodos, na ausência ou presença de ruídos, e caracterizamos a convergência do 
algoritmo ER a rnínírnizadores locais de urna função custo associada. 
:\a tentativa de superar o problema principal de reconstrução, ou seja, a ins-
tabilidade numérica, apresentamos no capítulo 3 um novo algoritmo que se baseia 
num método de otimização quasi-Newton, chamado L.BFGS.B [13], [9.5], de uma 
certa função custo não convexa, L 2: O. Os mínimos globais de L atingem L = O e 
são as soluções do problema da fase. 
Em vários experimentos foi constatado que o novo algoritmo convergiu a um 
nínímo local no sentido que, numericamente, o gradiente é zero e o Hessíano positivo 
sernídefinído. :'\o caso 1-D, ele de fato convergiu sempre a um nínímo global, ou seja, 
à solução do problema, com custo na ordem de 10-4 ou menos. Além disto, ele é 
mais robusto a ruídos que o algoritmo HIO. Entre suas desvantagens contamos a 
taxa de convergência que o torna, por enquanto, impróprio para imagens grandes 
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(de tamanho maior a 32 x 32). A originalidade desse novo método está no tipo de 
parâmetro adotado para a função custo, i.e., adota-se as fases da DFT, (e não os 
pixels da imagem, como a maioria dos métodos de otimização o fazem [67]) como 
parâmteros de minimizaçâo. l\ão foi encontrado na literatura nenhum trabalho que 
trata da minimização de tal função com respeito a esses tipos de parâmetros. 
l\o capítulo 4 apresentaremos os principais resultados numéricos obtidos ao exe-
cutarmos os algoritmos iterativos descritos nos capítulos 2 e 3. Apresentaremos 
\·árias tabelas comparando os resultados obtidos, apontando as vantagens e desvan-
tagens de cada método, sob diversas condições específicas, em situações onde as 
amplitudes são consideradas ora com ruídos. ora sem ruídos. 
l\o capítulo 5 examinamos a possibilidade de usar pré-filtragem para aproximar 
dados inconsistentes por dados "mais consistentes". usando as novas identidades en-
contradas no capítulo 1 como restrições para um problema de mínimos quadrados. 
Em seguida executamos os algoritmos sem e com esta pré-filtragem. O estudo com-
pleto da filtragem será feito apenas para o caso 1-D, tendo em vista que o trabalho 
para o caso 2-D ainda está incompleto e, portanto, indicado para pesquisas futuras. 
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Capítulo 1 
Caracterização das amplitudes 
para o problema da fase 
'\'esse capítulo faremos um estudo do problema da fase (veja formulação na 
seção 1.2) para funções reais discretas que satisfazem a restrição de suporte. Discu-
tiremos, entre outros assuntos, algumas condições necessárias que as amplitudes de 
Fourier devem satisfazer para que o problema da fase apresente solução (única). 
1.1 Definições e notações 
Repetiremos nesta seção algumas definições e conceitos já estabelecidos na in-
trodução . Suponhamos que 
íl = [O,n -1] c ::Z (caso 1-D), 
ou 
n = [O,nl -1] X [O,n2 -1] c ::Z2 (caso 2-D), 
onde n, n 1 e n2 são inteiros pares positivos dados por 
(Ll) 
Seja f= (fj)jEíl um objeto real 1 que poderá representar um sinal (caso 1-D) ou 
urna imagem (caso 2-D), obtido pela discretização de urna determinada função f(x). 
Para o caso 1-D, f é o vetor n-dimensional 
f= (Jo,JI, · · · ,fn-lf E JRn, (1.2) 
1 Salvo menção em contrário, f será sempre real 
1 





/J,n2 -l (L3) 
Será conveniente, às vezes, que adotemos f na sua forma particionada por blocos, 
No caso 1-D, particionamos f em dois subvetores de tamanho m x 1: 
No caso 2-D particionamos f em blocos de tamanho m 1 x m 2 , i,e,, 
f = [ f(ll) f(12) ] f(21) /(22) , (L5) 
Também denotaremos a j-ésima linha (j =O, 1,,,,, n 1 -1) e a k-ésima coluna 
( k = O, 1, , , , , n2 - 1) de uma matriz f respectivamente por 
[/]()) e [f](k) 
Definição 1.1 A transformada de Fourier discreta, DFT, [11] de f = (/j)jEfl é 
dada por F= (Fu)uEfl, onde 
(L6) 
Dizemos também que f é a transformada de Fourier discreta inversa (IDFT) de F 
No caso 2-D interpretamos (L6) assim: u representa o par (u, v), j o par (j, k) e a ex-
pressão (u,j)/n torna-se igual a u.j/n1 +vk/n2 , É fácil concluir que a expressão para 
a IDFT é 
onde 
fJ=:r 1 (Fu)= 1~I:;Fuexp(2Ttiu/J, (L7) 
N = n, 
N = n1n 2 , 
uEn 
(caso 1-D), ou 
(caso 2-D), 
Diremos que (!, F) representa um par de Fourier 2 se f e F se relacionam segundo 
as fórmulas (L6) e (L7), 
2 Convém ressaltar que: na representação de um par de Fouríer, adotaremos letras minúsculas 
para representar as funções objetos e as respectivas maiúsculas para representar suas transformadas 
de Fourier 
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Usualmente j é denominada coordenada no domínio do tempo (ou domínio do 
objeto), e u, coordenada no domínio de frequências (ou domínio de Fourier). 
Adotaremos ao longo da tese a norma de Frobenius 
O teorema de Parseval (veja p.ex. [11], pp. 130) garante que 
II!W = 1~11FW. (1.8) 
Na forma polar 
(1.9) 
c/Ju e i FuI representam, como antes, a fase e a amplitude da transformada de Fourier 
em u respectivamente. Ru e lu são respectivamente as partes real e imaginária de 
Fu. q)u e IFul podem ser expressos em termos de lu e Ru. É imediato que 
IF !- vR2 ..L12 1 Ui- U 1 u· 
Quanto aos valores das fases, restringiremo-nos ao intervalo 
-Tt < Ou :S 7r, Vu. 
Pelo fato de a função arcotangente tomar valores no intervalo aberto (-7r/2,7r/2), 
obtemos as fases obedecendo-se à seguinte lei: 
As vezes é mais conveniente trabalharmos com as expressões (1.6) e (1.7) dadas 
na forma matricial. 
1.1.1 Forma matricial: caso 1-D 






onde f é o vetor dado em (1.2), F é o vetor 
(1.12) 
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e W é a Matriz de Fourier cujo termo geral é dado por 
W -jk jk = w : j,k E {0,1,2, ... ,n-1}, (1.13) 
para w = exp(Ki/m). O símbolo * representa o transposto conjugado complexo. 
Verifica-se imediatamente que 
WW* = W'W = ni, 
onde I é a matriz identidade de ordem n. Particionada em blocos m x m, W se 
escreve na forma 
[ W DW ] W = WD (-l)mDWD ' (1.14) 
onde 
W = [I O] W [~] E Mmxm(C), 
e D é uma matriz diagonal cujos elementos Dkk são dados por 
Dkk = (-l)k k E {O,L2, ... ,m-l}. (1.15) 
W também pode ser expressa na seguinte forma particionada 
onde 
(1.16) 
A proposição seguinte [11] nos diz que um certo tipo de simetria é típica das 
transformadas de Fourier de objetos reais 1-D. 
Proposição 1.1 Seja (f, F) um par de Fourier com f E :cn. Então f é real se, e 
somente se, 
Fm+u =F m-u, u =O, L 2, ... , m. (1.17) 
Como nosso objeto f é supostamente real, segue da proposição 1.1 que F0 e Fm 
serão sempre números reais, e o vetor F poderá ser reescrito como 
F= [F(ll] ; 
Ft2l 
(1.18) 
Definição 1.2 Seja F um vetor qualquer do espaço :cn. Dizemos que F apresenta 
a simetria 1-D de Fourier, se as componentes de F satisfizerem as equações (L17). 
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:\ote que o vetor das amplitudes de Fourier 
apresenta a simetria IFm+ul = IFm-ul· 
Usando a representação polar em (1.9) e considerando a simetria 1-D de Fourier, 
o vetor F pode ser reescrito como 
(1.19) 
para 
Ou= 1Fu], u=0,1.2, ... ,m. (1.20) 
Como F0 e Fm são números reais, e -r; < 9u S:: r. V u, então 
Consequentemente 
Eu = eióu = ±L para u. = o, rn (121) 
e 
Fo = EoOo = ±oo, Fm = EmOm = ±etm. (1.22) 
Observa-se que Eu em (1.21) é o sinal de Fu (Eu= sgn(Fu)) para u =O, m. 
Desde que F0 = 2:;7,;:~ h segue que 
se f1 > O V j, então Eo = 1 e c/Jo = O. (1.23) 
Por causa da simetria 1-D de Fourier. as amplitudes e as fases de F são comple-
tamente descritas pelos vetores 
(1.24) 
e 
, ( ' , , )T 9F := 9o,9J, · · .,'fJm · (1.25) 
Assim, para o caso em que Ou e cPu representam a amplitude e a fase de Fu, os 
vetores em (1.24) e (1.25) serão denominados vetor amplitude e vetor fase de F. 
As condições satisfeitas em (1.22) nos permitem introduzir a noção dos toróides 
[73]. 
Definição 1.3 Dados c/Jo, cf!m E {0, ;r}, o toróide T(c!oo.<P=l é o subconjunto do JRm+J 
definido por 
T(?o.o=l = {(oo;0;9mf: 0 = (el,02, ... ,0m-1f E (-rr,rr]m-l}. 
Dizemos que f eBtá dentro do toróide T(9o,9m) se OF E T(?o.&m)· 
Cada um dos 4 toróides é topologicamente igual ao hipertoro s;n- 1 , onde 51 é a 
esfera unitária. Se f for um sinal positivo, então resulta de (1.23) que f estará 
dentro de T(o,o) ou T(o,.,.) conforme se tenha Em = 1 ou Em = -1 respectivamente. 
1.1.2 Forma matricial: caso 2-D 




onde f é, agora, a matriz dada em (1.3), e F é a matriz complexa, n 1 xn2 , cujos pixels 
são os valores, F""' (u, v) E fl = [O, n 1 - 1] x [0, n 2 - 1]. A matriz das amplitudes 
de Fourier será denotada por /F/. Assim 
/F/= [ /Fm\ ]ru.v)Efl· 
Para cada j = 1,2, WJ (E Yiinixni(iC)) 3 é a matriz de Fourier dada em (1.14) 
quando m = m1 e"-'= wJ = exp(1ii;m:J). 
Similarmente ao caso 1-D, temos a seguinte proposição [11] que descreve a sime-
tria 2-D de Fourier da transformada de Fourier de uma imagem real. 
Proposição 1.2 Seja f uma imagem complexa, n 1 x n 2 . Então f é uma zmagem 





(u,v) E {O,m1 } x {O,m2}, 
uE{O,ml}, vE{1, ... ,m2-1} 
uE{1, ... ,m1 -1}, vE{O,m2} 
u E {1, ... ,m1 -1}, v'/. {O,m2 }. 
A simetria em (1.28) implica que F pode ser reescrita como 
\Foo I Fo1 Fok ------0> jFom, i +-- Fok 
Fw Fn F,k F 1m2 F1.n2 -k 
Fjo F11 FJk Fjm, Fj,nz-k 
F= .j,. ~ .j,. ,/ 
jFm,o I Fm 1 1 Fm 1 k ------0> 1Fm1m21 +-- Fm 1 k 
t /' t ""-
Fjo Fj.n2-l Fj,n2-k Fjm, FJk 









3 0 leitor não deverá confundir, por exemplo. a notação W 1 em (1.26) com a W(lJ dada em 
(1.16). Em (1.26), W1 representa a matriz de Fourier correspondente ao inteiro m 1 , enquanto em 
(1.16), W11 l representa um bloco da matriz de Fourier correspondente ao inteiro m. 
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Façamos alguns comentários para entendermos melhor a simetria 2-D de Fourier 
da matriz F em (1.29). '\Tos quadrados destacam-se os elementos da matriz que 
necessariamente são reais. C m par de setas orientadas em sentidos opostos indica 
que os elementos posicionados em suas origens, além de serem complexos conjugados, 
estão a urna mesma distância do elemento para o qual o par aponta. Assim, desde 
que [z[ = lzl e arg(z) = -arg(z), segue que as amplitudes, auv, e as fases, Óuv' de F 
são completamente descritas pelos conjuntos 




A1 ·- {(O,v): v E {0, 1. ... , m2 }}, 
A2 .- {(u, v): u E {L 2, ... , m 1 - 1}, v E {0, 1. ... , n2 -1} }, (1.32) 
c\3 .- {(m;,v) :v E {0, 1. ... , m2}}. 
Tais fases e amplitudes referem-se aos elementos de F interiores aos quadrados e aos 
elementos interiores à linha poligonal fechada. 
Podemos ordenar as amplitudes em (1.30) e obter o vetor amplitude de F, 
(1.33) 
de modo que as m 2 + 1 primeiras coordenadas de ap sejam os m 2 + 1 primeiros 
elementos da primeira linha da matriz IFI, ordenados da esquerda para a direita; 
os (m1 - 1) x n2 elementos seguintes de ap sejam os (m1 - 1) x n 2 elementos de 
IFI compreendidos entre a segunda e a m 1 -ésima linha, ordenados de acordo com 
a ordem lexográfica: e, finalmente, os m2 + 1 elementos restantes de ap sejam os 
m2 + 1 primeiros elementos da (m1 + 1)-ésima linha de [F[, também ordenados da 
esquerda para a direita. 
De maneira análoga ordena-se as fases de F em (1.30) e obtém-se o vetor fase 
de F, 
(1.34) 




Desde que Foo = L;1 Lk fJk, segue que 
se f1k >O 1:/ (j, k) E f2 então e00 = 1 e <Poo =O. (1.36) 
Consideremos a ordem dos índices ( u, v) E A estabelecida na formação do vetor 
rPF· Denotemos por 0(1) E (-7e,7i]mz-l, rP(2) E (-7i,7fj\m1-l)nz e rP(3) E (-r.,7i]mz-l 
os subvetores de 9F determinados pelas componentes de rPF compreendidas entre 
d.>oo e rPom2 : 9om2 e cPm1o; e <Pm,o e rPm1m2 respectivamente. Então 
(1.37) 
Similarmente à definição 1.3 [73j temos a 
Definição 1.4 Dados d.>oo, d.>om, rPm1o, 9m1m2 E {0, 7f }, O toróide T(9oo,9om2 ,<?m 1o,<Pm 1 m2 ) 
é o subconjunto do IR2m 1 m 2+2 definido por 
{(" ·e ·" ·e ·-' ·8 ·"- )T. e e E ( _ -]m,-l.g E ( _ ,.,.,(m 1 -l)n,} '+'00, (l);'f'Om2' (2);<f.'mlo, (3):'+'mlm2 · (1), (3) -.1,11 , (2) -n, '1 · 
Cada um dos 16 toróides é topologicamente igual ao hipertoro S~(m, mz-l) 
1.2 Os problemas da fase e da autocorrelação 
~esta seção formularemos os problemas da fase e da autocorrelação, e discutire-
mos assuntos relevantes tais como a caracterização das amplitudes. 
A seguir, redefinimos o suporte de um objeto, da mesma maneira como o fizemos 
na seção 0.1, desta vez incluindo o caso 1-D. 
Definição 1.5 Seja f= (fJ)JEfl um objeto real, onde 
f2 = [O,n-1] 
f2 [O,n1 -1] x [O,n2 -1] 
Dizemos que f satisfaz a restrição de suporte se 
(caso 1-D), 
(caso 2-D). 
fJ =O, 1:/j E f2 \ S, 
onde S (o suporte de f) é dado por 
[0, m 1] s 
s [O,m1 -1] x [O,m2 -1] 
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(caso 1-D), ou 
(caso 2-D), 
(1.38) 
Queremos estudar a seguinte versão do problema: 
O Problema da Fase: Dado Ctu 2: O, u E ri, encontrar f que satisfaz: 
(i) IFul = O:u, onde F= :F(J), 
(ii) a condição de suporte (1.38) (1.39) 
O problema da fase pode ser estudado inteiramente no domínio do objeto, usando 
autocorrelação [82] (pp. 235-242), [67]. Dados dois objetos reais f = (Jj)jEfl e 
g = (gj)jen, definimos a correlação discreta entre eles por 
f1 * .9} := L j;g(j+i)(mod n) 4 , j E ri. 
iED 
A autocorrelação discreta nada mais é que 
{j * fj =f,* f-j, 
onde f 1 * gJ (a convolução discreta entre f e g) é definida por 





Similarmente ao teorema da convolução contínua dado na seção 0.2, temos o 
teorema da convolução discreta [33] 
Também continua válida no caso discreto a Fórmula de Inversão Alternada 
(1.44) 
que, em outras palavras, significa que toda imagem possui o mesmo módulo de 
Fourier da sua gêmea. 
O Problema da Autocorrelação : Dado .3u 2: O, u E ri, encontrar f que satisfaz: 
(i) fj * fJ = 3u, 
(ii) a condição de suporte (1.38) 
Os problemas (1.39) e (1.45) são equivalentes quando :F(f3u) 
acordo com (1.41), (1.43) e (1.44), 
:F(Jj * fj) = 1Fu[ 2 
(1.45) 
a~ pois, de 
(1.46) 
4 Em geraL o termo 9k(mod n) significa que 9k = 9r, onde r é o resto da divisão de k por n. Note 
que no caso 2-D, 9(j,k)(mod n 1 .mod nz) nos diz que 9Jk = 9rs, com r e s os restos respectivos das 
divisões de j por n1 e k por n2. Se n1 = n2 := n, adotaremos, para o caso 2-D, a notação mais 
simples 9jk(mod n) 
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O suporte de f1*f1 é tipicamente o dobro do suporte de fJ. Então, para evitarmos 
o fenômeno chamado aliasing [ll], [82] (pp. 235) nos cálculos de 1Ful 2 e, assim, 
obtermos unicidade na solução do problema (1.45), é necessário que consideremos 
objetos fJ que satisfaçam a restrição de suporte (1.38). 
Algumas questões surgem de imediato, como a unicidade da solução para (1.39) 
e a caracterização das amplitudes 5 , i.e., as condições necessárias e suficientes para 
a existência de uma solução para o problema (1.39). Também pergunta-se quais as 
condições adicionais para que a solução também satisfaça a restrição de positividade 
fx ?':O lfx E S. (1.47) 
Vimos na seção 0.4 que, no caso 2-D, a solução do problema (1.39) é tipicamente 
única a menos das ambiguidades triviais. Nas próximas seções discutiremos, então, 
a não -unicidade para o caso 1-D e a caracterização das amplitudes no problema da 
fase. 
1.3 A falta de unicidade para o caso 1-D 
Como já dissemos na introdução , é bem conhecido que o problema inverso 
(1.39) não apresenta solução única para o caso unidimensional. O número de 
soluções possíveis é finito, igual a no máximo 2m, e podemos analisar essas soluções u-
sando a teoria de variáveis complexas. Nossa discussão será baseada em [12] e [82], 
pp. 221. 
Dado um sinal real f como em (3.1), sua transformada de Fourier F pode ser 
reescrita em termos de um polinômio, Pp ( z), avaliado sobre determinados pontos 
da esfera unitária: as raízes da unidade de ordem n, i.e., 
m-1 




Pp(z) =L fx zx. (1.49) 
x=O 
A expressão em (1.48) mostra que cada pixel Fu do vetor F é dado pelo polinômio Pp 
avaliado na raíz da unidade correspondente, w-u, u =O, 1. 2, ... , n -1. O polinômio 
Pp é também chamado a transformada-z de fx· Assim, desde que os coeficientes de 
Pp em (1.49) são dados pelos pixels de f, fica evidente a relação biunívoca entre os 
polinômios de grau m- 1 e os sinais reais de suporte de tamanho m. 
õEstas metas parecem ser atingíveis, porém não existe na literatura nenhum resultado que as 
comprove para o caso geral. 
10 
Agora, pelo teorema fundamental da álgebra, o polinômio em (1.49) pode ser 
fatorado completamente sobre o corpo dos números complexos, i.e., 
Pp(z) = Co n (z- a.k). n (z- Zk)(z- zZ). (1.50) 
akEr zkEf2 
onde c0 é uma certa constante reaL 
é o conjunto de todas as raízes reais e 
o de todas as raízes complexas de Pp que têm a parte imaginária positiva. Então o 
conjunto de todas as raízes de Pp é Z ( Pp) = r U S1 u Si'. Segue imediatamente que 
p+ 2q = m -1. 
Dado um número real ou complexo, w. definimos o fiipping de w (em torno do 
círculo unitário) como sendo a transformação que permuta w com o seu inverso 
multiplicativo 1/w, i.e .. 
flip(w) = 1/w. 
Se fizermos um flipping em um número finito de raízes não unitárias de Pp em torno 
do círculo unitário, obteremos um novo polinômio, Pp cuja transformada de Fourier 
associada, F, ainda possui a mesma magnitude, i.e., \Fui, = !Fui· Isto equivale à 
multiplicação 
Pp(z) = Pp(z)G(z), (1.51) 
onde 
(1.52) 
para alguns subconjuntos ri ç r, [21 ç n. É imediata a verificação de que 
IG(z)l = 1; V lzl = 1. (1.53) 
Com efeito, dado w E IC, se lzl = 1 então 
· .. 'I- zw' j I z(z' - w') I ! . = = lzl = 1. 
IZ-WI z-w 1 
Assim, (1.51) torna-se equivalente a 
Pp(z) = Co n (z- a.k). n (1- zak). 
n (z- zk)(z- z'k). n (1- zzk)(l- zz;;). (1.54) 
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:\fote que (1.54) nos diz que todas as raízes reais contidas no subconjunto f 1 , assim 
como todas as raízes complexas de S1 1 e seus conjugados correspondentes de S1i, 
foram flipadas em torno do círculo unitário. O Polinômio Pp, assim obtido, é um 
polinômio de coeficientes reais de grau m - L i.e., 
m-1 
Pp(z) =L fx zx, (1.55) 
x=O 
cujas raízes são dadas por todas as raízes flipadas de PF e também por todas aquelas 
que não foram flipadas. Em outras palavras, (1.54) nos diz que 
V zk E Z(Pp), 3 w1 E Z(PF) tal que ou zk = w1, ou zk = 1/w1• (1.56) 
Diremos então que dois sinais f e f são fiipping relacionados se suas transformadas-
z associadas PF e Pp satisfazem (1.56). 
Observe que para garantirmos que os coeficientes de Pp sejam reais é necessário 
que, ao fliparmos algumas das rarzes complexas de PF. também o façamos aos seus 
conjugados respectivos. 
Observe que, em decorrência de (1.53), 
o que mostra que fx e lx são duas6 soluções reais distintas, com a restrição de 
suporte, para o problema inverso (1.39). 
Reciprocamente, observamos segundo (1.41) e (1.46) que a transformada-z da 
autocorrelação f1*f1 é PF(z) ·Pp(z), onde Fu = F(J_1), e seus zeros são os zeros de 
PF(z) e seus fiipados. Usando essa observação podemos verificar [12] que os únicos 
sinais reais recuperáveis de !FI são o próprio r os sinais obtidos de f por flipping e 
seus negativos, no total não mais do que 2m soluções. 
1.4 As identidades das amplitudes 
J.L.C. Sanz afirma em seu paper [74] que certas condições necessárias para que 
o problema da fase (1.39) admita solução são as de que as amplitudes quadradas, 
a;;, satisfaçam um certo conjunto, P, de equações polinomiais. Além disso ele con-
jetura que um problema desafiador é o de encontrar tais equações cuja 
tarefa pode ser extremamente complicada. :'\a verdade elas nunca foram exi-
bidas e até o momento não há na literatura qualquer registro de tais equações . 
6 Em outras palavras, o que acabamos de verificar é que as equações (1.51) e (1.53) mais o teo-
rema da convolução, implicam que é sempre possível obter um novo sinal através da convolução do 
sinal original com um outro sinal arbitrário cuja transformada de Fourier tenha módulo unitário. 
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:\esta seção, nós resolvemos parte desse problema em aberto, exibindo para 
ambos os casos, 1-D e 2-D, um subconjunto P1 C P, formado por identidades 
polinomiais lineares nos o:~. Nós acreditamos que a caracterização completa das am-
plitudes O:u (ou equivalentemente, as condições necessárias e suficientes que o vetor 
das amplitudes, o:F, deve satisfazer para que (1.39) admita solução (única)), é de 
natureza ainda mais complexa e é composta por 3 tipos de restrições : (1) as iden-
tidades do conjunto P; (2) outras identidades polinomiais nas variáveis O:u, mas 
que não são polinomiais em o:;; (denominaremos o conjunto destas identidades por 
A): (3) inequações nas variáveis O:u (cujo conjunto será denotado por D). Infeliz-
mente a caracterização completa das amplitudes para o problema generalizado da 
fase é possível somente para sinais e imagens de tamanho pequeno, pois encontrar 
as identidades do conjunto (P \ Pl) U A mais as desigualdades de D é urna tarefa 
extremamente difícil. Para o caso 1-D, nós damos a caracterização completa para 
m = 2 e m = 3. Já para m = 4 o processo para encontrar todas as desigual-
dades de D torna-se extremamente complicado. O mesmo acontece para o caso 
2-D, onde conseguimos dar a caracterização completa apenas para m 1 = m 2 = 2 
e m 1 = 2, m2 = 3. É impressionante como as identidades do conjunto A são bem 
mais complicadas para m 1 = 2, m 2 = 3 do que para m 1 = m 2 = 2. 
Em todas as aplicações os dados das magnitudes O:u em (1.39) são corrompi-
dos por ruídos pois na prática eles são medidos através de equipamentos cuja 
aferição está condicionada a interferências externas. Assim, torna-se necessário saber 
quais os efeitos produzidos quando ruídos são acrescentados no sistema (1.39). 
É fácil ver que o problema de recuperação da fase a partir das amplitudes é 
localmente mal condicionado (ou mal posto) [42] (pp. 9) no sentido de que peque-
nas perturbações nos dados das amplitudes de um problema factível produzem um 
problema não factível. Em outras palavras, como Sanz afirma em seu paper [74], a 
probabilidade de construir fases consistentes para amplitudes com ruídos é nula. 
Diversos métodos para resolver o problema da fase com ruídos foram propostos, 
dentre eles se destacam os métodos que utilizam técnicas de regularização, [34], [42], 
[6], [80], [22], [66], [79], e os métodos iterativos de Fienup [25], [26], [81]. :\o capítulo 
3 nós apresentamos um novo método para o problema da fase. 
1.4.1 Identidade das amplitudes para o caso 1-D: 
Teorema 1.1 Seja f = (!~)'f~)? um objeto real unidimensional e F sua DFT. 
Suponha que as amplitudes de F são dadas por O:u = IFul u =O, 1, ... , m. Então 
m-1 
o:6 + 2 2) -1)ka~ + ( -1)mo:;;, = 2nf~)f(l)· (1.57) 
u=l 
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Demonstração : Csando a expressão dada em (1.7) para calcular a transformada 
inversa da quantidade ':Fu 12 , obtém-se 
onde w = exp(1rijm). Por outro lado segue de (1.46) e (1.40) que 
n-1 
-:['F •21 _ 'Ç"""' F I uI J - ~ .fi/(j-.:,i)(mod n); o::;j::;n-1. 
i=O 
Comparando as expressões de segundo membro de (1.58) e (1.59) obtemos 
n-1 n-1 
.!_ 'Ç"""' i F 12 • . uJ - 'Ç"""' f·fc. ')( ) O <_ J. _< n - 1. n ~ i u :..v - ~ z J+z mod n , 
u=O i=O 
Atribuindo m à variável j em (1.60) temos 
n-1 n-1 







Verifica-se imediatamente que o segundo membro de (1.61) é igual a 2(fofm + 
f:fm+! + · · · + fm-:fn-:l = 2fK1f(2)· Por outro lado, devido à simetria 1-D do 
vetor JFI (veja definição 1.2), o primeiro membro de (1.61) torna-se idêntico a 
1 m-1 
;;:[a6 + 2 L(-l)"a~ + (-l)ma;,] • 
u=l 
Corolário 1.1 (Identidade 1-D das amplitudes) Seja f um sinal real que satisfaz a 
restrição de suporte (1.38). Então as amplitudes de F satisfazem a identidade 
m-1 
a6 + 2 L(-1)"a~ + (-1)ma;, =O. (1.62) 
u=l 
Demonstração: Basta tomarmos f( 2 ) =O no segundo membro de (1.57). • 
Chamaremos a equação (1.62) de identidade 1-D das amplitudes. :-Jota-se que a 
identidade 1-D das amplitudes é uma equação polinomial de grau 1 nas variáveis 
2 ? 2 D. (1 6?) · ·d ·d d 1· -- · 2 -2 2 a 0 , ai, ... , am. :remos que . - e uma 1 ent1 a e mearnas vanave1s a 0 , a 1 , ... , am. 
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Será conveniente expressarmos a fórmula de autocorrelação (1.60) quando f sa-
tisfizer a restrição de suporte. Assim, se .f(2) = O e levando-se em conta a simetria 
1-D de Fourier do vetor ]Fi, (1.60) torna-se equivalente ao sistema 
O::Oj::Om-1. (1.63) 
mais a identidade 1-D das amplitudes 
m-1 
a6 + 2 2:) -l)"a~ + ( -l)ma;', =O. 
u:::::l 
:'\ote que (1.63) representa um sistema polinomial nas variáveis .f0 , h, ... , .fm-l· 
:'\ieto-Vesperinas [67] faz uso do método de Levenberg-l'viarquardt [51], [59] para 
resolver esse sistema não linear sobredeterminado. 
Será conveniente darmos uma demonstração alternativa do teorema 1.1. 
Demonstração alternativa do teorema 1.1: 
A prova de (1.57) é uma consequência imediata das igualdades 
m-1 
]Fo] 2 + 2 2_)-1)k]Fk] 2 + (-l)m]Fml 2 = F't:.F = 2n.f(~J.f(t), (1.64) 
k=l 
onde L:. é a matriz diagonal n x n dada por t:.11 = (-l)J, j = O,l, ... ,n-1. 
Para provarmos a primeira igualdade em (1.64), substituímos F em F* t:.F pelo 
vetor das suas componentes em (1.12) e em seguida aplicamos a relação de simetria 
(1.17). De fato 
n-1 
F't:.F 2:)-1)"1Ful 2 
u=O u=O 
m-1 
]Fo'i2 + 2 2:) -1)u1Ful2 + ( -l)m1Fml2 
u=l 
Por outro lado, substituindo Ã em F* t:.F pela sua forma particionada por blocos 
Ã=[~ (-l~mn], 
onde D é a matriz diagonal dada em ( 1.15 ) e, também, trocando F pelo segundo 
membro de (1.10), resulta que 
= f.f?; f~ l [ O nlm ] [ /(1) ] 
' · ) ( ) " nim O .f(2) 
15 
o que prova a segunda igualdade em (1.64). • 
Como veremos mais adiante, resultados análogos ao teorema 1.1 e ao corolário 1.1 
serão obtidos para o caso 2-D. Entretanto, o equivalente 2-D ao corolário 1.1 não nos 
dará todas as identidades lineares nas amplitudes quadradas que conhecemos para o 
caso 2-D, mas somente uma identidade. As outras identidades serão obtidas através 
da própria expressão de autocorrelação para o caso 2-D. Vale ressaltar ainda que 
estas identidades, obtidas da auto correlação, não são ainda a versão 2-D das identi-
dades das amplitudes. Na verdade, as identidades 2-D das amplitudes serão obtidas 
a partir da generalização 2-D do argumento utilizado na demonstração alternativa 
do teorema 1.1. 
Lema Ll Seja f= [ fo fi ... fm-1 O O ... O ]TE llitn. Se au = IFu\, u = 
O, 1, ... , m, então as componentes do suporte de f satisfazem o sistema 





LfJ = Fo, L(-1)ifj = Fm. (1.66) 
j=O j=O 
Demonstração : Segue de (1.10) que 
m-1 m-1 m-1 
'l . 'ii:"""' 'ii:"""' 7r u s 'ii:"""' 7r u s Fu = [W1(u)f = L..... w-us fs = L..... fs cos---i L..... f, sen--. 
s=D s=O m s=O m 
(1.67) 
Elevando ambos os lados de (1.67) ao quadrado, desenvolvendo os termos quadráticos 
e, em seguida, aplicando a identidade trigonométrica cosa cosb + serra senb = 
cos(a- b), obtemos 
m-2 m-1-p 
JFu\2 = 2 L L frfr+qRe(wuª) + lifW, O :S: u :S: m. (1.68) 
p=O q=l 
Aplicando a fórmula de Parseval, llfiJZ = (1/n)\JFJ\2 , em (1.68) obtém-se imediata-
mente (1.65). Em particular. fazendo u =O e u = m em (1.67), obtém-se (1.66) • 
O próximo lema trás resultados para m = 2, 3. 
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Lema 1.2 Sejam f= [ fo h ... fm-1 O O ... O ]TE lFtn: O:u = !Fui Vu e 
Eu= sgn(Fu), para u =o, m. 
(a) Sem= 2, então 
(1.69) 
(b) Sem= 3, então 
(1.70) 
ou 
Uo =r-, h= r, h= r"'), (1.71) 
onde 
Demonstração : Veja Apêndice A. 
Os próximos resultados exibem as condições necessárias e suficientes para a exis-
tência de solução positiva do problema da fase (1.39), para os casos particulares 
m = 2 em= 3. 
Teorema 1.2 Sejam O:u, u =O, 1, 2, números reais positivos. 
(a) Existe um sinal real f = [fo h O o f, tal que IFul = o:u se, e somente 
se, { o:u} satisfaz 
(i) a identidade 1-D das amplitudes o:Õ- 2o:i +o:~= O. 
(b) Existe um sinal real f= [fo h O O] r com fo,h >O e tal que !Fui= o:u, 
se, e somente se, { O:u} satisfaz (i) e 
(ii) o:o > 0:2. 
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Demonstração : A prova de que as amplitudes satisfazem (i) segue da aplicação do 
corolário 1.1 quando m = 2. Reciprocamente sejam Ctu, u =O, 1, 2, números reais 
positivos satisfazendo (i). Tomemos fo = (coa0 + E2o2)/2, h = (Eooo- Ezet2)/2, 
para Eo, E2 E {±1}. Substituindo os valores de fo e f 1 na expressão (1.68), para 
u =O, 1, 2, e usando a identidade 1-D das amplitudes (i), conclui-se facilmente que 
JFu\ =Ou Vu. 
(b) Suponhamos agora que f= [fo h O O]T, com f 0,f1 >O e F0 = Eoeto. 
Pela parte (a), segue que Ctu satisfaz (i). Segue de (1.23) que Eo = 1. Pela parte 
(a) do lema 1.2, fo e h são dados como em (1.69), para Eo = 1. Então f 0 ,f1 > 
O =? o 0 ± Ctz > O =? a 0 > ±o2 =? a 0 > a 2. Reciprocamente suponhamos (i) e (ii). 
Então basta escolhermos fo e h como em (1.69) para Eo = 1. Segue-se imediatamente 
que fo, f1 > O. • 
.\Jo caso m = 2, o teorema 1.2 mostra que a identidade 1-D das amplitudes é 
condição necessária e suficiente para a solvabilidade do problema da fase. Já para 
m = 3 ela não é mais suficiente. 
Teorema 1.3 Sejam Ctu, u = O, 1, 2, 3, números reais positivos. Sejam Eo, E3 E 
{~1}. Existe um sinal real f= [fo h h O O O]T tal que F0 = E0a0 , JF1I-
a 1 , JF2 J = a2, F.3 = E3a.3, se, e somente se, {ou}, E3 e o 3 satisfazem 
(i) a identidade 1-D das amplitudes aõ- 2ai + 2o~ - o~ = O, 
(ii) 4o2 :2:: ltooo- 3E3et31 
Demonstração: Suponhamos que exista f= [fo h h O O o{ tal que !Fui= 
Ctu 1:/ u e Eu = sgn(Fu), u = O, 3. A condição (i) segue do corolário 1.1 e a 
condição (ii) segue da parte (b) do lema 1.2. 
Reciprocamente, suponhamos que Ou sejam números reais positivos que sa-
tisfaçam (i) e (ii) para determinados inteiros <o, E3 E {±1}; e consideremos 
f = [fo h f2 O O o{, 
para f 0 , h, .fz definidos como em (1.70) [alternativamente (1.71)]. A condição (ii) 
garante que o discriminante que aparece na expressão de f 0 , h, h em (1.70) é 
não negativo, o que mostra que f é real. Falta mostrarmos que IFuJ = Ctu, u = 
O, 1, 2, 3, onde F= F(j). Para isto, basta substituirmos f 0 , h, h em (1.70) [alter-
nativamente (1.71)] no sistema (1.68) e aplicarmos (i) convenientemente. 
Teorema lA Sejam Ou, u = O, 1, 2, 3, números reais positivos. 
(a) Existe um sinal real f= Uo h fz O O o f, tal que !Fui = Ctu 1:/ u, se, e 
somente se, { etu} satisfaz - " 
(i) a identidade 1-D das amplitudes oõ - 2oi + 2a~ - a~ = O, 
(ii) 4o2 :2:: lao- 3o3J 
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(b) Existe um sinal real f= [fo h h O O o:T com f 0 , h, fz > O e tal que 
IFul = au se, e somente se, {cru} satisfaz (i), (ii) e as condições de positividade 
(iii) 4a~ < aõ + 3a~, 
(iv) ao > a3. 
Demonstração : (a) É um corolário imediato do Teorema 1.3. 
(b) Suponhamos agora que as componentes de f satisfaçam a restrição de po-
sitividade f o, h, h> O. Pela parte (a), as amplitudes nu satisfazem (i) e (ii). Falta 
mostrarmos que O:u satisfazem (iii) e (iv). Primeiramente, de (1.23) segue que e0 = 
sgn(F0 ) = 1. Agora, pelo lema 1.2, f 0 , .f1 e h devem satisfazer (1.70) ou (1.71), para 
e0 = 1. Então ternos as seguintes implicações 
f { fo +h> O fo > o, .fr > O, 2 > o ==> h > ·0 
o que prova (iv). Além disso, 
(1.72) 
onde .0. = 12[16a~- (ao- 3c3 a 3 ) 2]. Desde que a 0 > a 3 , então a 0 + c3a 3 > O. Então, 
elevando-se ambos os membros da desigualdade em (1. 72) ao quadrado, obtém-se a 
desigualdade (iii). 
Reciprocamente, suponhamos que O:u, u = O, 1. 2, 3, satisfaçam (i), (ii), (iii) e 
(iv). Definimos .fo, h e h por (1.70), para c0 = e3 = 1. Então ternos 
(iv) ==> .fr > O, 
no > O, a3 > O ==> .f o > O, 
(iii) ==> h > O. • 
1.4.2 Identidades das amplitudes para o caso 2-D: 
I\ esta subseção abordaremos os resultados equivalentes aos da subseção anterior 
para o caso bidirnensional, ou seja, determinaremos as identidades 2-D das ampli-
tudes e apresentaremos, para ambos os casos (m1 = m2 = 2) e (m1 = 2, m2 = 3), 
as condições necessárias e suficientes para que o problema da fase admita uma solu-
ção (positiva) que satisfaça à restrição de suporte. 
A seguir, o equivalente 2-D do teorema 1.1. 
Teorema 1.5 Seja 
f = [!(11) .f(12)] 
.f(21) !(22) 
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uma imagem real n1 x n 2 e F sua DFT. Suponha que as amplitudes de F são dadas 




·- GÔo + 2 I> -1)"a6v + ( -l)m'aÔm, + 2 L L(-1)u+va;v 
v=l u=l v=O 
(-1)m' [a2 +? ~1(-1)va2 -'- (-1)m'a2 J m10 ~ L--t m1v 1 m1m2 · 
v:::: I 
(1.74) 
Demonstração ; Com efeito, a expressão de autocorrelação (1.46) aplicada ao caso 
2-D torna-se equivalente a; 
n1-lnz-l 
L L Jpqf(j+p,k+q)(mod n,,mod n2)• 
p=O q=O 
(1.75) 
paraj E {0,1, ... ,n1-1}, k E {0,1, ... ,n2 -1}.Aqui,comoantes,w1 =exp(7ri/m1); 
l = 1, 2. Fazendo j = m1 e k = m2 na expressão de autocorrelação (1.75), a ex-
pressão da esquerda torna-se uma combinação dos fjs que nada mais é do que 
2 tr [f~2Jf(ll) + f~1 Jf( 12 J]· Já a somatória dupla que aparece no terceiro membro, 
após aplicarmos a simetria 2-D de Fourier sobre as componentes iFuvl. torna-se igual 
ao polinômio Sm, +mz (a F) definido em (1. 74) 
Segue agora a versão 2-D do corolário 1.1. 
Corolário 1.2 Seja f uma imagem real, como no teorema 1.5, que satisfaz a re-
strição de suporte. Então o vetor aF, das amplitudes de F, satisfaz a identidade 
polinomial 
Sm,+m2 (etF) =O, 
onde Sm,+m2(oF) é o polinômio definido em (1.74). 
Demonstração: Basta substituir !(12) = f( 21) = !(22) =O em (1.73) • 
(1. 76) 
(1.76) não é a única identidade linear nas amplitudes quadradas, que deriva-se da 
autocorrelação . Como veremos no próximo teorema, entretanto, para obtermos 
mais identidades, precisamos primeiramente da expressão equivalente a (1.63) para 
20 
o caso 2-D. Tal expressão é obtida ao levarmos em conta a simetria 2-D de Fourier 
da matriz IFI e a substituição !(12) = !(21 ) = !(22) = O em (1.7.5). Após estas 




-'- r,.-1)) 2 :~~R=O (· ,ck) .2 -'- ( l)k .2 l} 
' I am,o-,--  e ""2 am,v ' - Gm,mz I 
L v=l j 
(177) 
para todcx j E {0, 1, ... , mJ}; k E {0, 1, ... , m2}. 
~ote que o lado esquerdo de (1.77) é identicamente nulo quando j = m1 ou 
k = m 2 . Assim, se substituirmos j = m1 em (1.77), obteremos as m 2 pnme1ras 
identidades envolvendo as coordenadas do vetor GF ; 
para 
mz-l m 1 -1 nz-l 
Sk( a F) ·- aâo + 2 L Re(:u~k)cxÕv + ( -l)kaÕm, + 2 L L ( -l)uRe(:u~k)a;, 
v=l u=l v=O 








2 L L ( -1 )"Re( "'rJJa;v 
v=l u=l v::::O 
+ (-1)l [a2 + ? ~~(-l)"a2 -'- (-l)mza2 ] m1D -~ m 1c m1~ · 
v=l 
(1.79) 
Finalmente, substituindo j = m 1 e k = m2 em (1.77), obtemos a última das identi-
dades (1.76). '\atemos que (1.76) também pode ser obtida substituindo j = m1 em 
(1.79). Logo, (1.79) vale para todo j =O, 1. ... , m1. Temos, portauto, um total de 
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m 1 + m 2 + 1 identidades vindas da autocorrelação. Com isto demonstramos parte 
do próximo resultado. 
Teorema 1.6 Seja f uma imagem real de tamanho n 1 x n 2, e F E M,1 xn2 (1C) sua 
DFT. Suponha que as amplitudes de F são dadas por oF = (ouv): (u,v) E A. Se 
f(1 2 ) = f(zl) = f( 22; = O, as amplitudes Ouv satisfazem as seguintes m 1 + m 2 + 1 
identidades linearmente independentes (LI): 
Sk(oF)=O; k=O,l. ... ,m1 +m2, 
onde sk são os polinômios dados em. (1.78), (1.79) e (1.74). 
Demonstração : Já mostramos que o vetor oF satisfaz as identidades 




o vetor das amplitudes quadradas de Fourier. Então o sistema (1.80). que em termos 
do vetor b se reescreve como 
(1.82) 
é linear na variável b, com representação matricial dada por 
B b= O, (1.83) 
onde B é a matriz dos coeficientes de (1.82). É fácil ver que B é uma matriz de 
ordem (m1 + m2 + 1) x (2m1m2 + 2) que satisfaz 
onde B é a matriz cujo termo geral é, para cada O ::; k ::; m2 - L dado por 
{ 
B- _ , ,vk h' - w2 , 
B- _ (-1)"· ,vk kq - ...02 ) 
B- _ (-1)m1, ,vk kq - w2 : 
e, para cada O ::; j ::; m.1 , por 
{ J?m2+j, v - (-1)", Bm2+j,q (-1)vw~j' 
Bm2+j,q - ( -1)j+v, 
O::; v ::; m2, 
1 ::; u ::; m 1 - 1, O ::; v ::; nz - 1, 
q = m2 + (u- 1)n2 +v+ 1, 
O :S v :S m2, q = m2 + (m1 1)n2 +v+ 1, 
O::; v ::; m2, 
1 ::; u ::; m 1 - 1. O::; v ::; n2 - 1, 
q = m2 + (u- 1)n2 +v+ 1, 





A matriz ih é dada por 
quando 
- - -
D2 = D1 e In,(m,-1) 9 D1 
- 1 1 
D1 = 2 e Im,-1 9 2 
A verificação de (1.84) é simples. De fato, seja 
Então os polinômios Sk se reescrevem na variável b como 
para cada k =O, L ... , m2 - L e 
para cada j =O, L ... , m1. Se definimos 
(1.87) 
(1.88) 
wrifica-se facilmente que as equações (L87) e (1.88) se reescrevem na seguinte forma 
matricial 
S(b) = (2Re[B]) b. 
Desde que 
Bb = S(b) = S(b) = (2Re[B]) b = (2Re[B] ih) b, 
conclui-se que 
B = 2Re[B].Õ2 = 2Re[B .Õ2]. 
Falta provarmos que as linhas de B são LI, ou seja, que B tem posto completo. 
Para isto é suficiente mostrarmos que BBT é diagonalmente dominante. A demons-
tração será dada no A péndice B. 
Exemplo: Tomemos m1 = 2 e m2 = 3. O vetor b, neste caso, é 
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Os polinômios S0 (b), S1(b), ... , S5 (b) são as componentes do vetor Bb, para 
1 2 2 1 -2 -2 -2 -2 -2 -2 1 2 2 1 
1 1 -1 -1 -2 -1 1 2 1 -1 1 1 -1 -1 
1 -1 -1 1 -2 1 1 -2 1 1 1 -1 -1 1 B= 1 -2 2 -1 2 -2 2 -2 2 -2 1 -2 2 -1 
1 -2 2 -1 o o o o o o -1 2 -2 1 
1 -2 2 -1 -2 2 -2 2 -2 2 1 -2 2 -1 
Vimos que a identidade 1-D das amplitudes, (1.62), pôde ser obtida alternativa-
mente através do desenvolvimento do termo F' AF (veja equação (1.64)). Como a 
maioria dos resultados para o caso 1-D tem seu similar no caso 2-D, é de se esperar, 
portanto, que o conjunto das identidades do teorema 1.6 também possa ser obtido 
alternativamente através de procedimento similar. :\a verdade, tal procedimento 
nos leva a um outro conjunto LI de identidades nas variáveis auv cuja semelhança 
com a identidade (1.62) foi o motivo que nos levou a escolhê-las para serem as 
identidades 2-D das amplitudes. A esta altura, estamos nos perguntando então se 
esses dois conjuntos de identidades LI são equivalentes, no sentido de que os aneis 
gerados pelos polinômios das identidades de cada conjunto são iguais. :\a verdade 
nós verificamos para vários valores atribuídos a m 1 e m2 , sem excessões, que esses 
conjuntos são equivalentes. Entretanto não conseguimos dar uma prova analítica 
para esse resultado. 
A seguir temos o teorema cuja demonstração é o análogo 2-D da demonstração al-
ternativa do teorema 1.1. 
Teorema 1. 7 Sejam f uma imagem real de tamanho n 1 x n2 particionada conforme 
(1.5) e F E Mn1 xn2 (C) sua DFT. Suponhamos que as amplitudes de F sejam dadas 
por C>uv = IFuvl, v(u, v). Se f(12) = f(21) = f(22) =o, as amplitudes C>uv satisfazem 
as seguintes identidades: 
nz-1 
2:)-1J"a;v=Ü, u=0,1, ... ,nl-1 (1.89) 
v=O 
n1-l 
Í:(-1ta;v=O, v=0,1, ... ,n2-1 (1.90) 
u::::::O 
Demonstração : Para cada j = 1, 2, considere a matriz diagonal Áj, de tamanho 
n1 x nj, dada por 
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onde Dj é a matriz diagonal mj x mj dada por (Dj)kk = ( -1)k k =O, L. .. , mj -1. 
Csando o valor de F dado pelo segundo membro de (1.26) temos por um lado 
(1.91) 
Similarmente 
_ W [ f(11)f~2l + f(12)f~l) fcuJ'02) + !(12)!'01) ] W' (1 92• 
- nz 1 f r . T fT fT 1· · ) (21)1(12) _,_ !(22)!(11) !(21) (22) + !(22) (21) 
Por outro lado, se substituirmos F pela matriz de seus pixels, Fuv, na expressão do 
membro direito de, por exemplo, (1.91), obteremos uma matriz cujos elementos, a""' 
da diagonal principal são 
n1-l 
Uv•v = [F'Jcv)ÃJ[Fjl"l = L/Fuv][(-1)"Fuv] 
u=O 
u=O 
Então se fc 12) = fc2 1) = fc 22) = O, o lado direito de (1.91) se anula, implicando 
avv =O V v, o que nos dá o sistema (1.90). Similarmente mostra-se que os elementos 
da diagonal principal de F Ã 2F' são nulos, o que implica, portanto, que { auv} 
satisfaz (1.89). • 
Cada linha do lado esquerdo de (1.89) e (1.90) é uma equação polinomial de grau 
2 nas variáveis CXuv. O ::; u ::; n 1 -1, O ::; v ::; n2 -1. Se levarmos em conta a simetria 
2-D de Fourier da matriz [FI (veja (1.28)), então poderemos descartar as m1 - 1 
últimas equações do sistema (1.89) pois, para cada p E {1. 2, ... , m1 - 1}, cada 
equação de (1.89), correspondente a u = m1 + p, é a mesma equação correspondente 
a u = m 1 - p. Similarmente conclui-se que as m 2 - 1 últimas equações do sitema 
(1.90) também poderão ser desprezadas. Além disso, a simetria de F permite reduzir 
o número de variáveis CXuv que aparecem nas equações de modo que restem apenas as 
componentes do vetor das amplitudes CXF (veja a expressão (1.33)). De fato, segue 
da simetria de F que 
n2-l m2-l 
L(-l)va~, - a;0 +2 L(-1)"a;,+(-1)m'a;m,• u=O, m 1 , 
v=O r=l 
nt-1 m1-l 
L(-l)"a~v - aÕv + 2 L ( -1)ua;, + ( -l)m'a?,,,, 
u=O u=l 
m1 m1-l 
L(-l)"a~v +L (-1)ua~,nz-v• 1::; V::; m2 -1. 
u=O u.:::::O 
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Assim (1.89) e (1.90) tornam-se equivalentes ao sistema 
Pu(ap)=O: u=0,1,2, ... ,m1 , 
Rv(ap)=O: v=0,1,2, ... ,m2, 







Ru(cxF) - aÕv + 2 L (-1)"a;:v + (-1)m'a;',,v, 
u=l 
m1 m1-l 




Seja b o vetor das amplitudes quadradas de Fourier definido em (1.81). Então os 
polinômios do sistema (1.94) são polinômios lineares na variável b. 
Proposição 1.3 O polinômio P0 ( b) se escreve como uma combinação linear dos 
demais polinômios do sistema (1.94). 
Demonstração : Mostra-se que os polinômios do sistema (1.94) satisfazem 
[Po(b) + 2 ~1(-l)"P,Jb) + (-1)m'Pm1 (b)] 
[Ro(b)+2~1 (-1)"Ru(b)+(-1)m2Rm2 (b)] = O. • 
Uma consequência óbvia da proposição anterior é a de que podemos desprezar 
a primeira equação do sistema (1.93). As m1 + m2 + 1 equações restantes são LI 
e formam as identidades 2-D das amplitudes. Esse é basicamente o resultado do 
próximo teorema. 
Teorema 1.8 (Identidades 2-D das Amplitudes) Seja f uma imagem real de tamanho 
n1 x n2 , e F E!\![,, xn2 (<C) sua DFT. Suponhamos que as amplitudes de F são dadas 
por O:p = (o:uv); (u,v) E A. Se f(12) = /(2!) = fc22) =O, as amplitudes O:uv satis-
fazem as seguintes m 1 + m2 + 1 identidades L. I.: 
Rv(o:p)=O: v=0,1,2, ... ,m2, 
Pu(o:p)=O; u=1,2, ... ,ml, (1.95) 
onde Pu(o ~) e Ru(o:F) são os polinômios dados em (1.94). 
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Demonstração : Para completarmos a demonstração deste teorema precisamos ape-
nas mostrar que as identidades (1.95) são LI. Com efeito, o sistema (1.95) é equiva-
lente à equação matricial 
Q = Ab= O, 
onde b é o vetor em (1.81), 
Q := (Ro(b), R1(b), ... , Rm,(b), P1(b), P2(b), ... , Pm1 (b}? (1.96) 
e A é a matriz, de tamanho (m1 + m2 + 1) x (2m1m2 + 2), dada por 
j1 o .. o -2 o 2 o ( -l)m; o o 
o 1 o o o o 1 o (l)m' o 
....... . . . . . . . . . . . . . ......... 
o o 1 o o o o o o (-l)m1 
A= o o o 1 (-l)n,-1 o o o o o ... 
o o ... o o o 1 ( -l)n,-1 o o o 
. ..... . . . . . . . 
o o o o o o o 1 -2 (-l)m' 
(1.97) 
Mostrar que as identidades (1.95) são LI é equivalente a mostrar que a matriz 
A tem posto completo. 
Com efeito, seja [AJuJ, O:; j =:; M := m1 + m2, o j-ésimo vetor linha da ma-
triz A. Denotemos por kj a posição coluna do primeiro elemento não nulo de [A](j)· 
Obedecendo-se à ordem dos polinômios do sistema (1.95) e à das componentes a~v es-
tabelecida na definição do vetor bem (1.81 ), vê-se que Ao,k01 A 1,k,, ... , AM,k.w são re-
spectivamente os coeficientes das componentes aõ0 , aÕ1 ... , aÕm,, ai0 , a~0 , ... , a;;,10 , 
nesta ordem, que aparecem nas equações do sistema (1.95). Então segue que 
Ao,ko = A1,k1 = ... = AM,kM = 1 e ko > k1 > ... > kM, 
o que significa que a matriz A já se apresenta na forma escalonada por linhas, ou 
seja, A tem posto completo • 
Exemplo: Tomemos novamente m1 = 2 e m2 = 3. Os polinômios Pv(b) e Rv(b) 
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Observação : Sejam A e B as matrizes (1.97) e (1.84). Para vários valores 
atribuídos a m1, m2 foi verificado, sem excessões, que 
B=GA, 
para uma matriz inversível G, especificamente, 
Portanto, acredita-se que o sistemas (1.80) e (1.95) são equivalentes, ou seja, que o 
anel de polinõmios gerado por {S0 (b), S1 (b), ... , Sm1+m2 (b)} é igual ao anel gerado 
por { R 0 (b ), ... , Rm2 (b ), H (b), .. . , Pm1 (b)}. Porém, não conseguimos mostrar analiti-
camente esse resultado para todo m 1 , m2 . 
A seguir daremos a versão do lema 1.1 para o caso 2-D. Para tanto será conve-
niente que trabalhemos com os elementos do suporte de um objeto f na forma de 
vetor coluna. Em outras palavras, se 
f = [ fcuJ O ] o o ' (1.98) 
ordenamos os elementos do bloco fcuJ E Mm1 xm2 (JR) de modo a formarmos um 
vetor coluna, fs, de dimensão m 1m2 , tal que os primeiros m2 elementos de fs, por 
exemplo, sejam os elementos da primeira linha de f(n), os próximos m 2 elementos 
sejam os elementos da segunda linha e assim por diante, para todas as m1 linhas de 





para cada índice q E {0, 1, ... ,m1m2 -1} que satisfaz 
onde j E {0, L ... , m1 -1} e k E {0, 1, ... , m2 -1} são respectivamente o quociente 
e o resto da di,·isão de q por m2 . Por causa da relação biunívoca entre (j, k) e q, 
será conveniente que indexemos j e k por q : 
]q := J e kq := k. 
A seguir o similar 2-D do lema Ll. 
Lema 1.3 Sejam f E Mn, xn2 (R) dado como em (L98) e fs o vetor coluna formado 
pelas componentes do suporte de f, dadas como em (1.100). Se F= F(f) e auv = 
IFuvi, para todo (u., v) E.\. então 
(1.101) 
m1m::-l m1mz-l L fq = Foo, L (-1)kºfq=Fom2 , 
q=O q=O (1.102) m1mz-l L (-1)hfq=Fm1o, 
q=O q=O 
Demonstração : Como no caso 1-D, parte-se da expressão (1.26), F = WrJW2, 
para se chegar em 
m1mz-2 m1mz-l-p 
1F 12 - ') "\' "\' f f . Re(' ,U(Jp+q-jp)wv(kp+q-kp)) + l1f 1 2 i uv -.... ~ L....t p p+q wl 2 I Si · (1.103) 
p=O q=! 
Em seguida aplica-se a fórmula de Parseval, llfW = (l/n1n2)IIFW, em (1.103) para 
se obter (1.101). As fórmulas (1.102) são obtidas diretamente de (1.26) • 
O próximo lema relaciona os pixels de uma imagem 4 x 4, que satisfaz a re-
strição de suporte, com as amplitudes de sua transformada de Fourier. 
Lema 1.4 Seja 
f= [j~ ;: ~ ~] 
o o o o 
o o o o 
(1104) 
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um objeto real. Considere CXuv = IFuvl, para todo (u, v) E A, e Euv = sgn(Fuv), 
para (u,v) E {O,ml} x {O,m2 }. Então 
fo = [(eooaoo + E2oazoJ + (eo2ao2 + E22CY2z)J/4, 
h= [(eooaoo + EzoCXzo)- (eozCXoz +ezzCXzz)]/4, 
h= [(eooaoo- EzoCXzo) + (eo2ao2- EzzCY2z)l/4, 
h= [(eooaoo- Ezoa2o)- (eozCXoz- Ezza22)]/4. 
(1.105) 
Demonstração: Obtém-se (1.105) resolvendo-se o sistema (1.102) para as incógnitas 
fq, quando m 1 = m2 = 2 • 
O próximo teorema aborda as condições necessárias e suficientes para a existência 
de solução positiva do problema da fase, para o caso m1 = m2 = 2. 
Teorema 1.9 Sejam auv, (u, v) E A, números reais positivos. 
(a) Existe uma imagem real f como em (1.104) tal que IFuvl = CXuv se, e somente 
se, { CXuv} satisfazem 
(i) as identidades 2-D das amplitudes 
(1.106) 
(ii) a identidade 
(1.107) 
onde e00 , e22, Eoz, E2o E { ±1}. 
(b) Existe uma imagem real f como em (1.104) com f 0 , h, h h > O e tal que 
IFuvl = auv se, e somente se, {auv} satisfazem (i), (ii) com e00 = 1, e as condições 
aoo + a2o > aoz + a22, 
I , 
aoo- azo > 1ao2- a221, (1.108) 
Demonstração : (a) Suponhamos que exista um objeto f como em (1.104) tal que 
IFuvl = CXuv, \f (u, v). Seja Euv = sgn(Fuv), para (u, v) E {0, m1} X {0, mz}. As 
identidades em (1.106) é uma aplicação do teorema 1.8, i.e., elas são as identidades 
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(1.95) quando m 1 = m 2 = 2. :\lostremos agora (ii). Fazendo m1 
u =v= 1 em (1.103), vem que 
oi1 = 1Fnl 2 = 2(-foh + !Jh) + ilfsW. (1.109) 
para fs = (J0 ,!J,h.h)T Pelo lema 1.4, fo.h,h e h devem satisfazer (1.105) cujas 
expressões do lado direito devem ser levadas em (1.109) para se obter (1.107). 
Reciprocramente suponhamos que {auv} satisfaçam (1.106) e (1.107) para alguns 
inteiros E00 .E22 ,Eo2,E20 E {±1}: e consideremos f como em (1.104) para fo,!J,h e 
h definidos conforme (1.105). Se F= F(!) então mostra-se que \Fuvl = C>uv V(u,v) 
substituindo-se os valores de .fo, f,, h e h em (1.103) e aplicando-se as identidades 
(1.106) e (1.107) convenientemente. 
(b) Mostremos que se fo.h.h e h são dados como em (1.105), para Eoo = 1. 
então f 0 , .h. h, h > O se, e somente se, as desigualdades (1.108) ocorrem. Com 
efeito, 
fo. h > O {=} Ooo + E2oetzo > ko2eto2 + Ez2nd {=} etoo +E et2o > lno2 +E' n22l 
h. h >O {=} Ooo- E2oet2o > koze>oz- E22et22l {=} etoo- E et2o > lno2- E' nn! 
para E := E20 , E' := E22 E02 . Analisando as 4 possibilidades de valores, (+1. +1), 
(+1,-1), (-1.+1) e (-1,-1), parao par (E,E'), verifica-sequepardedesigual-
dades 
aoo + t o:2o > lao2 + t' a22l 
C>oo - E n 20 > I eto2 - E' 022 11 
é equivalente a (1.108). Então a demonstração da parte (b) deste teorema é uma 
consequência do resultado provado acima, mais o lema 1.4 e a implicação dada em 
(1.36). • 
1.5 Comentários sobre o paper de Sanz 
Nesta seção exibiremos algumas das equações polinomiais, nas amplitudes qua-
dradas, que Sanz, em [74]. afirma existirem mas que não foram até hoje registradas. 
Na verdade tais equações nada mais são do que as identidades das amplitudes. Para 
o caso 1-D a identidade encontrada é a única equação. Quanto ao caso 2-D, damos 
o número máximo destas equações e acreditamos que as identidades encontradas em 
(1.95) são as únicas equações polinomiais de grau 1 nos n;;. 
A seguir daremos a versão do problema inverso da fase abordado no paper [74] 
de Sanz. 
Suponhamos que H : CM --+ cv seja uma transformação linear, com N 2: lvf. 
l'ma wrsão generalizada do problema da fase com restrição de suporte, (1.39), 
formulada por Sanz em [74], consiste na resolução da equação 
j(Hx)(uW = bu, U=0,1, ... ,N-1 (l.llO) 
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para x E IRM, onde os b~s são supostamente conhecidos. A restrição de suporte 
aparece na formulação deste problema quando a solução x que buscamos em (l.llü) 
constituir-se apenas dos valores do objeto dentro do suporte. Assim, na com-
paração da expressão (l.llO) com (1.39), para o caso 1-D por exemplo, ternos 
l'vf = m, lV = m-'- 1, bu =a~, 
Hx = :F(f) = WciJiCIJ, H= W(1), x = fc1J• (l.lll) 
onde W(l) e f(I) são a matriz em (1.16) e o vetor em (1.4) respectivamente. 
As equações em (1.110) podem ser vistas corno equações polinomiais, a coefi-
cientes complexos, na variável x, i.e., 
Pu(x) = bu, u=O,l. ... ,N-1, 
onde Pu : IRAI --+IR, para cada u. =O, 1, 2, ... , N- 1. é a função polinomial 
A1-1 A1-1 
Pu(x) = j(Hx)(uW = L L hujh~kXjXk· (1.112) 
j=O k=O 
Definição 1.6 Dizemos que uma sequência b = (b0 , b1, ... , bN_ 1 jT E IR~ é ad-
missível se a equação P(x) = b tem uma solução real x, onde P: IR""I --+ IRN é o 
polinômio dado por 
P(x) = (P0 (x),P1 (x), ... ,PN-J(x)?, (1.113) 
com Pu(x), u =O, 1, ... , N- 1, dados por (1.112). 
Teorema 1.10 (Teorema de Sanz [74]) Consideremos o problema sobredetermi-
nado (l'·i 2: j\!J) de recuperação da fase (1.110) e assumamos que a matriz envolvida 
H = [hjk] satisfaz a propriedade: 
Pu(x) =O, u =O, L ... , N 1. tem somente a solução trivial. (1.114) 
Então existem polinômios Q0, . .. , Qr-l tais que qualquer sequência positiva ad-
missível b = (bo, ... , bN_1)T satisfaz 
Q1(b) =O, j=0,1, ... ,r-l. (l.ll-5) 
O teorema de Sanz implica que o conjunto imagem de P, 
ImP := P(IRM) = {b E IR~ : 3 x E IRM tal que P(x) = b}, 
32 
está contido em uma variedade algébrica. Mais precisamente 
ImP c {b E JR:~ : Qo(b) =O, ... , Qr-J(b) = 0}. 
Além disso o teorema aborda apenas condições necessárias para que as amplitudes 
sejam dados admissíveis ao problema da fase. Para que as amplitudes fiquem 
completamente caracterizadas (em outras palavras para que determinemos o con-
junto P(JR:JVI)) é necessário que conheçamos também as condições suficientes. Na 
subseção 1.4 foram encontradas 1 identidade desse tipo no caso 1-D, e m1 + m2 + 1 
identidades LI no caso 2-D (veja teorema 1.8). Essas identidades tomam parte 
das condições necessárias de Sanz (1.115). Porém, acreditamos que para obtermos 
condições necessárias e suficientes, esse conjunto de equações deve ser complemen-
tado por outras identidades e inequações . nos o~s, que ainda permanecem descon-
hecidas, exceto para os casos abordados nos teoremas 1.2, 1.4 e 1.9. Para problemas 
maiores do que os apresentados nestes teoremas, encontrar tais condições direta-
mente torna-se uma tarefa praticamente impossível. 
Definição 1. 7 O posto de uma aplicação diferenciável P : jRM --+ R' num ponto 
x é o posto da matriz do seu jacobiano 
J (X) . ,M . pN 
. p . "" ___, "" ' 
Denotaremos o posto de uma matriz J por p(J). Evidentemente 
p(Jp(x)) ::; min{N, JI}. 
Será conveniente listarmos algumas propriedades elementares da Geometria Al-
gébrica que relaciona o número, r, de equações polinomiais do teorema de Sanz com 
a dimensão N e o posto do jacobiano Jp(:r), onde P é o polinômio em (1.113). 
Suponhamos, então, JV 2: 1\II e p(Jp(:r)) = M em quase todo ponto (abreviada-
mente q.t.p.) x E JRAI Denotemos por JR:[y] o anel dos polinômios em y E R."' com 
coeficientes reais. Definimos os conjuntos 
Z(ImP) = {Q E JR:[y] : Q(b) =O, v b E ImP}, 
C - {b E R~ • Q(b) =O, v Q E Z(ImP)}. 
Segue da Geometria Algébrica [7], [50] os seguintes resultados elementares 
1Q) Z(ImP) é um ideal de JR:[y]. 
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2Q) C é a menor variedade algébrica que contém ImP, portanto, 
dim C 2: dim ImP = p(]p(x)) = I'vf, 
3Q) Z(ImP) é gerado por no máximo N- p(Jp(x)) = N- M polinômios 
do anellR[y]. 
Com base nesses resultados, concluímos que se p(Jp(x)) =Ai, q.t.p. x E JRM, e se 
Q1(y) E JR[y], j =O, 1, ... r- 1, são os polinômios de Sanz do teorema 1.10, então 
C={bElR~: Qj(b)=O,j=0,1, ... ,r-1}, (1.116) 
com 
r::; N- p(Jp(x)) = N- J'vf. (1.117) 
1.5.1 Polinômios de Sanz para o caso 1-D: 
C saremos a notação fs para representar os valores de f dentro do suporte. Assim 
na representação de f em (1.4), fs = f(l)· Segue da comparação feita em (1.111) 
que o polinômio Pu(x) em (1.112) se reescreve como 
m-1 m-1 
- L L 0Ju(k-j) !Jfk, U =O, 1, ... , m. (1.118) 
j=O k=O 
onde [W(1J](u), como já dissemos, representa a u-ésima coluna da matriz W(l)· 
Então resolver o problema da fase com restrição de suporte, (1.39), equivale, de 
acordo com (l.llO), a achar fs E lRm para a equação polinomial 
P(fs) = b, (1.119) 
onde b = (bo, ... , bmf é tal que bu = a~, u = O, ... , m, são dados do problema; e 
p : JRm ---t JRm+l é o polinômio 
P(fs) = (Po(fs), PJ(fs), ... , Pm(fslf. (1.120) 
Sanz mostra em seu paper [74] que W(ll satisfaz a propriedade (1.114), logo, de 
acordo com o teorema 1.10, se fs é urna solução para (l.ll9) então existem r 
equações polinomiais nas variáveis (b0 , ... , bm). Segue imediatamente do corolário 
1.1 (veja teorema 1.11) que urna destas equações é a identidade 1-D das amplitudes 
(1.62). 
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Proposição 1.4 O jacobiano Jp(fs) da aplicação fs >----7 P(fs) definida por (1.120) 
e (1.118) é uma matriz real, (m + 1) x m, e satisfaz 
1 -U(fs) = - M1 D, Jp(fs), 
n 
onde U(fs) é a matriz Hankel+Toeplitz 
U(fs) = H(fs) + T(fs), 
para 
f o h h /m-2 fm-1 
h h h fm-1 o 
H(fs) := h h !4 o o T(fs) := 
' 
/m-1 o o o o 
M 1 é a matriz m x (m + 1) cujo termo geral é 
e D1 é matriz diagonal de ordem m + 1 dada por 
- 1 1 
D1 = - EB lm-1 EB -. 
2 2 
f o h h 
o !o h 
o o !o 
o o o 





Demonstração : Com efeito, se derivarmos os dois membros da expressão de 
autocorrelação (1.63), quando bu = o:~, com relação a fk, k = O, 1, ... , m - L 
obtemos para j =O, 1, ... , m- 1, 
Verifica-se imediatamente que a forma matricial do segundo membro de (1.121) é o 
produto (1/n) M 1 ih Jp(f5 ). Falta mostrarmos que o primeiro membro é igual à 
matriz U(fs). De fato, corno 
af; - - ·- { 1; se i= k, 
-- Ó;k .- . 
afk 0: se l # k, 
então o primeiro membro de (1.121) torna-se igual a fk+J + fk-J, para O ::; j < 
m- L O ::; k ::; m - 1. Levando em conta que 
\j m - k ::; j ::; m, 
li k + 1 ::; j ::; m, 
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conclui-se que 
[fk+j]o<j,k<m-l = H(fs), [fk-j]O:ój,k:ôm-1 = T(fs)-
Provamos assim que U(fs) = (1/n) M 1 D1 Jp(fs)- Finalmente mostremos que 
Jp(fs) tem posto completo em quase todo ponto fs E JRm. De fato, o determinante 
de U(fs) é um polinômio nas componentes fjs e, sobretudo, não identicamente 
nulo, pois det(U(fs)) = 2 # O para fs = (1, O,,., O f E JRm. Segue que o conjunto 
dos zeros da equação det(U(fs)) = O forma um conjunto de medida nula em JRm. 
Consequentemente p(U(fs)) = m em quase todo ponto fs, Logo, 
m = p(U(fs)) = p(M1 D1 Jp(fs))::; p(Jp(fs)) ::; m, q.t.p. fs 
ou seja, 
p(Jp(fs)) = m, q.t.p. fs • 
Na seguinte proposição mostramos uma fórmula alternativa para o jacobiano que 
é associada com a controlabilidade de sistemas lineares [44]. 
Proposição 1.5 Sejam f= (f[, O)Y E JRn, e F= :F (f) E JRn. Denotemos por v o 
vetor das (m + 1) primeiras componentes de F, i. e., 
v:= (Fo, ... , Fmf· 
Então 
Jp(fs) = 2 Re [v Dv D 2v ... 
onde D é a matriz diagonal D = diag(w0 ,é<.:l,,.,wm), w = exp(7ii/m). Conse-
quentemente a matriz Re [v Dv D 2 v ... Dm-lv] tem posto completo em quase 
todo ponto fs. 
Demonstração : Para obtermos esta expressão alternativa do jacobiano, devemos 
diferenciar o terceiro membro de (1.118) com respeito à componente .fk. Feito isso, 
temos 
{ ofJ[ * '(u)' l } 2Re ofk W(I)J lW(l) (u)fs 
= 2Re {W;;u[W(l)](u)fs} = 2Re { wku Fu}, 
para todo u =O, 1, ... ,m, k =O, 1, ... ,m -1. Seja 
oP ·= (8Po 8Pm)r 
ofk · ofk,,., ofk 
a k-ésima coluna da matriz J p(fs). Segue então que 
;~ = 2Re { Dkv} , k = O,,., m- 1. 
Segue como consequência da proposição 1.4 que a matriz 2 Re [v Dv D 2v . . . Dm-lv J 
tem posto completo em quase todo ponto fs • 
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Teorema 1.11 ConsideTemos o problema da fase 1-D (1.119), 
P(fs) = b, fs E lRm, 
paraP(fs) = (Po(fs),P1(fs), ... ,Pm(fs)JT, onde cadaPu(fs) é dado como em (1.118). 
Então para qualquer sequência admissível b = (b0 , ...• bm) E JR';'+l, 
onde Q0 (y) E JR[y] é o polinômio linear 
m-1 
Qo(yo, · · · ,ym) = Yo + 2 2:)-1)kYk + (-1)mYm· 
k=l 
Além disso, se 
Z(ImP) = { Q E JR[y] Q(b) =O, \1 b E IrnP}, 
então Z(ImP) é gerado por- Q0 (y), i. e., 
Z(IrnP) = < Qo(Y) >. 
Demonstração : A existência do polinômio Q0 (y) é consequência imediata do corolário 
1.1. :\gora, desde que p(Jp(fs)) = m, q.t.p. fs E JRm, segue do 3") resultado ele-
mentar da Geometria Algébrica (abaixo da definição 1.7) e de (1.117) que o número 
máximo de polinômios que geram o ideal Z(IrnP) é r= (m + 1)- m = 1 • 
Corno dissemos anteriormente. acreditamos que o conjunto P(JRm) seja descrito 
por equações e inequações nas amplitudes de Fourier. Nós encontramos P(JRm) para 
o casos m = 2 e m = 3. Com efeito, o conjunto P(JR2 ) é, de acordo com o teorema 
1.2, dado por 
enquanto P(JR3 ) é, de acordo com a parte (a) do teorema 1.4, dado por 
F (IR:?) = {b = (bo, b1, b2, b3) E Rt : bo - 2bl + 2b2 - b3 = O, 4ylb; 2: I /b;;- 3y'h;'j }, 
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1.5.2 Polinômios de Sanz para o caso 2-D: 
Agora extenderemos os mesmos resultados da subseção anterior para o caso 
bidimensional. Por questões de simplicidade nos restringiremos ao caso de ima-
gens quadradas (m = m 1 = m 2 ). Resultados similares aos que serão exibidos nesta 
subseção são facilmente extensíveis ao caso mais geral m1 # m2 . 
Suponhamos 
f = [ fc~1) ~ ] E !Rn. 
e F= F(f). Segue de (1.26), (1.14) e (1.16) que 
F= WfW = [ \VfcnJW Wfc11;DW] WDfcuJW WDfcnJDW 
[ .;D] fcnl [W DW] 
= WciJ/(nJW~J· 
A igualdade para o último membro da expressão acima decorre de WT = W e 
DT = D. Também resulta desta mesma expressão que 
F (w f W T ) 'W ] f 'WT rlv) uv = (1) (11) (1) uv = l (1) (u) (11) l (l)J' · (1.122) 
Para darmos a formulação 2-D do problema da fase equivalente a (1.119), será 
novamente conveniente que definamos o vetor fs E !Rm' em termos da matriz fcnJ E 
M.n (R), de acordo com (1.99) e (1.100). Em outras palavras, se 
são as componentes de fs e 
fjk, (j,k)E{0,1, ... ,m-1}x{0,1, ... ,m-1}, 
são as entradas de fcnJ, então 
(1.123) 
quando j e k forem respectivamente o quociente e o resto da divisão de q por m, ou 
seJa, 
q = mj + k. (1.124) 
Assim, para o caso 2-D, resolver o problema da fase com restrição de suporte, 
(1.39), equivale, de acordo com (1.110), a achar fs E Jii\.m' para a equação polinomial 
P(fs) = b, 
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para 
b _ rb ) E p2m2 +2 
- \ UV (u,L')E.\ ll."':. 1 
onde buv = 1Fuvf 2 são dados do problema. O polinômio P em (1.119) é, neste caso, 
dado por 
P(fs) = (Puv(fs))(u,v)EA, 
onde Puv(fs) é, de acordo com (1.122), 
P (f ) F ' F í W ] fT r WT '(u) [W ] f [WT ](v' m: S = u·v uv = L (1) (v) (11) l (1) J (1) (u) (11) (1) 1 ' 
(1.125) 
(1.126) 
para todo ( u, v) E :\, :\dado por (1.31). Aqui W(l) simboliza o complexo conjugado 
de w'll· 
' . 
Segue agora a Proposição do caso 2-D, análoga à Proposição 1.4. 
Proposição 1.6 O jacobiano lp(fs) da aplicação fs >----+ P(fs) definida por (1.125), 
(1.126) é uma matriz real, (2m2 + 2) x m2 e satisfaz 
onde C(fs) é a matriz Hankel por blocos + Toeplitz por blocos 
C(fs) = H(fs) + T(fs), 
para 
H o H, Hm~2 Hm-1 To T, ... Tm-2 Tm-l 




Hm-2 Hm-1 o o o o To T1 
Hm-1 o o o o o o To 
onde cada bloco HJ é matriz de hankel e cada bloco T1 
respectivamente por 
é matriz de Toeplitz, dadas 
fJo /jl r fJ.m-1 fJo /jl /j,m-2 /j,m-1 Jj,m-2 
r. J· /y2 /y,m-1 o o /jo /jl l;,m-2 
HJ= TJ := 
/y,m-2 /j,m-1 o o o o /jO /jl 
/j,m-1 o o o o o o fJo 
A matriz M 2 é de ordem m 2 x (2m2 + 2), cuja representação por blocos é 
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onde J\12, t =O, m, são de ordem m 2 x (m + 1), com termo geral 
e J'Vh,, O :S t :S m- 1, são de ordem m 2 x n, com termo geral 
(M2t)mj+k,v = 2Re(wjt+kv), O :S v :S n- 1, O :S j, k :S m 1. 
A matriz D2 é diagonal, de ordem 2m2 + 2, expressa em soma direta corno 
- - -
D2 = D1 EB In(m-1) EB D1, 
quando 
- 1 1 
D1 = 2 EB Im-1 EB :z· 
Consequentemente, p(Jp(fs)) = m 2 em quase todo ponto fs E JR.m'. 
Demonstração: A demonstração é totalmente análoga à da Proposição 1.4, bastando-
nos apenas acompanhá-la em cada passo, fazendo-se as devidas adaptações ao caso 
2-D das expressões que lá aparecem. De fato, observa-se que 
e 
EJjpq { 1; se (p,q) = (r,s), 
8 frs = 0: caso contrário, 
fpq = O, sempre que p e q não pertencerem ao 
suporte [0, m- 1] x [0, m- 1]. 
(1.127) 
(1.128) 
Diferenciando o primeiro membro da expressão de autocorrelação (1. 77) para m1 = 
m2 = m, e valores de j,k =O, 1, ... ,m-1, temos 
m-1-j m-1-k [ ] EJjpq EJfj+p.k+q L L 81 tJ+p,k+q + tpq 81 . p=O q=O rs rs 
Em seguida, aplicando (1.127), obtemos 
h+r,k+s + fr-j,s-k, o < j, k, r, s :S m- 1, 
cuja estrutura de blocos, após aplicação de (1.128), nada mais é do que a soma 
das matrizes Hankel por blocos, H(fs), e Toeplitz por blocos, T(fs), que aparecem 
definidas no enunciado da presente proposição . Depois, fazendo buv = a~v e m 1 = 
rn2 = m no segundo membro de (1.77) e, então, derivando-o com relação a frs. 
para j, k = O, 1, ... , m- 1 e r, s E {O, L ... , m- 1}, o que se obtem é exatamente o 
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produto (1/n2 ) M 2 Êh Jp(fs), com as matrizes M 2 e f)z definidas de acordo com o 
enunciado desta proposição e 
[
Ôbuv l Jp(fs) == ôfq- ' (1.129) 
para q = mr + s, r, s, E {0, 1, ... , m 2 - 1}, ou seja, o jacobiano da aplicação b == 
P(f5 ). Finalmente mostremos que Jp(fs) tem posto completo em quase todo ponto 
fs E !Rm'. De fato, como o determinante de U ( fs) é um polinômio nas compo-
nentes f;qs e, sobretudo, não identicamente nulo (pois, det(U(fs)) == [det(H0 + 
T0 )] [detTo]m-l == 2 #O, para fs == (1, O, ... , O)T E !Rm'), segue que {fs E Rm' 
det(U(fs)) ==O} tem medida nula. Consequentemente 
ou seJa, 
• 
Segue agora o análogo 2-D da Proposição 1.5 
Proposição 1. 7 Sejam f E M, (R) imagem real com restrição de suporte, con-
forme (1.98), e F== :F(!) E M,(C). Seja fs E !Rm', definida por (1.123) e (1.124). 
Definimos o vetor 
(F ) E rr2m2 +2 V := uv (u.v)C\ "-' 
Então a matriz jacobiana Jp(fs) satisfaz 
Jp(fs) == 2 Re [v D1v D2v ... Dm'-lv], 
onde cada Dq, q = O, 1, ... , m2 - 1, é matriz diagonal, de ordem (2m2 + 2), tal que 
Dq == DJÍY, 
para D e iJ, também matrizes diagonais de ordem (2m2 + 2), definidas por 
D == lm+18 úJln 8 · · · 8 úJm-lfn 8 (-1)/m+J, 
e 
iJ == n1 8 n2 8 ... e n2 sn1, 
m- 1 termos 
com 
D- - dl·acr(l • ' • .n-l) 2- b )'-'-':· .. , ...... ,. . 
Os inteiros j e k são respectivamente o quociente e o resto da divisão de q por m. 
Consequentemente a matriz Re [v D1v D2v ... Dm'- 1v] tem posto completo 
em quase todo ponto fs. 
41 
Demonstração: Vimos que o jacobiano Jp(fs) da aplicação fs f-----7 P(fs), no caso 
2-D, é a matriz real (2m2 + 2) x m2 dada por (1.129), com Jq = fJk, q = mj + k. 
Derivando parcialmente o terceiro membro de (1.126) com respeito à coordenada fq 
de f 3 , obtemos: 
2Re {[ W(ll ]cvl :;: [ W~l j<ul [W(lJ](uJ fs [W~l]<vl} 
2Re {Wju W~v [Wc1J](u) fs [W~ 1 ]<vl} 
?Re {· ,ju ,_,kv F } 
-' w vv uv . 
Consequentemente 
àP 
àfq =2Re{Dqv}, q=0,1, ... ,m2 -L 
para v e D q definidos como no enunciado desta proposição, onde 
àP [()Puv, 
àjq := àjq J(u,v)EA, 
denotaaq-ésimacolunadamatrizJp(f5 ).0fatodeRe[v D 1v D 2v ... Dm'- 1v] 
ter posto completo em quase todo ponto fs é uma consequência da Proposição 1.6 • 
O teorema a seguir é uma consequência imediata dos teoremas 1.10 e 1.8. 
Teorema 1.12 Consideremos o problema da fase (1.119), 
P(fs) = b, fs E 1Rm2 , 
para P definido por (1.125) e (1.126). Então para qualquer sequência admissível 
( ) m2m
2 
-'-2 b = buv (u,v)E:\ E ""'+ · , 
Qo(b) =O, Ql(b) =O, ... , Q2m(b) =O, 
onde Qo, Ql, ·. ·, Q2m E lR[y]; Y = (Yoo, Yo,1, ... , Ymm)T E lR2m'+2, são os polinômios 
lineares 
m-l 
Yov + 2 2:) -1)uYuv + ( -l)mYmv, v =O,m, 
u=l 
m m-1 
- 2)-1)"Yuv + ,L)-1)uYu,n-v, 1 :S v :S m- 1, 
u=O u=I 
n-l 2:) -1)vYuv, 1 ::; u ::; m- 1, 
v=O 
m-1 
Q2m(Y) - Ymo+i2)-1)vYmv+(-1)mYmm· 
v= I 
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Além disso, se 
Z(ImP)={QElR[y]: Q(b)=O. \fbEimP}, 
então Z(ImP) é gerado por no máximo 
2m2 + 2- p(Jp(fs)) = m2 + 2 
polinômios do anellR[y], dentre eles QJ(y), j =O, L ... , 2m. 
(Ll30) 
Demonstração: Inteiramente análoga ao caso 1-D (veja Teorema Lll), logo, será 
omitida 111 
Observemos que (L 130) é válida só para fs genérico. 
De acordo com o teorema L 12, o número de identidades polinomiais que faltam para 
obtermos um conjunto de geradores do anel Z(ImP) é de no máximo 
(m- 1) 2 identidades. 
Para os casos particulares m 1 = m 2 = 2 e m 1 = 2, m 2 = 3, as identidades 
restantes (além daquelas que já conhecemos pelo Teorema L8) que nós encontramos 
não são identidades em termos dos b~,s, mas sim em termos dos a~vs. Para o caso 
m 1 = m 2 = 2, a identidade encontrada está dada em (L107). Para m 1 = 2, m2 = 3, 
as outras 2 identidades serão exibidas nos próximos parágrafos. Os cálculos para 
obtê-las foram muito mais difíceis e trabalhosos do que os do caso 2 x 2. 
Podemos, através do teorema L9, dar a caracterização completa das amplitudes para 
o problema inverso da fase correspondente ao caso 2 x 2. Com efeito, o conjunto 
admissível no caso 2 x 2 é 
quando 
C ·- { E: . b E JR~0 : bQ0 (b) ?=b O, Ob. 1 (b) =( O, rc-b .. . ).' , ,~b 4()b) =(O,![))(. ![)) } . 
o: - - 11 + 20 = eoov uoo \ e22v uzz - Eozv uoz Ezov u2o . 
e E:= (eoo, Eoz, E2o, Ez2 ) = (±1, ±1, ±1, ±1). 
Levando em conta a restrição de positividade (1.47): temos P(JR~) = Uc Cc para 
{ 
b E JR~0 : Q0 (b) =O, Q1 (b) =O, ..... ,Q4 (b) =O, } 
Cc := bo: - 2bn + bzo = ( y'I)OO) ( E22,;b;) - ( Eoz§J ( Ez~. ytJ;) , , 
Ao+ ytJ; > ~ + ,;5;, /li;- vbzo > !~- ,;íí; ]. 
para algum f := (L e02 , Ezo, E22 ). Os polinômios Q1,, são dados pelas expressôes do 
lado esquerdo de (Ll06) quando b = (buv) = (a~v), com 
( u, v) E :\ = { (O, O), (0, 1), (0, 2), (L O), (Ll), (L2), (L 3), (2, O), (2, 1), (2, 2)}. 
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1.5.3 Identidades L.I. para imagens 2 x 3 
Como dissemos no início da subseção anterior, todos os resultados correspon-
dentes a imagens quadradas podem ser extendidos a imagens retangulares. Neste 
caso, nossos Teoremas adaptados ao caso retangular nos diz que 
"p(Jp(fs)) = m1m2 em quase todo ponto fs E lR2m,m2 +2 , 
• para dados genéricos existem no máximo (2m1m2 + 2)- p(Jp(fs)) = 
m 1m 2 +2 identidades polinomiais L.I. nas variáveis bu"· I'\ós encontramos 
m 1 + m 2 + 1 delas que estão exibidas em (1.95). Portanto o número de 
identidades L.I. ainda não conhecidas é de no máximo (m1 -1)(m2 -1), 
podendo não serem todas elas identidades polinomiais nas variáveis buv· 
?\esta subseção vamos estabelecer todas as m1 m2 + 2 = 8 identidades L.I. nas 
variáveis buv quando m 1 = 2, mz = 3. Deste total nós já conhecemos as 6 identidades 
polinomiais lineares dadas por (1.95). Falta portanto determinarmos as 2 identidades 
restantes. Estas identidades, como veremos, não são identidades polinomiais nas 
variáveis b~vs~ mas sim nos a~1.,s. 
Para obtermos todas as identidades que faltam, tivemos que resolver o sistema 
(1.101) para as incógnitas jq, fazendo uso inclusive das equações de (1.102). Esse 
processo torna-se extremamente exaustivo à medida que os valores de m1 e m 2 
crescem. É impressionante como o nível de complexidade das equações aumenta 
quando apenas passamos do caso 2 x 2 para 2 x 3. Assim, por causa de tamanha 
complexidade, todos os cálculos referente à resolução do sistema serão omitidos. 
Suponhamos 
[
!o f, h o o O] 




logo fs = (!o, !J, Jz, fs, !4, h f. Sejam F= F(!) e b = (buv)(u,v)EA para buv = a~v = 
IFuv\ 2 • Consideremos o sistema (1.101)- (1.102), adaptado ao caso 2 x 3. Troquemos 
o termo \\F\\2 que aparece em (1.101) pelo seu valor equivalente I:~~o I:~~o buv· 









!o+ h= i'vf, 
Lfo+Kh=R, 
!oh + f2h - !oh - hfs = T 
.foh + h.fs = U 
QJ(b)=O, j=0,1, ... ,5. 
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h=L, 
h+ .{5 = N, 















[(Foo + F2o)- (Fo3 + F23)l/4, 
[(Foo- F2o)- (Fo3- Fd]/4, 
[(Foo + F2o) + (Fo3 + F23)J/4, 
[(Foo- F2o) + (Fo3- F23)]/4, 
v'3( -bu - b12 + b14 + b1s) /24 + (bol - bo2 - b21 + b22) /8, 
v'3( -bu + b12 - b14 + bls) /12, 
[(bül - 9bo2 + 5bo3)- (b21 - 9b22 + õb23) - 3(FooFo3- F2oF23)]í24, 
[boo + bo3 + b2o + b23 - 4(bl2- b13 + 614)]/24. 
Os polinômios Q1 são os polinômios do Teorema 1.12. 
As equações em (i) e (ii) do sistema (1.132) nada mais são do que uma com-
binação das equações do sistema (1.102). As equações em (Yi) são as identidades 
2-D das amplitudes para imagens 2 x 3 (veja teorema 1.12 adaptado a imagens 
2 x 3 ou expressões (1.95)). !\'otemos que o sistema original (1.101) - (1.102) é 
composto de 18 equações, enquanto que o seu equivalente (1.132) contém 14. Isto 
ocorreu porque após a realização de operações elementares sobre as linhas do sistema 
original, quatro equações tornaram-se redundantes e, portanto, foram descartadas. 
O nosso problema inverso então consiste na determinação do vetor fs cujas com-
ponentes satisfazem todas as equações de (1.132), onde supõem -se conhecidos ape-
nas os números reais positivos bun ( u, u) E i\. "\otemos que os números Fuv = 
Euv~' (u, u) E {0, ml} x {0, mz}, não são totalmente conhecidos, pois eles também 
dependem dos valores de Euv E { -1, 1}. Por isso resolvemos primeiramente o sistema 
(1.132) para as componentes de fs sem nos preocuparmos a priori com os valores ex-
atos dos Euv· Com isso obtemos as componentes do vetor fs em termos dos números 
positivos buv e dos números reais F00 , F03 , F20 e F23 . Como existem 16 possibilidades 
de atribuição de valores ao vetor E = ( Eoo. Eo3J20 , E23 ) E { (±1, ±1, ±1, ±1)}, teremos 
portanto 16 possibilidades de solução para f5 . Devemos escolher aquela que corre-
sponde à solução verdadeira (1.131). O procedimento para tal escolha é simples. 
Tomemos um dos vetores fs encontrados. A seguir formemos a matriz 2 x 3 como 
em (1.131), tendo como elementos do suporte as componentes do vetor fs escolhido. 
Em seguida, calculemos F= :F (f) e suas amplitudes Ouv = IFuvl· Se a;;v for igual ao 
dado do problema buv, para cada ( u, v) E /\., o procedimento termina; senão escolhe-
se outro candidato para fs e repete-se o procedimento acima. A escolha correta do 
vetor c implica a determinação do toróide (veja definição 1.4) sobre o qual está a 
solução verdadeira f. 
'\otemos que as equações (i), (ii), (iii) representam um conjunto de 6 equações lin-
eares que. sob determinadas condições de existência e unicidade, podem ser resolvi-
das para as 6 incógnitas que definem fs. Uma vez tendo encontradas estas incógnitas, 
devemos substituí-las nas equações (iv) e (v) para obtermos, portanto, as 2 novas 
identidades. 
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Em (i) já ternos os valores de fr e f4. Para encontrarmos as outras incógnitas, 
usamos eliminação gaussiana [32] no sistema linear formado por (ii) e (iii): 
fo 4[1vf(R- N K) - SK]/(FooF2s- Fo3Fzo); 
h - -4[A·f(R- ]vfL)- SK]!(FooF23- Fo3F2o); 
h = 4[N(R- NK)- SLJI(FooF2s- Fo3F2oJ; 
f 5 = -4[1V(R- !viL)- SL]/(FooF23- Fo3F2oJ-
(1.133) 
Durante o processo da eliminação foi necessário supor F00 + Fo3 f Fzo + F23 e 
F00F23 f Fo3F2o para se chegar em (1.133). Como estas condições raramente ocor-
rem, conclui-se que as componentes definidas em (1.133) são soluções genéricas do 













co+ c1FooFo3 + c2FzoF23 + c3FooFo3FzoF23 
do+ d1FooFo3 + d2F2oF23 + d3FooFo3F2oF23 
= o, 
o. 
2(b2osi + bz3s~) + 2(boob23 + bo3b2o)(b2o - 16b22 + 9b23), 
24bzobz3, 
- -4[3(boobz3 + bosb2o) + s1s2], 
-4(b2o - 16bzz + 9b23), 
2(boosf + bo3sD + 2(boobz3 + bo3bzo)(boo- 16bo2 + 9bo3), 
- -4[3(boob23 + bo3b2o) + s1 s2], 
24boobos, 
-4(boo - 16bo2 + 9bo3), 
b11 - 3b12 + 3b14 - b15 , 
3bn - b12 + b14 - 3bl5. 
(1.134) 
Observemos a diferença do nível de complexidade entre as novas identidades dos 
casos 2 x 2 e 2 x 3. De fato, se reescrevemos ( 1.107) em termos de buv e Fuv teremos 
Como se vê, esta equação é bem mais simples do que as equações (1.134). 
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Capítulo 2 
Os algoritmos iterativos e outros 
métodos de reconstrução da fase 
I\este capítulo faremos uma breve exposição dos principais métodos existentes 
para o problema de recuperar ação da fase de Fourier. Daremos uma ênfase maior nos 
algoritmos iterativos por serem considerados o estado da arte para a solução deste 
problema. Além da definição, demonstraremos alguns resultados teóricos e faremos 
alguns comentários numéricos a respeito da convergência desses métodos para os 
casos 1-D e 2-D. C ma parte destes comentários será feita no capítulo 4 onde resul-
tados serão exibidos e analisados. Os outros métodos serão brevemente discutidos 
na última seção deste capítulo. 
'\a duas próximas seções discutiremos, então, dois algoritmos iterativos básicos: 
o Error-Reduction (ER) e o Hybrid lnput-Output (HIO); e na seção seguinte enun-
ciaremos aquele que parece ser o mais eficiente dos algoritmos iterativos, o qual é 
obtido por uma combinação doER e do HIO. 
Existem outros algoritmos iterativos, dos quais não faremos nenhum comentário, 
que foram abordados por Fienup tais como o algoritmo básico lnput- Output e o algo-
ritmo Output- Output. Maiores detalhes sobre estes métodos podem ser encontrados 
em [25], [5], [82] e [73]. 
2.1 Os algoritmos Error-Reduction (ER) e Hy-
brid Input-Output (HIO) 
Os algoritmos iterativos foram extensamente estudados por Gerchberg, Saxton e 
Fienup, e têm sido considerados métodos de muito sucesso para o problema da fase. 
Apesar de serem métodos amplamente difundidos e utilizados neste tipo de pro-
blema, teorias matemáticas, até hoje, não conseguem explicar o bom funcionamento 
deles. Eles funcionam para os tipos mais gerais de objetos, usam todos os dados e 
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restrições disponíveis e não são computacionalmente caros como a maioria dos ou-
tros métodos tais como o nosso novo método, que será descrito no próximo capítulo. 
Entretanto são métodos que também apresentam vários problemas como por exem-
plo estagnação , mal-condicionamento e ambiguidades. i\ ão é nosso propósito fazer 
uma descrição rigorosa e detalhada destes métodos, tendo em vista que eles já 
foram extensamente abordados e divulgados em diversos artigos. Maiores detal-
hes relacionados, por exemplo, a regiões de estagnação , taxa de convergência, mal-
condicionamento, regiões planares (ou plateaus), análise de erro e soluções ambíguas, 
poderão ser encontradas em [25], [81] e [82]. Também no capítulo 8 de [82] e em 
[5] encontra-se uma abordagem destes algoritmos como um caso especial do método 
de projeções não lineares. Especificamente, a referência [5] contém resultados mais 
recentes que estabelecem novas conexões entre os algoritmos iterativos e os métodos 
clássicos de otimização convexa. 
A maioria dos algoritmos iterativos pode ser considerada uma variação do algo-
ritmo de Gerchberg-Saxton ([31], [30] e [78]). Trata-se de procedimentos iterativos 
de idas e vindas sucessivas entre os espaços do domínio do objeto (onde conhecimen-
tos a priori sobre o objeto, tais como não -negatividade e suporte, são aplicados) e 
o domínio de Fourier (onde os dados dos módulos de Fourier são aplicados). O mais 
simples deles, e o primeiro a ser considerado por Fienup, é o Error-Reduction [25], 
[82]. Ele é usado na recuperação da fase 9u, da transformada de Fourier, Fu, de 
um objeto real não -negativo, ]j, a partir do módulo de Fourier, IFul· Segue, então, 
os 4 passos básicos (correspondentes à k-ésima iteração ) que compõem o algoritmo 
ER: (1) calcula-se a transformada de Fourier, G~kl, do valor estimado, gyl, de f;; 
(2) efetua-se mudança na amplitude de GLk), de modo que a restrição no domínio 
de Fourier seja satisfeita, para formar H~k), uma estimativa de Fu; (3) calcula-se a 
transformada inversa de Fourier de H~k), obtendo-se hy); e (4) efetua-se mudanças 
em hJk), de modo que a restrição no domínio do objeto seja satisfeita, para formar 






onde 7 é o conjunto de pontos para os quais h}k) viola as restrições no domínio do 
objeto, i.e., as restrições de não -negatividade e de suporte. Aqui, g(k), H(k) e J}kl 
são as estimativas de f, F e a fase q;, de F respectivamente. 
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O algoritmo Hybrid Input-Output ([25], [82]), uma das versões mais bem sucedi-
das dos algoritmos iterativos, consiste na troca do passo 4 do algoritmo ER por 
(k+l) = { h;.k) .· '. j r/ ~ .• 
gJ \k) - 3h(k, . E -, 
gJ . J ' J '' 
onde (3 é uma constante pequena, ou parâmetro de feedback. Valores de 3 = 0.1 
funcionam bem. Quando usamos o algoritmo HIO , h(k) é nada menos do que uma 
aproximação da estimativa de f. 
Os algoritmos são iniciados tipicamente com uma condição inicial aleatória g)0l 
ou uma fase inicial aleatória ó~o), exceto quando alguma outra informação adicional 
sobre o objeto original ou a fase original esteja disponíveL 
O número estipulado de iterações em nossos experimentos tem sido em média 
2000 iterações para o algoritmo ER e 3000 para o HIO . As vezes um número maior 
de iterações se faz necessário para se obter convergência, podendo tal número chegar 
até a 80 mil iterações . É claro que, em nossos experimentos, pudemos abusar do 
número de iterações, sem nos preocuparmos com o tempo de duração gasto para a 
execução dos programas, pois na maior parte dos exemplos numéricos trabalhamos 
com sinais e imagens pequenas. 
A seguir daremos um tratamento vetorial do algoritmo ER visto como uma 
projeção sobre conjuntos em um espaço de Hilbert, Inicialmente nos restringiremos 
ao caso unidimensionaL 
2.1.1 Caracterização de pares fixos para o ER: o caso 1-D 
Seja 1í = (C';< ·, · >) o espaço de Hilbert das n-uplas de números complexos 
munido do produto interno canônico 
< x,y >= I::;xü\ = y'x. 
k 
Assim, dado um objeto f e sua transformada de Fourier F como em (L2) e (L12), 
segue de (L6) e (L7) que Fu e ]j podem ser vistos em termos do produto interno 




O, 1, ... ,n 1 
]j =<F,(ej)T>= {ejjYF, J = 0,1, ... ,n-1 
(2.2) 
(2.3) 
onde eu, para cada u =O, 1, ... , n- 1, é o vetor de C' cujas coordenadas são dadas 
por 
( ') (? . . 1 ) - · uj . O 1 1 eu,] = exp -11ZUJ 1 n = w , J = , , ... , n - . 
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:'Jote que 
{eu: u=0,1, ... ,n-1} 
é uma base para H. 
Como era de se esperar, a matriz de Fourier W definida por (1.13) satisfaz 
W' = [ eo e, · · · en-1 ], 
donde se conclui imediatamente que as expressões (1.10) e (l.ll) são equivalentes a 
(2.2) e (2.3) respectivamente. 
2.1.1.1 ER visto como um algoritmo de projeções 
A seguir daremos uma interpretação doER corno um algoritmo de projeções [82], 
[5] sobre determinados subconjuntos de H. Dado qualquer elemento 
denotaremos sua transformada de Fourier pela letra maiúscula H. Sabemos que h é 
real se e somente se os pixels, Hu, de H satisfazem as condições de simetria dadas 
por (1.17). Assim, dado o vetor das magnitudes de Fourier de F, ap, como em 
(1.24), definimos os seguintes subconjuntos de H: 
7 - {h E JR'.n : IHul = au}, 
7 F(7), 
iJ - {g = (go, 91, · · ·, 9n-J7 E lR'.n : 9m = 9m+1 = · · · = 9n-1 = 0}. 
Denotaremos o espaço tangente a 7 no ponto h por T = Th(7). Similarmente 
T = T g(f) denotará o espaço tangente a f no ponto H. Segue que T = F(T). Como 
iJ é um espaço linear, T9 (iJ) = iJ. 
Sejam as sequências de vetores { h(k); k = O, 1. 2, ... } e {g(k); k = O, 1, 2, ... } 






g = P~h = Mh = [h(l) 0]7 = (ho, h1, ... , hm-1, O, O, ... , O f, (2.5) 
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onde M=[~ g]. (2.6) 
É imediata a verificação (veja [82], cap. 8) de que P7 e Pv são projeções ortogonais. 
Por definição os pontos h(k) e gCk), gerados pelo ER satisfazem 
g<hi) = Pvh(k), h(k) = P
7
g(k) V k. (2.7) 
Definição 2.1 Dizemos que (g, h) é um par de pontos fixos para o algoritmo ER 
se g = Pah e h= PTg. 
Note que se g = h na definição acima, então g torna-se urna estimativa de f 
que satisfaz as restrições em ambos os domínios, o do objeto e o das frequências, e, 
portanto, é urna solução para o problema inverso associado. 
\C' 
~t\ 
Figura 2.1: ER \"isto como algoritmo de projeções: (g,h) é um par de pontos fixos. A esquerda 
h representa um ponto de mínimo local e à direita, um mínimo global da função d( h), definida 
para os casos 1-D e 2-D, conforme as expressões (2.21) e (2.22) respect. 
A seguir daremos uma condição equivalente que caracteriza os pares de pontos 
fixos do algoritmo ER. Antes precisaremos do seguinte 
Lema 2.1 T é gerado pelos vetores 
~u = iHueu+I- i.Huen-u~I, u =L 2, ... , m- L 
onde eu = (0, ... , 0, ~' 0, ... , OjT E JR_n. 
51 
Demonstração : Pela definição de r, o espaço tangente T tem a seguinte repre-
sentação 
T = :F(T) 
- {V E Cn: 
Desprezando os termos de ordem E2 obtemos imediatamente que: 
'H -'- EV !2 ! U ' UI 








iquHu; QuE R 
para cada u = O, 1, ... , n- 1. Desde que V0 , v;,, H0 , Hm são reais, segue que q0 = 
qm = O. Além disso mostra-se também que qm~u = -Qm-u \;fu = L 2, ... , m - 1. 
Consequentemente temos 
V (Vo, Ví, · · ·, Vm-l, Vm, Vm+l• · · ·, Vn-l)T 
- (0, iq1H1, ... , ÍQm-lHm-l• O, -ÍQm-lH m-J, ... , -iqlHlf 
m-1 
o que prova que B = { ~1 , ~2 , ... ~m-d gera f. Desde que B é um conjunto LI, 
segue que B é uma base de f • 
Proposição 2.1 Sejam h E r e g = F~ h= Afh. Então (g, h) é um par de pontos 
fixos para o algoritmo ER se e somente se 
H*W(IJ W(1J~u = 0: V u = L 2, ... , m- 1, (2.8) 
onde H = :F(h), ~u é o vetor do lema (2.1) correspondente a H; e Wc 1J é a 
subma.triz da matriz de Fourier W definida como em (Ll6). 
Demonstração : (g, h) é um par de pontos fixos para ER se e somente se h é a 
projeção ortogonal de g sobre r <=? G - H ..L f <=? < ~u. G- H > 
= O \;f u <=? (G- H)'~u =O V u. Por outro lado como g = PBh = Mh, 
então segue que 
G = Wg = WNih = WAI.!:_W*H = .!:_(WJ;fW*)H = .!:..wc,JW(1JH. 
n n n 




2.1.2 Caracterização de pares fixos para o ER: o caso 2-D 
Resultados similares são obtidos para o caso 2-D. Sem perda de generalidades, 
suporemos, para efeito de simplificação na notação , que m = m1 = m2 . Aqui o 
espaço de Hilbert a ser considerado é o espaço das matrizes complexas de ordem 
n x n munido do produto interno 
<X, y >=L L xjk Yjk = tr(Y*X). 
j k 
As variedades T e v são definidas similarmente ao caso 1-D levando-se em conta 
agora que a simetria das transformadas de Fourier de objetos reais bidimensionais 
devam satisfazer equações como as dadas em (1.28), i.e., 
T {h E YAn(lR): IHuul = Gu,, H satisfaz (1.28)}, 
f - F(T), 
{) {9 E M, (JR) : 9(12) = 9(21) = 9(22) = O}· 
Definimos as projeções 
e 





Os pontos h(k) e 9(k), gerados pelo ER, continuam satisfazendo (2.7) e a definição de 
par de pontos fixos é a mesma dada pela definição 2 .1. levando-se em conta agora 
as novas dimensões de 9 e h. Similarmente definimos os vetores que geram o espaço 




iHJkEJ+l,k+l - iHJkEn-J+l.n-k+l; 





j=O,m: k=1,2, ... ,m-1 
j=1,2, ... ,m-1; k=O,m 
j, k = 1, 2, ... , m- 1 (2.11) 





com o elemento não nulo ocupando a posição (j, k). A prova de que o espaço f é 
gerado pelos elementos t:..jk é inteiramente análoga à prova do lema 2.1 e, portanto, 
será omitida. A seguir daremos a versão da proposição 2.1 para o caso 2-D 
Proposição 2.2 Sejam h E 7 e g = P~h = MhM. Então (g, h) é um par de pontos 
fixos para o algoritmo ER se e somente se 
onde H= :F(h), t:..jk é a matriz definida como em (2.11) associada a H; e W(l) é 
a submatriz da matriz de Fourier W definida como em (1.16). 
A demonstração da proposição 2.2 é similar à do caso 1-D e, portanto, será omitida. 
2.2 ER e HIO: convergência e pontos de mínimos 
locais (globais) 
:\"esta seção faremos um breve comentário sobre o comportamento de convergência 
de ambos os métodos ER e HIO , ficando os detalhes e comentários dos principais 
resultados numéricos a serem discutidos no capítulo 4. Para o caso 2-D suporemos, 
sem perda de generalidades, que m = m 1 = m 2 . 
É claro que estaremos preocupados em analisar o comportamento destes métodos 
tanto na ausência quanto na presença de ruídos nos dados das amplitudes, pois sabe-
mos que, na prática, os dados das amplitudes são medidos e portanto estão sempre 
sujeitos a interferências produzidas por, por exemplo, turbulências na atmosféra, 
problemas de aferição do aparelho de medição e etc. Entretanto deixaremos a análise 
dos resultados, relativos aos dados das amplitudes com ruídos, para os capítulos 4 
e 5. 
Para medir quão próximo o ponto de convergência de um dado algoritmo se 
encontra do objeto original, usaremos duas métricas de erro (veja [81] para maiores 
detalhes) que medem as distâncias em ambos os domínios, o do objeto e o das 
frequências. Dados dois objetos reais, fj e gj, com a restrição de suporte, nós 
definimos o erro (ou distância) no domínio de Fourier, entre IFu/ e /Gu\, por 
e (f, g) = "' r /G I /Fu· 1, ]
2 
L..u 1 CJ.g u (2.14) 
onde 
Cj,g = 
é um fator de normalização. 
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:V1étrica similar define o erro entre fi e 9i no domínio do objeto: 
(2.15) 
As somatórias em u são tomadas sobre toda a grade onde está definida a trans-
formada de Fourier, enquanto que as somatórias em j levam em conta apenas os 
valores dos objetos tomados dentro do suporte. Assim, por exemplo, para ima-
gens reais de tamanho n x n, cujo suporte seja de tamanho m x m, as somatórias 
que definem e (f, g) e c1,9 devem ser tomadas sobre a grade u = O, 1, ... , n- 1 , 
v = O. 1, ... , n - 1: enquanto as que definem 15(!, g) e c0 , sobre o suporte j = 
O, L ... , m- L k = O, L ... , m- 1. 
Desde que g e sua gêmea g (veja definição de gêmea na seção 0.4 da Introdução ) 
possuem o mesmo módulo de Fourier, atribuímos para 15(!, g) o menor valor obtido 
ao computarmos a fórmula (2.15) para ambas g e g. 
Como dissemos anteriormente o algoritmo ER pode ser visto como um método 
de projeções ortogonais [82] representadas pelo par das aplicações (P, Pv), definidas 
em (2.4) e (2.5) [caso 1-D] ou em (2.9) e (2.10) [caso 2-Dj. As sequências de pontos 
glk) = [gY)J e hik) = [h;k)] geradas pelo ER são obtidas por estas projeções de acordo 
com (2. 7). Pode ser mostrado que o algoritmo ER é monótono no sentido de que o 
erro quadrado não normalizado 
2 v-'" [~c<kJ,- 'F .12 
e Fk ' L-u : u I I uI J 
(2.16) 
não pode crescer à medida que se aumenta o número de iterações. Aqui, ;V = n 
(caso 1-D) ou N = n 2 (caso 2-D). A prova desse fato encontra-se em [82] ou [25], e 
resume-se em mostrar que 
(2.17) 
onde 
e2 := "\"' lr h(k)l2 = "\"' r.g(k+l) - h(k) 12 = '[!g(k+l) - h(k) 112 
ok 6 J -~~J ;1-1 
JE'Y J 
(2.18) 
."\o te que o erro e;k nada mais é do que a soma dos quadrados dos valores dos pixels 
i) i) 
2.2.1 Os pontos de mínimo local (global) 
Nesta subseção falaremos dos mínimos locais (globais) atingidos eventualmente 
pelos algoritmos iterativos ER e HIO . 
2.2.1.1 Caso 1-D 
Considere o par de sequências (glk), h(k)) geradas pelo algoritmo ER. Para o caso 
1-D, o erro e;k torna-se 
e;k = li (I- NJ)hik) /] 2 , 
onde J'vf é a matriz dada por (2.6). Assim, fazendo k tender ao infinito na desigual-
dade (2.17), e supondo 
g = lim g(kl, h= lim h(kJ. (2.19) 
teremos 
2 -1· 2 -1· 2 -~~- h-112- II(J 'f)h-112 -llh- 112 eox - Im eFk - lm eF,k+l - ,g- - I! -i> i - I (2) . (2.20) 
Mostra-se que h é um ponto crítico ( consequência das proposições 2.1 e 3.2) para a 
seguinte função custo: 
( ) 111( ) 112 1!. lj2 d h = 2. I- .1\11 h;: = 2dh(2)! 1 , h E T. (2.21) 
Em outros termos, d'(h) =O, onde d' representa a derivada da função d sobre a va-
riedade diferenciável r [62]. Esta derivada pode ser expressa em termos da derivada 
de uma função definida em lfl.m-l. De fato, conforme mostraremos na seção 3.6, 
h é uma função das fases de Fourier e,, e2, ... , em-t e, portanto, se representamos 
e= (e1 , ... , em-tl, mostramos que d'(h) = \18 (d o h)(e) (veja seção 3.6 para mais 
detalhes). 
De modo análogo, representamos a matriz Hessiana [62], d"(h), de d em h E r, 
em termos de e, por 
'd"(h)'. _ éP(d o h)(e) { } l bk - àeiJek , j, k E 1, 2, ... , m- 1 . 
1 desde que g\k) 2: O Vj E S, Vk, o que foi verificado numericamente em todas os experimentos 
com imagens iniciais g(O) satisfazendo a restrição de positividade (1.47). 
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Escreveremos 
d"(h) >O [respect. d"(h) 2: O] 
para indicar que d"(h) é definida positiva [respect. positiva semi-definida]. 
2.2.1.2 Caso 2-D: 
Comentários similares valem para o caso 2-D. Por exemplo, a expressão equiva-
lente para a função d( h) é, neste caso, dada por 
. ) 11 .. h'f 11" 1 (I' h 1' 2 I' 11? !• 11?· d(h, = 2 ;11\11 N -h,·= 2 I (!2) I + :!h(2l) - + ilh(22), •J, h E T. (2.22) 
Como consequência das proposições 2.2 e 3.3 segue que se h é dado como em (2.19), 
então h é um ponto crítico de d( h). 
Segue o importante e conhecido resultado de otimização [57]: 
d'(h) = 0: d"(h) > o = 
h é ponto de mínimo local de d = 
h é ponto de mínimo local de d 
d'(h) = 0: d"(h) 2: o. 
Na seção 3.6 exibiremos uma expressão para a derivada d'(h) e o hessiano d"(h) para 
os dois casos uni e bidimensionais. 
Definição 2.2 Consideremos o par de sequências (glk), h(k)) geradas pelo algoritmo 
ER (respect. HIO ) e suponhamos que existam os limites 
(k' - 'k) 
.9 = lim g ') h= lim h' . (2.23) 
Diremos que o algoritmo ER (respect. HIO ) convergiu a mínimo local se h for um 
ponto de mínimo local da função d(h) definida por (2.21) (caso 1-D) ou (2.22) (caso 
2-D), ou equivalentemente, se 
d'(h) =O; d"(l1) >O. ( 2.24) 
Se além disso 
d(h) =O, (2.25) 
diremos que ER (respect. HIO) convergiu a mínimo globaf?. 
2 t\umericamente consideraremos (2.23), (2.24) e (2.25) estabelecidas quando l!g\kl- glk+IJ li < 
<r, llhlk)- hlk+I)II < <z, lld'(ÍÍ.)Ii < <,, d"(h) +<,I > O e d(h) < c5, pa;a <L <2, Es, <4 e 
c5 suficientemente pequenos. 
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2.2.2 A convergência 
A convergência do ER pode ser acompanhada pelo decrescimento do erro eFk 
dado em (2.16). Embora o erro eFk seja não crescente com as iterações, tal fenômeno 
não é suficiente para garantir a aproximação para uma solução. eFk pode decrescer 
rapidamente nas primeiras iterações e depois muito lentamente ou até estagnar sem 
que o algoritmo tenha encontrado a solução. Constatamos numericamente, no caso 
1-D, que esses pontos de estagnação são na verdade pontos de mínimo local da 
função custo d. Apesar de não termos verificado para o caso 2-D que os pontos de 
estagnação também são mínimos locais. acreditamos que tal é o caso. 
:Vluito raramente o algoritmo ER converge a mínimo global, salvo os casos de 
imagens pequenas de suporte 2 x 2 e 4 x 4, onde observamos a sua convergência, na 
maioria dos exemplos testados, à solução verdadeira. 
Para o caso 2-D e na ausência de ruídos, o HIO mostrou-se muito mais eficiente 
do que o ER em localizar os mínimos globais (ou as suas ambiguidades triviais -
veja definição na seção 0.4 da Introdução ). Embora ele também apresente algu-
mas formas de estagnação (Fienup descreveu algumas destas estagnações e propôs 
métodos para sair delas: [26] e [73]) que nos impedem de sabermos se atingimos ou 
não a solução, foi verificado em todos os exemplos testados a sua convergência à 
solução verdadeira ou à gêmea correspondente. 
Assim, fazendo um resumo da análise de nossos experimentos numéricos, cons-
tatamos que: 
• Na ausência de ruídos nos dados das amplitudes e iniciando-se de uma 
condição aleatória qualquer, ER e HIO convergiram, em todos os exem-
plos testados, a um ponto crítico da função d. No caso 1-D, constata-
mos numericamente, em 100% dos exemplos testados, que esses pontos 
críticos são na verdade pontos de mínimos locais de d. Já no caso 2-
D não fizemos nenhuma verificação numérica, porém acreditamos que 
a maioria dos pontos críticos atingidos por ER são também pontos de 
mínimos locais. Por isso acreditamos que o número de mínimos locais 
para a função d, no caso 2-D, seja extremamente elevado. Em particular, 
no caso 1-D, a convergência doER a algum mínimo global foi verificada 
em 100% dos casos testados, enquanto que para o HIO (com parãmetro 
de feedback, ,3, sempre igual a 0.1) este índice caiu para 60% (Veja 
a tabela da seção 4.3.1). Mesmo nos casos de convergência do HIO a 
mínimo global, a precisão do erro foi pior do que a do ER . Também 
verificou-se para ambos, ER e HIO , que quanto maior o valor de m, 
mais iterações foram necessárias para garantir a convergência destes al-
goritmos a mínimo global. 
• Para o caso 1-D, com ruídos, HIO tornou-se completamente instável, 
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nunca convergindo para ponto algum. Nesta mesma situação, ER mostrou-
se mais estável, convergindo a mínimos locais. 
• Para o caso 2-D sem ruídos, HIO sempre convergiu, a menos de es-
tagnação , à solução verdadeira ou à gêmea correspondente. Já o ER 
não conseguiu atingir nenhum mínimo global nos casos testados, exceto 
em exemplos de imagens de suporte 2 x 2 e 4 x 4. 
• Para o caso 2-D com ruídos, HIO e ER mantiveram as tendências do 
caso 1-D, ou seja, HIO instáveL nunca convergindo, e ER estáveL con-
vergindo sempre a um ponto crítico. 
Na prática o algoritmo HIO é um dos melhores na classe dos métodos iterativos 
propostos por Fienup. Não existe nenhuma prova de sua convergência, em-
bora se saiba que ele sempre converge, a menos de estagnação , a mínimo 
global, na ausência de ruídos [26], [83], [84], [85], [86]. A instabilidade do 
HIO na presença de ruídos também não é fato novo, tendo já sido verificada por 
vários pesquisadores [25], [82], [83], !84], [85], [86]. 
2.3 O algoritmo EH 
Talvez o mais eficaz dos métodos iterativos seja o método proposto por Fienup, 
obtido pela combinação do ER com HIO , i.e., o método que consiste de vários ci-
clos de iterações , onde um ciclo consiste de K 1 iteracoes do HIO seguido de K 2 
iterações do ER . Designaremos esse método simplesmente pelas iniciais EH3 . De 
acordo com os experimentos realizados por Fienup ([82], seção 7.4 BJ, para proble-
mas bidimensionais, com imagens de tamanho razoável (por exemplo, imagens com 
suporte de tamanho 64 x 64), valores de K1 variando de 20 a 100, de K2 entre 5 
e 10, e parãmetros de feedback, ,3, de 0.5 a 1.0 (por exemplo, f3 = 0.7) funcionam 
bem. Em nossos experimentos tentamos outros valores para K 1, K 2 e ,3 (em todos 
os casos experimentamos .3 = 0.1). Também não estipulamos um número exato 
de ciclos em nossos métodos pois a convergência de qualquer método que envolva 
o HIO depende de uma série de fatores como por exemplo o tipo de condição ini-
cial utilizada, o número de pontos de estagnação que houver durante a busca, etc. 
Quanto ao número de iterações para o HIO e/ou ER, escolhemos aquele que for o 
mais conveniente de acordo com a dimensão do problema e o nível de ruído envolvido 
nos dados das amplitudes. Em geral, o número de iterações que trabalhamos varia 
desde 50 até 80 miL 
Em muitos casos, o método EH costuma convergir a uma solução após um número 
pequeno de ciclos de iterações. Se existirem múltiplas soluções, o método será capaz 
de encontrar cada uma delas, dependendo, é claro, da condição inicial dada. Pontos 
3 ::'\omenclatura do autor, não usada na líteratura 
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iniciais perto da solução verdadeira certamente reduz o número de iterações exigidas 
e pode evitar alguns problemas de estagnação. 
Desde que o HIO , na ausência de ruídos, sempre converge, a menos de es-
tagnação, a mínimo global, e desde que ele é altamente instável no caso contrário, 
o EH torna-se, portanto, o método mais indicado, nestas situações , para localizar 
mínimos globais, ou pontos próximos a eles, do que o HIO e o ER , quando executa-
dos isoladamente um do outro. Em experimentos onde há convergência do HIO (ou 
do ER) a mínimo global, o uso do EH torna-se completamente dispensável. Por esses 
motivos, só usaremos EH em problemas com ruídos ou em problemas sem ruídos 
onde houver estagnação do HIO em algum ponto. 
:VIuitos testes com o EH, ER e HIO já foram realizados por Fienup e outros 
pesquisadores, por isso omitiremos aqui comentários, detalhes e resultados numéricos 
relativos à maior parte deles. Em nossos experimentos nós testamos tais métodos 
em condições específicas que serão descritas em detalhes no Cap. 4. 
2.4 Outros métodos 
Nesta seção faremos breves comentários sobre outros métodos que foram propos-
tos para o problema de recuperação da fase. 
2.4.1 Métodos de minimização - Regularização 
Considere a forma generalizada de um problema inverso não linear mal-posto 
dada pela equação 
G(x) = y, (2.26) 
onde G : D(G) C X ---+ Y, é um operador não linear, e X e Y são espaços de 
Hilbert munidos do produto interno fl·ff. Em (2.26), y = (yJ,Y2,···,YNJT E Y 
é supostamente conhecido e x = (x 1 , x2, .•• , XM f E X é o vetor das incógnitas, 
com N > Jvl. Se denotarmos G(x) = (g1 (x), ... ,gN(x)f, (2.26) poderá ser reescrita 
como um conjunto sobredeterminado de equações não lineares: 
9j(X1 , ... ,XM) = yj, j = 1,2, ... ,]1/. (2.27) 
2.4.1.1 Algoritmo de Levenberg-Marquardt 
O algoritmo de Levenberg-Marquardt (LM) [51], [59] é um método de otimização ba-
seado em quadrados mínimos não lineares para resolver (2.27), i.e.,para buscar um 
mínimo global da função custo 
1 1 
L(x) = 2[[G(x)- YW = 2(G(x)- yf(G(x)- y), (2.28) 
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e é descrito pelo método iterativo 
(2.29) 
onde /lk é uma sequência de números positivos tendendo a zero. Aqui C'(-) denota 
o jacobiano. 
Como se observa, o algoritmo Lvi é uma modificação do método de Gauss-Newton 
(G\') [27], [17] 
x(k+l) = x(kJ- [C' (x(kl)'C' (x(kl)t 1C' (x(kl)*(G(x(kl)- y). 
O acréscimo de ''d ao termo c' (x(k))*C' (x(kl) em (2.29) é para garantir que a 
matriz, assim obtida, além de ser urna boa aproximação da matriz Hessiana da 
função L(x) em x\kl, seja também definida positiva. Existem vários procedimentos 
numéricos para encontrar um valor ótimo para a constante /lk· Cm deles, baseado 
no método de busca direta, é bastante eficiente e foi desenvolvido por Moré em seu 
paper [64]. 
O método L:VI pode então ser aplicado ao problema da fase se quisermos resolver 
o sistema (1. 75) posto na forma (2.27). As componentes do vetor x serão os pixels 
fJk da imagem f, e os termos do segundo membro de (2.27) serão as transformadas 
inversas .r-1 (iFuvl 2 ). Este é o procedimento adotado por l\ieto-Vesperinas em [67]. 
É claro que na representação de {1.75) na forma (2.27), é levado em conta a res-
trição de suporte reduzido. Como a maioria dos outros métodos de reconstrução, o 
método LM usado por l\ieto-Vesperinas para resolver o problema da fase também 
mostra-se ineficiente para imagens grandes. O número de pontos de mínimo local 
cresce dramaticamente com o tamanho das imagens, fazendo com que o método seja 
impraticável para imagens de suporte maior que 6 x 6. 
2.4.1.2 Método de Gauss-Newton regularizado iterativamente 
Desde que na prática nós temos disponível apenas uma aproximação, y6 , para o 
vetor y, com 
IIYó- Yll ::; 5, 
é necessário, então, que tratemos o problema (2.26) na forma regularizada. Regu-
larização de Tikhonov é certamente o método de regularização mais conhecido na 
literatura, indicado para resolver problemas inversos mal-postos. Groetsch [34] fez 
uma análise deste método aplicado a problemas lineares. Já Seidman e Vogel [80], 
Engl et al. [22]. l\eubauer [66], e Scherzer et al [79] analisaram o método para 
problemas não lineares. 
Em [36]. Hanke et al. discutiu a convergência do método 
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conhecido como método de iteração de Landweber (IL). Note que o método IL é 
obtido do método GN, quando trocamos o termo [G' (xlk))'G' (xlkl)]- 1 simplesmente 
pelo operador identidade. 
O método de Gauss-Newton regularizado iterativamente (GKRI), originalmente 
proposto por Bakushinskii [ 2], é 
x\k+!) - x\k)- (G' (xlk))'G' (xlk)) + Jlki)- 1(G' (xlk))'(G(xlk))- Ya) 
+ Jlk(xlk) - (), (2.30) 
onde, novamente, Jlk é urna sequência de números positivos tendendo a zero. Csual-
rnente considera-se ( = xl0l, mas isto não é necessário. Note que o método Gi\RI é 
obtido a partir do método L:VL De fato obtém-se (2.30) acrescentando-se em (2.29) 
o termo Jlk(x\k) - (). 
Blaschke et alem [6] demonstram que o método (2.30), para a situação especial 
( = xl0), é localmente convergente desde que o operador G satisfaça uma deter-
minada condição de suavidade. Para dados perturbados, eles propõem critérios de 
parada que garantam a convergência das iterações, desde que o nível de ruído tenda 
a zero. Também em [18], Deuflhard discute outras condições que garantem a con-
vergência do método (2.30), para o caso (f x<0) 
2.4.1.3 ER visto como método de descida rápida 
Fienup mostra em [25] que o algoritmo Error-Reduction é similar ao método de 
descida rápida [57]. Primeiramente ele considera a função erro quadrado definida, 
como em (2.16), a menos do fator 1/2, por4 : 
B = 5 Z~V L [ /Gu/- /Fu/] 2 , 
u 
(2.31) 
como sendo a função custo a ser minimizada. Aqui, os N valores de g (a estimativa de 
f) são tratados como N parãmetros independentes. O que se faz então é minimizar 
o erro, B, como uma função dos N parãmetros, g1, sujeita às restrições no domínio 
do objeto. Em resumo, o método consiste nos seguintes três passos: 
Passo 1. Em um dado ponto do k-ésirno passo, glk), computa-se as derivadas 
parciais da função B com relação a cada uma das componentes, g1, de g de modo 
a formar o gradiente de B, \19 B. Fienup mostra que as componentes de \19 B satis-
fazem 
(2.32) 
4 0riginalmente, Fienup não leva em conta o fator 1/2 na definição de B, entretanto, com o uso 
de tal constante, podemos concluir a expressão (2.33) sem fazer uso do artifício do passo de duplo 
comprimento para obter o minirnizador de B na direção do gradiente. 
5 Lembremos que se estivermos lidando com o caso 1-D, JV = n e a coordenada u no domínio 
de frequências é unidimensionaL No caso 2-D, u é coordenada bidimensional, e nossa restrição no 
espaço do objeto é o das imagens quadradas n x n de suporte m x m, portanto 1V = n2 . 
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onde hj é tal que 
H -' I Gu u - (Fu; !Cu\ o 
Observa-se que, aqui, o cálculo de h é idêntico aos três primeiros passos do algoritmo 
ER (veja (201))0 
Passo 2. 'v!ove-se, então, a partir de g(k) na direção oposta à do gradiente a um 
novo ponto g(k) que reduz o erro B. Fienup mostra que o ponto gCk) satisfaz 
ou seja, 
-ik) h(k) g' = .. 
(2.33) 
De fato, desde que IH~k)l = \Fui, mover em direção a ft(kJ reduz o erro (Eq.(2.31)) 
para exatamente zero. 
Passo 3. Como passo final do método, obtém-se uma nova estimativa g(k+l) 
para f, a partir de g(k), exigindo-se que as retrições no domínio do objeto sejam 
cumpridas, o qual é, precisamente, o quarto passo do algoritmo ER em (2.1). Isto 
será feito iteratívamente até que um mínimo (espera-se que seja global) seja atingido. 
Fienup mostra ainda que o ER pode ser visto como um caso especial de uma 
classe mais geral de métodos de gradiente. De fato, combinando as equações (2.32) 
e (2.33), conclui-se imediatamente que 
(2.34) 
Agora, se trocamos o fator 2 em (2.34) por um parâmetro genérico (que mede, 
em outras palavras, o comprimento do passo na busca do minimizador g(kl), f.Lk, o 
método assim obtido é o método de gradiente na sua forma generalizada, i.eo, 
(2.35) 
Teríamos, então, associado ao método (2.35), um algoritmo iterativo, o qual poderia 
ser denominado Erro r- Reduction Generalizado e que consistiria dos três primeiros 
passos doER (veja (2.1)) mais o quarto passo dado pela expressão 
{ 
-(k) . d g(k+l) = gj , J 'I' 'f, 
1 O. J. E -;. 
. . 
Um método de gradiente, superior ao de rápida descida, é o método gradiente con-




onde a primeira iteração começa com D 1 = h(I)- gC 1l. Aqui, Bk = B(g(kl). 
Para maiores detalhes sobre a performance desses métodos, consulte [25] 
Finalizamos esta subseção com o método proposto por Lane [49], também baseado 
em minimização por gradientes conjugados. Lane propõe a combinação das res-
trições nos domínios do objeto e das frequências em uma única função custo. Mais 
precisamente. Lane propõe a seguinte métrica de erro. 
onde Ei e E f são versões contínuas de métricas discretas similares respectivamente 
às métricas o e E, Eqs. (2.15) e (2.14). As restrições no domínio do objeto são in-
corporadas em Ei, enquanto as no domínio de frequências são incorporadas em Et· 
2.4.2 Projeções sobre conjuntos convexos (POCS) 
O método de projeções sobre conjuntos convexos (veja capítulos 2 e 8 de [82] para 
maiores detalhes) consiste de uma família de algoritmos recursivos para achar um 
ponto na interseção de m conjuntos convexos dados. Este método foi aperfeiçoado 
quatro décadas atrás pelos russos Bregman [9] e Gubin et al. [35] e foi extendido e 
adaptado a processamento de sinais por Youla [93], [94]. Já na década de oitenta 
deu-se um importante passo nesta área quando o algoritmo ER foi identificado com 
um algoritmo de projeção não convexa, conforme descrevemos na seção 2.1.1. 
Apesar de já ser um método clássico, o POCS ainda é discutido em artigos 
atuais. Em recente publicação, Bauschke et al. [5] estabelece novas conexões entre 
este método e os algoritmos iterativos de Fienup. Ele mostra que o algoritmo básico 
input-output ([25], como dissemos no início deste capítulo, não comentaremos este 
método neste trabalho) corresponde ao algoritmo de Dykstra [20], [8] e que o HIO 
pode ser visto como o algoritmo de Douglas-Rachford [21}. 
2.4.3 Zero Crossing 2-D: o algoritmo de Izraelevitz-Lim 
Izraelevitz e Lim [43] sugerem um algoritmo que pretende resolver o problema 
da fase 2-D usando fatoração 1-D. Partindo da relação 
R(w,z)=F(w,z)F(w,z), !w!,\zl = 1, 
entre as transformadas-z de r(j, k) := :F-1 [!F(u, v)i2] (lado esquerdo) e as de f(j, k) 
e sua gêmea ](j, k) := f(- j, -k) (lado direito), e cancelando eventuais potências 
de w e z se necessário, obtém-se uma relação envolvendo 3 polinômios, do tipo 
p(w, z) = q(w, z)q(w,z), (2.37) 
quando q(w,z) = q(w- 1 z- 1 )w"z3 , para alguns inteiros o e 3. Para z fixo, pode-
mos calcular os zeros w; ( z) do lado direito desta equação , já que p é conhecido. 
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Mudando o paràmetro z = z(t), podemos traçar esses zeros, w(t) 
ando o PVI 
t;(w(t), z(t)) dz(t) 
ap dt ' 
011J (1E(t), z(t)) 
d11J(t) 
= 1E(O) = 1Eo. dt 
Assim encontramos zeros do lado direito de (2.37) do tipo 
Z;' 1Eik' i = L ... ' JV!, k = L .... JV. 
w;(z(t)), us-
que nos permita calcular q(w, z) unicamente, a menos das ambiguidades triviais. 
Uma séria limitação desse método está relacionada ao cálculo de zeros de poli-
nômios de grau muito grande (para imagens com suporte de tamanho 25 por 25, por 
exemplo, o polinômio p( 11J, z) é de grau 48 em cada variável), o que torna o método 
computacionalmente caro e numericamente instável. 
2.4.4 Métodos que utilizam informações adicionais do ob-
jeto 
O método proposto por Yagle e Bel! em [92] resolve o problema da fase usando 
informação adicional sobre o objeto. Especificamente, presume-se que o objeto é do 
tipo minimum-phase ou subminimum-phase (sua transformada-z tem todos os polos 
e zeros interiores a um círculo de raio limitado- no caso de minimum-phase exige-se 
que o raio seja unitário). Alternativamente, presume-se que as fases de algumas 
componentes de F são conhecidas. O problema é, então , reduzido a um sistema 
linear do tipo Ax = b com A., matriz simétrica e de Toeplitz. O artigo discute o 
caso 1-D com algumas extensões para o caso 2-D. Por se tratar de um método direto 
de resolver o problema, sua aplicação é, de novo, limitada a problemas de tamanho 
pequeno. 
Métodos que utilizam informações adicionais do objeto foram propostos por ou-
tros autores. Em [90], por exemplo, Hayes discute a reconstrução de objetos a 
partir das magnitudes de Fourier com sinal, as quais serão oportunamente definidas 
no capítulo 4. 1\' este mesmo capítulo apresentaremos resultados numéricos de nosso 
método (veja cap. 3) e dos algoritmos iterativos de Fienup, em casos específicos 
onde tais informações são utilizadas. 
Também em [87], Taratorin e Sideman abordam o problema de reconstrução a 
partir de informações das fases e amplitudes de Fourier, ambas corrompidas por 
ruídos. 1\'o capítulo 4 nós também fazemos algo semelhante ao usarmos as fases de 




Um novo algoritmo para a 
recuperacão da fase a partir das 
magnitudes de Fourier 
O problema da fase pode ser abordado como problema de otimização, usando 
uma função de custo que penaliza os valores de f fora do suporte, Como variáveis 
podemos considerar simplesmente as pixels do objeto, No caso 2-D com imagem 
de tamanho 2m1 x 2m2 teremos então 4m1 m2 variáveis, e para valores típicos de 
m1 , m2 > 100 teremos mais que 104 variáveis, mostrando a alta complexidade do 
problema, 
Alternativamente, poderíamos considerar os valores da DFT como variáveis; já 
que as amplitudes são dadas, só teríamos que considerar as fases, Por outro lado, o 
termo de penalização seria mais complicado, 
Como foi observado, o algoritmo ER pode ser visto como algoritmo de projeção 
não convexa; ademais, uma função de custo L :O: O, quadrada nos pixels do objeto, 
que penaliza os valores fora do suporte, decresce em cada passo do algoritmo, Porém, 
o ER usa um conjunto redundante de variáveis, ou seja, em cada iteração ele atualiza 
tanto os pixels do objeto, como as fases e amplitudes da DFT O algoritmo HIO 
também usa o mesmo conjunto redundante de variáveis, e sua interpretação como 
método de descida é apenas hipotética, l'\o entanto, para um problema consistente 
ele se distingue por resolver a minimização global. 
Nesse capítulo queremos considerar apenas as fases como variáveis, fixando as 
amplitudes nos valores desejados e usando a mesma função de custo L. Em termos 
das fases, esta função não é mais quadrática, nem convexa. De fato, em ambos 1-D 
e 2-D ela tipicamente apresenta um grande número de mínimos locais. 
Para testar numericamente essa abordagem, em princípio qualquer método de 
gradientes pode ser aplicado; porém, pelo tamanho do problema será necessário evi-
tar o cálculo do Hessiano, e até o cálculo do gradiente pode ser demorado. l'\esse 
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trabalho adotamos o método de BFGS, que é um método tipo Newton que em cada 
passo atualiza o Hessiano acrescentando a ele uma matriz simétrica de posto 2. "v1ais 
especificamente, usamos o pacote L.BFGS.B [95], escrito em Fortran, desenvolvido 
por pesquisadores do ANLOTC (Argonne National Laboratory Optimization Tech-
nology Center). Para calcular a FFT (transformada rápida de Fourier discreta), 
faremos uso de uma subrotina escrita em linguagem C, cuja performance tem-se 
mostrado tipicamente superior à de outros softwares de domínio público disponíveis. 
Esta subrotina faz parte do pacote FFTW ( Fastest Fourier Transform in the West) 
e sua versão 2.1.3 pode ser baixada da página www.fftw.org. 
Do ponto de vista da teoria de otimização , nossa abordagem não passa de 
aplicação de métodos bem conhecidos: porém, em termos do problema da fase, 
penalização do objeto fora do suporte em termos das fases, fixando as amplitudes, 
é uma nova abordagem. Nosso algoritmo é definitivamente superior ao ER em ter-
mos de convergência, apesar de ambos compartilharem a mesma função custo; e 
em algumas situações nosso método se mostra mais robusto a ruídos que o HIO. 
'\o entanto, ele é bem mais lento, sugerindo a necessidade de encontrar alternativas 
implementações numéricas, por exemplo, simplificando o cálculo do gradiente. 
Na próxima seção daremos a formulação do problema para ambos os casos 1-D e 
2-D, separadamente: na seção 3.3 faremos a descrição do método numérico utilizado. 
Os resultados numéricos serão apresentados no capítulo 4. 
3.1 Formulação do problema 
Nós estamos interessados em reconstruir objetos dados na forma 
f= [fo,fJ, ·. .,fm~],o,o, ... ,o]T E JR.n (3.1) 
para o caso unidimensionaL e 
foo !oJ Jo,m~l o o o 
fw fn !J.m~l o o o 
f= fm~l,O fm~l,l fm~J.m~l o o o E M!n(R), (3.2) o o o o o o 
o o o o o o 
o o o o o o 
para o caso bidimensional, onde corno antes n = 2m. l\ote que no caso 2-D estamos 
nos restringindo a imagens quadradas para simplificação da notação , porém todos 
os resultados permanecem válidos para matrizes retangulares. 
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Recuperar o objeto f equivale, como já observamos antes, a reconstruir as fases 
de F a partir de suas amplitudes. l\osso método inicia-se ao considerarmos F como 
uma função de suas fases. 
3.1.1 O caso 1-D 
Considere os vetores das fases e das amplitudes de F Eqs. (1.25) e (1.24), 
· ( • · · )T ( )T OF = Oo, <Pl, ... , 0m , aF = ao, a1, ... , am , 
onde F é a DFT do sinal f em (3.1) que queremos recuperar. Denotaremos as fases 
e as amplitudes nos cantos, definidos pelas posições 1 em+ 1, pelos vetores 
As demais fases e amplitudes, que se encontram fora desses cantos, serão represen-
tadas pelos vetores 
Assim 
(3.3) 
Chamaremos as componentes do vetor 9 de fases intermediárias de F. 
A expressão (1.19) nos diz que o vector F pode ser visto como uma função com-
plexa nos parâmetros ac, a, 9c, e c/;. Entre estes parâmetros, nós só temos in-
formação a respeito de ac e a. Entretanto como 90 , 9m E {0, JT }, podemos admitir 
que 9c é também conhecido se pré fixarmos um valor O ou JT para cada uma de suas 
componentes. Assim podemos olhar para F como uma função que depende apenas 
do parâmetro cp, i.e., F= F(&), para a função F: Rm-l --t cn, 
(3.4) 
Quando quizermos enfatizar as amplitudes e as fases nos cantos, escreveremos 
(3.5) 
Por causa da simetria de F, segue da proposição (1.17) que a transformada 
inversa de F(B), 
(3.6) 
é uma função real de e. 
Assim, seja f o objeto original como em (3.1), e assumindo que as amplitudes 





Apesar de as fases pertencerem ao intervalo ( -rr, rrj, não há problema em tra-
balharmos com f definida sobre !Rm-l, pois ei~' = ei(6,+2h) 
Seja f= f(Ó). :\"osso próximo passo é verificar se f= f. Por causa da não uni-
cidade para o caso 1-D (discutida na seção L3), pode ocorrer que a f encontrada, 
satisfazendo (3.8), seja uma ambígua não trivial do sinal original f. Na execução do 
nosso método e dos algoritmos iterativ()S de Fienup, verificou-se que quanto maior o 
valor de m, menor a probabilidade de f ser uma ambígua trivial de f. :\ote também 
que (3.3) nos diz. em outras palavras, que o vetor (/)F pertence, de acordo com a 
definição 1.3 do capítulo L ao toróide T(</Jo,co=)· Assim, mesmo que não tenhamos 
qualquer informação a respeito de 9c devemos resolver o problema (3.8) separada-
mente sobre cada um dos 4 toróides T(óo,</Jm); 9o, rPm E {0,7i}. Sobre pelo menos 
um desses 4 toróides espera-se então encontrar um ponto ( 60 ; ~: 9m) t.al que ~ seja 
solucão de (3.8). Se o objeto original f em (3.1) é assumidamente não negativo, o 
problema (3.8) deve então ser resoh·ido apenas sobre os toróides T(o.o) e T(o,r.)• já 
que e0 =+L 
' . d d ' ) TI>m+l ' . {O } f F(IJ) :>.SSim, a os (a0 ,a1 , ... ,am E IR+', 0o,rfJm E ,rr, armemos 
como em (3.4) e consideremos f( 2 )(1J) como em (3.6). A fim de encontrarmos uma 
solução (3. 7) que satisfaça (3.8), nós consideramos o seguinte problema de otimização 
(3.9) 
De acordo com o teorema de Parseval [llj, a norma de f(IJ) é independente de IJ, 
pOIS 
llf(IJ)I! 2 = ~IIF(Ii)ll 2 
n 
m-1 
L 2 2 '\' 2] ;;:lüo + am + 2 L., ak 
k~l 
Ka = const. 
Assim o problema (3.9) torna-se equivalente a: 
Observemos que a função custo em (3.10) pode ser reescrita como 
L= ~Ka- ~(Pff(Pf), 
onde Pé a projeção do vetor f sobre o primeiro subvetor f( 1 ), i.e., 
P = [I Oj E M.nxn (JR). 





3.1.2 O caso 2-D 
Seja F a DFT da imagem f, em (3.2), que queremos recuperar. Segue que 
F é dada pela expressão (1.29), adaptada ao caso de imagens quadradas. Assim, 
similarmente ao caso 1-D, após fazermos as substituições m 1 = m 2 = m e n1 = 
n 2 = n em (1.29), a matriz F, assim obtida, poderá ser vista como uma função de 
JRM, 1\1 =2m2 - 2, em lV:4, (C), nos parâmetros ac. a, 9c, e rp, ou seja, 
onde, desta vez, 
( )T · ( · · · · )T Ctc = Ctoo: Ctom: Ctmo: Clmm , CfJc = <Poo, <Pom, 0mo, (/Jmm : 
a= (aJ, az, ... , aM?, 1J = (9J, 9z, ... , 9M?· 
As componentes de ac e a formam o conjunto de todas as amplitudes de F que 
aparecem na matriz (1.29), bem como os vetores ó, e 9 representam todas as fases. 
Se conhecemos os valores de a" a e 0c então F dependerá somente de 9. 
Notemos que 91 , 92 , •. . , 9M são as fases 9jk de F associadas aos pixels de posição 
(j, k) E A := c\\ { (0, 0), (0, m), (m, 0), (m, m)}. (3.13) 
onde o conjunto A é definido como em (1.31) e (1.32), com as dimensões devidamente 
adaptadas à matrizes quadradas. Em outras palavras as componentes do vetor 9 
são as fases dos elementos de F interiores à linha poligonal fechada que aparece em 
(1.29). Podemos ainda, equivalentemente, tratar cjJ como sendo o vetor obtido de cPF 
(veja (1.34)) após removermos as fases dos cantos (O, 0), (0, m), (m, O) e (m, m), 
de suas respectivas posições ; ou seja, adotando as notações introduzidas em (1.37), 
teremos 
· ( · · • )T ID>M qj = <P(l), 0(2), <P(s) E "" . (3.14) 
Como no caso 1-D, nós também chamaremos as componentes de r/J de fases inter-
mediárias de F. 
Comentários análogos podem ser feitos para o vetor a. 
Seja f um objeto como em (3.2) e suponha conhecidas as amplitudes e as fases 
dos cantos de sua DFT, F, digamos, a E JR~, a, E JRt e r/Jc E {0, 7i' } 4. Formemos a 
matriz F(B), como em (1.29), que tem suas amplitudes dadas por a e ac; as fases dos 
cantos dadas por rPc e as fases intermediárias dadas por um vetor genérico qualquer 
0 E JRA1. Tomemos 
J(B) = .r-1 [F(B)J. 
Desejamos encontrar um vetor 
(3.15) 
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de modo que 
(3.16) 
onde fclz)(o), ](21J(o) e .fc22J(3) são subblocos da matriz .f(0). No caso de encon-
trarmos tal vetor, o objeto 
I:= .t(Jl 
é, a menos de um conjunto de medida zero, ou o próprio objeto original f. ou uma 
ambiguidade trivial dele (veja seção 0.4). 
Como no caso unidimensional esperamos encontrar o através do problema de 
minimização 
ou, equivalentemente, após aplicar o teorema de Parseval, 
Õ = argmin8L( B) 
quando 
L(B) ·- - 1-IIFII2 - ~ilfnJ(B)I! 2 2n2 · '· 2, \ .~ 
~Ka- ~tr(f(~l).f(ll)) 
~Ka- ~tr{(PfPT?(PfPT)}, (3.17) 
onde 
1 'I jj2 1 (I' "o " j'") Ka := 21 F := ,lacll- + 2[[a 1- = consL n . 
e Pé a matriz de projeção dada em (3.12). 
3.2 O cálculo do gradiente 
Nesta seção calculamos o gradiente da função custo L(B). 
3.2.1 O caso 1-D 
Se tomarmos a derivada com respeito a BJ. j = L 2, ... , m- 1, em ambos os 
lados de (3.11), o gradiente 
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da função custo tem então a seguinte representação : 





éJF 'O 0 . . i&., 0 0 . . -iB 0 OJT éJ(). = L , ••• , , 7CXje • , , ... , , -?CXj€ 1 , , ..• , . 
J 
(3.20) 
Os elementos não nulos de (3.20) ocupam as posições j e n - j respectivamente. 
:'\otemos que o vetor em (3.20) é o próprio vetor L::.j do lema 2.1. 
O vetor g também pode ser dado na forma compacta 
g = \ieL = -(Pff(P\ief) (3.21) 
onde V e f é urna matriz n x ( rn- 1) dada por 
3.2.2 O caso 2-D 
O gradiente, g = (91• 92 , ... , .9M f, da função custo L(O) em (3.17) é: 
_ éJL {( T)T( éJj T } 
.9J = aeJ = -tr PfP P aeJ P ) , J= 1,2, ... ,J:f, (3.22) 
onde 
(3.23) 
e éJFjéJ()J é, para cada J E {1, 2, ... , M}, matriz n x n dada por 
fJF e e fJ()J = Ú:Xjke' 1 'Ejk- ÚJ:jke-' J'En-j,n-k, (j, k) E A, (3.24) 
onde Ejk é a matriz de ordem n x n que tem 1 na posição (j, k) e O nas demais, 
para j, k =O, 1, ... , n -1 (veja (2.12)). '\íovarnente observa-se aqui que a matriz em 
(3.24) é a matriz L::.Jk de (2.11). 
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3.2.2.1 Otimização do cálculo do gradiente no caso 2-D 
Como veremos nesta subseção, o cálculo do gradiente realizado no domínio do 
objeto (Eq. (3.22)) é muito mais caro computacionalmente do que no domínio de 
Fourier. Para que possamos verificar esta conclusão , precisamos primeiramente 
obter uma expressão equivalente a (3.22) no domínio de Fourier. 
Para obtermos uma nova fórmula do gradiente, exploraremos a estrutura de 
esparsidade da matriz fJF /881 em (3.24). Mas antes introduziremos novas notações e 
um resultado elementar que nos serão úteis em nossos cálculos. 
Consideremos a matriz de Fourier, W, como em (1.13), dada pelo termo geral 
Wjk = v.:-1k, j, k E {0,1. 2 .... , n- 1}. v.:= exp(r.i/m) 
e seja P = [I O] o operador projeção sobre lR'.m. Definimos a seguinte matriz de 
ordem (n+ 1) x (n+ 1) 
B := (PW')'(PW). (3.25) 
Lema 3.1 A matriz B em (3.25) é tal que 
V o V1 o v2 o v3 o ·vm 
vl V o vl o '(_)2 o Vm-l o 
8=2 o v1 V o vl o Vz 




Vm o Vm~l o Vm-2 o 1!1 V o 
onde 
Vo = m/2, vk = (1- v.:2k- 1)- 1, k = L2, ... ,m. 
A prova do lema acima é bastante simples e, portanto, será omitida. '.Jote que 
B é urna matriz de Toeplitz e hermitiana. Como Vm-k+l = (1 - v.: 2(m-k+l)- 1 )- 1 = 
(1- v.:-Zk+l )-1 = vk, ela é também circulante. 
Se substituirmos f pela expressão IDFT de F. (1/n2)W' FW* (veja (1.27)). e 
o f j[)(}J pelo lado direito de (3.23), na equação (3.22), obtemos 
gJ = - ~4 tr { (PW) (F* B :~) (PW)*}. (3.27) 
Lema 3.2 Seja Qjk a matriz m x m definida por 
Qik = (PW) (F* B Eik) (PW)', (j, k) E A. (3.28) 
Então, 
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Demonstração : Seja J a matriz n x n definida por 
onde J' é a matriz reversa da identidade de ordem (n- 1) x (n- 1), i.e., 
Desde que J J = I, podemos então inserir o termo J J entre os fatores da matriz 
Qn-j.n-k, cuja expressão é dada de maneira análoga a (3.28), de tal modo que 
Qn-J,n-k = (PWJ) (J F' J) (J B J) (J En-J.n-k J) (J(PW)*). (3.29) 
Mostra-se que 
PWJ = pw, 
J F'J FT 
J B J = 8, (3.30) 
J En-j,n-k J = Ejk· 
A verificação das equações (3.30) é simples, por isso nem todas serão feitas aqui. 
Verifiquemos, por exemplo, a segunda e a quarta. Com efeito, seja A uma matriz 
qualquer. :V1ultiplicar A à direita por J equivale a manter a primeira coluna de A e 
permutar as demais, trocando a segunda com a última, a terceira com a penúltima 
e assim sucessivamente. O mesmo procedimento com as linhas de A vale quando 
multiplicamos A, à esquerda, por J. Assim, conclui-se que os termos gerais das 
matrizes JA.J e A se relacionam por 
(JAJ)jk = An-j.n-k· (3.31) 
Note portanto que a quarta equação de (3.30) é uma consequência imediata de 
(3.31). Já a prova da segunda segue de 
-T - T (J F' J)jk = (F*)n-j,n-k = (F )n-;,n-k = Fn-k,n-j = Fkj = (F )jk· 
Note que na primeira igualdade aplicamos (3.31), enquanto que na penúltima, u-
samos as relações de simetria da matriz F dadas em (1.28). 
Finalmente a substituição de (3.30) em (3.29) nos dá 
-- y- T . -Qn-;,n-k = (PW) (F B EJk) (PW) = (PW) (F' B EJk) (PW)* = QJk • 
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Proposição 3.1 A componente g1 do gradiente em (3.27) é dada por 
? ·)a 
gJ =- ~1 Re[ i a 1k ei8J' tr(QJk)] = -n~k Im[e;e,, tr(Q1k)], (3.32) 
para Q1k dada em (3.28). 
Demonstração: Obtém-se a prova desta proposrçao substituindo-se iJF I aeJ 
em (3.27) pelo membro direito da equação (3.24) e. em seguida, aplicando-se 
o lema 3.2 11 
O custo computacional para o cálculo de tr( Q1k) ainda está elevado. De fato, 
se usamos um método de otimização que necessite de K passos para convergência, 
então em cada passo k E {1, 2, ... , K} o vetor gradiente g deverá ser calculado. Para 
cada componente g1 será necessário o cálculo do traço de uma matriz de tamanho 
m x m, cuja expressão (3.28) envolve o produto de cinco matrizes. Se m for muito 
grande, o número de matrizes Q1k que teríamos que calcular em cada passo, k, seria 
ainda maior. desde que lvl = 2m2 - 2. Finalmente levando em conta o número de 
passos K do algoritmo, teríamos então que realizar 5 x (2m2 - 2) x K multiplicações de 
matrizes m x m, o que não é nada animador. Assim, para que tornemos o éalculo de 
tr( Q1k) menos caro, adotamos os seguintes procedimentos: (1) determinamos apenas 
os elementos da diagonal principal de Qjk, já que o cálculo de tr(Q1k) só depende 
destes elementos, (2) fazemos uso da estrutura de esparsidade da matriz E1k, (3) da 
simetria da matriz F*, ( 4) da propriedade de B ser hermitiana e circulante, e (5) da 
estrutura de blocos da matriz de Fourier W dada na expressão (1.14). 
Com efeito, levando em conta os procedimentos (1), (2) e (5), é possível mostrar 
o seguinte 
Corolário 3.1 A expressão do gradiente em (3.32) é equivalente a 
gJ - ~4 Re { -i Oijk e-iBjk ~ ~ wr(s-k) Mr(j, s)} 
= - ~4 Re { -i Oijk e-iBjk [ L f d(s-k) Mo(j, s) + L f wr(s-k) M1 (j, s )] } , 
r par s=O r 1mpar s=O 
onde 
(3.33) 
:\o te que o que diferencia J;fo (j, s) de JJr (j, s) é o sinal de ( -1 r que assume 
valores 1 ou -1 conforme r seja par ou ímpar. Por isso é suficiente calcularmos AJr 
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apenas para os valores r = O e r = 1. :\ote também que apesar de termos uma 
expressão que determina !Vfr(j, s) para todo O :S j :S n- 1, O :S s :S m L iremos 
considerar apenas os valores correspondentes a (j, B) E A (veja (3.13)). 
Os procedimentos (3) e (4) serão usados no desenvolvimento do lado direito de 
(3.33), para obtermos as seguintes expressões de Mr (j, s), r = O, 1, 
= 2{ro[Fo.s+(-1)"Fo.m+s] 
+ L;'=1 up [F2p-!,s + ( -1)" F2p-1,m+s)}, 
2 { L~=l vq-p+l [F2p-2.s + ( -1Y F2p-2,m+s] 
' V fF ' I 1)rF 1 i O c 2q-l,s T \- 2q-l,m+sJ 
+ L;'=~q Vp [F2q+2p-2,s + ( -1)" F2q+2p-2,m+s]} o 
q = 1,2, ... ,m, 
2 { L~=l Vq-p+l ÍF2p-l,s + ( -1)" F2p-!,m+s] 
+ Vo [F2q,s + ( -1 Y F2q,m+s] 
+ 2:::;=7 Vp [F2q+2p-!,s + ( -1)" F2q+2p-!,m+s]}, 
q = 1,2, ... ,m- 1. 
(3.34) 
3.2.2.2 Comparação do custo computacional do cálculo do gradiente 
O número de multiplicações e adições ([11], pp. 193,194) de números reais gastos 
no cálculo da FFT (Fast Fourier Transform) [ou IFFT- Jnverse Fast Fourier Trans-
form] de uma matriz de tamanho n x n, para n 2 = 2~, 1 E z_.., depende do sistema 
numérico adotado pelo algoritmo que calcula a transformação. Em algoritmos que 
utilizam sistema de base 2, por exemplo, esse número é respectivamente 
((2í- 4)n2 + 4) multiplicações e ((31- 2)n2 + 2) adições. 
Para sistemas de base 4, 8 e 16, o número de multiplicações e adições gastas são res-
pectivamente 
(1.5-;- 4) n2 + 4 e (2.751- 2) n2 + 2, 
(1.333-,- 4) n 2 + 4 e (2.75-r- 2) n2 + 2, 
(1.3125-;- 4) n 2 + 4 e (2.71875-i- 2) n2 + 2. 
De acordo com Brigham em [11], pp. 195, algoritmos que adotam base 4 e base 8 
parecem ser os mais eficientes e, ao mesmo tempo, mais fáceis para a computação dos 
cálculos. Escolhemos, então, sistema de base 4 para comparar o custo computacional 
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do gradiente. Desde que '/ = log2 n2 o número total de operações, neste sistema, 
para o cálculo da IFFT de uma matriz real n x n é 
4.25 n 2 log2 n2 - 6 (n2 - 1). 
Para calcularmos cada componente g1 através da fórmula (3.22), são necessanas 
2m2 2 IFFTs para a determinação das matrizes éJf /3()1 , e 1 IFFT para a deter-
minação de f. Além das IFFTs, precisamos de mais m2 multiplicações e m(m- 1) 
adições de números reais para calcularmos o traço do produto das matrizes que 
aparecem em (3.22). Assim o número total de operações, IV1 , gastas para o cálculo 
de g através de (3.22), num sistema de base 4, em cada passo k do algoritmo de 
otimização, é de 
N1 = (2m2 - 1) [4.25 n2 log2 n 2 - 6(n2 - 1)]-,.- 2m2 - m, 
ou. equivalentemente, após substituirmos n = 2m, 
Nr = (20 + 68log2 m) m4 + (4- 34log2 m) m2 - m- 6. 
Temos portanto 
I iV1 ::::o (20 + 68log2 m) m4 .\ 
A seguir computamos o número de operações gastas para o cálculo do gradiente, 
feito através da fórmula otimizada, dada no corolário 3.1. As matrizes Mo e M 1 
são calculadas uma única vez, em cada passo k do algoritmo. Dma rápida ins-
peção nas fórmulas (3.34) nos permite concluir que para o cálculo de Mo e lvfr 
são gastas 4m(m + 1) 2 operações (multiplicações e adições) de números complexos. 
De acordo com a expressão dada pelo corolário 3.1, além do custo para o cálculo de 
11:10 e 1Vfr, temos também as multiplicações pelas potências de w, as duas somatórias 
em r e s e a multiplicação final pelo termo -i o 1k ciB;k. Finalmente, desde que 
1 soma de dois números complexos equivale a 2 somas de dois números reais; e 1 
multiplicação de dois complexos equivale a 4 multiplicações e 2 adições reais, segue 
que o número total de operações reais, N2 , para o cálculo do gradiente g através da 
fórmula do corolário 3.1, num sistema de base 4, em cada passo k do algoritmo de 
otimização, é de N 2 = 12m4 + 16m3 +20m2 + 16m+ 24. Temos portanto 
Comparando os valores aproximados de N 1 e N 2 , vemos que 
20 + 681og2 m q= 12 
Assim, para uma imagem de suporte 32 x 32, por exemplo, q = 30, i.e., o método 
que utiliza IFFT's é 30 vezes mais caro que o otimizado, portanto leva um tempo 
aproximadamente 30 vezes maior, para calcular o gradiente em cada passo. 
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3.3 Descrição do método L.BFGS.B 
Para minimizar a função custo L((!) em (3.11), bem como em (3.17), nós apli-
camos o método L.BFGS.B [13], sigla em inglês que significa limited memory BFGS 
with bound constraints, desenvolvido pela equipe do A.\ILOTC, baseado no método 
de otimização quasi-Newton de memória limitada. O método tem se mostrado eficaz 
para resolver problemas de otimização não linear de grande porte, com ou sem res-
trições, e é tão eficiente para esses tipos de problemas quanto à sua versão anterior 
usada apenas para problemas sem restrições , o L.BFGS (limited memory BFGS, 
ou BFGS de memória limitada), que se encontra descrito em [55]. Os artigos em 
formato Postscript que abordam os métodos L.BFGS e L.BFGS.B estão disponíveis, 
via ftp, no endereço eecs.nwu.edu, no diretório pub/lbfgs/lbfgs _bem. 
O procedimento básico do método ([13], [95]) 1 consiste na minimização de uma 
função não linear, L, de M variáveis, e= (B1 ,B2 , ... ,B,~crJT, 
min L(B), (3.35) 
restrita a uma caixa limitada do RM. Apesar de ser recomendado para problemas 
com restrições, o L.BFGS.B tem se mostrado eficiente também para problemas sem 
restrições. Por isso, aproveitamos a periodicidade-27T de L respeito a cada fase, em 
nosso problema, para usar a versão do método sem restrições . No nosso caso, a 
função custo L a ser minimizada é dada pela expressão em (3.11) [ou (3.17), para o 
caso 2-D]. Tudo o que o usuário necessita fazer é determinar o valor da função custo L 
e de seu gradiente g avaliado em cada passo do algoritmo. Por esta razão o algoritmo 
pode ser útil para resolver grandes problemas dos quais o cálculo do Hessiano e/ou 
sua inversa torna-se difícil. 
Como dissemos, o L.BFGS.B é uma extensão do L.BFGS que, por sua vez, se 
baseia no BFGS. O procedimento básico do BFGS se resume, como sabemos, na atu-
alização de matrizes, que são aproximações do Hessiano, por uma matriz simétrica 
de posto 2 em cada passo. Em outras palavras: 
Passo O. Comece com uma matriz simétrica positiva definida qualquer, 
H0 , com qualquer ponto inicial (!(o), e com k = O. 
Passo 1. Resolva Hkd = -gk para obter dk· 
Passo 2. Encontre Pk = -tkdk através de busca linear e, então, encontre 
(!(k+l) = (!(k) + Pk e gk+l· 
Passo 3. Atribua qk = gk+l - gk e 
T 




1 Esta seção é uma tradução resumida das seções 1 e 3 da referência [95]. Ela explica resumi-
damente o método L.BFGS.B . Para uma descrição mais detalhada e completa desse método veja 
[13]. 
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Passo 4. Atualize k e retorne ao passo 1. 
Aqui gk denota o gradiente avaliado no ponto em curso g(k). 
A fórmula recursiva para as inversas das matrizes Hk+J, no Passo 3, é 
Csando esta recursão , resolve-se facilmente a equação do Passo 2 que determina 
dk. Entretanto, este procedimento requer a armazenagem de todos os k vetores dos 
passos prévios, p~s e q~s: dos respectivos cálculos de produtos internos envolvendo 
estes vetores e os gradientes g~s; e o cálculo de H01g0 . Com o método L.BFGS, 
apenas um número fixo de vetores Pk e qb digamos 5 pares2 são retidos. Quando 
novos vetores são adicionados na armazenagem, os antigos vetores são descartados. 
Assim, em cada iteração a matriz de aproximação do Hessiano, Hk+J, obtida pelo 
método L.BFGS é atualizada e, então , usada para definir um modelo quadrático 
da função custo L. C ma direção de busca é então computada usando-se uma apro-
ximação feita em dois passos: primeiro, usa-se o método de projeção dos gradi-
entes para identificar um conjunto de variáveis ativas (não relevante em nosso caso): 
então o modelo quadrático é aproximadamente minimizado com respeito às variáveis 
livres. A direção de busca é definida como sendo o vetor direcionado a partir do 
ponto da iteração em curso ao ponto minimizador da aproximação quadrática. A 
busca linear ao longo desta direção segue as subrotinas descritas em [14]. Esta é 
portanto a descrição resumida do L.BFGS.B . 
As vantagens do L.BFGS.B são : (i) a rotina é fácil de usar; o usuário não precisa 
fornecer informações sobre a matriz Hessiana; (ii) a armazenagem dos dados é mo-
desta e pode ser controlada pelo usuário; (iii) o custo da iteração é baixo e in depende 
das propriedades da função custo. Assim, L.BFGS.B é fortemente recomendado para 
problemas muito grandes dos quais a matriz Hessiana é não esparsa ou é difícil de 
ser computada. 
Entretanto L.BFGS.B apresenta as seguintes desvantagens: (i) ele não garante 
a convergência local quadrática típica ao algoritmo de .\'ewton; (ii) em problemas 
altamente mal-condicionados, ele pode falhar ao tentar obter uma solução com alta 
precisão ( oversolving); (iii) ele não permite fazer uso do conhecimento da estrutura 
do problema para se obter uma convergência mais rápida. (Respeito à primeira 
desvantagem, notamos que o Método de .\'ewton que calcula, e ademais inverte, o 
Hessiano, não é viável aqui). 
2 de fato adotamos esse número fixo de pares em nosso algoritmo para todas as simu-
lações numéricas nesta tese. 
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São várias as formas de se interromper a execução do algoritmo. Algumas delas 
podem ser determinadas pelo próprio usuário através da inclusão de instruções es-
pecíficas ao programa diretor. As outras baseiam-se nos critérios de parada que 
são condições impostas aos valores da função custo e da projeção do gradiente a 
serem atingidos em uma situação limite. Em outras palavras. o algoritmo é inter-
rompido quando a função custo L satisfizer ao primeiro critério de parada: 
\Lk- Lk J\ 
• , ~ ::; factr * epsmch, 
max1!Lk+J 1. ILkl, 1) (3.36) 
onde epsmch é a precisão da máquina, a qual é gerada automaticamente pela rotina, 
e factr é um parâmetro controlado pelo usuário. Esse critério força a parada do 
algoritmo quando a mudança para a próxima iterada da função custo torna-se sufi-
cientemente pequena. Valores típicos para factr em um computador com 15 dígitos 
para variáveis em dupla precisão são: factr = 1.0e+10 para baixa precisão; factr 
= l.Oe+ 7 para precisão moderada e factr = 1.0e+1 para precisão extremamente 
alta. Se factr = O, o algoritmo é interrompido somente se a função custo permanece 
inalterada após uma iteração. 
O segundo critério de parada, indicado para problemas com restrições (e também 
para problemas sem restrições, conforme discussão no parágrafo seguinte) é baseado 
na projeção do vetor gradiente sobre o espaço tangente às restrições ativas, e pode 
ser igual a zero num ponto de mínimo local. O algoritmo pára de rodar quando a 
norma-infinito do gradiente projetado torna-se suficientemente pequena, 
!iproj giÍoo ::; pgtol. (3.37) 
O parâmetro pgtol também é controlado pelo usuário. 
Existe uma variável, intrínseca ao programa diretor do L.BFGS.B , que serve 
para identificar se o problema a ser solucionado é com ou sem restrições. Em nosso 
caso, por se tratar de problema sem restrições , o valor atribuído a esta variável 
deverá ser zero. Após tal atribuição, o algoritmo, sabendo que se trata de problema 
sem restrições , passa a armazenar em "proj g" simplesmente o valor do gradiente 
g. Por esse motivo, mesmo em problemas sem retrições, consideraremos o critério 
(3.37), controlado por valores atribuídos ao parâmetro pgtoL tendo-se em mente 
que os valores obtidos para lfproj glloo referem-se à norma infinita do gradiente 
(não projetado) da função custo. Maiores detalhes sobre o funcionamento do método 
L.BFGS.B bem como instruções de operacionalização e interface com o ususário 
podem ser encontrados em [13], [95] e [14]. 
Vamos agora fazer um resumo do nosso "novo" método para resolver o problema 
da fase. Ele nada mais é do que a aplicação do L.BFGS.B para a minimização da 
nossa função custo específica, definida em (3.11) - caso 1-D - e em (3.17) - caso 
2-D. Por isso designá-lo-emas pelo nome Minimização dos píxels do Objeto Fora do 
Suporte via L.BFGS.B , ou simplesmente :VIOFS/L.BFGS.B . 
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3.4 Descrição do método MOFS/L.BFGS.B 
O método L.BFGS.B é composto de um programa diretor e várias subrotinas, es-
critos em linguagem Fortran, que o auxiliam na busca do minimizador. O programa 
diretor, além de conter instruções sobre o funcionamento do método, permite que 
o usuário defina a função custo a ser otimizada, juntamente com o seu respectivo 
gradiente, e a precisão do erro de convergência, através do controle dos parâmetros 
factr e pgtol, conforme comentamos na seção anterior. Além disto, ele permite a 
incorporação de novas subrotinas ao programa principal, modificações em algumas 
subrotinas já existentes, de modo a atender às necessidades específicas do problema. 
Além dos métodos matemáticos adotados, este tipo de iteração dinâmica com o 
usuário faz do pacote desenvolvido pela equipe do A:\LOTC um instrumento bas-
tante eficiente na busca de soluções para problemas de otimização não lineares e 
que são bastante complexos. Assim, o método que iremos descrever foi obtido a 
partir de uma adaptação do Pacote ao nosso problema específico. Criamos muitas 
novas subrotinas, escritas em Fortran e Octave 3 , e alteramos outras já existentes. 
Algumas das novas subrotinas foram criadas para gerar os dados das amplitudes e 
os vários tipos de condições iniciais. Outras foram criadas para fazer a conexão en-
tre nosso método e os algoritmos de Fienup. Também fizemos modificações no 
programa diretor do pacote e criamos uma nova subrotina, a qual chamaremos de 
BFGS.f. onde podemos controlar critérios de paradas, precisão dos resultados e, o 
mais importante, definir a função custo e seu respectivo gradiente. Esta é a princi-
pal subrotina do programa, pois é nela que são calculados os pontos da sequência 
que espera-se convergir à solução do problema. Os parâmetros da nossa subrotina 
BFGS.f são muitos, por isso exibiremos apenas alguns deles. Os parâmetros princi-
pais de entrada são aqueles que definem os dados do problema, que em nosso caso 
são representados pelas amplitudes de Fourier e as fases de Fourier nos cantos, e a 
condição inicial para as fases intermediárias de Fourier. O parâmetro de saída é a 
estimativa da solução . 
Devido à complexidade dos programas e adaptações envolvidas, faremos ape-
nas um breve resumo do nosso novo método para que o leitor compreenda o seu 
funcionamento. Para simplificação , denotaremos 
Vale ressaltar novamente que para construirmos Lk, devemos primeiramente de-
terminar F(B(kl), depois J(f!\k)) = F-1[F(f!(k))], e então aplicar a fórmula (3.11), se 
caso 1-D, ou (3.17), se caso 2-D. Para o cálculo do gradiente no caso 1-D, calculamos 
primeiramente 8j(f!(k))j8BJ através de (3.19) e (3.20) para, então, substituí-lo, jun-
tamente com /(f!lkl), em (3.18). Para o caso 2-D, nós substituímos as entradas da 
3 Gnu Octave, v. 2.1.44, é um pacote, de domínio público, similar ao 1\iatlab, que pode ser 
baixado da página w'vw.octave.org. 
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matriz F(O(k)) em (3.34) para obtermos as matrizes JVI0 e lvf1 que deverão ser, em 
seguida, substituídas na expressão do gradiente do corolário 3.1. 
Como já observamos, a construção de F((JCkl) depende não só de e, mas também 
dos outros parâmetros, aqui ocultos, o:, O:c e ,P,. Consequentemente nossa função custo 
L(B) também depende destes parâmetros que, como já sabemos, são mantidos fixos 
durante o processo de busca do minimizador. Portanto será conveniente, às vezes, 
que explicitemos estes parâmetros na notação da função custo, tais como 
O Algoritmo MOFS/L.BFGS.B 
• Calcule o:, O:c e 9c. relativos ao objeto f. 
• Determine uma condição inicial e(o) e as tolerâncias factr e pgtol. 
• Calcule Lo e go. 
• Aplique L.BFGS.B em Lo e g0 para obter O(!). 
• Calcule L 1 e g1 e faça k = 1. 
[Lk -Lk 1 1 
• Enquanto , - ', > factr * epsmch ou fiproj gklfx > pgtoL 
.=__;_:__c__:.. max ( 1 L k- ri, I L k 1 , 1) 
• Aplique L.BFGS.B em Lk e gk para obter O(k+J). 
• Calcule Lk~r e gk+J e atualize k para k + 1. 
Fim 
• Calcule a estimativa, j = _F- 1[F(2))], do objeto, onde 2) = lim O(k) 
No capítulo 4 descreveremos em detalhes alguns tipos de condição inicial O(o) que 
iremos adotar em nossos experimentos. 
De acordo com o primeiro passo do algoritmo, nós estamos pré fixando para a 
variável CÍJc o mesmo valor das fases dos cantos da DFT do objeto original f. Em 
outras palavras, a busca do minimizador da função custo L(O) está sendo feita so-
bre o mesmo toróide, Tcp" (veja Definições 1.3 e 1.4), que contém o objeto original. 
Em geral esta não é uma regra rígida do algoritmo. Dependendo da quantidade de 
ruídos introduzidos nas amplitudes de Fourier, ou em métodos que utilizam com-
binações do MOFS/BFGS com o HIO, será conveniente fazermos a busca sobre 
outros toróides. Nestes casos, devemos atribuir às componentes CÍJc valores (iguais a 
O's ou JT's) correspondentes aos valores que definem o toróide sobre o qual se deseja 




convergência e mínimos lo-
I\ esta seção faremos uma breve descrição do comportamento de convergência do 
método MOFS/L.BFGS.B em ambos os casos 1-D e 2-D. 
Os pontos críticos da função custo L( O) são os pon!os ~que anulam o gradiente 
de L. Assim, para sabermos se um dado ponto crítico 9 é um ponto de mínimo local 
para a função L devemos calcular a _matriz hessiana de L neste ponto. Se a matriz 
hessiana for positiva definida, então 9 será um mínimo local. Se além disso tivermos 
L(~) = O, então o será um mínimo global de L. A expressão que determina a matriz 
hessiana de L está dada em (3.46) e (3.48). 
Definição 3.1 Sefa ~o ponto de convergência obtido pelo método l\IOFS/L.BFGS.B 
ao minimizarmos a função custo L( O). Diremos que o algoritmo JV!OFS/L.BFGS.B 
convergiu a mínimo local se~ for um ponto de mínimo local da função L(B). Se além 
disso L(~)= O, diremos que MOFS/L.BFGS.B convergiu a mínimo globaf 
As vezes será mais conveniente tratarmos o próprio objeto f(~) corno o mínimo 
local (global) atingido pelo MOFS/L.BFGS.B , e não a fase o. Cabe ao leitor, por-
tanto, descobrir qual o sentido utilizado em cada contexto. 
Em nossos experimentos numéricos foi verificado que: 
• Em problemas sem ruídos nos dados das amplitudes, se iniciamos de um 
ponto aleatório qualquer, g(o), o método MOFS/L.BFGS.B sempre con-
verge a um ponto crítico de L. I\ o caso 1-D constatamos numericamente 
em todos os exemplos testados que tais pontos críticos são na verdade 
pontos de mínimo local. Já no caso 2-D não fizemos nenhuma veri-
ficação numérica, porém acreditamos que a maioria dos pontos críticos 
encontrados são também pontos de mínimo local. O algoritmo converge 
eventualmente a mínimo global. Isto foi verificado mesmo no caso em 
que os dados das amplitudes são acrescidos de ruídos. 
• Para o caso 1-D, sem ruídos, a convergência se deu. em 100% dos testes 
realizados, a mínimo globais. Assim podemos conjecturar que 
no caso unidimensional, para dados das amplitudes sem ruídos, 
l\íOFS/L.BFGS.B sempre converge numericamente a mínimos 
globais. 
4 É claro que a nossa definição sobre convergência é feita sempre sob o ponto de vista numérico, 
onde se admite erros suficientemente pequenos nos cálculos da função custo, do gradiente, do 
hessiano, etc. 
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• Para o caso 2-D, o método mostrou-se incapaz de localizar os mínimos 
globais quando usamos condições iniciais aleatórias (veja seção 4.1), ex-
ceto para casos de irnage:c3 de tamanho 2 x 2 e 4 x 4 dentro do suporte, 
onde constatamos convergência a mínimo global em todos os exemplos 
testados. Entretanto, utilizando certas informações (seção 4.1) sobre 
a fase original na condição inicial, verificamos que MOFS/L.BFGS.B 
convergiu a mínimo global em todos os exemplos testados. Mesmo na 
presença de ruídos nos dados das amplitudes, constatamos convergência 
do método a pontos bem próximos da solução verdadeira. Este resultado 
já mostra a superioridade do método MOFS/L.BFGS.B em relação ao 
HIO em localizar a imagem procurada (pelo menos a vizinhança na qual 
ela pertence) na presença de ruídos e quando se tem disponível certas 
informações a respeito da fase original. l\estas mesmas condições , o 
método também mostrou-se superior ao ER com relação à precisão do 
erro entre a imagem original e a imagem encontrada, medido no domínio 
do objeto. 
3.6 Relação entre os pares de pontos fixos doER 
e os pontos críticos de L( rj;) encontrados pelo 
MOFS/L.BFGS.B 
Nesta seção daremos a relação entre os pares de pontos fixos do algoritmo ER e 
os pontos críticos da função L(c/J). Como sempre, faremos as análises para os casos 
1-D e 2-D separadamente. 
3.6.1 A relação no caso 1-D: 
Consideremos a função d dada em (2.21). De acordo com o teorema de Parseval 
[11], d(h) poderá ser reescrita como 
( ) 1 I' '2 1rr 112 d h = 2n iFil - 2''h(r), · (3.38) 
Desde que estamos sobre urna variedade, devemos levar em conta a restrição h E r 
ao calcularmos a derivada da função d(h). Assim, dado h E JR:n, sabemos que h E T 
se e somente se a transformada de Fourier H tem as mesmas amplitudes de F e tem 
a simetria típica das transformadas de Fourier de objetos reais, i.e., h E r~ 
H = (n' eiBo _.,..,, 1 eiB1 ,.,, eiOm-1 ""'' 8 ie= "'' e-iBm-1. n. e-i81 )T u:.o 'uo_,_ 1 • • • 'L(_m-1 'u:m 'u.m-1 '· · ·' u.l (3.39) 
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onde a" -F, e (}" representa a fase de Hu. Se denotarmos 9cH = (Bo, Bm)T, é fácil 
verificar que a transformada H dada em (3.39) satisfaz 
H= F(oc, ÓcHo o, B) 
para F definida como em (3.4). Então 
h= f(O) = .r-1[F(O)]. 
(3.40) 
(3.41) 
Omitiremos os parâmetros das expressões (3.40) e (3.41) para obtermos as ex-
pressões equivalentes 
H=F, h=f. (3.42) 
Assim a função d dada em (3.38) se reescreve em termos da composta 
(3.43) 
Desde que au são dados conhecidos e 80 , Om podem também ser vistos como cons-
tantes (pois seus ,·alares são sempre iguais a O ou 1r), concluímos que diferenciar d 
sobre T com respeito a h equivale a diferenciar a composta do f sobre o aberto JR;_m-l 
com respeito a(}'= (01, 02, ... , Om_JJT 
É importante observarmos que a função do f dada por (3.43) é a própria 
função custo L do problema de minimização dado em (3.10). Assim, pode-
mos fazer uso da expressão de sua derivada para obtermos uma expressão para d' (h). 
Em outros termos, 
d'(h) = 'Ve(d o f)(B) = [o(d o J)(e)Jm-1 
[)(}j j=l 
onde o(d o j)joB; é, de acordo com (3.18), dado por 
e of!oej dado em (3.19). 
a(d o n 
ae1 
(3.44) 
Derivando os dois membros de (3.44) parcialmente em relação a ek, obtemos uma 
expressão para o hessiano 
'd"(h)l· = a2(d o J)(e) k { } 
c JJk [)(}k[)(}J , j, c E 1, 2, ... , m- 1 , (3.45) 
para 
( af)T ( af) .. - P 88k Pe; : k t= J 
[ ( o f ) T ( O f) T ( 02 f)] - P ae1 P ae) + (Pf) P ae; = (3.46) j = k. 
8.5 
Aqui, o vetor ()2 f /80] tem a mesma forma do vetor 8F/8Bi dado em (3.20), com os 
elementos não nulos dados respectivamente por -o:jeiOJ e -o:ie-iB1. 
Assim os pares de pontos fixos do algoritmo ER estão relacionados 
com os pontos críticos da função do f como mostra a seguinte 
Proposição 3.2 Seja h E r. Então 
8( do f) 1 H'"' W* A (3.4-,·) 
80 = - n2 r Y(l) (l) i J 
Demonstração : Comparando o vetor Ai do lema 2.1 com a expressão dada em 
(3.20), verifica-se imediatamente que 
A - 8F 
J - 8() 
J 
Então , desde que h é real, 
pressão (3.42) que 
segue de (3.44) e das relações estabelecidas pela ex-
8(d o f) 
8ej - -(Pf)'(P
8f) =- [r~wF]* [r~w 8F] 8(Jj n n 8(Ji 
- _ _}__H*WPTPW*A = _ _}__H*WMW*A 
n2 J n2 J 
- -~H*WcrJWr\\A.j • n- , J 
3.6.2 A relação no caso 2-D: 
Resultados similares podem ser inteiramente reproduzidos para o caso 2-D. Por 
exemplo, as expressões equivalentes à (3.43), (3.44) para o caso 2-D são : 
(dof)(B) - ?\IIFI/2 - -
2
1 ilfcnl(B)II 2 , 
_n 
8(d o f) 
8(JJ 
onde 8f j8(JJ agora representa a transformada inversa da expressão em (3.24). 
A expressão equivalente a (3.46) é: 
(3.48) 
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para todo J, K =L 2, ... , 2(m2 - 1). 
Aqui, a matriz éP f joe} tem a mesma representação da expressão de o f joeJ em 
(3.24) com os elementos não nulos dados respectivamente por -et1kei8Jk e -et1ke-i8Jk. 
Proposição 3.3 Seja h E T. Então 
o(d o n _ 1 [H'('" W' " ,~, ,~,, )1 oej -- n 4 tr rY(l) (1)"-'JYV(l)YY(l) j (3.49) 
onde .é.. 1 é a matriz Ájk dada por (2.11). 
Demonstração : Comparando a matriz Âjk em (2.11) com a expressão dada em 
(3.24). verifica-se imediatamente que 
Então 
o(d o f) 
e e.] -tr {(F f P')'(P!!l_P")} eej 
-t {iP(_!:._W'FW')P'l''lP(-_1 W*°F W')P"J} 
r l n2 J n2 oeJ 
- _ _!:_tr[PWW(WPTPW').é..JW' pT] 
n4 . 
_ _!:_triW(WPT PW*).é..1 (W* pT PW)] n4 l • 
1 
- n4 tr[W(Will W(1 JÃJ W11 l W(1l)] • 
3. 7 Comentários: 
Os comentários a seguir referem-se ao caso 2-D, para dados das amplitudes sem 
ruídos. Comentários similares valem para o caso 1-D. 
Como dissemos anteriormente a função d o f é a própria função custo L do 
problema de minimização apresentado na seção 3.1. Assim, segue que os pares de 
pontos fixos do algoritmo ER estão relacionados com os pontos críticos de L da 
seguinte forma: suponha que, dada uma condição inicial glü), seja (g, h) o par de 
pontos fixos obtido pelo ER. Sejam Óã e Óil os vetores fases (ver (1.34)) de(; e fi 
respectivamente. Segue do passo 2 do algoritmo ER que {{!(; = 9 fl· Escrevamos 96 , 
de acordo com (1.37), como 
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e seJa 
o vetor das fases intermediárias de G. As proposições 2.2 e 3.3 11os dizem que (g, h) 
é um par de pontos fixos para o algoritmo ER se e somente se rjJ é um ponto crítico 
de L. É de se esperar, portanto, que os pontos de mínimos locais localizados por 
:v!OFS/L.BFGS.B e ER sejam preservados por estes métodos. Em outras palavras, 
se iniciarmos MOFS/ L.BFGS.B a partir do ponto~. espera-se obter uma sequência 
de pontos, q:,(k), que se mantém fixa em ~' i.e., Çl(k) = ~ V k. Reciprocamente, 
dada urna condição inicial 9(0) suponha que :VIOFS/L.BFGS.B convirja a ~. Seja 
] = J ( ~). Agora, usando l, como condição iniciaL espera-se que ER mantenha-se 
em f. 
l\umericamente, no entanto, este fenômeno não foi verificado, em 100% dos casos 
(mas foi verificado na maioria deles). De fato, dado o vetor ap, se nosso método 
MOFS/L.BFGS.B for excutado sobre o mesmo Toróide, T9,, da imagem original, 
então ele permanece e converge, digamos para]= f(~), sobre esse mesmo Toróide. 
Em seguida, ao aplicarmos ER sobre l, a instabilidade numérica relativa a, por 
exemplo erros de arredondamento, etc, poderá forçar o ER a mudar de Toróide, 
pois do modo como ele foi definido (veja 2.1), suas fases, inclusive as dos cantos 
(que definem os Toróides), são sempre alteradas, em cada passo do algoritmo. Re-
ciprocamente, se ER convergir para ] e em seguida aplicamos :VIOFS/L.BFGS.B , 
devemos ter o cuidado de executar nosso método sobre o próprio Toróide de ], para 




Neste capítulo apresentaremos os resultados numéricos obtidos ao rodarmos os 
algoritmos MOFS/L.BFGS.B, HIO, ER e combinações tais como ER+HIO ( = EH), 
:\lOFS/L.BFGS.B + HIO, etc. Para simplificação de notação, daqui em diante nós 
nos referiremos ao método MOFS/L.BFGS.B simplesmente pelas iniciais MOFS . 
Todos os experimentos foram realizados em um Pentíum IY, 1.8MHz, Toshiba 
Sattelite 2410 S 203, com precisão (veja (3.:36)) epsmch = 1.084 x 10-19 
Não faremos aqui nenhuma descrição detalhada do comportamento dos métodos 
ER , HIO e EH pois eles já foram extensivamente abordados por diversos autores 
[2.5], [26], [81], [83]. [84], [85], [86], [5]. Discutiremos tais métodos apenas em alguns 
casos especifícos, onde faremos comparações com nosso método. 
Na seção 4.3.1 discutimos os principais resultados no caso 1-D na ausência de 
ruídos nos dados das amplitudes (os resultados relativos aos dados com ruídos 
serão discutidos no capítulo 5). Os resultados relativos ao caso 2-D, com e sem 
ruídos, serão discutidos no resto deste capítulo. 
Para aplicarmos :\IOFS, bem como os algoritmos de Fienup, nós precisamos 
de dados das amplitudes que sejam consistentes. Por isso precisamos inicialmente 
gerar o objeto original e em seguida calcular sua DFT, F, para então obtermos as 
amplitudes de Fourier, que deverão ser usadas na formação dos vetores a e ac. Para 
a construção de F e a, etc, nós usamos respectivamente as funções intrínsecas do 
Octave1 , fft2 e abs. Para a determinação de 0, nós usamos angle. 
Para o problema da recuperação de objetos reais com restrição de suporte, nós 
consideramos dois tipos básicos de objetos: os objetos aleatórios e os não aleatórios. 
Para objetos do primeiro tipo nós geramos f com valores nulos fora do suporte e 
valores aleatórios entre O e 1 dentro do suporte. Fazemos isso usando a função rand 
do Octave que gera variáveis aleatórias através do comando: 
rand('seed', s) 
X = rand(p,q). 
1Usamos a versão 2.L44 que vem incluída no software Linux-?viandrake. v. 9.0 
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( 4.1) 
A função desses comandos é a de atribuir à variável X (que pode ser um número real, 
vetor ou matriz, conforme valores especificados aos inteiros positivos p e q) números 
reais aleatórios entre O e 1. O parâmetro s tem a função de indexar a variável X aos 
números inteiros positivos. Assim, se em um determinado experimento, atribuirmos, 
p.ex., o valor 1 à variável s, então após a execução do comando (4.1), obtemos as 
componentes de X cujos valores passam a ser identificadas pelo número inteiro 
1. Então , sempre que quisermos fazer um novo experimento, usando para X as 
mesmas componentes do experimento anterior, basta que atribuamos, neste novo 
experimento, o mesmo valor 1 para a variável .s. Por convenção, escreveremos 
s = seed(X). 
quando quisermos identificar o parâmetro seed que gerou X. 
Para objetos não aleatórios (considerados apenas para o caso 2-D), nós atribuímos 
valores específicos às suas componentes, de modo a formar dentro do suporte, ima-
gens que não apresentem nenhum tipo de simetria. 
Para problemas com ruídos, será necessário adotarmos critérios específicos so-
bre como adicionar ou multiplicar ruídos a uma dada variável. No caso de ruídos 
aditivos, obtemos uma perturbação , :X, de um determinado vetor x E JRP ao adi-
cionarmos pequenas quantidades às componentes de x (neste capítulo assumiremos 
x = aF ou x = <j;). Faremos isso obedecendo ao seguinte critério 
onde TJx E W é o ruído a ser acrescentado ao vetor x, calculado através da seguinte 
fórmula 
A soma algébrica entre vetor (ou matriz) e número real, como em (rx- 0.5), por 
exemplo, significa a soma entre cada componente deste vetor (ou matriz) com este 
número. 
O número éx > O é um parâmetro calibrador e será denominado o índice de ruído 
de TJx· 
O vetor rx é um vetor aleatório, gerado no Octave, de mesma dimensão do vetor 
x. Para gerar rx, usamos a função rand do Octave. Por convenção, adotaremos 
seed(TJx) = seed(rx)· 
No te que como os valores gerados por rand estão compreendidos entre O e 1, adi-
cionamos a quantidade -0.5 a cada componente de rx para que possamos garantir a 
inclusão de ruídos tanto positivos quanto negativos, num intervalo entre -0.5 e 0.5, 
às coordenadas do vetor x. Entretanto devemos ser cautelosos quanto à escolha de éx 
90 
quando x = op, pois sendo op um vetor de coordenadas sempre não negativas, âp 
deverá ainda ser um vetor de coordenadas não negativas. Assim, ao criarmos o vetor 
:X, devemos escolher ex satisfazendo ex jjx!llri-0.51 / p::; lxd Vi= 0,1, ... ,p-1, 
para garantir que ele tenha coordenadas positivas. Desde que O ::; r, ::; 1, segue que 
Ex deve satisfazer 
( 4.4) 
Aqui X i e r; são as coordenadas dos vetores x e r x respectivamente. 
Para o caso de ruídos multiplicativos, nós consideramos 
X= X.* 1Jx, 1Jx = 2. 1\ (cx(rx 0.5)). (4.5) 
Aqui, 
X.* Y := (XoYo, · · ·, Xp-lYp-J), 
a.. i\x := (axo:···:axp-1). (4.6) 
Para compararmos a quantidade de ruídos introduzidos no vetor x, usaremos a 
métrica 
_ l!x- x!l 
d(x,x) = li , . 
X!] 
Em particular, quando x = op, denominaremos 1/d(x,:X:) de S'\R (sigla em inglês 
para designar Sígnal to N ois e R a tio), i.e., 
S"'R = JloF!I 
· iioF -õ:pjl (4.7) 
Observemos que S'\R é inversamente proporcional ao índice de ruído Ear· 
'\a seção 4.3, nós apresentamos várias tabelas contendo resultados que nos per· 
mite saber se nossos métodos convergiram a mínimo global ou não. Mais especifica-
mente, suponhamos que f seja o objeto que desejamos recuperar e j a solução obtida 
por um dos nossos métodos. Como sabemos que, no caso 2-D, a solução é quase 
sempre única, então nós calculamos a distância, 5(!, ]), entre f e .f. dentro do 
suporte, par_a avaliarmos quão próximo f encontra-se do objeto original f. Pode 
ocorrer de f estar mais próxima da gêmea, f, de f do que da própria f. Neste 
caso faz-se necessário também calcularmos 5(}, ]). Já no caso 1-D, tais cálculos 
não fazem sentido pois, como já esperávamos, os métodos convergiram na maior 
parte dos experimentos, a uma ambígua não trivial de f. Assim, para sabermos, 
no caso 1-D, se j é ou não um mínimo global, nós calculamos 11](2 )11- Se tal norma 
for suficientemente pequena, então podemos dizer que j é um mínimo global. Em 
todos os exemplos desta seção, os objetos originais são todos aleatórios. Resultados 
relativos a objetos não aleatórios, serão vistos na seção 4.6. 
Experimentos numéricos para dados das amplitudes com ruídos aditivos serão abor-
dados na subseção 4.3.3 e os para ruídos multiplicativos, na seção 4.6. 
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i'\ a próxima seção descrevemos os tipos de condições iniciais que iremos utilizar 
em nossos experimentos numéricos. 
4.1 Determinação das condições iniciais 
As condições iniciais aleatórias, e(o), para o método ."v!OFS serão construídas 
obedecendo-se ao seguinte critério: 
• determina-se um objeto inicial aleatório qualquer gC0l que satisfaça a 
restrição de suporte; 
• calcula-se o vetor fase, r/;01o:, de sua transformada de Fourier, G(0l; 
• determina-se o vetor e<0l cujas componentes são dadas pelas fases 
intermediárias (veja definição nas seções 3.1.1 e 3.1.2) de G(0). 
Também iremos considerar condições iniciais obtidas por pequenas per-
turbações sobre a fase originaL i.e., pontos do tipo 
e< o) = 9 + Tló ( 4.8) 
onde 9 é o vetor das fases intermediárias de F e Tio é um ruído definido como em 
(4.3). 
Outros tipos de condições iniciais que usam informação sobre o as ampli-
tudes de F com sinal (veja [90] para maiores detalhes) também serão consideradas . 
."viais especificamente, sejam 
Fu = Gu exp( iq'>u) 
a forma polar da DFT de f e sgn(Fu) o sinal de Fu. Note que corno au é sempre 
positivo, então 
so-n(Fu) = { +1,. se -r./2 ~.9u ~ r./2, 
o -1. caso contrano. (4.9) 
Para as condições iniciais, eco) = (e~0l), que fazem uso da informação de sgn(Fu), 
definimos 
e\D) = { 0 se sgn(Fu) = +1, 
" 7r se sgn(Fu) = -1. (4.10) 
Para determinarmos as condições iniciais dos métodos de Fienup, procedemos da 
seguinte forma: Primeiro consideramos a condição inicial, eCo), gerada para o método 
MOFS. Depois usamos esta mesma fase inicial para gerarmos a condição inicial, f(O), 
dos métodos de Fienup, fazendo 
( 4.11) 
2 Lembremos que os vetores o:c, r/Jc e a referem-se ao objeto que desejamos recuperar e são su-
postamente conhecídos. 
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A.ssim, podemos considerar que MOFS e os métodos de Fienup foram iniciados a 
partir de um mesmo ponto f(O). 
4.2 Critérios para convergência 
A convergência dos métodos ER HIO e MOFS a mínimo global é, como já 
discutimos antes, determinada através da métrica L(B) = (do.f)(e), ou seja, a norma 
2 do objeto fora do suporte. De fato, se f= .f(Ó) é um ponto de convergência obtido 
por algum desses métodos, então f é, numericamente, um mínimo global se L(Ó) 
for suficientemente pequeno. 
Entretanto, a qualidade da convergência desses métodos será aYaliada em 1-D 
pelo próprio valor de L(O) e no caso 2-D pela métrica i5 definida em (2.15). No 
caso 2-D utilizamos a métrica i5 para sabermos se numericamente o mínimo global 
encontrado é o próprio objeto original ou a sua gêmea. A razão para não adotarmos 
i5 no caso 1-D é a falta de unicidade da solução. 
4.3 Resultados numéricos para objetos aleatórios 
4.3.1 Caso 1-D sem ruídos 
Agora faremos alguns comentários sobre os resultados numéricos obtidos por ER , 
HIO e "viOFS, no caso 1-D, para dados das amplitudes sem ruídos. Os resultados 
relatiYos a dados com ruídos serão discutidos no capítulo 5. 
Diremos que o valor numérico de uma determinada Yariável real é da ordem de 
e-n, n inteiro, se esta variável assumir um valor dado na notação ponto flutuante 
por O.a1 a2 a3 •.• x 10-n, com a 1 =J O. Por exemplo, dizemos que -0.12390 x 10-4 é 
da ordem de e-4. Daqui em diante omitiremos o algarismo O na representação ponto 
flutuante. 
Seja f= f(Ó) um mínimo local3 obtido por qualquer um dos métodos citados 
acima. Dada a representação em blocos, f= (/(l)• f(z))T, consideremos o erro 
e(]) := llf(2JII = 'vh L(:(;). (4.12) 
Em termos numéricos, podemos concluir que o método convergiu a um mínimo 
global, ], de L( O) se e(]) for suficientemente pequeno. Mais precisamente, 
Se e(/) for da ordem de e-4 ou menos, então j é numericamente um 
ponto de mínimo global da função custo L (O). 
3 Conforme já registramos, no caso 1-D os algoritmos sempre convergem satisfatoriamente a 
mínimos locais 
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A Tabela 1 seguinte mostra os resultados obtidos após a execução dos três algo-
ritmos, iniciados de um ponto aleatório, conforme descrição feita na seção 4.1. Os 
algoritmos iterativos foram executados, em média, com 20 mil iterações . Para o 
l\!IOFS adotamos critérios de alta precisão de convergência ao atribuirmos factr 
= l.Oe+1 e pgtol = l.Oe-10 (veja (3.36) e (3 .. 37)) como critérios de paradas. Em 
cada exemplo atribuímos diferentes valores para seed(f) e seed(lli0l). Como já es-
perávamos. nestes experimentos foi verificado em 100% dos exemplos testados que 
MOFS convergiu a algum mínimo global, com uma precisão do erro e(]) dado em 
média por valores da ordem de e-7. O ER também convergiu a mínimos globais, 
com precisão um pouco inferior à do }10FS em alguns exemplos. Quanto ao 
HIO, sua convergência a mínimos globais foi verificada apenas em 60% 
dos exemplos. '\ão encontramos na literatura nenhum registro sobre esse com-
portamento do HIO para o caso 1-D sem ruídos. Acredita-se que o HIO sempre 
converge na ausência de ruídos, porém este não é o caso para alguns exemplos que 
encontramos (veja Tabela 1). Também foi confirmado o que já sabíamos: todos 
os mínimos globais obtidos são flipping relacionadas (veja seção 1.3) com o sinal 
original f. 
/ Tab.l Determinação do erro obtido pela norma da estimativa f 
) avaliada fora do suporte. Amplitudes sem ruídos. 
, 111°) = Condição inicial aleatória 
m seed(f) seed(Oi0l) e(f)IMoFS e(!) lER 
' 
e(!) Imo 
8 123002 2 I .18748e-6 .18748e-6 .18746e-6 
' 
8 3141592 2951413 .85968e-7* . .85964e-7* \ .85964e-7* 
8 1012 2101 ! . 1 4095e-7* .74074e-7* .74074e-7* ' i 
., 8 ~ 908 .42373e-7* 1 .4237le-7* I .42371e-7* I I 
8 1 2 .15527e-6 .15525e-6* .15525e-6* 
• 
16 I 435 32 i .62640e-7* ' .62421e-7* ' .69586e-1 I 
16 9215143 295113 .86429e-7 I .86027e-7 .72045e-2 
16 2100 2101 ' .71904e-7• .79504e-7• .12066e-4• 
32 709 908 .53796e-7 i .23946e-5 .10921e-1 
' I 32 21709 12908 .57170e-7 .69481e-7 .54988e-7 
' 64 71027 76908 .24268e-7 .56388e-4 I .40088e-1 
1 64 82038 87109 I .24485e-7• .49799e-7• .70395e-4 
1 64 i 93149 982110 .21555e-7• '1 .21356e-6• I .21508e-1 
64 1042510 1093221 .1.5342e-7• .. 90675e-7• .15293e-1 I 
' 128 2153 i 4327 I .22501e-6 .59403e-4 1 .22739e-5 
Para valores de m = 8, ER e HIO não necessitaram mais do que 3000 iterações para 
convergir a mínimo global. Entretanto à medida que o valor de m aumenta, torna-se 
necessário aumentar o número de iterações de ER e HIO para que tal convergência 
94 
ocorra. Para seed(f) = 71027, por exemplo, foram necessárias 60 mil iterações para 
cada um e, mesmo assim, HIO não conseguiu convergir a mínimo global. Também 
para seed(J) = 2153, ER precisou de 80 mil iterações para atingir um mínimo global 
com precisão de erro (e-4) abaixo da média obtida pelo MOFS (e-7). 
A tabela acima mostra que "vlOFS, bem como o ER, convergiu a um mínimo 
global em todos os experimentos realizados. Também percebe-se que a precisão do 
erro do "v!OFS manteve-se sempre maior ou igual do que a doER. Isto foi verificado 
não apenas nos exemplos da Tabela 1 como também em muitos outros exemplos 
que não foram aqui tabelados. O mesmo não aconteceu com o HIO que convergiu a 
mínimo local nos casos seed(f) = 435. 9215143. 709, 71027, 93149 e 1042510. 
Finalmente comentemos os resultados assinalados na Tab. 1. Os números assi-
nalados com * indicam que os métodos correspondentes às colunas as quais eles 
pertencem convergiram a um mesmo mínimo global. Por exemplo, para seed(f) = 
3141592, verificou-se que os três métodos convergiram a um mesmo mínimo global. 
Já para seed(f) = 1, ER e HIO convergiram a um mesmo mínimo global, diferente 
daquele atingido por l\IOFS. O símbolo " indica que os mínimos globais atingidos 
são diferentes, porém muito próximos um do outro. Por exemplo, para seed(f) = 
82038. constatamos que 5(fb1oFs, .f lER) = .64341e -1, onde i5 é o erro definido 
por (2.15). Para seed(f) = 2100, os três métodos convergiram a mínimos globais, 
distantes um do outro de acordo com os erros 
J(.ijMOFS, .iiER) .4253le-1, 
i5(.fj!V10FS, .limo) = .22997e-l, 
i5CfiMOFS Jimo) = .36442e-l. 
Essas constatações nos faz acreditar na existência de muitos mínimos globais, que 
são relativamente próximos um do outro. 
4. 3.1.1 Comentários 
Ao contrário do caso 2-D, onde acreditamos existirem muitos pontos de mínimos 
locais afastados dos mínimos globais, (que, corno já sabemos, são únicos, quase 
sempre, a menos das ambiguidades triviais), no caso 1-D os pontos de mínimos 
locais parecem estar sempre muito próximos de algum mínimo global, ou caso exista 
algum mínimo local distante, os métodos não foram capazes de localizá-los. Isto 
pôde ser confirmado em vários experimentos. Para todos os exemplos da Tabela 
1 em que HIO convergiu a mínimo local, .i, verificou-se que tal mínimo é muito 
próximo à alguma flipping relacionada (veja definição na seção 1.3) do sinal original 
f. Assim, se não formos tão exigentes quanto à precisão do erro, podemos considerar 
estes mínimos locais como sendo, eles próprios, pontos de mínimos globais. É claro 
que neste caso estaríamos trabalhando com uma aproximação bastante grosseira. 
Em nossos experimentos constatamos que MOFS e ER não apenas convergem 
sempre a mínimos globais como também não estagnam nos pontos localizados por 
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HIO . Além disso como já sabemos que o problema inverso da fase não admite 
solução única para o caso 1-D, é de se esperar que os mínimos globais encontrados 
pelos métodos nem sempre coincidam com o mínimo global verdadeiro (entenda-se 
por mínimo global verdadeiro o próprio objeto original f). De fato, foi verificado 
apenas em 17% dos casos rodados que os métodos convergiram à solução verdadeira 
do problema. i\ os outros 83%, a convergência se deu a um mínimo global (ou a 
um ponto muito próximo a ele), correspondente a uma das 2m possíveis soluções do 
problema inverso. Também constatou-se que nos casos onde houve convergência ao 
mínimo global verdadeiro, ela se deu apenas para valores de m = 4 e m = 8 (e, em 
alguns casos, param= 16 porém, com uma frequência muito menor). Isto significa 
que à medida que crescemos o valor de m, maior se torna o número de mínimos 
globais (pois 2m torna-se muito grande) e portanto menor a probabilidade de algum 
algoritmo convergir ao mínimo global verdadeiro. 
Como dissemos anteriormente, em 100% dos casos rodados, independente do tipo 
de condição inicial utilizada, foi verificado que MOFS converge a mínimo global, po-
dendo esse mínimo ser eventualmente o mínimo global verdadeiro, i.e., o sinal origi-
nal f. Em outras palavras, dada uma condição inicial aleatória qualquer, verificou-se 
em todos os experimentos realizados, para diversos valores de m, que :\10FS converge 
a um ponto, digamos 0, de modo que j = f(;j,) não apenas satisfaz a restrição de 
suporte mas também é fiippi~g relacionada com f. Assim, para recuperarmos o 
sinal original, f, a partir de .r devemos fi i par as raízes de f, sob todas as com-
binações possíveis, até que encontremos um polinõmio PpH(z) (veja (1.50)) tal que 
suas raízes sejam exatamente as mesmas raízes de ?p(z). Então teremos fH = cf, 
para alguma constante c, onde fH = F-1[FH]. Tal procedimento no entanto torna-
se inviável para problemas maiores. Sua única utilidade é a de responder à nossa 
pergunta inicial sobre a possibilidade de se recuperar a fase da transformada de 
Fourier de um sinal original usando as amplitudes como os únicos dados conhecidos 
do problema. 
4.3.2 Caso 2-D sem ruídos 
Nesta subseção apresentamos algumas tabelas contendo resultados relativos aos 
dados das amplitudes sem ruídos. Testamos nossos métodos para diferentes tipos 
de condiç_ões iniciais (seção 4.1). 
Seja f o ponto obtido por um dos métodos, MOFS, ER ou HIO. Como dissemos 
na seção 4.2, analisaremos a convergência destes métodos, para o caso 2-D, através 
do erro o (f,}) ou J(}, }), onde o é a métrica em (2.15), para sabermos quão próximo 
f encontra-se da imagem original f ou de sua gêmea 
j = [fm-1-x,m-l-y]· 
Se o (f,}) (ou o(},})) for suficientemente próximo de zero, teremos então con-
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vergência do método correspondente ao mínimo global. :\Tais precisamente, seja 
51:= min { i5(!, lJ, i5(], ]) } , 
Se o 1 for da ordem de e-4 ou menos, então f é numericamente um ponto 
de mínimo global da função L(B). 
(4.13) 
Para condições iniciais aleatórias, I)( O), verificou-se na maioria dos casos que 
:\!OFS e ER . como já dissemos, convergiram a m~nimos locais; e HIO convergiu 
sempre a uma das soluções ambíguas triviais, f ou f .. 
Entretanto se utilizamos alguma informação a respeito da fase originaL c/J, de F 
na formação da condição iniciaL a capacidade do MOFS em atingir o mínimo 
global aumenta consideravelmente, com um desempenho muito melhor 
do que o apresentado pelo ER, nas mesmas condições . Usando por exem-
plo a informação das amplitudes de Fourier com sinal [90] na condição inicial (i.e., 
condições iniciais do tipo em (4.10)), verificou-se em 100% dos experimentos que 
:\IOFS convergiu à imagem original f enquanto que o algoritmo ER convergiu, na 
maioria das vezes, a pontos que, acreditamos, são mínimos locais. A mesma con-
clusão foi obtida para condições iniciais dadas por perturbações sobre a fase originaL 
4.3.2.1 Condições iniciais com a informação das amplitudes de Fourier 
com sinal 
?\a Tabela 2 apresentamos resultados numéricos relativos ao caso 2-D, para am-
plitudes sem ruídos. Diversos experimentos foram feitos considerando-se diferentes 
valores de m. ?\a maioria dos casos consideramos valores de m = 8 e m = 16, pelo 
fato de serem valores de grandeza razoável para a execução do MOFS e ao mesmo 
tempo por serem potências de 2, o que torna os cálculos para a transformada rápida 
de Fourier mais velozes. 
A condição inicial, 1)(0), aqui utilizada é do tipo em (4.10). Como dissemos 
na seção 4.1, usamos o próprio IJ(O) como condição inicial para o método :\IOFS e 
f<0l = f(ac, cjJ,,cx.. 1J(0l), onde a" q)c e a são relativas à DFT da imagem original 
f, para ER e HIO. Executamos, então, cada um dos 3 a!goritmos a partir da sua 
respectiva condição inicial para obtermos uma estimativa, f, da imagem original f ou 
de sua gêmea .f. Em seguida calculamos os erros, o f• relativos aos 3 métodos MOFS, 
ER e HIO. Se J estiver mais próximo da gêmea j do que da própria f. assinalamos 
à direita do valor do erro correspondente o símbolo asterisco ( *) conforme se vê 
na coluna do erro 5 j(HIO ) das Tabelas 2, 4 e 5. :\estes experimentos, HIO foi 
executado com 1000 iterações e valores de í3 = 0.1. ER foi executado com 10 mil 
iterações, o suficiente para garantir convergência. Para o MOFS adotamos critérios 
de média precisão de convergência: factr=1.0e+7 e pgtol=l.Üe-7. 
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I Tab.2: Erro no domínio do objeto. Amplitudes sem ruídos. 
! Condição inicial com a informação das amplitudes de Fourier com sinal 
m seed(f) c5 r(MOFS ) 6 r(ER) o r(HIO ) 
8 222 .41394e-5 I .22827 I . 75070e-7 
! 8 ! 24 ! .92552e-5 , .6-5245e-2 ' .60842e-5* 
1 8 5432 I .45133e-1 .10094e-6 .10082e-6 
8 1504 .91240e-5 .23262 .10471e-6 
, 16 I 40981 I .69449e-5 , .13596 I .46895e-7 
16 I 38160 .20855e-4 .16512 I .84674e-5 
J 16 8264 .62916e-5 .17775 I .35376e-5 
16 I 78345 1 .10422e-4 .18780 I .12987e-5 
16 438664 .10586e-4 i .78117e-1 .14093e-4 
Corno se pode verificar na tabela acima, MOFS apresentou, exceto no caso 
seed (f) = 5432, melhor precisão do que ER . Isto mostra claramente a inferior-
idade do método ER em relação ao MOFS em atingir a solução verdadeira, nas 
condições apresentadas nesta subseção. De fato vê-se que ER , em 88% dos exem-
plos testados, convergiu a pontos de mínimo local, com uma precisão do erro na 
ordem de e+OO. Como era de se esperar HIO convergiu a mínimo global em todos 
os casos testados, com erro dado por valores variando em torno de l.Oe-6. 
4.3.2.2 Condições iniciais obtidas a partir de pequenas perturbações da 
fase original 
I\esta subseção consideraremos condições iniciais dadas por 
(4.14) 
quando 
E<t = 20.0. 
Como antes, cjJ representa a fase original de Fourier. 
Na Tabela 3, nós apresentamos os erros para diferentes valores atribuídos ao par 
(seed(f), seed(779)). 1\iovamente, consideramos os valores das amplitudes de Fourier 
livres de ruídos. 
Aqui ambos, HIO e ER, foram tomados com 10 mil iterações . ;\fovamente o 
parâmetro do HIO, (3, foi tornado igual a 0.1 e os critérios de parada para o MOFS 
foram factr=l.Oe+ 7 e pgtol=l.Oe-7. 
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1 Tab.3: Erro no domínio do objeto. Amplitudes sem ruídos. Condição inicial 
\ obtida por pequenas perturbações na fase original. corn s 0 = 20.0 
m 1 seed(J) I seed(1Jm) \ o-(MOFS) o·(ER) Sf(HIO) 
8 1 222 1 333 .60572e-5 1 .39591 . r o070e-7 
8 556 .13166e-4 1 .11265 i .ll300e-6 
8 5432 10923 .66524e -5 .10094e-6 I .1 0094e-6 
8 1 1504 4051 .55012e -5 .10236 I .1047le-6 
16 1 40981 i 900432 .65597e 5 .14193 I .4 f184e-7 
\ 16 1 438664 i 63290 .83946e-5 I .10356e-1 f .47368e-7 
Consultando a Tabela 3, vemos novamente a superioridade do MOFS em 
relação ao ER em atingir o mínimo global. 
4.3.3 Caso 2-D com ruídos aditivos 
?-iesta subseção as tabelas trazem resultados de experimentos que usam dados 
das amplitudes com ruídos relativas à transformada de Fourier de objetos aleatórios, 
cujos valores de seed serão os mesmos da Tabela 3. 
Para introduzir ruídos nas amplitudes, usamos as fórmulas ( 4.2) e ( 4.3) quando 
x = ap, i.e., 
Em todos os experimentos desta subseção e nos da Tabela 7 da seção 4.4, tra-
balharemos com um valor fixo para é"F' dado por 
fo.F = 0.9. 
Observa-se nas Tabelas 4 e 5 que, mesmo na presença de ruídos, Iv!OFS continua 
apresentando bons resultados, convergindo sempre a pontos bem próximos da im-
ao-em original. ER . nestas mesmas condições , continua, no entanto. convergindo a 
" pontos afastados da solução verdadeira. HIO • como era de se esperar, apresentou 
um comportamento completamente instável, atingindo, a cada ciclo de iterações , 
um ponto diferente, não apresentando, portanto, nenhum comportamento previsível 
que possa caracterizar convergência. 
4.3.3.1 Condições iniciais com a informação das amplitudes de Fourier 
com sinal 
)\esta subseção. nossos algoritmos se iniciam de condições do tipo em (4.10). 
Aqui, ER foi tomado com 10 mil iterações. ~ovamente o parãmetro do HIO, (3. 
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foi tomado igual a 0.1 e os critérios de parada para o :VIOFS foram os de média 
precisão, dados por factr=l.Oe+ 7 e pgtol=l.Üe-7. 
i Tab.4: Erro no domínio do objeto. Amplitudes com ruídos aditivos. EaF - 0.9 
I 
· Condição inicial com a informação das amplitudes de Fourier com sinal 
1 m I seed(f) seed(1)"F) I 6 ·(MOFS ) I J ·(ER) I J ·(HIO ) 
8 222 
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Para mostrarmos o comportamento de instabilidade do HIO , nós o executamos 
em 6 ciclos de iterações , cada ciclo consistindo de um número de iterações dado 
respectivamente por .3000, 2000, 2000, 1000, 1000 e 2000. Estas 6 execuções foram 
feitas de modo que o ponto obtido após a execução do algoritmo para um deter-
minado ciclo seja o ponto de partida para o próximo ciclo. Os valores de b j(HIO ) 
obtidos após cada ciclo estão na última coluna da Tabela 4. Como já dissemos, o 
símbolo asterisco (*) que aparece à direita do erro indica o valor da distância J entre 
o ponto atingido pelo algoritmo e a gêmea j de f. Por exemplo, para seed(f) = 222, 
HIO convergiu, após o primeiro ciclo de iterações (K = 3000), a um ponto f, dis-
tante de f por o (f, j) = .45349. A partir deste ponto, I após o segundo ciclo (2000 
100 
- -
iterações), ele_ convergiu a outro ponto,/, com erro ó(f,i) = .43514. I\o terceiro 
ciclo, usando f como con_dição inicial e aplicando mais 2000 iterações , HIO con-
vergiu próximo à gêmea, f, da imagem original, com erro dado por .069153, e assim 
sucessivamente. 
I\ote que :\IOFS apresentou melhor desempenho do que os métodos ER e HIO. 
Seu desempenho foi melhor do que ER por ter convergido bem mais próximo ao 
mínimo global (com erro da ordem de e-L em 100% dos exemplos testados) do que 
ER (com erro da ordem de e+OO em 55% dos casos). Corno veremos nos exemplos 
da seção 4.6, métodos que apresentam erros da ordem de e-1, produzem imagens 
mais nítidas do que os que apresentam erros da ordem de e+OO. 
Relativamente ao HIO , :\!OFS também sai ganhando. Enquanto MOFS a-
presentou um comportamento estáveL convergindo sempre próximo à solução ver-
dadeira, HIO , corno já prevíamos, ficou oscilando em torno de vários pontos difer-
entes entre si, apresentando portanto um comportamento de não convergência. Mais 
precisamente, dado um número de iterações, não é possível prever em qual região do 
domínio do objeto o algoritmo irá parar. :\esse sentido, Tanto \!OFS quanto ER 
são métodos robustos, enquanto HIO é altamente sensível a ruídos. 
4.3.3.2 Condições iniciais obtidas a partir de pequenas perturbações da 
fase original 
I\esta subseção consideramos condições iniciais dadas por (4.14), com s6 = 20.0. 
Consideraremos os mesmos valores atribuídos ao par (seed(.f), seed(779 )) na Tab. 3. 
Os valores de seed(77aF) serão os mesmos dos da Tabela 4. 
:\ovarnente executamos ER com 10 mil iterações, adotamos critérios de parada 
de média precisão para o :\IOFS e executamos HIO em 6 ciclos, cada ciclo com o 
mesmo número de iterações considerados para a Tabela 4. Lembremos que estamos 
sempre considerando f3 = 0.1. 
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: 
Tab.5: Erro no domínio do objeto Amplitudes com ruídos aditivos 
Condição inicial obtída por pequenas perturbações na fase original. 
E =09ec0 =200 OF -
m j seed(f) seed('laF) seed( 1)0 ) i J1(MOFS) J1(ER) J1(HIO) 
r I .220931.087711 * 8 222 .55 333 .35018e-1 .38299 .142621.10955 




: .32970* 1 .22479* 
24 60 556 .46763e-1 I .18320 .19420* /.19070 
I 
' I i .176601.071733* 
I s 5432 I 98006 I 10923 1 I I .129411.26180 .37833e-1 I .37836e-1 .151701.14473 
I I I I .40735* 10.10274* 
I 11 .44425/.29666* 8 1504 500 4051 .11342 
i I i .34289e-1 -~ I .189641.44659* .41957* /.28710* I 
116 I 
( 
40981 3312 ' I 900432 
: 
' I I I 
38160 1 I 16[ 149988 332109 
I I 
' 
16 I ' I, 8264 I 2918 I 31090 I 
I 
116 78345 354387 521045 
' 
, I 
116 i 438664 46683 63290 
I I 
I I : .14283 I .18175e-1 I 
I ' I I .11260 i .18002e-l i i 
' 
' 
I I .33924e-1 .16849e-1 
I I 
.18512e-1 -~.23937e-1 I 












.34783* 1 .120o2* 
.377421.23963 





Novamente MOFS apresentou melhor desempenho do que os métodos 
ER e HIO. 
4.4 Distância Máxima ( DM) para convergência do 
MOFS e ER 
Vimos que para condições iniciais obtidas por perturbação da fase original, 
g(O) = Ó + 'f/ó, ( 4.15) 
e escolha de 
E0 = 20.0, 
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:VJOFS apresentou boa convergência, ao mínimo global, mesmo na presença de ruídos 
nos dados das amplitudes, situação em que o erro foi da ordem de e-L ER também 
teve o mesmo desempenho, porém em apenas 44% dos exemplos testados, Uma 
questão natural que surge, então, é a seguinte: qual a distância máxima que a fase 
perturbada deve se encontrar da fase original para garantirmos a convergência do 
:VJOFS (respectivamente do ER) a um ponto suficientemente próximo do mínimo 
global? Será que estas distâncias são as mesmas para MOFS e ER? Para respon-
dermos a estas perguntas devemos analisar a distância entre a fase perturbada, g(o), 
e a fase originaL 6, dada pela norma relativa 
( 4, 16) 
A expressão (4.15) mostra que g(o) depende da escolha de EQ, ou seja. eco)= eC0l(c&)· 
O valor da distância máxima para a convergência de um determinado método, dig-
amos :V!OFS, é obtido atribuindo-se diferentes mlores para E0 em (4.16), até obter-
mos um \·alor limite, D1v1 = NR(s*), tal que se NR(Eq,) > DM, o método deixa de 
convergir com a precisão de erro desejada. Assim, para determinarmos DM nós 
iniciamos Ecp com um valor baixo, digamos Ec; = Eo, que garanta a convergência 
do método e, então , aumentamos seu valor gradativamente, de modo a obtermos 
uma sequência de índices E o, E r, ... , Ek, .... Em cada passo k, calculamos, então, o 
valor de NR(sk) e o erro Ój(MOFS )(11k0l), obtido após aplicarmos MOFS sobre a 
condição inicial 
e( O) ·- g(O) (- ) k .- C-k . 
Os valores de ój(lv!OFS )(Ok0)) vão aumentando à medida que Ek também vai crescendo. 
O processo é interrompido quando encontrarmos Ek e Ek+r suficientemente próximos 
um do outro, tais que Ój(:VIOFS )(Ok0)) é de ordem e-N, ou menos, e Ój(MOFS )(01~ 1 ) 
de ordem maior ou igual a e-(N-1), onde N é um inteiro previamente estabelecido4 
Então definimos 
DM = DMIMOFS = Ój(MOFS )(Ok0)). 
Adotaremos 1V =L A explicação de tal escolha para a determinação de DM é a 
de que mínimos locais que apresentam erro de convergência da ordem de e-1, ainda 
apresenta boa nitidez de imagem, em relação ao objeto original. 
Assim, para cada imagem original f dada aleatoriamente, obtemos uma esti-
mativa, DMI:\IET (:VIET = MOFS ou ER), do valor máximo da distância que a 
condição inicial g(o) deve estar da fase original qy, para garantir a convergência de 
:VIET a um ponto próximo da imagem original, com uma precisão da ordem de e-1. 
4 Em problemas sem ruídos, adotamos N = 1. Em problemas com ruídos, o valor de N depende 
da quantidade de ruídos introduzidos nas amplitudes, i.e., do valor do S:\R. Para problemas com 
ruídos aditivos pequenos tais que S:\R ::C 33.333, adotamos N = 1. 
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Se O(o) estiver a uma distância de cjJ maior do que DMIMET, então :V!ET convergirá 
a um mínimo local, distante da imagem original, por um valor de ordem igual ou 
superior a e+OO. 
É claro que os resultados que apresentaremos para esta distância máxima, nas 
tabelas a seguir, são apenas uma aproximação grosseira do valor exato. Entretanto 
será possível determinarmos o intervalo que contém o valor exato desta distância 
máxima. 
:\!a Tabela 6 indicamos alguns valores de êcp para acharmos uma estimativa da 
distância máxima para os casos seed(f) = 5432, 40981, 78345 e 438664, e amplitudes 
sem ruídos. 
l\a Tabela 7 consideramos os mesmos casos da Tabela 5, para amplitudes com 
ruídos aditivos. 
Nestas tabelas, o valores de DM IIc!OFS e DM lER aparecem em negrito, na coluna 
correspondente ao seus respectivos métodos. Também, em negrito, aparecem os 
valores dos erros Ój(MOFS) e Ój(ER ), quando iniciamos estes métodos a partir de 
pontos que estão à sua distância máxima de afastamento da fase original. 
Para entendermos melhor a leitura destas Tabelas, tomemos o primeiro exemplo 
da Tabela 6, correspondente a m = 8, seed(f) = 5432. Seja a condição inicial dada, 
de acordo com ( 4.15), por 
'I ' 11 Oco>() . . i.<P'( 0 -) écp = <P + 7]0 = <P + E,p 126 rq,- .o . (4.17) 
para seed(TJ.p) = seed(rç,) = 10923. Fazendo E.p = 27 em (4.17), obtemos a condi-
ção inicial 0(0l(27), distante NR = 0.69526 unidade da fase original ó. Iniciando-
se de OC0l(27), MOFS converge para j :::: f, com erro o (f,}) = 0.53787e-5. O 
- -
algoritmo ER, iniciado do mesmo ponto, oC0l(27), converge a j:::: f, com erro 5(!, }) 
= 0.43970e-l. A medida que aumentamos os valores de éq, sucessivamente para 28, 
32.08, 32.089 e 32.0899, o erro Ój(ER) aumenta para 0.13326 e depois permanece em 
0.18788. Com isso obtemos a aproximação DMIER = 0.43970e-l. Note que MOFS 
converge com erro da ordem de e-5 para as condições iniciais 
e com erro da ordem de e+OO para OC 0l(32.0899). Logo, de acordo com a Tabela 6, 
DMIMOFS = 0.82630. 
Em todos os exemplos das tabelas 6 e 7, executamos ER com 20 mil iterações e 
adotamos critérios de parada de média precisão, factr = l.Oe+7, pgtol = l.Oe-7 
para MOFS. 
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Tab.6: Distància Máxima (DAI) para a convergência 
dos algoritmos MOFS e ER. 
Amplitudes sem ruídos. 
Caso m = 8: seed(f) = 5432, seed(ryó) = 10923 
28 .72101 .57722e-5 .13326 
32.08 I .82607 .68213e-5 .18788 
I 32.089 ! .82630 .67059e-5 I .18788 








Caso m = 16: seed(f) = 40981 seed(ry"') = 900432 
Ert; I NR I Óf(MOFS) i 5 ,(ER) 
8.988 1 .11889 i .18944e-4 I .47184e-7 
8.989 I .13213 ' .93104e-5 i .14124 I 
40 1 .52911 i .65480e-5 I .16031 
50 I .66138 I .33714e-1 I .27491 




-Caso m- 16: seed(f)- J834o. seed(1J0 )- ;,2104o 
E o I NR I Óf(MOFS) ! s1(ER) 
26 .32959 1 .12773e-4 i .83473e-l 
26.5 .33592 1 .80695e-5 .12909 
46 i .58311 .60245e-5 .22805 
47 .59579 I . 72654e-l ' .22805 i 
50 I .63382 1 .13949 .22805 
Caso m = 16· seedjf) = 438664 seed(ry0 ) = 6.3290 • 
E á> I NR j o1(MOFS) \ ó1(ER) 
45.35 ! .59291 .46175e-5 .46054e-1 
45.4 .59357 ' .77378e-5 .14383 
51 .66678 .19217e-4 .19590 
52 .67986 .27180e-l .19438 
52.5 i .68639 .27178 .36976 i 
. Os valores de D.iCI]:VlOFS e DM!ER aparecem em negnto na coluna 1VR . 
Os valor em negrito que aparece nas colunas ii j(MOFS ) e S j(ER) representa 
o erro do respectivo método, cuja condição inicial dista da fase original 




j Tab. 7: Distância Máxima (DM) para a convergência 






Amplitudes com ruídos aditivos. Eap = 0.9. 
m = 8: seed(f) = 5432, seed(1)ap) = 98006 
SNR= 43.375, seed(77~) = 10923 
~0 '-i • ó ·(MOFS ) ó ·(ER) 
' R i '.f • .f ' 
27.3 1 .70298 i .37835e-1 .57708e-1 
27.4 I .70556 I .37837e-1 .12664 
32.4 .83431 I .37835e-1 I .18958 I 
32.5 .83688 .37835e-l .18958 
32.6 .83946 .2931.} .18958 
m= 16; seed (!) = 4098 L seed(7Jnp) = 3312 
Sl\'R= 88.013, seed ( 7Jo) = 900432 
CdJ NR \ o1(Y!OFS) oJ(ER) 
8.987 .11888 ' .18176e-1 .18915e-1 







50 I .66138 1 .19146e-l .27511 
51 0.67461 1 .17023 .27511 
- - - -m = 16: seed(f) = 1834o, seed(7)ap) = 3o4381 
SNR= 91191 seed(776 ) = 521045 . 
' 
E<P I NR o1(MOFS) ó1(ER) 
25 .31691 i .18516e-1 .85516e-1 
26 .32959 I .1851-Se-1 I .12971 
48 .60847 j .74508e-1 .22474 
49 I .62114 .11296 I .22474 
' 
m= 16; seed (!) = 438664, seed(1)op) = 46683 
SNR= 88.222, seed ( 7Jó) = 63290 
éQ NR . bt(MOFS) ó t(ER) 
46 .60141 .17119e-1 .45464e-1 
47 .61449 .17112e-1 I .13975 
54 i .70600 .88354e-1 .33932 
55 .71908 .18155 J .33932 
I 
Como se pode observar nas Tabelas 6 e 7, DM/MoFs é maior do que DM lER em to-
dos os casos. Isto aconteceu também em muitos outros exemplos que não foram aqui 
tabelados. Na seção 4.6, nós ilustramos esse fenômeno com imagens não aleatórias. 
Esta é, pois, mais uma vantagem do MOFS sobre o ER. 
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4.5 Caso 2-D - imagens aleatórias: conclusões 
Foi observado de um modo geral que, na ausência de ruídos nos dados das am-
plitudes e utilizando condições iniciais que utilizam determinadas informações da 
fase original, o método ?vlOFS mostrou-se mais eficaz do que ER em localizar os 
mínimos globais. Em todas os experimentos realizados, í'dOFS convergiu sempre à 
solução verdadeira f do problema inverso. ER , ao contrário do MOFS, convergiu, 
na maioria dos casos a pontos, muitas vezes distantes de f. 
Outra observação a ser feita é que, ao contrário do HIO , que muitas vezes, na 
ausência de ruídos, convergiu à gêmea da imagem original f, o MOFS, nas vezes 
em que convergiu a mínimo globaL nunca convergiu à nenhuma gêmea, bem como a 
nenhuma das ambíguas triviais, exceto à própria imagem original. Isto se justifica 
pelo fato de :'v!OFS ter sido executado sempre sobre o mesmo Toróide, T~,, da 
imagem original 
Conforme constatamos em nossos experimentos, ?víOFS, na ausência de ruídos. 
sempre converge ao mínimo global verdadeiro quando iniciado de um ponto suficien-
temente próximo a ele. Quanto mais afastados estivermos do mínimo global, mais 
afastado dele estará o ponto de convergência obtido pelo método. A Tabela 6 exibe 
a distância máxima de segurança que devemos estar da solução para que ela seja 
atingida após a execução do método. Foi considerada nesta tabela a situação em que 
os dados das amplitudes não são alterados por ruídos . .\ote que não fizemos nesta 
tabela nenhuma comparação do :\10FS com o HIO porque, nesta situação, corno já 
dissemos, HIO não precisa necessariamente de condições iniciais próximas do mínimo 
global para convergir a tal mínimo. Ele sempre atinge o mínimo globaL independente 
da condição inicial utilizada. É claro que temos que enfrentar o problema dos pon-
tos de estagnação. Mesmo assim, tal problema pode ser solucionado, atribuindo-se 
diferentes valores aleatórios às condições iniciais, ou fazendo combinações de vários 
ciclos do algoritmo com o ER . Fazendo isso, podemos vencer os problemas de es-
tagnação do HIO e garantir sempre a convergência do método ao mínimo global, o 
que não acontece com o MOFS, o qual depende de informações adicionais da fase 
original (urna situação que não se aplica para fins práticos, urna vez que na maioria 
dos problemas de aplicação, da recuperação da fase a partir das amplitudes, não se 
tem disponível informações da fase original) para garantir a convergência ao mínimo 
global. Isto faz do HIO , na ausência de ruídos, um método mais eficiente do que o 
MOFS para buscar as soluções. 
Entretanto, ao introduzirmos ruídos nos dados das amplitudes, HIO perde essa 
posição por apresentar um comportamento completamente instável. Mesmo inician-
do-se próximo da solução , vemos pela Tabela 5 que HIO não converge, oscilando 
sempre em torno de vários pontos, como se pode verificar pelos resultados do erro 
s1(:VIOFS) na última coluna desta Tabela. Já o método MOFS mostrou-se bastante 
estável na presença de ruídos, no sentido de continuar convergindo muito perto do 
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mínimo globaL dependendo, é claro, do valor da distância máxima. A Tabela 7 exibe 
a distância máxima de segurança que devemos estar da solução, na situação em que 
temos ruídos nas amplitudes, para que ela seja atingida após a execução do método. 
Ao contrário do MOFS, ER , na maioria dos exemplos rodados, não foi capaz de 
localizar a solução globaL quando iniciado numa vizinhança dela. 
'\Jieto-Vesperinas, em seu método de otimização [67] (veja seção 2.4.1), constatou 
que a não -linearidade e o número de mínimos locais da função custo, que ele definiu 
para se aplicar o método, crescem dramaticamente com o tamanho do objeto, tor-
nando o seu método não prático para imagens maiores que 6 x 6. Além disso, o 
número de mínimos locais próximos do mínimo globaL que é a solução do problema, 
também torna-se extremamente grande com o tamanho das imagens, tornando o 
seu método ineficaz para localizar a solução, mesmo quando iniciado próximo dela. 
Assim, podemos concluir que nas condições de ausência de ruídos nos dados das am-
plitudes e de condições iniciais próximas da solução global, MOFS mostrou-se mais 
eficaz do que o ER e o método de '\Jieto-Vesperinas, pois enquanto estes métodos, 
nestas condições , atingem, na maioria das vezes, os mínimos locais próximos à 
solução verdadeira, o método MOFS vai direto à própria solução. Mesmo na pre-
sença de ruído, MOFS converge satisfatoriamente próxima à solução verdadeira, 
como veremos em alguns exemplos na próxima seção . 
4.6 Resultados numéricos para objetos nao alea-
tórios - caso 2-D - ruídos multiplicativos 
Nesta seção trabalharemos com imagens não aleatórias. Consideraremos apenas 
o caso de amplitudes com ruídos multiplicativos, i.e., 
(4.18) 
onde ·* e ./\ são as operações definidas em (4.6). Fixaremos para seed(7laF) o 
seguinte valor 
seed(11aF) = seed(raF) = 24. 
Também avaliaremos o nível de ruído nas amplitudes através do 
S'\JR = !laFII . 
llaF-õ'F\1 
Para condições iniciais aleatórias , e< o), assumiremos sempre 
seed(e<0l) = 25. 
Para condições obtidas por perturbações da fase originaL 
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(4.19) 
o seed(1J0 ) também será sempre o mesmo, dado por 
seed(ry0 ) = seed(rq~) = 25. 
"\os experimentos desta seção , exibiremos resultados obtidos pelos seguintes 
métodos: :VIOFS, ER. EH e :VIHIO. Antes de comentar os métodos EH e 'v!HIO, 
convém ressaltar que. como agora nossas amplitudes são supostamente corrompidas 
de ruídos, a imagem inicial, f(o), deverá ser construída a partir de õ:F e não de a F. 
Ou seja, 
f ( O\ f(- • - g(O)) / = Q;c~ 9c: 0:: : 
onde Õ:c são as amplitudes dos cantos e õ: as amplitudes intermediárias que compõem o 
vetor õ:F. 
1. O método EH, proposto por Fienup e já introduzido na seção 2.3, é, como 
sabemos, uma combinação de ER com HIO, consistindo de vários ciclos de iterações, 
onde um ciclo consiste de K 1 iteracoes do HIO seguido de K2 iterações do ER. 
Em nossos experimentos fixaremos K 2 = 1000. Para o número de iterações, K 1, 
do HIO adotaremos critério similar ao utilizado para o método MHIO em (4.20). 
Também para o HIO usaremos o parâmetro (3 = 0.1. O número de ciclos vai depender 
de cada exemplo, até que se obtenha uma convergência mais próxima possível da 
solução verdadeira. O método é ilustrado pelo seguinte diagrama 
lER I IHIO I lER I Imo I j(ü) ___ jU) ___ j(2J ___ j(3l __ _ 
__ f. 
Figura 4.1: Diagrama do método EH 
2. O método MHIO será, similarmente ao EH, uma combinação do MOFS com 
HIO. Aqui, um ciclo de :VIHIO consiste de K iterações do HIO (novamente consid-
eramos (3 = 0.1) seguido da execução do MOFS, munido com critérios de parada de 
baixíssima precisão : 
factr = l.e+ 13: pgtol = l.e-4. 
Assim, O k-ésimo ciclo de :VIHIO, k = 1, 2, ... , se inicia com a execução do 
:VIOFS, tendo a imagem f\Zk- 2) como ponto de partida e a imagem pzk-l) como 
ponto de chegada, e termina com a execução do HIO, com K iterações, tendo j(2k-l) 
como ponto de partida e j\Zk) como ponto de chegada. Por definição, po) = f(0). 
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O número, K, de iterações para o HIO dependerá do valor de 
onde f = f (a c, 9c, a, 9), é a imagem original e ], a sua gêmea, conforme a seguinte 
convenção : 
0.00 ::; J(kJ (MOFS ) ::; 0.09 = K = 50, 
0.09 < J(kl(YIOFS)::; 0.24 = K = 100, 
0.24 < J(kl(i\!OFS) ::; 0.34 = K = 200, 
0.34 < J(kJ (YIOFS ) ::; 0.44 = K = 300, etc. 
( 4.20) 
O critério adotado em (4.20) não deve ser rigoroso, por isso, salvo menção em 
contrário, ele será sempre adotado para os métodos YIHIO e EH (neste último caso, 
desde que substituamos J(k)(:V!OFS) por ,)(kl(ER) em (4.20)). 
IMOFS IHIO I 
...... Jr2k-2) Jr2k-l) Jr2k) ..... . 
Figura 4.2: k-ésimo ciclo do l'v!HIO 
Uma pergunta que surge naturalmente é sobre quais os Toróides onde o método 
MOFS deverá ser executado. Inicialmente, no primeiro ciclo, executamos MOFS 
sobre o mesmo Toróide que contém a imagem original, i.e, aplicamos o método para 
resolver o problema 
ê = argmin8L(&c, cPc, &, 0), g(O) =condição inicial. 
Em seguida aplicamos HIO usando j(1l como condição inicial. Como, em cada 
iteração , HIO altera todas as fases das DFT's do ponto em curso da sequência 
que ele gera, o ponto de chegada, j(2l, do HIO não estará necessariamente sobre o 
mesmo Toróide da imagem inicial ft!J. Esta propriedade é decorrente da maneira 
como HIO foi definido (veja Passos 1,2,3 de (2.1) e (2.2)). ER Também se com-
porta desta maneira. Assim, ao fim de cada execução do HIO, não sabemos sobre 
qual dos 16 possiveis Toróides ele estará. Consideremos então o k-ésimo ciclo do 
MHIO e suponhamos que ele tenha convergido ao ponto }<2k). Seja ft'C 2kl = F(}(2kl). 
Então F(2k) = F(iic, ~12k), &, eC2kl), onde ~~2k) e e<2k) são respectivamente as fases 
dos cantos e as fases intermediárias (veja definições na subseção 3.1.2) de ft'C 2kl. 
Então vemos que j(2kl está sobre o Toróide T;p~'k). Logo, no próximo ciclo, MOFS 
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deverá ser executado sobre este Toróide ou, equivalentemente, deveremos aplicar o 
método L.BFGS.B para resolver o problema 
B(2k) = condição inicial. 
Finalmente, estabeleceremos critérios para a obtenção do ponto de convergência 
do método MHIO. :\osso procedimento será o seguinte: aplicamos um núrn_ero de 
ciclos, digamos :H, que seja suficiente para atingirmos urna boa estimativa, f, para 
f. Esta estimath·a será controlada pelo erro 
Após a execução dos !'vf ciclos, obtemos o ponto j\21'fJ. Aplicamos :VJOFS mais urna 
vez, sobre este último ponto, para, então, obtermos um novo ponto de convergência 
que será, por definição, o ponto de convergência, l do ::VJHIO. 
Critério análogo valerá para o EH. 
4.6.1 Condições iniciais aleatórias 
I\esta subseção exibiremos resultados dos métodos para índices de ruídos 
êaF = 0.1 e 0.2. 
Para valores de índices Ear 2: 0.2, observamos que os métodos EH e MHIO não con-
seguiram recuperar as imagens originais com boa nitidez. Isto se deve ao fato de 
a condição inicial não ser um ponto suficientemente próximo do mínimo global. O 
mesmo não ocorre com condições iniciais obtidas por perturbação da fase original, 
pois neste caso, estando f( o) mais próximo de f, urna recuperação mais nítida torna-
se possível, mesmo em situações onde o índice de ruído EaF torna-se maior. Isto será 
confirmado nos exemplos da próxima subseção. 
Já os métodos 'VJOFS e ER quando executados isoladamente, convergiram, na 
maioria dos casos, a pontos. muitas vezes distantes do mínimo global. Por causa 
da robustêz dos métodos MOFS e ER e por acreditarmos na existência de muitos 
mínimos locais, 'V!OFS e ER tornam-se, portanto, métodos de pouca aplicabilidade, 
quando executados isoladamente e quando nenhuma informação da fase original é 
usada na condição inicial. Quanto ao HIO. na presença de ruídos, sua instabilidade 
faz com que ele não estacione nas vizinhanças dos pontos de estagnação, mas o per-
mite visitar várias outras vizinhanças onde estão vários outros pontos de estagnação, 
5 Em nossos experimentos, para índices EaF ~ 0.1, o menor valor que ój(?viHIO) atingiu foi da 
ordem de e-1. Dependendo da quantidade de ruídos, esse número pode crescer muito. Em alguns 
experimentos com EaF = 0.5, por exemplo, a melhor estimativa que encontramos apresentou erro 
J j(:VIH!O ) = 0.46. 
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até que ele, eventualmente caia numa vizinhança do mínimo global. Nesse momento 
devemos aplicar MOFS ou ER sobre o ponto atingido por HIO, na tentativa de atin-
girmos o mínimo global. Assim, juntando a robustez do :VJOFS (respect. do ER) 
com a instabilidade do HIO, obtemos um método poderoso, como MHIO (respect. 
EH), para recuperação de imagens, na presença de ruídos. Os problemas graves 
que surgem são : (1) a dificuldade de se saber quantas iterações serão necessárias 
ao HIO para que :VIHIO (ou EH) atinja, em um menor número de ciclos possível, 
o mínimo global, e (2) os pontos de estagnação que, em conjunto, formam uma 
pequena região do domínio do objeto onde MHIO (respect. EH) permanece esta-
cionado durante um grande número de ciclos. Em nossos experimentos constatamos 
várias regiões de estagnação. Elas ocorreram em quase todos os experimentos que 
realizamos. Para evitá-las, tivemos de quebrar as regras de (4.20) em alguns ciclos 
de iterações. 
Figura 4.3: As imagens acima, na sequência da esquerda para a direita, representam respectiva-
mente: o objeto origínal 1 ]; a condição inicial aleatória, f( 0); a imagem recuperada pelo método 
MHIO, jiMHio, e a recuperada pelo EH, jiEH. Na primeira fileira, as imagens j!MHIO e j!EH 
sãD próximas a f, com erros dados respect. por 6 j(MHIO ) = .29769e-1 e 6 -(EH) = .19845e-l. Na 
segunda fileira, YIHIO convergiu próximo à imagem gêmea, com erro o1(~1Hl0) = .19234e-l, e 
EH convergiu próximo à imagem verdadeira, com erro 61(EH) = .18036e-l. Nestes experimentos, 
o índice de ruído é EaF = 0.1 e os valores de SI\R são respectivamente 53.763 e 53.686. No primeiro 
experimento, ambos MHIO e EH foram executados com 1 ciclo. No segundo, MHIO foi executado 
com 3 ciclos e EH com 6. 
Outra desvantagem do HIO que constatamos em nossos experimentos foi a de 
que quanto maior o ruído introduzido nas amplitudes, maior a dificuldade dele de se 
aproximar do mínimo global. Também maior é a probabilidade de ele estagnar em 
alguma região distante do mínimo global. Isto aconteceu em vários experimentos 
feitos para valores de é"F = 0.3 e éaF = 0.5. 
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Em resumo, podemos concluir que, para condições iniciais aleatórias, os métodos 
funcionam bem para E: 0 F = 0.1. Também não foi verificado nenhuma melhora signi-
ficativa do MHIO sobre EH, exceto que na maioria dos experimentos, o número de 
ciclos para o MHIO foi menor do que para o EH. 
Figura 4.4: Experimentos com índice de ruídos nas amplitudes e SN"R dados respect. por 
Eap = 0.1 e SKR = 56.402. Condição inicial aleatória. i\" a sequência da esquerda para a direita 
temos j, fiO), ][MHIO e ]IEH. Ambos os métodos convergiram, em 2 ciclos, próximos à gêmea 
da imagem originaL com erro Jj(:\1HIO) = .23139e-l e Jj(EH) = .63065e-l. 
A seguir apresentamos os resultados de MHIO e EH para índices de ruídos nas 
amplitudes, dado por E0 F = 0.2. Para o exemplo da figura abaixo, ambos MHIO e EH 
estagnaram em uma região, apresentando em média erro dado por Ój(MHIO)::::: 0.3. 
Por isso, quebramos a convenção (4.20), executando MHIO e EH com um número 
fixo de iterações igual a 50 para o HIO. "!esta nova situação , os dois algoritmos 
estagnaram primeiramente em uma região , cujo erro, para ambos, ficou próximo 
de 0.26. Depois eles saíram desta região de estagnação e foram para uma outra 
cujo erro, para ambos, ficou acima de 0.27. Em vista da imprevisibilidade desses 
métodos decidimos, então , interromper nossa busca, em ambos os casos, e coletar 
os resultados obtidos no terceiro ciclo, que foram os melhores dentre os outros. 
Assim, ao fim do terceiro ciclo, obtivemos, para ambos MHIO e EH, um mínimo 
Figura 4.5: Experimentos com índice de ruídos nas amplitudes e S:'i"R dados respect. por 
Eap = 0.2 e Sl\R = 26.713. Condição inicial aleatória. ?\a sequência da esquerda para a direita 
temos f, fiO I, ][MHIO e fiEH . Os erros, após o terceiro ciclo de iterações. correspondentes às 
duas últimas imagens foram J j(MHIO ) = .26553 e o j(EH ) = .26145. 
locaL distante da imagem original pelos valores S 1(MHIO ) = .26553 e o j(MHIO ) = 
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.26145 respectivamente. 
Com as outras imagens, obtivemos igualmente, estagnação tanto do MHIO quanto 
do EH. Para EaF 2: 0.3 a situação fica ainda pior, ocorrendo sempre estagnação dos 
métodos, com erros de convergência ainda maiores e, portamo, com pontos de con-
vergência associados a imagens ainda menos nítidas. 
4.6.2 Condições iniciais obtidas por perturbação da fase ori-
ginal 
Na Figura seguinte apresentamos as imagens produzidas por MOFS, ER e EH, a 
partir de perturbações da fase original, com índice de ruído Eq, = 200 e norma relativa 
NR = .63429. O índice de ruído nas amplitudes e o SNR foram respectivamente 
EaF = 0.4, e SI\R = 17.555. 
Figura 4.6: As duas imagens do topo representam o objeto original e a condição inicial, obtida 
por perturbação da fase original, com índice de ruído E <f> = 200 e NR = .63429. O índice de ruído 
nas amplitudes e o SNR são EaF = 0.4, e SNR = 17.555.As imagens de baixo são, da esquerda 
para direita, os pontos (que acreditamos serem mínimos locais) obtidos pelos métodos MOFS, 
ER e EH, com erros dados por Ój(MOFS) = .25411, Oj(ER) = .28921 e oj(EH) = .31983 
respectivamente. 
Como dissemos, níveis de ruídos com EaF > 0.2 já faz do HIO um método 
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não muito eficiente para visitar regiões de mínimos globais. Essa ineficiência au-
menta à medida que Ecq cresce. Eap = 0.4, p.ex., já é considerado um valor alto 
para esses prósitos. Quanto ao ER, sabemos que a distância máxima para a sua con-
vergência (veja seção 4.4), na maioria dos casos, é sempre menor que a exigida pelo 
:V!OFS (veja Tab. 7 da seção 4.4). Este fenômeno nos faz acreditar que, na maioria 
dos casos em que ternos uma convergência razoávef' do MOFS, para condições ini-
ciais cuja distância máxima satisfaz DMIMoFs 2': 0.6, temos uma convergência ruim 
doER quando iniciado à mesma distância DMIMoFS da fase original. Assim, para 
essess tipos de condições iniciais, MOFS tem apresentado melhores resultados do 
que ER e o EH. I\o exemplo da Figura, o erro relativo aos métodos :\10FS e ER 
não foram tão distantes um do outro (5j(:\1IOFS) = .2541L Ój(ER) = .28921). 
!\!esmo assim, o valor excedente de ój(ER) sobre Ój(MOFS) ( = .03510) já é o su-
ficiente para produzir urna piora na nitidez da imagem recuperada pelo ER, quando 
comparada com a da imagem recuperada pelo MOFS. Dos 3 métodos, EH foi o que 
apresentou pior erro. Para atingir a imagem que a Figura mostra, foram necessários 
7 ciclos, com quebra da convenção ( 4.20) nos sexto e sétimo ciclos, onde foram exe-
cutados para o HIO, em cada um, 50 iterações ao invés de 400 e 300 respectivamente. 
O menor valor que conseguimos para o erro o 1(EH ) , entre todos aqueles calculados 
ao longo dos ciclos, exceto o da primeira execução do ER (ó1(ER) = .28921), foi 
.31983. 
I\o próximo exemplo, tanto MOFS quanto EH apresentaram bons resultados. 
ER foi o que apresentou pior resultado. A situação considerada neste exemplo é a 
de que todos os três métodos foram iniciados do mesmo ponto, g(o), cuja distância da 
fase original considerada foi DMIMoFs = .62273. I\ este experimento, consideramos o 
indíce de ruídos nas amplitudes dado por EaF = 0.3. O valor do S!\'R correspondente 
é SNR = 18.653. O índice da perturbação da fase que determinou a distância 
máxima para a convergência do .MOFS foi E<t> = 50. Para esta condição inicial, os 
erros apresentadoos pelos três métodos foram 51(MOFS) = .77266e-1, Ój(ER) = 
.36071e+00 e Ój(EH) = .62914e-L 
Apesar de termos obtido bons resultados para ambos, MOFS e EH, a vantagem 
do nosso método sobre o ER nas condições citadas acima, é a de que não necessita-
mos do processo exaustivo de busca do EH, com tentativas aleatórias de mudança 
no número de iterações para o HIO, sem ao menos podermos pré estabelecer qual-
quer critérios (corno fizemos em (4.20), devido à completa irnprevisibilidade do HIO. 
Neste exemplo, que iremos exíbir a seguir, foram necessários exaustivos 11 ciclos, 
com quebra da regra que determina o número de iterações para o HIO a partir do 
quinto ciclo, onde foram sempre tomadas 50 iterações, com excessão do quinto ciclo, 
onde consideramos 100 iterações para o HIO. 
6 no sentido de a imagem produzida apresentar alguma nitidez: 
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Figura 4.7: As duas imagens do topo representam o objeto original e a condição inicial 1 obtida 
por perturbação da fase original, que determina a distância máxima para a convergência do ~10FS. 
O índice de ruído é c9 = 50 e DMI>rOFS = .62273. O índice de ruído nas amplitudes e o S:\R 
são Eap = 0.3, e Sê-iR = 18.653. As imagens de baixo são, da esquerda para direita, os pontos 
obtidos pelos métodos MOFS, ER e EH, com erros dados por oj(:'v10FS) = .77266e-1, oj(ER) 
.3607le+00 e o j(EH ) = .62914e-1 respectivamente. 
4.6.3 Condições iniciais com a informação das amplitudes 
com sinal 
Encerramos nossos exemplos em problemas que usam a informação das ampli-
tudes com sinal, na construção da condição inicial. O sinal de Fu = nu exp( i<Pu) 
(veja ( 4.9)) traz bastante informação a respeito da imagem verdadeira. De fato, em 
todos os experimentos sem ruídos, (veja Tabela 2) foi verificado a convergência do 
MOFS ao mínimo global, quando usamos esse tipo de condição inicial. ER, embora 
tenha convergido, apresentou menor precisão no erro de convergência. A própria 
condição inicial, construída a partir das amplitudes com sinal, já traz informação da 
imagem original. De fato, para estes pontos, a imagem do suporte aparece no-
vamente, e invertida, no quarto quadrante da imagem j(0l. Esta aparência que a 
imagem f(o) apresenta, se mantém, mesmo em problemas com ruídos nas ampli-
tudes. Mesmo que o indíce do ruído ainda seja grande. Por isso, quando iniciamos 
de condições do tipo em (4.10), J'viOFS sempre recupera a imagem original, quase 
que completamente, desde que o ruído das amplitudes não seja muito grande. 
:.\ós não apresentamos os resultados nem do MHIO e nem do EH devido ao 
péssimo desempenho do HIO, que se manteve sempre muito distante da imagem 
original em todos os ciclos. O fracasso do HIO se justifica pela enorme quantidade 
de ruído introduzida nas amplitudes: Scq = 1.0 para o primeiro exemplo e E"F = l.S 
para o segundo. 
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Figura 4.8: As imagens acima, na sequência da esquerda para a direita, representam respectiva-
mente: o objeto original, f; a condição inicial, f( o), com a informação das amplitudes com sinal; a 
imagem recuperada pelo método MOFS, JiMOFS , e a recuperada pelo ER, f lER . O índice de ruído 
nas amplitudes e o valor do SNR são dados por SnF = 1.0, SNR = 5.0078, relativos às imagens 
da primeira fileira e Enp = 1.5, SNR = 3.2136, relativos às da segunda. Os erros são J j(MOFS ) 
= .22354e+00, 5 j(ER ) = .29382e+00, para os mínimos locais da primeira fileira, e J j(MOFS ) = 
.46189e+00, J j(ER ) = .5330le+00 para os da segunda. 
4. 7 Conclusões 
Depois de muitos experimentos, concluímos que, na situação de amplitudes com 
ruídos, nosso método apresenta vantagens sobre os métodos de Fienup quando us-
amos os seguintes tipos de condições iniciais: as obtidas por uma perturbação da fase 
original e as que usam informação da amplitude com sinal. Especificamente, para as 
condições do primeiro tipo, YIOFS converge bem, mesmo quando o SNR é relativa-
mente baixo. Isto se deve ao fato de o método de otimização L.BFGS.B , que usamos 
na composição do :VIOFS, ser um método tipo Newton e, portanto, convergir sem-
pre a um mínimo global da função custo associada, para todas as condições iniciais 
que estiverem suficientemente próximas deste mínimo global. Esse comportamento, 
como vimos nas Tabelas 5 e 7, não ocorre com o ER tendo em vista que, em todos os 
experimentos em que adotamos f(O) = f(ac, t/Jc, a, g(D)) como condição inicial para o 
ER, onde g(D) é a condição inicial que define a distância máxima para a convergência 
do :VIOFS, ele (o ER) não conseguiu atingir o mínimo global. Vemos portanto que 
apesar de ER e MOFS serem métodos que reduzem a mesma função custo, seus 
comportamentos são diferentes, o que para nós não é novidade, pois como sabemos, 
ER é um algoritmo de projeção e o MOFS é um algoritmo do tipo :'\ewton. 
Outra situação que põe MOFS em vantagem sobre os outros métodos é aquela 
117 
em que o índice de ruído introduzido nas amplitudes seja relativamente alto, de 
modo que YIOFS continue convergindo próximo da solução global, mas que HIO 
permaneça sempre afastado desse mínimo. Como consequência, MHIO será também 
melhor do que EH. Outra vantagem do l'v!HIO sobre o EH que temos observado em 
muitos experimentos é que, em caso de boa convergência para ambos, o primeiro 
tem exigido menos ciclos para se chegar perto do mínimo global do que o segundo. 
Uma das desvantagens do MOFS é o tempo de execução para a busca da solução. 
Para o caso de imagens de suporte 64 x 64, por exemplo, e critérios de parada 
de baixíssima precisão, ;_;roFS tem gasto em média 01 (uma) hora, enquanto ER 
e HIO, com 10 mil iterações , não gastam mais do que 2 minutos. Entretanto, 
em situações especiais de ruídos nas amplitudes que põem MOFS em situação de 
vantagem sobre o EH (como comentamos no parágrafo anterior), pode ocorrer de 
o tempo gasto pelo MOFS, mesmo sendo grande, ainda ser menor do que o tempo 
total gasto pelo EH para atingir um ponto que esteja suficientemente próximo da 
solução , tendo em vista a imprevisibilidade do número de ciclos necessários para 




Geralmente na prática os valores coletados das amplitudes de uma certa trans-
formada de Fourier, F, vêm acompanhados de ruídos que precisam ser eliminados, 
:\a tentativa de eliminarmos tais ruídos, nós sugerimos neste capítulo, para o caso 
1-D, um método de filtragem dos dados das amplitudes com ruídos baseado na 
teoria dos multiplicadores de Lagrange [57], Basicamente a idéia é encontrar o ve-
tor mais próximo do vetor das amplitudes com ruídos que satisfaça à identidade 
das amplitudes, uma condição necessária para a existência de solução do problema 
inverso, 
Seja 
_ ( . . . )T m+l ap- ao,a 1 ,,,,,am E lR (5,1) 
o vetor das amplitudes de F Suponhamos que, em um dado experimento, as ampli-
tudes em (5,1) foram detectadas com a presença de ruídos aditivos, i,e,, 
iip = Qp + Tj, 
onde TJ é o ruído definido, de acordo com (4,3), por 
Queremos encontrar um vetor 




o mais próximo possível de iip e que satisfaça à identidade das amplitudes (L62), 
Em outros termos, queremos resolver o seguinte problema de mínimos quadrados 
com restrição : 
m-1 
restrito a: 3J + 2 L(-1)k.et + (-1)me;; =o (5,4) 
k=l 
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A condição de restrição (5.4) pode ser reescrita na seguinte forma de produto interno 
<B,D/3>= O, 
onde D é a matriz diagonaL de tamanho (m + 1) x (m + 1), dada por 
D = diag(1, -2, 2, ... , -2( -1)m, ( -1)m). 
(5.5) 
Resolveremos o problema de minimização acima usando o método dos multipli-
cadores de Lagrange. Para tanto, devemos considerar o seguinte funcional definido 
por 
(5.6) 
onde À E lRi. é o multiplicador de Lagrange. Sabemos que o ponto (.B, :\) que minimiza 
o funcional J deve satisfazer 
:Vlostra-se que 
v ;31($, :\) = 0: 
v >,J($, :\)=o. 
Val = 2(5- ãF- ÀD/3). 
(5.7) 
Desde que a segunda equação de (5.7) é exatamente a equação de restrição (5.5), 
segue que a solução (B, :\)de (5.7) satisfaz: 
:J = [I- :\D(1ãF: 
< S, D:J >=O. 
Cma substituição de (5.8) em (5.9) implica na seguinte equação : 
1 -2 2 -2 2 -2 
(1 - :\)2 cto - (1 + Ú)2 a1 + (1 - 2:\)2 a2 -
2(-1)m~1 - (-1)m -2 O 




Assim, o ponto (S, :\)que minimizao funcional J dado em (5.6) deve satisfazer (5.8) 
quando :\satisfaz a equação (5.10). 
Desde que À deve ser reaL mostraremos então que a equação (5.10) possui sempre 
uma raiz reaL De fato para o caso em que m é par, (5.10) se reescreve como 
- A B C 
P1(>.) := (1- :\)2 + (1 + Ú)2 + (1- 2:\)2 =O. (5.11) 
d 4 - -.z , - 2 O B - ? ( - z -2 ' -.2 ) O C - 2 ( -2 , -.z on e . - a 0 -r ctm > , - -~ ct1 + a 3 -r ... + ctm_1 < , · - a 2 -r a 4 + 
... &;;,_ 2) > 0: e para o caso em que m é ímpar, (5.10) se reescreve como 
- D E F G 
p2().) := (1- :\)2 + (1 + Ú)2 + (1- Ú)2 + (1 + :\)2 =O, (.5.12) 
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onde D = ãÕ > O, E = -2(ãi + ã~ + ... + ã;',_2 ) < O, F = 2(ã~ + ã~ + ... + 
ã?n-1) > O, G = -ã;', < O. 
Agora,desdequep1 (1/2) =p2 (1/2) = +x e p1 (-1/2) =p2 (-1/2) = -xsegue 
que tanto (5.11) quanto (5.12) possuem uma raiz no intervalo aberto (-1/2, 1/2), o 
que garante, portanto, (5.8). 
O nosso candidato a li F será, então, o vetor j dado pela equação (5.8), onde .:\ 
é solução real de (5.10). 
:'\o procedimento de determinação do vetor Õp, nós escolhemos um valor para o 
índice de ruído. de modo a garantir sempre a existência de raiz real para 'fh e p2 . 
A seguir exibiremos uma tabela com os resultados dos erros e (f) e e(]) obtidos 
após executarmos os métodos ER e :VIOFS, para cada um dos exemplos da Tabela 
L nas situações anterior e posterior à filtragem, ou seja, quando tomamos os vetores 
Õp e_liF, respectivamente, como representantes para o vetor das amplitudes. Aqui, 
- - -f e f representam as estimativas de f quando consideramos êip e Õp como o vetor 
das amplitudes respecti,·amente. 
Observemos que não incluímos desta vez os resultados da execução do HIO devido 
à sua instabilidade na presença de ruídos (também verificou-se nos experimentos que 
o processo de filtragem não garante a convergência do HIO ) . 
Para cada exemplo da tabela consideraremos o índice, Ery, do ruído 1J em (5.2), 
constante e igual a 0.9. Também assumiremos 
seed(1J) = 87 
em todos os exemplos. 
Em todos os experimentos, ER foi executado com 4000 iterações. 
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I Tab.S Determinação do erro obtido pela norma da estimativa f 
avaliada fora do suporte. Amplitudes com ruídos. 
B(01 = condição inicial aleatória. é" = 0.9 
rn 
• 
seed(f) I seed(B(01) I e(/,]) e(])LwoFs I I e(JJIAwFs I e(]) lER /I e(]) lER I 
i I ' I i 
i 8 ' 123002 2 .36893e-1 I .8637/e-11 /.57591e-1 I .86377e-11 j.57591e-1 
! 8 3141592 i 2951413 I .38335e-1 i . 70938e-11 /.15498e-1 ! .70938e-1/ /.15476e-1 . 
I 8 1012 2101 .2í749e-1 .86229e-11 /.7100íe-1 .86229e-11 j.71007e-1 
8 7 908 , .42810e-1 I .56709e-1/ l.13317e-1 .56708e-11 j.13316e-1 I 
8 ! 1 2 .19655e-1 .37342e-11 l.88310e-4 I .37341e-11 j.97460e-7 I 
16 435 i 32 .. 16200e-1 , .22006e+OI /.216.52e+O .68242e-11 l.57728e-1 
' 16 ! 9215143 ' . 29.5113 .80676e-2 · .36648e-11 /.32942e-1 .. 5079le-1/ j.48436e-1 
i 16 2100 i 2101 l .14102e-1 1, .69364e-11 l.59164e-1 'r .69329e-11 l.59145e-1 
32 ! 709 908 
' 
.60690e-2 .59914e-11 l.57231e-1 I .62097e-1/ j..59423e-1 
32 21709 12908 .98627e-2 
' 
.45772e-11 j.31960e-1 I .58040e-11 /.41220e-1 
' 641 11027 76908 .52598e-2 .33833e-11 l.25798e-1 . 71835e-1/ j. 68043e-1 
64 82038 87109 .41894e-2 .56755e-11 j.51834e-1 i .62097e-11 /.57471e-1 , 
64 1042510 1093221 .66947e-2 'r .44000e-1/ I. 29354e-1 .48762e-1 I I .36685e-1 
I 12 81 2r o3 I 4 27 3 ' .2 7083e -2 I - ? - 2 54e-1 .39o9_e 1/ I 3 6 i 1 - . -4210 e 11 j.382o2e 
Além dos _erros, exibiremos na tabela o valor da distância e(],]) entre as esti-
mativas f e f da imagem original f, calculada no domínio de Fourier. 
Esta distância é útil para avaliar quão próxi~o os vetores ãF e &F se encontram 
um do outro. A fórmula para o cálculo de e(],]) está dada em (2.14). 
Comparando os resultados da Tabela 8, vemos que, ao contrário do caso sem 
ruídos (ver tabela da seção 4.3.1), MOFS apresenta um comportamento completa-
mente similar ao ER. Em muitos experimentos observou-se inclusive que, partindo 
de uma mesma condição inicial, ER e MOFS convergiram a um mesmo mínimo 
local. 
A quarta coluna da tabela acima mostra que os vetores ãF e J:F estão muito 
próximos um do outro, o que explica, talvez, o fato de a filtragem não ter sido um 
método tão eficiente assim, capaz de garantir a convergência dos algoritmos a um 
ponto mais próximo de um mínimo global. Isto pode ser constatado na tabela, ~o 




Prova do Lema 1.2 
'\este apêndice resolvemos explicitamente o problema da fase 1-D nos casos m = 
2 em= 3. 
Lema 1.2 Sejam f= [ fo h . . . fm-! O O ... O ]TE lRn: Ctu = IFu! \lu 
e Eu = sgn(Fu), para u =O, m. 
(a) Se m = 2, então 
fo = (eoeto + Ezetz)/2, h= (eoeto- Ezet2)/2. (A.1) 





6 = 12[16a~ - ( Eoeto - 3e3a 3)2] 2': O. 
Demonstração: Suponhamos que Ctu = IFufll u. (a) Sem= 2, obtém-se (A.1) 
resolvendo-se o sistema (1.66) para fo e h. (b) Suponhamos m = 3. Mostra-se que 
o sistema formado pelas equações (1.65) e (1.66) é equivalente ao sistema 
- aõ/4+aV4-fiFfi2/12, 
(Fo + F3)/2, 




Consideremos então o sistema ( A.4). A terceira equação nos dá imediatamente 
h = ( EoO:o - E3 o:3 ) /2. ?\otemos que a última equação é a identidade das amplitudes. 
Se substituímos a segunda equação na primeira obtemos, após simplificação dos 
termos 1 . a seguinte equação do segundo grau, em fo, 
(A.5) 
Como fo é solução real de uma equação do segundo grau, então o discriminante 
desta equação deve ser não negativo, i.e., 
2. = 192o:~- 12(o:~- 6FoF3 + 9o:D 2: O, 
ou equivalentemente 
4o2 2: !Eoo:o - 3E3o:31· 
Segue que f o = r+ ou fo = r-, onde 
e 








Matriz diagonalmente dominante 
I\ este apêndice provamos que BBT é diagonalmente dominante por linhas, onde 
B é a matriz dos coeficientes do sistema (1.82) ou, equivalentemente, a matriz dada 
por (1.84). 
Proposição B.l Sejam os inteiros m1 2': 1, m2 2': 1 e seja B a matriz dos co-
eficientes do sistema linear (1.83), i. e., a matriz dada por (1.84), (1.85) e (1.86). 
Então o termo geral, cik• da matriz simétrica BBT para O ::; j ::; k ::; m 1 + m2 , é 
{ 
4(2m1m2 - 1): j = k =O, 
c1k = 2(1+(-1)i+k); 0:S:j<k:S:m2 -L. 
4(m1m2 - 1); 1::; j = k::; m2 - 1. 
{ 
4(2m1m2 -1); j=k=O, ouj=k=m1 , 
Cm2+j.m2+k = -2(1 + ( -1)17k); Ü :'ó: J < k :'ó: m1, 
4(m1m2 - 1); 1 ::; j = k::; m1 - 1. 
Consequentemente, BBT é diagonalmente dominante por linhas, para todos os va-
lores inteiros positivos m 1 e m2 tais que m1 m 2 > 1. 
Demonstração : Para provarmos o resultado principal, precisaremos de outro 
resultado importante, cuja verificação é imediata: 
m-1 { 1-(-1)P .. p L 0Jpv = 1 - wP ' se~ =J 1, 
v=O m: se wP = L 
(B.1) 
quando w = exp(xi/m). Se tomarmos a parte real de ambos os lados de (B.1), e 





Apesar de termos uma expressão explícita para a matriz Bem (1.85) e (1.86), será 
mais fácil provarmos a expressão que determina o termo geral de BBT se utilizarmos 
o sistema de equações polinomiais (1.82): 
SJ(b) =O; j = O,L. .. ,m1 +m2 , (B.4) 
quando 
m2-l m1-l n2-l 
SJ(b) .- boo + 2 L Re(w~j)bov + ( -1)Jbom2 + 2 L L ( -1)uRe(w~j)buv 
v=l u:::::l v=O 
+ ( -1)m1 [bm,o + 
m2-l 
2 L Re(w~j)bm1 v + ( 
v=l 
1)lbm1m 2 J , 
(B.õ) 
para j =O, 1, ... , m 2 - 1, e 
m2-l mr-1 n2-l 
Sm,+k(oF) := boo+2L(-1)vbo.,.+(-1)m'bom2 + 2L L(-1)1 Re(wfk)buv 
+ (-1)k [::,o+ 2~1(-1)vbm,v+(-1)~~b~1=2°J, 
(8.6) 
para k =O, L ... ,m1 . 
Notemos que 
cjk = < [B]uJ, [B](kJ >, 
onde [BJuJ representa a j-ésima linha da matriz B e, < ·, · >, o produto interno 
euclidiano. Como a matriz BBT é simetrica, de ordem m1 + m 2 + 1, obteremos Cjk 
apenas para valores de O:"-: j ::-; k :"-: m1 +m2 . O cálculo de< [B]uJ, [BlzkJ >é obtido 
multiplicando-se os coeficientes do polinômio SJ ( b) pelos seus correspondentes em 
Sk(b) e, então, somando-se os produtos assim obtidos. Deveremos então considerar 
os três seguintes casos 
(I) < [BJuJ, [B](k) >: O :"-: j :"-: k :"-: m2- 1. 
(II) < [B](j), [B](m2+k) >; O :"-: j :"-: m2 - 1, O :"-: k :"-: m1 e 
(III) < [B](mz+Jl• [B](mz+k) >; O:"-: j :"-: k :"-: mt. 
A demonstração dos três casos são análogas entre si, portanto a faremos somente 
para um deles. digamos o caso (II). 
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Devemos mostrar que 
[BI fB" -f1 + (-1)m1 ~k] .r1 + (-1)mz+J] ... < ,(j), l ](mz+k) > = l , · 
para todo O ::; j ::; m2 - L O ::; k ::; m,. De fato multiplicando os coeficientes de 
S1(b), dados em (R5), pelos seus correspondentes em Sm,+k(b), dados em (B.6), e 
depois somando os termos, assim obtidos, teremos 
m2-l 




L:= L (-1)uRe(wrk), 2::2 := L (-1)"Re(w~1 ), 
u=l v=l 
aj := 1 + (-l)mz+j' 
Verifica-se imediatamente que 
nz-1 
L(-1)"Re(w~1 ) = a1 (1 + 2::2 ). 
t:=O 
(B.8) 
Então levando o segundo membro das expressões que definem 2::1 , 2::2 , a h bk e, 
também, o segundo membro de (R8), em (B. 7), obtemos 
< [B](j), [B](mz+kl > = ajbk + 4bk2::2 + 4aJ2::1 (2::2 + 1). (B.9) 
Desde que 
u=l 
então, fazendo uso de (B.3) e observando que, para o caso (II), 
somente quando k = m 1 , 
consegue-se mostrar que 
(B.10) 
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Se também levarmos em conta que, para o caso (II), w:;'27J é sempre # 1, então, 
novamente por (B.3), conclui-se que 
1 2:": 2 = - 2aj; O :S j :S m2 - 1. (B.l1) 
Agora, levando o lado direito de (B.10) e (B.ll) em (B.9) e levando em conta que 
ternos: 
caso (II.l): se O::; j ::; m2 - 1. e O ::; k::; m1 1, então 
a1bk + 4bk( -aj/2) + 4aj( -bk/2) { -(aJ/2) + 1} 
a]bk- 3aJbk = -aJbk. 
caso (II.2): se O :S j::; m 2 - 1. e k = m 1 , então 
< [B](j), [B](m2 +ml) > ajbm1 + 4bm, ( -aj/2) + 4aj(ml- 1) { -(aj/2) + 1} 
- ajbm1 - 2bm,aj 2aj(m! -1) + 4aj(ml -1) 
- -ajbm1 • 
Assim, mostramos que 
para todo O :S j :S m2 1, O :S k::; m 1 . 
A demonstração dos outros casos, (I) e (III), são inteiramente análogas à do caso 
(II) e, portanto, serão omitidas. 
Finalmente mostremos que BBT é diagonalmente dominante por linhas, i.e., que 
m1+mz 




para todo O :S j :S m 1 + m 2 , com m 1m2 > 1. Para simplificação de notação, 
denotaremos a soma do lado direito de (B.12) simplesmente por L":k#J ic1kf· 
Os elementos da diagonal principal da matriz BBT assume um dos dois valores 
indicados abaixo: 
se j =O, m 2 , m2 + m 1, 
se 1 :S j :S m2 - 1 ou m2 + 1 :S j ::; m2 + m 1 - 1. 
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\'otemos também que os elementos não pertencentes à diagonal principal assumem 
valores iguais a O ou a -4. :VIostraremos agora que as linhas j = O, j = m 2 e 
j = m 1 + m 2, da matriz BBT, contêm no máximo m 2 + m 1 -1 elementos CJk• j f k, 
com icJkl = 4, ou, equivalentemente, que cada uma elas contém pelo menos um 
elemento nulo. De fato, por inspeção rápida nas fórmulas que definem o termo geral 
c1k, conclui-se que 
c01 O, 
Cmz.mz+l = O. 
Cmz+mt,mz+mJ-1 - Cmz-r--m1-Lm2-+"m1 = Ü 
Segue portanto que 
2:::: lc1kl < 4(ml + m2- 1), para j =O, m2, m2 + m1. 
k:::f:-j 
Então, como m1m2 > 1, resulta 
8m1m 2 - 4m1 - m2 
- 4(mJ- 1)m2 + 4(m2 1)m1 
> o, 
para j = O, m2, m1 + m2. 
Em seguida mostraremos que cada linha j, com 
possuem pelo menos três elementos nulos. De fato, se 1 ::; j ::; m2 - 1, então 
Cj,j-l 
Cj,j+l 




c1-1,j = O, 
Cj,mz-1 
Cj,J-1 
Cj,J+l - o. 
Portanto. se 1 ::; j ::; m 2 - 1 ou m 2 + 1 ::; j ::; m 2 + m 1 - 1, temos 




4(m1m2 - m1 - mz + 2) 
4[(m1 - 1)(m2 - 1) + 1)] 
> o, 
para 1 ::; j ::; m 2 - 1 ou m2 + 1 ::; j ::; m2 + m1 - 1. Conclui-se portanto 
a demonstração de que BBT é diagonalmente dominante por linhas, sempre que 
m 1 m2 > 1. O caso trivial m 1 = m2 = 1 não é considerado pois, neste caso, 
não é diagonalmente dominante por linhas • 
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