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RESUMEN
Esta Tesis Doctoral pretende proporcionar un mecanismo que permita
crear un esquema de sincronización en Redes Inalámbricas de Senso-
res. El mecanismo desarrollado permitirá sincronizar una red de nodos
teniendo en cuenta los gradientes de temperatura existentes en el en-
torno de trabajo. Con esta motivación, se ha desarrollado este trabajo,
el cual presenta dos aportaciones científicas principales:
La primera de ellas es la creación de un modelo matemático depen-
diente de la temperatura, el cual permita ajustar los diferentes desfa-
ses producidos en el oscilador del sistemas como consecuencia de las
variaciones de temperatura.
La segunda aportación consiste en la creación de cuatro protocolos de
sincronización basados en el modelo matemático previamente citado.
Los citados protocolos no sólo son capaces de mejorar el comporta-
miento del error de sincronización frente a cambios de temperatura,
sino que además, mejoran el error de sincronización con respecto al
protocolo de sincronización FTSP.
ABSTRACT
This Ph. Thesis aims to provide a mechanism for synchronizing Wire-
less Sensor Networks. It allows the synchronization of a network under
changing temperature conditions minimizing the average synchroniza-
tion error. This work provides two main scientific contributions:
The first one is the development of a new mathematical model based
on temperature changes. Using this model, the impact of the oscillator
drifts in synchronization protocols is reduced.
The second contribution is the proposal of four new synchronization
protocols based on the above mentioned mathematical model. Compa-
red to FTSP, these protocols reduce the average synchronization error
in all situations, especially, under temperature variations.
ix
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La naturaleza racional del ser humano crea la necesidad de transmitirlas ideas, conocimientos y sentimientos existentes en el cerebro. Es-
te proceso recibe el nombre de comunicación. Según Berelson [21], la
comunicación se define como «la transmisión de información, ideas,
emociones y habilidades, a través de símbolos palabras, imágenes, fi-
guras, gráficos, etc».
Muchos han sido los avances científico-tecnológicos conseguidos des-
de principios del S. XIX, hasta la actualidad, donde los seres humanos
pueden comunicarse con sus semejantes de manera instantánea a tra-
vés de las redes de comunicaciones. Estos avances, plantean nuevos retos.
Uno de los más desafiantes para la comunidad científica es desarrollar
aplicaciones de Tiempo Real haciendo uso de dispositivos de comuni-
cación autónomos con capacidad de comunicación inalámbrica.
Esta Tesis Doctoral utiliza las comunicaciones inalámbricas de bajo
coste, para llevar a cabo la propuesta de nuevos mecanismos de sincro-
nización orientados a aplicaciones de Tiempo Real.
3
4 introducción
1.1 HISTORIA DE LAS COMUNICACIONES
Desde el origen de los primeros procesos comunicativos del ser hu-mano hasta la actualidad, muchos han sido los dispositivos creados
para facilitar esta tarea:
En el año 1832, Samuel Morse comienza a desarrollar un prototipo
de sistema telegráfico con un electromagneto incorporado. Al año si-
guiente, en 1833, Morse realiza la primera demostración pública de su
telégrafo. El sistema no estaría completamente listo para ser utilizado
hasta el 1 de Mayo de 1844. Es en esta fecha, y gracias a la financiación
proporcionada por el gobierno de los Estados Unidos, cuando se lanza
el primer mensaje telegrafiado de larga distancia. Este mensaje detalla-
ba la nominación de Henry Clay como aspirante a Presidente de los
Estados Unidos. La comunicación fue telegrafiada desde una conven-
ción de su partido político en Baltimore al Capitolio, en Washington.
Unos años más tarde, en el año 1857, Antonio Meucci desarrolla un
dispositivo con el objetivo de conectar su oficina y su dormitorio, si-
tuado en el primer piso de su vivienda. La idea nace con la intención
de poder comunicarse con su esposa, la cual sufría una enfermedad
de tipo reumático. Meucci, sin los medios económicos suficientes para
patentar lo que acababa de crear, muestra su invento a Western Union.
Western Union no sólo hizo caso omiso a la creación, sino que además
se queda con los materiales entregados por Meucci. Este material ter-
minó en poder de Alexander Graham Bell, quien desarrolla un nuevo
teléfono como propio.
En 1876, Bell descubre la necesidad de utilizar corriente continua para
transmitir la voz humana. Gracias a esto, patentó unas horas antes que
su compatriota Elisha Gray el primer teléfono capaz de transmitir y
recibir voz humana con toda su calidad y timbre. Un siglo más tarde,
el ser humano ya cuenta con líneas telefónicas capaces de interconec-
tar dos puntos cualesquiera del globo terrestre. Ya no sólo se tiene la
necesidad de enviar y recibir comunicaciones de voz, se hace necesaria
la transmisión de datos. En base a este concepto, nace lo que se conoce
como «Redes de Comunicación». La idea principal es la de tener una
red de computadoras diseñada para permitir la comunicación entre
usuarios de diversos equipos. Para ello, se haría necesario hacer uso
de las ya existentes líneas telefónicas desplegadas a lo largo y ancho
de los diferentes territorios.
1.1.1 Red de comunicaciones
Licklider fue de los pioneros al proponer el concepto de una red mun-
dial de comunicaciones. En 1960, en el documento Man-Computer Sym-
biosis [60], define el concepto de red mundial como «una red de orde-
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nadores, conectados mediante líneas de comunicación de banda ancha»
las cuales proporcionan «las funciones hoy existentes de las bibliotecas
junto con anticipados avances en el guardado y adquisición de infor-
mación y otras funciones simbióticas».
A comienzos de los 60, la agencia ARPA, comienza el desarrollo de un ARPA: del inglés,
Advanced Research
Projects Agencysistema militar de comunicaciones en red con el fin de conectar ordena-
dores de forma descentralizada. Con la descentralización, se asegura el
correcto funcionamiento de las comunicaciones incluso bajo un ataque
enemigo en uno de los nodos de la red.




transfiriendo finalmente la red ARPANET a la Agencia de Comunica-
ciones de la Defensa para su uso como red operativa a mediados de
1975. Una década más tarde, se liberan los recursos creados con el fin
de hacer un uso civil de los mismos. Es aquí donde comienza el naci-
miento de Internet.
Todos estos desarrollos responden a la necesidad de resolver un de-
terminado problema por parte del ser humano. Desde el telégrafo de
Samuel Morse hasta las actuales redes de comunicaciones dos son los
ingredientes principales: La Comunicación y la Ingeniería.
En la actualidad, gracias al uso de Internet, todo el globo terrestre
está conectado a través de líneas de banda ancha. Según la consultora
IHS [30], en el año 2013 el número de dispositivos conectados a Internet
alcanzará los 503,6 millones, frente a los 161 millones de 2010. Esto se
debe a la prolifelación de las tecnologías inalámbricas. Gracias a ellas
el acceso móvil a Internet se ha disparado en los últimos años.
La tecnología inalámbrica ha permitido avances que, a finales de los
años 90, eran impensables. Gracias a ella es posible la comunicación
entre dispositivos móviles como por ejemplo smartphones, tablets, or-
denadores portátiles, etc. Dentro de los avances proporcionados por
las tecnologías inalámbricas se encuentran las Redes Inalámbricas de
Sensores (en adelante WSN).
Una WSN es una red formada por múltiples pequeños dispositivos, WSN: Wireless
Sensor Networksconocidos como nodos, los cuales están estratégicamente distribuidos
con el objetivo de llevar a cabo una tarea global de forma colabora-
tiva. Mediante el uso de WSN es posible obtener información de un
determinado entorno y, en caso necesario, hacer uso de la información
recopilada para llevar a cabo una actuación o modificación del entorno.
La aparición de múltiples y diferentes tipos de dispositivos que pue-
den formar una WSN, obliga a tener esquemas de sincronización con
el fin de ordenar de manera temporal el uso de los diferentes recursos
disponibles. Es por ello que el eje fundamental de esta Tesis Doctoral,
gira en torno a la sincronización de los dispositivos de una WSN con
independencia de las características físicas del entorno en el que la red
sea desplegada.
6 introducción
1.2 MOTIVACIÓN SOCIAL Y PROBLEMÁTICA CIENTÍFICO-TÉCNICA
Teniendo en cuenta que en esta Tesis Doctoral se exponen técnicasde sincronización en WSN, resulta conveniente detallar una breve
exposición de este ámbito de trabajo e investigación.
A medida que avanza el Siglo XXI, crece el interés por recolectar, inter-
pretar y tomar decisiones en tiempo real en base a una serie de datos
de un determinado entorno. Históricamente, la recolección de datos
mediante el uso de redes de sensores cableadas supone un alto coste,
tanto de instalación como de mantenimiento.
Las primeras WSN datan de principios del 2000 [23, 47, 51, 61, 67].
A pesar de su juventud, se han alcanzado grandes avances en la últi-
ma década [27, 36, 44, 52, 53, 62, 100]. Las WSN pueden catalogarse
dentro de los sistemas empotrados de comunicaciones. Este nuevo ti-
po de sistema empotrado de comunicaciones proporciona conexiones
inalámbricas redundantes y tolerantes a fallos entre sensores, actuado-
res y controladores. La gran cantidad de proyectos desarrollados ha
permitido desarrollar dispositivos de tamaño y coste reducido al mis-
mo tiempo que se han mejorado el rendimiento computacional de los
mismos.
En la actualidad, en pleno apogeo del consumo de información, au-
menta el uso de sensores inalámbricos remotos. Esta revolución no
está ocurriendo de manera fortuita, sino que es consecuencia directa
de las innovaciones alcanzadas en las comunicaciones inalámbricas y
los sistemas de procesamiento personales.
Según García et al. [45], las WSN quedan clasificadas en cuatro grandes
categorías: monitorización ambiental, monitorización biomédica, segu-
ridad y aplicaciones adicionales. Gracias a las WSN es posible mejorar
la vida del ser humano en cualquier punto del planeta. El despliegue
de WSN permite anticiparse a catástrofes provocadas por daños en
estructuras arquitectónicas, mejorar la calidad del aire que se respira,
mejorar los procesos de producción en entornos agrícolas, localizar de-
terminados objetos en interiores, monitorizar pacientes en hospitales y
almacenar información sobre su estado con el fin de mejorar un diag-
nóstico médico, etc.
A las posibilidades antes mencionadas, hay que añadir la posibilidad
de desplegar nodos en lugares de alta criticidad con suma facilidad.
Las WSN permiten el despliegue de redes con una intervención míni-
ma por parte del ser humano, como por ejemplo, en situaciones que
comprometan la vida del mismo.
No cabe duda del alto impacto social de esta tecnología y las conse-
cuencias positivas que pueden tener para la mejora en la vida de los
seres humanos. Sin embargo, no todo son ventajas, existiendo una serie
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de inconvenientes sobre los que está trabajando la comunidad investi-
gadora con el fin de solventarlos.
1.2.1 Problemáticas en las WSN
Diferentes autores trabajan en los principales problemas de las WSN:
La eficiencia energética es, quizás, el mayor objetivo a alcanzar por cual-
quier WSN. Hasta la fecha, muchas son las propuestas lanzadas por
fabricantes e investigadores [2, 9, 11, 12, 16, 50] para mejorar el tiempo
de vida de todos y cada uno de los nodos que forman la red. A pesar
de que el rendimiento de una WSN puede ser medido en términos de
eficiencia energética, son muchas las aplicaciones que fuerzan a hacer
uso, además, de otras métricas.
En la actualidad, muchas son las aplicaciones comercializadas en el
campo de las WSN. Muchas de ellas están catalogadas como aplicacio-
nes de Tiempo Real. Este tipo de aplicaciones poseen fuertes requisitos,
entre los que se incluyen la minimización retardo y la robustez. Mar-
tínez et al. [63] [64] [65] están trabajando en políticas que mejoren la
calidad del servicio, más comúnmente conocida como QoS. QOS: del inglés,
QUALITY OF SERVICE
La seguridad es otro de los aspectos importantes en una WSN, en cual-
quier caso se debe evitar el robo de información y ataques que com-
prometan el correcto funcionamiento de la red. En este sentido, son
muchos los autores que han llevado a cabo trabajos en este campo co-
mo son Agah et al. [14], Deng et al. [32] y Khalil et al. [55] entre otros.
La sincronización es uno de los grandes problemas a los que se está en-
frentando la comunidad investigadora desde la creación de las WSN.
En una WSN, al igual que en cualquier sistema distribuido, la sincro-
nización temporal entre los diferentes nodos es un factor de vital im-
portancia: Primero, para llevar a cabo tareas de coordinación y colabo-
ración entre los diferentes nodos de la red es necesario tener un reloj
global del sistema. Segundo, en una WSN los nodos podrán tener dos
modos de funcionamiento, activos y en bajo consumo. Para llevar a ca-
bo políticas de minimización de bajo consumo, es necesario disponer
de un reloj que determine cuando y durante cuánto tiempo un nodo
estará en cualquiera de los modos mencionados. Por último, todos los







Gracias a la creación de un reloj común, podrán sincronizarse los no-
dos de manera que hagan uso del medio de transmisión de la manera
más eficiente posible.
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1.2.2 Sincronización en WSN
Históricamente, diversos estudios científicos [86] han puesto de mani-
fiesto la necesidad de sincronizar los diferentes elementos que forman
una red de sensores. Las motas que forman la red necesitan colaborar
y coordinar sus operaciones con el fin de poder realizar una tarea de
sensado compleja. La fusión de datos, es un claro ejemplo de cómo
utilizar datos de varias fuentes con el fin de obtener un resultado com-
plejo con completo significado. Supóngase una aplicación de tracking
de vehículos donde las motas reportan la localización y el tiempo en el
que han sondeado el vehículo. Si las motas de la red no están sincroni-
zadas en el tiempo, sería imposible reconstruir la secuencia temporal
de paquetes recibidos en el recolector de información.
La sincronización puede ser utilizada con el fin de minimizar el con-
sumo energético de una red. Para ello, es posible definir ventanas de
tiempo donde las motas deben funcionar en un estado de bajo consu-
mo. Por tanto, haciendo uso de políticas de bajo consumo energético
junto con sincronización de tiempo, sería posible tener coordinada toda
la red. De esta manera, las motas alternarían períodos de bajo consu-
mo con períodos de extracción de información del entorno. Para llevar
a cabo estas políticas de funcionamiento, es necesario tener la red sin-
cronizada.
Los protocolos de planificación de recursos, como por ejemplo TD-
MA [84], son ampliamente utilizados para definir el uso de un deter-
minado medio compartido, con el fin de evitar colisiones de datos y
disminuir el consumo energético. Este tipo de protocolos necesitan un
esquema de sincronización para poder llevar a cabo su tarea.
Las aplicaciones previamente mencionadas ponen de manifiesto la ne-
cesidad de utilizar políticas de sincronización. Sin sincronización, la
utilización de WSN en tareas complejas sería altamente ineficiente.
Cualquier política de sincronización requiere una serie de requisitos
que permitan evaluar su rendimiento (Por ejemplo, precisión vs efi-
ciencia energética).
1.2.3 Osciladores: Cambio de frecuencia
Cualquier sistema digital cuyo funcionamiento esté controlado por un
oscilador sufrirá el efecto conocido como clock skew. El clock skew
se define como la variación de frecuencia que sufre un oscilador con
respecto a su frecuencia nominal. El cristal de cuarzo encargado de
proporcionar la frecuencia de oscilación del oscilador puede sufrir li-
geras variaciones en su funcionamiento síncrono. Esto es debido prin-
cipalmente a dos factores [96]: la precisión del corte del cuarzo en el
proceso de fabricación y la variación de las variables del entorno de
trabajo (temperatura, humedad, presión, etc). Estas pequeñas variacio-
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nes, acumuladas a lo largo del tiempo, provocarán un desfase en los
relojes de los sistemas controlados por el oscilador.
Existen diversas políticas que pueden ser aplicadas tanto en el arran-
que del microprocesador como durante su funcionamiento con el fin
de mitigar el clock skew. En el caso de las WSN, por lo general, se uti-
lizan osciladores de bajo coste. Esto provoca una menor calidad de los
componentes que lo forman y, especialmente, del oscilador. Por ello,
se hace totalmente necesario disponer de protocolos de sincronización
que tengan en cuenta el valor del clock skew con el fin de ajustar los
relojes de todos los componentes de las WSN. Sólo así, se conseguirán
tener todos los nodos sincronizados.
La protocolos de sincronización deben tener en cuenta estas variacio-
nes con el fin de ajustar el reloj de cada nodo. Hasta la fecha, muchos
han sido los protocolos de sincronización implementados en WSN. Los
más importantes son considerados RBS [35], TPSN [43] y FTSP [66].
1.2.4 El error de sincronización
Muchos de los dispositivos de uso diario del ser humano necesitan es-
tar sincronizados para su correcto funcionamiento. Sin ir más lejos or-
denadores personales y servidores de todo el mundo están sincroniza-
dos entre sí mediante el protocolo NTP. Los dispositivos sincronizados, NTP: del inglés,
Network Time
Protocolno están exentos de tener cierto error en su ajuste. Para cuantificar este
desajuste se tiene el término error de sincronización. Se define el error
de sincronización como la diferencia entre los tiempos de sincroniza-
ción de todos los dispositivos que forman un sistema distribuido de
sincronización.
Dependiendo del protocolo de sincronización, el error de sincroniza-
ción tendrá una precisión que podrá ir desde los segundos hasta los
microsegundos.
En el error de sincronización, juega un papel muy importante el co-
rrecto funcionamiento del oscilador del microprocesador. Cuanto más
preciso sea éste, menores serán los errores acumulados a lo largo del
tiempo. Uno de los principales objetivos de esta Tesis Doctoral es pre-
cisamente ese. Independientemente de la precisión física que tenga un
oscilador, se busca aportar un mecanismo software que permita mini-
mizar las imprecisiones temporales.
La disminución de error de sincronización es muy deseable. La mejora
de este parámetro permite mejorar el desempeño de aplicaciones de
Tiempo Real. Además, el hecho de proporcionar mecanismos de ajuste
del error más precisos, permitirá reducir el número de resincronizacio-
nes con la consiguiente mejora en el uso de la energía proporcionada
por las baterías.
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1.3 CAMPOS DE APLICACIÓN
La motivación principal del trabajo realizado en esta Tesis Doctoral esproporcionar una aplicación real de la investigación científico–técnica
que sea útil a los intereses de la sociedad. Por ello, a continuación se
indican algunos campos de aplicación en los que la inclusión de las téc-
nicas objeto de estudio en esta Tesis podrían significar un claro avance.
Tras un análisis de estos campos de aplicación se ha delimitado el mar-
co de trabajo, que ha servido para obtener dos tipos de características,
las cuales acotan y determinan el trabajo de investigación: los objetivos
científicos que deben cumplir los métodos diseñados y las restricciones
técnicas que la tecnología actual impone en la implementación de los
algoritmos desarrollados.
1.3.1 Monitorización ambiental
En un mundo afectado por el cambio climático, las catástrofes natu-
rales y la disminución de los recursos, las WSN suponen un nuevo
mecanismo para la anticipación y mitigación de estas problemáticas.
Gracias al concepto de WSN, es posible desarrollar sistemas que res-
pondan a las amenazas causadas por catástrofes naturales, accidentes
en la industria, etc.
Las redes de sensores han evolucionado drásticamente. Las primeras
redes de sensores estaban formadas por nodos pasivos, los cuales se li-
mitaban a recopilar la información de un determinado entorno para su
posterior análisis por un especialista humano. En la actualidad, gracias
a la mejora de los dispositivos de procesamiento, es posible capturar
la información del entorno y tomar decisiones en Tiempo Real sin la
intervención del ser humano. Esto, evidentemente, mejora la velocidad
de respuesta frente a cualquier tipo de accidente o catástrofe. Según
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vil. Esto último dependerá del lugar donde tenga que llevar a cabo su
cometido de extracción de información. García el al. [45] proponen la
siguiente clasificación de la monitorización ambiental:
• Monitorización meteorológica
• Monitorización geológica
• Monitorización de ecosistemas
• Monitorización de contaminación
• Monitorización energética
1.3.2 Monitorización sanitaria
Las WSN tienen un gran potencial en el ámbito de la monitorización
sanitaria. Entre sus aplicaciones, pueden encontrarse tratamientos far-
macológicos, monitorización de pacientes en hospitales, rescate de per-
sonas así como sistemas de prevención de desastres. Más allá de estas
aplicaciones, las WSN pueden resolver problemas de la sociedad como
pueden ser el cuidado de personas con enfermedades crónicas, cuida-
do de personas ancianas así como personas con problemas mentales o
físicos que les impidan realizar una vida cotidiana. Las WSN no sólo
mejoran la vida de los colectivos previamente mencionados, sino que
además, mejora la vida de quienes cuidan a estas personas.
El uso de WSN en monitorización sanitaria es muy extenso, por ello,
García et al. [45] clasifican cinco categorías bien diferenciadas:
• Monitorización de pacientes











• Rescaste de personas
• Asistencia en enfermedades mentales y/o físicas
1.3.3 Seguridad
El dominio de la seguridad se encarga de un amplio rango de proble-
mas como son la localización, el seguimiento de mercancías, detección
de productos tóxicos, rescate de personas y seguridad doméstica. Ade-
más de estos cometidos, la seguridad también abarca aspectos como
distribución de WSN a gran escala, despliegues de redes multisalto y
disminución del consumo energético en los nodos.
En 1997, la agencia DARPA [95] afirma lo siguiente: «El coste de
utilizar redes de sensores en aplicaciones militares no es un factor
a tener en cuenta si, a cambio, se obtiene ventaja estratégica en el
campo de batalla».
Según García et al. [45], la vigilancia es el proceso de monitorización
de personas, objetos o procesos. Precisamente, la vigilancia, es una de
las aplicaciones más demandadas y usadas dentro de las WSN debido
al bajo coste de implantación que posee esta tecnología en cualquier
tipo de entorno. Gracias a la naturaleza inalámbrica de los nodos, es
posible desplegar redes de vigilancia con el mínimo impacto posible
en la arquitectura de los lugares donde se llevará a cabo la labor de
seguridad. Las aplicaciones de seguridad se clasifican en dos:
• Vigilancia en interiores
• Vigilancia en exteriores
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1.3.4 Otros dominios de aplicación
Además de los dominios previamente mencionados, existen multitud
de aplicaciones que por su naturaleza, resulta difícil clasificarlas en ba-
se a los puntos antes expuestos. Estas aplicaciones van desde la monito-
rización de estructuras, control energético de edificios, monitorización
de tráfico, aplicaciones militares hasta el control de almacenes entre
otros.
Monitorización de estructuras
Los sistemas de monitorización de estructuras nacen como respuesta
a la necesidad de detectar y localizar daños en estructuras edificios,
puentes, barcos y aviones. Gracias a la naturaleza inalámbrica, baja-
mente intrusiva y de bajo coste de las WSN, muchas son las aplicacio-
nes de monitorización de estructuras que se están desarrollando desde
el año 2004 [71] [80] [97].
Los avances en la ingeniería estructural dependen de manera directa
de la disponibilidad de una serie de conjuntos de datos extraídos de las
estructuras, como son las vibraciones en los materiales (producidas por
terremotos, paso de vehículos pesados, corrientes, etc.) y movimientos
forzados. Hasta el año 2004, los ingenieros de estructuras usaban sen-
sores cableados o inalámbricos de un sólo salto para adquirir los datos
antes citados. Estos sistemas están formados por pequeños sensores
que recopilan y almacenan las medidas de vibración recopiladas por
los diferentes sensores desplegados. Sin embargo, el alto coste de es-
tas soluciones impedían la expansión de estos procesos de adquisición
de datos. Gracias a las WSN, estos problemas han sido ampliamente
solventados, tal y como pone de manifiesto el sistema WISDEN [97]. WISDEN: Wireless
sensor network for
structural-response
data acquisitionDesde 2009, el sistema desarrollado por Ceriotti et. al [26], monitoriza
la Torre Aquila situada en Trento. La Torre Aquila, se vio afectada por
el terremoto de L´Aquila. El terremoto de L’Aquila de 2009 fue un
sismo de 6.3 grados en la escala sismológica de magnitud de momento
según la United States Geological Survey (6.7 grados en la escala de
Richter) registrado el día 6 de abril de 2009 en la zona central de la
península Itálica. Según datos del gobierno italiano, se contabilizaron
308 muertos y más de 1500 heridos. Muchos de sus edificios quedaron
dañados con un alto riesgo de derrumbe, entre ellos la Torre Aquila.
Gracias a las WSN, la Torre Aquila, está completamente monitorizada
para asegurar su estabilidad.
Monitorización y control en edificios
En el ámbito de la monitorización y control de edificios, han sido mu-











y control de edificios tiene como objetivo la obtención de todos aque-
llos parámetros que configuran el entorno de un edificio. Estos pará-
metros son muy diversos, siendo los más relevantes temperatura, hu-
medad relativa, luminosidad, agentes contaminantes (dióxido de car-
bono, ácidos, etc), etc. Haciendo uso de la información proporcionada
por estos parámetros es posible llevar a cabo actuaciones en el edificio.
De esto modo, se tiene la capacidad de regular la temperatura de ma-
nera automática, regular los niveles de luminosidad de las diferentes
estancias, regular los niveles de humedad, detectar altos niveles de con-
taminantes, etc. Esta serie de actuaciones permiten mejorar el confort
dentro de los edificios, así como llevar a cabo políticas de reducción
del consumo energético (Dong et al. [33]).
Entre las diferentes propuestas dadas por la comunidad investigadora
pueden encontrarse todo tipo de sistemas, como por ejemplo el pro-
puesto por Rodríguez et al. [77], quienes proponen un sistema para
conservar los activos artísticos en museos mediante la regulación de
temperatura, humedad relativa, luminosidad y agentes contaminantes.
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De esto modo, es posible dar a cada obra artística las condiciones am-
bientales necesarias para su correcta conservación.
Monitorización en automóviles
La industria del automovil es una de las más importantes a nivel mun-
dial. Las WSN son una oportunidad para mejorar las comunicaciones
y servicios dentro del automovil. Desde el inicio de las WSN, muchos
han sido los trabajos realizados en el ámbito automovilístico.
En la actualidad, cualquier automovil consta de decenas de sensores
para monitorizar el motor, los servicios encargados de la seguridad, el
confort, etc. El cableado utilizado para interconectar todos los sistemas
de sensado de un automóvil puede llegar a las decenas de metros.
Esto supone un alto coste en la fabricación de este cableado así como
un alto coste en caso de reparación. Haciendo uso de WSN, es posible
reducir al mínimo el cableado necesario para interconectar todos estos
sistemas. Gracias a ello, podrían reducirse los costos de fabricación y
reparación de todos aquellos sistemas interconectados por cableado.
La comunicación en WSN para automóviles puede ser de dos tipos:
Comunicación vehículo a vehículo y comunicación vehículo a un nodo
fijo. Estos dos modos de comunicación abren la puerta a infinidad de
nuevas aplicaciones como el estacionamiento inteligente, prevención
de colisiones, transferencia de información multimedia, prevención de
accidentes [54], detección de averías, información de tráfico, etc.
Monitorización de tráfico
El aumento del tráfico rodado en muchas de las carreteras de todo el







quier solución a este problema propio de los países desarrollados re-
quiere un mínimo de obtención de datos acerca del estado del tráfico.
La gran mayoría de sistemas de vigilancia del tráfico hacen uso de sen-
sores altamente intrusivos [75]: detectores inductivos, detectores neu-
máticos de suelo, etc. Todo ellos tienen un alto porcentaje de acierto
(>97%). Sin embargo, la instalación y mantenimiento de este tipo de
soluciones requiere un alto coste económico y temporal. Las WSN pue-
den ser utilizadas para extraer la información de tráfico y enviarla al
punto de recolector de datos donde se procesará toda la información.
El uso deWSN [29] [41] en aplicaciones de control de tráfico disminuye
el coste de instalación de sensores instalados en la carretera y mejora
los tiempos de reparación.
1.4 MARCO DE TRABAJO
Tras plantear la motivación y un gran abanico de posibilidades de apli-cación de esta Tesis, a continuación se acota el marco de trabajo en
el que se ha desarrollado la investigación. El uso de WSN en aplica-
ciones de Tiempo Real requieren una gran precisión temporal en los
tiempos de sincronización. Esta Tesis Doctoral pretende aportar una
nueva perspectiva en cuanto a sincronización se refiere, alcanzándose
una sincronización a nivel de microsegundos, independientemente de
las condiciones ambientales del entorno.
1.4.1 Tiempo real en WSN
Aquellas aplicaciones que tienen una serie de requisitos de tiempo es-
trictos para su correcto funcionamiento son conocidas como aplicacio-
nes de Tiempo Real. Las aplicaciones WSN con capacidad para cumplir
los requisitos temporales de aquellas redes inalámbricas que así lo re-
quieran, son conocidas como Aplicaciones WSN de Tiempo Real. Durante
el análisis y diseño de un sistema de una WSN de Tiempo Real ha de
tenerse en cuenta las restricciones temporales impuestas por el proble-
ma a resolver.
Existen gran cantidad de aplicaciones de Tiempo Real donde puede
hacerse uso del concepto de Tiempo Real. Considérese un escenario de
monitorización de pacientes en hospitales. Cada paciente podrá llevar
sensores que midan su temperatura corporal, su pulso y su saturación
de oxígeno entre otros. En el caso de la temperatura temporal, es posi-
ble permitirse un cierto retardo en la recepción de la información por
parte del sistema central que recopile todos los datos de la red. Sin em-
bargo, para los sensores de pulso y saturación de oxígeno, el sistema
central deberá conocer con la mayor celeridad posible el estado de los
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mismos. Un cambio rápido en uno de estos parámetros puede resultar
crítico en la vida del paciente. Por ello, la WSN debe asegurar la correc-
ta distribución de la información en Tiempo Real con el fin de poder
prestar un óptimo servicio en la labor de monitorización del paciente.
La red deberá ser perfectamente diseñada para avisar en Tiempo Real
a los facultativos encargados de llevar a cabo el cuidado del paciente.
Muchos son los problemas a resolver para proporcionar soporte de
Tiempo Real. El principal problema es el uso del medio:
• En cualquier red inalámbrica existe un medio compartido entre
todos los nodos pertenecientes a la red. Por ello, resulta necesario
implementar protocolos de Acceso Distribuido al Medio en la capa
MAC de las pilas de protocolos, de manera que se garantice el MAC: Medium
Access Controlancho de banda necesario para la aplicación de Tiempo Real.
• Se deberá garantizar un intervalo de retardo donde quede defini-
do el mínimo y máximo retardo de comunicación.
• El soporte de Tiempo Real deberá proporcionarse garantizando
el uso eficiente del medio compartido con el fin de evitar interfe-
rencias. Al existir interferencias en la comunicación será necesa-
rio llevar a cabo reenvíos de los paquetes de información y, por
tanto, aumentará el consumo energético.
• El diseño de la WSN de Tiempo Real deberá asegurar el correcto
desempeño aun aumentando el número de nodos pertenecien-
tes a la red. Bajo cualquier circunstancia, se debe asegurar una
correcta escalabilidad de la red.
Haciendo uso del concepto de Tiempo Real, este trabajo lleva a cabo
la sincronización de tiempos en WSN de altas prestaciones desde el
punto de vista temporal. Los protocolos desarrollados permitirán tener
la red sincronizada con errores cercanos al nivel del microsegundo e
independientemente de la localización física en la que se encuentren.
Los resultados obtenidos haciendo uso del concepto de Tiempo Real,
permitirán aplicar los protocolos desarrollados en entornos de alta cri-
ticidad temporal.
1.5 PLANTEAMIENTO
A continuación se expone el planteamiento inicial del trabajo de la pre-sente Tesis Doctoral. Esta sección sirve como resumen de lo expuesto,
y muestra las primeras decisiones de diseño de entre las opciones an-
teriormente descritas. He aquí el punto de inicio de la investigación.
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1.5.1 Problemática
La problemática que se desea resolver es la siguiente:
En general, las motas que forman una WSN son de bajo coste eco-
nómico, lo cual redunda en hardware de baja calidad frente a va-
riaciones climáticas externas. Esto presenta un gran problema en
sincronización de Tiempo Real, pues el cambio de frecuencia co-
mo consecuencia de una variación climatológica puede provocar
un error de sincronización de decenas de microsegundos en el me-
jor de los casos.
1.5.2 Ámbito de actuación
De todos los posibles ámbitos de actuación descritos con anterioridad,
este trabajo se centra en:
a. Aquellos sistemas que necesiten sincronización con un nivel
de error de microsegundos.
b. Aquellos sistemas que, por su naturaleza, deban ser desple-
gados en ambientes hostiles. Se considera un ambiente hostil
aquel en el que puedan producirse grandes cambios de tem-
peratura en cortos espacios temporales.
1.5.3 Objetivos científicos de la Tesis
La presente Tesis Doctoral presenta varios objetivos que se pueden
dividir entre objetivos primarios y objetivos secundarios. Los objetivos
primarios son los que han marcado las directrices generales de la inves-
tigación y pretenden dar respuesta a las preguntas: ¿Qué debe realizar
el sistema? y ¿Cómo de buenos son los resultados que proporciona?. Por otra
parte, los objetivos secundarios son aquellos que se desea que cumpla
el sistema de manera adicional a los primarios. Con estos objetivos se
pretende matizar la respuesta de ¿Cómo deben realizarse las acciones del
sistema?
OBJETIVOS PRIMARIOS
Como Objetivos Primarios se desea:
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a. Implementación del algoritmo de sincronización FTSP sobre
una WSN 802.15.4.
b. Mejora del algoritmo de sincronización FTSP mediante el
desarrollo de un método eficiente que permita minimizar el
impacto causado por las variaciones de temperatura sobre fre-
cuencia del oscilador.
c. Llevar a cabo una evaluación de la calidad del método de
corrección por temperatura mediante la comparativa con res-
pecto al algoritmo FTSP.
d. Aplicación sobre una WSN 802.15.4.
OBJETIVOS SECUNDARIOS
También se desea alcanzar los siguientes Objetivos Secundarios:
a. El sistema a desarrollar deberá ser totalmente robusto frente
a cambios bruscos de temperatura.
b. La solución podrá ser aplicada en cualquier algoritmo de sin-
cronización que haga uso del concepto de clock skew.
1.5.4 Propuesta inicial
A partir de los Objetivos Principales se ha determinado qué herra-
mientas y métodos se deben desarrollar. Para conseguir dichos objeti-
vos ha sido necesario investigar y desarrollar un método de sincroni-
zación en redes de sensores con ajuste por temperatura. De este mo-
do, será posible llevar a cabo sincronizaciones en WSN, con precisión
de microsegundos, que sean desplegadas en ambientes donde puedan
darse grandes cambios de temperatura en cortos espacios de tiempos.
Método para la sincronización en WSN con precisión de microse-
gundos
En los últimos años, muchos han sido los trabajos publicados en el
campo de la sincronización en WSN. Por lo general, se ha trabajado en
dos corrientes de conocimiento. La primera de ellas busca la sincroni-
zación mediante la adquisición y procesamiento de datos [85] [101], de
este modo es posible determinar los retardos de sincronización a través
de modelos matemáticos. La segunda, analiza las fuentes de retardos y
las elimina desde la comunicación en el nodo raíz de la red [74]. Ambas
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corrientes de conocimiento han permitido alcanzar grandes avances en
cuanto a sincronización se refiere [17, 28, 35, 43, 66, 76, 88, 90].




hace uso de tramas beacon enviadas a sus vecinos. Las tramas beacon





lugar, los receptores usan el tiempo de llegada de las tramas como
el tiempo de referencia para comparar sus relojes. Haciendo uso de
la información intercambiada entre los nodos receptores se consigue
disminuir el tiempo de desfase entre ellos. Su alta tasa de envío de
mensajes lo convierten en una solución inadecuada en términos de
eficiencia energética.
Con el fin de mejorar el error de sincronización con respecto a RBS, Ga-




esquema jerárquico de formación de red. Gracias al uso de la jerar-
quía es posible tener una red de N niveles sincronizada con el nodo
raíz. Para llevar a cabo este cometido, se definen dos fases: Una fase de
descubrimiento de nivel y una fase de sincronización. En la fase de des-
cubrimiento, se define la topología y niveles de los que consta la red.
La fase de sincronización, se encarga de comenzar el paso de mensajes
necesario para llevar a cabo la sincronización de los nodos. Al igual
que RBS, el paso de mensajes resulta excesivo cuando el tamaño de la
red es considerable, perjudicando tanto el consumo energético como el
uso efectivo del canal de comunicaciones.
TPSN tampoco es perfecto tal y como demuestra Maróti et al. [66] en




cronizaciones utilizando mensajes de inundación de manera periódica
junto con actualización dinámica de la topología. Para garantizar una
alta precisión en las medidas, se hace uso de timestamp en capa MAC
así como compensación de errores mediante estimación de las dife-
rencias de frecuencias de los diferentes osciladores de las motas (en
adelante clock skew).
En este trabajo, se va a trabajar sobre la base de FTSP por dos claros
motivos. El primero de ellos es el gran rendimiento de este algoritmo
desde el punto de vista de la sincronización. Según Maróti et al. [66],
haciendo uso de FTSP se puede llegar a alcanzar un error de sincro-
nización de 1.5µs. El segundo, es debido al número de paquetes por
nodo necesarios para llevar a cabo la sincronización. Con FTSP se dis-
minuye el número de paquetes de sincronización con respecto a otros
algoritmos [35, 43], esto redunda de manera directa en una reducción
del consumo energético.
Mecanismo de corrección del impacto por temperatura sobre el os-
cilador de un microprocesador
Estudios realizados por Castillo-Secilla et al. [25] demuestran que el
protocolo de sincronización FTSP se ve influenciado por grandes gra-
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dientes de temperatura. Como consecuencia del cambio de frecuencia
del oscilador por temperatura, FTSP sufre un aumento en el error de
sincronización. Bajo un gradiente de temperatura de 17 C, el trabajo de
Castillo-Secilla et al. demuestra que el error de sincronización aumenta
hasta los 3.078µs en un corto espacio temporal. Por tanto, queda paten-
te la necesidad de desarrollar un mecanismo que mitigue los cambios
en la frecuencia del oscilador a causa de la temperatura. En esta Tesis
Doctoral se trabajará sobre este paradigma.
1.6 ESTRUCTURA DE LA TESIS
Esta Tesis Doctoral se ha estructurado en cinco partes, que a su vez sehan dividido en capítulos. La estructura de partes desarrollada es la
siguiente:
INTRODUCCIÓN En esta Parte I se detalla la problemática que esta
Tesis pretende resolver. Además, se exponen desde un punto de vista
científico las posibilidades tecnológicas e investagadoras existentes pa-
ra llevar a cabo la resolución de la problemática planteada. Con el fin
de facilitar al lector la comprensión del mundo de las WSN, se incluyen
dominios de aplicación en los que esta tecnología está presente. Para
finalizar el primer capítulo, se fijan los objetivos así como las actua-
ciones iniciales que deben llevarse a cabo para resolver la problemática
planteada en esta Tesis Doctoral.
REVISIÓN BIBLIOGRÁFICA La Parte II de la Tesis Doctoral consta de
dos capítulos. El objetivo de estos capítulos es el de llevar a cabo un
profundo estudio del estado del arte que permita abordar con se-
guridad los objetivos propuestos en la Parte I. En el primer capítulo
de esta parte, se analizan las principales políticas de sincronización
existentes en WSN a través de los parámetros, procedimientos y pro-
tocolos ampliamente reconocidos por la comunidad investigadora. Por
último, el segundo capítulo de esta Revisión Bibliográfica, estudia
los principales protocolos de comunicación inalámbrica existentes en
WSN.
MÉTODOS Y MATERIALES La Parte III de esta Tesis Doctoral consta
de dos capítulos. El primero de ellos demuestra la influencia ejercida
por los gradientes térmicos en los osciladores de las motas de WSN,
lo cual perjudica el correcto desempeño de los protocolos de sincroni-
zación. Este hecho, puede considerarse como la base principal de esta
Tesis Doctoral y punto de comienzo para la demostración de la hipóte-
sis de trabajo. Para ello, se ha hecho uso del conocido y contrastado
protocolo de sincronización FTSP. El segundo y último capítulo de es-
ta Parte III, tiene como objetivo mitigar el efecto térmico producido
sobre el oscilador de una mota mediante un ajuste avanzado que per-
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mita obtener un valor real del clock skew. Para ello, se han utilizado dos
métodos. El primero de ellos basado en la ecuación característica del
oscilador de cuarzo utilizado junto con los valores de temperatura am-
biente que afectan al mismo. El segundos de ellos, utiliza el concepto
de temperatura y ecuación característica junto con un filtrado homomór-
fico que podrá separar las componentes de baja frecuencia de las de
alta frecuencia del clock skew. Según la hipótesis de trabajo, la utiliza-
ción de estos métodos mejorará el resultado de sincronización en WSN
con independencia de la temperatura existente.
RESULTADOS EXPERIMENTALES La Parte IV se encarga de presen-
tar todas las pruebas experimentales realizadas en este trabajo. Con el
fin de facilitar la correcta comprensión de los resultados éstos se han
dividido en tres grandes secciones: Configuración de los experimentos,
Resultados experimentales sin variación de temperatura y Resultados experi-
mentales con variación de temperatura.
DISCUSIÓN Y CONCLUSIONES Esta parte está compuesta por dos
capítulos, en los que se exponen las discusiones de los resultados fi-
nales, las conclusiones y las principales aportaciones científicas que
proporciona esta Tesis Doctoral. También, se indican posibles vías de
investigación futura.
BIBLIOGRAFÍA Y ANEXOS Como viene siendo habitual en este tipo
de documentos científicos, se incluyen todas las referencias utilizadas
a lo largo de la Tesis. Finalmente, se añaden una serie de anexos que
permiten profundizar en algunos de los temas de mayor relevancia es-
tudiados en esta Tesis Doctoral: Hardware en WSN, Clock skew y Sistemas
operativos en WSN.
Parte II
REV I S IÓN B IBL IOGRÁF ICA
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Históricamente, diversos estudios científicos [86] han puesto de mani-fiesto la necesidad de sincronizar los diferentes elementos que for-
man una red de sensores. Las motas que forman la red necesitan co-
laborar y coordinar sus operaciones con el fin de poder realizar una
tarea de sensado compleja. La fusión de datos, es un claro ejemplo de
cómo utilizar datos de varias fuentes con el fin de obtener un resul-
tado complejo con completo significado. La sincronización puede ser
utilizada con el fin de minimizar el consumo energético de una red.
Para ello, es posible definir ventanas de tiempo donde las motas de-
ben funcionar en un estado de bajo consumo. Por tanto, haciendo uso
de políticas de bajo consumo energético junto con sincronización de
tiempo, sería posible tener coordinada toda la red. De esta manera, las
motas alternarían períodos de bajo consumo con períodos de extrac-
ción de información del entorno. Para llevar a cabo estas políticas de
funcionamiento, es necesario tener la red sincronizada.
Los protocolos de planificación de recursos, como por ejemplo TDMA
[91], son ampliamente utilizados para definir el uso de un determinado
medio compartido, con el fin de evitar colisiones de datos y disminuir
el consumo energético. Este tipo de protocolos necesitan un esquema
de sincronización para poder llevar a cabo su tarea.
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Las aplicaciones previamente mencionadas ponen de manifiesto la ne-
cesidad de utilizar políticas de sincronización. Sin el uso de la sincroni-
zación, el uso de redes de sensores en tareas complejas sería altamente
ineficiente. Cualquier política de sincronización requiere una serie de
requisitos que permitan evaluar su rendimiento (por ejemplo, precisión
vs eficiencia energética). A continuación, se detallan los parámetros a
tener en cuenta a la hora de evaluar protocolos de sincronización en
WSN.
2.1 EVALUACIÓN DE POLÍTICAS DE SINCRONIZACIÓN EN WSN
Los protocolos de sincronización en WSN deben ser evaluados segúnla aplicación final de la red. Para ello, la literatura científica aporta
los siguientes parámetros [86].
EFICIENCIA ENERGÉTICA: Cualquier protocolo de sincronización, de-
berá tener en cuenta los limitados recursos energéticos de las mo-
tas de una WSN.
ESCALABILIDAD: Un esquema de sincronización deberá permitir la
inclusión de nuevos elementos en la red sin que ello minimice la
eficiencia de sincronización.
PRECISIÓN: La necesidad de precisión en la sincronización dependerá
en gran medida de la aplicación final. En este sentido, es necesa-
rio evaluar el entorno de aplicación con el fin de dar la precisión
temporal adecuada.
ROBUSTEZ: Por lo general, una WSN deberá pasar grandes períodos
de tiempo funcionando de manera desatendida, por ejemplo en
un entorno de funcionamiento hostil. En caso de fallo de alguna
de las motas, el esquema de sincronización deberá permanecer
inalterado y funcional para el resto de la red.
TIEMPO DE VIDA: La sincronización puede lograrse de manera instan-
tánea o en un plazo de tiempo dependiendo del protocolo. Sea
cual fuere el esquema, será necesario tener en cuenta este fun-
cionamiento a la hora de decidir el esquema de sincronización
final.
ÁMBITO DE FUNCIONAMIENTO: Los esquemas de sincronización, po-
drán ser aplicados a todos los nodos de la red o a zonas concretas.
Este comportamiento se decidirá en función de la tarea que reali-
ce cada una de las zonas de la red. Podrán existir zonas donde
debido a una alta criticidad temporal sea necesario tener todos
los nodos bajo un mismo tiempo global. Por el contrario, existi-
rán zonas donde no sea necesario mantener los nodos bajo un
mismo tiempo global.
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COSTE Y TAMAÑO: Las motas inalámbricas son, por lo general, de ta-
maño y coste reducido. Por tanto, cualquier método de sincro-
nización que sea diseñado deberá tener en cuenta los recursos
limitados de estos dispositivos.
TIEMPO REAL: Algunas aplicaciones, como por ejemplo la detección
de emergencias (detección de intrusos, detección de fugas, etc.),
deben notificar inmediatamente al nodo recolector el evento pro-
ducido. En este tipo de aplicaciones de alta criticidad, no es po-
sible permitirse ningún tipo de retardo. Esto es conocido como
cumplimiento de tiempo real, y debe tenerse en cuenta a la hora
de diseñar el protocolo de sincronización con el fin de minimizar
el retardo desde que ocurre el evento hasta que se notifica.
2.2 PARÁMETROS INVOLUCRADOS EN LA SINCRONIZACIÓN DE WSN
Los requisitos de sincronización cambian de unas aplicaciones a otras.Sin embargo, todas las técnicas de sincronización coinciden en algo:
Para llevar a cabo un proceso de sincronización se requiere un mínimo
paso de mensajes entre los nodos. La cantidad de mensajes a intercam-
biar dependerá del algoritmo de sincronización en cuestión. La calidad
de la sincronizacíón se mide mediante el error de sincronización, el cual
mide las diferencias de tiempos entre los diferentes nodos de la red.
Según Boukerche [13], cualquier esquema de sincronización debería te-
ner en cuenta los siguientes tiempos: tiempo de envío, tiempo de acceso,
tiempo de propagación y tiempo de recepción.
TIEMPO DE ENVÍO: Cantidad de tiempo tomada por el emisor para
enviar el paquete de sincronización. Este tiempo incluye el tiem-
po de generación del paquete y el tiempo necesario para poner
el paquete en la interfaz de red.
TIEMPO DE ACCESO: Tiempo que transcurre desde que el paquete es-
tá en la capa MAC hasta que es emitido a través del canal de
comunicaciones. Éste variará dependiendo de la carga del canal.
A menor carga del canal, antes quedará el medio liberado para
proceder al envío del paquete a través del medio. Existen multi-
tud de protolos para llevar a cabo este cometido. Uno de ellos es
CSMA, donde cada nodo deberá sondear al medio con el fin de
determinar si el canal está siendo utilizado.
TIEMPO DE PROPAGACIÓN: Es el tiempo tomado por los datos para
llegar desde el emisor al receptor a través del medio. El tiempo
de propagación vendrá dado por la velocidad de propagación
del medio a través del cual se transmite la señal así como de la
distancia a la que se encuentren el emisor y el receptor.
TIEMPO DE RECEPCIÓN: Es el tiempo invertido por el receptor en re-
cibir el mensaje. Está incluido el tiempo de procesamiento y el
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tiempo de envío del ACK al emisor. El tiempo de recepción podrá
variar dependiendo de la capa en la que se realice el timestampTIMESTAMP: Tiempo
en el que ocurre un
determinado evento. del mensaje recibido.
La Figura 2.1 muestra todos los tiempos implicados con la misma lon-
gitud, esto no ocurre así en la realidad. Cada componente de retardo
variará dependiendo del tipo de comunicación, del emisor, del receptor
y del tráfico existente en el canal de comunicaciones.
2.3 PROCEDIMIENTOS BÁSICOS DE SINCRONIZACIÓN EN WSN
Independientemente del sistema a sincronizar, existen una serie de pro-cedimientos básicos que permitirán alcanzar el estado de sincroniza-
ción. Los procedimientos mencionados, quedan recogidos en la Tesis
Doctoral de Ageev [15] y servirán de base para detallar los algoritmos
clásicos de sincronización así como el procedimiento de sincronización
por ajuste de temperatura llevado a cabo en este trabajo.
2.3.1 Paso de tiempos
Cualquier algoritmo de sincronización en WSN lleva a cabo el envío
de información temporal entre un par de nodos. El procedimiento más
simple para llevar a cabo este cometido es la lectura del reloj local
del nodo, empaquetar la información temporal y enviarla a través de
la antena del nodo. A la llegada del paquete de datos al nodo recep-
tor, éste podrá determinar la diferencia temporal existente con el nodo
emisor. Si la comunicación entre ambos nodos fuera instantánea, sería
muy fácil llevar a cabo este procedimiento, puesto que la información
recopilada sería totalmente válida. Para ello, bastaría con llevar a cabo
Figura 2.1
Tiempos de incerti-
dumbre en envío a
través de WSN
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la operación mostrada en la Ecuación 2.1, donde d hace referencia al
desfase entre los nodos implicados.
d = tnodoEmisor - tnodoReceptor (2.1)
Por desgracia, la comunicación entre nodos así como el procesamiento
de la información no es instantánea. Por tanto, la simple transferencia
o paso de tiempos no es suficiente para llevar a cabo sincronización
entre nodos. Sólo en aplicaciones de bajas necesidades de precisión
podría llevarse a cabo este procedimiento.
2.3.2 Sincronización pair-wise
La sincronización pair-wise es una de las más ampliamente utilizadas
para sincronizar dos nodos. El funcionamiento es el siguiente: Un nodo
A envía un paquete de información con un valor de tiempo t1 hacia un
nodo B. En la recepción, el nodoB almacena el tiempo t2 en el que el
evento de llegada ocurre. El valor de t2 será igual a la suma de t1, el
retardo de comunicación C y el offset (d) entre los relojes de los dos
nodos:
t2 = t1 +C+ d (2.2)
En este momento, el nodo B envía un paquete de respuesta con un
valor de timestamp t3 hacia el nodo A. Este segundo paquete también
incluye el valor t2. Para finalizar, el nodo A lleva a cabo el timestamp t4
a la llegada del paquete procedente del nodo B. Suponiendo la latencia
de sincronización simétrica (mismo retardo en ambas direcciones), el
valor de t4 vendrá dado por:
t4 = t3 +C- d (2.3)
Restando a la Ecuación 2.3 la Ecuación 2.2, se obtiene el offset entre los
dos nodos:
t4 - t2 = t3 +C- d- t1 -C- d (2.4)
d =
t3 - t1 - t4 + t2
2
(2.5)
30 sincronización en redes de sensores
Además, haciendo uso de las Ecuaciones 2.3 y 2.2, es posible determi-
nar el retardo de comunicación C.
t4 + t2 = t3 +C- d+ t1 +C+ d (2.6)
C =
t4 + t2 - t3 - t1
2
(2.7)
Tras el intercambio de paquetes, el nodo A tendrá información nece-
saria para determinar C y d. En el momento que el nodo A obtiene d
puede estimar el tiempo del nodo B y, en consecuencia, podrá decirse
que ambos nodos quedan sincronizados.
2.3.3 Reference Broadcasting
La sincronización de tipo pair-wise, asume que el retardo de comunica-
ción C es el mismo en ambas direcciones y que el offset d se mantiene
invariable durante el intercambio de mensajes. En la realidad, ninguna
de estas dos suposiciones se cumple. Los retardos de comunicación tie-
nen componentes aleatorios y las frecuencias de los osciladores de cada
nodo son ligeramente diferentes con respecto a su frecuencia nominal,
lo cual incrementará las diferencias entre los relojes de los diferentes
nodos. Esto provoca incertidumbre a la hora de obtener los diferentes
parámetros involucrados en la sincronización.
La incertidumbre previamente mencionada puede ser reducida signi-
ficativamente haciendo uso de otro de los grandes procedimientos de
sincronización, el conocido como sincronización receptor a receptor o re-
ference broadcasting.
En reference broadcasting, un grupo de nodos recibirán un mensaje des-
de un nodo líder encargado de comenzar el procedimiento de sincroni-
zación. Los receptores del mensaje guardan el timestamp del evento de
llegada. Tras la recepción, cada uno de los nodos receptores envía por
broadcast el timestamp de llegada del mensaje al resto de nodos a su
alcance. Con esta información de timestamp, un nodo A puede estimar
el desfase que tiene con respecto a un nodo B según la Ecuación 2.8.
dAB = tAR - tBR (2.8)
Donde tAR y tBR son los timestamp de llegada guardados por el nodo
A y B respectivamente. Ambos tiempos, corresponden al mismo even-
to de llegada del mensaje. El cálculo del offset mediante esta técnica
2.3 procedimientos básicos de sincronización en wsn 31
resulta más efectivo que en la sincronización de tipo pair-wise, debido a
que se eliminan las incertidumbres temporales causadas por los retar-
dos de propagación y procesamiento generados en el emisor. A pesar
de eliminar la incertidumbre en el emisor, el paso de mensajes entre
los nodos receptores también provoca incertidumbres temporales. Esto
provoca que los relojes de los nodos difieran entre sí y no sea posible
conseguir una sincronización cercana a la perfección.
2.3.4 Timestamp en capa MAC
La incertidumbre temporal introducida por los retardos de comunica-
ción puede ser mitigada haciendo uso del concepto de timestamping
en la capa MAC [43, 66]. Esta técnica, guarda en la trama el valor de MAC: Del inglés,
MEDIA ACCESS
CONTROLtiempo del nodo emisor justo cuando el paquete va a ser entregado en
la capa física. De la misma manera, cuando el paquete es recibido, se
guarda la información correspondiente al tiempo de llegada. Con el fin
de reducir el tiempo de incertidumbre, este proceso se lleva a cabo en
la capa MAC.
Cuando el paquete llega por completo al receptor, éste tiene un par de
timestamps. Gracias a esta información, se puede determinar el offset
entre el nodo emisor y el nodo receptor con una alta precisión. Hacien-
do uso de esta técnica, la gran mayoría de nodos que forman las WSN
pueden ser sincronizados con una alta precisión eliminando toda la
incertidumbre acumulada por las capas superiores a la capa MAC.
2.3.5 Timestamp en capa física
Los diferentes protocolos de sincronización que hacen uso de times-
tamp en capa MAC [43, 66] han demostrado su alta precisión, sin em-
bargo, para llevar a cabo esta técnica hay que llevar a cabo la modi-
ficación de la pila de los protocolos de comunicación donde vaya a
ser utilizada. Para evitar esto, se puede llevar a cabo la obtención del
timestamp en capa física [39] sin llevar a cabo la modificación de las
pilas de comunicación. Para llevar a cabo este cometido, la radio del
nodo deberá llevar un temporizador integrado, el cual grabará el tiem-
po de llegada del paquete a la capa física. Por lo general, el timestamp
en capa física es más preciso, puesto que no es necesario hacer uso de




todas las tareas del sistema.
2.3.6 Estimación del clock skew
Los nodos que forman una WSN, por lo general, son de bajo coste. Los
osciladores de estos nodos no están fabricados con la idea de ofrecer
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alto rendimiento en su frecuencia de oscilación. Este hecho, provoca
que dos nodos de iguales características puedan tener frecuencias de
oscilación ligeramente diferentes, lo cual provoca diferencias en los
offsets calculados. Como consecuencia del desfase en la frecuencia de
oscilación, se hace necesario recalcular las diferencias temporales de
manera periódica supeditando la precisión a la periodicidad con la
que se lleva a cabo la sincronización.
Partiendo de esta base, es posible llevar a cabo políticas que minimicen
el impacto del oscilador sobre la precisión de sincronización. Para ello,
se asume que la tendencia de crecimiento del offset será lineal. Bajo
esta premisa, es posible determinar el cambio en el offset d = tB - tA
por unidad de tiempo del nodo B. Este resultado será la desviación
en la frecuencia del reloj o clock skew (⌫). El clock skew, puede ser
determinado usando sólo dos valores de offset d1 y d2 extraídos de





(tB2 - tA2)- (tB1 - tA1)
tB2 - tB1
(2.9)
Conociendo el valor del clock skew, cualquier timestamp tBX del nodo
B puede ser llevado a un tiempo tAX del nodo A:
tAX = tBX - dx = tBX - d2 - ⌫(tBX - dB2) (2.10)
Donde el offset dX es tratado como la suma del último offset conocido
d2 y el offset estimado durante el intervalo temporal tBX - tB2 según
el reloj del nodo B. A pesar de poder calcular el clock skew siempre
quedarán tiempos de incertidumbre derivados del procedimiento de
medición temporal llevado a cabo por el nodo de la WSN. Esto, afecta-
rá de manera directa al cálculo del clock skew. Mediante el uso de una
regresión lineal es posible disminuir el impacto provocado por esto. Es-
ta propuesta ha sido utilizada por Maróti et al. en FTSP [66] con gran
éxito. Para llevar a cabo el uso de la técnica de regresión lineal, es ne-
cesario tener varios pares de timestamp obtenidos mediante mensajes
de sincronización emitidos de manera periódica. Haciendo uso de los
timestamp se obtienen los diferentes offsets, mientras que la regresión
lineal lleva a cabo un ajuste lineal. La línea de mejor ajuste es utilizada
para predecir los valores de offset en el futuro, de manera que cual-
quier nodo siempre pueda estar sincronizado con respecto al reloj de
referencia.
Si las frecuencias de oscilación de todos los nodos siempre fueran cons-
tantes, la diferencia entre dos mediciones consecutivas siempre serían
constantes. Con diferencias constantes no sería necesario hacer el cálcu-
lo del clock skew, bastaría con conocer el offset de cada uno de los
nodos con respecto al reloj de referencia y aplicar el correspondiente
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ajuste. Sin embargo, esto no es posible. Tal y como detalla Vig en su
trabajo [96], los efectos de la edad y las modificaciones de los valores
ambientales provocan un cambio en la frecuencia de un oscilador con
respecto a su frecuencia nominal.
Por tanto, sea cual sea el método utilizado para sincronizar los nodos
de una WSN, siempre será necesario llevar a cabo el proceso de resin-
cronización de manera periódica. La periodicidad de la sincronización
vendrá determinada por la precisión alcanzada en el algoritmo utiliza-
do.
2.4 PROTOCOLOS DE SINCRONIZACIÓN EN WSN
En los últimos años, muchos han sido los trabajos publicados en elcampo de las WSN. Por lo general, se ha trabajado en dos corrientes
de conocimiento. La primera de ellas busca la sincronización mediante
la adquisición y procesamiento de datos [85], de este modo es posible
determinar los retardos de sincronización a través de modelos matemá-
ticos. La segunda, analiza las fuentes de retardos y las elimina desde la
comunicación en el nodo raíz de la red [74]. Ambas corrientes de cono-
cimiento han evolucionado consiguiéndose grandes avances en cuanto
a sincronización se refiere [17, 35, 43, 88].
2.4.1 Reference Broadcast Synchronization
Elson et al. [35] son los responsables del desarrollo del algoritmo de
sincronización RBS. Este algoritmo propone el establecimiento de un
“third party” para llevar a cabo el proceso de sincronización. El uso de
este elemento evita que la sincronización se lleve a cabo mediante un
esquema de tipo emisor a receptor. En RBS, los nodos envían tramas
beacon a sus vecinos. Estas tramas beacon tienen la particularidad de
no contener ningún tipo de información de tipo timestamp. En su lu-
gar, los nodos receptores hacen uso del tiempo en el que llegó la trama
beacon para intercambiar esta información y proceder a la sincroniza-
ción mediante la comparación de sus relojes.
Los autores del trabajo, ponen de manifiesto que eliminando los tiem-
pos de incertidumbre introducidos por el emisor en la ruta crítica (
ver Figura 2.2) es posible conseguir una precisión mayor con respecto
a métodos de sincronización de tipo intercambio de mensajes entre el
emisor y el receptor.
El funcionamiento de RBS es simple. En el caso más simplificado, un
nodo emite un mensaje a dos nodos mediante broadcast. Los nodos
receptores, guardan el instante temporal en el que ocurrió el evento de
llegada. Con esta información intercambian mensajes para determinar




cional y RBS. Fuente:
[35]
que desfase tienen en sus relojes. Este esquema básico de RBS puede
extenderse de la siguiente manera:
• Permitiendo sincronización entre n receptores mediante un sim-
ple mensaje broadcast, con n mayor a dos.
• Incrementando el número de mensajes broadcast con el fin de
alcanzar una mayor precisión de sincronización.
Los autores muestran que mediante el uso de 30 mensajes broadcast
(por período de sincronización) es posible mejorar la sincronización
desde 11µs a 1.6µs sincronizando un par de nodos. Haciendo uso de
la información proporcionada por los mensajes broadcast, puede ser
utilizada para calcular el clock skew de cada uno de los nodos. Para
ello, los autores proponen el uso de una regresión lineal mediante el
método de los mínimos cuadrados.
Los autores del trabajo han implementado y probado RBS en dos dis-
positivos hardware diferentes con el fin de determinar su precisión.
Una de las plataformas utilizadas ha sido la ampliamente conocida
como Berkeley Mote. Haciendo uso de las Berkeley Motes, se alcanzó
una precisión de 11µs. La segunda plataforma utilizada fue un Compaq
IPAQ bajo un servidor Linux, conectado a una red 802.11 de 11Mb/s.
La precisión obtenida con esta plataforma fue de 6.29± 6.45µs.
2.4.2 Timing-Sync Protocol for Sensor Networks
Ganeriwal et al. [43] proponen el algoritmo de sincronización conocido
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fase de descubrimiento de nivel y la fase de sincronización. En la fase de
descubrimiento de nivel, el objetivo es el de crear la topología de la red,
donde a cada nodo se le asignará un nivel dentro de la red. En el nivel
0 sólo existirá un nodo, y será el nodo raíz de la red. En la segunda fase,
cada nodo de nivel i tendrá que sincronizarse con un nodo del nivel
i - 1. Al finalizar la fase de sincronización, todos los nodos estarán
sincronizados.
Fase de Descubrimiento de nivel
Esta fase es la encargada de definir la topología lógica de la red. El
primer paso consiste en determinar el nodo raíz de la red. El nodo raíz
puede llevar a cabo el rol de nodo recolector de información y podría
constar de un receptor GPS que determine un reloj global asociado al
mundo real. Si no existiera un nodo raíz dedicado (es decir, recolector
de información), el resto de nodos de la red deberán asumir el rol de
nodo raíz de manera periódica mediante un algoritmo de selección de
líder.
Una vez determinado el nodo raíz, se le deberá asignar el nivel 0 e
iniciará la fase de descubrimiento de nivel mediante el broadcast de pa-
quetes de tipo level_discovery. Este paquete contendrá la identificación
y el nivel del nodo emisor. Los nodos que reciban la comunicación le-
vel_discovery, se autoasignarán el nivel 1. En este momento, los nodos
de nivel 1 enviarán un nuevo paquete de tipo level_discovery con el fin
de seguir determinando la topología de red en niveles inferiores. Se
procederá del mismo modo creando nuevos niveles hasta que todos
los nodos de la red tengan asignado un nivel.
Fase de Sincronización
En esta fase, se lleva a cabo la sincronización de los nodos mediante
un protocolo de intercambio de mensajes entre pares de nodos. Los
autores del trabajo, asumen que el desfase temporal entre los nodos
implicados permanece invariable durante el intercambio de mensajes.
Además, el retardo de propagación también se asume constante en las
dos direcciones.
Considerando el esquema gráfico de la Figura 2.3, el Nodo A inicia
el proceso de sincronización enviando un paquete de pulso de sincroni-
zación en el instante T1 (según su tiempo local). El paquete incluye el
nivel del Nodo A y el valor T1. El Nodo B recibe el paquete (según
su tiempo local) en el instante T2 = T1+ +d, donde   es el desfase
entre los relojes de los dos nodos y d es el retardo de propagación. El
Nodo B, responderá a este pulso en el instante T3 con un mensaje de
tipo ACK. Este ACK incluirá el Nivel del Nodo B dentro de la topo-
logía así como los valores T1, T2 y T3. En base a esta información, el
Nodo A puede calcular el desfase con respecto al Nodo B así como el






tiempo de propagación tal y como se muestra en las Ecuaciones 2.11 y
Ecuación 2.12 respectivamente.
  =




(T2- T1) + (T4- T3)
2
(2.12)
La fase de sincronización es iniciada por el nodo raíz a través de un
paquete de tipo time_sync. Tras la recepción del mensaje, los nodos
de nivel 1 comienza el proceso de comunicación mediante un inter-
cambio de mensajes de dos vías. Con el fin de evitar colisiones en el
medio físico, cada nodo espera un tiempo aleatorio antes de proceder
al intercambio de datos con el nodo de mayor nivel. Tras la llegada de
respuesta desde el nodo root, los nodos de nivel 1 podrán ajustar sus
relojes en base a las Ecuación 2.11 y Ecuación 2.12. Los nodos de nivel
2 deberán repetir este procedimiento con el nivel 1 y así sucesivamen-
te hasta tener toda la red sincronizada. De este modo, se asegura una
correcta sincronización de todos los nodos con el nodo raíz de la red.
TPSN fue implementado por sus autores haciendo uso de la arquitec-
tura Berkeley´s Mica [48]. Gracias al uso de esta arquitectura, es posible
llevar a cabo el timestamp de los paquetes a nivel de capa MAC con
el fin de reducir al máximo los errores de tiempo. Ganeriwal et al. afir-
man que TPSN mejora en dos veces la precisión sobre el algoritmo RBS.
Ganeriwall et al. critican los 6.5µs conseguidos por RBS, argumentado
que las pruebas de éste último están realizadas sobre un sistema ope-
rativo Linux corriendo en una máquina IPAQ, la cual, consta de un
oscilador de mayor precisión. Para llevar a cabo una comparativa jus-
ta de RBS y TPSN, es necesario implementar ambos algoritmos en la
misma plataforma. Según la implementación de RBS de Ganeriwall et
al., la precisión es de 29.13µs. Haciendo uso de la misma plataforma,
TPSN consigue un error de sincronización de 16.9µs.
Según Sivrakaya et al. [86], esto se consigue gracias al uso del times-
tamp en capa MAC. Cuanto más bajo sea el nivel donde se realiza el
timestamp, menor serán los errores cometidos a la hora de obtener el
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desfase de los relojes en los nodos. Esto demuestra que el clásico para-
digma emisor-receptor en sincronización en WSN resulta más efectivo
que el paradigma receptor-receptor.
2.4.3 The Flooding Time Synchronization Protocol
El algoritmo FTSP [66], diseñado por Maróti et al., se basa en el concep-
to de inundación o broadcast de paquetes en una WSN. Cada uno de
los paquetes broadcast, contendrá información de sincronización del
nodo elegido como líder de la red. El líder, enviará mensajes broadcast
de manera periódica con información referente a su tiempo local (el
cual será el tiempo global de la red). A la recepción del mensaje por
parte de cada uno de los nodos, se grabará el tiempo local en el que
llegó (haciendo uso de timestamp en capa MAC). Gracias a la infor-
mación recibida y el timestamp en capa MAC, se obtiene un punto
de referencia, el cual contiene información sobre el tiempo global y el
tiempo local del nodo. Cuando se alcanza un número determinado de
puntos de de referencia, cada uno de los nodos obtiene el clock skew
de su reloj con respecto al reloj del líder mediante una regresión lineal.
Haciendo uso del clock skew así como del offset entre el nodo local y
el nodo líder, se obtiene un valor del tiempo global de la red con una
alta precisión.
En una red multihop, los nodos cercanos al líder reciben comunicación
directa del mismo. Por el contrario, los nodos más alejados recibirán
los mensajes de sincronización de otros nodos ya sincronizados. Esto
permite desplegar grandes redes con posibilidad de sincronizar todos
los nodos de la misma independientemente de la distancia a la que se
encuentren con respecto al nodo líder. Los autores de FTSP, han verifi-
cado experimentalmente su funcionamiento en redes multihop hacien-
do uso de una red compuesta por 60motas Mica2. Durante 14minutos,
una red de 6 saltos se ha mantenido perfectamente sincronizada con
una precisión de 3µs.
2.5 PROTOCOLOS DE SINCRONIZACIÓN BASADOS EN TEMPERA-
TURA
A continuación, se lleva a cabo un estudio de los algoritmos de sin-cronización basados en temperatura más relevantes hasta la fecha de
publicación de esta Tesis Doctoral. La filosofía de trabajo de cada uno
de ellos sirve como punto de partida para demostrar la hipótesis de
trabajo propuesta.
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2.5.1 Temperature Driven Time Synchronization (TDTS)
Schmid et al. [81], proponen el protocolo TDTS. Éste, hace uso del sen-
sor de temperatura instalado en muchas de las motas existentes en el
mercado. Haciendo uso del citado sensor, lleva a cabo el ajuste del osci-
lador con el fin de mitigar los cambios de temperatura existentes en el
entorno de trabajo. Gracias a ello, sus autores garantizan la posibilidad
de aumentar el período de resincronización sin perder precisión, mini-
mizando el envío de paquetes y reduciendo el consumo energético.
La idea del trabajo de Schmid es muy sencilla y se ajusta a algunos de
los objetivos de la presente Tesis Doctoral. Sin embargo, su alto coste
computacional y su imposibilidad de ser aplicado a una gran cantidad
de protocolos hacen necesario continuar investigando en los objetivos
propuestos.
2.5.2 Environment Aware Clock Skew Estimation and Synchro-
nization for WSN (EACS)
Basando su trabajo en estudios observacionales, Yang et al. [99] pro-






compense de manera dinámica los cambios producidos en el clock skew
del oscilador. Según sus autores, el esquema es simple, escalable y con
un bajo consumo energético. La utilización de un filtro Kalman, si bien
es cierto que una mota puede llevarla a cabo, no es computacionalmen-
te ligera.
En las pruebas realizadas por los autores [99], EACS obtiene un error
de sincronización de 8ms durante una ejecución de 7200s, no ofrecién-
dose la posibilidad de llevar a cabo ajustes con un nivel de microse-
gundos.
2.6 CONCLUSIONES
En este capítulo, se han descrito los conceptos y protocolos más im-portantes en lo que a sincronización de WSN se refiere. El capítulo
comienza con un análisis sobre la evaluación de las políticas de sincroni-
zación en WSN, el cual muestra los términos más relevantes que deben
tenerse en cuenta a la hora de diseñar una WSN.
Antes de llevar a cabo cualquier tipo de estudio de sincronización, es
necesario conocer todos los actores que intervienen en el proceso. Es
decir, todos los tiempos involucrados desde que un paquete parte del
emisor hasta el receptor. El presente capítulo ha llevado a cabo una
exposición de todos ellos.
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El proceso de sincronización, puede ser abordado desde perspectivas
diferentes, esto es lo que se conoce como procedimientos básicos de sin-
cronización en WSN. Un prodecimiento de sincronización podrá utilizar
una o varias de las siguientes técnicas: paso de tiempos, sincronización
pair-wise, reference broadcasting, timestamp en capa MAC, timestamp en ca-
pa física y estimación del clock skew.
El capítulo finaliza con el estudio de los principales protocolos de sin-
cronización existentes enWSN. Estos protocolo han servido de base en
todo tipo de trabajos de investigación tanto en el plano de la sincroni-
zacion como en el tratamiento de los desfases de temperatura ambien-
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Las WSN están revolucionando el diseño de toda una generación desistemas empotrados con comunicación inalámbrica. Una WSN, está
formada por una serie de nodos dispersos que interactúan con el mun-
do físico mediante la recolección de parámetros o la modificación de
los mismos.
Una WSN puede actuar de la siguiente manera (Ver Figura 3.1):
• Fuente de datos, con ciertas capacidades básicas: Procesado y
producción de datos como consecuencia de la interacción con los
fenómenos físicos del entorno en el que está desplegada la red.
• Enrutador de datos, con el fin de transmitir datos desde un
nodo a través de la red con destino a un punto de recolección de
información. En el punto de recolección se procesarán y analiza-
rán los datos recopilados por los diferentes nodos de la red.
Esta forma particular de computación distribuida, plantea nuevos re-
tos en cuanto a comunicación en tiempo real y coordinación se refiere.
Estos nuevos retos involucran una serie de parámetros como son: la

















a la definición de las capas física y mac, 802.15.4 permite sentar las
bases de otros protocolos de más alto nivel. Un ejemplo de ello es
ZigBee [16], el cual proporciona una serie de servicios de alto nivel
(enrutamiento, seguridad, etc).
El estándar IEEE 802.15.4 ofrece comunicaciones inalámbricas de
bajo coste, bajo consumo y baja tasa de transferencia de datos.
3.1.1 Topologías y Componentes de la Red
IEEE 802.15.4 define, básicamente, tres tipos de nodos:
COORDINADOR PAN: Es el controlador principal de la red. Se encarga
de levantar la red y de asociar el resto de nodos. Entre sus fun-
ciones, está la de proporcionar servicios de sincronización global
para los nodos de la red a través de la transmisión de tramas de
Beacon, en las cuales se incluirá la información más relevante de
la red para poder llevar a cabo la administración de la misma.
COORDINADOR: Tiene las mismas atribuciones que el Coordinador
PAN con la diferencia de que éste no crea la red. Un coordinador
siempre estará asociado a un Coordinador PAN y proporcio-





na sincronización a los nodos dentro de su alcance mediante la
transmisión de tramas de Beacon.
MODO ESCLAVO O NODO TERMINAL: Es un nodo que no posee nin-
guna atribución de coordinación. Se asocia como esclavo de cual-
quiera de los dos coordinadores antes mencionados con el fin de
poder sincronizarse con los demás componentes de la red.
¿Qué es un trama de Beacon?
Son aquellas tramas enviadas por un punto de acceso de manera
periódica para difundir su presencia y la información de la red.
Gracias a las tramas de beacon, las estaciones pueden obtener
una lista de puntos de acceso disponibles. Gracias a ello, los clientes
podrán saber cuál es la red a la que quieren conectarse.
En IEEE 802.15.4, los dos primeros tipos de nodos son definidos co-
mo FFD o Dispositivo de Funcionalidad Completa, lo cual indica que son FFD: Del inglés,
FULL FUNCTION
DEVICE.capaces de implementar toda la funcionalidad del estándar para lle-
var a cabo la organización y administración de la red. El tercer tipo es
considerado un RFD o Dispositivo de Funcionalidad Reducida y su funcio- RFD: Del inglés,
REDUCED FUNCTION
DEVICE.nalidad se limita a extraer y/o modificar variables de un determinado
entorno.
En base a los tipos de nodos previamente mencionados, las topologías
que permite formar el estándar IEEE 802.15.4 (véase Figura 3.3) son:
• Estrella.








Este tipo de comunicaciones se da en redes ad-hoc, donde cada no-
do transmite cuando tiene información que enviar sin ser necesaria la
participación de un nodo de tipo coordinador o similar. En este caso,
los nodos que deseen comunicarse entre sí deberán mantener su ante-
na siempre encendida o mantener un esquema de sincronización que
defina cuándo transmitir. A falta de un esquema de sincronización que
gobierne las transmisiones, suele ser común tener la antena siempre
encendida, con el consecuente sobregasto energético.
La comunicación directa entre dispositivos no está detallada de mane-
ra explícita en el estándar. Para llevar a cabo este tipo de comunicación
se envía una trama de datos, mediante el protocolo de acceso al medio










el nombre de transmisión directa.
Redes con coordinador
En el caso de tener un coordinador que controle la red, se estará ante
una topología en estrella. En este tipo de topología, todas las comuni-
caciones pasan a través del coordinador. Gracias al coordinador, la red
estará sincronizada y todos los nodos serán capaces de saber cuando
pueden hacer uso del medio compartido para llevar a cabo la comuni-
cación.
En una red de este tipo deberá existir, al menos, un FFD actuando co-
mo coordinador PAN para proporcionar servicios de sincronización
global a la red y administrar otros potenciales coordinadores y nodos
esclavos en su alcance. Una vez levantada la red, el coordinador PAN
deberá mantenerla tal y como indica Kouba [56]:
• Generando y enviando tramas de Beacon.






• Administrando la entrada/salida de nodos de la red.
• Proporcionando servicios de sincronización.
• Permitiendo GTS 1 (Guaranteed Time Slot).
3.1.2 La capa Física en 802.15.4
El estándar 802.15.4 (2003) ofrece tres bandas de frecuencia para ope-rar: 2.4GHz, 915MHz y 868Mhz. Existe un único canal entre 868 y
868.6MHz, 10 canales entre 902 y 928MHz, así como 16 canales entre
2.4 y 2.4835GHz (véase Figura 3.4).
Las tasas de datos que se pueden mantener usando este protocolo van
desde 250kbps a 2.4GHz, 40kbps a 915MHz y 20Kbps a 868Mhz. Las
frecuencias más bajas son las más recomendables con el fin de tener
la menor pérdida de datos posible para el envío de grandes cantida-
des de datos. Sin embargo, el tener una mayor transferencia de datos,
proporciona un mayor rendimiento, menor latencia y menor tiempo de
ciclo. Todas estas bandas de frecuencia están basadas en el concepto de
DSSS [91]. DSSS: Del inglés,
DIRECT SEQUENCE
SPREAD SPECTRUM
La capa física del IEEE 802.15.4 se encarga de las siguientes tareas:
ACTIVACIÓN Y DESACTIVACIÓN DEL TRANSMISOR DE RADIO: El trans-




1 El Guaranteed Time Slot reserva un espacio en la supertrama durante el cual no se
puede hacer uso del canal para evitar colisiones.
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A petición de la subcapa MAC, la radio se coloca en estado
ON/OFF. El estándar recomienda que el tiempo de cambio de
la transmisión a la recepción no debe exceder los 12 períodos de
símbolos.
DETECCIÓN DE ENERGÍA DEL RECEPTOR (ED): Es una estimación de
la potencia de señal recibida en un canal 802.15.4. Esta tarea no
lleva consigo identificación de señal ni decodificación del canal.
Gracias a esta medida se puede determinar si un determinado
canal está ocupado para su uso.
INDICACIÓN DE LA CALIDAD DEL ENLACE: Caracteriza la calidad de
una señal en un enlace. Puede ser implementada haciendo uso
de la detección de energía en el receptor (ED). Este indicador
será usado por las capas más altas, como la capa de red y la de
aplicación.
EVALUACIÓN DE UN CANAL VACÍO (CCA): La operación CCA es res-
ponsable de reportar el estado de actividad del medio con el fin
de determinar si está ocupado o disponible para su uso.
• Energy Detection Mode: El CCA reporta medio ocupado si la
energía recibida está en un rango referido a ED.
• Carrier Sense Mode: El CCA reportará medio ocupado sólo
si detecta una señal con la modulación y características del
IEEE 802.15.4.
• Carrier sense with energy detection mode: Es una combi-
nación de las técnicas previamente mencionadas. El CCA
reporta que el canal está ocupado únicamente si detecta una
señal con las característas del IEEE 802.15.4 y con la energía
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SELECCIÓN DE LA FRECUENCIA DEL CANAL: IEEE 802.15.4 define 27
canales inalámbricos. Una red tiene que poder ser configurada
para operar en cualquiera de los canales del conjunto dado. De
este modo, la capa física debe poder ser configurada para llevar
a cabo la transmisión en cualquiera de los canales disponibles.
El desarrollo de WPAN basadas en 802.15.4 en presencia de redes WPAN: Del inglés,
WIRELESS PERSONAL
AREA NETWORKWLAN IEEE 802.11b plantea una serie de problemas como consecuen-
cia del uso de la banda de frecuencia de 2.4 GHz. La coexistencia de
las dos tecnologías ha dado lugar a todo tipo de estudios con el fin
de determinar el correcto uso de cada una de ellas en presencia de
las dos. Uno de los más destacados, es el estudio de Howitt et al. [49].
En él, Howitt analiza el impacto del uso del IEEE 802.15.4 junto con
IEEE 802.11b. En este estudio se concluye que es posible utilizar el pro-
tocolo IEEE 802.15.4 junto con el IEEE 802.11b siempre y cuando una
estación del IEEE 802.11b no se encuentre muy cercana, en términos
espaciales, a un clúster de alta actividad de elementos trabajando ba-
jo el protocolo IEEE 802.15.4. El resultado de este estudio determina
que las interferencias causadas por una WLAN 802.11b no afectarán a
los nodos de una WPAN siempre y cuando la distancia entre el foco
de emisión 802.11b y los elementos de la WPAN sea superior a 8 m.
Sin embargo, si la diferencia de frecuencia entre ambas tecnologías es
al menos, de 7MHz, queda eliminada cualquier posibilidad de ruido
entre sistemas.
3.1.3 La capa MAC en 802.15.4
Tal y como se recoge en [89], la capa MAC del protocolo IEEE 802.15.4
es la encargada de que la información llegue al receptor garantizando
su integridad. Para lograr este cometido, se considera una simple co-
municación punto a punto (obviando el enrutamiento intermedio). En
esta comunicación punto a punto, los interlocutores tienen a su dispo-
sición una serie de herramientas para garantizar la integridad de los
datos.
En la capa MAC, la información se transmite por medio de tramas. Ca-
da una de estas tramas está formada por tres campos: Cabecera, payload
y cola. En la cabecera se incluye información de control y direcciones
de los nodos implicados. En el payload va incluída la información que
se está transmitiendo. Por último, en la cola, se incluye la información
necesaria para la detección y corrección de errores.
La subcapa MAC proporciona dos servicios: El servicio de datos y el
servicio de administración. El servicio de datos habilita la transmisión y
recepción de paquetes de datos (MPDU) a través del servicio de da- MPDU: Del inglés,
MESSAGE PROTOCOL
DATA UNITtos de la capa física (PHY). El servicio de administración se encarga de
emitir tramas beacon, acceder a los canales del medio, administrar el
GTS, validar las tramas, gestionar la entrega confirmaciones así como GTS: Del inglés,
GUARANTEED TIME








La subcapa MAC soporta dos modos de operación que pueden ser
seleccionados por el coordinador PAN.
• Modo Beacon Inhabilitado, donde la capa MAC hace uso de CS-
MA/CA [91] sin ranuras.
• Modo Beacon Habilitado, donde las tramas de Beacon son con-
tinuamente enviadas por el Coordinador PAN para sincronizar
los nodos asociados a él, así como para identificar la PAN. La ca-
pa MAC basa su funcionamiento en un CSMA/CD con ranuras.
En cada trama de beacon, se delimita el principio de la super-
trama, definiendo un intervalo de tiempo durante el cual las
tramas pueden intercambiarse entre los nodos de la PAN. Este
modo permite la delimitación de parte de los slots de tiempo de
la supertrama. Esta técnica recibe el nombre de Guaranteed
Time Slots (GTS) y permite una cierta garantía de servicio pa-
ra aquellos nodos que necesiten un mayor tiempo de envío de
información.
En el modo Beacon Habilitado, las tramas de beacon son enviadas
por el coordinador PAN con el fin de identificar la red y sincronizarse
con los nodos asociados a él. El intervalo de beacon define el tiem-
po entre dos tramas de beacon consecutivas. Esto incluye un período
activo, llamado supertrama, el cual está dividido en 16 slots del mis-
mo tamaño temporal, durante los cuales la transmisión de tramas está
permitida.
El intervalo de beacon y la duración de la supertrama (SD) vienen
determinados por dos parámetros, Beacon Order (BO) y Superframe
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Order (SO), respectivamente. El Intervalo de Beacon se define de la
siguiente manera:
BI = aBaseSuperFrameDuration · 2BO
for 0 6 BO 6 14
(3.1)
La duración de la supertrama, correspondiente al período activo se
define de la siguiente manera:
SD = aBaseSuperFrameDuration · 2SO
for 0 6 SO 6 BO 6 14
(3.2)
aBaseSuperFrameDuration denota la duración mínima de la supertra-
ma, correspondiente a SO = 0. Esta duración está fijada a 960 símbolos
(donde cada símbolo son 4 bits) que se corresponden a un tiempo de
15.36 ms, asumiendo 250 kbps con una frecuencia de 2.4 GHz. En este
caso, cada slot tiene una duración de 15.36/16 = 0.96ms. Por defecto
los nodos compiten por tener acceso al medio usando CSMA/CA du-
rante el conocido como contention access period (CAP). Un nodo
deberá procesar su retardo en un número aleatorio de retardos y rea-
lizará dos CCAs antes de poder transmitir. El IEEE 802.15.4 tambien
ofrece la posibilidad de definir un Contention Free Period (CFP) en
la supertrama. El CFP, que es opcional, es activado por la petición de
un determinado nodo al Coordinador PAN para la reserva de guaran-
teed time slots (GTS) dependiendo de los requerimientos del nodo.
La información sobre el intervalo de Beacon y la duración de la super-
trama viene integrada en cada trama de Beacon enviada por el Coor-
dinador PAN dentro del campo especificación de supertrama. Por
consiguiente, cada nodo que reciba la trama de Beacon deberá decodi-
ficar la información sobre la estructura de la supertrama para sincroni-
zarse con el Coordinador PAN y, a continuación, con los otros nodos.
Se observa, que el CAP comienza inmediatamente después de la trama
de Beacon y finaliza antes del CFP (si existe). De lo contrario, el CAP
finaliza al final de la parte activa de la supertrama. Durante el periodo
CAP, los nodos pueden comunicarse haciendo uso del CSMA/CA ra-
nurado a la vez que aseguran sus transacciones (trama de datos + espa-
ciado entre tramas + ACK si existen) deberían acabar antes del final del
CAP; de lo contrario la transmisión realizada en la siguiente supertra-
ma. Finalmente, indicar que el CFP comienza inmediatamente después
del CAP y debe completarse antes de que de comienzo la siguiente tra-
ma de Beacon. Todos los GTS que tienen que ser posicionados por el
Coordinador PAN son localizacos por el CFP y deberán ocupar slots
contiguos. El CFP debe, por tanto, crecer o disminuir dependiendo de
la longitud total de todos los GTSs. La transmisión en el CFP será sin
contención y por tanto, no usará el mecanismo CSMA/CA. De mane-
ra adicional, una trama solo será transmitida si la transacción (trama
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de datos + espaciado entre tramas + ACKs si existen) debería finalizar
antes del final del correspondiente GTS.
Mecanismos de robustez de la capa MAC
El estándar IEEE 802.15.4 fue diseñado para trabajar en entornos conuna serie de requisitos temporales, físicos y de consumo energéti-
co. Por ello, ofrece una serie de mecanismos con el fin de mejorar su
desempeño en comunicaciones inalámbricas de bajo coste:
• CSMA/CA: Previamente ya citado, este mecanismo permite ha-
cer un correcto uso del medio de transmisión mediante la deter-
minación de quién puede hacer uso del mismo de manera exclu-
siva.
• ACK: Mecanismo mediante el cual cada transmisión es confirma-
da a su llegada al receptor. De este modo el emisor de la comuni-
cación puede conocer el estado de su envío.
• Control de errores: A través de códigos de redundancia (CRC), se
lleva a cabo la verificación de los datos. Si los datos recibidos son
corruptos desde el punto de vista de su contenido, se tratarán de
corregir los errores y, en caso de no poder, se pedirá una nueva
retransmisión de la trama.
• Consumo energético: 802.15.4 proporciona los mecanismos nece-
sarios para reducir el consumo energético de los nodos que for-
man la red.
• Seguridad: A través del algoritmo AES, 802.15.4 permite la en-
criptación de los datos enviados.
3.2 ZIGBEE
ZigBee es el nombre de la especificación de un conjunto de protocolosde alto nivel de comunicación inalámbrica para su utilización con
radio digital de bajo consumo, basada en el estándar IEEE 802.15.4 de
WPAN.
Sobre las capas del estándar IEEE 802.15.4 se crea la especificación
ZigBee. Este protocolo está enfocado en aquellas aplicaciones que
requieren comunicaciones seguras, con baja tasa de envío de datos





La especificación ZigBee fue creada por la ZigBee Alliance [16], la cual
está formada por más de 200 empresas de todo el mundo. El objetivo
de la Alianza, fue el de crear un estándar que permitiera el fácil acce-
so a una tecnología de comunicación inalámbrica de bajo coste, baja
potencia de transmisión y de fácil utilización.
Fruto de esta Alianza nace la especificación 1.0 de ZigBee, la cual se
aprobó el 14 de diciembre de 2004 y está disponible para miembros
del grupo de desarrollo de la ZigBee Alliance. Dos años más tarde, vió
la luz la revisión de 2006, más comúnmente conocida con el nombre
de ZigBee 1.1 o ZigBee-2006. En octubre de 2007 se publica la versión
vigente a la fecha de escritura de esta Tesis Doctoral. En esta última
versión se introducen dos perfiles de operación: ZigBee-PRO y ZigBee.
Los perfiles cumplen la misión de acotar la libre interpretación de los
fabricantes, lo cual llevaría a problemas de incompatibilidad mutua y
proveer un marco de qué es obligatorio y qué es opcional. El perfil
ZigBee es una versión menos exigente en la cual se eliminan algunas
características que requieren mayor cantidad de recursos y cuya presen-
cia se debe a necesidades para implementaciones de tipo enterprise, es
decir, comunicaciones robustas para servicios de empresas y similares.
Esta última especificación agrega características sobresalientes como
frequency agility, que permite que un dispositivo de la red designado
como NCM instruya a todos los elementos de la misma a cambiarse NCM: Del inglés,
NETWORK CHANNEL
MANAGERa otra frecuencia de trabajo, y soluciona algunos inconvenientes apare-
cidos al portar soluciones tradicionales a esta arquitectura, como por
ejemplo la sobrecarga de trabajo de los routers cercanos a un concen-
trador de información y de sus tablas de enrutamiento.
ZigBee utiliza la banda ISM para usos industriales, científicos y mé-
dicos; en concreto, 868 MHz en Europa, 915 en Estados Unidos y 2,4
GHz en todo el mundo. Sin embargo, suele ser la banda de 2,4 GHz la
más utilizada.
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El nivel de red de ZigBee/ZigBee-PRO no es compatible con el de Zig-
Bee 2003-2006 [16], aunque un nodo RFD puede unirse a una red 2007
y viceversa. No pueden combinarse routers de las versiones antiguas
con un coordinador ZigBee/ZigBee-PRO.
Los protocolos ZigBee están definidos para su uso en aplicaciones
embebidas con requerimientos muy bajos de transmisión de datos y
consumo energético. Se pretende su uso en aplicaciones de propósito
general con características de reorganización automática y bajo coste
energético. Puede utilizarse para realizar control industrial, albergar
sensores empotrados, recolectar datos médicos, ejercer labores de de-
tección de humo, detección de intrusos o domótica entre otros. La red
en su conjunto utilizará una cantidad muy pequeña de energía de for-
ma que cada dispositivo individual pueda tener una autonomía de
hasta 5 años antes de necesitar un recambio en su sistema de alimenta-
ción.
3.2.1 Topologías y Componentes de la Red
Según [89], una red ZigBee permite hasta 254 nodos, sin embargo, en
función de la agrupación que se lleve a cabo podrían definirse 255
clusters de nodos, obteniéndose un total de 64770. Se definen tres tipos
distintos de dispositivos ZigBee según su papel en la red:
ZIGBEE COORDINATOR: El tipo de dispositivo más completo. Debe
existir uno por red. Sus funciones son las de crear y administrar
la red.
ZIGBEE ROUTER: Interconecta dispositivos separados en la topología
de la red y crea las rutas para alcanzar cualquier punto de la
misma. Además, es posible hacer uso de él para extracción/mo-
dificación de varibales del entorno.
ZIGBEE END DEVICE: Posee la funcionalidad necesaria para comuni-
carse con su nodo padre (el coordinador o un router), pero no
puede transmitir información destinada a otros dispositivos. En-
tre sus ventajas, está la de poder permanecer en modo de bajo
consumo energético la mayor parte del tiempo.
De la misma manera que en IEEE 802.15.4, basándose en su funciona-




Frecuencia Tasa de Datos Nº de Canales Modulación
2.4 Ghz 250 Kb/s 16 QPSK
915 Mhz 40 Kb/s 10 BPSK






FFD: También conocidos como nodo activo. Es capaz de recibir men-
sajes en formato 802.15.4. Gracias a la memoria adicional y a la
capacidad de computar, puede funcionar como Coordinador o
Router ZigBee, o puede ser usado en dispositivos de red que ac-
túen de interface con los usuarios.
RFD: También conocido como nodo pasivo. Tiene capacidad y funcio-
nalidad limitadas (especificada en el estándar) con el objetivo de
conseguir un bajo consumo energético, bajo coste económico y
facilidad de manipulación. Es posible afirmar que un nodo RFD
es aquel formado por sensores y/o actuadores.





Por su versatilidad, la topología más utilizada en aplicaciones finales
es la topología en malla. La gran ventaja de la topología en malla es
la auto-reconfiguración de la red. La topología puede cambiar en cual-
quier momento en respuesta a la caída de uno o más nodos de forma
totalmente transparente al usuario.
3.2.2 La capa de red en ZigBee
Previamente, se mencionaba que ZigBee se crea sobre la base de la
pila IEEE 802.15.4. Entre las desventajas de 802.15.4 está la falta de
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un protocolo de enrutamiento que permita alcanzar cualquier parte de
la red. Con el fin de solventar este inconveniente, la ZigBee Alliance
define una capa de red sobre la capa MAC de 802.15.4. Esta nueva
capa, permite a los dispositivos router enviar la información a través
de toda la red.
La capa de red es la encargada de definir la topología a utilizar. La co-
lumna vertebral de enrutamiento de la red está formada por un coordi-
nador ZigBee y múltiples routers ZigBee. Los dispositivos de tipo RFD
pueden unirse a la red como dispositivos finales mediante su asocia-
ción con dispositivos de tipo coordinador o router.
Formación de la Red
Los dispositivos que pueden llegar a ser coordinadores si no se han
unido a una red pueden ser candidatos a coordinador ZigBee. Un dis-
positivo que quiere ser coordinador deberá escanear todos los canales
con el fin de encontrar al coordinador de la red. Tras seleccionar el ca-
nal, este dispositivo envía tramas de Beacon mediante broadcast conte-
niendo el identificador de PAN para inicializar la PAN. Un dispositivo
que escuche tramas de Beacon de una red existente puede unirse a la
misma llevando a cabo las tareas propias de su rol para conectarse a
una red. El emisor de las tramas de Beacon, determinará si aceptar o
no al dispositivo dependiendo de su capacidad y de la duración de
asociación permitida. Así pues, sus tramas de Beacon pueden llevar a
una respuesta de asociación. Si un dispositivo se ha unido la respuesta
a la asociación contendrá una dirección de 16-bit para el emisor de la
petición de asociación. Esta dirección, será la dirección de red para el
dispositivo.
Asignación de Direcciones en una Red ZigBee
En una red ZigBee, las direcciones de red son asignadas a los disposi-
tivos a través de un esquema de asignación de direcciones distribuido.
Tras la formación de la red, el coordinador ZigBee, determina el nú-
mero máximo de hijos (Cm) de un router ZigBee, el número máximo
de routers hijos (Rm) de un nodo padre y la profundidad de la red
(Lm). Destacar que Cm > Rm y que un padre puede tener Cm - Rm
dispositivos finales como sus hijos. En este algoritmo, los padres asig-
nan las direcciones de los dispositivos. Para el coordinador, el espacio
de direcciones está lógicamente particionado en Rm + 1 bloques. Los
primeros Rm bloques son asignados a los routers hijos del coordinador
quedando reservado el último bloque para los dispositivos finales hijos
del coordinador. En este esquema, un dispositivo padre utiliza Cm, Rm
y Lm para procesar un parámetro denominado Cskip, el cual es usado
para procesar las direcciones de comienzo de los hijos en los pools de
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direcciones. El Cskip para el coordinador ZigBee o un router en una
profundidad d se define como:
Cskip(d) =
 




El coordinador de la red siempre se considerará que tiene una profun-
didad 0. Si un nodo es hijo de otro, a una profundidad d, se dice que
está a una profundidad d+ 1. Considérese cualquier nodo x a una pro-
fundidad d, y cualquier nodo y (hijo de x). El valor Cskip(d) indica el
número máximo de nodos en el árbol enrutado en y (incluyendo y a sí
mismo).
En la Figura 3.10, dado que el valor de Cskip en B es 1, el subárbol de
C contendrá no más de un nodo. Dado que el valor de Cskip en A es 7,
el subárbol de B no contendrá más de 7 nodos. Para comprender todo
esto, considérense de nuevo los nodos x e ymencionados previamente.
Teniendo en cuenta que y es un nodo, a lo sumo se tienen Cm hijos
de y, obteniéndose como máximo un número de Rm routers. Por ello,
y no podrá tener más de Cm · Rm nietos. Del mismo modo se tendrán
Cm · R2m bisnietos de y.
Según todo lo visto en los párrafos anteriores, el tamaño del árbol
vendrá dado por la Ecuación 3.4.
Cskip(d) = 1+Cm+Cm ·Rm+Cm ·R2m+ .....+Cm ·RLm-d-1m (3.4)
Dado que la profundidad del subárbol no puede ser mayor de Lm -
d- 1. Se obtiene la Ecuación 3.5.
Cskip(d) = 1+Cm · (1+ Rm + R2m + ...+ RLm-d-2m ) (3.5)
A través de la Ecuación anterior, se obtiene la Ecuación 3.6.
Cskip(d) = 1+Cm · (1- RLm-d-1m )/(1- Rm) (3.6)
La asignación de direcciones comienza en el coordinador ZigBee auto-
asignándose la dirección 0 con profundidad 0. Si un nodo padre tiene
una profundidad d y tiene una dirección Aparent, el n- ésimo router
hijo tendrá la dirección de la Ecuación 3.7:
Aparent + (n- 1) ·Cskip(d) + 1 (3.7)
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De la misma manera, el n- ésimo hijo tendrá asignada la siguiente
dirección:
Aparent + Rm ·Cskip(d) +n (3.8)
En la figura 3.10 se muestra un ejemplo de la asignación de direcciones
en ZigBee. El Cskip del coordinador ZigBee se obtiene de la ecuación
3.3 definiendo d = 0, Cm = 6, Rm = 4 y Lm = 3. Tras esto, los 1 , 2  y
3er hijos routers del coordinador tendrán las direcciones:
(0+ (1- 1)) · (31+ 1) = 1
(0+ (2- 1)) · (31+ 1) = 32
(0+ (3- 1)) · (31+ 1) = 63
(3.9)
Por otra parte, los dos hijos nodos finales tendrán las siguientes direc-
ciones:
(0+ 4) · (31+ 1) = 125
(0+ 4) · (31+ 2) = 126 (3.10)
Protocolos de Enrutamiento
En una red en árbol, el coordinador ZigBee y los routers, transmiten
paquetes a lo largo de todo el árbol. Cuando un dispositivo recibe un
paquete, comprueba si él o uno de sus dispositivos hijos es el destino.
De ser así, el dispositivo aceptará el paquete o lo reenviará al hijo
designado. De otro modo, reenviará el paquete a lo largo del árbol.
Asumiendo que la profundidad de este dispositivo es d y su dirección
A, el paquete será para uno de sus descendientes si A < Adest <
A+Cskip(d- 1) por lo que se reenviará al router hijo con la dirección:
Ar = A+ 1+
$




Si el destino no es un descendiente del dispositivo, el paquete será
reenviado al padre. En una topología de malla, se dice que los routers
y coordinadores ZigBee tienen capacidad de enrutado si tienen una
tabla de enrutamiento y capacidad para el descubrimiento de tablas







iniciar procedimientos de descubrimiento de rutas y transmitir datos
a los nodos de reenvío. De otro modo, sólo podrán transmitir a través
de los enlaces del árbol. Cuando un nodo necesita reenviar un paquete
recibido, comprobará primero que tiene capacidad de enrutamiento,
de ser así el paquete será enviado por unicast al siguiente salto en la
red, de no ser así, el paquete será enviado a través de los enlaces del
árbol.
Un dispositivo que posea capacidad de enrutamiento iniciará el descu-
brimiento de rutas si no encuentra una ruta para reenviar el paquete
que le llega en su tabla de enrutamiento. El descubrimiento de rutas en
ZigBee se lleva a cabo de manera similar al protocolo de enrutamiento
AODV [73]. Los enlaces con menor coste serán incluidos en la ruta de
enrutado. El coste del enlace l está definido en base a la probabilidad
de envío sobre el link l. Sin embargo, el cómo calcular la probabilidad
de entrega del paquete no es algo explicito en la especificación ZigBee.
Al comenzar el descubrimiento de rutas, la fuente envía un paquete
de petición de enrutado. Un router ZigBee que reciba un paquete de
petición de enrutado lo primero que realizará será un cálculo del coste
del enlace. Si este dispositivo posee capacidad de enrutado, reenviará
por broadcast si no ha recibido una petición o el coste guardado en la
petición de ruta más el coste que se acaba de obtener es menor que el




ción de una petición
de ruta en ZigBee.
Fuente [89].
comprobará la dirección de destino y enviará la petición de enrutado
a su padre o a uno de sus hijos (en el caso de la topología en árbol).
La Figura 3.11 muestra un ejemplo de funcionamiento. El dispositivo
S envía por broadcast una petición de enrutado hacia el dispositivo T
que reciben los dispositivos A y D. Dado que A no tiene capacidad de
enrutado, comprobará la dirección de destino T y enviará por unicast
la petición a C. Como D si tiene capacidad de enrutado, reenviará por
broadcast la petición. Un dispositivo que ha reenviado un paquete de
petición de ruta guardará el emisor de la petición en su tabla de descu-
brimiento de rutas. Esta información sera desechada si el dispositivo
no recibe una respuesta a la petición de ruta en un intervalo de tiempo
determinado.
Cuando el destino recibe los paquetes de petición de ruta de múltiples
caminos, seleccionará de todas ellas la ruta con el menor coste y envia-
rá un paquete de respuesta de ruta a la fuente. El paquete de respuesta
de ruta será enviado por unicast. Si un nodo intermedio recibe un pa-
quete de respuesta de ruta comprobará su tabla de descubrimiento de
rutas y enviará el paquete al emisor de la petición. Tras la recepción
por parte de la fuente de la petición de la nueva ruta, este enviará
los datos que considere oportunos a través del nuevo camino. La capa
de red de ZigBee especifica una serie de mecanismos para el manteni-
miento de las rutas para redes en malla y en árbol. En las redes de tipo
malla, la capa de red implementa un contador para la detección de
rutas fallidas. Si el contador de un router ZigBee excede un determina-
do rango, el router podrá comenzar las operaciones de mantenimiento
pertinentes. Estos routers con capacidad de enrutado, pueden sondear
los paquetes de petición de rutas con el fin de encontrar posibles des-
tinos. De no ser así, se reenviarán los paquetes por unicast a su padre
o a sus hijos según las direcciones de destino. Sin embargo, en una
red en árbol, un router no enviará por broadcast paquetes de petición
de enrutado si ha perdido la conectividad con su padre. En su lugar,
se desasociará de su padre e intentará asociarse con un nuevo padre.
Tras la nueva asociación, recibirá una nueva dirección de red de 16bit
y podrá transmitir paquetes a su padre. Cuando un dispositivo se des-
conecta de su padre, también lo hará de sus dispositivos hijos. Estos





2. Modos de operación de
bajo consumo
3. Baja latencia
1. La centralización del
nodo coordinador puede
provocar la caída de toda
la red
Árbol
1. Bajo coste de enrutamien-
to
2. Las supertramas permiten
habilitar el modo sleep
3. Comunicación multisalto






2. La red es más fléxible a
cambios
3. Menor latencia que en las
topologías de estrella y ár-
bol
1. No permite supertramas
(No permite modo sleep)
2. Descubrimiento de rutas
costoso
3. Requiere almacenamiento
para las tablas de enruta-
do
Tabla 3.2
Pros y contras de los
diferentes tipos de
topología ZigBee
reconectarse con un nuevo padre. Por otra parte, cuando un router no
puede enviar paquetes a un hijo, descartará directamente el paquete y
enviará un mensaje de error al origen del paquete. El router enviará
una notificación de desconexión al hijo. Tras esto, el hijo deberá reco-
nectarse al mismo padre o a otro padre dependiendo del resultado de
escaneo de canales que lleve a cabo.
En la tabla 3.2, se muestran los pros y contras de los diferentes tipos
de topologías en las redes ZigBee:
Broadcasting en Redes ZigBee
La capa de red, informa a la capa MAC cuando quiere enviar paque-
tes broadcast. En ZigBee, el elemento que inicie el broadcast puede




en una red ZigBee.
Fuente [89].
paquete de tipo broadcast comprobará si el campo radius es mayor que
cero. De ser así, el dispositivo reenviará el paquete; en caso contrario,
el paquete no será reenviado por difusión broadcast.
ZigBee define, un mecanismo pasivo de acuse de recibo con el fin de
asegurar la calidad del broadcasting. Tras el broadcasting, el disposi-
tivo ZigBee almacena el envío broadcast en su BTT. La tabla BTT seBTT: Del inglés,
BROADCAST
TRANSACTIONS TABLE combinará con su tabla de vecinos. Esto permite a los dispositivos co-
nocer si sus envíos broadcast han sido reenviados debidamente o no.
Si un dispositivo detecta que un vecino no ha realizado el rebroadcast,
procederá él mismo al reenvío.
3.2.3 La capa de Aplicación en ZigBee
Observando la pila ZigBee (ver Fig. 3.8), la capa de aplicación se sitúa
por encima de la capa de red. La capa de aplicación está formada por
dos componentes: la capa de soporte de aplicación (APS) y los conoci-APS: Del inglés,





La subcapa APS es la encargada de enviar los datos entre aplicaciones.
Todas las capas situadas por debajo dan soporte a la subcapa APS.
Para ello, se sirve de un conjunto de circuitos virtuales que conectan
las aplicaciones emisoras con las receptoras.
En la subcapa APS, la información se transmite por medio de tramas.
Cada una de estas tramas tiene dos componentes fundamentales: La
Cabecera y el payload. En la Cabecera se incluye información acerca del
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tipo de trama y sobre el direccionamiento lógico de la comunicación.
En el payload, se encuentra la información a enviar.
De manera similar al protocolo IP [91], el protocolo APS presenta dos
tipos de servicio:
• Sin confirmación de recepción.
• Con confirmación de recepción, donde cada transmisión es res-
pondida con mensaje ACK que verifica la correcta llegada de los
datos.
Tipos de tramas en ZigBee
Dependiendo del tipo de comunicación que se esté llevando a cabo, las
tramas podrán ser de tres tipos:
• Tramas de datos, las cuales transportan la información que en-
vían las aplicaciones.
• Tramas de comandos, mediante las cuales es posible el control o
configuración a distancia de los nodos.
• Tramas de confirmación (ACK), mediante las cuales se lleva a
cabo la confirmación de recepción de las tramas de datos y co-
mandos.
Todas estas tramas pueden ser enviadas mediante diferentes tipos de
direccionamiento: Unicast, broadcast y multicast.
ZDO
En lo más alto de la pila ZigBee, se encuentran las aplicaciones finales





como ZDO. Los ZDO se encargan de definir el rol del dispositivo en la
red.
Las aplicaciones trabajan mediante el intercambio de información. Esto
se lleva a cabo mediante un endpoint (similar a un puerto IP) que las
identifica. Cada uno de estos endpoints entregará los mensajes a la
subcapa APS para su envío a través de la red.
ZigBee permite a las aplicaciones descubrir servicios y aplicaciones
ofrecidos por otros nodos de la red. Para llevar esto a cabo se hace uso
del ZDO. A través del ZDO, es posible acceder a la información que
contiene el catálogo de servicios y aplicaciones (más comúnmente co-
nocido como descriptores). Esto permite que cualquier nodo que acceda
a la red pueda buscar los servicios y aplicaciones que desee. Una vez
encontrado el servicio y/o aplicación, se procederá a la negociación
con el nodo a conectar.
3.3 OTROS ESTÁNDARES
A continuación, se citan otros estándares altamente utilizados en co-municaciones inalámbricas.
3.3.1 WirelessHART
WirelessHART es una tecnología de red tipo malla segura y robusta,








basados en envíos de paquete-por-paquete.
La topología está diseñada para ser una red de dispositivos tipo malla,
fácil de utilizar, confiable e interoperable, aunque según sea la distri-
bución física de los transmisores, puede funcionar en topología tipo
estrella ó árbol.
Para el despliegue de la red, se especifican tres elementos principales:
DISPOSITIVOS DE CAMPO: los cuales están conectados al proceso o al
equipo de planta.
GATEWAY: que habilitan la comunicación entre el dispositivo donde
reside la aplicación (Maestro) y los dispositivos de campo. Un
Gateway y sus puntos de acceso, deben ser incluidos en cada
red.
ADMINISTRADOR DE RED: que es responsable de la configuración, tem-
porizado de la comunicación entre los dispositivos, administra-
ción de la tablas de rutas, así como monitorización y análisis de







la salud de la red. Mientras se pueda soportar con administra-
dores redundantes, debe haber únicamente un Administrador de
Red activo por cada red existente.
3.3.2 ISA100.11a
El estándar ISA100.11a ha sido diseñado para llevar a cabo monitoriza-
ción inalámbrica y control de automatización de procesos que requie-
ran baja tasa de datos. Este estándar recoge la especificación para la
capa OSI, seguridad y el sistema de gestión.
Los objetivos de ISA100.11a son: bajo consumo energético, escalabili-
dad de la red, robusta infraestructura frente a cambios de topología e
interoperabilidad con otros sistemas inalámbricos.
ISA100.11a opera a una frecuencia de 2,4GHz con un esquema de salto
de frecuencia, el cual permite incrementar la fiabilidad de la red y re-
ducir las interferencias producidas por otros canales de comunicación.
3.3.3 6LowPAN





de Internet podría y debería ser aplicado incluso en los dispositivos
más pequeños de la vida real“. Esos pequeños dispositivos de bajo
consumo son los que crean el IoT.
IOT: del inglés,
INTERNET OF THINGS
El grupo de trabajo de 6LowPAN define los mecanismos de compre-






enviados a través de redes de tipo IEEE 802.15.4. Tanto IPv4 como IPv6
se consideran los caballos de trabajo para la entrega de datos en LAN,LAN: Del inglés,
LOCAL AREA






cionadas por los protocolos de Internet, los dispositivos de tipo IEEE
802.15.4 están especializados en el muestreo de parámetros de diferen-
tes entornos a través de sensores.
Dado el gran futuro de este tecnología, puede ser estudiada en profun-
didad en el apéndice.
3.3.4 DASH7
DASH7 es un protocolo de código abierto para redes de sensores inalám-
bricos, que opera en la banda de 433MHz sin licencia ISM. DASH7 ofre-
ce varios años de vida útil de la batería, alcance de hasta 2km, enlaces
de baja latencia para conectar con objetos en movimiento, una pequeña
pila de protocolo con el código fuente abierto, cifrado de clave pública
AES 128bits, y transferencias de datos de hasta 200 kbps. DASH7 está
promovida por un consorcio llamado la Alianza DASH7.
DASH7 sigue la norma ISO/IEC 18000-7 para un estándar abierto con
licencia libre en la banda ISM de 433 MHz. Esta banda está disponi-
ble para su uso internacional. Esta tecnología de redes inalámbricas
fue creada originalmente para uso militar y ha sido utilizada principal-
mente para aplicaciones comerciales en lugar de protocolos propieta-
rios como ZigBee o Simplicity.
A diferencia de la mayoría de las tecnologías de RFID activa, DASH7
se comunica de punto a punto, lo que combinado con su largo alcance
y con los beneficios de propagación de la señal de 433 MHz, lo con-
vierte en un sustituto fácil para la mayoría de las redes de sensores
inalámbricas con comunicaciones en malla. DASH7 también es compa-
tible con los sensores, el cifrado, IPv6, y otras características.
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Dependiendo de la frecuencia utilizada, los dispositivos DASH7 más
comunes tienen la capacidad transmitir en un radio de 1 Km. Según el
consorcio DASH7 y gracias a las regulaciones gubernamentales existen-
tes en Europa, se han alcanzado transmisiones de hasta 10 km hacien-
do uso de señales con una mayor longitud de onda. Los dispositivos
DASH7 utilizan una frecuencia global, lo que simplifica las decisiones
de despliegue y mantenimiento en relación con las especificaciones de
uso de frecuencias. Una autoridad neutral externa, certifica las prue-
bas de conformidad e interoperabilidad en el marco del programa de
certificación DASH7.
3.3.5 IEEE 802.15.3
El estándar IEEE 802.15.3 define la capa física y la capa de acceso al me-
dio para WPANs de alta velocidad. Funciona en la banda de 2, 4GHz, WPANS: Del inglés,
WIRELESS PERSONAL
AREA NETWORKSllegando a ofrecer tasas de envío entre 11 y 55 Mbps. Hace uso de TD-
MA para garantizar un acceso seguro y sin colisiones al medio. Se le
TDMA: Time Division
Multiple Accessha dado la posibilidad de llevar a cabo transferencias síncronas y asín-
cronas. Además, lleva a cabo las gestiones del consumo de potencia,
tasa de datos de envío y la frecuencia de transmisión.
Gracias a la alta tasa de datos que ofrece, puede ser utilizado para
transmisiones de audio y vídeo en tiempo real.
3.4 CONCLUSIONES
Una WSN, está formada por una serie de nodos dispersos que inter-actúan con el mundo físico mediante la recolección de parámetros o
la modificación de los mismos. Una WSN puede trabajar como fuente
de datos y/o como enrutador de datos.
El principal estándar de comunicaciones en WSN es IEEE 802.15.4, el
cual ofrece comunicaciones inalámbricas de bajo coste, bajo consumo y
baja tasa de transferencia de datos. El estándar IEEE 802.15.4 define las
capas física y mac de la pila de protocolos. Gracias a ello, se crean las
bases para el desarrollo de protocolos de comunicación de alto nivel,
como por ejemplo, ZigBee.
ZigBee, es desarrollado por la ZigBee Alliance. Sobre la especificación
de IEEE 802.15.4 define las capas de red y aplicación con el objetivo
de simplificar el proceso de desarrollo de aplicaciones en WSN.
Haciendo uso de los conocimientos desarrollados en este Capítulo, po-
drá llevarse a cabo la demostración de la hipótesis de trabajo de esta
Tesis Doctoral sobre un despliegue WSN real, tal y como se recoge en
los Capítulos 4 y 6.
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Una de las características más importantes de cualquier WSN es la uti-lización de hardware de bajo coste. Esto conlleva gran cantidad de
ventajas desde el punto de vista económico y de implantación de la tec-
nología. Sin embargo, la utilización de hardware de bajo coste puede
traer efectos no deseados en función de los requisitos de Tiempo Real
impuestos por el problema a resolver. En ciertas aplicaciones, se requie-
ren osciladores de alta precisión que permitan desempeñar cualquier
tipo de tarea de sincronización independientemente de la granularidad
temporal deseada.
Por desgracia, la gran mayoría de las motas no tienen en cuenta las
aplicaciones de Tiempo Real en sus diseños. Los osciladores de los que
hacen uso no son, por lo general, de gran precisión. Además, este tipo
de osciladores se ven altamente influenciados por efectos ambientales,
siendo la causa principal de variación de la frecuencia los cambios de
temperatura (Para más información consultar Apéndice B).
En este capítulo, se llevará a cabo un profundo análisis sobre la in-
fluencia de la temperatura en los osciladores de las motas. Para ello,
se ha hecho uso del protocolo de sincronización FTSP, el cual ha sido
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instalado en una red formada por motas TelosB [93]. Gracias al aná-
lisis y sus resultados, se sentarán las bases para mejorar el clock skew
de cualquier mota independientemente del hardware y/o protocolo de
sincronización utilizado.
4.1 ¿POR QUÉ SE HA DE TENER EN CUENTA LA TEMPERATURA AL
SINCRONIZAR?
Tal y como se lleva estudiando a lo largo de este trabajo de investi-gación, diversos estudios científicos [86] han puesto de manifiesto la
necesidad de sincronizar los diferentes elementos que forman una red
de sensores. Las motas que forman la red necesitan colaborar y coordi-
nar sus operaciones con el fin de poder realizar una tarea de sensado
compleja. La fusión de datos, es un claro ejemplo de cómo utilizar da-
tos de varias fuentes con el fin de obtener un resultado complejo con
completo significado. Supóngase una aplicación de tracking de vehícu-
los donde las motas reportan la localización y el tiempo en el que han
sondeado el vehículo. Si las motas de la red no están sincronizadas en
el tiempo, sería imposible reconstruir la secuencia temporal de paque-
tes recibidos en el recolector de información.
La sincronización puede ser utilizada con el fin de minimizar el con-
sumo energético de una red. Para ello, es posible definir ventanas de
tiempo donde las motas deben funcionar en un estado de bajo consu-
mo. Por tanto, haciendo uso de políticas de bajo consumo energético
junto con sincronización de tiempo, sería posible tener coordinada toda
la red. De esta manera, las motas alternarían períodos de bajo consu-
mo con períodos de extracción de información del entorno. Para llevar
a cabo estas políticas de funcionamiento, es necesario tener la red sin-
cronizada.
Los protocolos de planificación de recursos, como por ejemplo TD-
MA [84], son ampliamente utilizados para definir el uso de un deter-
minado medio compartido, con el fin de evitar colisiones de datos y
disminuir el consumo energético. Este tipo de protocolos necesitan un
esquema de sincronización para poder llevar a cabo su tarea.
Tal y como queda recopilado en los campos de aplicación mostrados
en el Capítulo 1, las WSN pueden ser desplegadas entornos abiertos,
estando afectadas por efectos climatológicos y, en especial, la tempera-
tura. En aplicaciones de Tiempo Real, la modificación de la frecuencia
de oscilación como consecuencia de este fenómeno ambiental puede
provocar desfases temporales de decenas de microsegundos en el me-
jor de los casos.
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4.1.1 Precisión frente a variaciones de temperatura
La Sección B.3.2, describe la manera en la que la frecuencia de oscila-
ción de un dispositivo se ve influenciada por variaciones en la tempe-
ratura del mismo.
Dos son los comportamientos existentes en cuanto a la modificación
de frecuencia por temperatura se refiere:
1. Baja frecuencia frente a variaciones de temperatura:
2. Alta frecuencia frente a variaciones de temperatura.
Por baja frecuencia, se entiende que la tasa de cambio de frecuencia
del oscilador está influenciada por variables tales como el corte o la
edad del piezoeléctrico. Estas dos características, no tienen una alta
variación a lo largo del tiempo y, en consecuencia, no modifican la
frecuencia en cortos espacios de tiempo.
Por el contrario, la alta frecuencia frente a variaciones de tempera-
tura está altamente influenciada por cambios de temperatura, siendo
necesario llevar a cabo políticas para mitigar este efecto. Entre las po-
líticas software que se pueden llevar a cabo para mitigar este efecto
existen dos:
1. Disponer de una alta tasa de sincronización con el fin de reducir
el error de sincronización.
2. Llevar a cabo ajustes en la sincronización de las motas que tengan
en cuenta la temperatura actual del sistema y varíen el tiempo
local de sincronización en función de la misma.
La primera de estas dos políticas es de fácil implementación, sin embar-
go, supone un gasto energético excesivo al aumentar la tasa de envío
en las comunicaciones inalámbricas. Recuérdese, que la mayor parte
del consumo energético se produce en la antena de comunicaciones.
Esta primera política, choca de lleno con el objetivo de minimización
del consumo energético que ha de cumplir cualquier WSN.
La segunda política, es la más compleja de llevar a la práctica. Se ha-
ce necesario conocer en todo momento la temperatura de la mota así
como el clock skew que tiene con respecto a su frecuencia nominal. Ha-
ciendo uso de estos dos parámetros, este trabajo tiene como objetivo
reducir el error de sincronización en WSN así como mejorar el compor-
tamiento frente a cambios de temperatura.
Las siguientes secciones, sentarán las bases para corroborar esta hi-
pótesis de trabajo. Para ello, se ha de comprobar de manera física la
influencia de la temperatura sobre un protocolo de sincronización de
WSN real.
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4.2 THE FLOODING TIME SYNCHRONIZATION PROTOCOL
La demostración de la hipótesis de trabajo expuesta en lo referente a latemperatura, se necesita hacer uso de un protocolo de sincronización
que permita controlar el clock skew. El Capítulo 2, muestra los métodos,
herramientas y protocolos de sincronización más relevantes hasta la
fecha de publicación de este trabajo de investigación. De entre todos los
protocolos detallados, se ha de elegir uno que servirá de base durante
todo el trabajo. La elección vendrá determinada por:
1. Deberá tener capacidad para obtener el clock skew.
2. Deberá ser lo suficientemente preciso, de manera que se puedan
obtener sincronizaciones con un error de sincronización de mi-
crosegundos.
3. Deberá ser un protocolo ampliamente utilizado por la comuni-
dad científica, de manera que los resultados obtenidos en este
trabajo sean fácilmente comparables y utilizables por cualquier
investigador ajeno al autor.
4.2.1 Alternativas a FTSP
Antes de decidir que protocolo es idóneo para llevar a cabo la realiza-
ción de este trabajo, se ha de hacer una comparativa entre todos ellos.
Para ello, es conveniente repasar los protocolos de la Sección 2.4.









GLOBAL DE LA RED.
el proceso de sincronización. El uso de este elemento evita que la sin-
cronización se lleve a cabo mediante un esquema de tipo emisor a
receptor. En RBS, los nodos envían tramas beacon a sus vecinos. Estas
tramas beacon tienen la particularidad de no contener ningún tipo de
información de tipo timestamp. En su lugar, los nodos receptores ha-
cen uso del tiempo en el que llegó la trama beacon para intercambiar
esta información y proceder a la sincronización mediante la compara-
ción de sus relojes.
Los autores de RBS lo han implementado y testado en una de las pla-
taformas WSN más utilizadas, la Berkeley Mote. Haciendo uso de las
Berkeley Motes, se alcanzó una precisión de 11µs.
Ganeriwal et al. [43] proponen el protocolo de sincronización conocido




descubrimiento de nivel y la fase de sincronización. En la fase de descubri-
miento de nivel, el objetivo es el de crear la topología de la red, donde
a cada nodo se le asignará un nivel dentro de la red. En el nivel 0 sólo
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existirá un nodo, y será el nodo raíz de la red. En la segunda fase, cada
nodo de nivel i tendrá que sincronizarse con un nodo del nivel i- 1
mediante un protocolo de dos vías. Al finalizar la fase de sincroniza-
ción, todos las motas se considerarán sincronizadas.
Para llevar a cabo una comparativa justa de RBS y TPSN, es nece-
sario implementar ambos protocolos en la misma plataforma. Según
la implementación de RBS de Ganeriwall et al., la precisión es de
29.13µs [35]. Haciendo uso de la misma plataforma que RBS, TPSN
consigue un error de sincronización de 16.9µs [43].




to de inundación o broadcast de paquetes en una WSN. Cada uno de
los paquetes broadcast, contendrá información de sincronización del
nodo elegido como líder de la red. El líder, enviará mensajes broadcast
de manera periódica con información referente a su tiempo local (el
cual será el tiempo global de la red). A la recepción del mensaje por
parte de cada uno de los nodos, se grabará el tiempo local en el que
llegó (haciendo uso de timestamp en capa MAC). Gracias a la infor-
mación recibida y el timestamp en capa MAC, se obtiene un punto
de referencia, el cual contiene información sobre el tiempo global y el
tiempo local del nodo. Cuando se alcanza un número determinado de
puntos de de referencia, cada uno de los nodos obtiene el clock skew
de su reloj con respecto al reloj del líder mediante una regresión lineal.
Haciendo uso del clock skew así como del offset entre el nodo local y el
nodo líder, se obtiene un valor del tiempo global de la red con una alta
precisión.
Los autores de FTSP, han verificado experimentalmente su funciona-
miento en redes multihop haciendo uso de una red compuesta por 60
motas Mica2. Esto supone un error de sincronización en el primer nivel
de la red 1, 5µs [66].
4.2.2 Elección del protocolo de Sincronización
La Sección 4.2.1, muestra la comparativa de los protocolos más im-
portantes en WSN. Todos ellos ofrecen grandes resultados a nivel de
microsegundos (tal y como requieren los objetivos de esta Tesis), sin
embargo no todos son igualmente de eficientes a la hora de sincroni-
zar.
El protocolo RBS necesita llevar a cabo comunicación bidireccional en-
tre pares de nodos, lo cual implica un alto consumo energético y un
uso ineficiente del canal de comunicaciones derivado del alto envío de
paquetes.
El protocolo TPSN, también hace uso de comunicación bidireccional
entre pares de nodos. En redes con un pequeño número de nodos, esto
no supondría un problema. Sin embargo, en redes de gran tamaño el
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número de paquetes necesarios para llevar a cabo la sincronización
dificultarían el uso del canal de comunicaciones y llevaría consigo un
consumo energético elevado. Además, TPSN no permite gestionar de
manera directa el valor del clock skew, dificultando la consecución del
objetivo buscado en esta Tesis Doctoral.
El protocolo FTSP no sólo mejora a sus competidores en la disminu-
ción del error de sincronización. Además, optimiza el uso del canal de
comunicaciones así como el consumo energético llevando a cabo trans-
misiones de tipo broadcast. Gracias a todo ello, FTSP se alza como el
protocolo más idóneo para demostrar la hipótesis de trabajo y alcanzar
los objetivos definidos en la Sección 1.5.3.
4.2.3 Funcionamiento de FTSP
Tal y como se ha comentado en las secciones previas, así como en
el Capítulo 2, FTSP es un protocolo de sincronización para WSN con
















precisión de sincronización gracias a la realización de timestamping
en las capas inferiores de la pila del protocolo de comunicaciones, lo
cual permite la eliminación de los tiempos de incertidumbre propios
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La alta precisión conseguida por FTSP se debe al uso de una tabla de
regresión, gracias a la cual es posible ajustar el clock skew de los nodos
de la red de manera local. El uso del ancho de banda es mínimo como
consecuencia del uso de comunicación de tipo unidireccional. Todo
ello, sin lugar a dudas, lo hace idóneo para su utilización en WSN de
altas prestaciones.
El uso de transmisión tipo broadcast no sólo permite la disminución
del gasto energético, además, disminuye la posibilidad de fallos deri-
vada de la utilización de enlaces de comunicación conmutados.
Elección del coordinador
En todo protocolo de sincronización deberá existir un reloj global que
determine el tiempo de la red. Por lo general, este reloj suele estar go-
bernado por una mota centralizada. La centralización del reloj global
comprometería el estado de la sincronización en caso de malfunciona-
miento del dispositivo responsable. La solución a este problema pasa
por la descentralización del reloj global, de manera que el fallo en el
dispositivo responsable no implique una desincronización del resto de
la red.
El protocolo de sincronización FTSP elimina esta problemática dando
a todas las motas de la red la posibilidad de controlar el reloj global
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de la misma. Esto se consigue asignando el reloj global a la mota con
menor id. En este momento, el reloj global vendrá dado por el reloj ID: NÚMERO DE
IDENTIFICACIÓN DE LA
MOTA EN LA RED.local de la mota con el menor número de identificación. A partir de
aquí, la mota será la encargada de enviar tramas de sincronización
broadcast al resto de motas de la red.
Si las motas detectaran la falta de un reloj global como consecuencia
de un fallo, comenzaría un período de contienda en el que lucharían
por hacerse con el reloj global de la red. La elección del nuevo nodo
raíz, vendrá dada por el menor número de identificación. Cuando la
mota de menor número identificativo tome el control, enviará tramas
de sincronización haciendo uso del tiempo global emitido inicialmente
por la mota sustituida. De este modo, no será necesario resincronizar
por completo la red con las ventajas que ello conlleva.
Offset: Obtención del desfase temporal
Tras tomar el control sobre la sincronización de la red, la mota raíz






definido en tiempo de compilación.
Antes de enviar el paquete de sincronización, la mota raíz llevará a
cabo la grabación del tiempo global de la red en la capa MAC de la
pila del protocolo de comunicaciones. Gracias a ello, se reducen los
tiempos de incertidumbre existentes entre la capa de Aplicación y la
capa MAC. Realizado el timestamp, se enviará el paquete a todas las
motas de la red haciendo uso de transmisión broadcast.
Una vez es emitido el paquete de sincronización, será recibido por el
resto de motas de la red. El protocolo FTSP presupone que todos las
motas de la red recibirán el paquete de sincronización en el mismo
instante temporal y, en base a esta suposición, se llevan a cabo los
datos para la obtención del desfase temporal u offset.
A la recepción del paquete de sincronización, cada mota llevará a cabo
el timestamp en la capa MAC de su pila del protocolo de comunica-
ciones. De este modo, y al igual que ocurría en el emisor, se reducen
los tiempos de incertidumbre derivados del paso de la información a
través de las diferentes capas hasta llegar a la capa de aplicación.
Haciendo uso de la información del timestamp generado por la mota
raíz (tiempo global) junto con la información generada a la llegada
del paquete a los receptores en capa MAC (tiempo local), es posible
determinar el desfase temporal con respecto al nodo raíz:
Offset = GlobalTime- LocalTime (4.1)
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Clock skew: Ajuste de regresión mediante mínimos cuadrados
La información de sincronización recibida por las motas, permite lle-
var a cabo la obtención del offset mediante la Ecuación 4.1. Según Vig
[96], los osciladores de un mismo fabricante y modelo poseen peque-
ñas diferencias entre sí que provocan variaciones en su frecuencia de
oscilación (Para más información consultar Apéndice B).





no sólo están provocadas por el ángulo de corte del cristal en su pro-
ceso de fabricación. Existen otra serie de parámetros, descritos en la





oscilación con respecto a su frecuencia nominal.
Las pequeñas variaciones entre la frecuencia real de oscilación de las
motas provocan un desfase con respecto al offset estimado. Este desfase
es conocido como clock skew y puede llegar a provocar la desincroniza-
ción de toda la red.
El protocolo de sincronización FTSP lleva a cabo la obtención del clock
skew para cada nodo de manera individual. De este modo es posible
determinar la variación real con el objetivo de ser utilizada junto con
el offset para obtener un valor del reloj global. Este proceso se realiza
mediante una tabla de regresión de tamaño NUM_ENTRIES, median-NUM_ENTRIES:
PARÁMETRO QUE
DETERMINA EL VALOR




te la cual es posible estimar la desviación sufrida por cada mota con
respecto al offset.
Una vez se tiene un número mínimo de entradas en la tabla de regre-








y llevar a cabo el cálculo del tiempo global de la red para cada mota.
Tiempo gobal de la red
Haciendo uso de los conceptos de offset y clock skew previamente defi-
nidos, es posible obtener la ecuación que los relacione con el tiempo
global de la red. Las siguientes líneas muestran el planteamiento ma-
temático de FTSP hasta la consecución de un tiempo global de la red
que permita sincronizar a todos los nodos de la misma.
La Ecuación 4.2, representa el tiempo global de la red según la defini-
ción dada por Maróti et. al [66]:
global = skew ⇤ local+ offset (4.2)
Donde global, local son variables y skew, offset serán constantes
exclusivas de cada mota. En teoría, las frecuencias de dos osciladores
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de cuarzo del mismomodelo y fabricante deben ser muy cercanas entre
sí, teniéndose un skew cercano a 1:
skew = 1.0+ 10-5 (4.3)
Desde el punto de vista computacional, la representación de este va-
lor es menos eficiente que utilizar un valor cercano a cero. Por ello,
en la implementación de FTSP se obtiene el clock skew de la siguiente
manera:
skew1 = skew- 1.0 (4.4)
A la hora de calcular los valores de la tabla de regresión se deberá
hacer uso de valores medios. Para ello, se obtendrá un valor medio
del offset así como un valor medio del tiempo local. Ambos parámetros
vienen dados por offsetA y localA respectivamente.
De todo ello, se obtiene la siguiente expresión:
offsetA = skew1 ⇤ localA + offset (4.5)
Con el objetivo de minimizar errores en la multiplicación, se mantiene
el valor de offsetA cercano a un valor reciente en el tiempo (localA) y
se realiza lo siguiente:
offset- offsetA = skew1 ⇤ (local- localA) (4.6)
offset = offsetA + skew1 ⇤ (local- localA) (4.7)
La obtención del tiempo global vendrá dada por la siguiente expresión:
global = local+ offsetA + skew1 ⇤ (local- localA) (4.8)
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4.3 CONFIGURACIÓN DE LOS EXPERIMENTOS
Para llevar a cabo el estudio que demuestre la influencia de la tem-peratura en el error de sincronización se hará uso de algunas de las
tecnologías detalladas en Capítulo 3 así como en los Apéndices A y C.
A continuación, se detallan las decisiones que han llevado a adoptar
cada una de ellas.
4.3.1 Comunicaciones inalámbricas
Entre los dos protocolos de comunicaciones citados en el Capítulo 3,
se ha hecho uso de IEEE 802.15.4 en la demostración de partida de
esta Tesis Doctoral. Se descarta ZigBee debido a que, al ser un estándar
propietario, los fabricantes lo distribuyen completamente encapsulado.
La utilización de este tipo de protocolos encapsulados no permitiría
llevar a cabo acciones sobre todas las capas de la pila, siendo accesible
tan sólo la capa de aplicación.
Uno de los objetivos de esta Tesis Doctoral es el de llevar a cabo sin-
cronizaciones de tiempo con una granularidad de microsegundos. Tan
sólo podrán obtenerse errores de sincronización con una precisión de
microsegundos eliminando todos los tiempos de incertidumbre exis-
tentes en el proceso de comunicación. Se entiende por tiempos de
incertidumbre aquellos derivados de la utilización del medio de co-
municación mediante protocolos de acceso al medio tipo CSMA. A los
tiempos de incertidumbre ya mencionados, deben unirse los derivados
del planificador del sistema operativo utilizado. Para disminuir este ti-
po de tiempos en la medida de lo posible, la literatura científica [66]
recomienda hacer uso de timestamps en la capa MAC de la pila del
protocolo de comunicaciones. La utilización de IEEE 802.15.4 permite
realizar la operación de timestamp en capa MAC.
4.3.2 Sistema Operativo
De las alternativas descritas en el Apéndice C, se hará uso de TinyOS.
Este sistema operativo posee todo tipo de pilas de comunicación en-
tre las que destaca IEEE 802.15.4 por su contrastada eficiencia en las
comunicaciones. La utilización de IEEE 802.15.4, permite llevar a cabo
timestamp en capa MAC.
Además de las características ya mencionadas, TinyOS cuenta con un
gran soporte por parte de toda la comunidad investigadora. Por tanto,
su eficacia queda fuera de toda duda, lo cual supone un gran punto a
favor a la hora de abordar un estudio científico de estas características.
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Gracias al apoyo ofrecido por la comunidad investigadora a TinyOS,
los resultados obtenidos en esta Tesis Doctoral podrán ser fácilmente
contrastados con trabajos de otros investigadores.
4.3.3 Hardware
Definida la pila de protocolos a utilizar (IEEE 802.15.4) así como el Sis-
tema Operativo (TinyOS), es necesario determinar la plataforma hard-
ware mediante la cual comprobar cómo afecta la modificación de tem-
peratura al clock skew y, en consecuencia, al error de sincronización.
En caso de demostrar la influencia de la temperatura sobre el clock
skew se procederá a desarrollar una solución que tenga en cuenta los
gradientes de temperatura. La única alternativa posible para llevar a
cabo este cometido pasa por la existencia de un sensor de temperatura
que permita controlar la temperatura del dispositivo en todo momento
y llevar a cabo las operaciones oportunas. La plataforma a elegir deberá
tener incorporado un sensor de temperatura o, en su defecto, tener
habilitadas entradas y salidas que permitan añadirlo.
Dada la amplia aceptación de la plataforma TelosB por parte de la co-
munidad investigadora así como el sensor de temperatura Sensirion
SHT11 [83] que lleva incorporado, se ha hecho uso de la misma para
la realización de esta prueba. De la misma manera que se detallaba en
la Sección 4.3.2, la utilización de una plataforma estándar ya contras-
tada permite la comparación de resultados de otros trabajo de manera
trivial.
4.3.4 Configuración física de la red
En cualquier tipo de WSN, resulta de vital importancia el despliegue









los que estará compuesta la red así como los roles seguidos por cada
uno de ellos. De este modo, la red estará formada por:
• Una mota recolector de información encargada de obtener todos los
datos de sincronización de la red para guardarlos en un fichero
que permita su posterior análisis haciendo uso de la herramienta
MATLAB.
• Una mota emisor de tramas de recolección con una tasa de envío de
datos configurada enviando balizas de recolección. Cuando se
emita una baliza de este estilo, las motas deberán enviar al reco-
lector de información los datos de sincronización de ese instante
temporal.
• Tres motas flasheadas con los protocolos de sincronización estudiados.
Una de ellas hará las funciones de root según lo estudiado en la
Sección 4.2.3.
4.3.5 Configuración de FTSP
El protocolo FTSP, utiliza una serie de parámetros para determinar su
funcionamiento. Entre los más destacables están la tasa de sincroniza-
ción y el número de entradas en la tabla de regresión.
A mayor tasa de sincronización, el protocolo ofrecerá mejores resulta-
dos en cuanto a sincronización se refiere. Sin embargo, el alto coste
enérgetico de esta configuración desaconseja su uso en favor de mayo-
res tasas de sincronización. Estudio previos realizados en este trabajo,
muestran que una tasa de 30s no repercute en el error de sincroniza-
ción y mejora el uso de la energía. Por ello, se hará uso de 30s de tasa
de sincronización para llevar a cabo la prueba.










El número de elementos en la tabla de regresión es clave a la hora
de conseguir sincronizaciones minimizando el error de sincronización.
Cuanto más cercanos, desde el punto de vista temporal, estén los ele-
mentos de la tabla de regresión, menor será el error de sincronización.
Se desaconseja trabajar con datos alejados temporalmente, pues ello
impediría una correcta determinación del clock skew. Por ello, se debe
conseguir un compendio que permita tener el mayor número de ele-
mentos en la tabla de regresión y, que a su vez, sean cercanos desde
el punto de vista temporal. Resultados previos llevados a cabo por es-
te doctorando, muestran que 3 elementos en la tabla de regresión son
más que suficientes para tener un error de sincronización mínimo.
La Tabla 4.1 muestra con un mayor nivel de detalle, la configuración
paramétrica llevada a cabo. El significado de cada uno de los paráme-
tros puede ser consultado en el trabajo de Maróti et. al [66].
4.3.6 Análisis de Resultados
A continuación, se lleva a cabo un pormenorizado análisis de los re-
sultados obtenidos haciendo uso del protocolo de sincronización FTSP
con la configuración previamente mostrada.
La prueba está basada en la extracción de 2000 datos de información
de los nodos que forman la red. La información recopilada ha sido el
tiempo local de cada uno de ellos. Según la teoría expuesta en la Sec-
ción 4.2.3, cada nodo llevará a cabo la obtención de un tiempo global
en base a la información de sincronización recibida del nodo raíz. Tras
sincronizar cada uno de los nodos, se sondeará toda la red para obte-
ner el tiempo global de todos y cada uno de los nodos para así, obtener
el error medio de sincronización entre todos ellos.
La Figura 4.4muestra el comportamiento de FTSP bajo la influencia de
un gradiente de temperatura a lo largo de su ejecución. La temperatura
inicial de la prueba se sitúa en 25 C frente a los 8 C que se aplican en
el instante 800s.
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Para determinar el error medio de sincronización se hará uso de los
números de secuencia obtenidos gracias a los puntos de extracción
temporales creados por el nodo emisor de tramas de recolección. Estos
números de secuencia se obtienen a razón de un número por segundo.
Gracias al número de secuencia, es posible llevar a cabo la clasificación
de los datos de todos los nodos según el instante en el que fueron
enviados. Una vez clasificados los datos obtenidos según su número de
















El análisis de resultados extrae información que podrá ser analizada
off-line con el objetivo de extraer conocimiento adicional sobre el com-
portamiento de la red. Esta información viene dada por parámetros
estadísticos que se consideran de especial relevancia en cualquier aná-
lisis que se precie: la varianza, la desviación típica, el máximo valor del
error y el mínimo.
4.4 RESULTADOS
A continuación, se demuestra cómo el clock skew de una mota inalám-bica está altamente influenciado por desfases de temperatura. Esto
provoca la necesidad de implementar nuevas políticas que contemplen
el uso de la temperatura en sincronización de WSN.
4.4.1 Influencia de la temperatura
Las siguientes líneas, demuestran la influencia de los cambios de tem-
peratura sobre el clock skew de las motas en una WSN. Una vez inicia-
lizados todos los nodos, se obtienen los diferentes valores de sincroni-
zación mediante una estación base de rastreo conectada a un punto de
recolección de datos.
De la misma manera que en el experimento de Maróti et al. [66], la
topología de la red ha sido forzada por software. De este modo, se
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asegura que los nodos implicados estarán en un área con cobertura
entre el nodo raíz y el nodo de recolección de datos. El nodo raíz emite
balizas de sincronización cada 30s. Por su parte, la estación base recoge
información de cada uno de los nodos cada segundo.










LA MOTA RAÍZ PARA
QUE UNA MOTA
INTENTE SER ROOT.
una reelección del nodo raíz, sin justificación, que pueda desvirtuar los
datos de la prueba.
El experimento se ha realizado durante 30 minutos con los siguientes
resultados:
• Entre los instantes 0s y 800s se ha mantenido constante la tem-
peratura de todos los nodos de la red. Durante este período de
tiempo el error de sincronización se sitúa en 1.9µs.
• A partir del instante 800s, se crea un desfase de temperatura de
17 C entre uno de los nodos y el resto de la red. Como puede
observarse en la Figura 4.4 el error de sincronización aumenta de
manera progresiva. En el instante 2000s se finaliza la prueba con
un error medio de sincronización de 3.078µs.
• La diferencia en el error de sincronización entre el primer y el se-
gundo intervalo temporal representa una caída del rendimiento
cercana al 115.78%.
Los resultados mostrados en la Figura 4.4 muestran una clara influen-
cia de la temperatura en el error de sincronización. Esto es debido al
cambio de frecuencia del oscilador ante una variación de la temperatu-
ra, afectando de manera directa al valor del clock skew. Los resultados
coinciden con las afirmaciones realizadas en el estudio de Vig [96], don-
de indica que la temperatura influye en el cambio de frecuencia de un
oscilador. Por tanto, queda clara la necesidad de aplicar un factor de
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Figura 4.4
Influencia de la tem-
peratura en el error
de sincronización
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corrección en el clock skew a la hora de sincronizar una WSN, más aun
si cabe bajo condiciones cambiantes de temperatura.
Tabla 4.2
Influencia de la tem-
peratura en el oscila-
dor
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4.5 CONCLUSIONES
Este capítulo, en el que se demuestra cómo la variación de temperaturaafecta al oscilador de una mota inalámbrica, constituye la base fun-
damental de esta Tesis Doctoral. El conocer de manera precisa dónde
influyen las variaciones de temperatura, permitirá desarrollar nuevos
modelos matemáticos que minimicen tal efecto y mejoren el error me-
dio de sincronización hasta alcanzar niveles próximos a cero.
Como resumen se muestran las principales aportaciones científicas a
partir de la investigación realizada en este capítulo:
1. El estudio llevado a cabo para determinar el sistema operativo,
protocolo de comunicaciones y hardware más idóneo para de-
mostrar cómo el oscilador se ve influenciado por cambios de tem-
4.5 conclusiones 85
peratura, demuestra la conveniencia de utilizar estándares abier-
tos. Gracias al uso de estándares abiertos como IEEE 802.15.4 y
TinyOS se han podido realizar tareas de bajo nivel de manera
satisfactoria.
2. La utilización de hardware ampliamente utilizado por la comu-
nidad investigadora como es TelosB, permite tener la total segu-
ridad de que el sistema funcionará correctamente. Además, la
publicación de todo tipo de trabajos científicos bajo este hardwa-
re garantizan la correcta comparación de los resultados obtenidos
dándoles total validez científica.
3. Durante una prueba de 30 minutos de duración, un desfase de
temperatura de 17 C, provoca un aumento del error de sincroni-
zación que va desde los 1.9µs hasta 4.1µs. Esto supone una caída
del rendimiento del 115.78%.
4. Ha quedado demostrado que, bajo la influencia de gradientes de
temperatura, los osciladores de bajo coste utilizados en las motas
de WSN se ven altamente influenciados.
5. Trabajando sobre el clock skew de las motas, será posible mejorar
el desempeño de todo tipo de protocolos de sincronización.
Partiendo de todas las premisas citadas en la anterior enumeración,
el siguiente capítulo llevará a cabo un planteamiento matemático que
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Las características físicas de los osciladores de cuarzo se ven altera-das por una serie de fenómenos como son el ángulo de corte del
piezoeléctrico, el voltaje aplicado a la entrada, la temperatura ambien-
te, el grado de humedad, la aceleración, etc. La combinación de todos
estos parámetros hará que el oscilador tenga una frecuencia ligeramen-
te diferente a la frecuencia dada por el fabricante. Esta problemática
es mitigada en osciladores de alto rendimiento. Por el contrario, los
osciladores de las motas en WSN son de bajo coste y no tienen im-
plementadas políticas hardware o software para minimizar el impacto
provocado por los parámetros mencionados.
Este capítulo, tiene como objetivo aportar una nueva herramienta ma-
temática que permita llevar a cabo la compensación del error de sincro-
nización producido a causa de variaciones de la temperatura ambiente.
Esta nueva herramienta podrá ser utilizada en cualquier protocolo de
sincronización basado en el cálculo del clock skew.
Gracias a la utilización de la solución aportada, cualquier mota, podrá
ser ajustada en tiempo real con el fin de mantener el error de sincro-
nización al menor nivel posible. Esto abre nuevos campos en los que
poder trabajar con WSN aplicadas a problemas de alta criticidad tem-
poral donde las motas estén situadas en ambientes climatológicamente
hostiles.
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5.1 PROBLEMÁTICA
Existen una serie de fenómenos que pueden alterar la frecuencia delos osciladores provocando desfases temporales que imposibilitarán
llevar a cabo una correcta sincronización de Tiempo Real. De todas las
posibles causas que afectan al rendimiento del oscilador dos son las
consideradas altamente críticas a la hora de obtener un buen valor del
clock skew (para mayor información consultar el Apéndice B, Sección
B.3):
1. El corte del piezoeléctrico no es idéntico entre dos osciladores
del mismo modelo y marca. Es decir, la frecuencia real de os-
cilación con respecto a la frecuencia nominal varía entre uni-
dades diferentes de un mismo modelo y marca. Como conse-
cuencia, dos motas tendrán frecuencias de oscilación ligera-
mente diferentes.
2. La temperatura afecta de manera instantánea a la frecuencia
de oscilación de los cristales de cuarzo tal y como ha quedado
demostrado en el Capítulo 4 para una mota TelosB. No sólo
la mota utilizada en el citado capítulo sufre las consecuencias
de la variación de la temperatura como demuestra Lenzen pa-
ra la mota Mica2. En el trabajo de Lenzen et. al. [58] queda
demostrado que tras provocar una variación de 5 C de tem-
peratura, el oscilador puede llegar a perder 1ms cada 1s de
tiempo.
Por tanto, las variaciones de temperatura afectan a todos los oscilado-
res de bajo coste. Esto pone de manifiesto la necesidad de implementar
políticas que mitiguen este efecto sin aumentar el coste de producción
de las motas. Aumentar los costes de producción rompería con una de
las bazas más importantes de las WSN: La producción de motas de
bajo coste con la mayor fiabilidad posible.
La problemática citada se abordará desde dos perspectivas diferentes
con el fin de determinar cuál de ellas aporta los mejores resultados:
1. Se desarrollará un factor de corrección del clock skew para varia-
ciones de temperatura. Este factor de corrección podrá ser aplica-
do en cualquier tipo de mota haciendo uso de las características
aportadas por los fabricantes de los osciladores.
2. Se trabajará sobre el clock skew tratándolo como un problema de
filtrado de señales. En este caso, es posible clasificar la influencia
debido al corte del cristal como una señal de baja frecuencia. Por
el contrario, la variación de temperatura puede provocar grandes
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Figura 5.1
Clock skew en la
mota Mica2. Fuente:
[58]
desfases en cortos períodos de tiempo considerándose una señal
de alta frecuencia.
Para llevar a cabo el planteamiento matemático que permita aplicar
una corrección del clock skew se hará uso del ampliamente reconocido
protocolo de sincronización FTSP [66] como base de este trabajo.
5.2 AJUSTE AVANZADO POR TEMPERATURA
5.2.1 Oscilador Citizen CMR200T
Las motas utilizadas en este trabajo son las TelosB (Rev. b) [93]. Estas
motas tienen un oscilador Citizen CMR200T a 32.768Khz. En concreto,
este oscilador queda dentro de la familia tuning-fork [96]. Los oscila-
dores de la familia tuning-fork, se caracterizan por tener una relación
cuadrática entre su frecuencia de funcionamiento y la temperatura a
la que están expuestos. Esta relación queda de manifiesto mediante la
Ecuación (5.1) así como en la Figura 5.2.
f = f0(1+ (T - T0)
2) (5.1)
Donde f0 es la frecuencia nominal,   es una constante conocida como
coeficiente de temperatura, T es la temperatura actual y T0 es la tempe-
ratura de referencia (25ºC). En la práctica la frecuencia actual f 00 para
una temperatura T0 difiere de f0 en una pequeña cantidad definida
por los fabricantes como tolerancia en frecuencia en los datasheets. En
el caso del CMR200T, f0 = 32768Hz,   = -0.034± 0.006ppm y la tole-
rancia de la frecuencia es de ±20ppm. Este margen de funcionamiento
se debe, principalmente, a los efectos del corte del cristal en su proceso
de fabricación.
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Figura 5.2
Clock skew en el
oscilador CMR200T














  beta = 0.034
  beta = 0.034 + 0.006
  beta = 0.034 − 0.006
5.2.2 AT-FTSP (Adjusted Temperature FTSP)
Si no es posible conocer la temperatura existente en la mota responsa-
ble de gestionar el tiempo global de la red o su temperatura es constante
a 25ºC, no tendrá que ser considerada a la hora de llevar a cabo la
obtención del ajuste por temperatura del clock skew.
Basándose en la Ecuación (5.1), es posible obtener un factor de correc-
ción basado en la temperatura del nodo local, para llevar a cabo la
obtención de un valor de clock skew de mayor precisión. De este modo,
sería posible minimizar el efecto de la temperatura sobre el oscilador
de un nodo.
SkewAT = fn (5.2)
El factor de corrección a obtener vendrá dado por la Ecuación (5.3),
donde se contempla la temperatura real del nodo local Tn, la tempera-
tura ideal o nominal T0 y el parámetro  .
fn = f
n
0 (1+ n(Tn - T0)
2) (5.3)
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Variable Descripción
SkewTn Corrección de Clock skew basada en Tª
Skew Desfase en el reloj obtenido empíricamente
fn Frecuencia real de un nodo n
fr Frecuencia real del nodo raíz
fn0 Frecuencia nominal de un nodo n
fr0 Frecuencia nominal del nodo raíz
 n Coeficiente de temperatura de un nodo n
 r Coeficiente de temperatura del nodo raíz
Tr Temperatura del nodo raíz
Tn Temperatura de un nodo n
T0 Temperatura nominal (25ºC)
Tabla 5.1
Variables del modelo matemático
Utilizando el valor del factor de corrección obtenido junto con el valor
del clock skew obtenido por FTSP, se obtiene el nuevo clock skew basado
en temperatura:
Skew = SkewFTSP · SkewAT (5.5)
Las variables utilizadas en la descripción del modelo matemático pue-
den observarse en la Tabla 5.1.
5.2.3 A2T-FTSP (Advanced Adjusted Temperature FTSP)
Si la temperatura existente en la mota raíz es conocida y variable, será
necesario hacer uso de ella para llevar a cabo un ajuste óptimo del clock
skew basado en temperatura. Para ello, será necesario contar con senso-
res de temperatura tanto en la mota local como en la mota responsable
de administrar el reloj global de la red.
Haciendo uso de la Ecuación (5.1), es posible comparar el clock skew
de un nodo local con respecto al clock skew de un nodo central. De
este modo, sería posible minimizar el efecto de la temperatura sobre el
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Utilizando esta información es posible afirmar que el valor del clock
skew debido a la temperatura que afecta al nodo, viene determinado
por la Ecuación (5.9).
SkewA2T =





Con el fin de simplificar los cálculos que permitan contrastar la hipóte-





















Teniendo en cuenta la posibilidad de calcular una estimación del clock
skew mediante puntos de sincronización de la misma manera que lo
hace FTSP [66], junto con el clock skew obtenido en la Ecuación 5.11, se
tiene que el clock skew de un nodo es la desviación de su reloj interno





Según esto, podría obtenerse un factor de corrección del clock skew de
mayor precisión donde se tuvieran en cuenta tanto los desfases de un
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reloj global no ideal como los desfases propios del reloj local. Sustitu-
yendo el valor de clock skew de la Ecuación (5.12) en la Ecuación (5.11),
es posible determinar un factor de corrección en función de la tempe-
ratura con el fin de minimizar el error de sincronización:
Skew = SkewFTSP · SkewA2T (5.13)
Al igual que con AT-FTSP, las variables utilizadas en la descripción del
modelo matemático pueden observarse en la Tabla 5.1.
5.3 SEPARACIÓN DE SEÑALES MEDIANTE FILTRADO HOMÓRFICO
En esta Tesis Doctoral, la relación entre el skew de corte y el skew portemperatura puede verse como una combinación multiplicativa de dos
señales que forman una sola según el principio de superposición. De
estas dos señales, el skew de corte se considera una señal de baja fre-









Se estima, que haciendo uso de los postulados de Oppenheim podría
ser posible separar el skew de corte y el skew por temperatura del clock
skew. De este modo podría obtenerse un clock skew de mayor precisión.
En el trabajo de Oppenheim et al. [70], se recoge información sobre
filtros no lineales con el fin de separar la información existente en una
señal. Existen infinidad de tipos de sistemas no lineales que cumplen
el conocido como principio de superposición. Esta propiedad puede ser
trabajada de la misma manera que en un sistema lineal convencional.
La estructura teórica para la caracterización de sistemas no lineales ha
sido postulada y estudiada con mayor nivel de detalle por Oppenheim
[68, 69]. El marco de trabajo mostrado por Oppenheim en los citados
trabajos es muy amplio, sin embargo, el caso más interesante para nues-
tro trabajo es el que recoge la síntesis de filtros no lineales de señales que
pueden ser expresadas como un producto de componentes.
A continuación, se detalla el postulado matemático de Oppenheim.
5.3.1 Filtrado lineal
A la hora de enfrentarse ante un problema de filtrado de señales, por
lo general se trabaja con sistemas lineales. Sin embargo, no todos los pro-
blemas pueden tratarse bajo un sistema lineal, siendo necesario buscar
otras alternativas. Aquellos problemas en los que la señal a filtrar no es-
té formada mediante la adición de dos señales, no podrán ser tratados
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Figura 5.3
Representación ca-
nónica de un filtrado
homomórfico
con un sistema lineal. La separación de señales que no han sido com-
binadas de manera aditiva, tales como la multiplicación o convolución,
requieren utilizar otro tipo de sistemas diferentes a los lineales.
Con el fin de sentar las bases que permitan tratar sistemas no lineales, se
va a proceder a generalizar el concepto de filtrado lineal. Considérense
dos señales S1(t) y S2(t), las cuales han sido combinadas según una
regla denotada por  , por lo que la señal resultante S(t) puede ser
expresada de la siguiente manera:
S(t) = S1(t)   S2(t) (5.14)
Si   representa la transformación llevada a cabo con el filtrado, ge-
neralizando el concepto de filtrado lineal, se requiere que   cumpla lo
siguiente:
 [S1(t)   S2(t)] =  [S1(t)]   [S1(t)] (5.15)
Según [68], el formalismo de representación de sistemas que cumplan
la propiedad mostrada, erra al interpretar las entradas del sistema co-
mo vectores dentro de un espacio vectorial con la regla  , correspon-
diente a una suma de vectores así como en el uso de  , como una
transformación lineal bajo ese espacio. La transformación   deberá ser
restringida de manera que satisfaga los postulados algebraicos de la
suma de vectores, así como asociar las entradas del sistema con esca-
lares. De este modo, podrá hacerse uso de la operación multiplicación
escalar siguiendo una regla 4. Para generalizar el concepto de filtrado
lineal bajo la operación de multiplicación escalar, se requiere que los
sistemas cumplan la siguiente propiedad:
 [c4s(t)] = c4 [s(t)] (5.16)
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Cuando la regla   se corresponde a una suma de funciones y la
regla 4, corresponde al producto de la entrada con un escalar, en-
tonces las Ecuaciones 5.15 y 5.16, cumplen el principio de superpo-
sición según su definición para sistemas lineales.
Los sistemas que se encuentren clasificados según el cumplimiento de








En [68], se demuestra que si las entradas de un sistema constituyen un
espacio vectorial con las operaciones   y 4, entonces   puede ser re-
presentada como un sistema en cascada como el mostrado en la Figura
5.4. El primer sistema, A0 en la figura, cumple la siguiente propiedad:
A0[s1(t)   s2(t)] = A0[s1(t)] +A0[s2(t)] (5.17)
y,
A0[c4s(t)] = c4A0[s(t)] (5.18)
Por tanto, es posible afirmar que A0 es característica de la clase, pues
sólo depende de las operaciones   y 4, independientemente de los
detalles del sistema  . Por ello, el términoA0 es comúnmente conocido
como Sistema Característico. El sistema L es un sistema lineal y A-10 es
la inversa de A0:
A-10 {A0[s(t)]} = s(t) (5.19)
Sobre la base de esta representación canónica, se observa que el filtra-
do lineal generalizado, corresponde a la tranformación de un problema
original en uno donde las componentes son aditivas y, que tras la trans-
formación, es posible volver al mismo espacio original de partida. Por
tanto, una vez que se han determinado las características del sistema,
el problema se reduce a un simple filtrado lineal.
5.3.2 Componentes del clock skew
El clock skew de cualquier mota, puede verse como un todo formado
por un clock skew de corte y un clock skew dinámico debido a las con-
diciones variables mostradas en el Apéndice B. De todas las citadas
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condiciones variables, la temperatura es la que más afecta de manera
instantánea a la obtención del clock skew. El resto de condiciones son
de variación lenta: skew por corte, skew por edad, skew por precisión,
skew por voltaje, etc. Por ello, es posible separar el clock skew de baja
frecuencia con respecto al de alta frecuencia. El principal responsable
de los cambios de alta frecuencia es el efecto provocado por las varia-
ciones de temperatura.
Siguiendo el razonamiento anterior, sería posible obtener un clock skew
más preciso, de manera que puedan separarse sus componentes de
baja frecuencia con respecto a las de alta frecuencia. En base a esta
idea, se propone considerar el clock skew según la siguiente ecuación:
skew = skewcut(t) · skewtemp(t, !T ) (5.20)
Bajo la hipótesis de que skewtemp afecta de manera multiplicativa a
skewcut, sería posible tratar este problema como un filtrado homomórfico
de señales multiplicativas. De este modo, se trabajaría con un problema
de filtrado de dos señales.
Siguiendo el razonamiento expuesto en la Sección 5.3.1, se lleva a cabo
el razonamiento matemático que dé validez a esta hipótesis de trabajo.
5.3.3 Filtrado Homomórfico aplicado al clock skew
Cualquier ejemplo de la regla de superposición mostrada en la Sec-
ción 5.3.1, debe satisfacer las propiedades de la multiplicación ordi-
naria. Existen diferentes tipos de problemas de señales en los que se
hace especialmente interesante considerar las ondas como una com-
binación de productos en detrimento de la operación de adición. Por
citar algunos de estos casos se tienen el tratamiento de canales con des-
vanecimiento de señal, modulación en amplitud, control de ganancia,
compresión de audio de rango dinámico y procesamiento de imáge-
nes. En todas estas aplicaciones es común encontrarse con dos tipos
de señales en las que una varía rápidamente y la otra más lentamente,
combinadas entre sí como el resultado de un producto. Además, suele
ser común tener la necesidad de fijar una de las dos señales y traba-
jar sobre la otra en el caso de tener las señales separadas o buscar la
separación de las dos señales para trabajar con ellas.
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Figura 5.4
Representación ca-
nónica de un filtrado
multiplicativo
Figura 5.5
Filtro de la Figura






Todo lo descrito en el párrafo anterior, se ajusta al problema del
clock skew de esta Tesis Doctoral: “Existen dos señales combinadas
de manera multiplicativa, donde una varía de manera rápida y la
otra, lo hace lentamente.”
La regla del producto, satisface los postulados algebraicos de la suma
vectorial. Haciéndo uso de la nomenclatura de símbolos de la Sección
5.3.1 se tiene:
skewcut(t)   skewtemp(t, !T ) = skewcut(t) · skewtemp(t, !T ) (5.21)
c4skew(t) = skew(t)c (5.22)
Las Ecuaciones 5.21 y 5.22 deberán cumplir lo siguiente:
 [skewcut(t) · skewtemp(t, !T )] =  [skewcut(t)] · [skewtemp(t, !T )]
(5.23)
 {[skew(t)]c} = { [skew(t)]}c· (5.24)
Basándose el esquema de la Figura 5.3, se construye la Figura 5.4 si-
guiendo el mismo razonamiento que en las Ecuaciones 5.17, 5.18 y 5.19.
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El sistema característico del filtrado homomórfico, P, deberá cumplir
lo siguiente:
P[skewcut(t) · skewtemp(t, !T )] = P[skewcut(t)] + P[skewtemp(t, !T )]
(5.25)
P[{skew(t)}c] = cP[skew(t)] (5.26)
P-1{P[skew](t)} = skew(t) (5.27)
Si se limita todo el razonamiento de manera que sólo se hagan uso
de señales reales positivas (skew(t)) y escalares reales (c), el sistema ca-
racterístico (P) podría estar representado por una función logarítmica
común. En el espacio logarítmico, se cumple que P-1 es la función ex-
ponencial del logaritmo. Haciendo uso de esta información, el sistema
homomórfico puede ser representado mediante la Figura 5.5.
Para hacer uso de esta propuesta, es necesario obtener un valor clock
skew formado por un número real positivo. La obtención de un valor
de clock skew con las citadas características se llevará a cabo haciendo





Y = β0 + β1X
ΔY
ΔX
Y = β0 + β1X
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5.3.4 Recta de regresión: Método de los mínimos cuadrados
El Capítulo 4 comentaba la necesidad de hacer uso de un protocolo
de sincronización para llevar a cabo el estudio y mejora del clock skew
planteado en este trabajo. De todos los protocolos estándares, se ha
decidido hacer uso de FTSP por las razones ya citadas en la Sección
4.2.2.
FTSP lleva a cabo la obtención del clock skewmediante un procedimien-
to altamente estandarizado como es una recta de regresión mediante el
método de los mínimos cuadrados. En este caso, el clock skew quedará
representado por una recta que no necesariamente debe pasar por el
origen y mostrará la relación de cambio entre el offset actual de la mota
con respecto al paso del tiempo.
La relación de cambio entre las dos variables citadas vendrá dada por
la pendiente obtenida con la recta de regresión. La citada recta, deberá
minimizar la suma de los cuadrados de los errores entre los valores de
clock skew obtenidos y un valor medio de clock skew según el principio











(Yi - Yˆi)2 (5.28)
El mayor logro obtenido por el principio de mínimos cuadrados es la in-
mediatez del uso y tratamiento de la información con la que se quiere
obtener conocimiento. Gracias a ello, es posible obtener el valor de la
pendiente ( ˆ1) y el punto de corte de la recta ( ˆ0) con suma facilidad:
 ˆ1 =
P
(Xi -X)(Yi - Y)P
(Xi -X)2
(5.29)
 ˆ0 = Y -  ˆ1X (5.30)
La recta obtenida minimiza los errores para predicciones de la infor-
mación contenida en el eje Y en base a X. En este caso, la pendiente
estimada es conocida como la pendiente de la regresión de Y sobre X.
Todo este razonamiento debe ser aplicado al problema del clock skew.
En el eje Y se representarán los valores de offset obtenidos mientras
que, en el eje X, se tendrán los valores de tiempo. Así pues, el valor del
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(localTimei - localtime)(offseti - offset)P
(localTimei - localTime)2
(5.31)
De este modo, se habrá obtenido una valor muy aproximado del clock
skew. El dato obtenido, estará influenciado por todas las variables estu-
diadas en la Sección 4.1 siendo, a priori, imposible determinar en qué
grado afecta cada una de ellas al resultado global.
Alcanzado este punto, el objetivo será el de poder separar las dos com-
ponentes principales que forman el clock skew: Las componentes de baja
frecuencia y las componentes de alta frecuencia mediante el uso de un fil-
trado homomórfico.
5.3.5 Obtención del clock skew
Demostrada la validez matemática de la propuesta presentada, es ne-
cesario describir cómo se va a efectuar la obtención de un clock skew de
bajas frecuencias. Para ello, es necesario determinar las dos componen-
tes principales que forman el clock skew. Las dos componentes que lo
forman pueden clasificarse dentro de las altas o bajas frecuencias en
función de su tasa de cambio.
Entre las componentes de baja frecuencia, el principal factor que deter-
minará el valor del clock skew vendrá dado por el ángulo de corte del
cristal junto con otros parámetros como la edad del oscilador, la acele-
ración, el voltaje de entrada, etc. A excepción del parámetro de corte
del cristal, el resto de parámetros tendrán una baja influencia en el clock
skew final y, por ello, pueden ser clasificados dentro del skew debido
al corte del cristal de cuarzo.
Las componentes de alta frecuencia, provocarán cambios rápidos en los
valores del clock skew. Según se recoge en el Apéndice B, el principal
parámetro que determina la variación del clock skew dentro de las altas
frecuencias es la temperatura del oscilador. Por ello, se considerará el
cambio de temperatura a la hora de obtener el clock skew final.
Por tanto, el objetivo a conseguir es el de mejorar la eficiencia mediante
la separación de las dos componentes principales que afectan al clock
skew. Para ello, se hace uso de la Ecuación 5.32, donde skewcut(t) será el
skew debido a las componentes de baja frecuencia (principalmente el corte
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del cristal) y skewtemp(t,
 !
T ), identifica a la componente de alta frecuencia
debida al efecto de la temperatura.
skewcut(t)   skewtemp(t, !T ) = skewcut(t) · skewtemp(t, !T ) (5.32)
En la Sección 5.3.3, Oppenheim demuestra que es posible separar las
componentes de alta frecuencia de las de baja frecuencia mediante el
uso de un espacio logarítmico que permita tratar las componentes mul-
tiplicativas como una suma de términos. Siguiendo ese razonamiento,
junto con el sistema mostrado en la Figura 5.5 se obtiene la siguiente
expresión:
ln(skew) = ln(skewcut) + ln(skewtemp) (5.33)
Haciendo uso de un valor del clock skew obtenido mediante el uso de
una recta de regresión por el método de mínimos cuadrados es posible
determinar un valor medio del skew que caracterizará el comporta-
miento debido a las componentes de baja frecuencia:
ln(skew) = ln(skewAvg) + ln(skewtemp) (5.34)
Operando sobre la Ecuación 5.35, se obtiene:
ln(skewtemp) = ln(skew)- ln(skewAvg) (5.35)




Tras obtener el valor de skewtemp, será posible calcular un valor fiable





En función de si el reloj central es conocido o no, la obtención del
clock skew sufrirá pequeños cambios como ya ocurriera en las Secciones
5.2.2 y 5.2.3. Estas dos modificaciones, dan lugar a dos versiones del
protocolo de obtención de clock skew basado en filtrado homomórfico: HF-
FTSP y HF2-FTSP.
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5.3.6 HF-FTSP (Homomorphic Filtered FTSP)
Si no es posible conocer la temperatura existente en la mota responsa-
ble de gestionar el tiempo global de la red o su temperatura es constante
a 25ºC, no tendrá que ser considerada a la hora de llevar a cabo la ob-
tención del ajuste por temperatura del clock skew, por ello, tan sólo se
hará uso del ajuste por temperatura usado por AT-FTSP:
skewHF-FTSP = skewcut · skewAT-FTSP (5.38)
5.3.7 HF2-FTSP (Homomorphic Filtered Improved FTSP)
Si la temperatura existente en la mota raíz es conocida y variable, será
necesario hacer uso de ella para llevar a cabo un ajuste óptimo del clock
skew basado en temperatura. Para ello, además de contar con sensores
de temperatura tanto en el nodo raíz como en el nodo local, será nece-
sario hacer uso del ajuste de temperatura propuesto por A2T-FTSP:
skewHF2-FTSP = skewcut · skewA2T-FTSP (5.39)
5.4 CONCLUSIONES
El presente capítulo, aborda desde una perspectiva matemática la prin-cipal problemática que esta Tesis Doctoral tiene como objetivo resol-
ver: «La obtención de un valor de clock skew de alta precisión de manera
independiente a las modificaciones térmicas sufridas por el oscilador».
De todas las posibles causas que afectan al rendimiento del oscilador,
dos son las consideradas altamente críticas a la hora de obtener un
buen valor del clock skew:
1. El corte del piezoeléctrico.
2. Los cambios de temperatura.
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Trabajando sobre el punto de cambios de temperatura, es abordado el
problema desde dos perspectivas diferentes:
1. Se proponen los protocolos AT-FTSP y A2T-FTSP. Ambos, tienen
en cuenta los gradientes térmicos existentes en el oscilador con
el fin de ajustar los posibles errores existentes en el clock skew. En
el caso de AT-FTSP, tan sólo se tiene en cuenta la temperatura
en la mota local. Por el contrario, A2T-FTSP utiliza tanto la tem-
peratura de la mota local, así como la temperatura de la mota
encargada de gestionar el funcionamiento del reloj global, para
llevar a cabo una correcta obtención del clock skew.
2. De manera totalmente novedosa en el ámbito de las WSN, se
propone la obtención del clock skew a través de un filtrado de
señales. Gracias a ello, nacen HF-FTSP y HF2-FTSP. Haciendo uso
de estos dos nuevos protocolos, es posible clasificar la influencia
debido al corte del cristal como una señal de baja frecuencia. Por
el contrario, la variación de temperatura puede provocar grandes
desfases en cortos períodos de tiempo considerándose una señal
de alta frecuencia. Al igual que en el punto anterior, pueden ser
utilizados conociendo la temperatura de la mota encargada de
gestionar el reloj global (HF2-FTSP) como sin tener información
acerca de la misma (HF-FTSP).
Todas las soluciones propuestas cuentan con la ventaja de poder ser
utilizadas en cualquier protocolo de sincronización basado en la obten-
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El presente capítulo tiene como objetivo llevar a cabo la descripciónde todos los casos de prueba llevados a cabo en esta Tesis Doctoral.
Así mismo, cada uno de estos casos de prueba llevará consigo sus
correspondientes resultados experimentales, los cuales son analizados
con todo el nivel de detalle que requiere un trabajo de investigación de
esta índole.
El capítulo se divide en tres grandes apartados: Configuración de los
Experimentos, donde se detallarán todas las pruebas y configuraciones
llevadas a cabo. El capítulo de Resultados experimentales sin variación
de temperatura refleja los tiempos de sincronización obtenidos con los
algoritmos propuestos en el Capítulo 5 manteniendo fijos los valores
de temperatura de todos los nodos de la red. Por último, el capítulo
de Resultados experimentales con variación de temperatura, refleja los tiem-




6.1 CONFIGURACIÓN DE LOS EXPERIMENTOS
Antes de comenzar a describir la configuración de los experimentosllevados a cabo en este trabajo, es necesario analizar las tecnologías
que permitirán demostrar la hipótesis de esta Tesis Doctoral.
El capítulo 3 así como la información recopilada en los Apéndices C y
A, son una buena referencia para determinar las tecnologías más apro-
piadas para este trabajo. Haciendo uso de la información contenida en
estos capítulos junto con el conjunto de restricciones ha sido posible
determinar las tecnologías más favorables para llevar a cabo los expe-
rimentos.
6.1.1 Comunicaciones inalámbricas
Por lo general, una WSN está formada por un conjunto de nodos de
bajo coste alimentados por baterías. En muchos de los casos son situa-
dos en lugares de difícil acceso, no siendo sencillo el procedimiento de
cambio de baterías o sencillamente, aunque el cambio de baterías no
sea dificultoso, supone un coste en desplazamientos y personal. Por
ello, toda WSN está formada por dispositivos de bajo consumo energé-
tico. La disminución del consumo energético se consigue gracias al uso
de tecnologías de comunicación de bajo coste y de baja transferencia
de datos tal y como se detallaba en el Capítulo 3.
Muchas son las tecnologías de bajo consumo energético propuestas
por la comunidad científica durante la última década. De entre todas
ellas en este trabajo se destacan dos: IEEE 802.15.4 [12] y ZigBee [16].
Ambas tecnologías realizan un uso eficiente de los recursos energéticos
con respecto a tecnologías similares como, por ejemplo, Bluetooth.
Por definición, el objetivo de todo algoritmo de sincronización es el
de establecer un reloj común para todos los elementos pertenecientes
a una red. En este sentido, diversos estudios científicos ponen de ma-
nifiesto que para minimizar el error temporal acumulado mediante
mecanismos software, es necesario llevar a cabo la comprobación del
tiempo del sistema en la capa MAC [43, 66] de la pila del protocolo
de comunicaciones. Es decir, justo después de pasar los datos desde la
capa física a la capa MAC. Gracias a este procedimiento se disminuyen
los tiempos de incertidumbre existentes en el proceso de comunicación.
Entre los dos protocolos de comunicaciones citados, se ha hecho uso
de IEEE 802.15.4 para llevar a cabo la demostración de la hipótesis de
partida de esta Tesis Doctoral. Se descarta ZigBee debido a que, al ser
un estándar propietario, los fabricantes lo distribuyen completamente
encapsulado. Por ello, en la mayoría de implementaciones, no es posi-
ble acceder a las capas inferiores de ZigBee con el fin de operar en la
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capa MAC. En este sentido, IEEE 802.15.4 cuentan con multitud de im-
plementaciones de código abierto que permiten su total modificación
así como el acceso a todas y cada una de las capas que lo forman.
Gracias al uso de IEEE 802.15.4 ha sido posible acceder a la capa MAC
para minimizar los tiempos de incertidumbre tal y como demuestran
Maróti et al. [66]. Los resultados mostrados en las secciones siguientes
son buena prueba de ello.
6.1.2 Sistema Operativo
Una vez determinado el protocolo de comunicación a utilizar, es ne-
cesario elegir un Sistema Operativo donde funcione. En el caso de es-
te trabajo, son varias las opciones que pueden ser utilizadas en IEEE
802.15.4.
De todas las opciones expuestas en el Apéndice C, se hará uso de
TinyOS. Este Sistema Operativo soporta la utilización de timestamp,
posee una implementación abierta de IEEE 802.15.4 y ha sido amplia-
mente testado por la comunidad investigadora. Un gran número de
investigadores han comprobado el gran desempeño ofrecido por Tin-
yOS para su uso con algoritmos de sincronización [43, 66].
Por si todo esto fuera poco, la utilización de TinyOS es altamente reco-
mendable dada la gran cantidad de publicaciones científicas que basan
su trabajo en TinyOS. Gracias a la utilización de este Sistema Operati-
vo, los comparación de los resultados obtenidos frente a otros trabajos
resulta trivial.
6.1.3 Hardware
Definida la pila de protocolos a utilizar (IEEE 802.15.4) así como el
Sistema Operativo (TinyOS) es hora de elegir el soporte físico que per-
mitirá llevar a cabo el cometido te este trabajo.
De las opciones hardware disponibles en el mercado (Para más infor-
mación consultar Apéndice A), las motas MicaZ, TelosB, Iris y Cricket
son compatibles con TinyOS. Todas ellas tienen características simila-
res en cuanto a rendimiento. Sin embargo, dos de ellas son las más
utilizadas por la comunidad investigadora: MicaZ y TelosB. De ellas,
TelosB posee un microcontrolador de mayor tamaño de palabra. TelosB
está equipado con un microcontrolador Texas Instruments MSP430 de
16 bits, mientras que MicaZ está basado en el ATmega128L de 8 bits.
Uno de los objetivos de esta Tesis Doctoral es el de dar soporte de
sincronización de Tiempo Real con precisión de microsegundos. Esto
implica que los tiempos obtenidos tendrán un gran ancho de palabra,
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siendo recomendable utilizar el microcontrolador con mayor tamaño
de palabra. Por ello, se ha considerado la utilización del MSP430 la
más acertada y, en consecuencia, la mota TelosB.
6.1.4 Configuración de AT/A2T/HF/HF2-FTSP
En el Capítulo 4 se detalla el porqué de la elección del algoritmo de
sincronización FTSP para llevar a cabo la comprobación de la hipótesis
de partida de este trabajo.
A continuación, se exponen las diferentes modificaciones y configura-
ciones llevadas a cabo sobre el algoritmo FTSP para la obtención de los
algoritmos AT-FTSP, A2T-FTSP, HF-FTSP y HF2-FTSP.
Temporización en microsegundos
Existen diversas implementaciones de FTSP, sin embargo, ninguna de
las existentes de manera oficial para TinyOS permite usar los timers de
la mota TelosB para obtener una precisión a nivel de microsegundos.
En este trabajo, se ha mejorado el algoritmo FTSP para TinyOS y la
mota TelosB, dándole soporte para su ejecución con una precisión tem-
poral de microsegundos. Para ello, varias han sido las actuaciones que
se han tenido que llevar a cabo sobre la implementación original de
FTSP para TinyOS, dicha implementación da soporte para sincroniza-
ción con un nivel de error de milisegundos.
La implementación de FTSP para TinyOS está basada en comunicación
IEEE 802.15.4mediante el uso de la pila de comunicaciones CC2420 pa-
ra el citado Sistema Operativo. La citada pila, ha sido desarrollada con
el fin de dar soporte a las motas que hagan uso de la antena de Texas
Instruments CC2420. Por defecto, esta pila de comunicaciones no da so-
porte para llevar a cabo el Timestamp en capa MAC con una precisión
de microsegundos, por ello, es necesario llevar a cabo la modificación
de esta librería para obtener un mayor nivel de precisión. Esto se con-
sigue mediante la utilización de la pila alternativa CC2420x.
La pila de comunicaciones CC2420x es la alternativa a la versión CC2420,
la cual hace uso de la librería rfxlink (situada en /tinyos/lib/rfxlink).
La citada librería tiene como objetivo hacer de driver de comunicacio-
nes, encargándose de todos los parámetros involucrados en las mis-
mas.
Una vez seleccionada una pila de comunicaciones con capacidad para
llevar a cabo timestamp en capa MAC con precisión de microsegun-
dos, sobre ésta, tienen que ser enviados los paquetes de información
con los tiempos obtenidos por las diferentes motas de la red. Para
ello, es necesario hacer uso de un protocolo de empaquetado que per-
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mita enviar y recibir los diferentes paquetes de información. En tin-
yOS, este trabajo se ha llevado a cabo mediante la implementación de
ActiveMessageC (Para mayor información, consultar TEP 111 de Tin-
yOS). Al hacer uso de la pila CC2420x, se estará usando por defecto la
versión adaptada a microsegundos de ActiveMessageC, conocida como
CC2420xActiveMessageC.
Con esta configuración, ya es posible llevar a cabo las modificaciones
en el código de FTSP para TinyOs. Para ello, basta con añadir el tag














12 => interface PacketTimeStamp<TMicro,uint32_t>;
13 interface Boot;
14 interface SplitControl as RadioControl;
15
16 async command void setAmAddress(am_addr_t a);




Cualquier algoritmo que se precie, necesita tener una serie de pará-
metros que controlen su ejecución. En el caso de FTSP así como de
AT-FTSP, A2T-FTSP, HF-FTSP y HF2-FTSP se tienen los siguientes pa-
rámetros configurables:
BEACON_RATE: Hace referencia a la tasa de envío de tiempos de sin-
cronización en segundos.
MAX_ENTRIES: Al estar trabajando con una tabla de regresión, es
necesario definir el número de elementos de los que constará.
ROOT_TIMEOUT: Existirá un nodo root, encargado de sincronizar al





BEACON_RATE 10 - 30





de menor id deberá tomar el mando pasado un tiempo igual a
ROOT_TIMEOUT.
IGNORE_ROOT_MSG: Para evitar que puedan existir varios nodos
root al mismo tiempo, es necesario que el nodo auto-declarado
root, ignore mensajes de otros nodos que se hagan pasar por root.
ENTRY_VALID_LIMIT: La tabla de regresión podrá alcanzar el núme-
ro máximo de entradas para la que ha sido configurada. Sin em-
bargo, esto no significa que un nodo no pueda estar sincronizado
si no alcanza dicho valor. Con ENTRY_VALID_LIMIT, es posible
fijar un valor mínimo de elementos para considerarse sincroniza-
do.
ENTRY_THROWOUT_LIMIT: Cuando los datos existentes en la tabla
de regresión tienen una determinada distancia, no se consideran
sincronizados. Es en este momento cuando se debe borrar la tabla
de regresión y comenzar de nuevo con la obtención de datos.
De todos los parámetros mostrados, dos son los que influyen de ma-
nera directa en el correcto desempeño de la política de sincronización:
El número máximo de entradas en la tabla de regresión y la tasa de
envío de paquetes de sincronización. La Tabla 6.1 muestra la configu-
ración de parámetros utilizada en las pruebas llevadas a cabo sobre
FTSP, AT-FTSP, A2T-FTSP y HF-FTSP.
Módulo de temperatura
Las pruebas realizadas se han dividido en dos grandes bloques: Prue-
bas sin variación de temperatura y pruebas con variación de tempera-
tura. Resulta de vital importancia conocer cuáles son los valores para-
métricos que mejores resultados aportan a cada uno de los algoritmos
sin variación de temperatura. En base a los parámetros óptimos, se
llevarán a cabo pruebas provocando gradientes de temperatura en los
diferentes nodos de la red.
Para llevar a cabo este cometido, se ha desarrollado un módulo de
temperatura para su utilización en TinyOS y TelosB con el sensor de
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temperatura Sensirion SHT11 [83]. Este módulo ha sido desarrollado
de manera que su ejecución sea completamente transparente al desa-
rrollador final de aplicaciones a alto nivel. Esto permite utilizar el mó-
dulo en todo tipo de aplicaciones TinyOS optimizando el uso de las
interrupciones para acceder al sensor.
Los resultados bajo gradientes de temperatura reforzarán lo propuesto
en la hipótesis de partida y reforzarán los resultados previos obtenidos
por Castillo-Secilla et al. [25].
Código 6.2
Configuración módulo de temperatura
1
2 /*
3 * 2012, University of Cordoba
4 * All rights reserved.
5 * @author: Jose Maria Castillo Secilla (jmcastillo@uco.es)
6 */
7
8 configuration TemperatureC {
9 uses interface Boot;
10 provides interface Init;





16 Boot = TemperatureP;
17 Init = TemperatureP;
18 Temperature = TemperatureP;
19
20 components new TimerMilliC();
21 TemperatureP.TimerC -> TimerMilliC;
22
23 components new SensirionSht11C() as Sensor;
24 TemperatureP.Read -> Sensor.Temperature;
25
26 components LedsC;
27 TemperatureP.Leds -> LedsC;
28
29 components PrintfC;
30 TemperatureP.PrintfControl -> PrintfC;
31 TemperatureP.PrintfFlush -> PrintfC;
32 }
6.1.5 Configuración física de la red
La red constará de los siguientes elementos:
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• Un nodo recolector de información encargado de obtener todos los
datos de sincronización de la red para guardarlos en un fichero
para su posterior análisis haciendo uso de la herramienta MATLAB.
• Un nodo emisor de tramas beacon según el BEACON_RATE confi-
gurado, para dar a conocer a cada uno de los nodos cuando se
debe enviar al recolector de información los datos de sincroniza-
ción.
• Trece nodos flasheados con los algoritmos de sincronización estudiados.
Uno de ellos hará las funciones de root según lo estudiado en el
Capítulo 4.
6.1.6 Obtención de resultados estadísticos
Con el fin de asegurar la veracidad de los datos recopilados así como
la reproducibilidad de los mismos, se han llevado pruebas de ejecu-
ción en las que se han extraído 2000 datos de información de todos
y cada uno de los casos. Los 2000 empiezan a contabilizarse desde el
primer instante en el que todos los nodos del sistema están completa-
mente sincronizados. De esta manera es posible determinar el error de
sincronización real una vez se encuentra sincronizada toda la red.
Para determinar el error medio de sincronización se hace uso de los
números de secuencia obtenidos. Se agrupan los datos por números
de secuencia con el fin de determinar el error medio en cada uno de
los instantes de tiempo donde se emitió una trama de beacon (según el
BEACON_RATE). Según todo lo expuesto, el error medio se obtendrá
















Además de obtener el error medio de sincronización, existen otros pa-
rámetros estadísticos que se consideran de especial relevancia en este
estudio como son: la varianza, la desviación típica, el máximo valor del
error y el mínimo.
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Todos estos resultados estadísticos se han recopilado con total deta-
lle en los siguientes apartados para todas y cada una de las pruebas
realizadas.
6.2 RESULTADOS EXPERIMENTALES SIN VARIACIÓN DE TEMPE-
RATURA
Esta sección tiene como objetivo mostrar con toda claridad de detallelos resultados estadísticos obtenidos.
Con el fin de poder obtener conclusiones sobre el comportamiento de
los algoritmos propuestos en el Capítulo 4 frente a variaciones de tem-
peratura, se hace necesario realizar un estudio previo que determine
cuáles son los parámetros óptimos de funcionamiento de cada uno de
ellos. Tras este estudio, se procederá a utilizar la información recopi-
lada sobre un entorno en el que existan gradientes de temperatura.
Con ello se podrá tener información veraz que permita determinar la
correcta demostración de la hipótesis de trabajo de esta Tesis Doctoral.
Toda la información recopilada será mostrada por medio de gráficos
de líneas, de barras y tablas de datos a fin de poder estudiar de manera
clara y concisa los resultados obtenidos. Todo ello permitirá simplificar
al lector la correcta comprensión de los resultados obtenidos.
En esta primera fase de los resultados experimentales, se han llevado a
cabo pruebas manteniendo el valor de temperatura de todos los nodos
a una temperatura constante de 25ºC.
6.2.1 Tasa de Beacon: 30”, Entradas: 3
Las siguientes líneas representan los resultados obtenidos haciendo
uso de los parámetros de la tabla 6.1, a excepción, de la tasa de beacon
y el número de entradas en la tabla de regresión que han sido fijados
a 30s y 3 elementos respectivamente.
El orden de exposición de los resultados está relacionado con la es-
tructura del Capítulo 4, es decir: FTSP, AT-FTSP, A2T-FTSP, HF-FTSP
y HF2-FTSP. Cada uno de los algoritmos tendrá su correspondiente ta-
bla de datos con los resultados obtenidos así como un gráfico con el
resultado de la prueba durante los 2000s que esta dura.
Determinados los resultados de todos los algoritmos, se llevará a cabo
una comparativa entre todos ellos mediante un gráfico de tendencia y
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El gráfico de la Figura 6.1 representa los resultados obtenidos con el
algoritmo FTSP junto con una tasa de beacon de 30s y 3 elementos en
la tabla de regresión.
Desde el instante 0 hasta el final de la prueba, se observa un com-
portamiento muy irregular en el algoritmo. Esto provoca una amplia
variabilidad del error de sincronización. Los datos obtenidos indican la
existencia de un intervalo de error medio comprendido entre 1microse-
gundo y 4, 25 microsegundos. Este hecho provoca una gran dispersión
en los datos, tal y como refleja la varianza en la Tabla 6.2, cuyo valor
es de 7.934µs.
Entre los instantes 500s y 1500s se observa una mejora del algoritmo en
cuanto a la variabilidad de los datos se refiere. En este intervalo se sitúa
el error medio entre 1µs y 3µs, reduciéndose la amplitud del intervalo
desde los 3, 25µs a 2µs con respecto a lo reflejado en el párrafo anterior.
La prueba finaliza con un nuevo incremento en el rango de datos del
error medio desde el instante 1500s. El error medio obtenido a lo largo
de todo el experimento se sitúa en 2.160 µs.
Figura 6.1
FTSP (Beacon = 30”,
Entries = 3)
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Rate: 30”, Entries: 3
y Tª: 25ºC)
La Figura 6.1 muestra existencia de una gran cantidad de máximos y
mínimos locales. Observando la leyenda en el eje de abcisa, puede ob-
servarse como los máximos y mínimos se suceden aproximadamente
cada 30s, es decir, el tiempo de sincronización configurado en la red. A
medida que aumenta el tiempo sin sincronizar un nodo, aumenta de la
misma manera su desfase, provocando la existencia de un máximo lo-
cal. En el instante de sincronización, según la periodicidad estipulada,
se crea un nuevo mínimo local.
AT-FTSP
La Figura 6.2 muestra los resultados conseguidos con AT-FTSP hacien-
do uso de un período de sincronización de 30s junto con 3 elementos
en la tabla de regresión.
En el primer golpe de vista, puede observarse una clara mejora con
respecto a FTSP (ver Figura 6.1). Durante los 2000s de duración del
experimento, el rango de error medio se sitúa entre 0, 5µs y 2µs. Es-
te hecho queda patente en el valor de la varianza, la cual se sitúa en
4.765µs. Esto supone una clara mejora del nuevo método de sincroni-
zación frente a FTSP.
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Beacon Rate: 30” Máximo 20.5
Entries: 3 Mínimo 0
En el último instante del experimento, en torno al punto 1960s se ob-
serva un máximo que sitúa el error medio de sincronización en 3µs.
Dado el comportamiento estable del resto del experimento, no supone
ningún tipo de penalización en la medición del error medio mostrado
en la Tabla 6.3, el cual toma un valor de 1.089µs. La mejora del nuevo
método con respecto a FTSP queda, una vez más, patente a través del
error medio obtenido.
En el estudio previo de FTSP se comentaba la existencia de una se-
rie de mínimos y máximos locales. En AT-FTSP vuelven a repetirse,
siendo una consecuencia lógica de los períodos de sincronización con-
figurados.
El speedup obtenido con respecto a FTSP se sitúa en torno al 98%.
Por tanto, se pone de manifiesto el buen desempeño del algoritmo
haciendo uso de un ajuste por temperatura de manera local.
A2T-FTSP
La Figura 6.3, muestra el resultado del experimento llevado a cabo
haciendo uso del algoritmo A2T-FTSP con una tasa de beacon de 30s y
3 entradas en su tabla de regresión.
Figura 6.3
A2T-FTSP (Beacon =
30”, Entries = 3)
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Como puede observarse, A2T-FTSP posee un comportamiento muy
regular a lo largo de toda la prueba sin detectarse máximos o mínimos
que deban ser objeto de estudio más allá de las propias características
de funcionamiento del algoritmo. El intervalo de error medio que se
obtiene durante toda la prueba se sitúa entre 0.5µs y 2.4µs. Este dato
viene reforzado por la varianza obtenida, la cual se sitúa en 3.948µs.
El error medio obtenido a lo largo de todo el experimento se ha situado
en 1.380µs. Esto supone un speedup del 70% aproximadamente con
respecto a FTSP con la misma configuración de parámetros. Por tanto,
es posible afirmar que A2T-FTSP mejora el desempeño de FTSP.
HF-FTSP
Los resultados obtenidos haciendo uso del filtrado homomórfico pro-
puesto por Oppenheim se muestran a través de la Figura 6.4. Se obser-
va un comportamiento, en media, estable durante toda la prueba. Se
obtiene un intervalo de error medio comprendido entre 0.4µs y 2.6µs,
tal y como indica el valor de la desviación típica de la Tabla 6.5 con un
valor de 2.236µs.
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Beacon Rate: 10” Máximo 18.5
Entries: 3 Mínimo 0
Se observan una serie de irregularidades en los puntos de abcisa 600s,
1150s y 1300s. En primera instancia se cree que es debido a la falta
de información de clock skew en la tabla de regresión formada por
tres elementos. El filtrado homomórfico requiere de gran cantidad de
información para separar las componentes de alta frecuencia de las de
baja frecuencia del total de la señal. En los siguientes experimentos se
aumentará el tamaño de la tabla de regresión con el fin de corroborar
esta información. No obstante, y pese a las irregularidades antes men-
cionadas, la propuesta de HF-FTSP obtiene un error medio de 1.108µs,
lo cual se traduce en una mejora del 94% con respecto al algoritmo
original.
HF2-FTSP
La Figura 6.5 muestra los resultados obtenidos haciendo uso del filtra-
do homomórfico propuesto por Oppenheim haciendo uso de la tem-
peratura del nodo root. Se obtiene un rendimiento óptimo, alzándose
como la mejor versión de todas las analizadas hasta ahora. El com-
portamiento es altamente estable durante la prueba, obteniéndose un
error medio de sincronización de 0.984µs. Estos resultados se traducen
en una mejora del 120% con respecto al protocolo FTSP.
Figura 6.5
HF-FTSP (Beacon =
30”, Entries = 3)
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Comparativa Global: Estudio de Tendencia
Una vez analizados todos los protocolos de sincronización propuestos
en esta Tesis Doctoral haciendo uso de la configuración que se detalla
al inicio de esta sección, se llevará a cabo una comparativa entre todos
ellos con el fin de determinar que algoritmo ofrece el mejor resultado.
Para ello, se cuenta con un gráfico de tendencia (Figura 6.6) generado
mediante un ajuste de mínimos cuadrados y un polinomio de grado 2.
Este gráfico de tendencia, estará acompañado de gráfico (Figura 6.7) de
barras que comparará el error medio de sincronización obtenido con
cada una de las soluciones propuestas con respecto al algoritmo FTSP
inicial.
Con el fin de simplificar al lector la comprensión de los resultados
obtenidos, se va a dividir el estudio del gráfico en diferentes apartados,
cada uno de ellos correspondiente a los algoritmos implementados.
FTSP: Observando la línea que identifica el comportamiento de FTSP
con una tasa de beacon de 30s y 3 elementos en la tabla de regresión,
es posible observar una cierta linealidad en el comportamiento duran-
te los 1100s iniciales. A partir del instante citado se observa un cambio
en el comportamiento del algoritmo, el cual se ve reflejado por un des-
censo y posterior incremento del error medio de sincronización. Este
comportamiento, se debe al reducido número de entradas en la tabla
de regresión. Si alguno de los tres elementos de la citada tabla mo-
difica su valor de manera notoria con respecto a la media, el nuevo
valor medio de offset y skew se verá también influenciado de manera
negativa. Esto, explicaría el comportamiento existente en el presente
experimento. En las siguientes secciones, se analizará de nuevo FTSP
con un mayor número de entradas, siendo posible corroborar el hecho
descrito.

















































AT-FTSP: El primero de los nuevos algoritmos de sincronización pro-
puestos muestra un comportamiento completamente lineal durante to-
do el experimento. No se observan cambios significativos que merez-
can ser objeto de estudio. Cabe destacar la clara mejora con respecto
a FTSP, alcanzando una disminución en el error medio en torno a un
98%.
A2T-FTSP: El comportamiento seguido por este algoritmo es muy si-
milar al narrado para el AT-FTSP, lo cual es completamente lógico debi-
do a que el postulado matemático de ambos es el mismo. En el instante
1100s de la prueba, se observa un ligero aumento del error medio que
no supone penalización alguna para el correcto desempeño del algorit-
mo. El error medio obtenido es superior al de AT-FTSP, pero a su vez
inferior al de FTSP. Este hecho refleja una clara mejora en los nuevos
algoritmos de sincronización propuestos con respecto a FTSP.
HF-FTSP: La línea correspondiente a HF-FTSP, muestra un compor-
tamiento algo más irregular con respecto a AT-FTSP y A2T-FTSP. El
comportamiento seguido por este algoritmo recuerda al estudiado pre-
viamente con FTSP, algo lógico por otra parte, dado que el cálculo del
offset y skew sigue el modelo planteado por éste. Se puede observar
un cambio de tendencia en el instante 1100 de la prueba. Al igual que
ocurría con FTSP, el cambio de tendencia se debe, presumiblemente, al
limitado número de elementos de la tabla de regresión. A pesar de ello,
este nuevo algoritmo mejora claramente a FTSP en torno a un 94%.
HF2-FTSP: Con respecto al resto de propuestas, HF2-FTSP obtiene
unos resultados altamente satisfactorios. En todo momento mantiene
un error medio de sincronización, finalizando la prueba con una mejo-
ra del 120% con respecto a FTSP.
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Conclusiones
Una vez finalizado el estudio de todos los algoritmos con la configu-
ración de tiempo de sincronización de 30s y 3 entradas en la tabla de
regresión es momento de obtener las primeras conclusiones:
• La utilización de un ajuste por temperatura para calcular el clock
skew ofrece indicios de ser positiva, tal y como se proponía en la
hipótesis de trabajo. Prueba de ello es el error medio de sincro-
nización obtenido con AT-FTSP, A2T-FTSP, HF-FTSP y HF2-FTSP.
En todos los casos se obtiene una mejora que oscila entre el 70%
el 120% con respecto a FTSP.
• A pesar de los resultados positivos obtenidos, se ha observado
cierto comportamiento irregular en los algoritmos FTSP y HF-
FTSP. Todo apunta a que la causa de este comportamiento radica
en el número de entradas de la tabla de regresión. Cuanto menor
sea el número de elementos en la tabla, mayor será la repercusión
que tendrá la existencia de un elemento alejado de la media. Se
crea por tanto una mayor dispersión en los datos que afecta de
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Beacon Rate: 10” Máximo 22
Entries: 5 Mínimo 0
6.2.2 Tasa de Beacon: 10”, Entradas: 5
El siguiente experimento hace uso de los parámetros de la tabla 6.1, a
excepción, de la tasa de beacon y el número de entradas en la tabla
de regresión, los cuales han sido fijados a 10s y 5 elementos respectiva-
mente.
El orden de presentación de los resultados continúa invariable: FTSP,
AT-FTSP, A2T-FTSP, HF-FTSP y HF2-FTSP. Cada uno de ellos tiene su
correspondiente tabla de datos y gráfico de sincronización. Finalizada
la sección de extracción de resultados, se ha realizado una comparativa
de todas las propuestas mediante un gráfico de tendencia junto con un
gráfico de barras donde se compara el rendimiento frente a FTSP.
FTSP
La Figura 6.8 muestra el resultado gráfico de la prueba llevada a cabo
para FTSP con 5 entradas en la tabla de regresión y una tasa de beacon
de 10s. Se detectan dos comportamientos diferentes durante al tiempo
que ha durado la prueba:
Figura 6.8
FTSP (Beacon = 10”,
Entries = 5)
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El primero es el que se observa desde el instante inicial hasta el ins-
tante 800s. Durante todo el intervalo temporal se obtiene un comporta-
miento estable, con un error medio de sincronización de aproximada-
mente 1.5µs.
El segundo comportamiento, se encuentra a partir del instante 800s. Se
observa un aumento del error medio de sincronización, recopilándose
valores entre 1µs y 4µs quedando reflejado en un aumento del error de
sincronización hasta los 2µs.
A pesar de todo ello, en términos globales, FTSP mejora con respecto
a la configuración de la Sección 6.2.1. En esta ocasión se ha obtenido
un error medio de sincronización de 1.728µs. Esto supone una mejora
del 25% con respecto a la configuración inicial (ver Sección 6.2.1).
AT-FTSP
Las siguientes líneas analizan los resultados obtenidos por el protocolo
AT-FTSP con la configuración de 10s de tasa de beacon y 5 entradas en
la tabla de regresión.
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Beacon Rate: 10” Máximo 24
Entries: 5 Mínimo 0
A tenor de los resultados obtenidos en la Sección 6.2.1, cabe esperar
una mejora con respecto a FTSP. El gráfico de la Figura 6.9 así como
los resultados aportados por el mismo a través de la Tabla 6.8 así lo
corroboran. Se tiene una ejecución estable del protocolo durante los
2000s que ha durado la prueba, donde en todo momento el error se si-
túa entre los 0.7µs y 2.5µs aproximadamente. Entre los instantes 1400s
y 1500s se detecta un máximo que, en principio no requiere de estudio.
Será el análisis del gráfico de tendencia de la Figura 6.13 quien aporte
una mayor cantidad de información sobre este comportamiento.
El error medio obtenido se sitúa en 1.409µs, lo cual supone una mejora
con respecto a la misma configuración de FTSP del 23% aproximada-
mente.
A2T-FTSP
La Figura 6.10 muestra una clara mejora en el rendimiento de sincro-
nización de la propuesta de A2T-FTSP. Se observa un comportamiento
altamente estable durante toda la prueba con un rango de error, en
media, entre 0.5µs y 1.7µs.
Figura 6.10
A2T-FTSP (Beacon =
10”, Entries = 5)
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Los máximos existentes en los instantes 400s y 550s no tienen inciden-
cia en el resultado final de la ejecución y forman parte del funciona-
miento del protocolo basado en FTSP, por ello, no procede llevar a
cabo un pormenorizado estudio de los mismos
La mejora de A2T-FTSP con los parámetros propuestos es sustancial.
Con respecto a FTSP en su misma configuración se obtiene una mejora
del 51%. De igual manera y, con respecto a sí mismo, (en la configu-
ración 30” de beacon y 3 elementos en tabla de regresión) la mejora
alcanzada ha sido del 20%.
HF-FTSP
Los resultados obtenidos con la propuesta HF-FTSP (Ver Figura 6.11)
muestran un comportamiento altamente estable durante todo el tiem-
po que ha durado la ejecución. En todo momento, el rango de error
medio de sincronización se encuentra entre 0, 5µs y 1, 5µs aproxima-
damente. Como se puede observar, el número de máximos locales dis-
minuye con respecto a las propuestas anteriores, lo cual evidencia la
mejora que supone el uso del filtrado homomórfico.
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Beacon Rate: 10” Máximo 14.5
Entries: 5 Mínimo 0
El buen desempeño del algoritmo queda patente a través de los datos
mostrados por la Tabla 6.10, donde se tiene un error medio de sincroni-
zación de 0, 973µs. La mejora con respecto a FTSP alcanza un 78%. En
esta prueba, cabe destacar el valor máximo alcanzado, el cual toma un
valor de 14, 5µs. Lo cual supone un gran avance con respecto al resto
de propuestas, las cuales sitúan su máximo en torno a 22µs.
HF2-FTSP
Una vez más, la solución creada a partir del filtrado homomórfico, de-
muestra su alta capacidad para generar valores del clock skew de gran
precisión. Observando la Figura 6.12, se alcanzan valores de optimiza-
ción óptimos tal y como demuestra el valor del error medio de sincro-
nización, el cual se sitúa en 0.948µs. La mejora es clara y contundente
con respecto no sólo a FTSP (82%), sino también con respecto a las
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Comparativa Global: Estudio de Tendencia
Finalizado el análisis de resultados de todos los protocolos de sincro-
nización de manera individual, se lleva a cabo el estudio comparativo
entre todos ellos con el fin de determinar cuál ofrece los mejores re-
sultados. Para ello, se hace uso del gráfico de tendencia de la Figura
6.13, el cual ha sido generado a en base a los gráficos de sincroniza-
ción previos mediante el uso de un ajuste de mínimos cuadrados y un
polinomio de grado 2. Los datos arrojados por el gráfico de tendencia
se ven reforzados gracias al uso de un gráfico de barras (Figura 6.14),
cuyo objetivo es el de comparar el error medio de sincronización de las
opciones propuestas frente a FTSP.
Al igual que en la Sección 6.2.1, el análisis de resultados se ha estruc-
turado en base a los algoritmos utilizados. De esta manera, se exponen
al lector, con total claridad, aquellos detalles que poseen especial rele-
vancia a la hora de analizar los resultados obtenidos.
FTSP: La línea que identifica al algoritmo FTSP (color rojo), muestra
un comportamiento estable hasta el instante 900s. A partir de este ins-
tante se observa un aumento del error medio de sincronización que
altera el buen desempeño del algoritmo. Este aumento del error de
sincronización provoca una reacción en cadena, de manera que el au-
mento del error medio de sincronización se propaga hasta el final de la
prueba. En el instante 1450s, se alcanza el máximo global de la prueba
como consecuencia de la propagación del error antes mencionado. Los
resultados obtenidos en esta prueba, hacen pensar que FTSP no puede
recuperarse con cierta celeridad ante un cambio en el clock skew de la
mota. Este hecho explicaría la propagación del error detectada.
AT-FTSP: La línea de color verde de la Figura 6.13 muestra el resulta-
do global de la prueba llevada a cabo sobre AT-FTSP. Resulta interesan-
te observar como se comporta el algoritmo a partir del instante 600s,

















































donde se puede apreciar una mejora en el error de sincronización co-
mo consecuencia de la disminución de tramas beacon y el aumento de
elementos en tabla de regresión. En el instante 1000s se detecta una
caída en el rendimieno del error de sincronización. Al igual que ocu-
rre con FTSP, un cambio en el clock skew de alguna de las motas la
alejará de la media de sincronización de la red provocando comporta-
mientos como el descrito. En este caso, gracias al aumento del número
de elementos en la tabla de regresión se minimiza el impacto y, a me-
dida que avanza el experimento, la red vuelve a mejorar el error de
sincronización. Estos datos, corroboran la idoneidad de aumentar el
número de elementos en la tabla de regresión siempre que sea posible
por cuestiones de consumo energético.
El resultado de la prueba se puede considerar de éxito rotundo, pues
en todo momento el error de sincronización es menor a FTSP. Al fina-
lizar el experimento, se consigue una mejora del 23%.
A2T-FTSP: Siguiendo el mismo patrón de comportamiento de la Sec-
ción 6.2.1, el resultado de A2T-FTSP es muy similar al de AT-FTSP. Este
hecho es completamente lógico, pues ambos algoritmos están diseña-
dos bajo la misma base y en las dos pruebas se ha mantenido constante
la temperatura.
Analizando la línea de color azul de la Figura 6.13, se puede observar
el resultado global mostrado con A2T-FTSP en su configuración con 5
entradas en la tabla de regresión y una tasa de beacon de 10s. A partir
del instante 600s se observa una sustancial mejora del error de sincro-
nización, la cual es consecuencia directa del aumento del número de
entradas en la tabla de regresión. Al igual que ocurría con AT-FTSP, en
el instante 1000s se produce un aumento del error medio de sincroni-
zación. Este hecho viene dado por la modificación del clock skew en
alguna de las motas, lo cual provoca la variación del error medio de
sincronización. No obstante, a pesar de ello, el mayor número de entra-
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das en la tabla de regresión ayuda a minimizar este efecto y aumenta
la capacidad de respuesta del algoritmo a partir del instante 1200s.
El resultado de la prueba ha sido exitoso. A2T-FTSP vuelve a mejorar
con respecto a FTSP, obteniéndose una mejora del 51%. Frente a A2T-
FTSP con 30s de sincronización y 3 entradas en la tabla de regresión,
la mejora alcanzada ha sido del 20%.
HF-FTSP: Observando la línea de color gris oscuro de la Figura 6.13,
no queda lugar a dudas de la gran mejora que supone el uso del filtra-
do homomórfico en la obtención del clock skew.
En todo momento, el comportamiento del algoritmo es muy estable. Se
observan pequeñas modificaciones de comportamiento en los mismos
instantes de AT-FTSP y A2T-FTSP. Sin embargo, el grado de cambio
es mínimo y apenas afecta al error medio de sincronización. El menor
tiempo de beacon junto con un aumento del número de entradas en
la tabla de regresión posibilita un amplio margen de mejora en los re-
sultados. La conjunción de estas dos características ha dado lugar a un
algoritmo altamente estable y con un nivel de respuesta prácticamente
instantáneo ante variaciones del clock skew en alguna de las motas que
forman la red.
Una vez más, HF-FTSP supera a todos sus antecesores, tal y como
muestra la ya citada Figura 6.13 así como el gráfico de barras de la
Figura 6.14. La mejora frente a FTSP es del 78%, con respecto a AT-
FTSP del 45% y con A2T-FTSP del 18%.
HF2-FTSP: La línea de color naranja de la Figura 6.13 representa el
comportamiento de la segunda propuesta basada en filtrado homo-
mórfico. Los resultados obtenidos son muy similares a los obtenidos
con HF-FTSP. Esto es completamente lógico, pues los dos protocolos
han sido ejecutados en condiciones de temperatura constantes. Aun
así, HF2-FTSP introduce una ligera mejora con respecto a HF-FTSP.
Tras estos resultados donde HF2-FTSP mejora a FTSP en un 82% y, tras
los obtenidos en la Sección 6.2.1, se corrobora el correcto desempeño
de esta propuesta sin ningún tipo de duda.
Conclusiones
Una vez finalizado el estudio de todos los algoritmos con la configu-
ración de tiempo de sincronización de 10s y 5 entradas en la tabla de
regresión es momento de obtener las primeras conclusiones:
• Las nuevas propuestas mejoran el error de sincronización con
respecto a FTSP (ver Figura 6.14).
• La disminución del tiempo de beacon posibilita llevar a cabo sin-
cronizaciones más cercanas en el tiempo. Esto mejora el resul-
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tados de los protocolos propuestos en detrimento de un mayor
consumo energético. Al disminuir el tiempo de beacon de 30s
a 10s es necesario enviar 3 veces más cantidad de información,
penalizando el consumo energético de la mota.
• Para temperaturas constantes en toda la red, tanto AT-FTSP co-
mo A2T-FTSP ofrecen un comportamiento muy similar y, en con-
secuencia, un error medio de sincronización muy cercano.
• La utilización del filtrado homomórfico junto con un mayor nú-
mero de elementos en la tabla de regresión así como una menor
tasa de beacon, proporciona los mejores resultados tanto en com-
portamiento como en error de sincronización. En el plano del
comportamiento se ha conseguido minimizar el impacto que pro-
voca la desincronización de alguna de las motas de la red al modi-
ficar su clock skew. Como se ha podido observar, ante cualquier
pequeño cambio en el error medio, el algoritmo actúa de manera
casi instantánea para solventarlo y volver a un valor estable de
sincronización.
• Las mejoras obtenidas con respecto a FTSP oscilan entre 23% y
el 82%.
6.2 resultados experimentales sin variación de temperatura 133




Beacon Rate: 10” Máximo 26





Entries: 10 y Tª:
25ºC)
6.2.3 Tasa de Beacon: 10”, Entradas: 10
Para finalizar la batería de pruebas sin modificación de temperatura, se
ha realizado un nuevo conjunto experimentos fijando la tasa de beacon
a 10s junto con 10 elementos en la tabla de regresión.
El orden de presentación de los resultados permanece invariable con
respecto a las dos anteriores secciones. Cada protocolo cuenta de sus
correspondiente tabla de datos así como el correspondiente gráfico de
sincronización. Tal y como se ha llevado a cabo en secciones previas, al
final de esta sección se lleva a cabo una comparativa entre todos ellos
mediante un gráfico de tendencia y un gráfico de barras.
FTSP
La Figura 6.15 muestra el resultado del experimento llevado a cabo pa-
ra FTSP con 5 entradas en la tabla de regresión y una tasa de beacon de
10s. La prueba comienza su ejecución con error medio de sincroniza-
ción con tendencia ascendente hasta el instante 800s. A partir de aquí,
disminuye el error medio de sincronización hasta situarse en 1, 589µs
al finalizar.
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AT-FTSP
La Figura 6.16 muestra los resultados obtenidos por el algoritmo AT-
FTSP en su configuración de período de sincronización de 10s junto
con 5 elementos en la tabla de regresión. Durante los 800s iniciales
el protocolo muestra un comportamiento ideal, generándose un error
medio de sincronización de aproximadamente 1µs. A partir del cita-
do instante, su valor aumenta de manera progresiva hasta finalizar la
ejecución con un error medio de sincronización de 1.311µs.
Estos resultados suponen una mejora con respecto a FTSP, bajo la mis-
ma configuración, del 21%. Con respecto a AT-FTSP en su configura-
ción con 5 elementos en tabla de regresión se obtiene una mejora del
7%, lo cual no aporta cambios significativos que justifiquen el uso de
10 elementos en la tabla de regresión.
A2T-FTSP
La configuración de A2T-FTSP (ver Figura 6.17) muestra un comporta-
miento muy similar al obtenido con AT-FTSP. Al igual que ocurría en
la ejecución de este último, se observa un ligero aumento del error de
Figura 6.16
AT-FTSP (Beacon =
10”, Entries = 10)
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sincronización desde el instante 800s, el cual finaliza con un valor de
1.428µs.




Beacon Rate: 10” Máximo 20.6





10”, Entries: 10 y Tª:
25ºC)
Tanto para A2T-FTSP como para AT-FTSP, la gran cantidad de elemen-
tos en la tabla de regresión, está propiciando valores alejados entre sí
en el tiempo. Esto impide generar un valor de clock skew de alta pre-
cisión y acorde con el instante temporal actual que se está evaluando.
A2T-FTSP aventaja a FTSP en un 11% en su misma configuración para-
métrica. Con respecto a la configuración de 5 elementos en la tabla de
regresión, se tiene un descenso del rendimiento próximo al 9%. La uti-
lización de un mayor número de elementos en la tabla de regresión no
aporta ninguna mejora que justifique la elección de esta configuración.
HF-FTSP
Analizados los protocolos basados, únicamente en temperatura, es mo-
mento de comenzar a estudiar aquellos basados en el concepto de fil-
trado homomórfico. Los resultados obtenidos haciendo uso del filtrado
homomórfico con mostrados a través de la Figura 6.18. El comporta-
miento resulta altamente estable durante los 2000s y, sin entrar en de-
talles numéricos, se observa una mejora con respecto a las anteriores
propuestas de esta configuración paramétrica.
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Entries: 10 Mínimo 0
El análisis numérico de los resultados muestra una mejora del 75% con
respecto a FTSP, lo cual refuerza los resultados obtenidos en las Seccio-
nes 6.2.1 y 6.2.2. Una vez más, la utilización del concepto propuesto
por Oppenheim et al. genera resultados altamente satisfactorios. Con
respecto a la misma propuesta en su configuración de 5 elementos en
tabla de regresión se obtiene una ligera mejora del 13%.
En cuanto a los resultados numéricos cabe destacar que, una vez más,
la utilización del filtrado mejora a todas las propuestas que se han ana-
lizado previamente en este trabajo. Siguiendo la configuración plantea-
da en este apartado, la mejora obtenida con respecto a FTSP ha sido
del 61%,
Estos resultados evidencian, una vez más, la idoneidad de utilizar el
filtrado homomórfico propuesto por Oppenheim para determinar el
clock skew de una mota.
Figura 6.18
HF-FTSP (Beacon =
10”, Entries = 10)
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HF2-FTSP
El comportamiento mostrado por la Figura 6.19 destaca por ser el más
óptimo de todos los obtenidos hasta ahora. Durante más del 95% de
ejecución, el error de sincronización se sitúa muy por debajo del 1µs
gracias al cual, la prueba termina con un valor de 0.734µs.
El resultado obtenido supone una mejora del 116% con respecto a
FTSP. A la vista de los resultados, queda totalmente demostrado que el
uso del concepto de filtrado homomórfico de señales es recomendable
en la obtención del clock skew.
Comparativa global: Estudio de tendencia
Finalizado el análisis de todas las propuestas, se lleva a cabo una com-
parativa entre todas ellas con el fin de determinar el protocolo de sin-
cronización que ofrece los mejores resultados en cuanto a error medio
de sincronización se refiere. Para ello, se ha obtenido con un gráfico
de tendencia (Figura 6.20), el cual ha sido generado gracias a la he-
rramienta MATLAB mediante un ajuste de mínimos cuadrados y un
polinomio de grado 2. Este gráfico de tendencia queda reforzado por
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un gráfico (Figura 6.21) de barras que muestra de manera directa el
resultado de todos los protocolos de sincronización analizados para la
presente configuración.
FTSP: La línea correspondiente a FTSP (color rojo) muestra un com-
portamiento ascendente a partir del instante 500s, el cual toma un ca-
rácter descendente a partir del instante 700s donde es posible certificar
cierta estabilización hasta finalizar la ejecución de la prueba. En gene-
ral, FTSP tiene un comportamiento y resultados dentro de lo esperado,
por lo que no se hace necesario llevar a cabo ningún tipo de estudio
pormenorizado.
AT-FTSP: El primero de los nuevos algoritmos de sincronización pro-
puestos mejora el comportamiento mostrado por FTSP bajo la misma
configuración paramétrica. Al igual que ocurriera con FTSP, existe un
ligero aumento del error medio de sincronización en torno al instan-
te 500s. Sin embargo, el tratamiento del clock skew que lleva a cabo
esta propuesta disminuye en gran medida la tendencia ascendente. El
comportamiento seguido por la propuesta es altamente satisfactorio,
mejorando a FTSP en un 21%.
A2T-FTSP: Aun mejorando los resultados obtenidos por FTSP, A2T-
FTSP no goza de un comportamiento estable. Se han detectado cam-
bios de tendencia del error medio de sincronización en diversos instan-
tes. La inclusión de la temperatura del nodo root junto con un mayor
número de entradas en la tabla de regresión no son una buena com-
binación tal y como se observa en el gráfico de tendencia. Aun así, el
error medio de sincronización tiene un valor más que correcto, consi-
guiendo mejorar a FTSP en un 11%.
HF-FTSP: Los protocolos basados en filtrado homomórfico ofrecen un
comportamiento sensacional independientemente de la configuración
seleccionada, tal y como demuestra la línea de color gris el gráfico
de tendencia. En todo momento se obtienen valores de sincronización
Figura 6.20
Estudio de tenden-
cia (Beacon = 10”,
Entries = 10)












































muy cercanos entre sí. Este comportamiento se ve reflejado en un error
medio de sincronización del 0.985µs, o lo que es lo mismo, una mejora
del 61% con respecto a FTSP.
HF2-FTSP: Siguiendo los resultados obtenidos con filtrado homomór-
fico en todas las secciones analizadas hasta este punto, el presente pro-
tocolo mejora a todas las versiones testadas. En esta ocasión se obtiene
un comportamiento sobresaliente con total estabilidad del error medio
de sincronización desde el inicio hasta el final de la prueba. El error
medio de sincronización toma un valor de 0.734µs, alcanzando una
mejora con respecto a FTSP del 116%.
Conclusiones
Una vez finalizado el estudio de los protocolos propuestos así como de
FTSP haciendo uso de la configuración 10s de tiempo de beacon y 10
entradas en la tabla de regresión se puede afirmar:
• Todas las propuestas presentadas mejoran los resultados obteni-
dos por FTSP.
• La utilización de un número de entradas en la tabla de regresión
superior a 5 elementos no implica una mejora que justifique su
elección.
• La combinación A2T-FTSP con un elevado número de entradas
en la tabla de regresión no se comporta de manera estable. Es
por ello que no se aconseja su uso pues, a pesar de tener una
buena media en el error de sincronización, su alta dispersión en
los valores provocaría relojes muy alejados entre sí.
• Los protocolos AT-FTSP y A2T-FTSP mejoran los resultados de
FTSP.
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• Todos los protocolos basados en filtrado homomórfico mejoran
tanto al protocolo FTSP como a las propuestas basadas en tempe-
ratura (AT-FTSP y A2T-FTSP) propuestas en esta Tesis Doctoral.
• Las mejoras obtenidas con respecto a FTSP oscilan entre 11% y
el 116%.
• La utilización de un intervalo de beacon de 10s genera resulta-
dos satisfactorios, sin embargo, sólo se aconseja su utilización en
aquellas WSN donde el consumo energético no sea una caracte-
rística prioritaria. La utilización de un menor tiempo de beacon
lleva consigo un incremento del coste energético derivado de una
mayor cantidad de paquetes enviados y recibidos por los miem-
bros de la red.
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6.3 RESULTADOS EXPERIMENTALES CON VARIACIÓN DE TEMPE-
RATURA
A continuación, se lleva a cabo un pormenorizado análisis de todos losprotocolos de sincronización propuestos en esta Tesis Doctoral, some-
tiéndolos todos ellos a desfases de temperatura que permitan estudiar
su comportamiento.
La utilización de gradientes térmicos, permitirá corroborar la hipótesis
de este trabajo. De este modo, se demuestra que es posible mejorar el
resultado de la sincronización mediante un ajuste avanzado por tempe-
ratura y/o la separación de las componentes de la señal del clock skew
mediante el concepto de filtrado homomórfico. Los casos de variación
térmica sobre los que se han trabajado han sido los siguientes:
TEMPERATURAS BAJAS: Se consideran temperaturas bajas aquellas
contenidas en el intervalo térmico 9 C - 22 C.
TEMPERATURAS MEDIAS: Este intervalo está formado por temperatu-
ras próximas a la temperatura nominal del oscilador CMR200T.
Las temperaturas utilizadas oscilan entre 22 C - 32 C.
TEMPERATURAS ALTAS: El último rango de temperaturas, se sitúa en-
tre 22 C - 40 C.
Los variaciones térmicas se han llevado a cabo sobre una tercera parte
de los nodos finales de la red. Gracias a ello, será posible conocer cómo
se comportan los nuevos protocolos de sincronización ante variaciones
térmicas de cualquier índole.
En cuanto a la configuración paramétrica de funcionamiento se ha op-
tado por trabajar con una tasa de sincronización (BEACON_RATE) de
30s. Esta tasa, se considera más que suficiente para poder probar los
efectos de la modificación de la frecuencia de oscilación a causa de
la temperatura. La utilización de una tasa inferior llevaría a cabo un
mayor número de sincronizaciones no permitiendo obtener resultados
fiables sobre la desviación del clock skew penalizando, además, el con-
sumo de batería.
Se han utilizado 3 elementos en la tabla de regresión. Los resultados
obtenidos en la Sección 6.2 han probado que se trata de una configura-
ción idónea, puesto que permite agrupar los diferentes valores de clock
skew cercanos en el tiempo. Esta cercanía temporal mejora la precisión
de obtención del clock skew.
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6.3.1 Temperaturas bajas: 9 C - 22 C
Todos los protocolos de sincronización se han visto afectados por un
cambio de temperatura en el instante 1000s, donde se pasará de 22 C
a 9 C. Cada una de las pruebas realizadas ha tenido una duración de,
aproximadamente, 3000s.
El orden de exposición de los resultados continúa siendo el mismo
que en secciones anteriores, es decir: FTSP, AT-FTSP, A2T-FTSP, HF-
FTSP y HF2-FTSP. Todos estos protocolos, irán acompañados de sus
correspondientes gráficos de comportamiento y tablas de información
con todos los resultados detallados.
Al finalizar la exposición de todos los protocolos, se llevará a cabo
una comparativa mediante el uso de un gráfico de tendencia junto con
un gráfico de barras. La utilización de estas herramientas de análisis
gráfico permitirán obtener conclusiones sobre el comportamiento de
los protocolos bajo la influencia de la temperatura.
FTSP
La Figura 6.22 muestra los resultados obtenidos por el algoritmo FTSP
bajo la influencia de un cambio de temperatura desde 22 C hasta 9 C
a partir del instante 1000s de ejecución.
Durante los 1000s iniciales, se mantiene la temperatura a 22 C obser-
vándose un comportamiento muy estable durante todo el intervalo.
Esto proporciona buenos resultados en términos de error medio de
sincronización donde se sitúa en torno a los 1.2µs.
El cambio de temperatura provocado en el instante 1000s, influye de
manera directa tal y como se observa en la Figura 6.22. FTSP no puede
compensar el error producido como consecuencia de la variación en el
clock skew a causa de la temperatura hasta el instante 2500s, donde
comienza a observarse una ligera mejora del error medio de sincroni-
zación.
Analizando los datos numéricos de la prueba a través de la Tabla 6.17,
se observa la gran influencia que ha tenido el desfase de temperatura
en la varianza, cuyo valor es de 5.658µs.
La ejecución finaliza con un error medio de sincronización 3.181µs.
AT-FTSP
La Figura 6.23, muestra los resultados obtenidos por AT-FTSP en un
entorno con variaciones de temperatura entre 22 C y 9 C. Se observa
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una alta estabilidad en la ejecución durante los primeros 1000s de la
prueba. En este primer instante temporal, el error de sincronización se
sitúa en torno a 1.257µs.
En el instante 1000s, se induce un cambio de temperatura. En éste, se
lleva una tercera parte de las motas a una temperatura de 9 C. Puede
apreciarse un ligero aumento en el error de sincronización medio hasta
el instante 1800s, donde se aprecia una clara mejora en el comporta-
miento de la sincronización situándose en valores de error similares a
los alcanzados en instantes sin cambio de temperatura. El error de sin-
cronización medio obtenido durante el intervalo temporal (1000, 3000]
es de 1.709µs.
Atendiendo a los resultados obtenidos en toda la ejecución, el error de
sincronización medio es de 1.558µs. Todos los parámetros mostrados
en la Tabla 6.18 muestran una clara mejora con respecto a FTSP. La
mejora obtenida con respecto a FTSP alcanza el 104%.
A2T-FTSP
Los resultados obtenidos haciendo uso del protocolo A2T-FTSP pue-
den verse a través de la Figura 6.24. Durante los primeros 1000s de

























Desfase te´rmico en FTSP: 9 C - 22 C Figura 6.22
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prueba, el comportamiento es altamente estable y eficiente. El error
medio de sincronización obtenido para esta ventana temporal es de
1.1µs.
Tras provocar la variación de la temperatura a partir del instante 1000s
puede observarse como A2T-FTSP es penalizado. Sin embargo, el nue-
vo método de obtención del clock skew muestra su influencia llevando
a cabo la reducción del error en un corto instante temporal con respec-
to a la versión inicial propuesta por FTSP.
Durante el intervalo de variación térmica, el error medio de sincroni-
zación se reduce con respecto a la misma prueba realizada sobre FTSP.
Éste toma un valor de 1.5µs. A la vista de los resultados, la mejora
con respecto a FTSP es más que evidente. Gracias a este buen com-
portamiento durante la modificación térmica, se consigue finalizar la
prueba con un error de 1.459µs.
Analizando de manera pormenorizada los datos de la Tabla 6.19, se
observa una gran mejora en los parámetros que índican la dispersión
de los datos. Estos datos suponen una mejora con respecto a FTSP del
118%.
Figura 6.23
Efectos de la tem-
peratura sobre AT-
FTSP























Desfase Te´rmico en AT-FTSP: 9 C - 22 C
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Tras analizar los métodos basados en temperatura, así como FTSP, es
momento de analizar el primer método basado en el concepto de filtra-
do homomórfico a través de la Figura 6.25 así como la Tabla 6.20.
Durante los instantes, en los que la temperatura es fijada a 22 C, el
rendimiento del protocolo roza la perfección. El error de sincronización
para este período se sitúa en 0.974µs. Estos resultados, confirman una
vez más, los datos recopilados en la Sección 6.2.
Tal y como se realizaba con los anteriores protocolos analizados, se
crea un desfase de temperatura desde 22 C a 9 C en el instante 1000s
observándose un un ligero aumento del error medio de sincronización.
Durante el intervalo de modificación de temperatura, el error medio
toma un valor de 1.7µs.
El resto de resultados obtenidos (ver Tabla 6.20), ponen de manifiesto
un gran desempeño del protocolo de sincronización haciendo uso del
concepto de filtrado homomórfico. La desviación típica toma un valor de
2.646µs, mientras que el valor máximo de error alcanzado es de 16µs.
El porcentaje de mejora obtenido con respecto a FTSP se sitúa en torno
al 118%.
























Desfase te´rmico en A2T-FTSP: 9 C - 22 C Figura 6.24
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HF2-FTSP
Tras el éxito obtenido por todas las nuevas propuestas presentadas en
estas Tesis, es momento de analizar la última de todas ellas para el
rango de temperatura 22 C - 9 C. HF2-FTSP, se basa en el concepto de
filtrado homomórfico utilizado previamente junto con la estimación
de temperatura tanto en la mota local como en la mota encargada de
gestionar el reloj de toda la red. La Figura 6.26 así como la Tabla 6.21
reflejan los resultados obtenidos por HF2-FTSP.
La Figura 6.26, muestra un comportamiento estable a lo largo de toda
la prueba. En todo momento, el error medio de sincronización está
localizado en el intervalo 1µs - 2µs.
Hasta el instante 1000s, se ha mantenido constante la temperatura en
22 C. En todo este tiempo, se obtiene un valor altamente satisfactorio
del error medio de sincronización, situándose en 1.276µs.
A partir del 1000s, se aplica un descenso térmico situando la tempera-
tura en 9 C. Los resultados gráficos no muestran una modificación en
el comportamiento del error medio de sincronización, lo cual muestra
de manera clara y contundente el gran desempeño de HF2-FTSP. Du-
Figura 6.25
Efectos de la tem-
peratura sobre HF-
FTSP
























Desfase te´rmico en HF-FTSP: 9 C - 22 C
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rante este período a 9 C, se tiene un error medio de sincronización de
1.340µs.
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La prueba finaliza con un error medio de sincronización de 1.307µs.
Estos resultados muestran el gran rendimiento de la propuesta HF2-
FTSP. En las secciones siguientes, se analizarán diferentes rangos de
temperatura al mostrado con el fin de afianzar y replicar los resultados
obtenidos con independencia a las condiciones térmicas existentes.
Comparativa Global
Finalizado el análisis de resultados detallado para FTSP, AT-FTSP, A2T-
FTSP, HF-FTSP y HF2-FTSP, sobre un entorno con un desfase térmico
de 22 C a 9 C, se lleva a cabo un estudio comparativo entre todos
ellos con el fin de determinar cuál ofrece mejores resultados. Las he-
rramientas utilizadas para este análisis son básicamente dos: El gráfico
de tendencia de la Figura 6.28 y el gráfico de barras de la Figura 6.28.
Gracias a estas dos herramientas gráficas, será posible determinar de
manera final el resultado de las pruebas llevadas a cabo.
El análisis de resultados se divide en función de los algoritmos utiliza-
dos. De este modo, el lector podrá llevar a cabo un correcto análisis y
estudio de los resultados.
























Desfase te´rmico en HF2-FTSP: 9 C - 22 C Figura 6.26




























FTSP: La línea de tendendencia de FTSP (representada en rojo) mues-
tra un incremento del error de sincronización en los primeros compa-
ses de la prueba, concretamente en los 120 primeros segundos. Este
hecho no requiere de estudio alguno, puesto que en los primeros ins-
tantes de sincronización pueden existir elementos alejados entre sí cro-
nológicamente en la tabla de regresión, lo cual ocasiona el aumento
de error de sincronización. A medida que transcurren los segundos,
FTSP mejora el tiempo de sincronización hasta llegar al instante 1000s,
donde como consecuencia de la disminución de la temperatura hasta
los 9 C, se produce un incremento del error de sincronización. En el
instante 1300s desciende el error, previsiblemente como consecuencia
de un período en el que la frecuencia del oscilador se ha mantenido
constante y ha posibilitado la obtención de un clock skew realista. Esta
situación termina en el instante 1700s, donde aumenta de manera drás-
tica el error de sincronización hasta finalizar la prueba. El gráfico de
tendencia muestra, por tanto, la alta influencia de la temperatura en el
oscilador y la necesidad de tener métodos que minimicen el impacto.
AT-FTSP: La línea de tendencia de color verde, representa el resultado
de AT-FTSP ante un descenso de temperatura de la misma magnitud
detallada en la prueba de FTSP. De manera general, puede observarse
un comportamiento altamente estable durante toda la prueba. A partir
del instante 1000s, se observa un ligero aumento en el error de sincro-
nización como consecuencia del cambio de temperatura. Sin embargo,
pasados varios períodos de sincronización, el protocolo AT-FTSP dis-
minuye el error producido por el cambio de frecuencia del oscilador y
mantiene el error de sincronización en los mismos niveles de los ins-
tantes iniciales de la prueba. La mejora ofrecida con respecto a FTSP
es más que evidente. De manera numérica, se ha obtenido una mejora
del 104% con respecto a FTSP. Este resultado pone de manifiesto la
conveniencia de hacer uso del valor de la temperatura ambiente para
llevar a cabo la correcta estimación del clock skew.
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A2T-FTSP: En esta ocasión, la línea de A2T-FTSP representada por el
color azul en el gráfico de la Figura 6.28, muestra un comportamiento
muy similar al de AT-FTSP. Durante toda la prueba, el error de sincro-
nización se mantiene relativamente estable, no pudiéndose detectar el
momento en el que se produce la variación de temperatura a través del
mismo. La igualdad en el comportamiento con respecto a AT-FTSP es
lógica, pues ambos se basan en el mismo método para llevar a cabo
la obtención del clock skew y, a igualdad de condiciones de tempera-
tura en el nodo root, ambos protocolos deben ofrecer resultados muy
similares en términos de rendimiento y estabilidad. Se obtiene una me-
jora del 118% con respecto a la versión original de FTSP. Una vez más,
queda patente la gran mejora que supone la utilización de los métodos
propuestos en esta Tesis Doctoral.
HF-FTSP: El primer protocolo de sincronización basado en filtrado ho-
momórfico, ofrece unos resultados magníficos tanto en comportamien-
to como en error de sincronización se refiere. Tal y como muestra la
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Figura 6.28, HF-FTSP hace gala de una gran estabilidad. Esto permite
mantener el error de sincronización prácticamente constante durante
toda la prueba realizada. Gracias al uso del filtrado homomórfico se
consiguen mejorar los resultados de FTSP en torno a 118%. Este resul-
tado es muy similar al obtenido con AT-FTSP, sin embargo los valores
máximos alcanzados son menores con respecto a este último (ver Ta-
blas 6.19 y 6.20).
HF2-FTSP: Al igual que ocurre con la versión HF-FTSP, el protocolo
HF2-FTSP (representando en el gráfico de tendencia de la Figura 6.28
mediante el color naranja) posee una alta estabilidad así como un error
de sincronización menor al del resto de protocolos estudiados en este
análisis. En ningún momento, es posible determinar de manera gráfica
el momento en el que se produce el cambio de temperatura. El error
de sincronización se mantiene totalmente estable mejorando, incluso
la versión HF-FTSP. La mejora con respecto FTSP es del 143%.
Conclusiones
Tras finalizar las pruebas de sincronización correspondientes a un des-
fase de temperatura de 22 C a 9 C junto con 3 elementos en la tabla
de regresión y 30s de período de sincronización se concluye:
• La utilización de la temperatura existente en las motas, permite
mejorar el error de sincronización medio en protocolos de sincro-
nización. Esto se consigue mediante el ajuste por temperatura del
valor del clock skew de todas y cada una de las motas de la red.
• El uso de protocolos basados en temperatura, permite mejorar el
rendimiento de FTSP entre un 104% y 118%.
• El uso de procolos basados en temperatura junto filtrado homo-
mórfico para determinar las componentes de baja frecuencia de
las de alta frecuencia de una señal de sincronización permiten
obtener mejoras entre el 118% y el 143%.
• En términos de estabilidad de error de sincronización medio, los
protocolos basados en filtrado homomórfico ofrecen los mejores
resultados.
6.3.2 Temperaturas medias: 22 C - 32 C
Analizado el comportamiento de todos los protocolos de sincroniza-
ción en condiciones de baja temperatura, es momento de llevar a ca-
bo un análisis para temperaturas consideradas medias. Se consideran
temperaturas medias aquellas cercanas a la temperatura nominal del
oscilador CMR200T, es decir, 25 C. Para llevar a cabo la nueva bate-
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ría de pruebas en temperaturas medias, se ha utilizado un rango de
temperatura entre 22 C y 32 C.
Todas y cada una de las pruebas llevadas a cabo comienzan en 22 C,
manteniéndose constante la temperatura hasta el instante 1000s, mo-
mento en el que se provoca un desfase térmico. La temperatura es
aumentada hasta los 32 C, afectando a una tercera parte de las motas
de la red.
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Al finalizar la exposición de todos los protocolos, se llevará a cabo una
comparativa mediante el uso de un gráfico de tendencia junto con un
gráfico de barras.
FTSP
La Figura 6.30 muestra el resultado de la prueba llevada a cabo sobre
FTSP en un entorno con un desfase de temperatura entre 22 C y 32 C.
Durante los primeros 1000s, se observa un comportamiento razona-
blemente estable, obteniéndose un error de sincronización medio de
1.488µs. Este resultado, coincide plenamente con los obtenidos en la
Seccción 6.2 con FTSP así como los mostrados en el trabajo de Maróti
et al [66].
























Desfase Te´rmico en FTSP: 22 C - 32 C Figura 6.30
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Tal y como se especifica en la configuración de los experimentos, a par-
tir del instante 1000s, se provoca un cambio de temperatura sobre una
tercera parte de los nodos de la red. En este instante, la temperatura
pasa de los 22 C hasta 32 C. Las consecuencias provocadas por este
desfase térmico se observan de manera inmediata, llegando a alcan-
zarse un error de sincronización de 25µs en el instante 1600s. A partir
de aquí, FTSP estabiliza su comportamiento hasta la finalización de la
prueba. El error de sincronización medio para el intervalo (1000, 3000]
es de 4.624µs.
La prueba finaliza con un error de sincronización medio total de 3.582µs.
Este resultado muestra la gran influencia de los cambios de tempera-
tura sobre el cálculo del clock skew de FTSP y ponen de manifiesto,
una vez más, la necesidad de hacer uso de políticas de temperatura en
protocolos de sincronización.
AT-FTSP
El gráfico de la Figura 6.31, representa el resultado obtenido en la sin-
cronización de AT-FTSP para un desfase de temperatura entre 22 C
hasta 32 C.
Figura 6.31
Efectos de la tem-
peratura sobre AT-
FTSP
























Desfase Te´rmico en AT-FTSP: 22 C - 32 C
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Atendiendo a la escala de valores del eje de ordenadas, se observa una
clara mejora con respecto a FTSP (Figura 6.30) en cuanto a error de
sincronización medio se refiere.
Entre los instantes 0 y 1000s, se tiene un comportamiento estable y un
error medio de sincronización de 1.267µs. A partir del instante 1000s,
y hasta la finalización de la prueba, se observa un ligero incremento
del error medio de sincronización hasta llegar a 1.934µs para todo el
intervalo con variación de temperatura.
La prueba finaliza con un error medio de sincronización del 1.712 µs,
lo cual supone una mejora del 110% con respecto a la misma configu-
ración de la prueba llevada a cabo con FTSP
A2T-FTSP
Haciendo uso del gráfico de la Figura 6.32, se puede observar el re-
sultado del experimento llevado a cabo haciendo uso del algoritmo
A2T-FTSP con una variación de temperatura entre 22 C hasta 32 C.
A2T-FTSP posee un comportamiento muy regular durante los prime-
ros 1000s de la prueba. En este primer intervalo se tiene un error medio



























Desfase Te´rmico en A2T-FTSP: 22 C - 32 C Figura 6.32




de sincronización de 1.123µs. Durante todo este intervalo no se detec-
tan máximos o mínimos destacables que se alejen del funcionamiento
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Como viene siendo habitual en todas las pruebas realizadas con gra-
dientes térmicos, en el instante 1000s se lleva a cabo una variación
térmica entre 22 C hasta 32 C. Entre los instantes 1200s y 1500s se
observa la influencia de la temperatura sobre el oscilador de las mo-
tas afectadas, llegándose a obtener un error medio de sincronización
destacable. A partir del instante 1500s, el protocolo de sincronización
A2T-FTSP toma el mando de la situación y sitúa el error medio de
sincronización en valores similares a los obtenidos con AT-FTSP. Si se
elimina el intervalo 1200s y 1500s, el error medio de sincronización con
cambio de temperatura se sitúa en 2.781 µs.
La prueba finaliza con un error medio de sincronización global de
2.302µs. Este dato es ligeramente superior al obtenido con AT-FTSP,
pero aun así, sigue mejorando de manera drástica los resultados obte-
nidos con FTSP.
Figura 6.33
Efectos de la tem-
peratura sobre HF-
FTSP
























Desfase Te´rmico en HF-FTSP: 22 C - 32 C
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Las siguientes líneas, llevan a cabo el análisis de la primera de las
propuestas de filtrado homomórfico junto con temperatura para un
intervalo térmico desde 22 C hasta 32 C.
El gráfico de la Figura 6.33 presenta un comportamiento altamente es-
table durante los primeros 1000s de prueba. En todo momento, el ran-
go de error medio de sincronización se encuentra entre 0, 5µs y 1, 5µs
aproximadamente. Como se puede observar, el número de máximos
locales disminuye con respecto a las propuestas anteriores. Este hecho
pone de manifiesto, una vez más, las bondades en el uso de utilizar un
filtrado homomórfico en protocolos de sincronización. Durante este
primer intervalo temporal, el error medio de sincronización se man-
tiene en torno a 0.933µs. Es decir, gracias al filtrado homomórfico es
posible bajar de la barrera clásica del microsegundo en protocolos de
sincronización para WSN.
A partir del instante 1000s, se observa un ligero cambio de compor-
tamiento del protocolo de sincronización. No obstante, se detecta una
disminución en el número de máximos y un aumento de la estabili-
dad con respecto a las propuestas anteriores. No existen cambios im-























Desfase Te´rmico en HF2-FTSP: 22 C - 32 C Figura 6.34




portantes a destacar, siendo el error medio de sincronización hasta la
finalización de la prueba de 2.023µs.
El error medio de sincronización global obtenido es de 1.660 µs, es
decir, una mejora del 115% con respecto a FTSP. Este resultado mejora
todo lo anteriormente obtenido para el desfase térmico mostrado en
este análisis con variación de temperatura.
HF2-FTSP
Para finalizar la batería de pruebas correspondiente a las temperatu-
ras consideradas medias, es momento de analizar la última de todas
ellas en el rango de temperatura 22 C - 32 C. Al igual que HF-FTSP,
HF2-FTSP se basa en el concepto de filtrado homomórfico con ajuste
por temperatura tanto en la mota local como en la mota encargada de
administrar el reloj de la red. La Figura 6.34 así como la Tabla 6.26
muestran los resultados obtenidos por HF2-FTSP.
Como viene siendo habitual en todas las pruebas con variación térmi-
ca, se ha mantenido constante la temperatura en 22 C hasta el instante
1000s. En todo este tiempo, se obtiene un valor altamente satisfactorio
del error medio de sincronización, situándose en 1.189µs.
A partir del instante 1000s, es incrementada la temperatura hasta al-
canzar los 32 C. Se observa un aumento del número de máximos, lo
cual repercute en un incremento del error medio de sincronización.
Hasta la finalización de la prueba, el error medio de sincronización
bajo modificación térmica se ha situado en 1.876µs. Este valor se sitúa
por debajo de todas las propuestas anteriormente citadas y corroboran
la gran utilidad del filtrado homomórfico.
La prueba finaliza con un error medio de sincronización de 1.647µs, es
decir, el valor más bajo de todos los registrados en el intervalo térmico
22 C - 32 C. El porcentaje de mejora con respecto a FTSP es del 118%.
Comparativa Global
Recopilados los resultados de FTSP, AT-FTSP, A2T-FTSP, HF-FTSP y
HF2-FTSP, bajo un intervalo térmico entre 22 C y 32 C, es momento
de analizarlos en conjunto. Para ello, se hace uso de un gráfico de
tendencia (ver Figura 6.43) generado mediante un ajuste de mínimos
cuadrados y un polinomio de grado 2. Éste gráfico de tendencia, está
reforzado con un gráfico de barras (ver Figura 6.37) que muestra los
resultados numéricos de la batería de pruebas llevada a cabo.
Los resultados se exponen siguiendo el mismo orden de las pruebas
previas con el fin de facilitar al lector el análisis y comprensión de los
resultados.
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FTSP: Atendiendo a la línea de color rojo en el gráfico de tendencia, se
observa un comportamiento estable de FTSP durante el intervalo tem-
poral donde la temperatura queda fijada a 22 C. A partir del instante
1000s y, coincidiendo con el cambio de temperatura, el error medio de
sincronización aumenta de manera progresiva hasta el instante 2200s.
Es a partir del citado instante, donde la tabla de regresión permite lle-
var a cabo la recuperación del error. Esto ocurre como consecuencia
de la estabilización de la frecuencia del oscilador durante varios perío-
dos de sincronización, lo cual permite a la tabla de regresión volver
a obtener un valor fiable del clock skew. A pesar de la recuperación,
FTSP no consigue volver a obtener valores de sincronización óptimos.
La prueba finaliza con un error de sincronización medio de 3.582µs.
AT-FTSP: El protocolo de sincronización protagonista de estas líneas
(color verde en el gráfico de tendencia) posee un resultado muy lineal
a lo largo de toda la prueba. Durante los primeros 1000s de prueba se
tiene un error medio de sincronización de 1.267µs, no observándose
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indicios de ningún comportamiento que requiera ser objeto de estudio.
Tras aplicar el desfase térmico y llegar a los 32 C, se aprecia un ligero
repunte del error medio de sincronización que lo hace llegar hasta los
1.934µs. A pesar de este ligero aumento del error, el protocolo mejora
ampliamente los resultados conseguidos con FTSP, obteniéndose un
error medio de sincronización al finalizar la prueba de 1.706µs. Esto
supone una mejora del 110% con respecto a FTSP.
A2T-FTSP: El segundo de los protocolos basados en temperatura pro-
puestos en esta Tesis Doctoral, posee un comportamiento muy regular
durante los primeros 1000s de la prueba. En este primer intervalo se
tiene un error medio de sincronización de 1.123µs, mejorando inclu-
so lo obtenido por AT-FTSP. Sin embargo, tras aplicar el cambio de
temperatura, la penalización obtenida por el presente protocolo resul-
ta mayor tal y como muestra el gráfico de tendencia así como el error
de sincronización de 2.781µs. La prueba finaliza con un error medio
de sincronización del 2.302µs. Con respecto a AT-FTSP se tiene un re-
sultado ligeramente superior, lo cual no enturbia la mejora del 55.60%
con respecto a FTSP.
Entre las posibles causas del empeoramiento sufrido con el protoco-
lo A2T-FTSP en comparación con AT-FTSP, se encuentra la lectura de
una temperatura errónea por parte parte del sensor SHT11. Cualquier
gradiente térmico entre el sensor de temperatura y el oscilador pue-
de ocasionar la obtención de resultados no óptimos. Para estudiar este
comportamiento con mayor nivel de detalle, sería conveniente llevar a
cabo el estudio de la temperatura de una mota a través de una cámara
termográfica que permita determinar si la temperatura del sensor y la
del oscilador son las mismas. En caso de no corresponderse, la solu-
ción pasaría por instalar los sensores de temperatura en una posición
cercana al oscilador de la mota.
HF-FTSP: El primero, de los protocolos basados en filtrado homomór-
fico está identificado en el gráfico de tendencia mediante el color gris
oscuro. En éste, puede observarse un gran comportamiento durante
toda la prueba, sin observarse comportamiento que requieran un estu-
dio pormenorizado. El protocolo HF-FTSP finaliza con un error medio
de sincronización de 1.660 µs lo cual evidencia su gran desempeño an-
te un cambio de temperatura como el generado en esta prueba. Este
resultado supone un gran avance con respecto a los dos protocolos ba-
sados en temperatura, y sobre todo, con respecto a FTSP. La mejora
con respecto a este último es del 115%.
HF2-FTSP: Para finalizar con el último protocolo basado en temperatu-
ra junto con filtrado homomórfico, se analiza el resultado obtenido por
HF2-FTSP. El gráfico de tendencia muestra un comportamiento muy
regular durante toda la prueba. A partir del instante 1000s se observa
un ligero aumento del error de sincronización, el cual se recupera tras
varios períodos de sincronización y vuelve a sus valores originales en
el instante 1500s aproximadamente. Llegando al final de la prueba, ins-
tante 2500s, el error de sincronización medio mejora cerrando la prue-
ba con un valor de 1.643µs. De todos los protocolos analizados en el















rango de temperatura actual, HF2-FTSP ofrece los mejores resultados.
Con respecto a FTSP la mejora alcanza el 118%.
Conclusiones
Una vez analizados todos los protocolos de sincronización, sometién-
dolos a un desfase de temperatura desde 22 C a 32 C, junto con 3
elementos en la tabla de regresión y 30s de período de sincronización
es posible concluir lo siguiente:
• El uso de protocolos basados en ajuste por temperatura así co-
mo en el concepto de filtrado homomórfico, permiten mejorar el
rendimiento de sincronización con respecto a FTSP.
• Entre los nuevos protocolos de sincronización no existen grandes
diferencias en cuanto a error de sincronización y comportamiento
se refiere. Esto se debe principalmente al rango de temperatura
utilizado. La temperatura ideal del oscilador CMR200T es 25 C,
la cual se encuentra dentro del intervalo de trabajo utilizado. La
frecuencia no se ve altamente modificada y, en consecuencia, los
resultados obtenidos por los nuevos protocolos han sido muy
similares entre sí.
• De nuevo, el uso de políticas de temperatura junto con la ecua-
ción característica para obtener la frecuencia en función de la
temperatura ambiente sobre un oscilador CMR200T, mejora en
gran medida la obtención del clock skew si se compara con el
protocolo FTSP. La mejora alcanzada haciendo uso de este tipo
de implementación mediante AT-FTSP y A2T-FTSP permite me-
jorar el error medio de sincronización entre el 55% y 110%.
• La utilización del concepto de filtrado homomórfico es totalmen-
te positiva. La descomposición de las componentes de alta y ba-
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ja frecuencia del clock skew junto con el uso de la ecuación ca-
racterística del oscilador CMR200T permiten mejorar mejorar los
resultados de sincronización. La mejora que proporcionan HF-
FTSP y HF2-FTSP con respecto a FTSP se sitúa entre el 115.72%
y 118.01% respectivamente.
• Todos los protocolos propuestos en filtrado homomórfico, permi-
ten mantener la sincronización de toda la red WSN sin que se
vean afectados gravemente por desfases térmicos.
6.3.3 Temperaturas altas: 22 C - 40 C
Todos los protocolos de sincronización se han visto afectados por un
cambio de temperatura en el instante 1000s, donde se pasará de 22 C
a 40 C. Cada una de las pruebas realizadas ha tenido una duración de,
aproximadamente, 3000s.
Siguiendo con el orden de exposición se analizarán los siguientes pro-
tocolos de sincronización: FTSP, AT-FTSP, A2T-FTSP, HF-FTSP y HF2-
FTSP. Todos estos protocolos, irán acompañados de sus correspondien-
tes gráficos de comportamiento y tablas de información con todos los
resultados detallados.
Se finaliza la exposición de los resultados haciendo uso de una compa-
rativa basada en el análisis gráfico de tendencia junto con un gráfico
de barras que muestran los resultados obtenidos.
FTSP
La prueba llevada a cabo sobre FTSP (ver Figura 6.38), muestra una
clara influencia de las altas temperaturas en el oscilador de las motas.
Durante los primeros 1000s, se mantiene constante la temperatura en
torno a 22 C. Durante todo este período, el error medio de sincroniza-
ción es de 2.096µs.
A partir del instante 1000 y hasta la finalización de la prueba, se au-
menta la temperatura hasta los 40 C. La Figura 6.38 muestra una clara
respuesta al cambio de temperatura, observándose un máximo en el
valor del error de sincronización en el instante 1300s con un valor me-
dio de 20µs. A partir de aquí, desciende ligeramente el error medio de
sicronización hasta los 10µs.
Cabe destacar el alto impacto causado por el aumento de temperatu-
ra en esta prueba. Todos los parámetros obtenidos han superado los
valores alcanzados en las pruebas anteriores. En esta ocasión, el error
medio de sincronización para toda la prueba tiene un valor de 7.432µs.
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A continuación se estudia el algoritmo AT-FTSP con un desfase térmico
entre 22 C y 40 C. En base a los resultados obtenidos en las secciones
anteriores, cabe esperar una sustancial mejora con respecto a FTSP. El
gráfico de la Figura 6.39 así como los resultados aportados por el mis-
mo a través de la Tabla 6.28 así lo corroboran.
Se observa una ejecución estable del algoritmo durante los 1000s que
ha durado la prueba. En todo momento, el error se sitúa entre los
0, 5µs y 1, 7µs. El error medio de sincronización para este período se
mantiene en 1.266µs.
Como es habitual en esta batería de pruebas, en el instante 1000s, se
provoca un desfase térmico hasta llegar a los 40 C. Este hecho se ve
reflejado en la Figura 6.39, donde se alcanza el máximo global de la
prueba en el instante 1100s aproximadamente. En un corto espacio de
tiempo, y gracias a los paquetes de sincronización, se consigue dismi-
nuir el error de sincronización. Se observa como el cambio de tempe-
ratura provoca desfases en la sincronización, sin embargo, el protocolo
AT-FTSP funciona correctamente y disminuye el error de sincroniza-
ción. Durante el período de cambio de temperatura, el error medio de
sincronización se sitúa en 3.679µs.






Desfase te´rmico en FTSP: 22 C - 40 C Figura 6.38
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La prueba finaliza con un error de sincronización medio de 2.685µs.
Esto supone una mejora del 176% con respecto a la versión inicial de
FTSP.
A2T-FTSP
Analizadas las pruebas llevadas a cabo con FTSP y AT-FTSP, es momen-
to de analizar A2T-FTSP haciendo uso de los resultados mostrados en
a través de la Figura 6.40 . Durante los primeros instantes de la prueba,
se observa un comportamiento altamente estable del protocolo, alcan-
zándose un error medio de sincronización de 1.120µs.
Como es habitual, se provoca un cambio de temperatura en el instante
1000s. Éste se ve reflejado de manera directa en el gráfico de la Figura
6.40 donde, tras el incremento térmico, se alcanza un máximo global
en el error de sincronización. Sin embargo, se observa la pronta res-
puesta del protocolo de sincronización, haciendo descender de manera
drástica el error medio de sincronización. Durante todo el intervalo
con modificación térmica, se ha tenido un error medio de sincroniza-
ción de 3.354µs lo cual puede considerarse como un éxito por parte de
A2T-FTSP.
Figura 6.39
Efectos de la tem-
peratura sobre AT-
FTSP







Desfase te´rmico en AT-FTSP: 22 C - 40 C
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La prueba finaliza con un error medio de sincronización de 2.609µs.
La mejora de A2T-FTSP con los parámetros propuestos es sustancial,
siendo su porcentaje del 184% con respecto a FTSP.
HF-FTSP
La Figura 6.41, muestra el resultado de la prueba llevada a cabo sobre
el protocolo HF-FTSP haciendo uso de un desfase térmico entre 22 C
y 40 C.
Comparando el resultado global con el resto de protocolos analizados
bajo la misma configuración térmica, se observa una amplia mejora.
Durante los primeros 1000s de la prueba, HF-FTSP tiene un comporta-
miento excepcional, presentando un error de sincronización medio de
1.085µs.
A partir del instante 1000s, y hasta la finalización de la prueba, se crea
un desfase térmico hasta alcanzar los 40 C. Observando el gráfico co-
rrespondiente a la presente prueba, se tiene un aumento del error de
sincronización, donde se alcanza el valor máximo del error de sincro-
nización en el instante 1600s. A partir de aquí, desciende el valor del
error y se estabiliza hasta la finalización de la prueba. Durante todo el










Desfase te´rmico en A2T-FTSP: 22 C - 40 C Figura 6.40




período de modificación térmica, el valor del error medio de sincroni-
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La mejora obtenida con respecto a FTSP es del 376%, lo cual evidencia
la gran mejora que supone el uso del concepto de filtrado homomórfico
en procolos de sincronización.
HF2-FTSP
La Figura 6.42, muestra el resultado obtenido con la segunda versión
del protocolo basado en el filtrado homomórfico propuesto por Op-
penheim. En comparación con el resto de versiones, se observa una
sustancial mejora en el comportamiento. Esto se traduce en resultados
de sincronización satisfactorios tal y como se expone a través de las
siguientes líneas.
En los primeros 1000s de prueba, HF2-FTSP tiene un comportamiento
ejemplar. En todo momento es estable, manteniendo un error medio
de sincronización de 1.178µs.
Tras la modificación térmica, el error de sincronización se incrementa
hasta alcanzar su punto máximo en el instante 1400s. En este máximo
global, el error medio alcanza los 4µs, sin embargo, HF2-FTSP actúa
Figura 6.41
Efectos de la tem-
peratura sobre HF-
FTSP











Desfase te´rmico en HF-FTSP: 22 C - 40 C
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de manera rápida sobre la descompensación disminuyendo el error de
sincronización. A partir del instante 2000s, el error de sincronización
se comporta como si no hubiera ocurrido ningún cambio en la frecuen-
cia de los osciladores de las motas. El error de sincronización medio
obtenido durante el intervalo de variación térmica es de 1.469µs.
La prueba finaliza con un error medio de sincronización global de
1.372µs. Es resultado es el mejor de los hasta ahora estudiados en el
intervalo térmico 22 C - 40 C y pone de manifiesto el correcto desem-
peño de políticas de temperatura junto con un filtrado homomórfico
de señales. La mejora con respecto a FTSP alcanza el 441%.
Comparativa Global
Una vez analizados todos los protocolos de manera pormenorizada,
haciendo uso de un desfase térmico entre 22 C y 40 C, se lleva a cabo
un estudio comparativo entre todos ellos con el fin de determinar cuál
ofrece mejores resultados. Para llevar a cabo el análisis de los resulta-
dos, se hace uso de dos herramientas gráficas: Un gráfico de tendencia
y un gráfico de barras (ver Figuras 6.43 y 6.45). La utilización de es-
tos dos gráficos facilitará en gran medida la correcta comprensión y
análisis de los resultados.
























Desfase te´rmico en HF2-FTSP: 22 C - 40 C Figura 6.42






























































FTSP: El protocolo de sincronización FTSP (línea roja), está influencia-
do por desfases térmicos con altas temperaturas. Durante los primeros
instantes de la prueba, donde se mantiene constante la temperatura en
22 C, FTSP obtiene un error de sincronización esperado. En cuanto co-
mienza el desfase térmico, FTSP se ve altamente influenciado por éste,
aumentando el error de sincronización de manera considerable. A me-
dida que pasan los ciclos de sincronización, se observa un descenso en
el error. A pesar de la mejora, el error de sincronización mantiene un
nivel elevado hasta la finalización de la prueba. Estos resultados con-
firman una vez más, la alta influencia que ejercen los desfases térmicos
sobre la frecuencia de los osciladores. Por tanto, es posible afirmar que
cualquier mota que trabaje sobre WSN, debería ser dotada de los meca-
nismos necesarios para minimizar el impacto ocasionado por cambios
térmicos sobre la frecuencia del oscilador.
AT-FTSP: La línea de tendencia asociada a AT-FTSP (color verde) mues-
tra una sustancial mejora de los resultados obtenidos con respecto a


















FTSP. Atendiendo a los resultados gráficos, no se observa una clara
influencia de la temperatura sobre el protocolo de sincronización. Los
resultados estudiados en el análisis muestran un ligero ascenso del
error de sincronización, sin embargo, al comparar estos resultados con
los obtenidos en FTSP se puede observar claramente la minimización
del impacto conseguida con AT-FTSP. Llevándose estos resultados a un
paradigma porcentual, es posible afirmar que AT-FTSP mejora a FTSP
en un 176%.
A2T-FTSP: La línea de A2T-FTSP representada por el color azul en el
gráfico de la Figura 6.43, se comporta de manera más estable durante
todo el desarrollo de la prueba llevada a cabo. Dada la gran mejora
aportada con respecto a FTSP, no es posible determinar de manera grá-
fica el instante temporal donde se ha producido la variación térmica.
Este hecho, pone de manifiesto la mejora que supone el uso de paráme-
tros térmicos en la obtención del clock skew en cualquier protocolo de
sincronización que así lo necesite. De manera numérica, se ha obtenido
una mejora del 184% con respecto a FTSP.
HF-FTSP: El primero de los protocolos basados en el concepto de fil-
trado homomórfico propuesto por Oppenheim, proporciona una eje-
cución prácticamente perfecta en cuanto a estabilidad se refiere como
puede observarse a través de la Figura 6.43. Desde el instante inicial
de la prueba, se observa un comportamiento altamente estable hasta
alcanzar el instante 1000s, donde puede observarse una ligera pérdida
en el error de sincronización. Sin embargo, tras unos segundos, se ob-
serva cómo el protocolo HF-FTSP vuelve a la senda de la estabilidad
proporcionando resultados de gran precisión. Gracias al uso del filtra-
do homomórfico se consiguen mejorar los resultados de FTSP en torno
a 376%. Este resultado es superior al mostrado no sólo por FTSP, si no
por AT-FTSP y A2T-FTSP.
HF2-FTSP: Del mismo modo que se han analizado el resto de proto-
colos sobre un entorno con variación térmica entre 22 C y 40 C, se
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ha llevado a cabo el estudio de HF2-FTSP haciendo uso de un gráfico
de tendencia. Se observa que el protocolo HF2-FTSP (ver línea naranja
de la Figura 6.43) posee el comportamiento más estable de todos los
protocolos analizados. En el plano del error medio de sincronización,
HF2-FTSP obtiene mejores resultados que sus competidores sin ser pe-
nalizado en ningún momento por el cambio de temperatura llevado a
cabo en el instante 1000s. Gracias a ello, HF2-FTSP mejora con creces
todos los protocolos analizados, siendo la mejora con respecto a FTSP
del 441%.
Conclusiones
Una vez analizados todos los protocolos de sincronización, sometién-
dolos a un desfase de temperatura desde 22 C a 40 C, junto con 3
elementos en la tabla de regresión y 30s de período de sincronización
es posible concluir lo siguiente:
• La utilización de temperaturas consideradas altas, penaliza en
mayor medida funcionamiento de FTSP en comparación con el
resto de casos térmicos estudiados previamente. Con total seguri-
dad, este hecho está provocado no sólo por la influencia térmica
en el oscilador y/o en el sensor SHT11. El resto de componen-
tes electrónicos de la mota, se ven afectados por el incremento
de temperatura, provocando un mayor desfase en el cálculo del
clock skew.
• Del mismo modo que ocurriera en los experimentos para tempe-
raturas bajas y medias, el uso de variables asociadas a la tempera-
tura permite minimizar el impacto provocado por los gradientes
térmicos sobre la frecuencia de oscilación del reloj de cuarzo en
motas de WSN.
• El uso de políticas de temperatura haciendo uso de la ecuación
característica para obtener la frecuencia en función de la tem-
peratura ambiente para un oscilador CMR200T, mejora en gran
medida la obtención del clock skew si se compara con el pro-
tocolo FTSP. La mejora alcanzada haciendo uso de este tipo de
implementación mediante AT-FTSP y A2T-FTSP permite mejorar
el error medio de sincronización entre el 176% y 184%.
• La utilización del concepto de filtrado homomórfico, resulta alta-
mente satisfactoria una vez más. Gracias a la descomposición de
las componentes de alta y baja frecuencia del clock skew junto
con el uso de la ecuación característica del oscilador CMR200T
han permitido mejorar el protocolo FTSP hasta límites no alcan-
zados a fecha de escritura de esta Tesis Doctoral. La mejora que
proporcionan HF-FTSP y HF2-FTSP con respecto a FTSP se sitúa
entre el 376% y 441%.
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• Los protocolos basados en filtrado homomórfico, permiten man-
tener la sincronización de toda la red WSN sin que se detecten
cambios como consecuencia de gradientes térmicos causados por
altas temperaturas.
6.3.4 Modificación de la temperatura en el nodo root
Una vez analizados todos los casos de prueba propuestos, donde sólo
se modificaba la temperatura en los nodos sincronizados, es necesario
llevar a cabo un estudio que permita conocer cómo se comportan estos
últimos cuando se producen cambios de temperatura en el nodo root.
Este estudio permitirá discernir entre las propuestas con temperatura
del nodo root y sin ella.
Los análisis llevados a cabo con temperatura fija y variable revelan
que, en el caso de los protocolos únicamente basados en temperatura
(AT-FTSP y A2T-FTSP), la inclusión de la temperatura del nodo root
tiende a desvirtuar el valor del clock skew. Al incluir la temperatura
del citado nodo se está añadiendo información adicional que no con-
tribuye a la mejora del rendimiento. Entre AT-FTSP y A2T-FTSP, sin
lugar a dudas, es recomendable hacer uso del primero ellos pues con
una única temperatura es capaz de llevar a cabo un buen ajuste.
En el caso de protocolos basados en filtrado homomórfico la situación
no está tan clara, quedando totalmente justificada la realización de
nuevas pruebas que permitan decantarse por la solución HF-FTSP o
HF2-FTSP. Para ello, se ha realizado una prueba con una duración de
600s, en los cuales se provoca un cambio de temperatura (ver Figura
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Temperatura en el nodo root
Analizando los resultados obtenidos en la Figura 6.46, se observa un
mejor comportamiento de la propuesta HF2-FTSP. Esto quiere decir
que la inclusión de la temperatura del nodo root a la hora de obtener
el clock skew un nodo local es beneficiosa, siendo aconsejable su utili-
zación en los protocolos basados en el concepto de filtrado homomórfico.
Este comportamiento, totalmente opuesto al de los protocolos única-
mente basados en temperatura, viene a corrobar que el clock skew está
compuesto por señales multiplicativas. Por ello, al realizar operacio-
nes de este tipo sin un filtrado de tipo logarítmico, se incrementan los
errores de sincronización.
6.4 CONCLUSIONES
Debido al gran número de pruebas realizadas, se ha considerado con-
veniente dividir esta sección en dos subsecciones relativas a los experi-
mentos sin modificación térmica y con modificación térmica.
6.4.1 Conclusiones a los resultados sin cambio de temperatura
Una vez finalizado el estudio de todos los protocolos de sincronización
con temperatura constante se puede concluir lo siguiente:
• Todos los protocolos de sincronización propuestos mejoran los
resultados obtenidos frente a FTSP cuando la temperatura am-
biente queda fijada a un determinado valor. En este caso, se ha
utilizado una temperatura de 25 C.
• De todas las configuraciones planteadas, cabe destacar el rendi-
miento de dos de ellas. La primera, en la que se fija el período
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de sincronización a 30s con 3 elementos en la tabla de regresión.
Esta configuración aporta excelentes resultados y reduce tanto el
consumo energético como el uso de memoria. La segunda, aque-
lla que fija el período de sincronización a 10s con 5 elementos, la
cual aporta unos resultados ligeramente superiores. Sin embargo,
se penaliza el consumo energético al necesitar un mayor número
de envíos y recepciones.
• En la mayoría de los casos, tanto AT-FTSP como A2T-FTSP ofre-
cen un comportamiento muy similar. No obstante, la propuesta
AT-FTSP ofrece resultados ligeramente superiores.
• La utilización del filtrado homomórfico en sus dos versiones, ofre-
cen los mejores resultados bajo cualquier tipo de circunstancia.
Siendo recomendable el uso de la versión HF2-FTSP siempre que
se disponga de la temperatura del nodo root.
6.4.2 Conclusiones a los resultados con cambio de temperatura
Tras finalizar las pruebas de sincronización correspondientes a desfases
de temperatura, pueden destacarse lo siguiente.
• La utilización de la temperatura existente en las motas, permite
mejorar el error medio en protocolos de sincronización. Esto se
consigue mediante el ajuste por temperatura del valor del clock
skew de todas y cada una de las motas de la red.
• El uso de protocolos basados en temperatura junto filtrado ho-
momórfico para determinar las componentes de baja frecuencia
de las de alta frecuencia de una señal de sincronización permiten
grandes mejoras sobre FTSP, AT-FTSP y A2T-FTSP.
• En términos de estabilidad en el error de sincronización medio,
los protocolos basados en filtrado homomórfico ofrecen los mejo-
res resultados. Por tanto, todos los protocolos propuestos en fil-
trado homomórfico, permiten mantener la sincronización de toda
la red WSN sin que se vean afectados gravemente por desfases
térmicos.
• La utilización de temperaturas consideradas altas, penaliza en
mayor medida funcionamiento de FTSP en comparación con el
resto de casos térmicos estudiados previamente. Con total seguri-
dad, este hecho está provocado no sólo por la influencia térmica
en el oscilador y/o en el sensor SHT11. El resto de componen-
tes electrónicos de la mota, se ven afectados por el incremento
de temperatura, provocando un mayor desfase en el cálculo del
clock skew. Esta afirmación, puede ser utilizada como punto de
partida en futuras investigaciones.
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• A la vista de los resultados obtenidos, es destacable una cierta
mejora de HF2-FTSP sobre HF-FTSP. Sin embargo, esta situación
no se da en los protocolos únicamente basados en cambio de tem-
peratura debido a la existencia de señales de naturaleza multipli-
cativa. La inclusión de la temperatura del nodo root en este tipo
de protocolos no mejora sustancialmente los resultados llegando,
incluso, a empeorar en algunas de las pruebas realizadas.
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En este capítulo se analizan y discuten los resultados obtenidos du-rante el desarrollo de la presente Tesis Doctoral. Los protocolos de
sincronización desarrollados ofrecen un nuevo aporte a la comunidad
investigadora en WSN no visto hasta la fecha de redacción de este
trabajo. Con el objetivo de facilitar al lector la correcta comprensión
de este capítulo de discusiones, éstas se han llevado a cabo usando el
siguiente orden:
Primero, se discute acerca de la influencia térmica sobre los oscilado-
res de bajo coste. Este gran apartado es la base de la presente Tesis
Doctoral, siendo una pieza clave para justificar la realización de este
documento.
Segundo, se discuten los aspectos relativos a los protocolos de sincro-
nización propuestos, todos ellos basados en el uso de la temperatura
para su correcto funcionamiento. Se tienen AT-FTSP y A2T-FTSP, cuya
base teórica representa la mayor contribución de este trabajo, así como
la novedosa unión entre el concepto de filtrado homomórfico de se-
ñales junto con los nuevos conceptos de sincronización aportados por
esta Tesis Doctoral. La unión de estos nuevos conceptos, ha dado lugar
al desarrollo de los protocolos de sincronización HF-FTSP y HF2-FTSP.
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7.1 DISCUSIÓN SOBRE LA INFLUENCIA TÉRMICA EN OSCILADO-
RES DE BAJO COSTE
Tabla 7.1
Influencia de la tem-
peratura en la sincro-
nización a. Ha quedado demostrado que, bajo la influencia de gradientes
de temperatura, los osciladores de bajo coste utilizados en las
motas de WSN ven alterada su frecuencia de oscilación.
b. Los resultados obtenidos sientan las bases para trabajar en la
optimización del clock skew teniendo en cuenta los desfases
térmicos producidos sobre el oscilador.
7.1.1 Influencia de la temperatura en las motas
El punto a de la Tabla 7.1 queda demostrado en el Capítulo 4. Para
ello, se ha hecho uso de la mota TelosB con el fin de garantizar una
correcta reproducción de los resultados por parte de cualquier inves-
tigador ajeno a esta Tesis Doctoral. La Sección 4.4 ha llevado a cabo
la exposición de una prueba realizada durante 30 minutos haciendo
uso del protocolo de sincronización FTSP. En ella, se crea un desfase
de temperatura de 17 C que incrementa el error de sincronización des-
de los 1.9µs hasta 4.1µs. Esto supone una caída del rendimiento del
115.78%. Por tanto, queda demostrado que bajo la influencia de gra-
dientes de temperatura, los osciladores de bajo coste utilizados en las
motas de WSN se ven altamente influenciados tal y como se describe
en el trabajo de Vig [96].
7.1.2 Clock skew basado en temperatura
El punto b de la Tabla 7.1 queda reflejado en el Capítulo 4. Éste, de-
muestra la necesidad de desarrollar modelos matemáticos para la ob-
tención del clock skew basado en temperatura. Para dar respuesta a
la problemática planteada, esta Tesis Doctoral aporta cuatro nuevos
protocolos de sincronización basados en temperatura, los cuales son
discutidos en las siguientes secciones.
7.2 DISCUSIÓN SOBRE LOS PROTOCOLOS DE SINCRONIZACIÓN
PROPUESTOS
Una de las principales aportaciones científicas es el desarrollo de unnuevo método de obtención del clock skew. El desarrollo matemático
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para la mejora del clock skew se ha expuesto en el Capítulo 5 y ha per-
mitido el desarrollo de cuatro nuevos protocolos de sincronización. A
modo de resumen, los nuevos protocolos de sincronización presentan
los siguientes puntos innovadores.
a. Las nuevas propuestas permiten ser utilizadas en cualquier
protocolo de sincronización basado en la obtención del clock
skew.
b. Conociendo la temperatura de la mota local, es posible hacer
uso la ecuación característica de un oscilador con el fin me-
jorar el error de sincronización. Esta es la base sobre la que
se sustenta AT-FTSP, el cual ha permitido optimizar el error
de sincronización tanto en entornos con variación térmica co-
mo en entornos donde la temperatura permanece constante.
Además, es posible utilizar la temperatura del nodo root con
el fin de tener en cuenta de una manera más rápida y directa
los cambios producidos en la frecuencia de su oscilador y que,
repercutirán en el resto de nodos de la red.
c. Tomando como base los protocolos de sincronización basados
en temperatura, se presentan dos nuevas variantes: HF-FTSP
y HF2-FTSP. Ambas se basan en el concepto de Filtrado Ho-
momórfico propuesto por Oppenheim et al. [70]. Los resulta-
dos obtenidos muestran que la separación de las componen-
tes del skew de corte y el skew por temperatura del valor total del
clock skew consiguen mejorar el error de sincronización.
d. La utilización de la temperatura del root no es todo lo eficien-
te que se esperaba para el caso de A2T-FTSP. Sin embargo,
la utilización de la misma bajo un paradigma de filtrado ho-
momórfico de señales multiplicativas mejora los resultados
obtenidos tal y como demuestran las pruebas realizadas con
HF2-FTSP. Estos resultados corroboran que el clock skew está
formado por señales de tipo multiplicativo, siendo las más im-
portantes las debidas al corte del oscilador y las producidas
por la temperatura ambiente.
e. Para obtener resultados similares habría que hacer uso de os-





cidas por AT-FTSP y
A2T-FTSP.
A continuación, se refrendan todas las afirmaciones de la Tabla 7.2.
7.2.1 Fácil adaptación a cualquier protocolo de sincronización
Uno de los objetivos fijados en el Capítulo 1, sostiene la necesidad de
desarrollar un método obtención del clock skew que mejore la robustez
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de los protocolos de sincronización frente a variaciones de temperatura
y que, además, pueda ser utilizado junto con éstos. Para ello, esta Tesis
Doctoral ha enfocado la búsqueda del citado objetivo en base a las afir-
maciones mostradas en la Sección 5.1 del Capítulo 5. Los resultados
obtenidos en el citado capítulo certifican que las variaciones de tempe-
ratura afectan a los osciladores de bajo coste. La falta de exactitud en el
corte junto con la variación en frecuencia de los osciladores en función
de la temperatura (demostrado en la Sección 4.3.6 del Capítulo 4) ha-
cen necesario desarrollar nuevos métodos que mitiguen ambos efectos
sin aumentar el coste de producción de las motas. En base a esto, el
Capítulo 5 lleva a cabo el desarrollo de un nuevo factor de corrección
al clock skew basado en la ecuación característica del oscilador tuning-
fork de las motas TelosB. Este factor de corrección puede ser utilizado
en cualquier protocolo de sincronización que base su funcionamiento
en la obtencion del clock skew, demostrando así el punto a de la Tabla
7.2.
7.2.2 Mejora del error de sincronización en base a la temperatu-
ra local de la mota
La justificación del punto b de la Tabla 7.2 queda satisfactoriamente re-
suelta tras los resultados obtenidos en el Capítulo 6. Es posible afirmar
que tanto en condiciones de temperatura fijada como con temperaturas
variables, la propuesta de AT-FTSP mejora ampliamente los resultados
obtenidos frente a FTSP. Fijando la temperatura en 25 C y, en función
de la configuración paramétrica seleccionada, todos los casos de prue-
ba ejecutados mejoran el rendimiento de FTSP (98% en el mejor de los
casos).
Atendiendo a los resultados obtenidos bajo condiciones variables de
temperatura, la mejora obtenida es superior al caso previamente des-
crito. Las pruebas se han categorizado en función del tipo de tempera-
tura: baja, media y alta. Para el caso de las temperaturas consideradas
altas, la mejora obtenida con respecto a FTSP llega a alcanzar el 176%.
Los resultados obtenidos ponen de manifiesto la idoneidad de utilizar
un ajuste por temperatura en protocolos de sincronización para WSN.
La mejora no sólo es evidente desde el punto de vista de la sincroni-
zación pues, económicamente, no es necesario elevar el coste de las
motas más allá de dotarlas de un simple sensor de temperatura.
7.2.3 Separación del clock skew: corte del piezoeléctrico y tem-
peratura
La demostración del punto b es mejorada mediante lo expuesto en
el punto c de la Tabla 7.2. Se demuestra que es posible mejorar el
rendimiento de los protocolos basados en temperatura haciendo uso
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del concepto de filtrado homomórfico propuesto por Oppenheim et al.
[70]. Los protocolos HF-FTSP y HF2-FTSP, separan las componentes
principales que forman el clock skew en:
• Componentes de baja frecuencia, donde el principal factor que deter-
minará el valor del clock skew vendrá dado por el ángulo de corte
del cristal junto con otros parámetros como la edad del oscilador,
la aceleración, el voltaje de entrada, etc. A excepción del paráme-
tro de corte del cristal, el resto de parámetros tendrán una baja
influencia en el clock skew final y, por ello, pueden ser clasificados
dentro del skew debido al corte del cristal de cuarzo.
• Componentes de alta frecuencia, las cuales provocarán cambios rá-
pidos en los valores del clock skew. Tal y como se recoge en el
Apéndice B, el principal parámetro que determina la variación
del clock skew dentro de las altas frecuencias es la temperatura del
oscilador. Por ello, se ha considerado el cambio de temperatura
como una componente de alta frecuencia a la hora de obtener el
clock skew final.
La separación en las dos componentes mencionadas permite optimizar
el cálculo del clock skew. Los resultados obtenidos avalan esta propuesta
y mejoran los resultados de FTSP, AT-FTSP y A2T-FTSP. Los resultados
obtenidos fijando la temperatura ambiente han sido plenamente satis-
factorios mejorándose tanto a FTSP como a las propuestas AT-FTSP
y A2T-FTSP. Cabe destacar que, haciendo uso de HF2-FTSP, el error
medio de sincronización es siempre inferior a 1µs.
Bajo condiciones dinámicas de temperatura, HF-FTSP y HF2-FTSP me-
joran en todas las circunstancias al resto de propuestas llegándose a
alcanzar mejoras de hasta el 441% (HF2-FTSP bajo temperaturas al-
tas).
Se ha podido observar una cierta ventaja de la propuesta HF2-FTSP
frente HF-FTSP. En base a esto, es posible afirmar que, la utilización
de la temperatura del nodo raíz mejora la obtención del clock skew
siempre que se lleve a cabo un filtrado de homomórfico de señales
multiplicativas.
Por tanto, y tras los resultados obtenidos en la Sección 6.3 del Capítulo
6, los protocolos basados en filtrado homomórfico permiten mantener
la sincronización de toda la red WSN minimizando el impacto causado
por los gradientes térmicos.
7.2.4 Mejora del error de sincronización conociendo la tempera-
tura del nodo raíz
El punto d de la Tabla 7.2 queda demostrado en el Capítulo 6. Los
resultados obtenidos en los procolos basados en filtrado homomórfico,
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muestran una clara mejora en el rendimiento de sincronización cuando
se hace uso de la temperatura del nodo raíz. Sin embargo, al utilizar
la temperatura del nodo raíz en los protocolos basados únicamente en
temperatura, los resultados no son tan positivos.
Estos resultados vienen a corroborar una de las hipótesis de trabajo de
esta Tesis Doctoral: ‘El clock skew está formado por señales de carác-
ter multiplicativo, siendo las más evidentes el skew debido al corte del
piezoeléctrico y el skew debido a la temperatura ambienta“. En conse-
cuencia, se justifica plenamente una caída del rendimiento del protoco-
lo A2T-FTSP en comparación con AT-FTSP, pues el hecho de no llevar a
cabo un filtrado de señales está propiciando la multiplicación de erro-
res con los factores de corrección propuestos. Por el contrario, cuando
se utiliza HF2-FTSP los resultados mejoran, pues se están filtrando las
señales y agregando tan sólo aquellas partes de información relativas
al skew de temperatura obtenidas mediante la ecuación característica.
7.2.5 Disminución del coste hardware
Existen otras aproximaciones tradicionales que han permitido limitar
el efecto de la temperatura sobre la frecuencia de un oscilador. El ma-
yor exponente de las soluciones existentes está representado por los
osciladores de tipo TCXO (ver Apéndice B). Este tipo de osciladores se
caracterizan por llevar a cabo una compensación del voltaje de entrada
en función de la temperatura existente en el ambiente. Gracias a ello,
consiguen mitigar en gran medida el cambio de frecuencia causado por
los cambios de temperatura. Sin embargo, poseen un coste económico
más elevado que un oscilador tradicional de tipo XO (ver Apéndice B).
Un oscilador de tipo TCXO (modelo KT3225T) con una frecuencia de
oscilación de 32.768 Khz y una frecuencia nominal de 25 C tiene un
coste de unos 5.69e frente a los 0.52edel oscilador CMR200T utilizado
en las pruebas realizadas en el Capítulo 6. Haciendo uso de mecanis-
mos software, esta Tesis Doctoral demuestra que es posible mitigar el
efecto de la temperatura sobre los osciladores XO con una reducción en
el coste económico de 11 órdenes de magnitud. La utilización de la so-
lución propuesta permite disminuir los costes de producción de motas
para WSN con todas las ventajas que ello conlleva. Estas afirmaciones
demuestran el punto e de la Tabla 7.2.
7.3 CONCLUSIONES
Los resultados experimentales obtenidos avalan los avances e innova-ciones científicas que se han indicado a lo largo de la Tesis y que se
han resumido en este capítulo.
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El presente capítulo, se ha dividido en dos grandes bloques, los cuales
coinciden con los dos capítulos más importantes de esta Tesis Doctoral:
Los Capítulos 4 y 5.
El bloque (7.1) dedicado a la discusión sobre la influencia térmica en
los osciladores de bajo coste, ha demostrado la necesidad de llevar a
cabo políticas de sincronización basadas en temperatura con el fin de
disminuir el error medio de sincronización así como el coste de los
osciladores utilizados en las motas.
El segundo bloque (7.2), muestra las principales aportaciones científi-
cas obtenidas gracias al desarrollo de cuatro nuevos protocolos de sin-
cronización. Gracias a los nuevos aportes, ha sido posible dar solución
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Este capítulo sirve como colofón del trabajo realizado a lo largo dela presente Tesis Doctoral. En él, se resume el trabajo realizado en
cada capítulo. También, se indican las conclusiones y las principales
aportaciones científicas de este trabajo, así como posibles ampliaciones
futuras en esta línea de investigación.
El capítulo se estructura en cuatro secciones. En la primera de ellas, se
realiza un sumario, con los aspectos más relevantes de cada capítulo,
y que sirve, a su vez, para reflejar todo el trabajo realizado.
En la segunda sección, se enuncian las publicaciones científicas que se
han generado a partir del trabajo realizado en esta Tesis.
Tras ello, la siguiente sección sirve para exponer las conclusiones al-
canzadas, tanto en relación con los objetivos propuestos inicialmente,
como aquellos aspectos que no se habían contemplado en un principio,
pero que se han logrado a lo largo de este trabajo. En este apartado,
también se hace un especial hincapié en indicar las aportaciones cien-
tíficas de esta Tesis.
Para finalizar, se exponen nuevas vías de investigación posibles que




El trabajo realizado en esta Tesis Doctoral es una contribución en elámbito del desarrollo de protocolos de sincronización en WSN. Los
protocolos mencionados sufren de manera directa la variación de la
frecuencia en el oscilador de las motas como consecuencia de cambios
de temperatura. Los capítulos que a continuación se detallan han teni-
do como objetivo aportar al panorama investigador un nuevo enfoque
que permita mitigar los efectos de la temperatura en los protocolos de
sincronización para WSN.
El trabajo realizado y las principales aportaciones de cada capítulo se
resumen a continuación:
Capítulo 1
En este capítulo se ha llevado a cabo la introducción a la Tesis con el
objetivo de permitir a cualquier investigador, ajeno a la temática trata-
da, seguir su contenido con cierta facilidad. Durante el desarrollo del
mismo, se han descrito múltiples campos de aplicación donde explotar
las aportaciones propuestas: monitorización ambiental, monitori-
zación sanitaria, seguridad así como otros dominios de aplica-
ción de carácter general. Se ha fijado el marco de trabajo, los Obje-
tivos Primarios y Secundarios, así como una propuesta inicial que
permita comenzar con los trabajos de investigación a desarrollar.
Capítulo 2
En este capítulo, se han descrito los conceptos y protocolos más impor-
tantes en lo que a sincronización de WSN se refiere. Se comienza con
un análisis sobre la evaluación de las políticas de sincronización en WSN, el
cual muestra los términos más relevantes que deben tenerse en cuenta
a la hora de diseñar una WSN.
Un proceso de sincronización, puede ser abordado desde perspectivas
diferentes, esto es lo que se conoce como procedimientos básicos de sin-
cronización en WSN. Un prodecimiento de sincronización podrá utilizar
una o varias de las siguientes técnicas: paso de tiempos, sincronización
pair-wise, reference broadcasting, timestamp en capa MAC, timestamp en ca-
pa física y estimación del clock skew.
Para finalizar la presentación del capítulo, se lleva a cabo un estudio de
los principales protocolos de sincronización existentes en WSN y que
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han servido de base en todo tipo de trabajos de investigación. Estos
protocolos se conocen como RBS, TPSN y FTSP.
Capítulo 3
Una WSN, está formada por una serie de nodos dispersos que interac-
túan con el mundo físico mediante la recolección de parámetros o la
modificación de los mismos. Una WSN puede trabajar como fuente
de datos y/o como enrutador de datos.
Muchos han sido los estándares de comunicaciones en WSN propues-
tos por las diferentes oficinas de estándares. Cabe dar especial relevan-
cia IEEE 802.15.4, el cual ofrece comunicaciones inalámbricas de bajo
coste, bajo consumo y baja tasa de transferencia de datos. Estas característi-
cas lo hacen idóneo para su uso en WSN.
El desarrollo de los conocimientos en comunicaciones presentados en
este capítulo ha permitido llevar a cabo la demostración de la hipóte-
sis de trabajo de esta Tesis Doctoral sobre un despliegue WSN real
(Capítulos 4 y 5).
Capítulo 4
Este capítulo constituye la base fundamental de esta Tesis Doctoral. En
él se demuestra cómo la variación de temperatura afecta al oscilador
de una mota inalámbrica. El conocer de manera precisa dónde influyen
las variaciones de temperatura, permitirá desarrollar nuevos modelos
matemáticos que minimicen tal efecto y mejoren el error medio de
sincronización hasta alcanzar niveles próximos a cero.
Capítulo 5
Haciendo uso del lenguaje matemático, este capítulo constituye la co-
lumna vertebral de la Tesis Doctoral. Las líneas del mismo, abordan la
principal problemática de entre las recopiladas en el Capítulo 1: «La
obtención de un valor de clock skew de alta precisión de manera in-
dependiente a las modificaciones térmicas sufridas por el oscilador».
De todas las posibles causas que afectan al rendimiento del oscilador,
dos son las más influyentes según se recoge en el trabajo de Vig [96]:
el corte del piezoeléctrico y los cambios de temperatura. Dichas
razones, se han tenido en completa consideración en la propuesta rea-
lizada.
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Haciendo uso del concepto de cambio de temperatura, se aportan dos
nuevas perspectivas para resolver el problema de la sincronización en
WSN:
1. Se han propuesto los protocolos AT-FTSP y A2T-FTSP. Ambos,
tienen en cuenta los gradientes térmicos existentes en el oscila-
dor con el fin de ajustar los posibles errores existentes en el clock
skew. En el caso de AT-FTSP, tan sólo se tiene en cuenta la tempe-
ratura en la mota local. Por el contrario, A2T-FTSP necesita tanto
la temperatura de la mota local, así como la temperatura de la
mota encargada de gestionar el funcionamiento del reloj global,
para llevar a cabo una correcta obtención del clock skew.
2. De manera totalmente novedosa en el ámbito de las WSN, se
propone la obtención del clock skew a través de un filtrado de
señales. Gracias a ello, nacen HF-FTSP y HF2-FTSP. Haciendo uso
de estos dos nuevos protocolos, es posible clasificar la influencia
debido al corte del cristal como una señal de baja frecuencia. Por
el contrario, la variación de temperatura puede provocar grandes
desfases en cortos períodos de tiempo considerándose una señal
de alta frecuencia. Al igual que en el punto anterior, pueden ser
utilizados conociendo la temperatura de la mota encargada de
gestionar el reloj global (HF2-FTSP) como sin tener información
acerca de la misma (HF-FTSP).
Todas las soluciones propuestas cuentan con la ventaja de poder ser
utilizadas en cualquier protocolo de sincronización basado en la obten-
ción del clock skew.
Capítulo 6
El Capítulo 6 lleva a cabo la descripción de todos los casos de pruebade los nuevos protocolos de sincronización propuestos en esta Tesis
Doctoral. El citado Capítulo ha sido dividido en tres grandes bloques:
Configuración de los Experimentos, donde se detallan todas las pruebas
y configuraciones. Resultados experimentales sin variación de temperatura,
donde se han obtenido los tiempos de sincronización recopilados con
los protocolos propuestos en el Capítulo 5 manteniendo fijos los valo-
res de temperatura. Por último, la Sección Resultados experimentales con
variación de temperatura vuelve a realizar una batería de pruebas bajo
condiciones de temperatura variables.
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8.2 PRODUCCIÓN CIENTÍFICA
La presente Tesis Doctoral ha generado una serie de publicaciones cien-tíficas, que se detallan a continuación:
• J.M. Castillo-Secilla, J.M. Palomares, J. Olivares An Advanced Clock
Skew Estimation Based on Temperature Gaps. Enviado a Sensors, xxx–
xxx, 2013. Índice de Impacto: 1.739. (En revisión).
• J.M. Castillo-Secilla, J.M. Palomares, J. Olivares Temperature-Aware
Methodology for Time Synchronization Protocols in Wireless Sensor
Networks. Enviado a Electronics Letters, xxx–xxx, 2013. Índice de
Impacto: 0.965. (En revisión).
• A. Cubero, J.M. Castillo-Secilla, J.M. Palomares, J. Olivares, F.
León Distributed Intelligent Rule-Based Wireless Sensor Network Ar-
chitecture. Aceptado en proceedings in the Advances in Intelligent and
Soft Computing series of Springer Verlag, xxx–xxx, 2013.
• J.M. Castillo-Secilla, J.M. Palomares, J. Olivares y F. León Life-
time evaluation model for Wireless Sensor Networks based on mote
redundancy. En las Actas del 7th IBERIAN CONFERENCE ON
INFORMATION SYSTEMS AND TECHNOLOGIES: CISTI2012,
IEEE, Madrid (España):71–76, 2012. ISBN: 978-14-673-2843-2
• J.M. Castillo-Secilla, J.M. Palomares, J. Olivares y F. León Ajuste de
Sincronización de Tiempos Mediante Temperatura en Redes de Sensores
Inalámbricas. En las Actas del 7th IBERIAN CONFERENCE ON
INFORMATION SYSTEMS AND TECHNOLOGIES: CISTI2012,
IEEE, Madrid (España):71–76, 2012. ISBN: 978-14-673-2843-2
• J.M. Castillo-Secilla, J.M. Palomares, J. Olivares y F. León Sincroni-
zación de Tiempos en Redes Inalámbricas de Sensores con Ajuste Avan-
zado por Temperatura En las Actas del III Jornadas de Computación
Empotrada: Conferencia JCE2012, Sociedad de Arquitectura y Tecno-
logía de Computadores (SARTECO), Alicante (España):71–76, 2012.
ISBN: 978-84-695-4424-2
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8.3 PRINCIPALES APORTACIONES CIENTÍFICAS
Los objetivos Primarios y Secundarios, inicialmente propuestos en elCapítulo 1, se han satisfecho en su totalidad. A continuación, y si-
guiendo el mismo esquema utilizado en el capítulo de conclusiones, se
expone la consecución de los mismos:
• Se ha llevado a cabo un test para demostrar la influencia de la
temperatura en osciladores de tipo XO provocando un desfase
amplio de temperatura durante un largo período de tiempo de-
mostrándose como la variación provocada afecta de manera clara
al error de sincronización.
• Los resultados obtenidos demuestran que, trabajando sobre el
clock skew de las motas, es posible mejorar el desempeño de todo
tipo de protocolos de sincronización.
• Se han desarrollado un conjunto de protocolos de sincronización
basados en la ecuación característica del oscilador Citizen CMR200T
que define la curva característica frecuencia vs. temperatura. Como
consecuencia se crean los protocolos AT-FTSP y A2T-FTSP.
• Haciendo uso del concepto de ecuación característica del primer
punto, se han propuesto dos nuevos modelos basados en el con-
cepto de filtrado homomórfico de señales de Oppenheim et al. El
uso del filtrado permite separar las componentes principales del
clock skew de manera que se obtiene un valor de este último de
gran precisión. Esto genera una amplia mejora en los resultados
de sincronización obtenidos tanto haciendo uso de la temperatu-
ra del nodo raíz (HF2-FTSP) como sin ella (HF-FTSP).
• Los protocolos basados únicamente en la ecuación característica
mejoran ampliamente los resultados de sincronización obtenidos
con FTSP. Se ha observado una cierta ventaja de AT-FTSP sobre
A2T-FTSP en la mayoría de casos analizados.
• Se detecta cierta anomalía en el comportamiento esperado de
A2T-FTSP cuando se comparan temperaturas por encima y por
debajo del valor nominal. Se estima que la citada anomalía es
debida a la naturaleza cuadrática de la curva característica del
oscilador.
• Los protocolos que hacen uso de la ecuación caracterísitica junto
con el concepto de filtrado homomórfico no sólo mejoran los resul-
tados de FTSP, sino que además, mejoran a los protocolos AT-
FTSP y A2T-FTSP. En el caso de HF2-FTSP, la utilización de la
temperatura del nodo root mejora su rendimiento con respecto a
HF-FTSP.
8.4 investigaciones futuras 189
• Todas las propuestas han demostrado su alta capacidad de me-
jora a los resultados obtenidos previamente tanto en condiciones
de temperatura variable como con temperatura estable.
• Los resultados obtenidos demuestran que el clock skew está for-
mado por, al menos dos señales de naturaleza multiplicativa: Las
debidas a los efectos del corte y las debidas a los efectos de la
temperatura. Las primeras se ubican en la zona de altas frecuen-
cias mientras que las segundas son consideradas señales de baja
frecuencia. Estas pueden ser separadas mediante el uso del filtra-
do homomórfico de señales propuesto por Oppenheim et. al.
• Los protocolos de sincronización propuestos mejoran el rendi-
miento de sincronización a un nivel de sincronización de micro-
segundos, además, sean ligeros desde el punto de vista compu-
tacional.
• El método de obtención del desfase del oscilador utilizado en
las nuevas propuestas, tiene la ventaja de poder ser utilizado en
cualquier protocolo de sincronización basado en el cálculo del
clock skew.
• La principal ventaja de las nuevas propuestas reside en la mejora
económica que puede suponer la fabricación de motas de bajo
coste para WSN que puedan tener la capacidad de sincronizarse
con la mayor precisión posible. Para obtener resultados simila-
res, tendría que hacerse uso de osciladores de tipo TCXO con el
incremento económico que ello llevaría.
8.4 INVESTIGACIONES FUTURAS
Esta Tesis Doctoral proporciona un conjunto de bases de carácter cien-tífico que permiten iniciar nuevas líneas de investigación. Algunas
de ellas, se describen a continuación:
• Difundir aquellos resultados que aun no han sido publicados en
congresos o revistas científicas.
• Ejecutar las nuevas propuestas hasta su sincronización total pa-
ra, una vez alcanzado dicho punto, analizar como se modifica el
error en ausencia de períodos de sincronización.
• Realizar estudios energéticos que permitan conocer el gasto de
cada una de las nuevas propuestas y, permitan optimizarlas en
consecuencia.
• Analizar la influencia del voltaje de las baterías en el rendimiento
de las propuestas.
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• Diseñar un nuevo modelo de mota que permita situar el sensor
de temperatura en las proximidades del oscilador. De este modo
podría aumentarse el rendimiento de los nuevos protocolos de
sincronización.
• Desplegar las nuevas propuestas haciendo uso de una aplicación
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Un nodo sensor (conocido también como mota), es el mínimo compo-nente de la topología en una WSN. Gracias a su diseño, es capaz
de llevar a cabo tareas de procesamiento, extracción de información y
comunicación con otros nodos de la red.
Los nodos inalámbricos han existido durante décadas con la misión de
obtener datos de diferentes entornos, desde mediciones de parámetros
terrestres a mediciones en zonas de conflicto. Los proyectos pioneros
en el desarrollo de nodos de procesamiento inalámbrico son Smart Dust
[9] y el NASA Sensor Webs Project [57], llevados a cabo entre 1998 y
1999 respectivamente. Uno de los objetivos del proyecto Smartdust fue
es de crear un sistema de comunicación y extracción de información
en un espacio de un milímetro cúbico (véase Figuras A.1 y A.2). La
relevancia del trabajo fue tal que Smart Dust ha sido el comienzo de
otros proyectos de investigación, entre los que destacan los llevados
a cabo en el CENS [5] y NEST [4]. Los investigadores involucrados
en estos proyectos, toman el estándar mota para nombrar los nodos
sensores. La potencia desplegada por los nodos sensores crece poco a
poco como consecuencia de las mejoras introducidas y de los conceptos
físico de la Ley de Moore. El hardware contiene microcontroladores
cada vez más potentes gracias a la capacidad de miniaturización que
se está consiguiendo con el silicio.
En la actualidad, el desarrollo de motas está enfocado en proporcio-
nar comunicaciones inalámbricas que abarque grandes distancias con
el mínimo consumo energético (del orden de µA). Todo esto se une al
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objetivo de facilitar el proceso de desarrollo de software con implemen-
taciones como Arduino [2] y Waspmote [11].
Figura A.1
Tamaño de la mota Smart
Dust
Figura A.2
Investigador con la mota
Smart Dust
A.1 COMPONENTES DE UN NODO
Un nodo sensor está formado por un microcontrolador, una antena,memoria externa, fuente de alimentación y uno o más sensores.
A.1.1 Microcontrolador
El controlador ejecuta tareas, procesos y controla la funcionalidad de
los dispositivos del nodo sensor. El controlador más frecuentemente
utilizado en WSN es el microcontrolador, existiendo otras alternativas
menos usadas en este ámbito: microprocesadores de escritorio de pro-
pósito general, procesadores de señales digitales, FPGAs y ASICs. El
bajo coste, la flexibilidad en las comunicaciones, la facilidad de pro-
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que destaca el uso de microcontroladores. Un procesador de propósito
general tiene un mayor consumo energético que un microncontrolador,
lo cual descarta su utilización en WSN. Los procesadores digitales de
señales son adecuados para su uso en comunicaciones inalámbricas de
banda ancha pero no son recomendables en WSN debido al alto coste
energético y la simplicidad del tratamiento de las señales captadas por
las WSN. La utilización de FPGAs podría recomendable gracias a las
características de reprogramación y reconfiguración que ofrecen, sin
embargo el alto coste temporal y de energía de estas dos característi-
cas descartan su uso en WSN.
A.1.2 Transceiver
Los nodos sensores suelen trabajar en la banda ISM obteniendo trans-
misiones de radio gratuitas, localización del espectro de emisión y dis-
ponibilidad global a lo largo y ancho de la geografía terrestre. La trans-
misión inalámbrica puede darse mediante envíos de Radio Frecuencia
(RF), Comunicación Óptica (Láser) e Infrarrojos. Los láseres requieren
menos energía, pero necesitan tener visibilidad directa entre los dos
entes de comunicación y son sensibles a las condiciones atmosféricas.
El infrarrojo, al igual que el láser, no necesita antena pero la naturaleza
lineal de la emisión imposibilita las emisiones tipo broadcast. La tran-
misión RF es la más utilizada en aplicaciones WSN. En su mayoría, las
WSN hacen uso de bandas de comunicación gratuitas: 173, 433, 868,
915 y 2.4 GHz. La funcionalidad de emisor y receptor es llevada a ca-
bo por un dispositivo común, conocido como transceiver. Los estados
de trabajo en los que puede estar un transceiver son: transmisión, re-
cepción, espera y dormido. Los actuales transceivers poseen diversas
funcionalidades automáticas que permiten la ejecución autónoma de
todo tipo de tareas.
La mayoría de transceivers con modo de espera tienen un consumo
energético muy similar al consumo en modo recepción [98]. Por ello,
se recomienda apagar por completo el transceiver en lugar de dejarlo
en modo espera cuando el nodo no está en transmisión ni en recepción.
Para ello, se deberá tener en cuenta la energía consumida al conmutar
del modo bajo consumo la modo de transmisión/recepción.
A.1.3 Memoria
Desde una perspectiva energética, los tipos de memoria más relevantes
de un nodo sensor son la memoria del microcontrolador y la memoria
externa tipo Flash. Las memorias Flash son utilizadas debido al bajo
coste y gran capacidad de almacenamiento. Según el propósito de los
datos almacenados, la memoria puede se clasifica en memoria de al-
macenamiento de aplicaciones personales o datos de usuario y memo-
ria utilizada para la programación del dispositivo. Los nodos sensores
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apenas poseen unos cuantos KBytes para guardar la programación del
dispositivo. El tamaño de la memoria Flash dependerá del direcciona-
miento del Sistema Operativa y de las necesidades de la aplicación en
cuestión.
A.1.4 Fuente de alimentación
El nodo sensor consume energía en el procesamiento, comunicación
y gestión de los datos del entorno. El proceso en el que se consume
más energía es en la comunicación a través del transceiver. El coste de
transmitir 1Kb a una distancia de 100 metros es aproximadamente el
mismo que el utilizado en ejecutar 3 millones de instrucciones por un
procesador capaz de llevar a cabo 100 millones de instrucciones por
segundo.
La energía es almacenada en batería o condensadores. Las baterías, tan-
to en sus versiones recargables como no recargables, son la fuente de
energía principal de los nodos sensores. Son clasificadas según el ma-
terial electroquímico del que están fabricadas: NiCd (nickel-cadmium),
NiZn (nickel-zinc), NiMH (nickel-metal hydride) y lithium-ion. Los
sensores actuales son capaces de recargar sus propias baterías median-
te paneles solares, diferencias de temperaturas y/o vibraciones.
La administración energética es llevada a cabo mediante dos tipos di-




se lleva a cabo la administración energética mediante la activación y
desactivación de ciertas partes del nodo. El esquema DVS varía los ni-
veles de potencia del nodo sensor dependiendo de la carga de trabajo
instantánea.
A.1.5 Sensores
Los sensores son dispositivos hardware que producen una respuesta
cuantificable frente a un cambio en las condiciones físicas como tempe-
ratura o presión. Los sensores miden datos físicos sobre los parámetros
que monitorizan. La señal analógica de naturaleza continua producida
por los sensores es digitalizada por un conversor analógico-digital y
enviada a los controladores para su procesamiento.
Los sensores se clasifican en dos categorías: pasivos y activos. Los sen-
sores pasivos toman datos del entorno sin manipularlo, es decir, la
sonda utilizada no tiene que llevar a cabo ningún tipo de actuación
sobre el entorno para recopilar la información del parámetro que se es-
tá midiendo. Son sensores auto-alimentados siendo necesario utilizar
energía sólo en el proceso de amplificación de la señal. Los sensores ac-
tivos deben actuar sobre el entorno para obtener la información corres-
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pondiente y siempre deben contar con alimentación externa. Ejemplos
de este tipo de sensores son radares y sensores de ultrasonidos.
A.2 PLATAFORMAS WSN MÁS CONOCIDAS
A continuación, se detallan las plataformas hardware más utilizadasen el área de las WSN.
A.2.1 MicaZ/Mica2
En el año 2001, la Universidad de Berkeley, diseña las motas de las
familia MICA. En este mismo año la empresa CrossBow (actualmente
MEMSIC) comienza su fabricación con el objetivo de proporcionar a la
comunidad investigadora una plataforma de desarrollo de WSNs de
bajo coste. La plataforma MICA2 es lanzada al mercado en el año 2002.
Un año más tarde, en 2003, ve la luz el proyecto MICAz.
La familia MICA trabaja en las bandas de frecuencia 2.4GHz, 868
y 916MHz. MICAz ofrece soporte para redes de tipo ZigBee/IEEE
802.15.4 mientras que MICA2 ofrece soporte multicanal en las bandas
de frecuencia 868/916MHz.
Las caracterísitcas de MICAz son las siguientes:
• Transceiver compatible con el estándar IEEE 802.15.4.
• Compatibilidad con la banda ISM (2.4 a 2.4835 GHz).
• Tasa de datos de 250Kbps
• Antena integrada
• Microcontrolador ATmega128L.
• Bajo consumo energético.
• Programación y recolección de información vía USB.
• Compatibilidad con TinyOS 1.1.11 o superior.
Mica2, está enfocado a aplicaciones que necesiten hacer uso de las ban-
das de frecuencia 868/916MHz. Estas dos bandas de frecuencia poseen
una menor tasa de datos, sin embargo, la disminución de la frecuencia
mejora la penetración de la señal a través de diversos materiales. La
mejora en la penetración de la señal permite realizar transmisiones a
mayor distancia. Aquellas aplicaciones que así lo requieran, deberán
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hacer uso de esta zona del espectro electromagnético. Las característi-
cas de esta plataforma coinciden con las antes detalladas para MICAz,
siendo el cambio de banda en el espectro la única diferencia entre am-
bas soluciones.
Las dos plataformas de la familia MICA poseen sensores de luz, tem-






Tras la aparición de las diferentes motas de la familia MICA, aparecie-
ron en el mercado las motas de la familia Telos, también desarrollados
en la Universidad de Berkeley y comercializados por distintas empre-
sas bajo dos marcas: TelosB por la empresa Crossbow y Tmote Sky de
Universidad de Berkeley en los años 2005 y 2004 respectivamente.
La gran diferencia con la familia MICA reside en el coste por disposi-
tivo. Las motas de la familia Telos tienen tienen un menor coste y un
menor consumo energético. Actualmente, la plataforma Telos es una
de las más utilizadas en trabajos de corte investigador dada su gran
flexibilidad y facilidad para trabajar con cualquier Sistema Operativo.
Su diseño proporciona al usuario la capacidad de añadir nuevos dispo-
sitivos a través de dos conectores de expansión para tal efecto. Gracias
a ellos es posible trabajar con sensores analógicos, dispositivos digita-
les y pantallas LCD.
Sus características son las siguientes:
• Transceiver RF Texas Instruments cc2420X [1] compatible con el
estándar IEEE 802.15.4.
• Compatibilidad con la banda ISM (2.4 a 2.4835 GHz).
• Tasa de datos de 250Kbps
• Antena integrada
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• Microcontrolador Texas Instruments MSP430 [10] con 10KB RAM.
• Bajo consumo energético.
• Programación y recolección de información vía USB.
• Compatibilidad con TinyOS 1.1.11 o superior.
A.2.3 IRIS
Durante el año 2007, Crossbow lanza al mercado la plataforma IRIS(ver
Figura A.6). Al igual que las plataformas de la familia MICA y Telos,
IRIS proporciona una base hardware para el desarrollo de WSN de bajo
coste en la banda de frecuencia 2, 4GHz. Con respecto a las versiones
de MICA y Telos el alcance de las transmisiones así como la capacidad






La plataforma Cricket fue desarrollad en el año 2003. Básicamente es
un MICA2 enfocado hacia aplicaciones de localización. El hardware es
el mismo que el de la mota MICA2, pero a diferencia de éste último,
Cricket posee un receptor y transmisor de ultrasonidos.
A.2.5 WaspMote
Libelium es una joven empresa española, responsable del desarrollo
de la plataforma Waspmote. Funciona en las bandas de frecuencia
2.4GHz, 900MHz, 868MHz y proporciona soporte para los protocolos
802.15.4/ZigBee. Estas señales de radio cuentan con una alta sensi-




bilidad de recepción y una potencia de transmisión que permiten a
Waspmote lograr enlaces de largo alcance en función de la banda de
frecuencia seleccionada.
Waspmote está diseñado con una arquitectura modular. Gracias a ello,




Además, Libelium pone a disposición de los desarrolladores un con-
junto de placas sensoras con un alto potencial. Entre ellas se destacan
las siguientes:
• Gases: CO, CO2, CH4, SH2, NH3, etc.
• Eventos: peso, luminosidad, tilt, vibracion, PIR, nivel de líquidos,
etc.
• Prototipado: Listo para integrar nuevos sensores, incluidos ADC,
etapas de amplificación, etc.
• Agricultura, Agricultura Pro, etc.
• Smart Cities.
Waspmote posee un acelerómetro de 3 ejes, lo cual permite controlar
en tiempo real cualquier tipo de movimiento o vibración.
A.2.6 Arduino
Arduino es una plataforma de electrónica abierta para la creación de
prototipos basada en software y hardware flexibles y fáciles de usar.
Se creó para artistas, diseñadores, aficionados y cualquiera interesado
en crear entornos u objetos interactivos. Aun no siendo un dispositivo
enfocado al ámbito investigador, se considera especialmente relevante
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mencionarlo en esta memoria de Tesis como consecuencia del auge que
está viviendo actualmente.
Gracias a Arduino, cualquier persona con unos mínimos conocimien-
tos en programación puede llevar a cabo todo tipo de proyectos. Esto
va a suponer una revolución y, sin lugar a dudas, atraerá a nuevos in-
teresados en formarse en los campos de Informática, Arquitectura de
Computadores y Electrónica.
En el ámbito de las WSN, arduino posee compatibilidad para ser usa-
do con las antenas XBee del fabricante Digi. Gracias a la utilización
de estas antenas, Arduino posee capacidad para crear una WSN con
suma facilidad. Las WSN desplegadas funcionan bajo las frecuencias
2.4GHz, 900MHz, 868MHz y proporciona soporte para los protocolos
802.15.4/ZigBee.
Existen un gran número de modelos basados en la plataforma Arduino.
Desde el punto de vista de las WSN los más relevantes son los Arduino
UNO junto con el XBee Shield (ver Figuras A.9 y A.10) y Arduino FIO.
El Arduino UNO está desarrollado sobre el microcontrolador ATme-
ga328 [3]. Posee 14 entradas/salidas digitales, 6 entradas analógicas,
un oscilador de 16MHz, conexión USB, toma de alimentación y botón
de reseteo. Posee todo lo necesario para un prototipado rápido sin te-
ner que añadir ningún tipo de contenido adicional.
El XBee shield es una placa que se coloca sobre el Arduino UNO. Gra-
cias a ella es posible conectar de manera directa un XBee sin tener
que realizar ningún tipo de soldadura. El uso del XBee shield permite,
junto con su correspondiente antena XBee, desplegar WSN de manera
fácil y rápida.
Figura A.9
Arduino UNO Figura A.10
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En la actualidad, la mayoría de dispositivos electrónicos están goberna-dos por una señal eléctrica periódica producida por un componente
conocido como oscilador. Los osciladores, están presentes en la gran
mayoría de dispositivos que el ser humano utiliza día a día. Desde un
simple reloj de pulsera digital, electrodomésticos, los sistemas de con-
trol de los vehículos, los smartphones hasta llegar a los ordenadores
personales con los que día a día se trabaja.
El uso de oscilares, plantea una serie de problemas de sincronización
que deben ser resueltos con el fin de optimizar el rendimiento de los
mismos. Ningún oscilador es perfecto desde el punto de vista de su fre-
cuencia de funcionamiento. Esto provoca un desfase entre la frecuencia
real de oscilación y la frecuencia nominal dada por el fabricante. En
computación distribuida, se conoce la diferencia entre la frecuencia de




A continuación, se lleva a cabo un estudio sobre las características delos osciladores con el fin de acercar su funcionamiento al lector que
así lo estime necesario.
B.1.1 ¿Qué es un oscilador de cristal?
Todos los elementos existentes en la naturaleza, poseen una frecuen-
cia de resonancia, la cual permite a sus átomos tener un movimiento
de tipo oscilatorio. Las excelentes características resonadoras, propor-
cionadas por los Cristales de Cuarzo, han fomentado el diseño de todo
tipo de dispositivos electrónicos. Gracias a ello, los Cristales de Cuarzo
son los más utilizados en computación debido a su gran capacidad pa-
ra oscilar a una frecuencia fija. La frecuencia de oscilación del cuarzo
vendrá dada principalmente por: el corte efectuado en el material, la
temperatura ambiente y el voltaje aplicado al piezoeléctrico.
Gracias a la frecuencia fija de oscilación proporcionada por los Cristales
de Cuarzo, se diseñan los osciladores de tipo electrónico. Para ello, se
aprovechan las características de oscilación mecánicas proporcionadas
por el cuarzo con el fin de crear una señal eléctrica periódica de alta
precisión.
B.1.2 ¿Por qué funciona un oscilador de cristal?
Cualquier material con unas características elásticas y conductoras mí-
nimas puede ser utilizado como cristal de oscilación. Esto se debe al
hecho de que todos los elementos tienen frecuencias de resonancia que
permiten la vibración de sus partículas.
Muchos de los elementos existentes en la naturaleza pueden ser utili-
zados como cristal de oscilación. Sin ir más lejos, antes del auge de los
cristales de cuarzo, el acero era utilizado debido a sus características
elásticas y conductivas. La frecuencia de resonancia de un material es-
tá fuertemente relacionada con sus dimensiones, forma, elasticidad y
la velocidad de propagación de las ondas a través del mismo.
Un Cristal de Cuarzo, puede ser cortado en diferentes formas. El corte
más usual suele ser el de forma rectangular. Un ejemplo de corte rec-
tangular es el llevado a cabo sobre los osciladores de tipo tuning fork.
Un oscilador tuning fork [96] tiene una frecuencia baja de resonancia
y son ampliamente utilizados en dispositivos de la vida cotidiana co-
mo, por ejemplo, los relojes digitales.
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En cuanto a su frecuencia de oscilación, los osciladores pueden ser
fabricados en un amplio rango de frecuencias. Por lo general se tienen
osciladores desde las decenas de KHz´s hasta los GHz´s. Por ejemplo,
una mota telosb posee un oscilador de tipo tuning fork de 32KHz
mientras que, un smartphone puede llegar a tener un oscilador con
una frecuencia de hasta 2GHz.
B.1.3 Historia
Los pioneros en la investigación en piezoelectricidad fueron Jacques y
Pierre Curie en 1880. Gracias a los avances aportados, pronto comen-
zaría a utilizarse esta tecnología en aplicaciones reales. Uno de los pri-
meros usos de los osciladores ocurrió durante la I Guerra Mundial,
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En 1928 se fabrica el primer oscilador de Cristal de Cuarzo que ha lle-
gado a nuestros días. Hasta la fecha se utilizaba el péndulo para de-
terminar frecuencias de funcionamiento, el cual fue rápidamente re-
emplazado por los osciladores de Cristal de Cuarzo. Fue tal la mejora
conseguida, que se facilitó la utilización del segundo en trabajos que
necesitaran magnitudes temporales con cierta precisión.
Gracias a los avances conseguidos, los osciladores de cristal de cuarzo
comienzan a ser ampliamente utilizados a partir de los años 30. La
regulación del espectro de frecuencias por parte de los gobiernos, proli-
fera la utilización del uso de estaciones de radio. Comienzan a emitir
las primeras emisoras de radio comercial y comienzan a venderse los
primeros dispositivos de radio para uso doméstico. En resumen, la uti-
lización de Osciladores de Cuarzo supuso un antes y un después en la
mejora de las comunicaciones basadas en radio.
Como no podía ser de otra forma, estos avances permiten la prolife-
ración de una gran cantidad de nuevas empresas dedicadas a la fabri-
cación de Cristales de Cuarzo para su uso en dispositivos electrónicos.
En aquellos años, los procedimientos de fabricación de esta tecnología
eran muy rudimentarios, imposibilitando la puesta en funcionamiento
de un gran número de osciladores para su uso final. Sólo en Estados
Unidos, se alcanza una cifra de 100000 unidades fabricadas hasta el
año 1939.
Durante la II Guerra Mundial, la alta demanda por controlar los
componentes electrónicos con frecuencias de alta precisión de cara a
su uso en comunicaciones militares de radio y en radares, provocan un
nuevo avance científico en el desarrollo y creación de dispositivos de
control de alta precisión basados en osciladores de Cristales de Cuarzo.
La utilización de Cristales de Cuarzo se convirtió rápidamente en un






fabricación era extraída, principalmente, de minas situadas en Centroa-
mérica y Sudamérica.
B.2 OSCILADORES DE CRISTAL
Existen multitud osciladores de cristal, los cuales pueden ser utilizadospara fabricar desde el reloj digital más barato hasta complejos siste-
mas de navegación y sistemas aeronáuticos de control. En esta sección,
se lleva a cabo un estudio sobre los fundamentos de los osciladores de
cristal. Además, y con el objetivo de sentar las bases que permitan de-
mostrar la hipótesis de trabajo de esta Tesis Doctoral, se lleva a cabo
un análisis de las principales fuentes de inestabilidad en los oscila-
dores: edad, ruido, temperatura, efectos de la aceleración, efectos del
campo magnético terrestre, efectos atmosféricos y efectos radiactivos.
De todos estos factores, se trabajará especialmente con efecto provoca-
do por la temperatura.
B.2.1 Oscilador básico
La Figura B.1 muestra el esquema eléctrico básico de un oscilador se-





en, al menos, un dispositivo activo que determine el funcionamien-
to eléctrico del sistema así como filtros para eliminar frecuencias no
deseadas, resistencias y control de potencia. La red de retroalimenta-
ción, está formada por un resonador de cristal y un condensador. La
frecuencia de oscilación del sistema vendrá determinada por el cambio
de fase, el cual vendrá dado por la Ecuación B.1.
phase shift= 2·n·⇡ (B.1)
Donde n será un entero de valor 0 ó 1. Cuando el oscilador está carga-
do, la única señal existente en el circuito es ruido. La componente del
ruido es una frecuencia que satisface la condición de fase de oscilación
a través de la propagación por el circuito con una amplitud creciente.
La tasa de incremento, depende de la ganancia existente en el circuito





así como del ancho de banda de la red formada por el circuito com-
pleto. La amplitud continuará su incremento hasta que la ganancia del
oscilador se vea reducida por las limitaciones de los elementos activos
o por un mecanismo externo de control de la ganancia.
Cuando el circuito alcance un estado estacionario, la ganancia del cir-
cuito tendrá un valor de 1. Si ocurriera una modificación en la fase
  , la frecuencia de oscilación variará  f con el fin de mantener la
condición de fase dada por la Ecuación B.1.
B.2.2 Circuito de oscilación de cristal equivalente
Un cristal de cuarzo está formado por una oblea de cuarzo embebida
en un compartimiento estanco unido a dos electrodos. El diseño y fa-
bricación de unidades de cristal es complejo, por ello, los diseñadores
de osciladores trabajan con un circuito estándar conocido como circui-
to de oscilación de cristal equivalente. El sistema de vibración mecánico
mostrado en la Figura B.2 así como el circuito, son conocidos como
equivalentes según la ecuación diferencial proporcionada en el estudio
de Vig [96].
Para comprender el circuito equivalente, se tiene la analogía con un sis-
tema de vibración de tipo mecánico (ver Figura B.2). Este dispositivo
equivalente está formado por una masa, un muelle y un amortigua-
dor. Con esta configuración el sistema se comportaría, en un caso ideal
sin pérdida de fuerza, como un resorte que funcionaría de manera es-
tacionaria con una frecuencia directamente proporcional a la fuerza
ejercida por el muelle y la masa aplicada. Volviendo al plano electróni-
co, el condensador haría las veces de muelle, la bobina llevaría a cabo







Tras analizar la analogía con un sistema de vibración de tipo mecánico,




eléctrico a través del
efecto piezoeléctrico.
La Figura B.3 muestra el circuito equivalente simplificado de un resona-
dor, junto con el símbolo utilizado para mostrar la unidad de cristal en
un esquema electrónico.
B.2.3 El cristal de cuarzo
El cuarzo ha sido el material elegido para la fabricación de oscilado-CUARZO: SiO2 en
forma de cristal res desde su primera utilización en el año 1918. A pesar de la gran
cantidad de materiales estudiados para suplir al cuarzo, ninguno de
ellos ha proporcionado mejores resultados desde el punto de vista de
la frecuencia y su estabilidad. En el planeta Tierra, el cuarzo es el único
material conocido hasta la fecha con las siguientes propiedades:
1. Es piezoeléctrico (del griego piezein, «estrujar o apretar»). Los ma-
teriales piezoeléctricos son cristales naturales o sintéticos que no
poseen centro de simetría. El efecto de una compresión o de un
cizallamiento consiste en disociar los centros de gravedad de las
cargas positivas y de las cargas negativas. Aparecen de este mo-
do dipolos elementales en la masa y, por influencia, cargas de
signo opuesto en las superficies enfrentadas.
2. Es posible disminuir la influencia de la temperatura en los crista-
les de cuarzo si estos son cortados en su proceso de fabricación
en las direcciones correctas con respecto con respecto a los ejes
de simetría del cristal.
3. Las pérdidas de precisión ocasionadas por el material son muy
reducidas.
4. A pesar de su dureza es fácilmente manipulable de manera física
y, en condiciones normales, su solubilidad es nula excepto bajo
tratamientos químicos basados en fluoruros.
5. Es abundante en la naturaleza.
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Figura B.4
El cuarzo en la natu-
raleza
6. Es fácil extraerlo en grandes cantidades sin perder pureza. Todo
ello manteniendo un bajo coste económico.
El efecto piezoeléctrico fue descubierto por los hermanos Curie en 1880.
Demostraron que al colocar peso sobre el cristal de cuarzo, aparecían
cargas en la superficie del cristal. La magnitud de la carga era propor-
cional al peso ejercido. En 1881, se describe el efecto piezoeléctrico in-
verso. Cuando se aplica un determinado voltaje sobre el cristal debido
la tensión ejercida sobre el material. De manera análoga, la orientación
de la tensión cambiará al modificar la polaridad del voltaje.
Existen en la naturaleza 32 tipos de cristales, de los cuales sólo 20
muestran el tan ansiado efecto piezoeléctrico. Los cristales con carac-
terísticas piezoeléctricas carecen de centro de simetría. Cuando una
fuerza deforma el cristal, los centros de gravedad de las cargas positi-
vas y negativas se separan produciendo deformaciones en la superficie.
Gracias al efecto piezoeléctrico se consigue unir el comportamiento de
los circuitos electrónicos junto con las propiedades mecánicas de los
cristales. Bajo las condiciones adecuadas, un resonador piezoeléctrico
estabilizará la frecuencia de un circuito oscilador.
Figura B.5
Lugar geométrico
donde se hace ce-






AT-cut y SC-cut. (a)
Montaje de dos pati-
llas. (b) Montaje de
tres patillas. Fuente:
[96]
Los cristales de cuarzo son altamente anisotrópicos, es decir, las pro-ANISOTRÓPICOS: La
anisotropía (opuesta
de isotropía) es la
propiedad general de








propagación de la luz,
etc., varían según la
dirección en que son
examinadas.
piedades varían dependiendo de la dirección cristalográfica. Las pro-
piedades del cuarzo como el coeficiente de dilatación y coeficiente de
elasticidad por temperatura varían en función de la dirección.
El lugar geométrico donde el coeficiente de temperatura se hace cero
se muestra en la Figura B.5. El autor de la figura [96], ha elegido las
direcciones de los ejes (X, Y, Z) para llevar a cabo la descripción de las
propiedades de la manera más simple posible. El eje-Z representado en
la Figura B.5 es un eje de simetría triple, es decir, cada 120  alrededor
del eje se repiten las propiedades físicas del material. Los diferentes
cortes sobre el material suelen tener nombres compuestos por dos le-
tras, donde T indica que se está hablando de un corte compensado por
temperatura. El corte AT, es el primer corte descubierto que compensa
los efectos de la temperatura sobre el material. Los cortes FC, IT, BT y
RT son otros tipos de corte efectuados alrededor del punto medio geo-
métrico. Estos cortes fueron descubiertos con antelación al corte AT y,
actualmente, están en desuso.
El corte del cristal es el responsable de las propiedades físicas del osci-
lador. Por ello, durante el proceso de fabricación del cristal se controla
de manera muy precisa las direcciones de corte en todos los ejes crista-
lográficos. Con el fin de garantizar el correcto corte del cristal, la orien-
tación de todos los ángulos es comprobada mediante la difracción de
Rayos-X sobre la superficie. Este proceso de corte y comprobación es
crítico, pues de ello dependerá el correcto funcionamiento del sistema
final. Tras dar forma al cristal con respecto a las dimensiones requeri-
das, se han de aplicar los electrodos a la pastilla de cristal. Para fina-
lizar, se monta la pastilla con los electrodos sobre una estructura que
le de soporte. La Figura B.6, muestra las construcciones más usuales
utilizadas en osciladores mayores de 1MHz.
La naturaleza piezoeléctrica del cuarzo, provoca la deformación del
cristal al aplicar un voltaje a través de dos electrodos. La magnitud de
la deformación dependerá de la cercanía de la frecuencia aplicada a la
resonancia natural del propio material. Para describir el comportamien-
to del resonador de cuarzo, se deben resolver las ecuaciones diferentes
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Figura B.7
Distribución de am-
plitud para de un
resonador con pasti-
lla de cristal circular.
Fuente: [96]
de las leyes de Newton del medio continuo así como las ecuaciones de
Maxwell haciendo uso de las propiedades eléctricas y mecánicas sobre
las superficies del cristal [96]. Las ecuaciones generadas son altamente
complejas debido a la naturaleza anisotrópica y piezoeléctrica del cuar-
zo. Las 10 constantes lineales independientes han imsposibilitado la
solución a estas ecuaciones diferentes para la realización de resonado-
res tridimensionales. Las constantes elásticas, aun siendo de pequeño
tamaño, son la fuente de la mayoría de comportamientos inestables en
los osciladores de cristal: Alta sensibilidad a la aceleración, sensibili-
dad a los cambios de temperatura y a la amplitud/frecuencia de la
señal son algunos de ellos.
En un resonador ideal, la amplitud de vibración llega a su máximo en
el centro de los dos electrodos y cae de manera exponencial a medida
que aumenta la distancia al centro (ver Figura B.7).
Los resonadores de cuarzo de tipo Bulk-acoustic-wave están disponibles
para rangos de frecuencia entre 1kHz hasta los 500Mhz. Los resonado-
res de tipo Surface-acoustic-wave están disponibles desde los 150MHz
hasta los 3Ghz. Para cubrir el amplio rango de frecuencias, existen di-
ferentes cortes de las obleas de cristal. Los modos de vibración de tipo
bulk wave se muestran en la Figura B.8 muestra los diferentes modos
de vibración que pueden soportar los resonadores de cuarzo. Para el
caso concreto de los cristales AT-cut y SC-cut, el tipo de vibración que
se produce en funcionamiento es el conocido como thickness-shear.
Figura B.8
Posibles formas de




Cortes AT y BT sobre
el plano Y del cristal.
Fuente: [96]
Para frecuencias de 1MHz, el tipo AT-cut es el más ampliamente utili-
zado. Por el contrario, para aplicaciones que requieran gran precisión,
se hace uso del tipo SC-cut debido a las mejores características que
presenta con respecto a AT-cut. Los cristales de tipo AT-cut y SC-cut
pueden fabricarse para ser utilizados desde dispositivos que requieran
baja frecuencia hasta aquellos que requieran una frecuencia en torno
a los 3GHz. Por debajo del 1 MHz, el tipo de oscilador tuning-fork es
el más utilizado. Los osciladores de tipo tuning-fork son los más utili-
zados para aplicaciones de baja frecuencia desde la década de los 90
gracias a su bajo coste y pequeño tamaño. Por ejemplo, los osciladores
tuning-fork son ampliamente utilizados en relojes, móviles, nodos para
WSN, etc.
B.2.4 Categorías de osciladores
La frecuencia de resonancia de un cristal varía con la temperatura. La
Figura B.9 muestra las características de temperatura frente a frecuen-
cia para los cristales de cuarzo. Los cristales pueden ser agrupados en
cuatro categorías desde el punto de vista del comportamiento de la
frecuencia frente a la temperatura: XO, TCXO, OCXO y MCXO.
El tipo XO no posee ninguna característica que minimice las varia-
ciones de frecuencia por la temperatura. Este hecho provoca grandes
cambios en la frecuencia de oscilación. El desfase existente para este ti-
po de oscilador es de unos ±25 ppm para rangos de temperatura entre
-55 C a +85 C.
En los osciladores de tipo TCXO, se hace uso de un sensor de tempera-
tura para llevar a cabo la corrección del voltaje aplicado a la reactancia
que genera la potencia de entrada [42]. La variación de voltaje en la
reactancia genera cambios en la frecuencia con el fin de minimizar el
efecto de las variaciones de temperatura. La literatura científica afirma
que un buen oscilador TCXO es aquel que puede ofrecer una precisión
de ±1 ppm para un rango de temperatura entre -55 C a +85 C.
En los osciladores de tipo OCXO, la unidad de cristal así como todos
aquellos componentes sensibles a los cambios de temperatura son en-
capsulados en un compartimiento estanco [42]. El cristal, es fabricado
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de manera tal que la curva característica, frecuencia vs. Temperatura, ten-
ga una pendiente cero para la temperatura interior del compartimiento.
Para mantener una temperatura constante e ideal frente a variaciones
de frecuencia, se utiliza la temperatura máxima del sistema como tem-
peratura de calibración. Un buen oscilador OCXO es aquel que puede
ofrecer una precisión de ±5x10-9 ppm para un rango de temperatu-
ra entre -55 C a +85 C. Los osciladores OCXO tienen una serie de
limitaciones: son de mayor tamaño, consumen más energía y son más
costosos desde el punto de vista económico.
Los osciladores de tipo MCXO (Microcomputer-Compensated Crystal
Oscillator) se calibran mediante un microcontrolador que controla su
estado en todo momento [82]. Los osciladores MCXO mejoran las dos
grandes limitaciones del tipo TCXO: La medición de temperatura y la
unidad de cristal. En lugar de utilizar un sensor de temperatura ex-
terno, se hace uso de un método de autosensado del sistema. En los
osciladores MCXO es el cristal el que lleva a cabo el sensado de su pro-
pia temperatura. La reducción de las variaciones de la curva frecuencia
vs. temperatura se llevan a cabo mediante dos técnicas: eliminación de
pulsos en su primera implementación y compensación digital de la fre-
cuencia en su segunda implementación. Gracias a no llevar a cabo la
modificación de la frecuencia de manera directa, se obtienen cristales
con una alta estabilidad. Un oscilador MCXO ofrece una precisión de
±2x10-8 ppm para un rango de temperatura entre -55 C a +85 C.
B.2.5 Osciladores: Tipos de circuitos
Existen numerosos tipos de circuitos osciladores. De todo ellos, tres son
los más ampliamente utilizados: Pierce, Colpitts, Clapp. Básicamente son
el mismo circuito, la diferencia entre ellos está en la conexión entre el
cristal de cuarzo y GND (ver Figura B.10). GND: Del inglés,
GROUND
La elección del tipo de circuito oscilador dependerá de factores tales
como la estabilidad en frecuencia deseada, el voltaje de entrada, la
potencia de salida, la necesidad de ajustar la telemetría del sistema, la
complejidad del diseño, el coste y las características de la unidad de
cristal. Para mayor información consultar [87], [42], [72] y [20].
La mayoría de aplicaciones requieren ondas de entrada de tipo sinu-
soidal con salidas de tipo TTL, CMOS o ECL. Estas tres salidas pueden
ser generadas de manera sencilla en base a una señal de tipo sinusoi-
dal como muestra la Figura B.11. Las líneas discontinuas muestran los
voltajes de entrada, mientras que las líneas contínuas muestran forma






Onda de salida en
un oscilador. Fuente:
[96]
B.3 ¿QUÉ CAUSA LA INESTABILIDAD EN LOS OSCILADORES?
Los osciladores, poseen una gran cantidad de factores por los que pue-den ver afectado su comportamiento. A continuación se da un listado
de las causas que pueden modificar el comportamiento de un oscila-
dor:
• Edad del oscilador
• Precisión y estabilidad
• Variaciones de temperatura
• Aceleración
• Efectos del campo magnético
• Voltaje de entrada
Esta Tesis Doctoral, se centra en el caso de cambios de frecuencia con
la temperatura, los cuales son estudiados a fondo en los siguientes
apartados.
B.3.1 Métricas que caracterizan a los osciladores
Las métricas utilizadas para determinar la mejora de un oscilador fren-
te a otro vienen dadas por la precisión y la estabilidad. La precisión
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hace referencia a la exactitud de los pulsos dados por el oscilador a lo
largo del tiempo. La estabilidad, describe la cantidad de cambio en
función de parámetros como el tiempo, la temperatura o las vibraciones.
Los estándares de frecuencia poseen varios grados de precisión. Las
unidades del Sistema Internacional (SI) para el tiempo y la frecuencia
(segundo y el Hz respectivamente) son obtenidos mediante pruebas
de laboratorio haciendo uso de estándares de alta precisión mediante
los conocidos como estándares primarios. Un estándar primario opera
a una frecuencia calculable en términos de la definición de segundo
según el SI:
«Un segundo es la duración de 9.192.631.770 oscilaciones de la ra-
diación emitida en la transición entre los dos niveles hiperfinos del
estado fundamental del isótopo 133 del átomo de cesio (133Cs), a
una temperatura de 0 K.»
B.3.2 Influencia de la temperatura en la frecuencia
Descritos todos los factores que pueden influir en la frecuencia de un
oscilador, esta sección se centra en la principal motivación que ha ge-
nerado el desarrollo de la presente Tesis Doctoral: La influencia de la
temperatura en la frecuencia de un oscilador.
Tal y como se detalla en el Capítulo 4, la mota utilizada en este trabajo
es la conocida como TelosB. Este dispositivo posee un oscilador de
tipo tuning fork (ver Sección B.2.3), modelo Citizen CMR200T. Este
tipo de osciladores son utilizados en aplicaciones de bajo coste, siendo
las WSN una de las más utilizadas en la actualidad. La problemática
de este tipo de osciladores, reside en la alta influencia que ejerce la
temperatura sobre los mismos, modificando la frecuencia de oscilación.
La Figura B.12 muestra el comportamiento típico oscilador CMR200T
frente a cambios de temperatura. Para el caso concreto de este oscila-
dor, cuando se aplica una temperatura de -55 C o +100 C se pueden
llegar a perder hasta 20 segundos por día. El margen de error de es-
te tipo de osciladores se encuentra en torno a -0.034± 0.006 ppm. Se
pone de manifiesto la influencia causada por la temperatura sobre es-
te oscilador, siendo necesario tener en cuenta este hecho a la hora de
llevar a cabo trabajos de sincronización haciendo uso de este oscilador.
Frecuencia estática vs. Temperatura
La curva característica ‘estática‘, frecuencia vs. temperatura, viene dada
principalmente por los ángulos de corte del cristal con respecto a los
216 clock skew
Figura B.12
Clock skew en el
oscilador CMR200T














  beta = 0.034
  beta = 0.034 + 0.006
  beta = 0.034 − 0.006
ejes cristalográficos del cuarzo [96]. Por «estática», se entiende que la
tasa de cambio en frecuencia por temperatura es baja con respecto a los
gradientes de temperatura de un entorno real. La Figura B.9, muestra
un cristal de tipo AT-cut al que se aplica una pequeña variación en el
ángulo de corte (siete minutos) provocando la variación de la curva ca-
racterística frecuencia vs. temperatura. Los puntos donde el coeficiente de
temperatura se hace cero (turnover points) se ven altamente altamente
influenciados por el corte del cristal.
Además de los factores antes descritos, la curva característica f vs. T







cristal, el tamaño y forma de los electrodos, las impurezas del cuarzo,
el estrés sufrido por el compartimiento del oscilador, la radiación ioni-
zante, la tasa de cambio de la temperatura y la historia térmica. Los
dos últimos factores ayudan a comprender el funcionamiento de los
osciladores OCXO y TCXO.
Otro de los factores que pueden influir en la curva característica de los
osciladores de cristal es la carga del/los condensador/es. Cuando un
condensador es conectado en serie con el cristal, la curva característica
frecuencia vs. temperatura varía ligeramente debido a la temperatura del
condensador. La temperatura del oscilador se considera una función
dependiente de la carga del mismo [18].
Según [40], la curva característica frecuencia vs. temperatura de cualquier
tipo de cristal puede ser descrita a través de una función polinómica.
Por lo general, suele ser suficiente el uso de una función cúbica para
describir la curva característica de los cristales AT-cut y SC-cut con una
precisión de ±1 ppm. Por el contrario, para el caso de los osciladores
MCXO se hace necesario hacer uso de una función polinómica de, al
menos, grado siete con el fin de obtener un ajuste de ±1⇥ 10-8 ppm.
Frecuencia dinámica vs. Temperatura
Cualquier cambio de temperatura alrededor de la unidad de cristal pro-
duce un gradiente térmico cuando, por ejemplo, el calor fluye desde/o
el área activa del resonador a través de las patillas de sujeción. La cur-
va característica estática de frecuencia vs. temperatura queda modificada
como consecuencia del flujo de temperatura a través de los diferentes
B.3 ¿qué causa la inestabilidad en los osciladores? 217
Figura B.13
Proceso de calenta-
miento en los crista-
les AT-cut y SC-cut.
Fuente: [96].
componentes del oscilador. La Figura B.13muestra los cambios de tem-
peratura existentes en cristales de tipo AT-cut y SC-cut al inicio de su
funcionamiento y hasta que alcanza la temperatura de equilibrio a los
6 minutos de funcionamiento.
Haciendo uso del concepto de frecuencia dinámica, esta Tesis Doctoral
pretende llevar a cabo un ajuste del clock skew de una mota teniendo
en cuenta los gradientes térmicos existentes en el oscilador y que, en
consecuencia, modifican su comportamiento oscilatorio.
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Los avances en los sistemas microelectrónicos basados en sensores, hanpermitido el desarrollo de nodos de bajo coste y tamaño reducido. Es-
tos nodos cuentan con la capacidad de comunicarse de manera inalám-
brica, obtener datos del entorno por medio de sus sensores así como
llevar a cabo el procesamiento de información. Un nodo inalámbrico
está compuesto por un microcontrolador, una antena, un temporizador,
memoria y conversores analógico-digital.
Un Sistema Operativo, actúa como administrador de recursos de siste-
mas complejos. Estos recursos incluyen procesadores, memorias, tem-
porizadores, discos, periféricos, interfaces de red, etc. El trabajo del Sis-
tema Operativo es el de administrar los recursos de cara al usuario de
manera controlada y ordenada. Los Sistemas Operativos ponen a dis-
posición de los programadores una serie de llamadas al sistema con las
que pueden interactuar de manera directa con los recursos hardware.
Los Sistemas Operativos multiplexan los recursos en dos perspectivas:
en el tiempo y en el espacio. El multiplexado en el tiempo está rela-
cionado con el instante en el que cada programa en ejecución puede
hacer uso de los recursos que solicita. El multiplexado en el espacio,
determina en qué momento un programa en ejecución puede acceder
a partes hardware del sistema. Los recursos limitados del paradigma
de las WSN obligan a tener una nueva perspectiva en el diseño de
Sistemas Operativos en WSN.
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C.1 CARACTERÍSTICAS QUE DEFINEN A LOS SISTEMAS OPERATI-
VOS
En esta sección, se estudiarán los principales componentes involucra-dos en el diseño de Sistemas Operativos para WSN. Para ello, se hará
uso de la clasificación realizada por Farooq et el. [38].
C.1.1 Arquitectura
La organización de un Sistema Operativo es su estructura. La arquitec-
tura del Sistema Operativo está directamente relacionada con el tama-





a los recursos disponibles. Ejemplos de arquitectura son: Arquitectura
monolítica, arquitectura microkernel, arquitectura de máquina virtual
y arquitectura por capas.
En la arquitectura monolítica no existe ningún tipo de estructura. Los
servicios proporcionados por un Sistema Operativo son implementa-
dos por separado y, cada uno de ellos, proporciona las interfaces nece-
sarias para otros servicios. Bajo este concepto, se crea una estructura
empaquetada de servicios en una única imagen de pequeño tamaño
en memoria. La principal ventaja de este tipo de arquitectura radica
en el bajo coste de comunicación entre los diferentes módulos implica-
dos. Por el contrario, un Sistema Operativo con arquitectura monolítica
resulta de más difícil comprensión en su estudio, modificación y man-
tenimiento. Las desventajas de la arquitecura monolítica no la hacen
ser una buena elección para nodos de WSN.
Una de las alternativas disponibles es la arquitectura microkernel. La
arquitectura microkernel tiene como idea base la de proporcionar el
mínimo de funcionalidad desde dentro del propio kernel. Con esta
idea, el tamaño del kernel en memoria del kernel es muy reducido. Pa-
ra dar el resto de funcionalidades necesarias para el sistema operativo
se añaden servicios accesorios a nivel de usuario como servidores de
ficheros, servidores de memoria, servidores de tiempo, etc. Gracias a
tener varios servicios independientes, si uno de ellos falla, el sistema
puede seguir trabajando de manera parcial. Además, la arquitectura
microkernel resulta de más fácil mantenimiento, modificación y es al-
tamente personalizable. La principal desventaja de este tipo de arqui-
tectura es el cambio de contexto que debe realizarse frecuentemente
entre usuario y kernel para hacer uso de todos los servicios disponi-
bles. La arquitectura microkernel es la elegida por muchos Sistemas
Empotrados de todo el mundo debido a su pequeño tamaño en me-
moria y la baja necesidad de llevar a cabo cambios de contexto. En el
caso de las WSN, se llevan a cabo pocos cambios de contexto en com-
paración con otros sistemas tradicionales gobernados por un Sistema
Operativo.
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Una máquina virtual otra de las alternativas disponibles. La idea prin-
cipal es la de exportar máquinas virtuales a programas de usuario. La
máquina virtual tiene todas las características necesarias y que, hasta
su llegada, eran proporcionadas en exclusiva por el hardware. La ma-
yor ventaja es la portabilidad de este tipo de solución en detrimento
de un bajo rendimiento del sistema.
La arquitectura por capas implementa cada uno de los servicios en ca-
pas. Las ventajas de este tipo de arquitectura son: fácil mantenimiento,
facilidad de comprensión y alto desempeño. Por el contrario, el hecho
de llevar a cabo un diseño por capas obliga a tener en cuenta cada una
de ellas a la hora de realizar un cambio en la estructura.
Un Sistema Operativo para WSN deberá tener una arquitectura que
de bajo tamaño en términos de memoria. Esta arquitectura deberá per-
mitir modificaciones en caso de ser necesario así como poseer una alta
flexibilidad que le permita añadir nuevos servicios en función de la
aplicación final de la WSN.
C.1.2 Modelo de programación
El desarrollo de aplicaciones para Sistemas Operativos está estrecha-
mente relacionado con el modelo de programación de este último. En
Sistemas Operativos para WSN existen dos modelos de programación
ampliamente utilizados: Programación dirigida por eventos y programación
multithread. El paradigma multithreading es ampliamente conocido por
cualquier desarrollador, sin embargo, su principal desventaja está en
el hecho de que requiere un alto uso en recursos. Por tanto, no es una
buena opción elegir la programación multithread en la programación
de WSN. La programación dirigida por eventos es más potente y hace
un uso más eficiente de los recursos disponibles en detrimento de una
mayor dificultad de programación de cara a los desarrolladores.
Los investigadores están intentando reducir la brecha entre ambos pa-
radigmas. Para ello, se están buscando modelos de programación mul-
tithreading de bajo costo de cara al uso de recursos.
C.1.3 Planificación
En un Sistema Operativo, el planificador es el encargado de determinar
el orden en el que las tareas pasarán a ejecutarse en la CPU. En un CPU: Del inglés,
Central Processing
Unitsistema típico de procesamiento, el objetivo del planificador es el de
minimizar la latencia así como maximizar el rendimiento y el uso de
los recursos.
La selección de un algoritmo de planificación apropiado para WSN
dependerá en gran medida del tipo de aplicación final. En el caso de
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aplicaciones con requerimientos de Tiempo Real deberá usarse un pla-
nificador de tiempo real. En cualquier otro tipo de aplicaciones, basta-
ría con usar un planificador cualquiera.
Las WSN están siendo utilizadas tanto en entornos en Tiempo Real
como en entornos donde no es necesario hacer uso de éste. Por tanto,
el objetivo será el de dar la posibilidad de seleccionar un planificador
dependiendo de la aplicación final a desempeñar. Cualquiera que sea
el planificador elegido deberá ser eficiente en el uso de la memoria y
energía.
C.1.4 Administración y protección de memoria
En un Sistema Operativo tradicional, la administración de memoria
es la estrategia que se lleva a cabo para determinar cómo almacenar y
limpiar la memoria de los datos utilizados por procesos e hilos. Las dos
técnicas utilizadas para esto cometido son la administración de memoría
estática y la administración de memoria dinámica. La administración de
memoria estática es el proceso de asignación de memoria en tiempo de
compilación. Por el contrario, la administración de memoria dinámica
lleva a cabo la asignación de memoria en tiempo de ejecución.
El procedimiento de protección de memoria se refiere a la protección
del espacio de memoria utilizado por un proceso. Este mecanismo, evi-
ta que un otro proceso no autorizado tenga acceso a un espacio de
memoria ya asignado. Algunos Sistemas Operativos para WSN, como
por ejemplo TinyOS [59], no tiene administración de memoria disponi-
ble. Los primeros Sistemas Operativos en WSN asumen que sólo una
única aplicación es ejecutada en el nodo, por ello, no existe la necesi-
dad de tener protección de memoria. Hoy en día, en pleno auge de
las WSN, los Sistemas Operativos modernos permiten la generación
de hilos de ejecución, por lo que se hace necesario tener un sistema de
administración de memoria.
C.1.5 Protocolos de comunicación
En un contexto de Sistema Operativo, se entiende por comunicación
como aquella que se da entre procesos del sistema así como entre otros
nodos de la red. Las WSN trabajan en entornos distribuidos, donde
los nodos pueden llevar a cabo procesos de comunicación con otros
nodos de la red. En WSN, todos los Sistemas Operativos ofrecen una
Interfaz de Programación de Aplicaciones (API que posibilita la comu-API: Del inglés,
APPLICATION
PROGRAM INTERFACE nicación entre programas a nivel de aplicación. Una WSN destaca por
la heterogeneidad que pueden tener los nodos que la forman, por ello,
el Sistema Operativo deberá tener en cuenta este hecho para propor-
cionar los servicios correctos de comunicación. Para comunicaciones
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entre redes, el Sistema Operativo será el encargado de proporcionar
las implementaciones de las capas de transporte, red y MAC.
C.1.6 Compartición de recursos
Cualquier Sistema Operativo, es responsable de la localización y com-
partición de recursos de un sistema. Sin llevar a cabo la administración
de los recursos no podrían realizarse tareas de naturaleza concurrente.
Los Sistemas Operativos para WSN ya soportan mecanismos de com-
partición de recursos y soporte multithreading.
C.2 PRINCIPALES SISTEMAS OPERATIVOS EN WSN
Las siguientes subsecciones llevan a cabo un profundo análisis de lossistemas operativos más relevantes en investigación de WSN.
C.2.1 TinyOS
TinyOs [59] es un Sistema Operativo de código abierto, flexible y basa-
do en componentes. Está desarrollado para su uso en WSN. Entre los
beneficios de TinyOS se encuentra la posibilidad de ejecutar programas
de manera concurrente con una baja utilización de memoria. Prueba de
ello es el tamaño de su imagen, la cual ocupa apenas 400 bytes en me-
moria. La librería de componentes de TinyOS es amplia, incluyendo
protocolos de red, servicios distribuidos, drivers para sensores y he-
rramientas de adquisición de datos. Haciendo uso de la clasificación
propuesta por [38] en la Sección C.1, se estudia el Sistema Operativo
TinyOS con un mayor nivel de detalle.
Arquitectura
TinyOS se encuadra dentro de la conocida como arquitectura monolíti-
ca. TinyOS usa un modelo de componentes los cuales, de acuerdo a los
Figura C.1
Logotipo de TinyOS
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requerimientos de la aplicación, son conectados entre sí junto con el
planificador para componer una imagen que arranque el nodo. Todos
los componentes están formados por tres abstracciones computaciona-
les: comandos, eventos y tareas. Para llevar a cabo la comunicación entre
estos elementos se utilizan los denominados como comandos y eventos.
Para conseguir concurrencia a nivel de componentes se hace uso del
concepto de tarea. Un comando es una petición para recibir algún tipo
de servicio, mientras que la señalización de un evento informa sobre
cuándo ha ocurrido el evento.
TinyOS proporciona una pila compartida entre todos los componentes
del Sistema Operativo sin hacer separación entre espacio de kernel y
espacio de usuario.
Modelo de programación
Las primeras versiones de TinyOS no proporcionaban soporte multith-
reading, siendo su modelo de programación estríctamente dirigido por
eventos. Esto cambia con TinyOS 2.1, donde se proporciona soporte
multithreading mediante los conocidos como TOS Threads. El uso de
una programación basada en eventos da un gran nivel de concurren-
cia. Por el contrario, la utilización de threads, permite llevar a cabo una
programación más intuitiva de cara a los desarrolladores.
El paquete TOS Threading proporciona la facilidad del modelo de pro-
gramación basado en threads junto con la eficiencia de un kernel diri-
gido por eventos. Además, los TOS Threads han sido desarrollados de
manera que son completamente compatibles con códigos de versiones
previas de TinyOS. Los TOS Threads usan un modelo cooperativo de
funcionamiento, es decir, para hacer uso de los recursos disponibles
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en exclusión mutua. Esto permite al desarrollador administrar la con-
currencia de manera explícita.
Los threads tienen la posibilidad de apropiarse de los recursos utiliza-
dos por otro thread siempre que se estime necesario pero no pueden
apropiar recursos utilizados por tareas o interrupciones. Para gestionar
todo esto, se tiene un thread de alta prioridad ejecutando el planifica-
dor de TinyOS. Las comunicaciones entre los threads y el kernel de
TinyOS 2.1 son llevadas a cabo mediante una política de paso de men-
sajes. El funcionamiento es sencillo: Cuando una aplicación realiza una
llamada de sistema, no ejecuta directamente el código. En lugar de es-
to, se envía un mensaje al Thread del kernel para añadir una nueva
tarea. Con este mecanismo, se asegura que sólo el kernel ejecuta códi-
go TinyOS. Las llamadas al sistema como Create, Join, Destroy, Pause y
Resume son proporcionadas directamente por la librería TOS Thread.
Las primeras versiones de TinyOS forzaban la atomicidad de las opera-
ciones mediante la inhabilitación de interrupciones, es decir, se forzaba
al hardware a retrasar eventos externos hasta que la operación termi-
nara de ejecutar la operación atómica. Este esquema puede funcionar
bien en sistemas uniprocesadores y con bajos requisitos de tiempo real.
Sin embargo, los dispositivos actuales pueden constar de dos o más
procesadores y necesitar de altas precisiones de tiempo real. Este pro-
blema queda resuelto con TinyOS 2.1, el cual proporciona soporte de
sincronización con la ayuda de variables de condición y semáforos mu-
tex.
Planificador
Las primeras versiones de TinyOS hacían uso de un algoritmo de tipo
FIFO sin apropiación. Esto imposibilita la utilización de TinyOS en apli- FIFO: Del inglés,
First In First Outcaciones de tiempo real. El núcleo de ejecución de TinyOS está basado
en tareas que se ejecutan según una política FIFO. Dada la naturale-
za no apropiativa de las tareas en TinyOS, éstas deberán esperar la
finalización de las tareas precedentes para comenzar con su ejecución.
Una tarea sólo podrá ser desapropiada por interrupciones, comandos
y eventos invocados desde ella misma.
Dada la naturaleza FIFO del planificador en TinyOS, una tarea tardará
en ser ejecutada un tiempo proporcional a su tiempo de llegada. Este
tipo de política de planificación llega a ser tremendamente injusto en
el caso de tareas de corto espacio de ejecución, las cuales podrián ser
ejecutadas con antelación a fin liberar de tareas el planificador.
Los autores de TinyOS [59] aseguran haber añadido soporte para po-
der ejecutar las tareas con menos deadline primero (EDF) con el fin EDF: Earliest
Deadline Firstde mejorar el desempeño en aplicaciones de tiempo real. El algoritmo
de planificación EDF no proporciona un esquema apropiado cuando
las tareas luchan por acceder a recursos, lo cual no lo hace una bue-
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na solución de cara a aplicaciones que necesiten asegurar un correcto
desempeño en escenarios de tiempo real.
Administración y protección de memoria
Cooprider et al. [31] proponen un esquema de uso eficiente de me-
moria para TinyOS. Es bien conocido, que los nodos que forman una
WSN no tienen protección de memoria hardware y sus recursos son
muy reducidos. Para solventar las limitaciones propias de este tipo de
tecnología es necesario contar con lenguajes de programación de bajo
nivel, como NesC [46]. El uso de NesC permite llevar a cabo políticas
de seguridad no implementadas vía hardware.
Según Cooprider et al. [31], los objetivos de la seguridad de memoria
son: manejar todos los errores de arrays y punteros, proporcionar diag-
nósticos certeros y herramientas de recuperación. La implementación
de políticas que aseguren la memoria explotan el concepto de Deputy.
El Deputy es un compilador de recursos que asegura el correcto trata-
miento y seguridad de la memoria en tiempo de compilación. Junto
con el Deputy, TinyOS proporciona una herramienta de tipo tool-chain.
La herramienta tool-chain inserta puntos de comprobación en el código
de la aplicación con el fin de asegurar el correcto uso de la memoria en
tiempo de ejecución. Cuando se detecta algún posible fallo de seguri-
dad, el código insertado mediante los puntos de comprobación llevará
a cabo la tareas necesarias para recuperarse del error.
Tras analizar el modo de gestión de la memoria en TinyOS se comprue-
ba que sigue un esquema de memoria estática.
Protocolos de comunicación
Las primeras versiones de TinyOS proporcionan dos protocolos multi-
salto: Diseminación y TYMO [6]. El protocolo de diseminación entrega
los datos de manera confiable a cada nodo de la red. La diseminación,
da a los administradores de red la posibilidad de reconfigurar la red
en función de las necesidades existentes. TYMO es un protocolo de
enrutamiento para redes móviles de tipo ad hoc.
En la capa MAC proporcionada por TinyOS, muchos son los proto-
colos que pueden ser utilizados en función de las necesidades de los
desarrolladores: El protocolo TDMA de simple salto, el protocolo hí-
brido TDMA/CSMA y la implementación del estándar IEEE 802.15.4.
Compartición de recursos
TinyOS hace uso de dos mecanismos para administrar los recursos
compartidos: Virtualización y Finalización de Eventos. Un recurso virtua-
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lizado aparece como una instancia independiente, con ello la aplica-
ción que hace uso del recurso se asegura la exclusividad del mismo.
Aquellos recursos que, por su naturaleza, no pueden ser virtualizados
son administrados mediante la finalización de eventos. La pila de co-
municación genérica de TinyOS, GenericComm, sólo puede enviar un
paquete al mismo tiempo provocando que falle cualquier tipo de ope-
ración de envío de cualquier otro hilo. Los recursos compartidos son
administrados mediante la finalización de eventos. Este mecanismo in-
formará al hilo que desea hacer uso del recurso de la disponibilidad
del mismo, momento en el que el hilo lo tomará de manera exclusiva.
Soporte para aplicaciones de tiempo real
TinyOS no da soporte explícito para aplicaciones de tiempo real. Co-
mo se comentaba previamente, las tareas en TinyOS deben esperar a
ser completadas para salir del planificador según un algoritmo de tipo
FIFO. Por ello y, a pesar de haber soluciones que implementan cierta
apropiación de los recursos, TinyOS no resulta una buena elección pa-
ra monitorización en tiempo real de fenómenos de un entorno. En este
sentido, la comunidad encargada de desarrollar y mantener TinyOS es-
tá invirtiendo gran cantidad de esfuerzo en mejorar el planificador de
TinyOS. En [59], se ha llevado a cabo la implementación del algoritmo
de planificación EDF, el cual está disponible en las últimas versiones
de TinyOS. EDF proporciona soporte para ejecutar las tareas con un
menor deadline, dando la posibilidad de reducir el número de tareas
a ejecutar. Sin embargo, como se adelantaba en la Sección C.2.1, el al-
goritmo EDF no resulta eficiente cuando dos tareas quieren acceder al
mismo recurso. Resumiendo, es posible afirmar que TinyOS no es la
mejor opción para llevar a cabo la monitorización de aplicaciones con
altos requerimientos de tiempo real.
En el plano de los streams multimedia, TinyOS no da soporte especí- STREAMS:
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fico en las capas MAC, red o transporte para dar un mínimo de QoS
de tiempo real. En capa MAC, TinyOS proporciona un protocolo de




diendo de los requerimientos de la aplicación específica con el fin de
dar soporte a los streams de tráfico multimedia.
C.2.2 Contiki
Contiki [34] es un Sistema Operativo de código abierto. Está escrito
en C y orientado a las WSN, prueba de ello es su reducido tamaño
en memoria (apenas alcanza los 2 KBytes de RAM y 40 KBytes de
ROM). Es un Sistema Operativo altamente portable y su núcleo, el
kernel, funciona en base a eventos. Contiki es multitarea y, por tanto,
basa su funcionamiento en el concepto de apropiación.




La instalación completa de Contiki, ofrece al usuario numerosos servi-
cios: kernel multitarea, multithreading con apropiación, proto-threads,
pila TCP/IP, soporte IPv6, interfaz gráfica de usuario, navegador web,
cliente telnet e incluso, salvapantallas.
Arquitectura
La arquitectura de Contiki sigue un esquema modular. A nivel de ker-
nel, su funcionamiento está basado en eventos junto con características
multithreading para facilitar la ejecución de procesos individuales. El
kernel de Contiki dispone de un planificador de reducido tamaño, el
cual genera eventos para comenzar la ejecución de los diferentes proce-
sos en espera. La ejecución de los procesos es llevada a cabo mediante














evitan los conflictos generados por los procesos por hacer uso de los
recursos disponibles, asegurando el correcto acceso al sistema de cada
uno de ellos. Cualquier evento planificado ejecutará hasta su finaliza-
ción, siempre y cuando no exista un evento de mayor prioridad que
deba apropiarse de los recursos del sistema.
Contiki soporta dos tipos de eventos: Eventos asíncronos y eventos sín-
cronos. La diferencia entre ambos es clara: mientras que los eventos
síncronos son lanzados inmediatamente para despertar al proceso que
los requiere, los eventos asíncronos son almacenados en una cola hasta
que deben ser lanzados sin una sincronía temporal definida.
El mecanismo de polling utilizado por Contiki, puede entenderse co-
mo eventos de alta prioridad que son planificados entre la sucesión de
los diferentes eventos asíncronos. Cuando un poll, es planificado todos
los procesos en espera de la señal serán llamados a ejecutar en orden
estricto de prioridad.
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Contiki proporciona en forma de servicios la administración de datos
de sensores, las comunicaciones y los drivers de los dispositivos. Cada
servicio tiene su propia interfaz e implementación. Cualquier aplica-
ción que quiera hacer uso de un determinado servicio deberá conocer
la interfaz que lo proporciona. De este modo, la aplicación es abstraída
de la implementación del servicio de manera similar a la programación
orientada a objetos. La Figura C.2 muestra la arquitectura de Contiki.
Modelo de programación
Contiki, proporciona el uso de multithreading con apropiación. El mul-
tithreading es implementado mediante una librería ubicada por enci-
ma del kernel dirigido por eventos. Cualquier aplicación que necesite
hacer uso del soporte multithreading no tendrá más que linkar su códi-
go hacia la librería proporcionada para tal efecto. La librería multithrea-
ding de Contiki se divide en dos partes: una de ellas es independiente
de la plataforma hardware y la otra, por el contrario, es dependiente
de la plataforma. La parte independiente de la plataforma posee una
interfaz que conecta con el kernel dirigido por eventos mientras que
la parte específica implementa las primitivas de apropiación y el in-
tercambio de stack. Esto último es debido al soporte de apropiación.
La apropiación es implementada haciendo uso de una interrupción de
tiempo mientras que el estado del hilo es almacenado en el stack.
Para dar soporte multithreading, Contiki define el concepto de pro-
tothreads [7]. Los protothreads han sido específicamente diseñados pa-
ra trabajar en condiciones muy restringidas de memoria. Para ello, se
han diseñado sin stack de almacenamiento de estado y ocupan poco
espacio en la memoria de los dispositivos. Las características princi-
pales de los protothreads son: Utilización mínima de la memoria del
sistema (2 bytes por protothread), no se utiliza un stack propio por
cada protothread y son altamente portables gracias a su programación
en lenguaje C. En contiki, no existe sincronización de procesos debido
a que los eventos continúan su ejecución hasta finalizar y no se permi-
te la utilización de manejadores de interrupciones para añadir nuevos
eventos.
Planificador
Como se ha comentado con anterioridad, Contiki es un Sistema Ope-
rativo dirigido por eventos y, por tanto, no es necesario hacer uso de
ningún sofisticado algoritmo de planificación. Los eventos son dispa-
rados hacia las aplicaciones en estricto orden de llegada mientras que,
en el caso de las interrupciones, los manejadores de interrupciones per-
miten que las aplicaciones se ejecuten según la prioridad que tengan
asignada.
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Administración y protección de memoria
Contiki funciona bajo una perspectiva de administración dinámica de
memoria. Junto con esta característica, ofrece linkado dinámico de apli-
caciones. Contiki dispone de un administrador de memoria [34] con el
fin de evitar la fragmentación de los datos almacenados en la misma.
El objetivo principal del administrador de memoria es el de mantener
la memoria libre de fragmentación, para ello lleva a cabo un proceso
de compactado de memoria ligado de manera directa a la existencia
de bloques disponibles.
Para llevar a cabo la administración dinámica de memoria, Contiki
proporciona funciones para administrar los bloques de memoria [34].
Gracias a esta librería de gestión, Contiki consta de un potente admi-
nistrador de memoria para bloques de memoria de tamaño fijo.
El mayor inconviente de Contiki es la falta de un mecanismo de pro-
tección de memoria que evite conflictos entre diferentes aplicaciones.
Protocolos de comunicación
Contiki soporta un amplio abanico de protocolos de comunicación. Per-
mite utilizar tanto IPv4 como IPv6 [91]. Teniendo en cuenta la máxima
de cualquier WSN (es decir, la existencia de nodos de bajo coste con
microcontroladores reducidos), Contiki implementa el protocolo TC-
P/IP para microcontroladores de 8 bits bajo el nombre de µIP. La im-
plementación de µIP posee las características básicas para formar una
pila TCP/IP, está escrito en lenguaje C y sólo permite la existencia de
una interfaz de red por dispositivo. Gracias a la interfaz de red, puede
comunicarse haciendo uso de los protocolos TCP/IP, ICMP y UDP.
Además de la pila descrita en el párrafo anterior, Contiki proporciona
una pila de reducido tamaño conocida como Rime, la cual está orienta
a comunicaciones basadas en redes. Rime trabaja con unicast y broad-
cast.
El recurso más codiciado y limitado en un sistema empotrado es la
memoria. Por ello, µIP posee mecanismos de administración de me-
moria con el fin de hacer un uso eficiente de la misma. La pila µIP
no hace uso de asignación dinámica de memoria de manera explícita.
En su lugar, utiliza un buffer global para administrar los paquetes de
información entrantes. Sea cual sea el paquete recibido, es almacenado
en el buffer y se notifica su existencia a la pila TCP/IP. Si es un pa-
quete de datos, TCP/IP notificará a la aplicación en cuestión. En este
momento la aplicación tendrá dos opciones a realizar: almacenar los
datos en un buffer secundario propio y procesar los datos de manera
automática. Una vez la aplicación confirma la correcta recepción de los
datos, Contiki sobreescribirá el buffer global con nuevos datos.
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En el plano de IPv6, Contiki proporciona una implementación de RPL [8] RPL: Del inglés, IPV6
ROUTING PROTOCOL
FOR LOW POWER AND
LOSSY NETWORKS
bajo el nombre de ContikiRPL [94]. ContikiRPL, opera sobre enlaces
inalámbricos de baja potencia de comunicación y líneas energéticas de
baja calidad.
Compartición de recursos
Consecuencia de la política de ejecución de los eventos hasta su finali-
zación así como que Contiki no permite a los manejadores de interrup-
ciones la creación de nuevos eventos, el acceso a los recursos siempre
se lleva a cabo en serie.
Soporte para aplicaciones de tiempo real
El planificador de Contiki no da soporte para la ejecución de aplica-
ciones de Tiempo Real, por ello no resulta conveniente utilizarlo en
aplicaciones de alta criticidad temporal.
Bajo la pila de comunicaciones, Contiki no proporciona ningún tipo de
protocolo que ofrezca características de QoS enfocado hacia aplicacio-
nes de tipo multimedia.
C.2.3 Nano-RK
Nano-RK es un Sistema Operativo de tiempo real (RTOS) diseñado por RTOS: Del inglés,
REAL TIME
OPERATING SYSTEMla Universidad Carnegie Mellon. Hace uso de un modelo apropiativo
y ofrece funciones de red para uso en WSN. Actualmente, Nano-RK
puede ser utilizado en las motas de tipo FireFly y MicaZ. El kernel
de Nano-RK destaca por su gran capacidad de administración de los
temporizadores hardware así como por su reducido tamaño: tan sólo
utiliza 2 Kbytes de RAM y 18 KBytes de ROM. Con el objetivo de
cumplir el deadline de los procesos, Nano-RK es un sistema multitarea
con posibilidad de fijar las prioridades de las tareas. Las tareas realizan
peticiones para el uso de los recursos y, Nano-RK proporciona acceso
a los mismos garantizando el acceso a la CPU así como al resto de
recursos del sistema.
Arquitectura
La arquitectura de Nano-RK está basada en un kernel de tipo monolí-
tico. Dada la naturaleza de tiempo real de este Sistema Operativo, los
autores han hecho especial hincapié en el diseño de un conjunto de
herramientas que permitan el correcto uso del tiempo: La prioridad
de tareas, deadlines, períodos y las reservas deben ser asignadas de
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manera offline. De este modo, se asegura un uso eficiente de los re-
cursos del sistema por parte del desarrollador. Gracias a la elección de
este paradigma, el desarrollador puede determinar a priori si se cum-
plirán los deadlines de las tareas definidas. Los desarrolladores de las
aplicaciones, tienen completa libertad para determinar los parámetros
característicos de las tareas que se definan: deadline, período, reserva
de CPU y de ancho de banda. La libertad dada a la hora de progra-
mar el sistema, permite crear configuraciones que aseguren el correcto
cumplimiento de los requerimientos de tiempo real de la aplicación.
Nano-RK proporciona una API a través de la cual, los parámetros de
las tareas pueden ser configurados en tiempo de ejecución. Esto ofrece
la ventaja de poder modificar el sistema sin tener que interrumpir el
funcionamiento, sin embargo, [38] desaconseja su uso en aplicaciones
de tipo hard real-time.
La Figura C.4, muestra la arquitectura propuesta por [37].
Modelo de programación
Uno de los objetivos de Nano-RK es el de proporcionar a los progra-
madores un entorno de desarrollo cercano al paradigma multitarea.
Como consecuencia Nano-RK posee una sencilla curva de aprendizaje,
desarrollo rápido de aplicaciones y una mejora en la productividad. La
naturaleza apropiativa de Nano-RK, provoca la necesidad de almace-
nar el contexto de la tarea que está ejecutando antes de comenzar la
ejecución de una nueva tarea. El almacenamiento de cada tarea provo-
ca un alto consumo de memoria y cambios de contexto frecuentes, lo
cual, se ve traducido en una disminución del rendimiento y un mayor
consumo energético.
En Nano-RK, cada tarea tiene asociada un TCB. El TCB almacena losTCB: Task Control
Block. contenidos de los registros, prioridades, períodos de recurrencia, tama-
ños de reserva (CPU, red y sensores) e identificadores de puertos de
las tareas. Haciendo uso de los períodos de recurrencia, se mantienen
dos listas linkadas al TCB: una que determina las tareas activas y otra
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Para proporcionar soporte completo de tiempo real, Nano-RK utiliza el
concepto de multitarea apropiativa. Esto implica que la tarea de mayor
prioridad siempre podrá acceder a ser ejecutada en CPU.
Cualquier Sistema Operativo debe proporcionar una serie de primiti-
vas de sincronización con el fin de mantener el correcto funcionamien-
to de datos y recursos compartidos. Nano-RK proporciona soporte pa-
ra sincronización mediante el concepto de exclusión mutua y semáfo-
ros.
Planificador
Nano-RK proporciona planificación mediante prioridades a dos nive-
les: Planificación de prioridades a nivel de proceso y planificación de
prioridades a nivel de red. Para dar soporte de tiempo real, Nano-RK
utiliza un algoritmo apropiativo basado en prioridades, es decir, la ta-
rea de mayor prioridad será la que pase a ser ejecutada en el sistema.
Buscando la reducción de consumo energético, Nano-RK implementa
una versión del algoritmo de planificación Rate-Harmonized Scheduling
for Saving Energy [78]. El objetivo de este algoritmo es el de eliminar los
períodos no utilizados de CPU mediante la agrupación de diferentes
tareas. Dado que los tiempos de llegada, periodicidad y deadlines de
las tareas son conocidos con antelación, el algoritmo tiene capacidad
para disminuir el consumo energético mediante la eliminación de los
períodos de inactividad de la CPU.
Nano-Rk también implementa una versión del algoritmo de techo de prio-
ridad para evitar el bloqueo de una tarea como consecuencia de la inver-
sión de prioridad. La inversión de prioridad ocurre cuando dos tareas
de distinta prioridad comparten un recurso y la tarea de menor prio-
ridad bloquea el recurso antes que la de prioridad mayor, quedando
bloqueada esta última tarea en el momento que precise el uso del re-
curso compartido. Esto hace que queden invertidas de forma efectiva
las prioridades relativas entre ambas ya que la tarea que originalmente
tenía mayor prioridad queda supeditada a la tarea de menor prioridad.
Como consecuencia, la tarea de mayor prioridad puede no cumplir sus
requisitos de tiempo establecidos.
Administración y protección de memoria
Nano-RK sólo ofrece soporte para administración estática de memoria.
En Nano-RK, tanto el Sistema Operativo como las aplicaciones residen
en un único espacio de direcciones.
234 sistemas operativos en wsn
Protocolos de comunicación
De manera similar a la comunicación tipo socket, Nano-RK ofrece un
protocolo de comunicación de tamaño reducido. Como en cualquier
protocolo de comunicación tradicional, la aplicación que desee llevar a
cabo un proceso de comunicación deberá crear una estructura de tipo
socket para comunicarse a través de la misma. De la misma manera,
en modo de recepción, la aplicación deberá tener un socket a la espe-
ra de comunicaciones entrantes. Con el fin de administrar la memoria
de una manera más eficiente, los buffers de transmisión y recepción
son administrados por la aplicación en lugar del Sistema Operativo.
La razón de este tipo de actuación es evidente: el Sistema Operativo
reservaría memoria para toda la aplicación cuando, en realidad, tan
sólo se necesitaría almacenar unos cuantos bytes según el tamaño del
paquete a enviar o recibir. Por tanto, resulta más eficiente permitir a las
aplicaciones la administración de su propia memoria. El Sistema Ope-
rativo identifica los buffers de aplicación mediante el uso de números
de puerto presentes en las cabeceras de los paquetes.
En Nano-RK se ha llevado a cabo la implementación del protocolo RT-





de vida de la red así como dar garantías de mínimo retardo en las co-
municaciones. RT-Link da soporte de tiempo real asegurando que la
transmisión es libre de colisiones a lo largo de todos los saltos de la
red. Está implementado sobre el protocolo de capa de enlace TDMA,
donde la transmisión de cada nodo ocurre en un ventana temporal pre-
viamente definida. Esto permite obtener un doble beneficio: Asegurar
un enlace libre de colisiones e implementar políticas de bajo consumo
energético en los nodos que no deban transmitir en un instante deter-
minado.
Nano-RK proporciona dos API mediante las cuales las aplicaciones
pueden hacer uso del ancho de banda disponible en función de sus
necesidades. La primera de ellas permite al receptor reservar el ancho
de banda necesario para la llegada de información, mientras que la
segunda permite la reserva del ancho de banda para las aplicaciones
que actúen como emisores. En cada ciclo de envío definido por TDMA,
la aplicación sólo podrá enviar o recibir en función del estado de la
reserva que haya realizado. En cada nuevo período, las reservas de
ancho de banda relizadas por las aplicaciones son renovadas.
Compartición de recursos
Para llevar a cabo la administración de recursos, Nano-RK proporciona
semáforos y objetos de tipo mutex. Para tratar el problema de la inver-
sión de prioridad, Nano-RK usa una implementación del Algoritmo
de Techo de Prioridad. Por último, cabe destacar la API proporciona-
da por Nano-RK para llevar a cabo la reserva de recursos del sistema:
Ciclos de CPU, sensores y ancho de banda.
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Soporte para aplicaciones de tiempo real
Nano-RK ofrece un amplio repertorio de herramientas enfocadas a to-
do tipo de aplicaciones de tiempo real. Soporta la ejecución de proce-
sos de tiempo real y, gracias a su procedimiento de admisión de tareas,
permite determinar si se cumplirán los deadline con anterioridad a la
ejecución del sistema.
El planificador de Nano-RK da soporte para la apropiación de tareas.
Además, se ofrece la posibilidad de llevar a cabo reservas del ancho
de banda disponible con el fin de garantizar un mínimo retardo en las
comunicaciones. Estas dos características, unidas a la gran cantidad
de herramientas disponibles para asegurar el tiempo real, hacen de
Nano-RK un Sistema Operativo idóneo para redes de sensores de tipo
multimedia.
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Sistema de ficheros Simulador Lenguaje Progra-
mación
Consola
TinyOS TinySec Nivel único de fiche-
ros
TOSSIM NesC No disponible
Contiki ContikiSec Sistema de ficheros
Cofee
Cooja C Tipo UNIX
Nano-RK No disponible No disponible No disponible C Basada en sockets
Tabla C.2
Comparativa de Sistemas Operativos para WSN: Características adicionales
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