Abstract. We describe a set of defining relations of the tame automorphism group TA 3 ðF Þ of the polynomial algebra F ½x 1 ; x 2 ; x 3 in variables x 1 , x 2 , x 3 over an arbitrary field F of characteristic 0.
Introduction
Let A n ¼ F ½x 1 ; x 2 ; . . . ; x n be the polynomial algebra in the variables x 1 ; x 2 ; . . . ; x n over a field F , and let GA n ðF Þ ¼ Aut A n be the automorphism group of A n . Let f ¼ ð f 1 ; f 2 ; . . . ; f n Þ denote an automorphism f of A n such that fðy i Þ ¼ f i , 1 e i e n. An automorphism sði; a; f Þ ¼ ðx 1 ; . . . ; x iÀ1 ; ax i þ f ; x iþ1 ; . . . ; x n Þ; where 0 3 a A F , f A F ½x 1 ; . . . ; x iÀ1 ; x iþ1 ; . . . ; x n , is called elementary. The subgroup TA n ðF Þ of GA n ðF Þ generated by all elementary automorphisms is called the tame automorphism group, and the elements of this subgroup are called the tame automorphisms of A n . Nontame automorphisms of A n are called wild.
It is well known [4] , [8] , [9] , [10] that the automorphisms of polynomial algebras and free associative algebras in two variables are tame. It was recently proved in [13] , [14] , [15] , [16] that the well-known Nagata automorphism (see [12] ) s ¼ À x þ ðx 2 À yzÞz; y þ 2ðx 2 À yzÞx þ ðx 2 À yzÞ 2 z; z Á of the polynomial algebra F ½x; y; z over a field F of characteristic 0 is wild.
It is well known (see, for example [2] ) that the groups of automorphisms of polynomial algebras and free associative algebras in two variables are isomorphic and have a nice representation as a free product of groups. Similar results are well known for two dimensional Cremona groups [6] , [7] , [19] . In combinatorial group theory (see, for example [18] ) there are several well-known descriptions of the group of automorphisms of free groups by generators and defining relations. Main part of the investigations of the automorphism (F1) If a and b are homogeneous algebraically dependent elements of the algebra A, then there exists an element z A A such that a ¼ az n , b ¼ bz m and a; b A F . The subalgebra ha; bi is single generated if and only if mjn or njm.
(F2) Let f ; g A A be such that f and g are algebraically independent. If h A h f ; gi, then h A h f ; gi.
A pair of elements f , g of the algebra A is called reduced if f B hgi and g B h f i. A reduced pair of algebraically independent elements f ; g A A is called Ã-reduced if f and g are algebraically dependent.
Consider a Ã-reduced pair of elements f , g of the algebra A and let
where ðn; mÞ is the greatest common divisor of n and m. Note that ðp; sÞ ¼ 1, and since f and g are algebraically dependent, there exists an element a A A such that f ¼ ba p and g ¼ ga s . Sometimes we will call a Ã-reduced pair of elements f , g also a p-reduced pair. Assume that Gðx; yÞ A F ½x; y. It was proved in [14] that if deg y À Gðx; yÞ Á ¼ pq þ r, 0 e r < p, then deg À Gð f ; gÞ Á f qN þ mr; ð1Þ and if deg x À Gðx; yÞ Á ¼ sq 1 þ r 1 , 0 e r 1 < s, then
Corollary 2.1 ( [15] ). Assume that Gðx; yÞ A F ½x; y and h ¼ Gð f ; gÞ. Consider the following conditions:
(i) deg h < Nð f ; gÞ.
(ii) deg y À Gðx; yÞ Á < p.
(iii) h ¼ P i; j a ij f i g j , where a ij A F and in þ jm e deg h for all i, j.
(iv) h A h f ; gi.
Then (i) ) (ii) ) (iii) ) (iv).
Lemma 2.2 ([15]
). There exists a polynomial wðx; yÞ A F ½x; y of the type wðx; yÞ ¼ y p À ax s À P a ij x i y j ; ni þ mj < mp;
which satisfies the following conditions:
(1) deg wð f ; gÞ < pm.
(2) wð f ; gÞ B h f ; gi.
A polynomial wðx; yÞ satisfying the conditions of Lemma 2.2 is called a derivative polynomial of the Ã-reduced pair f , g.
Corollary 2.2 ([15]).
If h A h f ; ginF and deg h < n, then h ¼ lwð f ; gÞ, 0 3 l A F , where wðx; yÞ is a derivative polynomial of the pair f , g. Let y ¼ ð f 1 ; f 2 ; f 3 Þ be an arbitrary automorphism of the algebra A. The number
is called the degree of y.
Recall that an elementary transformation of a triple ð f 1 ; f 2 ; f 3 Þ is, by definition, a transformation that changes only one element f i to an element of the form af i þ g, where 0 3 a A F and g A hf f j j j 3 igi. The notation y ! t means that the triple t is obtained from y by a single elementary transformation. An automorphism y is called elementarily reducible or admits an elementary reduction if there exists t A GA 3 ðF Þ such that y ! t and deg t < deg y. The element f i of the automorphism y which was changed in t to an element of less degree is called reducible and we will say also that f i is reduced in y by the automorphism t.
is an odd number, 2n < deg f 3 e ns, and f 3 B h f 1 ; f 2 i. Suppose that there exists 0 3 b A F such that the elements g 1 ¼ f 1 and g 2 ¼ f 2 À bf 3 satisfy the conditions:
(i) g 1 , g 2 is a 2-reduced pair and deg
(ii) The element f 3 of the automorphism ðg 1 ; g 2 ; f 3 Þ is reduced by an automorphism ðg 1 ; g 2 ; g 3 Þ with the condition deg½g 1 ; g 3 < deg g 2 þ deg½g 1 ; g 2 .
Then we will say that y admits a reduction of type I and the automorphism ðg 1 ; g 2 ; g 3 Þ will be called a reduction of y of type I with an active element f 3 .
Definition 2.2 ([15]
). Let y ¼ ð f 1 ; f 2 ; f 3 Þ be an automorphism of A such that f 1 and f 3 are linearly independent, deg f 1 ¼ 2n, deg f 2 ¼ 3n, and 3n=2 < deg f 3 e 2n. Suppose that there exist a; b A F , where ða; bÞ 3 0, such that the elements g 1 ¼ f 1 À af 3 and g 2 ¼ f 2 À bf 3 satisfy the conditions (i) and (ii) of Definition 2.1. Then we will say that y admits a reduction of type II and the automorphism ðg 1 ; g 2 ; g 3 Þ will be called a reduction of y of type II with an active element f 3 .
Definition 2.3 ([15]
). Let y ¼ ð f 1 ; f 2 ; f 3 Þ be an automorphism of A such that deg f 1 ¼ 2n, and either deg f 2 ¼ 3n, n < deg f 3 e 3n=2, or 5n=2 < deg f 2 e 3n, deg f 3 ¼ 3n=2. Suppose that there exist a; b 1 ; b 2 A F , where ða; b 1 ; b 2 Þ 3 0, such that the elements
3 satisfy the conditions:
(ii) The element f 3 of the automorphism ðg 1 ; g 2 ; f 3 Þ is reduced by an automorphism ðg 1 ; g 2 ; g 3 Þ with the condition deg g 3 < n þ deg½g 1 ; g 2 .
Then we will say that y admits a reduction of type III and the automorphism ðg 1 ; g 2 ; g 3 Þ will be called a reduction of y of type III with an active element f 3 .
The next remark can be extracted from the proofs of Propositions 1A, 2A, and 3A.
Remark 2.1. (i) deg½g 1 ; g 2 e 2n in the conditions of Definition 2.1.
(ii) deg½g 1 ; g 2 e n in the conditions of Definition 2.2.
(iii) deg½g 1 ; g 2 e n=2 in the conditions of Definition 2.3. Lemma 2.3. Let y ¼ ð f 1 ; f 2 ; f 3 Þ satisfy the conditions of Definition 2.3. Then the following statements are true:
We omit the proof of this lemma, since later in Lemma 2.4 we consider analogous statements for a more complicated case.
The next definition is some extension of the definition of automorphisms admitting a reduction of type IV in the sense of [15] . Definition 2.4. Let y ¼ ð f 1 ; f 2 ; f 3 Þ be an automorphism of A such that deg f 3 e 3n=2 and deg y e 13n=2. Suppose that there exist a 1 ; a 2 ; b 1 ; b 2 ; b 3 ; b 4 A F such that the elements (i) g 1 , g 2 is a 2-reduced pair and deg
(ii) There exists an element g 3 of the form
where wðx; yÞ is a derivative polynomial of the 2-reduced pair g 1 , g 2 , such that:
Then we will say that y admits a reduction of type IV and the automorphism ðg 1 ; g 2 À mg 2 3 ; g 3 Þ will be called a reduction of y of type IV with an active element f 3 .
We will also use Definitions 2.1-2.4, admitting a permutation of the components of ð f 1 ; f 2 ; f 3 Þ.
It is di‰cult to find examples of automorphisms illustrating the Definitions 2.1-2.4. An example of an automorphism admitting a reduction of type I was constructed in [15] , p. 204, Example 1. At the moment we have no example of an automorphism admitting a reduction of types II-IV and the corresponding question was also formulated in [15] , p. 225, Problem 1.
Þ be an automorphism of A satisfying the conditions of Definition 2.4. Then the following statements are true:
Proof. Since deg g 3 ; deg f 3 e 3n=2, and g 3 0, Definition 2.4 gives
By the definition of a derivative polynomial, applying Corollary 2.1 we get
Consequently, deg½g 1 ; g 2 e n=2. According to Corollary 2.3 we have deg qw qy ðg 1 ; g 2 Þ ¼ 3n. By Definition 2.4, we have also
comparing the degrees of elements here we find that
, which gives deg f 1 f 2n.
Obviously,
Then by Lemma 2.1(2) we obtain
i.e.
Next we have
comparing the degrees of elements we get
Assume that ðb 3 ; b 4 Þ 3 0. Then it is easy to check that degðb 3 
And the inequality deg f 2 < 3n is possible only if deg f 3 ¼ 3n=2. It remains to note that the inequality deg f 2 þ deg f 3 > 4n is fulfilled in both cases. Since deg y e 13n=2, this gives also deg f 1 < 5n=2. Note that the inequality deg
We have
Consequently,
Note that
i.e. 3b 4 þ a 2 b 3 is uniquely defined. Now as in the proofs of Propositions 1A, 2A, and 3A we can easily deduce the statement (6) of Proposition 2.1. If deg½ f 1 ; f 2 e 3n, then obviously (ii) If a A h f 1 ; f 3 i and deg a e 7n=2, then a A hg 1 ; f 3 i.
where wðx; yÞ is a derivative polynomial of the 2-reduced pair g 1 , g 2 .
If f 2 and f 3 are algebraically independent, then by (F2) we have a A h f 2 ; f 3 i. By Proposition 2.1, we have deg f 2 > 5n=2. Consequently, a A h f 3 i. Suppose that f 2 and f 3 are algebraically dependent.
In the last case we can assume that
the inequality deg a f Nð f 2 ; f 3 Þ leads to a contradiction. Consequently, deg a < Nð f 2 ; f 3 Þ. Since deg f 2 > 5n=2 f deg a, by Corollary 2.1 we get again a A h f 3 i.
Suppose that a A h f 1 ; f 3 i. As above we can assume that f 1 ¼ g 1 . If g 1 and f 3 are algebraically dependent, then g 1 , f 3 is a p-reduced pair. Consider the case when
If p f 3, then with regard to Proposition 2.1 we have
Consequently, repeatedly applying Proposition 2.1 gives
Thus deg a < Nðg 1 ; f 3 Þ. Then Corollary 2.1 gives a A hg 1 ; f 3 i. Further we need the following proposition. Proposition 2.2. Let ð f 1 ; f 2 ; f 3 Þ be a tame automorphism of the algebra A satisfying the following conditions:
(ii) deg f 3 ¼ m < sn and f 3 is an irreducible element of the automorphism ð f 1 ; f 2 ; f 3 Þ.
Then one of the following statements is true:
(2) ð f 1 ; f 2 ; f 3 Þ admits a reduction of type IV with the active element f 3 , and the coe‰cients a 1 , a 2 , b 1 , b 2 , b 3 , b 4 of Definition 2.4 are equal to 0.
Proof. The conditions of this proposition coincide with the conditions of Propositions 4A and 5A if we take into account the fact that the tame automorphisms of the alge-bra A are already simple and every elementarily reducible element is simple reducible in the sense of [15] . It is easy to check that the proofs of Propositions 4A and 5A give also the proof of Proposition 2.2. r
On the uniqueness of reductions
Every tame automorphism y has a sequence of elementary transformations
The number d will be called the width of the sequence (3). The minimal width of all sequences of the type (3) for y will be called the width of the automorphism y.
Let y A TA 3 ðF Þ, deg y > 3. An automorphism f will be called an essential reduction of y if there exists a sequence of elementary transformations
such that dðfÞ < dðyÞ and degðy i Þ e dðyÞ, where 0 e i e t.
The minimal number t for which there exists an essential reduction f of y of the type (4) will be called the height of y, and the corresponding sequence (4) will be called a minimal essential reduction of y. If t ¼ 0, then we will say that y admits an essential elementary reduction.
Later we will see that the elementary reductions of an automorphism admitting a reduction of type III or IV are not essential.
If deg y ¼ 3, then we put t ¼ y. Introduce a lexicographic order on the set of all pairs ðd; tÞ, where d is the width and t is the height of some tame automorphism, by putting
Lemma 3.1. If (4) is a minimal essential reduction of y, then deg y 0 ¼ dðyÞ and
Proof. If deg y 0 < dðyÞ, then (4) gives dðy 0 Þ < dðyÞ. In this case instead of f we can take y 0 , which contradicts the minimality of (4). In addition, by the minimality of (4), f is also a minimal essential reduction of each y i , 0 e i e k. Consequently, deg y 0 ¼ dðy i Þ; 0 e i e k; tðy iþ1 Þ ¼ tðy i Þ þ 1; 0 e i e t À 1; which gives the statement of the lemma. r Let d be the width and t be the height of y. The sequence (3) will be called a minimal representation of the automorphism y if
is a minimal essential reduction of y and deg y i < dðyÞ, 0 e i e k À t À 2.
So, every minimal essential reduction of a tame automorphism can be continued to a minimal representation.
Proposition 3.1. Let y A TA 3 ðF Þ, deg y > 3, let d be the width and t be the height of y, and let (4) be a minimal essential reduction of y. Then the following statements hold:
(a) If y admits a reduction of type I, then d ¼ deg y, t ¼ 1, and in the conditions of Definition 2.1 we have
(b) If y admits a reduction of type II, then d ¼ deg y and in the conditions of Definition 2.2 the automorphism y tÀ1 and the height t will be calculated in the following way:
(1) If ab 3 0, then t ¼ 2 and y tÀ1 can be written down simultaneously in the form (5) and in the form (c) If y admits a reduction of type III, then in the conditions of Definition 2.3 we have d ¼ 5n þ deg f 3 and the automorphism y tÀ1 and the height t will be calculated in the following way:
(1) If a 3 0 and ðb 1 ; b 2 Þ 3 0, then t ¼ 2 and y tÀ1 can be written down simultaneously in the form (5) and (6).
(2) If a ¼ 0, then t ¼ 1 and y tÀ1 has the form (5). Proof. Let y A TA 3 ðF Þ and let d be the width and t be the height of y. Denote by ðd 1 ; t 1 Þ the value of ðd; tÞ indicated in Proposition 3.1. We first show that ðd; tÞ e ðd 1 ; t 1 Þ ð7Þ by induction on deg y. So, we can assume that the inequality (7) is true for automorphisms of less degree.
We next proceed with the case study. The cases when y satisfies one of the conditions (a), (b), (c), and (d) are similar. Therefore, we give a proof in the case (d). In this case y admits a reduction of type IV, and we adopt all the conditions and notation of Definition 2.4. Consider the sequence of elementary transformations
Since deg f < deg y, it follows that the inequality (7) is valid for f.
We will show that
First of all we will give a standard argument that deduces (7) from (9). In the sequence (8) the automorphism ðg 1 ; g 2 ; g 3 Þ has the maximal degree and degðg 1 
Then the sequence (8) gives that f is an essential reduction of y. Consequently, t e 3. We have (8), we get t e 1. Thus, in all the cases t e t 1 , and (7) is true.
If f satisfies one of the conditions (a), (b), and (e) of the proposition, then by (7) we have dðfÞ e degðfÞ, which gives (9).
Suppose that f admits a reduction of type III or IV. According to (10) , the element g 1 has the highest degree among the components of f. Therefore the active element of the reduction is g 2 À mg 2 3 or g 3 . If g 3 is the active element of the reduction, then there exists m such that
Taking account of (10), from here we deduce the inequalities 2m e 2n; 3n 2 e 3m 2 ; 5m 2
which are in a contradiction.
If g 2 À mg 2 3 is the active element of the reduction of f, then there exists m such that
Consequently, 2m e 3n=2, i.e. m e 3n=4. By (7), we have dðfÞ e 13m=2 e 39n=8 < 5n. From Proposition 2.1 we have deg y > 6n, i.e. the inequality (9) is fulfilled. Now, consider the case (e). If y does not admit reductions of types I-IV, then according to Theorem 2.1, y admits an elementary reduction. Let f be an elementary reduction of y. If f satisfies one of the conditions (a), (b), and (e), then by (7) we have dðfÞ e deg f < deg y, i.e. the inequality (9) is fulfilled.
Assume that f admits a reduction of type IV. Temporarily we assume that f ¼ ð f 1 ; f 2 ; f 3 Þ and that ð f 1 ; f 2 ; f 3 Þ satisfies the conditions of Definition 2.4. According to (7), we have dðfÞ e 13n=2. Put also y ¼ ðq 1 ; q 2 ; q 3 Þ. If deg y > 13n=2, then (9) is fulfilled. Therefore we may assume that
We first consider the case in which
Changing rg 1 to g 1 , we may assume that r ¼ 1. Proposition 2.1 gives deg f 2 þ deg f 3 > 4n and deg f 1 < 5n=2. Then from (11) we obtain deg q 1 < 5n=2. Consequently, deg a < 5n=2. By Lemma 2.4 we have a A h f 3 i and
Changing g 1 þ a 0 0 to g 1 , we may assume that a 0 0 ¼ 0. Then y admits a reduction of type IV, which contradicts the condition (e).
Let
As above we can take h ¼ 1. By Proposition 2.1 we have deg f 1 þ deg f 3 > 3n and 5n=2 < deg f 2 < 7n=2. Applying (11) we find that deg q 2 < 7n=2, i.e. deg a < 7n=2. By Lemma 2.4 we obtain a A hg 1 ; f 3 i. Now it is easy to deduce that
Thus,
Changing 
Changing g 3 þ s to g 3 , we can take s ¼ 0. If g þ d 3 0, then y admits a reduction of type IV. If g þ d ¼ 0, then y ¼ ðg 1 ; g 2 ; g 3 Þ and instead of f we can take
Recall that, considering the case when y admits a reduction of type IV, we have simultaneously proved that
Since degðyÞ ¼ 13n=2, the inequality (9) is also fulfilled.
If f admits a reduction of type III, then as above we can assume that f ¼ ð f 1 ; f 2 ; f 3 Þ and that ð f 1 ; f 2 ; f 3 Þ satisfies the conditions of Definition 2.3. This case can be settled by analogy to the case when f admits a reduction of type IV. We only note that instead of (11) in this case we have a stronger inequality deg y e 5n þ deg f 3 :
The inequality (7) is thus proved if y satisfies the conditions (e). Therefore we assume that the inequality (7) is proved. Now we begin a full proof of Proposition 3.1. Assume that the statement of the proposition is not true. Let y be an automorphism with minimal ðd; tÞ which does not satisfy the statement of the proposition. Note that if y satisfies the condition (e), then we have nothing to prove. (12) . Repeating the same arguments which were given after (12), we can assume that
Restrict ourselves
i.e. y tÀ1 admits a reduction of type IV. (7) is not fulfilled.
The above discussion is standard and the other cases can be examined similarly. r Proof. Let y ¼ ð f 1 ; f 2 ; f 3 Þ admit a reduction of types I-IV. By Proposition 3.1, the active element f 3 of this reduction is uniquely characterized as a component of y which does not change at a minimal reduction before appearing in an automorphism ðg 1 ; g 2 ; f 3 Þ with the property deg½g 1 ; g 2 e deg f 3 . The last inequality is a generalization of the estimates of the degree of ½g 1 ; g 2 in Remark 2.1 and in Proposition 2.1. In addition, if deg f 1 e deg f 2 , then the roles of elements in Definitions 2.1-2.4 are uniquely defined. Now the reductions of types I, II, and III can be easily distinguished among themselves by the degree of deg f 3 .
Assume that y admits a reduction of type IV and satisfies the conditions of Definition 2.4. If a 2 3 0, then f 1 ¼ a 2 f 3 2 . Consequently, f 1 is an elementarily reducible element of y. Note that if y admits a reduction of types I-III, then y does not admit such an elementary reduction. If a 2 ¼ 0, then deg f 1 ¼ 2n and deg f 3 e 3n=2. Consequently, y does not admit a reduction of type I or II. If y admits a reduction of type III, then the elements g 1 and g 2 are uniquely defined for both reductions. We have g 3 ¼ f 3 À gwðg 1 ; g 2 Þ. Since deg½g 1 ; g 3 < 3n þ deg½g 1 ; g 2 and deg½g 1 ; wðg 1 ; g 2 Þ ¼ 3n þ deg½g 1 ; g 2 , it follows that g is also uniquely defined from the equality ½g 1 ; f 3 ¼ g½g 1 ; wðg 1 ; g 2 Þ. Now if deg g 3 < 3n=2, then y admits a reduction of type III, and if deg g 3 ¼ 3n=2, then y admits a reduction of type IV. So, y does not admit reductions of types III and IV simultaneously. r As we can see from the proof of Corollary 3.2, not only the type of a reduction of y but also the elements g 1 and g 2 are uniquely defined. The element g 3 in Definitions 2.3 and 2.4 is uniquely defined up to a summand from the field F , since it is with this exactness that the element wðg 1 ; g 2 Þ is defined. In Definition 2.1 instead of g 3 we can take any element of the form rg 3 þ Hðg 1 Þ, where 0 3 r A F and deg Hðg 1 Þ e deg g 3 . Furthermore, in Definition 2.2 instead of g 3 we can take any element of the form rg 3 þ g, where 0 3 r A F . 
Defining relations of the group of tame automorphisms
Let A n ¼ F ½x 1 ; x 2 ; . . . ; x n be the polynomial algebra over a field F with the set of variables X ¼ fx 1 ; x 2 ; . . . ; x n g. Then the group TA n ðF Þ is generated by all elementary automorphisms sði; a; f Þ ¼ ðx 1 ; . . . ; x iÀ1 ; ax i þ f ; x iþ1 ; . . . ; x n Þ; ð17Þ where 0 3 a A F , f A F ½X nfx i g.
Our aim in this section is to describe defining relations of the group TA n ðF Þ with respect to the generators (17) . It is easy to check that sði; a; f Þsði; b; gÞ ¼ sði; ab; bf þ gÞ: ð18Þ
Note that from here we obtain trivial relations sði; 1; 0Þ ¼ id; 1 e i e n:
If i 3 j and f A F ½X nfx i ; x j g, then we have also
Consequently, if i 3 j and f ; g A F ½X nfx i ; x j g, then the automorphisms sði; a; f Þ, sð j; b; gÞ commute.
For every pair k, s, where 1 e k 3 s e n, we define a tame automorphism ðksÞ by putting ðksÞ ¼ sðs; À1; x k Þsðk; 1; Àx s Þsðs; 1; x k Þ:
Note that the automorphism ðksÞ of the algebra A n changes only the positions of the variables x k and x s . Now it is easy to see that Lemma 4.1. The subgroup of GðA n Þ generated by all elements ðksÞ, where 1 e k 3 s e n, is isomorphic to the symmetric group S n .
Proof. By (18) and (19) where i, j, k, s are all distinct. It is immediate that the given relations imply the defining relations of the group S n with respect to the system of generators ði i þ 1Þ, where 1 e i e n À 1, which are indicated in [3] . r By Lemma 4.1, the elements of the symmetric group S n can be identified with elements of GðA n Þ. Note that (20) can be rewritten as
where p A S n .
It is well known that the group of a‰ne automorphisms Af n ðF Þ of the algebra A n is generated by all a‰ne elementary automorphisms. Proof. Let j be a product of elementary a‰ne automorphisms. Suppose that j ¼ id. By (18) and (19), we can represent j in the form j ¼ sð1; 1; a 1 Þsð2; 1; a 2 Þ . . . sðn; 1; a n Þj 0 ;
where j 0 is a product of elementary linear automorphisms. Obviously,
Therefore we can assume that j is a product of elementary linear automorphisms. By (18) and (19), we can easily represent j in the form j ¼ sð1; a 1 ; 0Þsð2; a 2 ; 0Þ . . . sðn; a n ; 0Þj 0 ;
where j 0 is a product of elementary automorphisms of the type sði; 1; f Þ. By (18)- (20) By this relation, we can represent j in the form
where j 0 is a product of elementary linear automorphisms of the form sði; 1; f Þ. Hence b n ¼ 1. Note that sði; 1; f Þ can be represented as a product of automorphisms X ij ðlÞ ¼ sð j; 1; lx i Þ; l A F ; i 3 j: ð21Þ
Thus, we can assume that j is a product of automorphisms of the form (21).
Let G be the subgroup of TA n ðF Þ generated by all automorphisms of the form (21). We define a map
where JðcÞ is the Jacobian matrix of c A G. It is easy to check that
and that J is an isomorphism of the groups.
Now it is su‰cient to prove that every relation of the group SL n ðF Þ is a corollary of (18)-(20). Obviously, (18)- (19) cover the Steinberg relations (see, for example [11] ). Besides, according to [11] , we need to check the relation Applying (18)- (20) we have w ij ðuÞ ¼ sð j; 1; ux i Þsði; 1; Àu À1 x j Þsð j; 1; ux i Þ ¼ sð j; 1; ux i Þsði; u; 0Þsði; 1; Àx j Þsði; u À1 ; 0Þsð j; 1; ux i Þ ¼ sði; u; 0Þsð j; 1; ux i Þ sði; u; 0Þ sði; 1; Àx j Þsð j; 1; ux i Þ sði; u; 0Þ sði; u À1 ; 0Þ ¼ sði; u; 0Þsð j; 1; x i Þsði; 1; Àx j Þsð j; 1; x i Þsði; u À1 ; 0Þ ¼ sði; u; 0Þsð j; À1; 0Þsð j; À1; x i Þsði; 1; Àx j Þsð j; 1; x i Þsði; u À1 ; 0Þ ¼ sði; u; 0Þsð j; À1; 0ÞðijÞsði; u À1 ; 0Þ ¼ ðijÞsði; u; 0Þ ðijÞ sð j; À1; 0Þ ðijÞ sði; u À1 ; 0Þ ¼ ðijÞsð j; u; 0Þsði; À1; 0Þsði; u À1 ; 0Þ ¼ ðijÞsð j; u; 0Þsði; Àu À1 ; 0Þ:
Consequently, h ij ðuÞ ¼ w ij ðuÞw ij ðÀ1Þ ¼ ðijÞsð j; u; 0Þsði; Àu À1 ; 0ÞðijÞsð j; À1; 0Þsði; 1; 0Þ Thus we can say that every relation of the group SL n ðF Þ follows from (18)-(20). r
Assume that
where f i , 1 e i e r, are elementary automorphisms. Put
Note that the representations (22) and (23) Plan of the proof. Assume that
where j i , 1 e i e k, are elementary automorphisms. Put
In particular, we have y 0 ¼ y k ¼ ðx 1 ; x 2 ; x 3 Þ. To (24) corresponds the sequence of elementary transformations
Denote by d ¼ maxfdeg y i j 0 e i e kg the width of the sequence (25). Let i 1 be the minimal number and i 2 be the maximal number which satisfy the equations deg
The pair ðd; qÞ will be called the exponent of the relation (24).
To prove the theorem, we show that (24) follows from (18) Our plan is to change the product (24) by using (18)- (20) and to obtain a new sequence (25) whose exponent is strictly less than ðd; qÞ. The proof of the theorem will be completed by Lemmas 4.3-4.10. r
Then we have
Lemma 4.3. The following statements are true:
(1) d is the width of y, t is the height of y, and
is a minimal representation of y.
(2) If q is an even number, then
is also a minimal representation of y.
(3) If q is an odd number, then À dðtÞ; tðtÞ Á ¼ ðd; tÞ and
is a minimal representation of t. Moreover, in (24) the product (27) can be replaced by an arbitrary minimal representation of y.
Proof. Assume that À dðyÞ; tðyÞ Á < ðd; tÞ and let (22) be a minimal representation of y. Then (24) is a consequence of the equalities
To (28) corresponds the sequence of elementary transformations
and to (29) corresponds
Since À dðyÞ; tðyÞ Á < ðd; tÞ, it follows that (28) and (29) have exponents strictly less than ðd; qÞ. This gives the first statement of the lemma.
It is obvious that
has the same exponent ðd; qÞ. Applying the first statement of the lemma to this relation, we get the second statement of the lemma, as well as the minimality of the representation of t if q is an odd number. If q is an odd number, then (28) has exponent strictly less than ðd; qÞ, and (29) has the exponent ðd; qÞ. Consequently, (24) and (29) Proof. Our aim is to change the product j i 1 þt j i 1 þtþ1 by (18)- (20) and to get a new sequence (25) whose exponent is strictly less than ðd; qÞ, i.e. to show that (24) is trivial.
Since t f 1, according to Proposition 3.1, y admits a reduction of types I-IV. We restrict ourselves only to the case when y admits a reduction of type IV. The other cases can be considered similarly.
Let y ¼ ð f 1 ; f 2 ; f 3 Þ satisfy the conditions of Definition 2.4. According to Lemma 4.3, the representation (27) of y is minimal. Then f can be calculated by using Proposition 3.1.
Case I: q is even, q ¼ 2t. According to Lemma 4.3, t can also be calculated by using Proposition 3.1.
Assume that t ¼ 2. By Proposition 3.1 the automorphisms f and t have the same form, i.e. either
By (18), in both cases j i 1 þt j i 1 þtþ1 can be replaced by an elementary automorphism. Obviously, (24) will then be replaced by a relation whose exponent is strictly less than ðd; qÞ.
Assume that t ¼ 3. According to Proposition 3.1, the automorphisms f and t have the forms (5) and (6) . If f and t have the same form (5) (or (6)), then as above, by (18), we obtain the triviality of (24). Suppose that f has the form (5), and t has the form (6). It is immediate that
By (19) we get
We replace j i 1 þt j i 1 þtþ1 in (24) according to this equality. Then y in (25) can be changed to
Note that deg y 0 ¼ 13n=2 and after such replacement the exponent ðd; qÞ of the sequence (25) does not change. As before y 0 admits a reduction of type IV. But according to Proposition 3.1, in this case we have tðy 0 Þ ¼ 1. This contradicts Lemma 4.3, since tðy 0 Þ < t.
If t ¼ 1, then according to Proposition 3.1 we have
By (18), we obtain the triviality of (24) as above. 
If ða 0 1 ; a 0 2 Þ 3 0, then t admits a reduction of type IV. Moreover, tðtÞ > 1, which contradicts the equality À dðtÞ; tðtÞ Á ¼ ðd; tÞ. Consequently,
According to (19) , we obtain
After the corresponding replacement, instead of y we have
Note that y 0 admits an essential elementary reduction, i.e. tðy 0 Þ ¼ 0.
Now assume that
Using the same arguments as above we get
The relation (19) gives
After such replacement, instead of y we have
and this automorphism also admits an essential elementary reduction.
If the elementary reduction y ! t replaces the element f 3 of the automorphism y, then applying (18) also gives the triviality of (24).
We now consider the case when ða 1 ; a 2 Þ ¼ 0 and ðb 1 ; b 2 ; b 3 ; b 4 Þ 3 0. Then according to Proposition 3.1 we have t ¼ 2 and f has the form (5), i.e.
If t has the form (31), then (18) gives the triviality of (24). Assume that t has the form (30). Then by the same discussion as above we get
By (19), we get
After the corresponding replacement, instead of y we obtain
Proposition 3.1 gives tðy 0 Þ ¼ 1 < t; a contradiction.
By Proposition 2.1 we have deg f 1 þ deg f 2 > 9n=2. Since dðyÞ ¼ 13n=2 f deg t, we have degðrf 3 þ aÞ < 2n and deg a < 2n. Lemma 2.4 gives a ¼ a A F . Then j i 1 þtþ1 ¼ sð3; r; aÞ. Hence
After this replacement, y is changed to
Proposition 3.1 gives tðy 0 Þ ¼ 1, which also leads to a contradiction.
The case when ða 1 ; a 2 Þ 3 0 and ðb 1 ; b 2 ; b 3 ; b 4 Þ ¼ 0 can be considered analogously.
Assume that ða 1 ; a 2 Þ 3 0 and ðb 1 ; b 2 ; b 3 ; b 4 Þ 3 0. According to Proposition 3.1, we have t ¼ 3. Now we use the statement (3) of Lemma 4.3 about the arbitrariness of the minimal representation of y in (24). If t has the form (30), then we can assume that f has the form (6), and if t has the form (31), then we can assume that f has the form (5). By (18) , in both cases we can decrease the exponent of (24). If t has the form (32), then using the same arguments we get t ¼ ð f 1 ; f 2 ; rf 3 þ aÞ:
Then we have tðy 0 Þ ¼ 2, which also leads to a contradiction. r
Now we begin to consider the most complicated case when t ¼ 0, i.e. q ¼ 0; 1. Put y ¼ ð f 1 ; f 2 ; f 3 Þ. According to Lemma 4.3, t ¼ 0 is the height of y, i.e. y admits an essential elementary reduction. Moreover, f is an essential elementary reduction of y. If q ¼ 0, then t is also an esssential elementary reduction of y. Obviously, this replacement also decreases the exponent of (25). r By Lemma 4.5, we can assume that f reduces one of the elements f 1 and f 2 of y. Without loss of generality, later on we consider that f reduces the element f 2 of y, i.e. f ¼ ð f 1 ; g 2 ; f 3 Þ and deg g 2 < deg f 2 .
Lemma 4.6. If f 0 reduces the element f 2 of y, then in (26) the automorphism f can be replaced by f 0 .
Proof. According to (18) , in this case the elementary transformation f ! y can be changed to f ! f 0 ! y. Since deg f 0 < deg y ¼ d, the exponent ðd; qÞ of the sequence (25) does not change after this replacement. But in the new sequence (25) we have f 0 instead of f. r Taking this lemma into account, we can assume that
Lemma 4.7. If one of the following conditions is fulfilled, then (24) is trivial:
(5) f 1 and f 3 are algebraically independent.
Proof. Assume that f 2 A h f 1 i and f 2 ¼ bf 1 l . According to Lemma 4.6, we can suppose that
By (19), we have
After the corresponding replacement in (24), y is replaced by y
Assume that f 3 A h f 1 i and f 3 ¼ Tð f 1 Þ. Put g 3 ¼ f 3 À Tð f 1 Þ. According to (19) , we have
After the corresponding replacement in (24), the elementary transformation f ! y is replaced by the sequence of elementary transformations f ¼ ð f 1 ; g 2 ; f 3 Þ ! ð f 1 ; g 2 ; g 3 Þ ! ð f 1 ; f 2 ; g 3 Þ ! ð f 1 ; f 2 ; f 3 Þ ¼ y:
Since dðfÞ; degð f 1 ; g 2 ; g 3 Þ; degð f 1 ; f 2 ; g 3 Þ < d ¼ deg y, the new sequence (25) has the same exponent ðd; qÞ. However, instead of f we have ð f 1 ; f 2 ; g 3 Þ. By Lemma 4.5, we obtain the triviality of (24).
Assume that a does not depend on f 2 . By (19) After the corresponding replacement in (24), instead of y we obtain y 0 ¼ ð f 1 ; g 2 ; f Þ. Since degð f 1 ; g 2 ; f Þ < d, this replacement also decreases the exponent of (24).
Consider the case when f 2 ¼ bf 3 þ gf k 1 . By Lemma 4.7(1) we can assume that b 3 0. By Lemma 4.6 we can also assume that b ¼ bf 3 þ gf k 1 . Consequently,
These equalities justify the sequence of elementary transformations ð f 1 ; f 3 ; g 2 Þ ! ð f 1 ; f 2 ; g 2 Þ ! ð f 1 ; f 2 ; f 3 Þ ¼ y:
Applying (18) and (19) If in (24) we replace y by (35), then the exponent of (25) remains the same. But instead of f we have ð f 1 ; f 2 ; g 2 Þ, and Lemma 4.5 gives the triviality of (24).
We now consider the case when f 1 and f 3 are algebraically independent. Then f 2 ¼ b A h f 1 ; f 3 i. By Lemma 4.7(1) we can assume that f 2 B h f 1 i, i.e. f 2 depends on f 3 . Consequently, deg f 3 e deg f 2 . If f 1 and f 2 are algebraically dependent, then it follows that f 1 and f 3 are algebraically dependent. Consequently, f 1 and f 2 are algebraically independent. Then a A h f 1 ; f 2 i. By Lemma 4.7(3) we can assume that a necessarily contains f 2 . Then deg f 2 e deg a e deg f 3 , i.e. deg f 2 ¼ deg f 3 . Hence
From the statement (4) of the lemma we obtain that (24) is trivial. r So, by Lemma 4.7, we can assume that f 1 and f 3 are algebraically dependent and that f 3 B h f 1 i. It remains to consider the following three cases separately:
(1) f 1 , f 3 is a Ã-reduced pair and deg f 1 < deg f 3 .
(2) f 1 , f 3 is a Ã-reduced pair and deg f 3 < deg f 1 . Proof. We first consider the case when deg f 2 > deg f 3 . If f 1 and f 2 are algebraically independent, then a A h f 1 ; f 2 i. Since deg a e deg f 3 < deg f 2 , we have a A h f 1 i. Lemma 4.7 gives the triviality of (24). 
