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We study critical behaviour of a magnet with cubic anisotropy and quenched scalar disorder
which is taken into account by replica method. We derive to first order in ǫ approximation the
renormalization group equations taking into account possible replica symmetry breaking. We study
the stability of the replica symmetric fixed points with respect to perturbations without (in general
case) replica symmetry. However, we find that if a fixed point is stable with respect to replica
symmetric deviations, it is also stable with respect to deviations without replica symmetry.
PACS numbers: 64.60.ae,64.60.Ej,64.60.F-
I. INTRODUCTION
Wilson and Fisher calculation of the critical exponents
for the scalar φ4 (and X − Y ) model by analysis of the
renormalization group (RG) equations1 was a ground-
breaking discovery. The perturbation expansions of the
beta functions of the RG equations turned out to be ǫ ex-
pansions, and the rules how to calculate the coefficients
in such expansions were formulated. Immediately after
that O(n) model with cubic anisotropy term was studied
by Aharony2 (see also Refs. 3–5). Later the ǫ expansion
was used to derive the RG equations for the vector φ4
model with quenched scalar disorder6–8 (see also Ref. 9).
and for the model with cubic anisotropy and such dis-
order, also for the model with random direction of the
anisotropy axis10.
The quenched disorder was taken into account in the
mentioned above works by the replica method11. This
method was advanced by Dotsenko et al.12, who have
shown that the replica symmetry, assumed in the previ-
ous application of the method to the RG theory, can be
spontaneously broken. (This kind of replica symmetry
breaking (RSB) was previously discovered by Parisi in
the theory of spin glasses13.)
The aim of the present communication is general-
ization of the well known RG equations for the two
anisotropic models mentioned above: the model with
cubic anisotropy and that with random direction of the
anisotropy axis for the case of RSB. We also hope that
the way we arrive to such generalization will be of some
methodic interest.
II. RG EQUATIONS FOR THE CASE OF
MULTICOMPONENT ORDER PARAMETER
The scalar φ4 model is described by the Hamiltonian
H [φ] =
1
2
(∇φ)
2
+ τφ2 + gφ4 = H0 + V, (1)
where H0 represents the first term of the Hamiltonian
and V the two other terms; the space has dimension d.
We implement the RG by changing the microscopic
cut-off implicit in the problem from ac to (1 + dℓ)ac
and asking how the parameters of the model should be
changed to preserve the partition function Z. Consider-
ing V as a perturbation one obtains the RG equations for
the parameters14, with the beta functions being infinite
series in the powers of τ and g. The problem of cal-
culation of the coefficients in the RG equations has two
parts: calculation of momentum (coordinate) integrals
and calculation of combinatoric multipliers.
The integration part of the problem is exactly the same
for any Hamiltonian with the multicomponent field φA
(calligraphic letter can stand for index of any origin) and
quartic interaction.
H [φ] =
1
2
∑
A
(∇φA)
2
+ V (φA), (2)
where V is a polynomial function of φA containing terms
of the second and forth degree. Only combinatoric mul-
tipliers of the perturbation series terms depend upon the
specific Hamiltonian.
More specifically, each term in the perturbation series
expansion of the beta functions for the generic Hamilto-
nian is the product of that for the scalar φ4 model, given
by integration demanded by the relevant diagram(s), and
the combinatoric multiplier given by contraction of the
interaction (4) demanded by this same diagram(s).
To express this idea we can decompose the fields as
φA(r) = φ(r)φˆA, (3)
where φ(r) is a fluctuating basic field, and φˆA shows, so
to say, ”direction” of the field. To solve the combina-
toric part of the problem we can deal with the symbolic
Hamiltonian containing only φˆA. For example, for the
2vector φ4 model we can use
Vˆ =
∑
a
τφˆ2a + u
∑
ab
φˆ2aφˆ
2
b . (4)
In general case we have to operate with
Vˆ =
∑
i
giΦi, (5)
where the effective vertices Φi are problem specific ho-
mogeneous polynomials of the second or fourth degree of
φˆA fields.
To first order in ǫ the RG equations are
dg
dℓ
= ǫg − 36K4g
2 (6)
dτ
dℓ
= 2τ − 12K4gτ, (7)
where ǫ = 4− d, and Kd = Sd/(2π)
d, Sd is the surface of
the sphere of unit radius in d dimensions. Recalling that
the beta functions are due to box and tadpole diagram
respectively we understand that the RG equations for the
generic Hamiltonian can be presented as
dgi
dℓ
= (d− xi)gi −
1
2
K4
∑
jk
cijkgjgk, (8)
where xi is the natural scale dimension of Φi: xi = 2d−4
when Φi is the polynomial of the forth degree, and xi =
d − 2 when Φi is the polynomial of the second degree,
and the coefficients cijk are found from the equation
Φj × Φk =
∑
i
cijkΦi, (9)
where the sign × means multiplication and double con-
traction. (This means that at least one of the effective
vertices in the r.h.s. of Eq. (9) should be a fourth power
polynomial.)
III. QUENCHED SCALAR DISORDER AND
CUBIC ANISOTROPY
Consider O(n) model (the n-component order param-
eter φi(r) (i = 1, 2 . . . , n)) with added cubic anisotropy
and quenched scalar disorder terms. The system is de-
scribed by the following Hamiltonian5,9,11:
H [δτ, φ] =
1
2
n∑
a=1
(∇φa(r))
2
+ [τ − δτc(r)]
n∑
a=1
φ2a(r)
+u
n∑
a,b=1
φ2a(r)φ
2
b (r) + v
n∑
a=1
φ4a(r), (10)
where δτ is a Gaussian variable of zero mean and variance
∆:
< τ(r)τ(r′) >= ∆δ(r − r′). (11)
(It is known that fluctuations of the other two coefficients
in the Landau-Ginsburg functional do not influence crit-
ical behavior for small ǫ.9)
A. Replica method
Replica method is based on the identity
F = −lnZ = − lim
p→0
Zp − 1
p
≡ − lim
p→0
Zp − 1
p
. (12)
Thus, according to this method one has to calculate the
following partition function (fluctuations of the effective
transition temperature δτc(r) we assume to be Gaussian)
Zp =
(∫ n∏
a=1
Dφa exp{−
∫
dDrH [δτ, φ]}
)p
=
∫
Dδτc(r)
∫ n∏
a=1
p∏
α=1
Dφαa (13)
exp
{
−
∫
ddr
[
(δτc)
2
4∆
+H [δτ, φ]
]}
,
where the superscript α labels the replicas.
The scheme of the replica method can be described in
the following steps11. First, the measurable quantities
we are interested in should be calculated for integer p.
Second, the analytic continuation of the obtained func-
tions of the parameter p should be made for an arbitrary
non-integer p. Finally, the limit p→ 0 should be taken.
After Gaussian integration over δτ(r) one gets:
Zp =
∫ ∏
A
DφA exp
{
−
∫
ddrH [φ]
}
, (14)
where
H =
1
2
∑
(∇φαa )
2
+ τ
∑
(φαa )
2
+
∑
(φαa )
2 [(u + vδab)δαβ −∆]
(
φβb
)2
. (15)
This time calligraphic index from Eq. (5) denotes a pair
of vector and replica index.
Thus we can deal with
Vˆ = τΦ1 + uΦ−∆Φ+ vΦc, (16)
where we have introduced four effective vertices
Φ1 =
∑
aα
(
φˆαa
)2
(17)
Φ =
∑
abαβ
(
φˆαa
)2 (
φˆβb
)2
(18)
Φ =
∑
abα
(
φˆαa
)2 (
φˆαb
)2
(19)
Φc =
∑
aα
(
φˆαa
)4
. (20)
3B. RG equations
In the lowest order in ǫ we need only cijk expansion
coefficients. Substituting the coefficients from our multi-
plication table in the Appendix into Eq. (8) we obtain
the RG equations
du
dℓ
= ǫu− 4K4
[
(8 + n)u2 − 12u∆+ 6uv
]
(21)
d∆
dℓ
= ǫ∆− 4K4
[
(4 + 2n)u∆− (8 + pn)∆2 + 6∆v
]
(22)
dv
dℓ
= ǫv − 4K4[12uv − 12∆v + 9v
2] (23)
and
dτ
dℓ
= 2τ − 4K4 [(2 + n)u− (2 + pn)∆ + 3v] τ. (24)
The RG equations coincide with those of Ref. 10 (for
generalization including ǫ2 terms see Refs. 15 and 16).
The RG equations for the random anisotropy axis
model obtained in the framework of the same approach
are presented in the Appendix.
C. Replica symmetry breaking
In this Section we consider non-trivial spin-glass ef-
fects produced by weak quenched disorder, which have
been ignored in the previous Sections. It is known, that
these effects can dramatically change the whole physical
scenario for isotropic magnets11,12. One can assume that
the same can happen for anisotropic magnets.
Consider the ground state properties of the system de-
scribed by the Hamiltonian (10). Configurations of the
field φ which correspond to local minima in H satisfy the
saddle-point equation
−∇2φa + 2[τ − δτc(r)]φa + 4uφa
∑
b
φ2b + 4vφ
3
a = 0.
(25)
The localized solutions of Eq. (25) with non-zero val-
ues of φ exist in regions of space where [τ − δτc(r)] has
negative values. Moreover, for a typical configuration of
δτc(r), one finds a macroscopic number of local minimum
solutions of the saddle-point equation (25)11.
In such case one has to take into account the possibil-
ity of replica symmetry breaking11,12. We should notice
here, that there exist quite a few studies where the RSB
approach was generalized for situations with fluctuations
(apart from the activities initiated by Ref. 12, we can
cite Refs. 19–21), or for the critical phenomena in the
Sine-Gordon model22.
Detailed analysis of RSB in an O(n) model was per-
formed byWu23, where the differential recursion relations
of renormalization group (RG) were derived to the sec-
ond order of ǫ. The replicon eigenvalue, which is a simple
way to investigate the stability with respect to the con-
tinuous RSB modes, was defined. It was shown that for
n < nc = 4 the RG equations do not have stable fixed
point. For n > nc only the pure fixed point were found
to be physical and stable.
The subject was additionally clarified in the paper by
Prudnikov et al.24, where a field-theoretic description of
the critical behavior of the weakly disordered systems is
given. Directly, for three- and two-dimensional systems
a renormalization analysis of the effective Hamiltonian
of a model with RSB potentials was carried out in the
two-loop approximation. There a stability of the fixed
points of the weakly disordered systems with respect to
RSB effects (for a 1-step ansatz) was performed.
A field-theory approach was used to investigate the
spin-glass effects on the critical behaviour of sys-
tems with weak temperature-like quenched disorder by
Fedorenko25. There the RG analysis of the effective
Hamiltonian of a model with RSB potentials of a gen-
eral type was carried out in the two-loop approxima-
tion. The fixed point stability, was explored in terms
of replicon eigenvalues. It was found that the traditional
fixed points, which were usually considered to describe
the disorder-induced universal critical behaviour, remain
stable when the continuous RSB modes are taken into
account.
Now let us return to our effective Hamiltonian (15).
RSB is taken into account by considering ∆ not as a
constant but as an arbitrary matric ∆αβ
11,12. In this
case we can include the term uδαβ in this matrix and
present the perturbation Vˆ as as
Vˆ = τΦ1 −
∑
αβ
∆αβΦαβ + vΦ
c, (26)
where we have introduced additional vertex
Φαβ =
∑
ab
(
φˆαa
)2 (
φˆβb
)2
. (27)
We shall write down RG equations assuming that the
matrix ∆αβ has a general Parisi RSB structure, and in
the limit p→ 0 is parameterized in terms of its diagonal
elements ∆˜ and the off-diagonal function ∆(x) defined
in the interval 0 < x < 0 (which can be presented as
∆ = (∆˜,∆(x)).11.
The standard technique of the Parisi RSB algebra is
different from ordinary matrix algebra in defining the
product of matrices13 (and we have such product in the
r.h.s. of Eq. (22)). The definition of the product of Parisi
matrices is as follows. Let a = (a˜, a(x)), b = (˜b, b(x)),
4c = (c˜, c(x)), and c = ab. Then
c˜ = a˜b˜−
∫ 1
0
dxa(x)b(x) (28)
c(x) =
(
a˜−
∫ 1
0
dya(y)
)
b(x) +
(
b˜−
∫ 1
0
dyb(y)
)
a(x)
−
∫ x
0
dy[a(x)− a(y)][b(x) − b(y)]. (29)
Thus the RG equations become:
d∆˜
dℓ
= ǫ∆˜ + 4K4
[
(8 + n)∆˜2 − n
∫ 1
0
dx∆2(x)− 6v∆˜
]
(30)
d∆(x)
dℓ
= ǫ∆(x) + 4K4
[
(4 + 2n)∆˜∆(x) + 4∆2(x)
− 2n∆(x)
∫ 1
0
dy∆(y)− n
∫ x
0
dy[∆(x) −∆(y)]2
− 6v∆(x)] (31)
dv
dℓ
= ǫv + 4K4[12v∆˜− 9v
2]. (32)
Eqs. (30)-(32) obviously have replica symmetric fixed
points, which are the solutions of the system
ǫ∆˜0 + 4K4
[
(8 + n)∆˜20 − n∆
2
0 − 6v0∆˜0
]
= 0 (33)
ǫ∆0 + 4K4
[
(4 + 2n)∆˜0∆0 + (4− 2n)∆
2
0 − 6v0∆0
]
= 0
(34)
ǫv0 + 4K4[12v0∆˜0 − 9v
2
0 ] = 0. (35)
Stability of these fixed point with respect to replica sym-
metric deviations is a well studied problem2. The aim of
the present paper is to study stability of the fixed points
with respect to small deviations which may not be (or, in
a particular case, may be) replica symmetric. Assuming
∆˜ = ∆˜0 + δ∆˜ (36)
v = v0 + δv (37)
∆(x) = ∆0 + δ∆(x) (38)
and linearizing Eqs. (30)-(32) with respect to small de-
viations we obtain
dδ∆˜
dℓ
= ǫδ∆˜ + 8K4
[
(8 + n)∆˜0δ∆˜
− n∆0
∫ 1
0
dxδ∆(x) − 3v0δ∆˜− 3∆˜0δv
]
(39)
dδ∆(x)
dℓ
= ǫδ∆(x) + 4K4
[
(4 + 2n)∆˜0δ∆(x)
+(4 + 2n)∆0δ∆˜ + 8∆0δ∆(x) − 2n∆0
∫ 1
0
dyδ∆(y)
−2n∆0δ∆(x)− 6v0δ∆(x) − 6∆0δv] (40)
dδv
dℓ
= ǫδv + 8K4[6v0δ∆˜ + 6∆˜0δv − 9v0δv]. (41)
Integrating Eq. (40) we obtain
dδ∆
dℓ
= ǫδ∆+ 4K4
[
(4 + 2n)∆˜0δ∆
+(4 + 2n)∆0δ∆˜ + 8∆0δ∆− 2n∆0δ∆
−2n∆0δ∆− 6v0δ∆− 6∆0δv] , (42)
where
δ∆ =
∫ 1
0
dxδ∆(x). (43)
Eqs. (39), (42), (41) tell us that the stability of a fixed
point with respect to deviations without replica symme-
try is the same as the stability of the fixed point with
respect to replica symmetric deviations.
IV. DISCUSSION
The main result of this paper is the RG equations tak-
ing into account possible RSB for the model with cu-
bic anisotropy and quenched scalar disorder (Eqs. (30)
- (32)). They present the generalization of those ob-
tained for the case of ferromagnetic transition in vec-
tor φ4 model with quenched scalar disorder (no cubic
anisotropy term)11,12. We study stability of the replica
symmetric fixed point of the RG equations with respect
to the deviations without replica symmetry. We find that
the stability is the same in both cases, which may be
considered as the generalization of the conditions of ap-
plicability of the canonical results. Whether there exist
fixed points of the RG equations without replica symme-
try remains an open question.
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Appendix A: Vertices contractions
We have seen that the problem of deriving the RG
equations is reduced to combinatoric problem, the latter
5consists in contraction the vortices. Explicitly perform-
ing such contractions we obtain the multiplication table
used in Section III
Φ1 × Φ = 4(2 + pn)Φ1 (A1)
Φ1 × Φ = 4(2 + n)Φ1 (A2)
Φ1 × Φc = 12Φ1 (A3)
Φ× Φ = 8(8 + pn)Φ (A4)
Φ× Φ = 8(2 + n)Φ + 48Φ (A5)
Φ× Φc = 24Φ+ 48Φc (A6)
Φ× Φ = 8(8 + n)Φ (A7)
Φ× Φc = 24Φ+ 48Φc (A8)
Φc × Φc = 72Φc. (A9)
In Section D we used additional identities:
Φ1 ×Ψ = 4(1 + p+ n)Φ1 (A10)
Φ×Ψ = 8(1 + p+ n)Φ + 48Ψ (A11)
Φ×Ψ = 8Φ+ 8(5 + n)Φ + 16Ψ (A12)
Ψ×Ψ = 8(4 + p+ n)Ψ + 24Φ. (A13)
The derivation can be graphically presented as
Φ1 ×Ψ = 4
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
aα
aα
Φ1 Ψ +4
✛
✚
✛
✚
✘
✙
✈ ✈
aα
aα
aβ
aβ
Φ1 Ψ
+4
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bα
bα
Φ1 Ψ = 4(1 + p+ n)Φ1
Φ×Ψ = 8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bβ
bβ
bβ
bβ
Φ Ψ +8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bβ
bβ
bγ
bγ
Φ Ψ
+8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bβ
bβ
cβ
cβ
Φ Ψ +48
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
bβ
aα
bβ
bα
aβ
Φ Ψ
= 8(1 + p+ n)Φ + 48
Φ×Ψ = 8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bα
bα
bα
bα
Φ Ψ +8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bα
bα
bβ
bβ
Φ Ψ
+8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
bα
bα
cα
cα
Φ Ψ +16
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
bα
aα
bα
aβ
bβ
Φ Ψ
+32
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aα
aα
bα
aα
bα
Φ Ψ = 8Φ+ 8(5 + n)Φ + 16Ψ
Ψ×Ψ = 8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
bα
aβ
bβ
aγ
bγ
Ψ Ψ +8
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
aβ
bα
bβ
cα
cβ
Ψ Ψ
+16
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
bα
aβ
bβ
aβ
bβ
Ψ Ψ +16
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
bβ
bα
bβ
aβ
bβ
Ψ Ψ
+24
✘
✙
✛
✚
✘
✙
✛
✚
✈ ✈
aα
bβ
bα
aβ
aα
bβ
Ψ Ψ = 8(4 + p+ n)Ψ + 24Φ
Appendix B: RG equations to ǫ2 order
RG equations for the scalar φ4 model to ǫ2 order are:
dg
dℓ
= ǫg − 36K4g
2 + 816K24g
3 (B1)
dτ
dℓ
= 2τ − 12K4gτ + 120K
2
4g
2τ (B2)
dZ
dℓ
= −12K24g
2Z; (B3)
Eq. (B3) describes renormalization of the fields. For the
generic Hamiltonian (5) we have
dgi
dℓ
= (d− xi)gi −
1
2
K4
∑
jk
cijkgjgk
+
1
3!
K24
∑
jkl
cijklgjgkgl −
1
8
K24gi
∑
Ajk
dAjkgjgk (B4)
dZA
dℓ
= −
1
16
K24
∑
ij
dAijgigjZA. (B5)
The coefficients dAij are found from the equation
Φi × Φj =
∑
A
dAijφ
2
A; (B6)
the sign × in Eq. (B6) means multiplication and con-
traction three times. (This means that both effective
vertices in the r.h.s. of Eq. (B6) should be fourth power
polynomials.) The coefficients cijkl are found from the
equation
Φj × Φk × Φl =
∑
i
cijklΦi; (B7)
6in Eq. (B7) contraction is performed four times. Sum-
mation with respect to A in the last term in the r.h.s. of
Eq. (B4) is performed with respect to all fields entering
into Φi.
Appendix C: Phase portraits
As a simple illustration we present on Fig. 1 phase por-
traits of the system (21),(22) without cubic anisotropy
(v = 0) in RS subspace. We see the stable pure fixed
points for n = 5 and the stable random fixed points for
n = 2. In both cases we see the unstable Gaussian fixed
point.
FIG. 1: Phase portraits of the replica symmetric RG equa-
tions for the n-component vector φ4 model in d dimensions
with quenched disorder (Eqs. (21),(22) with p = 0 and v = 0).
Appendix D: Random direction of the anisotropy
axis
The random-axis model
H = −J
∑
ij
Jij ~Si ~Sj −D0
∑
i
(~xi ~Si)
2 (D1)
was introduced by Harris et al.17 to describe the magnetic
properties of amorphous alloys. In Eq. (D1) ~Si is an n-
component spin vector located at the lattice site i, Jij is
the exchange interaction, xˆi is a unit vector which points
in the local (random) direction of the uniaxial anisotropy
at the site i, and D0 is the anisotropy constant.
The Hamiltonian of the model in the continuum ap-
proximation and after the replica trick can be presented
as10
H =
1
2
∑
(∇φαa )
2
+ τ
∑
(φαa )
2
(D2)
+
∑[
(φαa )
2 (uδαβ −∆)
(
φβb
)2
+ wφαaφ
α
b φ
β
aφ
β
b
]
.
Thus we can deal with
Vˆ = τΦ1 + uΦ−∆Φ+ wΨ, (D3)
where
Ψ =
∑
φˆαa φˆ
α
b φˆ
β
a φˆ
β
b . (D4)
The connection between the parameters of the Hamilto-
nians (D1) and (D2) will be of no interest to us.
Elementary algebra gives additional lines of the multi-
plication table necessary for obtaining the RG equations
in the case considered (see Appendix). Thus we obtain
the RG equations
du
dℓ
= ǫu− 4K4
[
(8 + n)u2 − 12u∆+ 2(5 + n)uw
]
(D5)
d∆
dℓ
= ǫ∆− 4K4
[
(4 + 2n)u∆− (8 + pn)∆2
−2uw + 2(1 + p+ n)∆w − 3w2
]
(D6)
dw
dℓ
= ǫw − 4K4
[
4uw − 12∆w + (4 + p+ n)w2
]
.
(D7)
The analog of Eqs. (24) is
dτ
dℓ
= 2τ − 4K4 [(2 + n)u− (2 + pn)∆ + (1 + p+ n)w] τ.
(D8)
Eqs. (D5) - (D8) exactly coincide with those from Ref.10.
However, these equations do not give physically relevant
stable fixed point10,18. If no such fixed point exists one
usually concludes that the system does not show a second
order phase transition but a first order phase transition
(this is especially the case when one finds runaway solu-
tions of the RG equations; one prominent physical exam-
ple being the transition to the superconducting phase)18.
Alternatively, the low temperature phase can be a spin-
glass and not a ferromagnet.
7Appendix E: Operator product expansion
Eq. (8) appear naturally within the operator prod-
uct expansion (OPE) method, another great discovery of
Wilson26 (see also Refs. 27,28; application of this method
to the theory of classical phase transitions is particularly
clearly presented in the book by Cardy5).
The operator product expansion is a universal concep-
tion of quantum field theory. The essential idea is that
for any two local operator quantum fields at points x,y
(we consider Euclidean space) their product may be ex-
pressed in terms of a series of local quantum fields at any
other point ( which may be identified with x or y) times
c-number coefficient functions which depend on |x − y|.
This general statement, in particular case that will be
relevant for us, can be presented as follows5,14. Let Φ
(called scaling field) be some product of massless free
fields. Then
: Φi(x) : × : Φj(y) :=: Φi(x)Φj(x) : +
+
∑
1−contraction [(x,i)(y,j)]
∆AB(|x− y|) : Φi(x)Φj(x) :
+
∑
2−contractions [(x,i)(y,j)],[(x,i′)(y,j′)]
∆AB(|x− y|)
∆A′B′(|x − y|) : Φi(x)Φj(x) : + . . . , (E1)
where : X : stands for normal ordered operator X , and
∆AB(x) =
δAB
4π
Γ(σ)
πσ
1
x2σ
, σ = d/2− 1 (E2)
is the propagator of the free fields.(Further on, not to
clutter notation, we’ll omit the colon signs, where it can
not lead to confusion.)
Let us consider a fixed point Hamiltonian H∗ which
is perturbed by a number of scaling fields, so that the
partition function is5
Z = Tr exp
{
−
∫
ddr
[
H∗ +
∑
i
axic giΦi(r)
]}
, (E3)
where xi is the appropriate natural scaling dimension,
and microscopic cut-off ac is implied in the integral. Ex-
panding in the powers of coupling we obtain
Z = Z∗
[
1−
∑
i
axi−dc gi
∫
ddr〈Φi(r)〉 (E4)
+
1
2
∑
ij
axi+xj−2dc gigj
∫
ddr1d
d
r2〈Φi(r1)Φj(r2)〉 − . . .
 ,
where all correlation functions are to be evaluated with
respect to the fixed point Hamiltonian H∗.
We implement the RG by changing the microscopic
cut-off from ac to (1+dℓ)ac and asking how the couplings
gi should be changed to preserve the partition function Z.
The answer is given by the perturbative RG equations5
dgk
dℓ
= (d− xk)gk −
1
2
Kd
∑
ij
ckijgigj + . . . , (E5)
where summation is with respect to all pairs i, j such,
that Φk appears in the product Φi × Φj as the result of
2 contractions.
1 K. G. Wilson and M. E. Fisher, Phys. Rev. Lett. 28, 240
(1972).
2 A. Aharony, Phys. Rev. B 8, 4270 (1973).
3 P. M. Chaikin and T. C. Lubensky, Principles of Con-
densed Matter Physics (Cambridge University Press, Cam-
bridge, 1995).
4 Yu. A. Izyumov and V. N. Syromyatnikov, Phase Transi-
tions and Crystal Symmetry (Springer 1990).
5 J. Cardy, Scaling and Renormalization in Statistical
Physics (Cambridge University Press, Cambridge, 1996).
6 D. E. Khmelnitskii, Sov. Phys. JETP. 41, 981 (1975).
7 T. C. Lubensky, Phys. Rev. B 11, 3573 (1975).
8 G. Grinstein and A. Luther, Phys. Rev. B 13, 1329 (1976).
9 S.-k. Ma, Modern theory of critical phenomena (Addison-
Wesley, Redwood, California, 1976).
10 A. Aharony, Phys. Rev. B 12,1038 (1975).
11 V. Dotsenko, Introduction to the Replica Theory of Dis-
ordered Statistical Systems (Cambridge University Press,
Cambridge, 2001).
12 Vik. Dotsenko, B. Harris, D. Sherrington and R. B. Stinch-
combe, J. Phys. A 28, 3093 (1995).
13 G. Parisi, J. Phys. A 13, L115 (1980).
14 A.Z. Patashinskii and V.L. Pokrovskii, Fluctuation Theory
of Phase Transitions (Pergamon Press, 1979).
15 I. D. Lawrie, Y. T. Millev, and D. I. Uzunov, J. Phys. A
20, 1599 (1987).
16 N. Sarkar and A. Basu, Phys. Rev. E 87, 032118 (2013).
17 R. Harris, M. Plischke, and M. J. Zuckermann, Phys. Rev.
Lett. 31, 160 (1973).
18 M. Dudkaa, R. Folkb, and Yu. Holovatch, JMMM, 294,
305 (2005)].
19 M. Mezard and G. Parisi, J. Phys. I 1, 809 (1991).
20 M. Mezard and A. P. Young, Europhys. Lett. 18, 653
(1992); M. Mezard and R. Monasson, Phys. Rev. B 50,
7199 (1994).
21 S. Korshunov, Phys. Rev. B 48, 3969 (1993).
22 P. Le Doussal and T. Giamarchi, Phys. Rev. Lett. 74, 606
(1995).
23 X.T. Wu, Physica A, 251, 309 (1998).
24 V. V. Prudnikov, P. V. Prudnikov, and A. A. Fedorenko,
Phys. Rev. B 63, 184201 (2001).
25 A.A. Fedorenko, J. Phys. A: Math. Gen. 36, 1239 (2003).
826 K. Wilson, Phys. Rev. 179, 1499 (1969).
27 M. E. Peskin and D. V. Schroeder, An Introduction to
Quantum Field Theory (Addison-Wesley Publishing Com-
pany, 1995).
28 J. Holland, S. Hollands, J. Math. Phys. 54, 072302 (2013).
