We consider a two-dimensional electron gas with long range disorder. Assuming that time reversal symmetry is broken either by an external magnetic field or, as in the case of a random magnetic field, by the disorder itself, we derive a supermatrix σ-model. Due to the long range character of the disorder, it becomes necessary to consider electron motion on length scales smaller than the transport mean free path, where propagation is ballistic rather than diffusive. Integrating out the degrees of freedom corresponding to such intermediate length scales, we come to a σ-model that differs from the conventional unitary σ-model by the presence of a new term. Under a perturbative renormalization group (RG) analysis of the free energy, the new term contributes to the scaling function at one-loop order. The solution of the RG equations shows that the resistivity vanishes as the frequency goes to zero, a behavior usually classified as antilocalization. We also demonstrate a direct computation of the conductivity and identify the relevant diagrams that contribute to the above correction to leading order. We show how the addition of weak, short-range impurities to the random magnetic field system leads to a reduction in the antilocalization correction to the conductivity. We reconsider classical models of diffusion in a field of random velocities, for which particle propagation is superdiffusive. We show how the results describing the classical superdiffusion may be reproduced for an electron gas with long range disorder, via a σ-model with the same new term as above, revealing that the two phenomena are closely related. We demonstrate the existence of long-living mesoscopic currents in the presence of long range disorder and show that the phenomenon of antilocalization is a classical superdiffusion due to scattering by these currents.
I. INTRODUCTION
Since the appearance of the scaling theory of disordered metals [1] [2] [3] , localization in 2D systems is considered to be a well established fact. Of course, this phenomenon depends on symmetries. The addition of spin-orbital impurities leads to the violation of central symmetry and hence to "antilocalization" [4] , the situation when the resistivity vanishes at small frequencies. At the same time, the delocalizing effect of a magnetic field is apparent in a number of well-known phenomena, a natural example being the integer quantum Hall effect in 2D [5, 6] (for a review see e.g. Ref. [7] ). Another example is provided by the random flux model which describes, for example, electron hopping on a bipartite lattice structure with link disorder [8, 9] . In this model a tendency towards delocalization is displayed as the band center is approached due to the existence of a chiral symmetry at the band center [8, 10] .
A question of long-standing controversy has been the influence of a random, static magnetic field on a two-dimensional electron gas. This is an example of a disordered system with a broken time reversal invariance, where the effects of the magnetic field can become very complicated. Interest in this problem has been stimulated by its relevance to a variety of experimental situations. The solution of the problem might help to clarify the behavior of composite fermions for the fractional quantum Hall effect near half-filling [11] . In this model, the interacting electron liquid is replaced by a Fermi gas of quasiparticles, each carrying two flux quanta of a fictitious magnetic field. While the Chern-Simons field exactly cancels the external field at half-filling, variations in the electron density due to screening of the impurity potential leads to fluctuations in the effective magnetic field around the zero value. A similar model applies also in the gauge-field description [12] of doped Mott insulators, where slow fluctuations in the gauge field may be approximated by a static random field. Further experimental realizations have involved the introduction of a random magnet field (with non-zero mean) onto a high-mobility 2D semiconductor through an overlayer containing randomly pinned flux vortices [14] or type-I superconducting grains [13] or through a nearby permanent magnet [15] .
A theoretical analysis of the random magnetic field (RMF) problem is made technically difficult due to the spatially long-ranged nature of the vector potential correlations, which result even for short-ranged magnetic field correlations. For example, a straightforward application of perturbation theory [16, 17] readily demonstrates the appearance of infrared divergencies in the Born approximation for the single-particle Green function. Consequently a wide variety of alternative techniques have been applied to this problem. A real-space path integral representation has been introduced by Altshuler and Ioffe [16] and Altshuler et al. [18] , while the eikonal [19] and related paraxial [20] approximations have also been employed. If the correlation length, d, of the random magnetic field is sufficiently large that d ≫ l, 1/k F , where l is the single-particle mean free path and k F is the Fermi momentum, then a "classical" regime is reached in which the contribution of classical memory effects has been shown to be significant [21] . If in addition the RMF is sufficiently strong that d is greater than the average cyclotron radius, then a description of electron transport in terms of percolation between a network of 'snake'-states at zero B-field contours becomes appropriate [22] .
Numerical investigation of the RMF model has continued without apparent consensus, mainly due to the great difficulty of distinguishing between delocalization and localization of states with the very large localization length that is typical for two dimensions at large conductances. Conclusions for this model are divided between localization of all states [23] [24] [25] , the existence of a critical region [26] [27] [28] [29] [30] [31] , and the localization of all states except at precisely zero energy [32, 10] . There are indications [31] that increasing the range of the disorder correlations favors conduction. It is also of interest that, even for the case of one dimension, recent analytical [33] and numerical [34] work supports the existence of a metal-insulator transition in the presence of sufficiently long-ranged disorder correlations.
In this paper, we study the 2D electron gas with long range disorder. We assume that the time reversal symmetry is broken. Our approach applies both to the RMF model and also to a model with a long range, potential disorder and a constant magnetic field. The latter model is very close to models with short-range disorder with broken time-reversal invariance (unitary ensemble) for which the localization of all states is well established. The leading order weak localization correction to the conductivity appears, for short range disorder, at two-loop order and is negative [3, 36, 37] . While this result has been also derived from conventional diagrammatics [35] , an equivalent and more convenient procedure is provided by field theoretical methods based on a nonlinear σ-model. In addition, the use of the σ-models allows one to prove the existence of the renormalization group (RG) and go beyond perturbation theory. We demonstrate below that long range correlations of disorder may drastically change the electron motion and result in antilocalization.
The generalization of the standard field-theoretical approach [3, 37] to the model of a delta-correlated RMF has already been attempted by Aronov et al. [38] , who constructed an appropriate form of a supersymmetric σ-model. They found that the σ-model was identical to the one derived previously for short-range disordered systems with broken time-reversal invariance (the unitary ensemble) [37] , and therefore concluded that all states are localized as for the unitary ensemble. In an earlier paper, Zhang and Arovas [39] had proposed the existence of an additional term in the σ-model originating from logarithmic interaction of topological density or, equivalently, current-carrying edge states around magnetic domains; this term was argued to lead to a Kosterlitz-Thouless transition from the localized to extended states with power-law correlations. Unfortunately the calculation of Ref. [39] relies on an incorrect relation between a correlator of Hall conductivities and the average longitudinal conductivity, and the additional term was not found in the analysis of Aronov et al. [38] . Although recently some analytic arguments in favor of delocalization by the RMF were presented by Miller [40] , it is apparently commonly believed that all states of a 2D electron gas in the RMF are localized and Ref. [38] gives a proper description of the model. As concerns the models in a constant magnetic field with an arbitrary range of disorder correlations, a conventional σ-model, with a classical diffusion coefficient appropriate to the correlations, has been written long ago [41] and the question of delocalization has not been even raised.
We reconsider the problem presenting a more careful derivation of a proper σ-model. It represents a generalization of the supermatrix σ-model [37] to the case of a disorder potential with long-range spatial correlations. This work is an extension of calculations presented previously in a short letter [42] . For the models with long range disorder and broken time reversal invariance, we find a new term in the free energy, additional to those present in the conventional unitary σ-model. Surprisingly, its form turns out to be the same as that written in Ref. [39] , although, as we have mentioned, the term was obtained in Ref. [39] as a result of an error. The further analysis of the new σ-model and the final results are also different from those of Ref. [39] .
The long-range nature of the vector potential correlations corresponding to the RMF, or of the potential impurities for the model in a constant magnetic field, are crucial for our derivation. The coefficient β determining the strength of the interaction of topological densities is generally speaking of the order of unity (with respect to the large dimensionless conductance), and so the new term is smaller that the main diffusion term, which does contain the dimensionless conductance. However, under a perturbative renormalization group (RG) analysis of the free energy, the new term contributes to the scaling function already at one-loop order, while the diffusion term gives a non-vanishing contribution only at the two-loop order. As a result, the contribution from the new term can become larger than that from the diffusion one and, having the opposite sign, lead to the antilocalizing behavior, namely, a resistivity that vanishes in the limit of small frequencies. Such a scaling of the resistivity is in striking contrast to that predicted by the usual weak localization theory that applies for short-range disorder in the unitary limit. In fact it is more similar (although still with certain differences) to the scaling that appears in the conventional model for short-range, spin-orbit impurities. The latter model displays antilocalization [4] in 2D by an entirely different mechanism from that considered here.
In order to clarify the physical origin of the new term, we have reconsidered classical models [43] [44] [45] of diffusion in a field of random velocities. Assuming that the velocities are δ-correlated, Kravtsov et al [44] and Fisher et al. [45] demonstrated, via a renormalization group analysis, that particle propagation in this purely classical problem obeys a "superdiffusion". For a model of short-range disorder with weak long-range disorder, we show how the results describing superdiffusion may be reproduced by a σ-model with the same new term as above, thus demonstrating that the superdiffusion corresponds to antilocalization in our model. Returning to the case of long-range disorder, we calculate a correlator of mesoscopic currents circulating in the system and find that it remains nonzero in the momentum representation in the limit of q → 0, where q is the momentum. Such a behavior indicates the existence of current vortices. These vortices would be compensated by antivortices in the absence of the magnetic field, but if the time reversal symmetry is broken then such long living mesoscopic currents may exist. This leads to the conclusion that the antilocalization we have found is due to a classical electron motion in a field of random mesoscopic currents, although the currents themselves may be of a quantum mechanical origin.
The plan for this paper is as follows. In section II, we introduce the model for the RMF. In section III, we derive the free-energy functional for this model in terms of a supermatrix σ-model. This procedure involves simplifying a form of the free energy by integrating out degrees of freedom with high characteristic energies, to one that is applicable at successively lower energies. The derivation is applicable with minor changes to the model with a potential long range disorder and a constant magnetic field. In section IV, we apply an RG procedure to the final form of the free energy to obtain the dependence of the resistivity on frequency, and demonstrate the appearance of antilocalization. In section V, we present a direct computation of the conductivity confirming that the final result for the correction to the conductivity corresponds, via the Einstein relation, to that found for the diffusion coefficient by the RG approach in section IV. In section VI, we extend the approach to include both a RMF and short-range disorder, and demonstrate how the results are modified in this case. We show how one can reproduce the final formulae of Refs. [44, 45] for a classical diffusion in a random velocity field. In section VII, we relate the coefficient β of the new term in the free energy to correlations of mesoscopic currents. Section VIII concludes with a discussion and summary. Some technical details are presented in the Appendices.
II. RANDOM MAGNETIC FIELD MODEL
As we have mentioned in the Introduction, the considerations below are applicable both to the RMF model, and to the model with long range potential impurities and a constant magnetic field. While the derivation of the σ-model is similar for the two types of model, to be specific we carry out calculations for the RMF model. We write the Hamiltonian as follows,
where e and m are the electron charge and mass, c is the velocity of light, ǫ F is the Fermi energy and A is the vector potential. The magnetic field, B = ∇ × A, is assumed to be delta-correlated,
with a strength characterized by the dimensionless parameter γ (and with B = 0), although one may as easily consider a more general case with a finite range of the correlations. We choose the London gauge for the vector potential A divA =0, A n = 0
where A n is the component taken at, and perpendicular to, the surface of the sample. The sample may be either truly two-dimensional, with the thickness of a single atomic layer, or simply have a two-dimensional geometry. While we write explicit formulae for the former case, extension to thicker samples is trivial. The correlations of the vector potential A corresponding Eqs. (2) and (3) are long-ranged and we choose them in the form
The correlator V ij shown here is transversal, that is,
which corresponds to the transversality of the vector potential A, Eq. (3). The parameter κ ≪ 1 is a cutoff that renders finite the otherwise-infinite range of the disorder correlations. The δ-correlated fluctuations of the magnetic field correspond to the limit κ → 0. The cutoff κ appears [17, 38] in perturbation theory for the infrared-divergent single-particle lifetime. For example, the simple Born approximation yields for the mean free time
The self-consistent Born approximation (SCBA) displays a weaker divergency,
due to off-shell contributions in the collision integral, Eq. (6a). The inverse transport time τ
tr remains convergent however in the limit of κ → 0,
Although we focus on the above choice of correlator V ij (q) in this paper, we emphasize again that our method remains valid for an arbitrary form of disorder correlations, with minor modifications for scalar rather than vector potential disorder.
III. FREE ENERGY FUNCTIONAL
In this section we derive the free energy functional for the 2D electron gas in the RMF. We employ the supersymmetry method which by now has been extensively developed [37] as a method for the exact evaluation of spectral and wave function properties of metals with delta-correlated disorder. In the conventional case the free energy functional takes the form of a nonlinear σ-model containing an 8 × 8, position-dependent Q-matrix. In order to generalize the method to allow for long-ranged disorder correlations, it becomes necessary to employ a Q-matrix that depends on two position variables, rather than one. Following a Fourier transformation and a harmonic expansion around the Fermi surface, the Q-matrix may be represented as depending on a position variable and an angular harmonic index.
The degrees of freedom contained in the non-zero harmonics of the Q-matrix are weakly massive for a long range disorder and we integrate them out rather than neglect them. Although the coupling of the non-zero harmonics to the zeroth harmonic is weak it will lead on integration to a nontrivial renormalization of the effective functional for the zeroth harmonic. One consequence of this renormalization, due to the first harmonics only, amounts to the inclusion of two-particle vertex corrections to the single-particle lifetime, τ , leading to its replacement in the free energy by the transport relaxation time, τ tr . This was the main conclusion of Ref. [41] , where arbitrary range potential impurities were considered, and of Ref. [38] , devoted to study of the RMF problem.
We find however a further consequence of the integration over non-zero harmonics that is absent in the previous works. Namely, an additional term arises in the free energy whose evaluation requires a careful integration over higher non-zero harmonics, rather than only the first harmonic as considered in the approach of Refs. [41, 38] . Technically this step requires the evaluation of the determinant of a matrix whose elements correspond to angular harmonic indices. In order to properly include the contribution of the higher harmonics, we derive as an intermediate step a free energy that is similar to the "ballistic σ-model" of Muzykantskii and Khmelnitskii [46] . The latter model itself represents a generalization of the diffusive σ-model to the case of ballistic disorder, where the typical energy scale of Q-fluctuations may be as large as the inverse scattering time. In fact we also derive certain additional terms to their form of the free energy that are required for convergence of the above integration.
Employing standard methods [37] , we introduce a supersymmetric ψ-field that contains eight components, corresponding to fermion/boson, advanced/retarded and time-reversed sectors. An averaged product of Green's functions may then be expressed in terms of a functional integral weighted by a Lagrangian that is quadratic in the ψ-field:
where
and τ 3 is the Pauli matrix in time-reversal space. We now average over the vector potential, A. In doing so we neglect the term in A 2 in Eq. (8) . This approximation is standard and has been used in previous analytic works on the RMF model [38, 40] . Furthermore, for the case of long range potential disorder, for which our general method is valid, A 2 -like terms are absent anyway. As for the question of gauge invariance, note that our derivation has assumed already a choice of gauge through the form of the vector potential correlations (see section II). Nevertheless Appendix B contains a discussion of how the A 2 term may be handled more carefully and found to be negligible. The term linear in A induces after the averaging a term that is quartic in the ψ-fields and, in contrast to the case of short-range impurities, non-local in position:
Following an integration by parts, L may be rewritten
where k = diag(1, −1) in boson-fermion space. We now decouple L int via an 8 × 8 matrix Q(r, r ′ ). While in the calculation for time reversal invariant systems [37] , this step requires a careful identification of the slowly varying modes, in the case of the system with the broken time reversal invariance, all slow modes are easily identified as corresponding to pairs ψ α (r)ψ β (r ′ ). Following an integration over the ψ-fields, we find the Lagrangian
Here Q = Q + iQ ⊥ , whereas Q = Q + Q ⊥ and Q (Q ⊥ ) commutes (anticommutes) with τ 3 . The Q-matrix satisfies the standard symmetries Q(r, r
T C T and C and K defined as in Ref. [37] . The free energy, Eq. (10), in principle provides an exact description of the system but it is not useful in this form as it allows for all possible energy scales for Q-fluctuations. As a first step in its simplification we search as usual for the saddle-point value of Q and perform a gradient expansion around this value to identify the free energy for low energy fluctuations.
A. Saddle-point
To search for the saddle-point to Eq. (10), we take Q ⊥ = 0 and Q to depend on r−r ′ only. This means that the cooperon "degrees of freedom" are suppressed and that the supermatrix Q at the saddle point is homogeneous in space. After Fourier transforming with respect to r − r ′ , the saddle-point equation reads Q p = g p , where
and ξ p = p 2 /(2m) − ǫ F . The saddle point of the Lagrangian, Eq. (10), is continuously degenerate and the solution of Eq. (11) can be written generally in the form
where Λ p is a diagonal matrix depending on p in a complicated way. The analysis simplifies however in the limits of κ ≫ (ǫ F τ ) −1 (short-range disorder) and κ ≪ (ǫ F τ ) −1 (long-range disorder), the latter case being relevant here, where τ is the mean free time to be determined from the solution. For either case we may employ the ansatz
where Λ = diag (1, 1, 1, 1, −1, −1, −1, −1), which leads to the condition
For short-range disorder, κ ≫ (ǫ F τ ) −1 , the integral in Eq. (14) is as usual dominated by the on-shell value of p − p 1 and τ takes its simple BA value, as given by Eq. (5), which is equivalent to the SCBA value in this limit.
In the opposite limit of long-ranged disorder, κ ≪ (ǫ F τ ) −1 , which is relevant to the RMF model, the off-shell dependence of V ij p−p ′ contributes significantly to the integral. In this limit, substituting Eq. (13) into Eq. (14) we come to Eq. (6a), thus obtaining the SCBA value of τ , given by Eq. (6b). This value of τ is less divergent than the simple BA value, Eq. (5). In the following we will denote this SCBA value as simply τ . At the same time we ensure that we stay within the weak disorder limit, ǫ F τ ≫ 1 (equivalently, γ ≪ 1). This condition restricts the space of relevant fluctuations in the Q-matrix, as we see in the next section.
Strictly speaking, in the limit κ → 0 the very notion of the mean free time τ may be lost because the one-particle Green function has a branching point rather than a pole [16] . As we do not calculate the one-particle Green function this difficulty is not very important for us. However, the parameter 1/τ determines the boundary of the energy region where one can neglect fluctuations of eigenvalues of the supermatrix Q and we should understand where this boundary is located. It was argued in Ref. [18] that in some cases one should use a finite value
that differs from τ SCBA , Eq. (6b), by the absence of the factor ln 1/2 (1/κ) and remains finite in the limit κ → 0. It is important that both the values of τ −1 are relatively large in the limit of weak disorder and satisfy the relations
where the transport mean free time is given by Eq. (7).
B. Fluctuations
To proceed we expand the free energy in fluctuations of Q about its saddle-point value. In the case of short range impurities, fluctuations of the eigenvalues of the supermatrix Q are massive with the characteristic energy 1/τ and may be neglected. In this case, what remains is to consider massless (in the limit ω → 0) modes [37] with energies smaller than 1/τ , which leads to the conventional supermatrix σ-model.
In the models with long range disorder considered now, however, one more additional energy scale appears due the difference between the mean free time τ and τ tr , Eq. (16) . In The effective functional for the remaining (b) and (c) modes will then contain energy scales only much smaller than τ −1 . The above separation of scales may also be expressed in terms of length scales: at distances exceeding l tr = v F τ tr , density relaxation in the classical limit is described by a diffusion equation, whereas for distances between l = v F τ and l tr one should use a Boltzmann equation. The possibility to generalize the above classical descriptions to include quantum fluctuation phenomena is afforded by the σ-model technique.
To derive a free energy functional describing both soft massive and massless modes we proceed as follows. First we introduce the following Fourier transformation for Q(r, r ′ ) with respect to r − r ′ :
where R = (r + r ′ )/2. The appearance of the τ 3 factor in Eq. (17) ensures that Q p (R) satisfies the symmetriesQ
Next we introduce the following parametrization for Q p (R):
where n = p/|p|. In Eq. (18), U (R) is independent of n, and Q
p (R) contains only non-zero harmonics in n around the Fermi surface. The matrices U and V n obey the symmetries
In what follows we will make expansions in deviations of the supermatrix Q 
with dnP n = 0, P n = −P n , {P n , Λ} = 0. Both U and V n vary slowly with R, that is, on length scales longer than l tr = v F τ tr . While U(r) represents the massless (c) modes, the weakly massive modes (b) are contained in V n . It is the dependence of the supermatrix V n on the vector n that leads to the gap in the spectrum of excitations of the (b) modes. An important feature of our parametrization for Q p (R) in the form
is the separation of the rotation matrix T n = UV n into the U and V n factors. This step is not only convenient for computation but, more importantly, ensures the preservation of an original symmetry of the initial Lagrangian, Eq. (8). Specifically, it ensures that the final free energy functional is invariant under global rotations
independent of coordinates. This invariance follows from the original invariance of the Lagrangian, Eq. (8), under global rotations ψ(r) → U 0 ψ(r). Substitution of the parametrization (18) into expression (10) yields a free energy in terms of only the weakly massive (b) modes and the massless (c) modes. Accordingly this free energy will describe fluctuations over energy scales only much less than τ −1 . In order to investigate the truly low-frequency behavior of transport coefficients, however, we need to reduce this free energy even further by integrating over the weakly massive (b) modes. This procedure will reduce the free energy to a form in terms of only U(r), representing the massless (c) modes. In this way we obtain the final form of the free energy that is applicable on energy scales much less than τ −1 tr and so appropriate for the description of low-energy transport. It is necessary to integrate carefully over the (b) modes, rather than simply neglecting them, because, even though their coupling to the (c) modes is weak, it is sufficiently complicated to lead on integration to a non-trivial renormalization of the bare free energy for the (c) modes. Due to the soft mass of the (b) modes it is sufficient to apply a Gaussian approximation in P n ; higher order terms give a small contribution provided the inequality ǫ F τ tr ≫ 1 (equivalently, γ ≪ 1) is fulfilled.
In principle, if the correlations of the disorder decay sufficiently slowly (for the form of the correlations given by Eq. (4), this applies in the limit of κ → 0), one needs a cutoff at large momentum k (short distance) which remains in the final functional. The need for an ultra-violet regularization is well-known [47] [48] [49] in the context of the ballistic σ-model and originates from the fact that the gradient (Liouvillean) operator in the logarithm of the initial Lagrangian, Eq. (10), is singular in two dimensions. There is some freedom in how to choose the cutoff for fluctuations of P n (R) as the symmetry under global rotations, mentioned above, is already guaranteed by the choice of parametrization and there are no other symmetries to be respected in the initial Lagrangian, Eqs. (8, 10) . The simplest choice for our purposes is to write the cutoff as the distance l 0 , below which the fluctuations are suppressed:
where P nk are Fourier components of P n (R) = k P nk exp(ikRτ 3 ). As we have to calculate only Gaussian integrals over P nk , Eq. (21) is very convenient for explicit computation. It is worth noting that, if the radius of the correlations is finite, one can perform calculations without introducing a cutoff. Even so, for generality we will keep l 0 finite and assume that the following inequality is fulfilled:
The scheme of integrating over P nk with a momentum cutoff is standard and one can use the Wick theorem and the contraction rules of Refs. [37, 48] . The inequality (22) allows us to consider both the (b) and (c) type modes. At the end of the calculations, where it is necessary, we will put l 0 ∼ l, although, as discussed above, some technicalities remain as to how to determine the appropriate value of l for the RMF problem.
It is helpful at this point to make contact with the conventional calculation for deltacorrelated impurities [37] . To do so we simply set V n = 1 in Eq. (18) so that Q becomes a function of R only. A straightforward gradient expansion of the Lagrangian (10) to secondorder in the gradients then recovers the conventional σ-model. It is useful also to note that, prior to the gradient expansion, the Lagrangian (10) is invariant under a local "gauge" transformation
(note the term "gauge" is used here in a separate sense from that of the original vector potential). As we will see later, this invariance remains conserved also for the case of long range disorder and is related to conservation of local currents.
C. Gradient expansion
We proceed with the derivation of the free energy functional by expansion of the logarithm in the Lagrangian (10) in low energy terms. Substituting the parametrization, Eq. (18), into the Lagrangian (10), and cycling factors under the supertrace, we find
and T n = UV n . The term A kin describes the kinetic energy, A coll is the collision integral and A ω is the usual frequency term entering the σ-model. Then we perform an expansion of the logarithm in the terms A kin , A coll and A ω . If we keep to first order in all of these terms, we find that the contribution of A coll is (−2) times that of the last term in Eq. (24) : in this way we recover the usual form [46, 47] of the σ-model for ballistic disorder:
where ν is the density of states and w(n 1 , n 2 ) is defined as
In the limit κ → 0 the function w (n 1 , n 2 ) takes a simpler form
Notice that the free energy F , Eq. (25), does not contain any divergencies in the limit of κ → 0, since the singularity in w(n, n ′ ) as n → n ′ , Eq. (28), is compensated by the
2 factor in the collision integral of Eq. (25). This is a reflection of the fact that the free energy contains energy scales only less than τ −1 since we have eliminated the hard massive (a) modes.
Our aim is to integrate over the P n fields by treating them in a Gaussian approximation. To do so we find it convenient to Fourier transform from P n (r) to angular harmonic and momentum space via
where ϕ is the polar angle of n. Performing the harmonic expansion on the collision integral, we see that, as well as the SCBA scattering lifetime described previously, a whole series of lifetimes associated with successive harmonics appears. We define the mth lifetime τ (m) by
where ϕ is the angle between p and p 1 , so that τ (0) coincides with the SCBA τ and 1/τ tr = 1/τ − 1/τ (1) . For example, the collision term in Eq. (25) becomes
While the form of the free energy given by Eq. (25) with the collision integral (30) is sufficient to treat the case of long-ranged disorder correlations (for which τ tr ≫ τ ), we would like to be sure that the conventional unitary σ-model is recovered in the limit of short-range disorder. More precisely, although the unitary σ-model for short-range disorder may be obtained by replacing the parametrization (18) by one in which V n = 1 and so Q depends on only a position variable, we would like to check that this model is stable against integration over the massive degrees of freedom represented by non-zero harmonics of P n .
However, at this point we encounter a puzzle: in the limit of short-range (deltacorrelated) disorder, τ (m) → ∞ for m = 0 and according to expression (30) all P m fields are associated with the same finite mass τ −1 . A consequence of this is that integration over the nonzero harmonics in the ballistic σ-model leads to a divergency [50] in the free energy, a result which is surely unphysical. The resolution to this puzzle is that the usual form [46, 47] of the ballistic σ-model is not sufficient to describe properly the integration over nonzero harmonics in the limit of short-range disorder. Instead it is necessary to derive extra terms in the free energy that represent corrections to the usual form of the ballistic σ-model. These terms are found by continuing the expansion of the logarithm in Eq. (24) . In doing so, we ensure that we include all terms in the free energy that contribute to Gaussian order in P n and lead to no more than two gradient operators in each term in the final free energy. Collecting the various terms in the gradient expansion together, we come to the free energy F = F 0 + F + F ⊥ + F unit where
The supermatrices Φ and Q are defined by
and Φ (Φ ⊥ ) are the components of Φ that commute (anti-commute) with Λ. The parameter
As an intermediate step we have rescaled P m → P m τ (m) /τ . Eqs. (31) now represent the free energy that is applicable for energy scales that are much less than τ −1 , but may still be as large as τ −1
tr . In the limit of short-range (delta-correlated) disorder (τ (m) → ∞ for m = 0), we see that the P m fields in Eq. (31) are now infinitely massive. This observation [51] requires the presence of the extra terms that we have included in addition to those of the free energy (25) . These terms lead to the appearance of the extra (τ (m) /τ ) factor in F 0 , as compared to expression (30) . Due to the infinite mass of the P m fields, only the terms in F unit remain in the free energy and the conventional unitary σ-model is recovered in this limit, as required.
While we have derived the free energy of Eq. (31) for the RMF model, we emphasize as above that the calculation follows similar lines for a model of long range, scalar disorder, when time-reversal symmetry is broken by a constant magnetic field. In this model, the Cooperons become fully inoperative, even on ballistic length-scales, in the limit of ω c τ tr ≫ 1, where ω c is the cyclotron frequency: in fact, in such a limit the effects of Hall quantization become important, and hence a further topological term will appear in the free energy. As usual, the latter term does not influence the renormalisation group equations to any perturbative order.
As a technical point we remark that our form of the free energy (31) differs from the ballistic σ-model as written in Eq. (25) in a further sense: the lifetimes τ (m) that appear in our expressions are defined through a self-consistent Born approximation, according to Eq. (29) . This expression allows in general for off-shell contributions from the momenta p 1 . The collision integral in the model of Eq. (25), by contrast, amounts to only a simple Born approximation (see Eq. (27)) as it includes only on-shell contributions through the factor w(n, n ′ ). For the RMF model with a finite κ, the distinction is not important for sufficiently low angular harmonics, as then the relevant momentum integrals are restricted to the energy shell anyway due to the compensation of the singularity in w(n, n ′ ) as n → n ′ by the (Q n − Q n ′ ) 2 factor in Eq. (25) . As an example, for m = 1 this compensation has been encountered already in Eq. (7) for τ tr . For harmonics m of the order of κ −1 , however, the simple Born approximation becomes unreliable and instead the full momentum dependence of V p−p 1 must be accounted for. For such high harmonics, the factor of τ (m) /τ in F 0 becomes much larger than unity and hence the contribution of these harmonics is strongly damped. The end result of these considerations is that for the RMF model we may apply a cutoff to the angular harmonic summation in Eq. (31) to m ≪ κ −1 .
D. Integration over nonzero harmonics
Having derived the free energy functional of Eq. (31) for fluctuations at energy scales much less than τ −1 , the next step is to reduce this form, by an integration over the non-zero harmonics P n (r), to one that is applicable at the lowest energy scales, which are much less than τ −1 tr . In other words, we need to average the terms in the free energy that couple the (b) and (c) modes (F and F ⊥ ) with respect to the bare (b) mode free energy (F 0 ) to produce the required renormalization of the bare (c) mode free energy (F unit ). Equivalently, we aim to determine the influence of ballistic electron motion on distances smaller that l tr , at which distances the classical limit is described by the Boltzmann equation, on quantum interference processes at large distances.
Since relevant terms in the free energy will contain no more than two gradient operators, the relevant contribution from this averaging comes from the second-order cumulant of F + F ⊥ :
While the contribution from the cross term F F ⊥ vanishes, the terms in F ⊥ may be eliminated by a simple shift in P ±1 which leads to a dressing of the bare diffusion coefficient,
In terms of perturbation theory, the replacement of the bare D 0 by the classical diffusion coefficient D corresponds as usual to the inclusion of two-particle vertex corrections. Taking into account only the contributions from F unit and F ⊥ corresponds to the calculation of Refs. [41, 38] and gives the conventional unitary σ-model with the free energy functional F unit , Eq. (31), and the classical coefficient D.
The terms in F induce a new term in the free energy F [Q], which is the central result of our work. In contrast to the contributions from F ⊥ and F unit , which involve only the zeroth and first harmonics, the contribution from F involves correlations between higher harmonics. To calculate this contribution we need to perform the set of Gaussian integrals that correspond to the integration over P m with the free energy functional F 0 . This step is no more than an application of Wick's theorem in the space of the angular harmonics (see also Aleiner and Larkin [48] for a further example) and so requires inversion of the quadratic form in P m contained in the bare free energy F 0 .
The full form of the Gaussian integration over the P m fields is made clear if we write out the components of P m as
We see from the form of F 0 that there are no correlations between negative and positive harmonics of B m,k ; defining the column vectors a ± = (a ±1 , a ±2 , . . .), b ± = (b ±1 , b ±2 , . . .) and similarly for ρ and σ, we come to
HereL is a tridiagonal, semi-infinite matrix with the entries
where m and m ′ are positive ands
After a similar reexpression of F in terms of the vectors a, b, σ and ρ, one can perform the averaging. In the process we use the relations StrΦ = Str(ΛΦ) = Str(τ 3 Φ) = 0 that follow from the symmetries of U given by Eq. (19) : hence only the combination Str(τ 3 ΛΦ) can enter the final formulae. Integrating over the supermatrices P m in F 2 , Eq. (33), with the free energy F 0 , Eq. (31), we obtain a term quadratic in Str(τ 3 ΛΦ) with a coefficient determined by an integral over k. Indeed we reduce the additional term F c in the free energy to the form
The function Γ (r, r ′ ; n, n ′ ) depends only on the coordinate difference r − r ′ and may be written in the momentum representation as
where φ and φ ′ are the polar angles of the vectors n and n ′ . As we want to derive a free energy functional for supermatrices Φ, that vary slowly on the scale of l tr , we assume that the functions Φ (r) depend more slowly on r than Π ij (r, r ′ ). Being at first glance straightforward, the final momentum integrations demand some care. In order to demonstrate the difficulty, we reduce Eq. (36) to the form
where Φ (r) = Φ x (r) + iΦ y (r). It is not difficult to see that the first term in Eq. (39) is proportional to exp (2iχ), the second term to exp (−2iχ), and the third term does not contain χ. From this observation one might conclude that after integration over χ the first and the second terms in Eq. (39) vanish and one should keep the third term only. This is exactly what has been done in our previous work [42] .
However, this conclusion is not quite correct because, at large s, the non-diagonal matrix elements of L −1 (s) that enter the first two terms of Eq. (39) are proportional tos/|s| 2 , which could lead after integration over s to a divergency of the integral. So, the first and the second terms in Eq. (39) contain products of the type 0 × ∞, an ambiguous result which is a consequence of the fact that only terms linear in gradients were kept in the free energy functional, Eq. (31). In contrast, the third term in Eq. (39) contains only |s|, in such combinations that the integral over s converges. The end conclusion is that the representation of the free energy F c in the form of Eq. (39) is not convenient and one should formulate another representation containing convergent integrals only.
Such a formulation may be achieved by noticing that the function Γ (r, r ′ ; n, n ′ ) satisfies the following equations:
where W (n, n ′ ) is a function of nn ′ , such that its eigenvalues are equal to the diagonal entries ofL, ie.
Using Eqs. (40) one can check without difficulty that the function Π ij (r, r ′ ), Eq. (37), satisfies a transversality condition
As the function Π ij (r, r ′ ) depends only on r − r ′ we perform the Fourier transformation in this variable and using Eq. (41) write it in the form
As the functions Φ (r) are assumed to depend slowly on r, we need J (q) at small q. Taking trace of both parts of Eq. (42) we obtain for J 0 = J (q = 0)
Comparing Eq. (43) with Eq. (39) we see that the integral over n, n ′ in J 0 is just the coefficient in the third term in Eq. (39) , and thus we have avoided calculation of integrals with the functions in the first and second terms in Eq. (39) .
In the coordinate space, the function Π ij (r, r ′ ) can be written as
Using Eqs. (36) , (43) and (44), we write the final form of the σ-model as
Using Eq. (38), the coefficient β can be written as
where s 0 = l tr /(2l 0 ) ≫ 1 is the dimensionless cutoff. An equivalent formula for the coefficient β is
which reads after the integration over s
When reducing Eq. (47) to Eqs. (48) and (49) we used the fact that only s = |s| enters the integrands in these formulae. Eq. (46) gives the final expression for the free energy functional after integrating out the non-zero harmonics and is applicable at distances exceeding l tr . It differs from the action written in our previous paper [42] by the presence of the second term in the expression for K ij (r − r ′ ), Eq. (45), that provides the transversality of this function. Although this brings minimal changes in the renormalization group equations that are derived in the next section, the transversality of the function K ij is conceptually very important because it restores the "local gauge" invariance (invariance under the transformation of Eq. (23)) that would be broken otherwise.
The invariance of the free energy functional F under the local gauge transformations means that it can be written in terms of the supermatrix Q only (without Φ). This may be done integrating over r and r ′ by parts in the second term of Eq. (46). Then we obtain
The free energy functional F [Q], Eq. (50), has same form as that written in Ref. [39] , although this reference does not contain a correct microscopic justification. The quantity M (r) is the local topological density and may be attributed to the magnetic moments of current vortices in the system. Correspondingly, the vector Φ (r) is an effective vector potential that couples to the local current. This assertion will be checked in section VII. The form of the free energy functional in Eq. (46) is somewhat more convenient for RG calculations than Eq. (50).
E. Coefficient β
To complete the derivation of the new σ-model we will estimate now the value of the coefficient β. The final Eqs. (48) and (49) contain the cutoff s 0 < s b , where s b is the value of the cutoff at the boundary of applicability of our theory,
First of all, as we have mentioned, β = 0 for δ-correlated impurities. In this case all τ (m) → ∞ for m > 0. Using Eqs. (35), (48) and (49) and keeping a fixed value of s 0 we see immediately that β vanishes. 
where a is a constant. Substituting Eq. (52) into Eq. (49) we obtain immediately
We see that for such a model of disorder the cutoff s 0 does not enter the final result. This conclusion is valid if
(see Eq. (35)), otherwise we could not use Eq. (52) . At the same time, we should take the value s = s 0 < s b in Eq. (49) . This means that the inequality
should be fulfilled for all m < N. If, starting from a value m max < N the inequality (54) is no longer valid, one should replace N by m max in Eq. (53) . As concerns the random field model with the disorder correlations described by Eq. (4), the characteristic number of harmonics N with non-vanishing 1/τ (m) can be estimated as N ∼ κ −1 . This estimate is valid provided κ ≪ τ /τ tr . At such values of κ, the characteristic number of harmonics N contributing to β can be estimated as
In order to see this we compute explicitly the mth. lifetime τ (m) via
Using the inequality (54) we obtain easily m max ∼ l tr /l, thus confirming the estimate, Eq. (55).
We may come to the same value of N by calculating detL (s) explicitly. Using Eqs. (35) and (56), we write down the matrixL (s) for 1 ≤ m, m
Due to the particular sparse structure of the matrix, this determinant may be performed exactly (in the limit of κ → 0). It is clear that to calculate the determinant, we may replace in Eq. (57) 
The expression (49) for β then gives
which agrees with Eqs. (53) and (55) .
At the end of calculations we should take l 0 → l. However, it is not quite clear what one should use for the mean free path l for the RMF problem in the limit κ → 0. If we took the value of the mean free path τ SCBA in the self-consistent Born approximation, Eq. (6b) we would obtain for β β = l tr 4l = ln(1/κ) 4π
However, the numerical coefficient in Eq. (60) (i.e. the (ln(1/κ)/4π) 1/2 factor) should be treated with some caution, as the derivation of this result neglects the hard massive (a) modes which in principle become operative as l 0 approaches l. While the coefficient diverges in the limit of κ → 0, in practice we expect this divergence to be cut off by the hard massive (a) modes (associated with fluctuations of Q 2 and the cooperons). In terms of perturbation theory, the hard massive (a) modes are equivalent to crossed diagrams, which are beyond the SCBA. An idea of the contribution of such diagrams may be found from the work of Altshuler et al. [18] , where the Landau level broadening in a RMF with a (sufficiently large) nonzero mean was considered. A real-space path integral method was used to compute a single-particle lifetime (τ conv , say) that was convergent in the limit of κ → 0. In fact the value of τ conv would coincide with the expression for τ SCBA , see Eq. (6b), except that the divergent logarithmic factor is absent, so that τ −1 conv ∼ ǫ F γ 1/2 . In terms of diagrams, this method allows for "crossed" impurity diagrams that are beyond the SCBA. We see then that the effect of the crossed diagrams for this quantity is to cut off the divergence of the inverse single-particle lifetime as κ → 0. Note that the value of τ tr , by a factor ∼ γ −1/2 ≫ 1. Returning to the free energy that we derive here, it is therefore reasonable to expect that the contribution of the crossed diagrams, contained in the hard massive (a) modes, should amount to an alteration of the coefficient in Eq. (60) so as to produce a convergent value of β in the limit of κ → 0, while ensuring still that β ≫ 1. We do not attempt here a precise determination of the manner in which the hard massive (a) modes cut off the divergence in β as κ → 0, as this task is difficult and possibly intractable within the formalism of the σ-model. We emphasize however that such a procedure is not in fact necessary for our purposes: instead, the inequality β ≫ 1, which may be safely concluded to hold, is all we require for the conclusion of antilocalization in the RMF model, as we see in the next section.
IV. RENORMALIZATION GROUP ANALYSIS
The final form for the free energy, Eqs. (46) and (50), may now be used for calculation of low-frequency transport properties of the system. As an example, we apply in this section a perturbative renormalization group (RG) procedure to derive the Gell-Mann function for the dimensionless conductance in 2D. This quantity allows us to determine the dependence of the resistivity of the system on the frequency. We find for the RMF model (and for the model of long range, scalar disorder such that β ≫ 1) that, due to the presence of the new term, the resistivity scales to zero, a behavior which may be classified as antilocalization. This result is in startling contrast to the standard results [36, 3, 37] that apply to systems with short-range disorder in the unitary limit, which state that the resistivity in strictly two dimensions increases as the frequency is lowered and is supposed to diverge in the limit ω → 0, thus manifesting localization.
Our approach is entirely analogous to the standard procedure applied in the case of unitary disorder [37] . The only differences are caused by the presence of the additional term in the free energy (46) . The latter term leads to an extra 'effective charge', β, whose flow is coupled to that of the usual charge t ≡ 8/(πνD).
At first glance, the term with β is less important than the conventional one because the coefficient β cannot be larger than l tr /l, whereas the dimensionless conductance t −1 is of order of p F l tr . However, the first order (one-loop) contribution in the conventional unitary σ-model vanishes and the localizing behavior originates from the two-loop diagrams that are the next order in t −1 . At the same time, the β-term contributes to the effective charge t already in the first order and therefore this contribution can be larger than the conventional one. While the calculation of the conventional two-loop diagrams is rather involved and needs a special regularization (a dimensional regularization is usually used), the contribution of the β-term is much simpler and does not need any such regularization. In fact, for β ≫ 1, one may neglect the conventional two-loop contribution entirely.
Following a standard procedure (see e.g. Ref.
[37]) we separate the unitary supermatrix U(r) into slowŨ (r) and fast U 0 (r) parts:
The fast part U 0 (r) contains in the momentum representation momenta in the interval λ < k < k 0 , where k 0 is the upper cutoff momentum. To guarantee that the rotational symmetry is not violated after this integration we impose an infrared cutoff in the momentum integrals by adding the following term in the free energy
where λ 2 ≫ω ≡ ω/D. Substituting the parametrization, Eq. (61), into the free energy (46), we find F = F t + F β ,
+2iωŨΛŨ Q 0 ,
Our task is now to integrate exp (−F ) over U 0 using perturbation theory and obtain a new free energy functional F containing second powers of Φ α (r). We parametrize U 0 by
expand the free energy to the required order in P and average over P to obtain the required renormalized free energy.
It is important to mention that the bare free energy, which is quadratic in P and with which the subsequent averaging will be done, originates from F t . As concerns the contribution from F β , its expansion in P begins with P 4 terms. Therefore the new term does not modify the diffusion equation itself but changes interaction between the diffusion modes.
Terms coming to the renormalized functional from F t are well known and we simply use the results written in Ref. [37] . It is important that one does not obtain from F t any contribution to the renormalized β-term. As concerns F β , we write F β = F β 1 +F β , where
Then we integrate over P using the contraction rule [37]
and < P P >= 0, where the supermatrices M 1 and M 2 anticommute with Λ and are selfconjugate.
We see that in the first order approximation, there is no contribution to the renormalized β-term coming from F β . So, we conclude that in the one-loop order the β-term is not renormalized and the coefficient β keeps its bare value.
The first order contribution to the diffusion (first) term in the action, Eq. (46), comes from only the first term in F 
Integrating in Eq. (66) first over the angles of the momentum k we obtain in 2D an additional factor 1/2 which we missed previously [42] . As a result, the renormalized free energyF can be written in d = 2 + ε dimensions (for small ε)
The second term in the figure brackets in Eq. (67) is the conventional two-loop contribution of the unitary σ-model. To write it properly one may use a dimensional regularization, which is the reason this term is written for ε = 0. At the same time, there are no ambiguities in the calculation of the third term in the figure brackets and it is written for ε ≪ 1 already in 2D.
The Gell-Man-Low function fort = t 16π becomes, after continuation to 2 dimensions,
The solution to the flow equation, Eq. (69) may be found by integrating over λ up to the ultraviolet cutoff of 1/l tr , and we obtaiñ
wheret 0 is the bare value of t proportional to the classical resistivity.
For the RMF model (or the model of long range, scalar disorder) for which β ≫ 1 (see section III E), we see that contribution from the new terms in β dominates over the usual contributions that appear in the conventional unitary case, and is of the opposite sign. The resistivity decreases as the frequency ω is lowered, a behavior which may be classified as antilocalization. It is important that Eq. (70) can be used for an arbitrarily low frequencies as soon ast 0 ≪ 1 because the effective charge becomes even smaller when ω → 0 and one may safely neglect higher order terms in Eq. (69). This type of behavior is similar to that known in the symplectic symmetry class that describes short-range, spin-orbit impurities [4] , although the final forms of the scaling functions in the two systems are different.
The type of the renormalization group equations derived here is known as a 'zero-charge' situation. The possibility to use Eq. (70) down to zero frequencies means that we have found the complete solution. This contrasts with, for example, the localization behavior for the orthogonal ensemble where the effective charge (resistivity)t grows when decreasing the frequency and the solution of the RG equations loses its applicability ast becomes of the order of unity. Therefore the RG treatment alone cannot prove the localization for the orthogonal case but can prove the antilocalization in the situation considered in the present paper.
We emphasize that the conclusions of this section, and of this work in general, are restricted to the case of weak disorder. While we have shown that antilocalization is manifested for weak long-range disorder, it is reasonable to expect a transition to a localized phase as the limit of strong, long-ranged disorder is approached.
At the end of this section we would like to emphasize once more that dimensional regularization is not essential in the derivation of the term in β and the corresponding antilocalizing correction to the diffusion coefficient. This is in contrast to the derivation of the usual twoloop corrections to the conductivity that arise for short-range disorder: in this case, the dimensional regularization is required to calculate the sum of two integrals (ie. the sum (1/2 − 1/d)I 2 k in Eq. (67)), each of which separately depends on the square of the logarithm. With the regularization, the sum becomes only logarithmic. The contribution from the term in β however is only a single integral (ie. the term in βI k in Eq. (67)) that is already logarithmic and whose evaluation therefore does not require any regularization procedure. So, the conclusion about the antilocalization may be valid for any sufficiently long-ranged disorder correlations such that the inequality τ ≪ τ tr is fulfilled. The results of the RG analysis presented here are in accord with those of the alternative approach of section V, where we calculate the conductivity directly.
V. DIRECT CALCULATION OF THE CONDUCTIVITY
In this section we present a direct calculation of the conductivity of an electron gas with long-ranged disorder, such as a delta-correlated RMF. This approach supplements and is consistent with the RG analysis of the last section, where we derived the scaling function for the diffusion coefficient. The equivalence of the two approaches follows from the Einstein relation between the conductivity and the diffusion coefficient. It is instructive however to present a direct computation of the conductivity in this section, since it makes clear exactly which diagrams contribute to the correction to the conductivity. In this way we illustrate the direct relation of the σ-model approach to conventional diagrammatics.
According to standard linear response theory (see e.g. [52, 37] ), the response R is defined by the relation of the current density J to the oscillating part of an applied vector potential A ω ,
Following Ref. [37] , we write the response as R ij (ω) = dr ′ R ij (r, r ′ ), where
and where the averaging is with respect to the Lagrangian L in Eq. (8) . Herê
is the velocity operator (A is the static vector potential). On averaging the right-hand side of Eq. (71), we may pair the ψ fields, according to Wick's theorem, in three different ways. This leads to R = R 1 + R 2 + R 3 where
and where the symbol ← π indicates a velocity operator whose derivative acts to the left. The Green function is defined by g αβ (r, r ′ ) = 2 ψ α (r)ψ β (r ′ ) and, following the introduction of the Q-matrix, satisfies (c.f. with Eq. (11))
where the functionV r,r ′ is determined by Eq. (9). In the limit of short-range disorder, τ = τ tr , the fluctuations of the nonzero harmonics of Q n (r) are strongly suppressed, as demonstrated in the derivation of the free energy in section III C. In this case, Q(r, r ′ ) becomes a function of R = (r+r ′ )/2 only and Eq. (73) reduces to the relations already found in the direct computation of the conductivity for short-range disorder (see Ref. [37] , Chapter 8, and Ref. [53] ). However, in the limit of long range disorder, when non-zero harmonics are not suppressed, an additional term appears that gives the anomalous contribution to transport coefficients found in the previous sections.
In the limit of long-ranged disorder, for which τ tr ≫ τ , we may perform an expansion of the Green function g(p, R) in the collision term
, where the momentum p arises from a Fourier transform with respect to r − r ′ : this expansion corresponds directly to the expansion of the free energy in section III C in the quantity A coll , and corresponds to an expansion in powers of τ /τ tr ≪ 1. Therefore to leading order in τ /τ tr , we may take
Since we neglect the hard massive (a) modes (see section III B), we have also that [g, τ 3 ] = 0 and hence R 3 = 0. Performing the necessary integrals over the modulus of the momentum, we find
where now the averaging is with respect to the free energy (31). In the limit of τ ≪ τ tr , to leading order Eq. (75) reduces to include only the following termR, originating from R 2 :
The responseR ij , Eq. (76), is the contribution that was absent in the standard treatment of models with short range disorder [53, 37] . It involves integration over non-zero harmonics and may be computed by averaging with respect to the free energy (31) .
As is consistent with the derivation of the final form of the free energy in section III D, we employ the parametrization of Eqs. (18) and (20), and expand each of the Q n matrices in Eq. (76) up to second order in P n . To reproduce the leading-order quantum correction to the conductivity, we also expand in the deviation of the U matrix from unity, although we delay this step for convenience. In other words, averaging over P n (r) we derive as the first step an expression for the conductivity in a form of an integral over supermatrices Q (r) depending on r only. Then, one can compute the integral and obtain the final formulae.
To zeroth order in P n , the expression (76) for R vanishes due to the integrations over n and n ′ . On expanding both of the Q n matrices in Eq. (76) to first order in P n , averaging over P n , and adding the contribution of zero order in P n from Eq. (75) we find the following contributions to R:
where Q (r) = U (r) ΛŪ (r) and the averaging is now with respect to the final form of the free energy, Eq. (46) . We remark that to derive the contribution R b it is necessary to include a contraction with the terms in the free energy, Eq. (31) , that are linear in P n . In the derivation of the contributions R a and R b of Eqs. (77) and (78), the coupling of only the first harmonics, P ±1 , to the U matrix is involved. As was found in the derivation of the free energy in section III D, the role of the first harmonics, beyond that of the higher harmonics, is to dress the bare diffusion coefficient, D 0 = v 2 F τ /2, with classical vertex corrections, so that it is renormalized according to D 0 → D = v 2 F τ tr /2. For this reason we see that the expressions for R a and R b include a renormalized diffusion coefficient, D. Moreover, up to this renormalization, they coincide precisely with the corresponding expressions that are found [37, 53] for the conductivity in the case of short-range disorder.
An additional contribution, R c , comes from expanding both of the Q n matrices in Eq. (76) to second order in P n . On averaging over P n with the free energy functional (31), we find the new contribution that can be written in the form
where the function Π ij is given by Eq. (37). As we assume that the supermatrices Q (r) vary on distances exceeding l tr , we may integrate over r ′ in Eq. (79) taking both Q at point r. Repeating the calculations of section III D and using the transversality of the function Π ij (r, r ′ ), which leads on integration over angles to the additional factor 1/2, we express the anomalous contribution to the response in the form
where the coefficient β is given by Eqs. (48, 49) . In contrast to the contributions R a and R b , the term R c does not have a counterpart in the calculation for short-range disorder, since its presence relies on the long-range disorder correlations that pertain to the RMF model. In contrast to the derivation of the terms R a and R b , the derivation of R c requires consideration of all harmonics, rather than only the zeroth and first harmonics. The final step to compute the quantum correction to the conductivity is to expand U around unity, according to, for example,
in similarity with Eq. (63). In the same time, one should also expand in P the free energy, Eq. (46) . It is important that the new term F c leads to terms starting from P 4 and may contribute to the conductivity only in higher orders than considered here. Expanding R a , R b and R c to fourth, sixth and second order in P respectively, and averaging over P , we obtain the conductivity
and where σ 0 = 2e 2 νD is the classical conductivity, t = 8/(πνD) and I d is defined as in Eq. (68). The contributions ∆ a−c originate from the expressions R a−c respectively. Comparison of Eq. (82) with Eq. (67) shows that the directly-computed correction to the conductivity, found in this section, corresponds precisely, in accordance with the Einstein relation, to the correction of the diffusion coefficient as derived by the RG approach.
The advantage of the direct calculation of the conductivity presented here is that it becomes straightforward to identify the diagrams that contribute to the weak localization correction. The diagrams that correspond to the corrections ∆ a and ∆ b , originating from expressions R a and R b , are displayed in the first and second rows of Fig. 1 respectively. These diagrams are identical to those that contribute in the case of short-range disorder [4, 53] . We have shown the diagrams as they appear after integration over the first harmonics: although it is possible to present the diagrams with the extra lines that represent contractions of the first harmonics (playing the role of vertex corrections), we do not show this here for simplicity. Diagrams that correspond to the correction ∆ c , originating from expression R c , are represented in Figure 2 . These are the diagrams that lead to the antilocalizing correction to the conductivity. While the propagators shown in Fig. 1 are conventional diffusons, we emphasize that the m = 0 propagators shown in Fig. 2 are not diffusons but represent contractions of the matrix P m in the ballistic σ-model: the corresponding spectrum is therefore linear in momentum rather than quadratic. Each contraction is therefore labelled by an angular harmonic index as shown. Before the integration over nonzero harmonics, we find a two-loop diagram that resembles those in the second line of Fig. 1 , with the difference that two of the electron propagators correspond to nonzero harmonics m and m − 1 (a summation over m is implied). After integration over nonzero harmonics, these diagrams reduce to a one-loop diagram, with diffusons as propagators, as shown. While we have used the σ-model approach to compute all of the above diagrams, we emphasize that in principle it is possible to evaluate all of the above diagrams directly using the bare Green functions and without reference to an effective Lagrangian. In practice, however, such a procedure is far from simple. For example, it becomes necessary to take into account a proper dressing of the Hikami boxes and vertices with impurity lines [4] . In addition extra, mutually cancelling diagrams would appear that correspond to the hard massive modes of the field theory. While we do not attempt such a calculation here, we emphasize that the diagrams responsible for the antilocalizing correction to the conductivity, those on the left of Fig. 2 , correspond to two-loop diagrams when represented in terms of bare Green functions.
In summary, in this section we have computed the conductivity of an electron gas with long-range disorder, such as a RMF, directly using the field theoretic approach. We have confirmed that the correction to the conductivity corresponds directly, via the Einstein relation, to the correction to the diffusion coefficient, found by the RG analysis of section IV. In addition this has allowed a straightforward identification of the relevant diagrams that contribute to the weak localization correction to the conductivity.
VI. LONG RANGE AND SHORT-RANGE DISORDER
Given the strikingly different types of localization behavior that result in the two cases of pure short-range disorder and pure long ranged disorder, it is natural to ask how the competing effects of the two types of disorder interplay when both are present. There are two limits that may be distinguished in this problem. One limit is when the short-range disorder is weak compared to the long-range disorder, so that the inequality τ ≪ τ tr remains valid. We examine this limit in this subsection VI A. The other limit holds when the longrange disorder is weak compared to the short-range, such that τ ≃ τ tr , and is examined in section VI B.
A. Weak short range disorder
Given the strikingly different types of localization behavior that result in the two cases of pure short-range disorder and pure long range disorder, it is natural to ask how the competing effects of the two types of disorder interplay when both are present. In particular one might expect, as we confirm in this section, that the positive antilocalization correction to the conductivity should be reduced as short-range impurities are added to the system, eventually leading to an overall negative correction for some ratio of the disorder strengths.
For this purpose we introduce a Hamiltonian which contains both a delta-correlated RMF and, in addition, a short-range (delta-correlated) impurity potential u(r):
The correlations of the vector potential A(r) are given by Eq. (4) as before, while the correlations of the impurity potential u(r) are given by
where τ s is the scattering lifetime which would obtain if only the short-range disorder were present. Averaging over both impurity and vector potential configurations leads to the quartic interaction terms
and L rmf int is the same interaction term that was found previously for the RMF only, according to Eq. (9). Both interaction terms may now be decoupled with a single Q-matrix: the procedure is standard and, following an integration over the ψ-fields, the Lagrangian becomes
which represents the generalization of Eq. (10) to include the short-range disorder. Following the same steps as in section III, the saddle-point solution becomes Q p = g p , where
Again we write Q p = Λ p and employ the ansatz (13), leading to the condition
Again, the solution of Eq. (85) may be found in the two limits κ ≫ (ǫ F τ ) −1 and κ ≪ (ǫ F τ ) −1 . As before, the latter condition applies here: in fact the addition of shortrange impurities to the RMF ensures that this condition is satisfied only more strongly. Solving Eqs. (84) and (85), we find
where τ rmf is the (SCBA) value of the scattering lifetime in the presence of the RMF only, as given by Eq. (6b). The relation (86) makes intuitive sense in that the classical resistivities of the two types of disorder should add in 'series'.
The various steps of the gradient expansion in fluctuations around the saddle point then follow by precise analogy to those in section III C, up to Eq. (31), under the replacements
(m ≥ 1).
To integrate over the nonzero harmonics we follow the same steps as in section III D. It is worth noting however that the validity of these steps, in particular the separation of the hard massive (a) modes and the soft massive (b) modes, relies on the inequality τ ≪ τ tr : this means here that we are restricted to considering the case τ rmf ≪ τ s . Given that the latter condition holds, we find a difference to the previous working in the values the coefficients of the terms quadratic in P m in the bare (c) mode free energy F 0 . For the model with both types of disorder, we have
where α ≡ τ rmf tr /τ s emerges as the relevant parameter to characterize the relative strengths of the two types of disorder. Also the factor τ (m) /τ now differs from unity: In deriving the coefficient β, it is useful to apply the rescalings , and the matrixL(s, α) is defined as
which differs from the previous definition ofL by the presence of the terms in α = 0 in the main diagonal.
To proceed we need to calculate the determinant ofL(s, α). As mentioned above, its derivation relies on the inequality τ ≪ τ tr , or equivalently τ rmf ≪ τ s , or α ≪ s 0 . The case of α = 0 has been treated already in section III D, where we found that β = s 0 . General values of α ≪ s 0 are difficult to treat analytically, but it is straightforward to confirm numerically the following scaling form:
where the function f (t) takes the form shown in Fig.3 , with the limiting behavior The scaling form (87) leads to the following dependence of β on α, indicating how β decreases as short-range impurities are added to the RMF system:
Substitution of Eq. (89) into Eq. (70) then demonstrates the corresponding reduction in the antilocalization correction to the conductivity (in units of the classical conductivity, σ 0 ) as short-range impurities are added to the RMF system. When τ s becomes of the order of τ rmf , then α ∼ s 0 and the above derivation breaks down due to its reliance on a separation of the hard massive (a) modes and the soft massive (b) modes. While the overall correction to the diffusion coefficient is positive for α ≪ s 0 , we expect that for α ∼ s 0 (τ s ∼ τ rmf ) a crossover takes place to a regime where the overall correction becomes negative. This may correspond to a transition from the highly conducting to an insulating phase.
B. Classical superdiffusion
Interesting phenomena were considered within models for a classical 2D diffusion in a random stationary velocity field [43] [44] [45] . These authors started with the classical FokkerPlanck equation
for the distribution function P (r, t) of a randomly walking particle, where D 0 is the classical diffusion coefficient. The randomness of the velocity v makes the problem in 2D quite nontrivial. One can imagine different forms of the velocity-velocity correlations and so, different models leading to different types of diffusive behavior were considered. In one of the models (Model II in classification of Ref. [44] ) the following correlation was assumed:
where the function K ij (r − r ′ ) was defined in Eq. (45) . In momentum space, this function takes the form
The model of Eqs. (90) and (91) may describe, for example, Brownian motion of a particle in an incompressible liquid with random stationary flow. Although roughly speaking the function K ij describes short-range correlations of the liquid, more precisely long ranged correlations are present in Eq. (91) due to the incompressibility.
In Refs. [44, 45] a Green function of Eq. (90) was introduced and expressed as a functional integral over a vector field φ (in Ref. [44] a replica formulation was used). In this way calculation of the diffusion coefficient D is reduced to a study of φ 4 theory. In 2D the corrections to the bare diffusion coefficient are logarithmic, and hence a renormalization group treatment may be employed, up to the two loop approximation in Ref. [44] . The dependence of the diffusion coefficient D on frequency ω was obtained in the form
where k 0 is an ultraviolet cutoff and g 0 = γ 0 / (4πD Remarkably, Eq. (93) precisely corresponds to Eq. (70) describing the antilocalization. This is true even though we considered a quantum interference problem, whereas Refs. [43] [44] [45] were devoted to study of purely classical motion. Is this an accidental coincidence or are the two phenomena related to each other?
To answer this question we consider an electron motion in both a short range and long range disorder potentials. We assume that at short distances the electron motion is determined by the short range potential and is diffusive. The long range potential, which may be scalar or vector potential or a combination of both, influences the diffusion at large distances and may be considered as a random force. Our aim is to demonstrate the correspondence of this model with the diffusion-advection model, described by Eq. (90), in terms of the solution for the diffusion coefficient (see Eq. (93)). To do so, we assume that the correlations of the random force are equivalent to those described by Eq. (91) for the diffusion-advection problem.
In order to describe the electron motion in such a model we apply the formalism developed in the preceding sections. To derive a proper σ-model, we proceed by averaging first over the short-range impurities, but not over the long range potential. A local, quartic term appears in the Lagrangian in the usual way, which may be decoupled with a local Q(r) matrix. We find the Lagrangian
where τ is the mean free time for scattering from the short-range impurities (corresponding to D 0 in Eq. (90)). The vector potential A (r) and the long range potential V (r), both of which may be random, are not specified now.
Next we write Q (r) = U (r) ΛŪ (r), cycle the U andŪ factors under the supertrace and perform a gradient expansion inŪ∇Uτ 3 . To first order in the expansion, we find the term
where the matrix functionĝ p is defined as
Note that in the absence of the long range potentials, the term δF would vanish by symmetry on integration over p. We notice further that the term δF may be expressed in terms of the local current density J, which we define as
whereπ i r is the velocity operator, Eq. (72). Following standard transformations, J may be reexpressed in terms ofĝ as
Noticing that Imĝ p (r) ∝ Λ, we may rewrite Eq. (95) in the form
where Φ(r) =Ū (r) ∇U(r). Eq. (97) clarifies immediately the physical meaning of the supermatrix Φ , showing that it plays the role of an effective vector potential. If the particle number is conserved, the current is transversal (divJ = 0), which means that only the transversal part of Φ may enter the final free energy functional. Now we average over the random potentials. As we want in this section only to make the connection with Refs. [43] [44] [45] , we do not require a microscopic specification of the long-range disorder correlations, but may simply assume that the current densities J (r) are random and Gaussian. Then we obtain
We see that the term δF depends on the long-range disorder only through the current-current correlation function. To match our formulae with those of Refs. [44, 45] , what remains is to assume that the current is δ-correlated, so that
with K ij (r − r ′ ) from Eq. (44). Then we arrive at a free energy of precisely the form of Eq. (46), under the replacement
Assuming that β ≫ 1, substitutingt 0 = (2π 2 νD 0 ) −1 in Eq. (70) and comparing this equation with Eq. (93) we obtain with help of Eq. (100) the following relation
As the current density J and the velocity of a single particle v are related as J =eνv we come to the conclusion that the solutions for the diffusion coefficient, given by Eq. (70) and (93), are identical: the antilocalization in the model of electron propagation in longrange disorder, and the superdiffusion of Refs. [44, 45] are the same phenomenon. Thus we conclude that the divergence of the conductivity at ω → 0 discovered in our previous paper [42] is due to a classical diffusion of electrons in a field of steady (persistent) mesoscopic currents. An interesting conclusion from this section is that the σ-model with the new term, in Eqs. (50) , may describe, to leading order, a purely classical problem, when the long-range disorder is a weak perturbation to the short-range disorder. Of course, the σ-model is also fully capable of the description of quantum coherence phenomena, which, for such a model, appear as higher order corrections to the classical problem.
The result for the scaling of the diffusion coefficient with frequency, Eqs. (70) and (93), may be obtained also by calculating the conductivity directly, as in section V. The equivalence of the two methods follows naturally from the Einstein relation, which must hold for the electron problem. There does not seem to be a connection between the mobility studied in Refs. [43] [44] [45] and the conductivity of the electron gas with long-range disorder, and its dependence on the frequency differs from that for the diffusion coefficient.
An important question that arises in this context is the microscopic origin of the mesoscopic persistent currents. For the flow to be correlated according to Eqs. (91) and (99), Kravtsov et al. [44] and Fisher et al. [45] suggested that random stationary 'cycles' or vortices should exist in the system. A tendency towards ballistic motion along the cycles of local current (see Fig.4 ) leads to the positive, or superdiffusive, correction to the diffusion coefficient. Given this interpretation, what remains is to understand in which systems such persistent vortices may exist.
FIG. 4. Cycles of local current along which semiballistic propagation is possible.
This question is far from trivial. As we have mentioned, the free energy functional in the form of Eq. (50) has been written previously by Zhang and Arovas [39] for a model with short range disorder and a comparatively weak random magnetic field. As follows from the discussion of section VI A, one can hardly expect the new term in the action, Eq. (50) for such a model because τ ≃ τ tr . In fact, Ref. [39] contains a mistake and a correct treatment results in the replacement of the function K ij (q) in Eqs. (45) and (92), determining the free energy functionals of Eqs. (46) and (50), by q 2 K ij (q). In this case, the new term does not generate additional logarithms, although it can lead to some higher-order frequency anomalies in the conductivity. The classical memory effects considered by Wilke et al. [21] are precisely of this origin and can be obtained from the free energy, Eqs. (46) and (50), with the function q 2 K ij instead of K ij . This result is consistent with the observation that the correlations in the magnetic field need to be at least as longranged as 1/q 2 for a logarithmic correction in the conductivity to occur, when the RMF is a weak perturbation to short-ranged disorder.
How can one reconcile these observations with our conclusions about antilocalization? The answer is that mesoscopic persistent currents with the correlations given by Eqs. (91) and (99) do exist in the models with purely long range disorder (or with long-range disorder and additional weak short-range disorder) and broken time reversal invariance. We come to this conclusion in the next section by calculating the mesoscopic current correlations. As previously, accounting for non-zero angular harmonics is crucial for this result.
VII. MESOSCOPIC CURRENT CORRELATIONS
In this section we present a calculation of the current-current correlation function for the case of pure long-ranged disorder, such as a delta-correlated RMF. We show that the correlator of local currents remains finite in the limit of q → 0, and its value is proportional to β, and hence to the coefficient of the new term in the free energy, Eqs. (46) and (50) . This makes the phenomenon of the antilocalization consistent with the picture of the superdiffusion in a field of random persistent currents.
Although a study of the correlations of the currents could be performed diagrammatically, in a similar manner to the calculations of Refs. [54, 55] for the fluctuations of the conductivity (see also Ref. [56] for the RMF), we use here again the σ-model formalism. Of course, this is a question of convenience only, and we choose the σ-model approach since the calculation of the current fluctuations does not require any changes in the formalism derived above.
Employing the definition of Eq. (96) for the local current, we find that the current-current correlator
is given by
where a summation over γ and δ is implied,π is the velocity operator (see Eq. (72)), and the angle brackets in Eq. (102) stand for averaging over impurities, while the angle brackets in Eq. (103) stand for averaging with the Lagrangian L, Eq. (8).
There are now three possible ways of making pairings of the ψ andψ fields. Note that the calculation is following very similar lines to those of the calculation of the conductivity in section V. As in that case, only one of the pairings need be considered at leading order, where the first ψ andψ are paired, and the second ψ andψ are paired. Following Fourier transformations with respect to r − s and r ′ − s ′ , we find
where g(r, s) is defined as in section V, Eq. (74). Following Fourier transformations with respect to r − s and r ′ − s ′ , integrating over the modulus of the momentum, and keeping the leading-order term in the limit of τ ≪ τ tr , we arrive at
Eq. (105) represents the required formula from which the current-current correlation function may be computed (compare with Eq. (76) for the conductivity). As for the conductivity, we employ the parametrization of Eqs. (18) and (20) , and expand each of the Q n matrices in Eq. (105) up to second-order in P n . We consider first the contribution coming from expanding both of the Q n terms in Eq. (105) to second-order in P n . Performing the contractions in P n , we find straightforwardly the contribution
where the function Π ij (r, r ′ ) is given by Eq. (37) . We see from Eq. (106) that the mesoscopic current correlations are determined by the same function Π ij (r, r ′ ) that enters the action, Eq. (36) , and the conductivity, Eq. (79). The function Π ij (r, r ′ ) is transversal, see Eq. (41), as required by current conservation. Using Eqs. (44) and (47) we find finally
If we expand each Q n in Eq. (105) to only first-order in P n , we find a contribution to I ij (q)/e 2 that is of order unity, and so may be neglected as β ≫ 1. Thus we have shown that for the case when the disorder is purely long-ranged, the q → 0 value of the current-current correlation function remains finite, and takes the value of e 2 β/2π 3 , which is proportional to the coefficient of the new term in the free energy, Eqs. (46) and (50) . This result holds not only for a delta-correlated RMF, but for any disorder correlations that generate a value of β ≫ 1 (when time-reversal symmetry is broken). It is interesting to note the direct proportionality between the coefficient of the mesoscopic current-current correlation function and the weak localization correction to the conductivity.
In section VI B, for a model of mainly short-range disorder with a weak RMF, we illustrated how a finite value of the current-current correlator in the q → 0 limit leads, by analogy with previous work on the diffusion-advection problem [43, 45, 44] , to a simple interpretation for the positive correction to the diffusion coefficient. Given that a finite value of the correlator survives in the case of pure long-ranged disorder, we are led to suggest an interpretation for the correction to the diffusion coefficient along similar lines: a tendency towards ballistic motion along cycles of the local current (see Fig.4 ) leads to superdiffusive propagation.
To the best of our knowledge the persistent current correlations described by Eq. (107) are obtained here for the first time and thus, in addition to the antilocalization, we have demonstrated the existence of long living mesoscopic currents in systems with long range disorder and broken time reversal symmetry. It is worth mentioning that the superdiffusion, being a purely classical phenomenon, occurs in this case due to scattering by the mesoscopic currents that are of a quantum mechanical origin.
VIII. DISCUSSION AND CONCLUSION
In this paper, we have studied the 2D electron gas with long range disorder and broken time-reversal symmetry. We have shown how the long range correlations of the disorder may drastically influence the electron motion and lead to antilocalization. An example of such long-ranged disorder is given by a delta-correlated RMF, although our approach is valid also for long range scalar disorder in a constant magnetic field. In addition to the terms present in the conventional unitary σ-model, we find an extra term whose presence relies on the long-range correlations of the disorder. Under a perturbative RG analysis of the free energy, the new term contributes at one-loop order to the scaling function for the diffusion coefficient. This leads to the surprising conclusion that, in contrast to the case of short-range disorder, in a 2D delta-correlated RMF (or in a model of long-range disorder with broken time-reversal symmetry, such that β ≫ 1) electron states exhibit antilocalization.
We have also demonstrated a direct computation of the conductivity of an electron gas with long-ranged disorder, such as a RMF, using the σ-model approach. We confirmed that the result for the correction of the conductivity corresponds, via the Einstein relation, to that found for the diffusion coefficient by the RG approach in section IV, and have also identified the relevant diagrams that contribute to this correction.
We have extended the approach to include both long-range disorder (such as a RMF) and short-range disorder. We have shown how, when short-range impurities are added as a weak perturbation to the long range disorder, the antilocalizing correction to the conductivity is reduced. We have also reconsidered classical models of diffusion in a field of random velocities, for which particle propagation is superdiffusive. We show how the solution for the diffusion coefficient for the classical superdiffusion may be reproduced for an electron gas with long range disorder, via a σ-model with the same new term as above, revealing that the two phenomena are closely related. We have demonstrated the existence of long-living mesoscopic currents in the presence of long range disorder, showing that the coefficient of the new term in the free energy may be interpreted as the finite value of the q → 0 limit of the current-current correlation function. This has led to the interpretation that antilocalization is a classical superdiffusion due to scattering by these currents.
We have mentioned that for the model of long range, scalar disorder, time-reversal symmetry must be broken by a constant magnetic field for the antilocalizing correction to the conductivity to appear. The Cooperon degrees of freedom become fully inoperative, even on ballistic length-scales, in the limit of ω c τ tr ≫ 1, where ω c is the cyclotron frequency. In fact, in such a limit the effects of Hall quantization become important, and hence a further topological term will appear in the free energy. For smaller values of the magnetic field, the value of β will be smaller but still nonzero. The topological term as usual does not contribute to the renormalisation group equations to any perturbative order. The derivation of the topological term in this case, and a discussion of its interplay at small conductances with the new term in the free energy found here, is postponed to a future work.
Another model in which similar physics to that of the delta-correlated RMF model should arise is one where the random magnetic field displays long-ranged spatial correlations. The generalization of the above method to describe this model is straightforward in principle, although in this case the form of the matrixL (see section III D) becomes more complicated and hence the evaluation of its determinant becomes more cumbersome. We expect that an antilocalizing correction to the conductivity, beyond the types of corrections usually present for short-range disorder, will arise also in this case.
For the case where the correlation length of the magnetic field correlations exceeds the cyclotron radius, a description of electron transport in terms of percolation between a network of 'snake'-states at zero B-field contours has been proposed [22] . Analytic studies of this model [24, 57, 58] however have generally concluded that all states are localized. While such a conclusion seems at odds with the conclusion of antilocalization presented here, we emphasize that this is not necessarily the case: the network model itself represents a series of approximations applied to the microscopic Hamiltonian, while we deal directly with the Hamiltonian itself. In particular, the scattering processes of the network are described by tunnelling between neighboring sites, with random magnitude and phase. Since the tunnelling processes connect only nearest neighbors, the scattering is essentially short-range in nature, at least with respect to the lattice. While Zirnbauer [58] has provided a mapping from the network to a field theory, the appropriate Q-matrix for this model is local in position and so leads to a conventional diffusive sigma-model. In our study, by contrast, we allow fully for the long-ranged nature of the correlations of the vector potential: as a result the Q-matrix is non-local in position and a nontrivial integration over nonzero harmonics is required.
We note as before that the calculations of this work are restricted to the case of weak disorder. While we have shown that antilocalization is manifested for weak, long range disorder, it is reasonable to expect a transition to a localized phase as the limit of strong, long-ranged disorder is approached,
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Random Magnetic Field Model
In this section we evaluate the determinant of the matrixL, Eqs. (35, 57) , which leads to the coefficient β in the free energy. This is achieved by transforming the recurrence relation for the determinant ofL N , the truncation ofL, with respect to N to a second-order differential equation, which is exactly soluble in this case.
If we define M N (s) = detL N (s)/((2N − 1)!!), we find the following recurrence relation:
with the boundary conditions M 0 = M 1 = 1. In general the existence of a three-term recurrence relation of this type, that is characteristic for a tridiagonal matrix, implies that the set of determinants corresponding to M N are related to a class of orthogonal polynomials [59] in s, with an associated second-order differential equation. In our case, this is seen by introducing the function
Since ∆ r is a 2D Laplacian operator, Eq. (A4) is most conveniently solved by a 2D Fourier transform in r: To determine the correct value for γ(s), it is convenient to shift the contour of integration in Eq. (A5) for f p.s. (r, s). We shift from 0 < u < ∞ to the contours C 1 and C 2 for the first term on the right-hand side of Eq. (A5), and C 3 and C 4 for the second term (see Fig. 5 ).
-is-ir 1/2 , we may analytically continue to |z| < 1 and check that f (z) ∼ 1 + z as z → 0, so that M 0 = M 1 = 1 as required. In general, M N (s) may be recovered from f (z, s) via
where C is a contour of radius much less than unity encircling the origin. In the limit of N → ∞, only the pole at z → 1 gives a nonvanishing contribution; in this way we come to the simple formula While this formula is exact in the limit of κ → 0, we may check that it remains a valid approximation for a finite but small κ as follows. For finite κ, the matrixL N satisfies the form (35) only for harmonics m ≪ κ −1 , and so the recurrence relation (A1) applies only for N ≪ κ −1 . For finite N, M N will be given not exactly by cosh(s) but by some Nth. order polynomial approximation to cosh(s): the highest-order term in this polynomial will be approximately s N 0 /N!. As long as N ≫ s 0 , this and higher-order terms should be small, and we estimate that the polynomial approximation and cosh(s) should coincide to within a small correction. Since N is cut off at N ∼ κ −1 and s 0 ≪ l tr /l ∼ (ln(1/κ)) 1/2 ≪ κ −1 , the regime of N ≫ s 0 does indeed hold and we conclude that we may represent M N by cosh(s) even for finite κ, as required.
APPENDIX B: NEGLECT OF A 2 TERM
In this appendix we justify more carefully the neglect of the A 2 term in the original Lagrangian, Eq. (8). In fact this approximation is standard and has been used in previous analytic works on the subject [38, 40] . Indeed our approach applies also to the case of longrange impurities (scalar disorder) for which A 2 -like terms are completely absent. Even so we investigate here more carefully the influence of the A 2 term. In fact its neglect was made only for convenience and is not necessary in the early stages of the calculation: instead, it may be included exactly in the disorder average. In doing so, L int of Eq. (9) is replaced by 
We see that an additional term has arisen inside the logarithm (second line of Eq. (B1)). This term is second-order in the scattering amplitude, V ij , and acts to renormalize the chemical potential. Indeed, due to the presence of the Str operating on this term, we see this term has no effect on the saddle-point Q p = Λ p , since the latter is supersymmetric.
Consider now fluctuations around the saddle-point, of the form parametrized by Eq. (18) (such that Q 2 p = 1). The unusual feature of the additional term inside the logarithm of Eq. (B1) is that, due to the presence of the Str operator, it commutes with the rotation matrices U and V n . Performing an expansion of the logarithm in this term will therefore not give any additional contribution to the free energy to any perturbative order. Instead, the effect of the additional term is comparable to that of the (a)-modes, corresponding to fluctuations in Q 2 p , and hence may be neglected consistently. An alternative argument for the neglect of the A 2 term may be formulated as follows: we may treat the A 2 term in the Lagrangian (8) perturbatively and check that it gives only a parametrically small correction to the previously-derived terms in the free energy.
A leading-order contribution of the A 2 term, that is fourth-order in A, may be estimated via a third-order cumulant expansion: this gives rise to the contribution to the Lagrangian of Choosing a typical pairing of the A and ψ fields gives an estimate of a typical resulting contribution to the free energy:
Str(Q n 1 (r)Q n 2 (r)Q n 3 (r))
In fact due to the combination of three Q's in the structure of δF 1 , this terms does not contribute at all to the free energy of the form of Eq. (31), upon expanding in P m . In addition we note that it is second-order in the scattering amplitude V ij : for this reason it may be checked that in any case it appears with a small factor (ǫ F τ tr ) −1 ≪ 1 with respect to the usual collision term (see e.g. Eq. (25)).
The other leading-order contribution, that is fourth-order in A, appears from the secondorder cumulant: Choosing a typical pairing as before gives an estimate of a typical resulting contribution to the free energy as
n 1 −n 2 Str(Q n 1 (r)Q n 2 (r)),
We notice that the term δF 2 is again second-order in the scattering amplitude V ij , as compared to the usual collision term in the ballistic σ-model (Eq. (25)) which is only first-order in V ij . As a result it is straightforward to check that the term δF 2 produces a renormalization of the collision term by a parametrically small factor (ǫ F τ tr ) −1 ≪ 1. Higher-order cumulants of the A 2 term in the original Lagrangian will clearly produce only smaller renormalizations of the collision term corresponding to higher powers of this small parameter. In this way we conclude that it is justified to neglect the A 2 term as claimed in the main text.
