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EMPILEMENTS DE CERCLES ET MODULES
COMBINATOIRES
PETER HAI¨SSINSKY
Re´sume´.
Le but cette note est de tenter d’expliquer les liens e´troits qui unissent
la the´orie des empilements de cercles et des modules combinatoires,
et de comparer les approches a` la conjecture de J.W.Cannon qui en
de´coulent [11, 9, 10, 4, 5, 6].
Abstract.
The aim of this article is to explain the deep relationships between
circle-packings and combinatorial moduli of curves, and to compare the
approaches to Cannon’s conjecture to which they lead [11, 9, 10, 4, 5, 6].
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INTRODUCTION
Plusieurs approches ont e´te´ de´veloppe´es pour estimer des modules de
courbes dans des espaces topologiques munis de structures tre`s faibles.
Les premiers re´sultats dans ce sens sont certainement duˆs a` P. Pansu
qui ge´ne´ralise la notion de module dans le cadre d’espaces munis de
familles (inde´nombrables) de « boules » [20]. D’autres me´thodes ont
aussi e´te´ de´veloppe´es par J.Heinonen et P.Koskela notamment pour
e´tudier les home´omorphismes quasiconformes et leurs avatars dans des
espaces de Carnot, voire dans des espaces me´triques plus ge´ne´raux [15].
L’objet de ce texte est d’unifier autant que possible les approches
de J.W.Cannon, W.Floyd et W.Parry et de M.Bonk et B.Kleiner
a` des proble`mes d’uniformisation de surfaces motive´s par la conjec-
ture de Cannon qui affirme qu’un groupe hyperbolique dont le bord
est home´omorphe a` S2 admet une action kleine´enne cocompacte. Ces
deux approches reposent sur des notions de modules combinatoires
le´ge`rement diffe´rentes qui conduisent a` des re´sultats apparemment si-
milaires. Le re´sultat central de cet article est le The´ore`me 3.4 qui four-
nit un socle commun pour en de´duire d’une part une version faible du
the´ore`me de Riemann combinatoire de J.W.Cannon (Corollaire 3.10)
et d’autre part les re´sultats de M.Bonk et B.Kleiner (voir p.ex. le
Corollaire 3.13). Le point clef des de´monstrations que l’on pre´sente est
d’utiliser, a` l’instar de M.Bonk et B.Kleiner, les empilements de cercles
pour traduire naturellement les donne´es combinatoires en donne´es ana-
lytiques.
Pour ce faire, plusieurs variantes de modules combinatoires pre´sente´s
par ces diffe´rents auteurs sont de´veloppe´es dans ce texte, et on e´tablit
quelques comparaisons entre elles. Nous adoptons le point de vue du lec-
teur familier des notions et techniques de the´orie ge´ome´trique des fonc-
tions pour de´montrer les proprie´te´s de ces modules. Ces notions sont
rappele´es brie`vement dans l’Appendice A, ou` quelques de´monstrations
sont aussi esquisse´es pour insister sur le traitement commun de ces
deux the´ories.
Ce texte est organise´ en quatre parties et trois appendices. Les deux
premie`res parties fournissent des rappels concernant les empilements
de cercles d’une part, et les modules combinatoires de courbes d’autre
part. La troisie`me partie contient les re´sultats proprement dits de l’ar-
ticle et la comparaison des deux me´thodes de discre´tisation. La dernie`re
partie contient une discussion sommaire sur les approches a` la conjec-
ture de Cannon. L’Appendice A de´crit succinctement les notions de
the´orie ge´ome´trique des fonctions qui sont utilise´es tout au long du
texte, et qui servent de motivation. Dans l’Appendice B, on montre
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que ces me´thodes de discre´tisation sont aussi inte´ressantes dans le
cadre d’espaces me´triques plus ge´ne´raux. Enfin, dans l’Appendice C,
on e´tablit un crite`re de convergence pour des fonctions de´finies sur des
sous-ensembles compacts d’un espace compact me´trique qui converge
au sens de Hausdorff.
Les re´sultats de ce texte sont essentiellement connus, mais il est
espe´re´ qu’ils sont mis en perspective de manie`re profitable, et que les
arguments pre´sente´s seront trouve´s plus simples.
Remerciements. Je remercie J. Los, L.Reeves et H. Short pour les
nombreuses discussions que nous avons eues autour des the`mes aborde´s
dans ce texte, sans lesquelles ce travail n’aurait pu voir le jour. Je
remercie aussi Hadrien Laroˆme qui a relu avec beaucoup d’attention
une grande partie de ce manuscrit. Je suis reconnaissant au rapporteur
pour ses nombreux conseils qui m’ont permis d’ame´liorer cet article.
Notations. L’ensemble des re´els positifs ou nul est de´signe´ par R+.
Dans tout le texte, si a et b sont strictement positifs, on e´crit a ≍ b s’il
existe une constante universelle u > 1 telle que (1/u) · a ≤ b ≤ u · a,
a . b ou b & a s’il existe une constante universelle C > 1 telle que
a ≤ C · b.
1. Empilements de cercles
Un empilement de cercles E de la sphe`re de Riemann Ĉ est une col-
lection de disques ferme´s d’inte´rieurs deux a` deux disjoints telle que les
composantes connexes du comple´mentaire de la re´union de ces disques
soient borde´es par exactement trois arcs de cercle.
A un empilement E , on associe son graphe d’incidence G(E) dont les
sommets sont les disques et les areˆtes sont les paires de disques dont les
fermetures s’intersectent. Lorsque E est fini, il s’agit d’une triangulation
que l’on peut voir plonge´e dans la surface.
Nous e´nonc¸ons de`s maintenant un the´ore`me de repre´sentation conforme
pour les empilements qui correspond a` une re´ciproque du fait pre´ce´dent.
The´ore`me 1.1 (P.Koebe [18]). Soit T une triangulation de la sphe`re
S
2. Il existe un unique empilement de cercles E de Ĉ de graphe d’inci-
dence isomorphe a` T , a` transformation homographique pre`s.
Une de´monstration plus moderne figure dans [12].
W.P.Thurston a propose´ de de´montrer le the´ore`me de repre´sentation
conforme de Riemann en utilisant les empilements de cercles. Soient
Ω ⊂ C un domaine simplement connexe borne´ du plan, et z1, z2 ∈ Ω
deux points distincts. Pour r > 0, on note Tr la triangulation de C
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par triangles e´quilate´raux engendre´e par [0, r] × {0}. On conside`re la
re´union des triangles pleins entie`rement contenus dans Ω, et on de´signe
par Ωr la composante connexe de son inte´rieur qui contient z1. Si r
est assez petit, alors z2 en fait aussi partie. Soit Tr(Ω) = Tr ∩ Ωr la
restriction de la triangulation Tr a` Ωr. On ajoute a` Tr(Ω) un sommet
(abstrait) et des areˆtes qui le relient aux sommets du bord de Tr(Ω).
On obtient ainsi une triangulation de la sphe`re, pour laquelle on peut
appliquer le The´ore`me 1.1 afin d’obtenir un empilement de cercles Er
dont le comple´mentaire du disque unite´ C \ D est associe´ au sommet
rajoute´. On note fr : Tr(Ω)→ D l’application simpliciale induite par les
triangulations sous-jacentes. Quitte a` composer par un automorphisme
de D, on peut supposer que fr(z1) = 0 et fr(z2) > 0. Le but est alors de
montrer que fr converge vers l’application de Riemann quand r tend
vers 0, ce qu’ont fait B.Rodin et D. Sullivan [21].
The´ore`me 1.2. Le chemin (fr)r converge uniforme´ment sur les com-
pacts de Ω vers la transformation conforme f : Ω → D telle que
f(z1) = 0 et f(z2) > 0 lorsque r tend vers 0.
Un point crucial de leur de´monstration est de montrer que la suite
est uniforme´ment quasiconforme (voir Appendice A). Cette proprie´te´
est une conse´quence du lemme suivant.
Lemme 1.3 (du collier). Il existe une constante C = C(N) > 0 telle
que si un disque D de rayon r d’un empilement de cercles a N voisins,
alors le rayon r′ de chaque voisin ve´rifie r′ > C(N)r.
Une de´monstration figure dans [21].
2. Modules combinatoires
La notion classique de modules de courbes est expose´e dans l’Appen-
dice A. On s’en inspire pour en de´velopper une the´orie combinatoire.
2.1. Modules dans un graphe. Soit G un graphe connexe de som-
mets S et d’areˆtes A. On munit ce graphe d’une me´trique qui rend
chaque areˆte isome´trique au segment [0, 1]. Une courbe sur le graphe
sera un sous-graphe connexe de G, donc ses sommets sont dans S, et
ses areˆtes dans A.
Pour Q ≥ 1, on note MQ(G) l’ensemble des applications ρ : S →
R+ telles que 0 <
∑
ρ(s)Q < ∞ que l’on appelle poids ou me´triques
admissibles, ou Q-admissibles pour eˆtre plus pre´cis.
Soit K un ensemble de sommets de G ; la ρ-longueur de K est par
de´finition
ℓρ(K) =
∑
s∈K
ρ(s)
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et son Q-volume
VQ,ρ(K) =
∑
s∈K
ρ(s)Q .
Lorsque K = S, on notera plus simplement VQ,ρ(S) = VQ(ρ).
Si Γ est une famille de courbes dans G et ρ est une me´trique Q-
admissible, on de´finit
Lρ(Γ,S) = inf
γ∈Γ
ℓρ(γ),
et son Q-module combinatoire par
modQ(Γ, G) = inf
ρ∈MQ(G)
VQ(ρ)
Lρ(Γ,S)Q
= inf
ρ∈MQ(G)
modQ(Γ, ρ,S).
Si, pour une me´trique ρ, on a Lρ(Γ,S) = 0, alors on pose modQ(Γ, ρ,S) =
+∞.
On peut remarquer que si λ > 0, alors modQ(Γ, λρ,S) = modQ(Γ, ρ,S),
ce qui permet de normaliser les me´triques par des conditions du type
Lρ(Γ,S) ≥ 1, ou encore VQ,ρ(G) = 1.
On a les proprie´te´s suivantes :
(1) si Γ1 ⊂ Γ2, modQ(Γ1, G) ≤ modQ(Γ2, G) ;
(2) modQ(
⋃∞
i=1(Γi, G) ≤
∑∞
i=1modQ(Γi, G) ;
(3) si Γ1 et Γ2 sont deux familles de courbes telles que toute courbe
γ1 dans Γ1 posse`de une sous-courbe γ2 ∈ Γ2, alors modQ(Γ1, G) ≤
modQ(Γ2, G).
En supposant S fini et en normalisant les e´le´ments de MQ(G) pour
que
∑
ρ(s)Q = 1, il n’est pas difficile de montrer l’existence d’une
me´trique extre´male i.e., pour laquelle l’infimum est atteint. Voici une
adaptation au cas discret d’un crite`re de A.Beurling d’extre´malite´ (voir
l’Appendice A).
Proposition 2.1 (crite`re de Beurling). Soient G un graphe fini et
connexe, Γ une famille de courbes et Q > 1. Une me´trique ρ est
extre´male si et seulement si il existe une sous-famille Γ0 ⊂ Γ telle
que
(1) pour toute γ ∈ Γ0, ℓρ(γ) = Lρ(Γ,S) ;
(2) pour toute h : S → R telle que, pour γ ∈ Γ0,
∑
s∈S(γ) h(s) ≥ 0,
on ait
∑
s∈S h(s)ρ(s)
Q−1 ≥ 0, ou` S(γ) de´signe les sommets s ∈
S qui intersectent γ.
De plus, cette me´trique est unique a` normalisation pre`s.
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Il est pratique d’introduire a` ce niveau quelques notations et de noter
quelques observations. Si G = (S,A) est un graphe fini et Γ une famille
de courbes, on notera Γ(s) l’ensemble des courbes de Γ qui contiennent
l’e´le´ment s ∈ S ; de meˆme, S(γ) de´signera l’ensemble des sommets de
S contenus dans la courbe γ ∈ Γ. Remarquons que si ρ est extre´male,
alors pour tout sommet s du support supp ρ de ρ, il existe une courbe
γ ∈ Γ telle que ℓρ(γ) = Lρ(Γ,S), car sinon on pourrait diminuer la
valeur de ρ(s), ce qui diminuerait modQ(Γ, ρ,S).
Enfin, on conside`re l’espace vectoriel re´el RS muni de sa base ca-
nonique {es}s∈S et du produit scalaire 〈·, ·〉 qui rend cette base ortho-
norme´e. A chaque courbe γ ∈ Γ, on associe le vecteur uγ =
∑
s∈S(γ) es.
Une me´trique σ est donc un vecteur de RS et si γ ∈ Γ, alors ℓσ(γ) =
〈uγ, σ〉. On de´finit aussi v(σ) =
∑
s∈S |σ(s)|
Q et on note que v : RS → R
est strictement convexe si Q > 1 et line´aire si Q = 1. En tant que fonc-
tion nume´rique de´finie sur l’espace vectoriel RS , v est diffe´rentiable et
son gradient ∇ρv en un vecteur ρ a pour coordonne´es Qρ(s)|ρ(s)|Q−2,
s ∈ S.
Lemme 2.2. Avec les notations ci-dessus et Q > 1, si ρ est extre´male,
alors il existe une sous-famille Γ0 ⊂ Γ et un vecteur (λγ) ∈ (R+)Γ0 tels
que
(1) pour toute γ ∈ Γ0, ℓρ(γ) = Lρ(Γ,S) ;
(2) ∇ρv =
∑
γ∈Γ0
λγuγ.
Ce lemme apparaˆıt dans [9] dans le cas Q = 2.
De´monstration. Tout d’abord, on note Γ0 l’ensemble des courbes de
Γ de longueur minimale, que l’on fixe e´gale a` 1. Notons δ = infΓ\Γ0 ℓρ(γ)−
1. Puisque l’on a un nombre fini de vecteurs uγ possibles, on a δ > 0.
On conside`re l’ensemble ∆ des vecteurs σ ∈ RS tels que ℓσ(γ) = 1
pour toutes les courbes γ ∈ Γ0. Il s’agit d’un espace affine, donc la
restriction de v a` ∆ admet un unique minimum en un point ρ1 car
v est strictement convexe. Montrons que ρ1 = ρ par l’absurde. Pour
t ∈ [0, 1], on note ρt = ρ + t(ρ1 − ρ). Donc, si γ ∈ Γ0 alors ℓρt(γ) = 1,
et sinon
ℓρt(γ) ≥ (1− t)(1 + δ) + tℓρ1(γ).
Du coup, si t est assez petit, alors on a Lρt(Γ,S) ≥ 1, et par convexite´,
on devrait avoir v(ρt) < v(ρ), ce qui contredit l’extre´malite´ de ρ. Par
suite, ρ est la solution du proble`me variationnel qui consiste a` minimiser
v sur ∆.
La the´orie des extrema lie´s indique que ∇ρv est orthogonal a` ∆,
autrement dit, il existe des multiplicateurs de Lagrange (λγ) ∈ R
Γ0 tels
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que
∇ρv =
∑
γ∈Γ0
λγuγ.
Pour conclure, il reste a` montrer que l’on peut choisir ces multiplica-
teurs positifs ou nuls. On proce`de par l’absurde en montrant que ρ n’est
pas extre´male s’il existe un multiplicateur strictement ne´gatif. On note
E le sous-espace de RS engendre´ par {uγ, γ ∈ Γ0} et F l’orthogonal
de ∇ρv dans E et on de´finit l’espace affine A = ∇ρv + F .
L’espace A s’identifie avec un sous-espace de l’espace projectif P(E)
de E. Puisque le produit scalaire des uγ par ∇ρv est toujours positif,
chaque demi-droite de vecteur directeur uγ coupe F en un point pγ, et
on note 0 le point qui correspond a` ∇ρv.
Si ∇ρv n’est pas dans le coˆne engendre´ par {uγ}γ∈Γ0, alors 0 n’est
pas dans l’enveloppe convexe des points pγ. Du coup, ces points sont
dans un demi-espace de A et il existe un vecteur σ ∈ F dont le produit
scalaire avec tous les uγ est strictement positif, et meˆme minore´ par
une constante η > 0 , puisqu’ils sont en nombre fini.
Posons ρt = ρ+ tσ avec t > 0. Pour γ ∈ Γ0, on a
ℓρt(γ) = ℓρ(γ) + t〈uγ, σ〉 ≥ 1 + tη .
Et si γ ∈ Γ \ Γ0, ℓρt(γ) ≥ 1 + δ + t〈uγ, σ〉 ≥ 1 + tη si t est assez petit,
donc Lρt(Γ) ≥ 1 + ηt si t est assez petit.
Si t assez petit, alors pour tout s ∈ S dans le support de ρ, on a
ρt(s) > 0. Si ρ(s) = 0, alors |ρt(s)|
Q = o(t). Par conse´quent
v(ρt) =
∑
s∈S
|ρ(s) + tσ(s)|Q
=
∑
s∈suppρ
ρ(s)Q(1 +Qtσ(s)ρ(s)−1 + o(t)) + o(t)
= v(ρ) +
∑
s∈S
Qρ(s)Q−1tσ(s) + o(t)
= v(ρ) + t〈∇ρv, σ〉+ o(t)
= v(ρ) + o(t) ,
car ∇ρv et σ sont orthogonaux par de´finition.
Donc
modQ(Γ, ρt,S) ≤
v(ρ) + o(t)
(1 + ηt)Q
= modQ(Γ, ρ,S)(1−Qηt + o(t)) + o(t)
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ce qui contredit l’extre´malite´ de ρ. Donc ∇ρv est dans le coˆne engendre´
par {uγ}γ∈Γ0 et il existe (λγ) ∈ (R+)
Γ tel que ∇ρv =
∑
γ∈Γ0
λγuγ.
De´monstration de la Proposition 2.1. Supposons que ρ ve´rifie
les conditions de A.Beurling. Soit σ ∈ MQ(G) que l’on suppose nor-
malise´e pour que Lσ(Γ) = Lρ(Γ). Du coup, ℓσ(γ) ≥ Lρ(Γ) = ℓρ(γ) pour
toute γ ∈ Γ0. Donc, en posant h = σ − ρ, on obtient∑
s∈S
(σ − ρ)ρQ−1 ≥ 0
soit ∑
s∈S
ρQ ≤
∑
s∈S
σρQ−1 ≤
(∑
s∈S
σQ
)1/Q
·
(∑
s∈S
ρQ
)1−1/Q
par l’ine´galite´ de Ho¨lder. Du coup, on a modQ(Γ, ρ,S) ≤ modQ(Γ, σ,S).
Le cas d’e´galite´ se produit lorsque l’ine´galite´ de Ho¨lder est une e´galite´,
donc si σQ et (ρQ−1)Q/(Q−1) sont proportionnelles, soit si σ = ρ d’apre`s
leurs normalisations.
Re´ciproquement, supposons que ρ est extre´male et normalisons-la
pour que Lρ(Γ) = 1. D’apre`s le lemme pre´ce´dent, il existe Γ0 ⊂ Γ et
(λγ) ∈ (R+)Γ tels que
(1) pour toute γ ∈ Γ0, ℓρ(γ) = Lρ(Γ,S) ;
(2) ∇ρv =
∑
γ∈Γ0
λγuγ.
Si h : S → R ve´rifie
∑
s∈S(γ) h(s) ≥ 0 pour toute courbe γ ∈ Γ0,
alors ∑
s∈S
h(s)ρ(s)Q−1 =
∑
s∈S
h(s)
 1
Q
∑
γ∈Γ0(s)
λγ

=
1
Q
∑
γ∈Γ0
λγ
 ∑
s∈S(γ)
h(s)

≥ 0 .
Ceci e´tablit la re´ciproque.
Condensateurs dans un graphe. Si E et F sont deux ensembles de
sommets disjoints d’un graphe G, on conside`re la famille Γ(E, F,G) =
Γ(E, F ) des courbes qui joignent E a` F et on de´finit le module, aussi
appele´ capacite´, par
modQ(E, F,G) = modQ(Γ(E, F ), G) .
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On dira que (E, F ) est un condensateur si E et F sont les sommets de
sous-graphes connexes de G.
La capacite´ de´pend de manie`re essentielle des areˆtes du graphe. Ce-
pendant, on a le re´sultat suivant.
Proposition 2.3. Soient S un ensemble de sommets et A1 et A2 deux
familles d’areˆtes telles que les graphes associe´s G1 = (S,A1) et G2 =
(S,A2) soient connexes. Pour j = 1, 2, on munit Gj de la distance de
longueur | · |j pour laquelle chaque areˆte est de longueur 1. On suppose
que A2 ⊂ A1, G2 est de valence borne´e par K, et que si |v1 − v2|1 = 1
alors |v1 − v2|2 ≤ k. Soit Q ≥ 1.
(1) Pour toute paire de sommets disjoints (E, F ), on a
modQ(E, F,G1) ≍ modQ(E, F,G2) ,
ou` les constantes implicites ne de´pendent que de k, K et Q.
(2) Si (E1, F1) est un condensateur de G1, tel que E1 et F1 sont
a` distance au moins 2k + 1 dans G1, alors il existe un condensateur
(E2, F2) de G2, tel que E1 ⊂ E2, F1 ⊂ F2 et
modQ(E1, F1, G1) ≍ modQ(E2, F2, G2) ,
ou` les constantes implicites ne de´pendent que de k, K et Q.
De´monstration. (1) On note Γ1 = Γ(E, F,G1) la famille de courbes
associe´e a` {E, F} dans G1 et Γ2 = Γ(E, F,G2) dans G2.
Tout d’abord, on a modQ(Γ2, G2) ≤ modQ(Γ1, G1) car il y a plus de
chemins dans G1.
Re´ciproquement, on se donne une me´trique ρ2 : S → R+ telle que
Lρ2(Γ2, G2) = 1. On de´finit ρ1 : S → R+ par ρ1(s) = max{ρ2(s
′), s′ ∈
B2(s, k)}, ou` B2(s, k) de´signe la boule centre´e en s de rayon k pour la
distance | · |2. Notons N le cardinal maximal d’une boule combinatoire
B2(s, k). Si γ1 est une courbe de Γ1, on lui associe une courbe γ2 de
Γ2 passant par au moins les meˆmes sommets, et dont les de´tours sont
de longueur au plus N . Du coup, pour chaque sommet s de γ1, on a
ρ1(s) ≥ (1/N)ℓρ2(γ2∩B2(s, k)) et on en de´duit que Lρ1(Γ1, G1) ≥ 1/N .
De meˆme, on a
VQ(ρ1) ≤
∑
s∈S
∑
v∈B2(s,k)
ρ2(v)
Q ≤ N
∑
s∈S
ρ2(s)
Q ≤ N · VQ(ρ2)
car chaque v ne peut apparaˆıtre qu’au plus N fois. On en de´duit
modQ(Γ2, G2) & modQ(Γ1, G1).
(2) Si E1 n’est pas connexe dans G2, alors il existe deux sommets
s, s′ ∈ E1 tels que |s−s′|1 = 1 mais |s−s′|2 > 1. On construit une courbe
dans G2 de longueur au plus k qui relie s a` s
′ que l’on ajoute a` E1.
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On continue ainsi jusqu’a` obtenir E2 ⊃ E1 comme sommets d’un sous-
graphe connexe de G2 dans le k-voisinage de E1. On proce`de de meˆme
avec F1 pour obtenir F2. Par hypothe`ses, E2 et F2 sont disjoints donc
(E2, F2) est un condensateur de G2. D’apre`s (1), il suffit de montrer
que modQ(E1, F1, G2) ≍ modQ(E2, F2, G2).
Par construction, chaque courbe de Γ1 = Γ(E1, F1, G2) contient une
courbe de Γ2 = Γ(E2, F2, G2), donc modQ(E1, F1, G2) ≤ modQ(E2, F2, G2).
Pour la re´ciproque, on conside`re une me´trique ρ1 : S → R+ telle que
Lρ1(Γ1, G2) = 1. On de´finit ρ2 : S → R+ par ρ2(s) = max{ρ1(s
′), s′ ∈
B2(s, k)}.
Si γ2 est une courbe de Γ2 d’extre´mite´s e2 ∈ E2 et f2 ∈ F2, on
construit des courbes γe et γf de longueur combinatoire au plus k qui
relient e2 a` E1 et f2 a` F1 respectivement. On concate`ne alors γ2 a` γe
et γf pour obtenir une courbe γ1 de Γ1.
On remarque que
ρ2(e2) ≥ (1/N)
∑
s∈B2(e2,k)
ρ1(s) ≥ (1/N)ℓρ1(γe)
et ρ2(f2) ≥ (1/N)ℓρ1(γf). Du coup, ℓρ2(γ2) ≥ (1/N)ℓρ1(γ1) ≥ 1/N . On
conclut comme au point (1).
De´finition 2.4 (graphes e´quivalents). Sous les conditions de la Pro-
position 2.3, on dira que G1 contient le graphe e´quivalent G2.
2.2. Modules sur une surface. Soit S un recouvrement localement
fini d’un espace me´trique X . Ses e´le´ments seront appele´s parfois des
pie`ces, et la maille de S sera le plus grand diame`tre de ses pie`ces. Le
nerf N (S) de S est le graphe dont les sommets sont les e´le´ments de S
et les areˆtes sont constitue´es des paires de pie`ces qui s’intersectent. On
dit qu’un recouvrement est de valence borne´e si son nerf est de valence
borne´e, et l’indice de recouvrement entre deux recouvrements est le
nombre maximal de pie`ces de l’un des recouvrements qui intersectent
une meˆme pie`ce de l’autre. L’indice d’auto-recouvrement est l’indice
de recouvrement d’un recouvrement par rapport a` lui-meˆme. En par-
ticulier, un graphe de valence borne´e a un indice d’auto-recouvrement
fini. On dira dans la suite qu’une suite de recouvrements est de va-
lence borne´e si la borne ne de´pend pas du recouvrement de la suite. Si
K ⊂ X , on note S(K) l’ensemble des s ∈ S tels que s ∩K 6= ∅.
Par pavage, on entendra un recouvrement localement fini par com-
pacts connexes d’inte´rieurs deux a` deux disjoints.
Une courbe dans un espace topologique X est une application conti-
nue γ : [0, 1]→ X . On ne distinguera pas en ge´ne´ral l’application γ en
tant que telle de son image dans X .
12 PETER HAI¨SSINSKY
Si Γ est une famille de courbes dans X , on lui associe une famille
de courbes Γ̂ dans N (S) comme suit : chaque courbe γ traverse un
ensemble de pie`ces adjacentes S(γ) ; on associe a` γ cet ensemble S(γ),
ainsi que les areˆtes qui les connectent dans le graphe : cela de´finit
une courbe γ̂ de N (S) au sens du paragraphe pre´ce´dent. On note Γ̂
l’ensemble des courbes ainsi obtenues, qui correspond a` {S(γ), γ ∈ Γ}
aux areˆtes pre`s. On de´finit
modQ(Γ,S) = modQ(Γ̂,N (S)).
Si (E, F ) est un condensateur i.e., E et F sont deux continua (com-
pacts connexes non de´ge´ne´re´s) disjoints, on de´finit deux modules. Le
premier est associe´ a` la famille des courbes Γ(E, F ) qui joignent E a`
F dans X , et le second au condensateur vu dans N (S) : on conside`re
Ê = S(E) et F̂ = S(F ) comme sous-ensemble de N (S).
On de´finit alors{
modQ(E, F,S) = modQ(Γ(E, F ),S)
m̂odQ(E, F,S) = modQ(Ê, F̂ ,N (S))
En ge´ne´ral, l’ine´galite´ suivante est satisfaite :
modQ(E, F,S) ≤ m̂odQ(E, F,S).
Remarque 2.5. Le module le plus maniable est bien suˆr m̂odQ puis-
qu’il ne de´pend que du nerf du recouvrement. En revanche, il peut ne
pas porter d’information si par exemple on n’a pas de courbes entre
les continua ! Du coup, la signification de ce module se fera a` travers
l’autre, qui lui, de´pend plus pre´cise´ment de la topologie de X.
On suppose dore´navant que X est une surface topologique.
Rappelons qu’un quadrilate`re est la donne´e d’un domaine de Jordan
avec quatre points distincts sur le bord de´finissant ses quatre coˆte´s.
Voici l’analogue du The´ore`me 1.1 (cf. [9, 22]).
The´ore`me 2.6. Soit Q un quadrilate`re recouvert par un pavage S dont
le nerf forme une triangulation et soit Γ la famille de courbes qui joint
deux coˆte´s oppose´s donne´s. Il existe un rectangle R et un pavage de nerf
identique au pre´ce´dent par carre´s qui respecte les sommets. La longueur
des areˆtes des carre´s produit la me´trique extre´male pour mod2(Γ,S).
Remarque 2.7. Si le pavage ne forme pas une triangulation, alors le
pavage par carre´s peut avoir un nerf sensiblement diffe´rent de l’original
si plusieurs pie`ces de S s’intersectent en un meˆme point.
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Sur une surface, il est pratique de travailler avec des anneaux, c’est-a`
dire des surfaces home´omorphes a` ]0, 1[×S1. On leur associe les modules
suivants.
De´finition 2.8 (modules combinatoires d’un anneau). Si A un anneau
d’une surface recouverte par S, on conside`re Γt l’ensemble des courbes
qui joignent les bords de l’anneau, et Γs la famille des courbes de A qui
se´parent les composantes de bord. On de´finit alors
modsup(A,S) =
1
mod2(Γt,S)
et modinf(A,S) = mod2(Γs,S) .
De plus, si on note E et F les composantes du bord de A, on de´finit
aussi m̂odsup(A,S) = 1/m̂od2(E, F,S). Lorsque S est planaire, on peut
conside´rer les courbes Γ̂s de N (S) qui se´parent S(E) et S(F ) ; on pose
alors m̂odinf(A,S) = m̂od2(Γ̂s,S).
2.3. Comparaisons des modules. Pour terminer ce paragraphe, nous
donnons quelques proprie´te´s des modules combinatoires qui sont duˆs es-
sentiellement a` J.W.Cannon, W.Floyd et W.Parry (voir [9] par exemple).
Si deux recouvrements sont d’indice de recouvrement fini, alors les
modules associe´s sont comparables :
Lemme 2.9. Si S et S ′ sont deux recouvrements de X d’indice de
recouvrement fini K, alors, pour toute famille de courbes Γ et tout
Q ≥ 1, on a
modQ(Γ,S) ≍ modQ(Γ,S
′)
ou` les constantes implicites ne de´pendent que de K et de Q.
De´monstration. Si ρ est une me´trique admissible pour S, on de´finit
σ : S ′ → R+ par
σ(s′) = max{ρ(s), s ∈ S, s ∩ s′ 6= ∅} .
Du coup, si γ est une courbe de Γ, alors
ℓσ(γ,S
′) ≥ (1/K)
∑
s′∈S′(γ)
∑
s∈S(s′)
ρ(s) ≥ (1/K)
∑
s∈S(γ)
ρ(s)
donc ℓσ(γ,S ′) ≥ (1/K)ℓρ(γ,S). D’autre part,
VQ(σ,S
′) ≤
∑
s′∈S′
∑
s∈S(s′)
ρ(s)Q ≤ K
∑
s∈S
ρ(s)Q
donc VQ(σ,S ′) ≤ KVQ(ρ,S) et on en de´duit modQ(Γ,S ′) . modQ(Γ,S).
On e´tablit le lemme en inversant les roˆles de S et S ′.
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De´finition 2.10 (tuiles, toiture). Une tuile est un compact connexe et
une toiture est un recouvrement localement fini par tuiles.
Proposition 2.11. Soit X un espace me´trique propre connexe, locale-
ment connexe par arcs recouvert par une toiture S de valence borne´e.
Alors pour tout condensateur (E, F ), on a
m̂odQ(E, F,S) ≍ modQ(E, F,S)
ou` les constantes implicites ne de´pendent que de la valence.
Remarque 2.12. Lorsque X est une surface et S est planaire, alors
la de´monstration ci-dessous montre que m̂odinf(A,S) ≍ modinf(A,S).
De´monstration. Tout d’abord, notons que sous les conditions de
cette proposition, un ouvert connexe de X est aussi connexe par arcs.
On note Γ̂ la famille de courbes dans N (S) qui joignent S(E) et
S(F ). Si ρ est optimale pour modQ(E, F,S), on de´finit
ρ̂(s) =
∑
s′∈B1(s,1)
ρ(s).
Soit γ̂ ∈ Γ̂. Notons d’une part L la re´union des pie`ces dans X qui
n’intersectent pas S(γ̂) et d’autre part K la re´union des pie`ces qui
forment le support de γ̂. Alors L est ferme´ car S est localement fini,
K est un continuum car S est une toiture, et K ⊂ X \ L. Du coup,
la composante connexe de X \ L qui contient K contient une courbe
γ ∈ Γ(E, F ). Cette courbe se trouve dans le 1-voisinage de K dans
N (S). Donc ℓbρ(γ̂) ≥ ℓρ(γ).
D’autre part, l’ine´galite´ de Ho¨lder implique
ρ̂(s)Q ≤ (K + 1)Q−1
∑
s′∈B(s,1)
ρ(s′)Q
donc
VQ(ρ̂) ≤ (K + 1)
Q−1
∑
s
∑
s′∈B(s,1)
ρ(s′)Q ≤ (K + 1)QVQ(ρ) ,
puisque chaque pie`ce s′ apparaˆıt dans au plus (K+1) boules distinctes
de rayon 1.
Remarque 2.13. Si S est un pavage par domaines de Jordan alors on
obtient modsup = m̂odsup et modinf = m̂odinf. En effet, a` chaque courbe
γ̂ dans le graphe va correspondre une courbe de la surface γ telle que
S(γ) = S(γ̂).
Nous donnons une nouvelle de´monstration du lemme suivant (cf. [9]).
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Lemme 2.14. Si A est un anneau d’une surface X recouverte par S,
alors
modinf(A,S) ≤ modsup(A,S) .
De´monstration. Il suffit de trouver une me´trique admissible ρ pour
laquelle mod2(Γs, ρ,S) ≤ 1/mod2(Γt, ρ,S). Dans ce sens, nous conside´rons
la me´trique extre´male qui nous fournit modsup(A,S) avec Lρ(Γt,S) =
1. D’apre`s le Lemme 2.2, il existe Γ0 et des coefficients (λγ) ∈ R
Γ0 tels
que, pour toute s ∈ supp ρ,
ρ(s) = (1/2)
∑
γ∈Γ0(s)
λγ .
On remarque qu’une courbe γ̂ ∈ Γs doit couper chaque courbe de Γ0
par le the´ore`me de Jordan, donc la ρ-longueur de γ̂ doit eˆtre au moins
(1/2)
∑
Γ0
λγ donc
Lρ(Γs,S) ≥ (1/2)
∑
Γ0
λγ .
D’autre part, on a∑
S
ρ(s)2 = (1/2)
∑
S
ρ(s)
∑
γ∈Γ0(s)
λγ
= (1/2)
∑
γ∈Γ0
λγ
∑
S(γ)
ρ(s)
= (1/2)
∑
γ∈Γ0
λγ
≤ Lρ(Γs) .
Par conse´quent, on obtient
V2(ρ,S)
Lρ(Γs,S)2
≤
1
V2(ρ,S)
soit
modinf(A,S) ≤ mod2(Γs, ρ,S) ≤
1
mod2(Γt, ρ,S)
= modsup(A,S) .
Remarque 2.15. Dans [10], les auteurs vont jusqu’a` montrer que dans
le cas d’une toiture de valence borne´e, on a modinf = m̂odsup. Une
version plus faible de ce re´sultat sera e´tablie au Corollaire 3.8.
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3. The´ore`me de Riemann combinatoire et empilements de
cercles
Notre objectif ici est de me´langer les approches de J.W.Cannon et de
M.Bonk et B.Kleiner pour retrouver l’essentiel de leurs re´sultats. On
commence par une version faible du the´ore`me de Riemann combinatoire
qui nous servira ensuite a` obtenir des parame´trages quasisyme´triques
de sphe`res topologiques soumises a` des conditions analytiques.
3.1. The´ore`me de Riemann combinatoire revisite´. On montre
une version faible du the´ore`me de Riemann combinatoire (The´ore`me
3.4) en utilisant les empilements de cercles. Notre approche en redonne
une de´monstration succincte dans un cadre simplifie´.
3.1.1. Le the´ore`me de Riemann combinatoire. Rappelons l’enonce´ du
the´ore`me original de J.W.Cannon. Pour cela on introduit quelques
notions supple´mentaires.
De´finition 3.1 (approximation se´parante). C’est une suite de recou-
vrements localement finis (Sn)n dont la maille tend vers 0 telle que
(1) pour tout anneau A , il existem > 0 et n0 telle que, pour n ≥ n0,
on ait
modsup(A,Sn) ≥ m ;
(2) pour tout x ∈ X, tout voisinage V de x et tout m > 0, il existe
un anneau A ⊂ V qui se´pare x de X \ V et n0 tels que
modsup(A,Sn) ≥ m
pour n ≥ n0.
De´finition 3.2 (approximation conforme). C’est une suite de recou-
vrements (Sn)n dont la maille tend vers 0 telle que
(1) la suite est une approximation se´parante ;
(2) il existe K ≥ 1 telle que, pour tout anneau A borde´ par des
courbes de Jordan, il existe m > 0 et n0 telles que, pour n ≥ n0,
modsup(A,Sn),modinf(A,Sn) ∈ [m/K,Km].
Avec ces notations, on a
The´ore`me 3.3 (de Riemann combinatoire [8]). Si (Sn) est une ap-
proximation conforme de toitures sur une surface topologique, alors
celle-ci admet une structure complexe telle que les modules analytiques
des anneaux soient comparables a` leurs modules combinatoires pour n
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assez grand i.e., il existe K ′ telle que pour tout anneau A, il existe
n0 = n0(A) et m > 0 telles que si n ≥ n0 alors
modsup(A,Sn),modinf(A,Sn),mod2A ∈ [m/K
′, K ′m].
3.1.2. Une version sphe´rique. SoitX une surface topologique home´omorphe
a` S2 que l’on suppose me´trise´e. Soit (Sn)n une suite de toitures dont la
maille tend vers 0 et telle que le nerf N (Sn) de Sn contient une trian-
gulation Tn de S
2 e´quivalente au sens de la de´finition 2.4 pour chaque
n. Observons que l’existence d’un recouvrement dont le nerf est une
triangulation provient du fait que X est de dimension topologique 2,
voir [19].
On remarque que puisque les triangulations sont planaires, on peut
aussi conside´rer m̂odinf(·, Tn). Cependant, N (Sn) peut ne pas eˆtre pla-
naire ; c’est pourquoi on de´finit m̂odinf(·,Sn) = m̂odinf(·, Tn) par com-
modite´.
On se fixe trois points distincts a1, a2, a3 ∈ X . Pour chaque n ≥ 0
et chaque s ∈ Sn, on se donne p(s) ∈ s et on note Pn l’ensemble des
ces points. On les choisit pour que p(s) 6= p(s′) si s 6= s′ et pour que
{aj} ⊂ Pn.
Pour chaque n, on conside`re l’empilement En = E(Tn) donne´ par le
The´ore`me 1.1 tel que le centre du disque associe´ a` p−1(a1) soit 0, celui
associe´ a` p−1(a2) soit 1 et celui associe´ a` p
−1(a3) soit le point a` l’infini.
On de´finit l’application φn : Pn → Ĉ qui a` p(s) associe le centre c(s)
du cercle correspondant.
The´ore`me 3.4. Si la suite de toitures (Sn) est de valence borne´e et
se´parante alors on peut extraire une sous-suite (nk) telle que (φnk)
converge uniforme´ment vers un home´omorphisme φ : X → Ĉ tel que,
pour tout anneau A ⊂ X,
modsup(A,Snk) ≍ modφ(A) ≍ modinf(A,Snk)
pour k assez grand. Autrement dit, la sous-suite est conforme.
Dans la suite, il sera pratique d’e´tendre φn aux parties de X : e´tant
donne´ un ensemble E ⊂ X , on peut de´finir φn(E) comme la re´union des
tuiles du pavage associe´ a` En qui correspondent a` Sn(E). On de´finit de
manie`re similaire φ−1n . Notons que, Sn e´tant une toiture et Tn ⊂ N (Sn),
φ−1n transforme continua en continua. Quant a` φn, on s’appuiera sur la
Proposition 2.3 (2).
La traduction de la se´paration se fera a` l’aide du Corollaire 3.8 qui
suit.
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Le fait de travailler avec de ve´ritables disques peut en fait eˆtre alle´ge´.
En ge´ne´ral, le point important est de pouvoir controˆler leur masse par
leur diame`tre, ce qui nous motive a` donner la de´finition suivante.
De´finition 3.5 (Rondeur). Si U ⊂ X est un ensemble borne´ et x ∈ U ,
alors on de´finit la rondeur de U par rapport a` x comme
Rond (U, x) = inf{R/r, B(x, r) ⊂ U ⊂ B(x,R)} .
Par Rond (U), on entendra la plus petite valeur de Rond (U, x) quand x
parcourt U . De plus, si K ≥ 1, on dira que U est K-rond si Rond (U) ≤
K.
Pavage associe´ a` un empilement de cercles. Si D1, D2, D3 sont
trois disques ferme´s d’inte´rieurs deux a` deux disjoints de D et sont tan-
gents deux a` deux, on de´signe par Ω une composante du comple´mentaire
de ces disques borde´s par trois arcs de cercles que l’on appellera inter-
stice. Cet ouvert Ω est hyperbolique avec trois points marque´s, et il
existe un unique “centre” i.e., un point c telle que la mesure harmo-
nique de chaque areˆte vue de c est exactement 1/3. De´coupons Ω en
trois parties en conside´rant les rayons ge´ode´siques issus de c qui abou-
tissent a` chaque point marque´. On associe alors aux disques la partie
qui lui est la plus proche. On de´finit alors D̂j = sj comme la re´union
de Dj avec les portions rajoute´es par le processus pre´ce´dent a` chaque
point de tangence. Les rayons hyperboliques bordant D̂j forment ses
coˆte´s.
Si E est un empilement de cercles de Ĉ de diame`tre plus petit que
π, alors on peut associer un pavage S = S(E) comme ci-dessus, et
e´tudier les modules combinatoires associe´s. Le point crucial de cette
construction est que Rond (D̂j, cj) ≤ K ou` cj est le centre du disque
Dj et K est une constante universelle (par le the´ore`me de distorsion
de Koebe). Du coup S(E) est un quasi-empilement de Ĉ au sens de la
de´finition B.1. On dira par la suite que S(E) est la toiture associe´e a`
l’empilement de cercles E .
Dans le cadre des pavages associe´s a` des empilements de cercles, les
diffe´rentes notions de modules combinatoires co¨ıncident.
De´finition 3.6 (anneau empile´). Soit S la toiture associe´e a` un em-
pilement de cercles de Ĉ. Un anneau A est dit empile´ s’il est re´union
de tuiles de S et si chaque composante du comple´mentaire contient au
moins un disque de l’empilement.
Dans le cas qui nous inte´resse, le Lemme B.3 s’e´nonce ainsi.
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Lemme 3.7 (du pont). Soient S la toiture associe´e a` un empilement
de cercles E de Ĉ, et Γ une famille de courbes. Si pour tout disque
D de E et toute courbe γ ∈ Γ qui traverse sa tuile associe´e D̂, on a
ℓ(γ ∩ 2KD) ≥ κdiamD, ou` K est la rondeur de la toiture associe´e,
alors il existe une constante C = C(κ) > 1 telle que
mod2Γ ≤ C ·mod2(Γ,S).
On en de´duit alors une version non-asymptotique de la Proposition
B.2 :
Corollaire 3.8. Si E est un empilement normalise´ de valence borne´e
et si A est un anneau empile´ alors
modsup(A,S) ≍ modA ≍ modinf(A,S),
ou` les constantes implicites ne de´pendent que de la valence.
De´monstration. On conside`re les familles de courbes Γt et Γs qui
relient et se´parent les composantes de bord. Pour appliquer le Lemme
3.7, il suffit de montrer l’existence d’une constante κ > 0 qui ne de´pend
que de la valence telle que si γ est l’une de ces courbes qui traverse une
pie`ce s, alors diam γ ≥ κdiam s.
Si γ ∈ Γs, alors γ doit traverser la re´union de ses voisines et contour-
ner au moins un disque ; or le lemme du collier montre que ces pie`ces
ont toute une taille comparable, ce qui montre l’existence de κ > 0
dans ce cas.
Si γ ∈ Γt, alors γ doit eˆtre de diame`tre au moins celui d’un coˆte´ de s
ou de ses voisines. Comme les rayons des cercles bordant un interstice
sont comparables, un argument de compacite´ montre que le diame`tre
des coˆte´s est aussi comparable a` ces rayons.
Donc les hypothe`ses du Lemme 3.7 sont satisfaites pour un κ > 0
qui ne de´pend que de la valence. De plus, le Lemme 2.14 affirme que
modinf ≤ modsup, donc on obtient
modsup(A,S) . modA . modinf(A,S) ≤ modsup(A,S).
De´monstration du The´ore`me 3.4.On suppose que (Sn) est se´parante
et de valence borne´e. Soit A ⊂ X un anneau dont les composantes du
comple´mentaire sont E et F . Pour n assez grand, on associe le conden-
sateur (Ên, F̂n) dans Tn par la Proposition 2.3 (2), et l’anneau empile´
An qui lui correspond sur Ĉ. On a donc par les Propositions 2.11 et 2.3
donc
(3.1)
modsup(A,Sn) ≍ m̂odsup(A,Sn) ≍ m̂odsup(An,S(E(Tn))) = modsup(An,S(E(Tn)))
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On obtient aussi modinf(An,S(E(Tn))) . modinf(A,Sn), car on peut
associer a` une courbe γ de Γs(An) une courbe de Γs(A) dont le support
est dans le 1-voisinage de γ dans N (Sn), cf. la de´monstration de la
Proposition 2.11.
Montrons d’abord que la suite (φn)n est e´quicontinue en chaque
point. On se fixe ε > 0 et m > 0, et on conside`re x ∈ X . On peut
supposer que x est diffe´rent de {a1, a2}. Soit alors V un voisinage de
x disjoint de {a1, a2}. Comme l’approximation est se´parante, il existe
un anneau A ⊂ V (borde´ par des courbes de Jordan) qui se´pare x de
X \ V tel que, pour n assez grand, on ait m̂odsup(An, Tn) ≥ m, ou` An
est l’anneau empile´ associe´. Le Corollaire 3.8 implique
modAn & m̂odsup(An, Tn) ≥ m.
Or pour n assez grand, une des composantes connexes de Ĉ\An contient
{0, 1}, donc le diame`tre sphe´rique de l’autre composante est borne´ par
une constante C(m) qui tend vers 0 quand m→∞. On se fixe m assez
grand pour que C(m) ≤ ε.
Comme la maille des (Sn) tend vers 0, il existe un voisinage W ⊂ V
de x disjoint de tous les An et se´pare´ de {a1, a2}. Du coup, pour tout n
assez grand, pour tous s, s′ ⊂ W , on a d(φn(p(s)), φn(p(s
′))) ≤ C(m) ≤
ε. Ceci implique que la suite (φn) est e´quicontinue, donc on peut ex-
traire une sous-suite (φnk)k convergente de limite une application conti-
nue φ : X → Ĉ. Nous renvoyons a` l’Appendice C pour plus de de´tails
sur cette convergence.
On proce`de en deux e´tapes pour montrer que φ est injective. Tout
d’abord, si x 6∈ {aj}, alors on peut trouver un anneau A borde´ par
des courbes de Jordan qui se´pare {x, a1} de {a2, a3} de module com-
binatoire uniforme´ment minore´. Par le Corollaire 3.8, on en de´duit
que les modules analytiques des anneaux empile´s associe´s sont aussi
uniforme´ment minore´s, donc φ(x) /∈ {1,∞}, sinon le module devrait
tendre vers ze´ro. Par permutation cyclique, on trouve que φ(x) /∈
{0, 1,∞}.
Dans un second temps, on conside`re x 6= y. On peut supposer que
x, y, a1, a2 sont quatre points distincts. En conside´rant un anneau qui
se´pare {x, a1} de {y, a2}, on montre que φ(x) 6= φ(y) par le meˆme
argument.
Par conse´quent, φ est un home´omorphisme de X qui est une sphe`re
topologique sur son image. On en de´duit que φ : X → Ĉ est un
home´omorphisme.
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La comparaison des diffe´rents modules associe´s a` un anneau suit
aussi du Corollaire 3.8 (voir aussi le The´ore`me 7.1 dans [8]). En effet,
si A ⊂ Ĉ et (Enk) est la suite d’empilements associe´e a` (Tnk), alors
(S(Enk)) est conforme. En effet, si A ⊂ Ĉ est un anneau borde´ par des
courbes de Jordan, on note Ak l’anneau empile´ associe´ a` Enk . Comme
la maille des recouvrements Sn tend vers 0 et puisque la suite (φnk) est
convergente, on en de´duit que la maille des (S(Enk)) tend aussi vers 0.
Du coup, modAk → modA, et les hypothe`ses du Corollaire 3.8 sont
ve´rifie´es pour Γs(Ak) et Γt(Ak). Donc, pour k assez grand, on obtient
ainsi
modsup(A,S(Enk)) ≍ modinf(A,S(Enk)) ≍ modAk ≍ modA .
Conside´rons maintenant un anneau A ⊂ X borde´ par des courbes de
Jordan. L’anneau φ(A) s’obtient donc comme limite d’anneaux empile´s
Ak donc modAk tend vers modφ(A). Du coup, puisque la maille des
empilements tend vers 0,
m̂odsup(A,Snk) ≍ m̂odsup(φnk(A),S(Enk)) ≍ modφ(A)
pour k assez grand. La Proposition 2.11 montre que modsup(A,Snk) ≍
modφ(A), cf. (3.1). Par ailleurs,
modsup(A,Snk) ≥ modinf(A,Snk) & modinf(Ank , Tnk) ≍ modφ(A) .
Remarque 3.9. L’e´quicontinuite´ de (φn)n e´tablie dans la de´monstration
montre notamment que, pour tout anneau A, il existe une constante
K = K(A) telle que les modules combinatoires de A soientK-comparables
entre eux. On peut se demander si cela n’implique pas que la suite soit
automatiquement conforme : la re´ponse est ne´gative. En effet, soit
(En)n une suite d’empilements de valence borne´e dont la maille tend
vers 0 et de pavage associe´ (Pn) ; conside´rons aussi un home´omorphisme
h : Ĉ→ Ĉ non quasiconforme, et posons S2n = Pn et S2n+1 = h−1(Pn).
La suite (Sn) est bien se´parante, mais elle n’est pas conforme puisque
h n’est pas quasiconforme.
Ceci montre que sous nos hypothe`ses, deux structures complexes construites
par le the´ore`me ne sont pas force´ment dans la meˆme classe quasi-
conforme (si Φ et Ψ sont deux home´omorphismes limites, Φ ◦ Ψ−1
n’est pas force´ment quasiconforme). Une modification de l’exemple ci-
dessus permet aussi de montrer que le fait que toute limite est dans la
meˆme classe quasiconforme n’implique pas que la suite est conforme :
conside´rons maintenant une suite d’home´omorphismes quasiconformes
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(hk) qui tend uniforme´ment vers l’identite´ avec une distorsion qui di-
verge. On construit une suite de pavages en utilisant h−1k (Pn), k, n ∈
N : cette suite sera bien se´parante, les home´omorphismes limites seront
les hk ou l’identite´, mais la suite n’est pas conforme car la suite (hk)
n’est pas uniforme´ment quasiconforme.
On en de´duit une version faible du the´ore`me de Riemann combina-
toire.
Corollaire 3.10. Si la suite (Sn) est une suite de toitures de valence
borne´e et conforme, chaque Sn contenant une triangulation e´quivalente
Tn, alors on peut extraire une sous-suite (nk) telle que (φnk) converge
uniforme´ment vers un home´omorphisme φ : X → Ĉ tel que
modsup(A,Sn) ≍ modφ(A) ≍ modinf(A,Sn)
pour n assez grand. De plus, si φ et ψ sont deux home´omorphismes
limites, alors φ ◦ ψ−1 est K-quasiconforme ou` K ne de´pend que des
donne´es.
Re´ciproquement, si (φn) est convergente vers un home´omorphisme
alors (Sn) est conforme.
De´monstration. Le The´ore`me 3.4 s’applique pour montrer la conver-
gence d’une sous-suite (φnk)k vers un home´omorphisme φ. Conjugue´ a`
la conformite´ de la suite, ce the´ore`me fournit aussi les estimations entre
les modules, et permet de montrer que si φ et ψ sont deux limites, alors
φ ◦ ψ−1 pre´serve les modules a` une constante multiplicative uniforme
pre`s, autrement dit φ ◦ ψ−1 est K-quasiconforme ou` K ne de´pend que
des donne´es (cf. appendice A).
Quant a` la re´ciproque, elle de´coule du meˆme argument que dans la
de´monstration du The´ore`me 3.4.
3.2. Parame´trage quasisyme´trique de sphe`res topologiques. Dans
ce paragraphe, on exhibe des conditions (analytiques) sur une sphe`re
topologique qui permettent de conclure qu’elle est quasisyme´trique a`
la sphe`re de Riemann. Notre point de de´part sera toujours la donne´e
d’une suite de quasi-empilements par tuiles de valence borne´e. Nous
verrons comment, avec l’approche du paragraphe pre´ce´dent, e´tablir des
re´sultats de M.Bonk et B.Kleiner.
On se re´fe`re de manie`re essentielle a` l’appendice A pour les de´finitions,
les notations et les proprie´te´s des objets analytiques utilise´es dans ce
paragraphe.
Le premier re´sultat nous servira pour conclure que les limites des
(φn) construites au paragraphe pre´ce´dent sont quasisyme´triques.
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Proposition 3.11. Soient X un espace doublant et (Sn) une suite
de quasi-empilements qui ve´rifie les hypothe`ses du The´ore`me 3.4. Les
propositions suivantes sont e´quivalentes.
(1) Il existe η telle que tout home´omorphisme limite φ est η-quasisyme´trique.
(2) Il existe un home´omorphisme ψ1 : R+\{0} → R+\{0} de´croissant
tel que pour tout condensateur (E, F ), on ait mod2(E, F,Sn) ≥
ψ1(∆(E, F )) pour tout n assez grand.
(3) L’espace X est line´airement localement connexe et il existe un
home´omorphisme ψ2 : R+ \ {0} → R+ \ {0} de´croissant tel
que, pour tout condensateur (E, F ), on a mod2(E, F,Sn) ≤
ψ2(∆(E, F )) pour tout n assez grand.
De plus, la suite (Sn)n est conforme.
De´monstration. Une application quasisyme´trique controˆle le rap-
port de distances, en particulier les distances relatives ∆(E, F ) (cf.
Lemme 3.2 dans [5]). Donc si φ est η-quasisyme´trique, alors il existe
des home´omorphismes χ1, χ2 : R+ → R+ ne de´pendant que de η tels
que
χ1(∆(E, F )) ≥ ∆(φE, φF ) ≥ χ2(∆(E, F )) .
Sur Ĉ, il existe des home´omorphismes ψ̂1, ψ̂2 : R+ \ {0} → R+ \ {0}
de´croisssantes vers 0 telles que
ψ̂2(∆(E, F )) ≥ mod2(E, F ) ≥ ψ̂1(∆(E, F )) .
On se fixe (E, F ) et on de´finit
ms = lim supmod2(E, F,Sn) et mi = lim inf mod2(E, F,Sn) .
Montrons que
(3.2) ms . mi
ou` les constantes implicites ne de´pendent pas du condensateur. On
se donne les sous-suites (Snk ,s) et (Snk ,i) qui font tendre les modules
vers ms et mi. Le The´ore`me 3.4 produit deux home´omorphismes η-
quasisyme´triques φs, φi : X → Ĉ tels que
ms ≍ mod2(E, F,Snk,s) ≍ mod2(φs(E), φs(F ))
et
mi ≍ mod2(E, F,Snk,i) ≍ mod2(φi(E), φi(F )) .
Or φs ◦ φ
−1
i est un home´omorphisme η̂-quasisyme´trique de la sphe`re
de Riemann, ou` η̂(t) = η(1/η−1(1/t)). Donc φs ◦ φ
−1
i quasipre´serve les
2-modules. Par conse´quent, ms . mi e´tablissant (3.2).
Cela signifie qu’il suffit de travailler avec une sous-suite (Snk) pour
laquelle on a convergence des injections vers un home´omorphisme φ.
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D’apre`s le The´ore`me 3.4,
mod2(E, F,Snk) ≍ mod2(φE, φF )
pour k assez grand, donc, pour n assez grand et en vertu de (3.2){
mod2(E, F,Sn) ≍ mod2(φE, φF ) ≥ ψ̂1(∆(φE, φF )) ≥ ψ̂1χ1(∆(E, F ))
mod2(E, F,Sn) ≍ mod2(φE, φF ) ≤ ψ̂2(∆(φE, φF )) ≤ ψ̂2χ2(∆(E, F )),
ce qui montre l’existence des applications ψ1 et ψ2 sous la condition
que φ est quasisyme´trique. Notons que la sphe`re est line´airement loca-
lement connexe, et cette proprie´te´ est pre´serve´e par applications qua-
sisyme´triques (cf. [14, Chap. 15]).
Pour la re´ciproque, on note que X e´tant doublant, il suffit de montrer
que toute limite φ est uniforme´ment faiblement quasisyme´trique (voir
la fin de l’appendice §A, ou [14, Thm 10.19]). On se donne x ∈ X et
r > 0 et on note L = Lφ(x, r), ℓ = ℓφ(x, r), A = D(φ(x), L)\D(φ(x), ℓ),
ou` D(z, r) ⊂ Ĉ est le disque centre´ en z de rayon r pour la me´trique
sphe´rique, et Γt la famille des courbes qui joignent les deux composantes
de bord de A. Si L/ℓ ≤ 2, alors, on n’a rien a` montrer. Sinon, on
remarque que ∆(A) ≍ (L − ℓ)/ℓ ≍ L/ℓ, ou` ∆(A) de´signe la distance
relative des deux composantes de bord de A.
D’une part, on a
0 < c ≤ ψ1(∆(φ
−1(A))) ≤ mod2(Γt,Sn)
par hypothe`ses, et d’autre part, si n est assez grand,
mod2(Γt,Sn) . 1/ logL/ℓ .
En effet, il suffit de conside´rer les poids ρn(s) = diamφn(s)/dist(φ(x), φn(s))
pour s ∈ Sn(A) et ρn(s) = 0 sinon (cf. Lemme A.8, et la de´monstration
du Corollaire 3.14). Donc ces deux ine´galite´s montrent que le rapport
L/ℓ est borne´ inde´pendamment de φ, x et r > 0, donc φ est uni-
forme´ment faiblement quasisyme´trique.
Quant a` l’autre condition, (3), on montre que φ−1 est quasisyme´trique
en inversant les roˆles. Soit C la constante de connexite´ locale line´aire de
X . Soient z, z1, z2 ∈ Ĉ tels que |z−z1| ≤ |z−z2|. Si |φ−1(z)−φ−1(z1)| ≤
2C2|φ−1(z)−φ−1(z2)|, nous n’avons rien a` montrer. Sinon, on peut sup-
poser que z, z1, z2 sont loin de l’infini et, par continuite´ uniforme que
leurs images par φ−1 sont loin de a3. On construit deux continua dis-
joints E et F sur X tels que
φ−1(z), φ−1(z2) ∈ E ⊂ B(φ
−1(z), C|φ−1(z)− φ−1(z2)|)
et
φ−1(z1), a3 ∈ F ⊂ X \B(φ
−1(z), (1/C)|φ−1(z)− φ−1(z1)|) .
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On a donc
∆(E, F ) ≥ (1/C3)
|φ−1(z)− φ−1(z1)|
|φ−1(z)− φ−1(z2)|
et ∆(φ(E), φ(F )) ≤ 1. Par suite,
0 < ψ̂1(1) . m̂od2(E, F,Sn) ≤ ψ2
(
(1/C3)
|φ−1(z)− φ−1(z1)|
|φ−1(z)− φ−1(z2)|
)
.
Comme ψ2 est de´croissante, on en de´duit que |φ−1(z) − φ−1(z1)| .
|φ−1(z)− φ−1(z2)|, et donc que φ−1 est quasisyme´trique.
L’estimation (3.2) s’interpre`te par la conformite´ de (Sn) graˆce a` la
conclusion du The´ore`me 3.4 sur les estimations des modules.
Remarque 3.12. Dans [5], M.Bonk et B.Kleiner travaillent avec ce
qu’ils appellent des K-approximations (An) qui ne sont pas des toitures
(voir § 4). Cependant, ce sont des quasi-empilements de valence borne´e
qui ont des proprie´te´s supple´mentaires a` nos suites de recouvrements ;
notamment, deux points d’une meˆme pie`ce U ∈ An peuvent eˆtre joints
par une courbe dont le support est contenu dans un K-voisinage de
U dans le nerf de An et de diame`tre comparable a` celui de U . Donc,
en agrandissant les pie`ces de An, on obtient un quasi-empilement par
tuiles Sn (a) de valence borne´e dont le nerf est e´quivalent a` celui de An
au sens de la de´finition 2.4 et (b) d’indice de recouvrement fini. Par
conse´quent, les Propositions 2.3 et 2.11, et le Lemme 2.9 impliquent
que les modules combinatoires m̂od∗ et mod∗ sont tous comparables, et
nous restons bien dans le cadre qu’ils traitent.
Notons que la construction de ces recouvrements est de´licate et re-
pose sur le fait que X est doublant et line´airement localement connexe.
M.Bonk et B.Kleiner de´finissent leurs approximations en construisant
une triangulation plonge´e dans X, voir [5, § 6].
Nous pouvons directement en de´duire ce que M.Bonk et B.Kleiner
appellent le re´sultat principal de leur article [5] (The´ore`me 11.1) :
Corollaire 3.13 (M.Bonk & B.Kleiner). Soit X un espace me´trique
doublant et line´airement localement connexe home´omorphe a` S2. On
suppose que l’on a une suite (Sn) de quasi-empilements par tuiles dont
la maille tend vers ze´ro et dont les nerfs contiennent des triangulations
e´quivalentes de la sphe`re de valence borne´e.
S’il existe des constantes λ > 1 et C > 0 telles que
m̂od2(B,X \ λB,Sn) ≤ C
pour toute boule B ⊂ X et pour n assez grand, alors X est quasi-
syme´trique a` Ĉ et (Sn) est conforme.
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De´monstration. Soient x ∈ X et r > 0 et conside´rons, comme
M.Bonk et B.Kleiner, les anneaux B(x, λ−2jr) \ B(x, λ−(2j+1)r). Par
l’ine´galite´ de Gro¨tzsch [2, Thm 4.2] et nos hypothe`ses, on obtient pour
n assez grand
m̂odsup(B(x, r)\B(x, λ
−(2k+1)r),Sn) ≥
k∑
j=0
m̂odsup(B(x, λ
−2jr)\B(x, λ−(2j+1)r),Sn) ≥ k/C .
Donc (Sn) ve´rifie la condition (2) d’approximation se´parante qui per-
met de montrer que la suite (φn) est e´quicontinue. S’il y avait une fibre
non triviale F , alors on pourrait trouver une boule B ⊂ X telle que les
diame`tres de φ(B) et de φ(X \λB) sont minore´s, avec les intersections
B∩F et (X \λB)∩F non vides, donc telle que φ(B)∩φ(X \λB) 6= ∅.
Par le Corollaire 3.8, ceci contredit m̂od2(B,X \ λB,Sn) ≤ C pour n
assez grand. Donc les conclusions du The´ore`me 3.4 sont ve´rifie´es.
La Proposition 3.11 (3) s’applique, ce qui montre que la limite φ est
quasisyme´trique et (Sn) est conforme.
On en de´duit (cf. The´ore`me 10.4 de [5]) :
Corollaire 3.14. Si (X, µ) est un espace me´trique 2-Ahlfors re´gulier
line´airement localement connexe home´omorphe a` S2, et si (Sn) est une
suite de quasi-empilements par tuiles de valence borne´e dont le nerf
contient une triangulation e´quivalente et la maille tend vers 0 alors
(Sn) est conforme et X est quasisyme´trique a` Ĉ.
De´monstration. Il suffit de ve´rifier que les hypothe`ses du Corollaire
3.13 sont ve´rifie´es. On se fixe x ∈ X , et r < R = 2kr < diamX ,
ou` k ≥ 1. On de´finit la me´trique ρn : Sn(B(x,R) \ B(x, r)) → R+
par ρn(s) = diam s/dist (x, s) (cf. Lemme A.8). Alors, en de´coupant en
couronnes diadiques centre´es en x, pour toute γ ∈ Γ̂t, on a
ℓρn(γ) ≥ (1/r)
k−1∑
j=0
2−j
∑
diam s &
k∑
j=1
2−j2j & k & logR/r.
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De meˆme, en utilisant la re´gularite´ de X , les proprie´te´s de rondeur
et de valence borne´e, on a∑
ρn(s)
2 .
k−1∑
j=0
∑ (diam s)2
(2jr)2
.
k−1∑
j=0
µ(B(x, 2j+1r))
(2jr)2
.
k−1∑
j=0
(2j+1r)2
(2jr)2
. logR/r .
Donc m̂od2(B(x, r), X \B(x,R),Sn) . 1/ logR/r, et le Corollaire 3.13
s’applique.
On peut aussi retrouver une version asymptotique du The´ore`me 10.1
de M.Bonk et B.Kleiner dans [5] :
The´ore`me 3.15. Soit X un espace me´trique Q-Loewner et Q-Ahlfors
re´gulier home´omorphe a` S2. On suppose que l’on a une suite de quasi-
empilements par tuiles de valence borne´e dont la maille tend vers ze´ro
et dont le nerf contient une triangulation e´quivalente de la sphe`re. Alors
(Sn) est conforme, X est quasisyme´trique a` Ĉ et Q = 2.
De´monstration. La condition loewnesque permet de minorer les Q-
modules de courbes : elle nous fournit l’existence d’une application
de´croissante ψ1 telle que, pour tout condensateur (E, F ) de X ,
modQ(E, F ) ≥ ψ1(∆(E, F )).
Or, Q ≥ 2 implique que modQ(Γ,Sn) ≤ mod2(Γ,Sn) en normalisant
les me´triques par Lρ(Γ) = 1 pour toute famille de courbes ; donc on
obtient avec le Lemme B.3
ψ1(∆(E, F )) ≤ modQ(E, F ) . modQ(E, F,Sn) ≤ mod2(E, F,Sn) .
De plus, le Corollaire 3.8 et le Lemme A.8 impliquent l’existence d’une
autre application de´croissante ψ2 telle que mod2(E
′, F ′,S(En)) . mod2(E ′, F ′) ≤
ψ2(∆(E
′, F ′)) pour tout condensateur (E ′, F ′) de Ĉ et n assez grand.
En particulier, pour tout condensateur (E, F ) de X , et tout n assez
grand, on a
(3.3) ψ1(∆(E, F )) . ψ2(∆(φnE, φnF )) .
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Nous allons montrer que la suite (φ−1n )n est e´quicontinue, et que toute
limite produit un home´omorphisme de Ĉ sur X . Pour cela, on montre
d’abord que la maille des empilements de cercles tend vers 0.
Si ce n’est pas le cas, il existe r0 > 0, une sous-suite (nk) et un
e´le´ment sk ∈ Snk tels que son disque associe´ Dk est de rayon au moins
r0. Quitte a` extraire une sous-suite, on peut supposer que (sk) tend vers
un point x ∈ X diffe´rent de a1, a2. Rappelons que chaque nerf N (Sn)
contient la triangulation e´quivalente Tn ; il existe donc une constante
K telle que si s, s′ ∈ Sn sont a` distance combinatoire au moins K dans
Tn, alors leur distance est au moins 2 dans N (Sn). Soit γk ⊂ Ĉ un arc
qui joint 0 a` Dk ; notons Ek ⊂ Ĉ le continuum constitue´ de Snk(γk)
et Vk la re´union des tuiles qui forment le K-voisinage de Ek dans la
triangulation Tnk . Pour k assez grand, Vk est borde´ par une courbe de
Jordan puisque la triangulation est planaire, et quitte a` modifier γk,
on peut aussi supposer que 1 n’y appartient pas. On construit alors un
autre continuum Fk ⊂ Ĉ \ Vk forme´ de tuiles de S(Enk) qui relie 1 a`
une pie`ce D̂′k = φnk(s
′
k), ou` s
′
k est a` distance 2K de sk dans Tnk , de
sorte que ∆(Ek, Fk) ≥ δ0 > 0, ou` δ0 est une constante inde´pendante
de k ; l’existence de δ0 provient du fait que les disques Dk, D
′
k as-
socie´s a` sk et s
′
k sont a` distance combinatoire uniforme´ment borne´e
et de rayon minore´, cf. le lemme du collier. Or ∆(φ−1nk (Ek), φ
−1
nk
(Fk))
tend vers 0, car les diame`tres de φ−1nk (Ek) et φ
−1
nk
(Fk) sont minore´s par
min{dX(a1, x), dX(a2, x)}/2, la maille de Snk tend vers 0 et sk et s
′
k
sont a` distance combinatoire au plus 2K. Ceci contredit (3.3).
Il s’ensuit que la suite d’empilements de cercles (En)n a sa maille
qui tend vers 0, donc le Corollaire 3.8 implique que la suite des toi-
tures associe´es est conforme. La majoration (3.3) implique facilement
l’e´quicontinuite´ de (φ−1n ). Notons que les arguments de la de´monstration
du The´ore`me 3.4 permettent de montrer l’injectivite´ de la limite, ainsi
que la conformite´ de (Sn). La Proposition 3.11 implique alors que φ−1
est quasisyme´trique.
Notons que (Sn) e´tant conforme, on a force´ment Q = 2. Pour Q > 2,
on aurait limnmodQ(·,Sn) = 0. En effet, si (E, F ) est un condensateur
de X et φ : X → Ĉ est l’home´omorphisme donne´ par le The´ore`me
3.4, alors on conside`re ρn(s) = diamφ(s) pour s ∈ Sn. Il vient, pour
γ ∈ Γ(E, F ),
ℓρn(γ,Sn) =
∑
Sn(γ)
diamφ(s) ≥ dist(φ(E), φ(F ))
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et
VQ,ρn(X) .
(
sup
S(En)
diam s
)Q−2
·
∑
s∈S(En)
(diam s)2 .
(
sup
En
diam s
)Q−2
Aire(Ĉ)
qui tend vers 0 de`s que Q > 2.
Remarque 3.16. Ce dernier argument montre qu’en fait, si X est
Q-Ahlfors re´gulier pour un Q > 2, et si la suite de quasi-empilements
est conforme, alors le Q-module de tout condensateur est nul, et les Q-
modules combinatoires associe´s tendent vers 0 par la Proposition B.2.
Une condition ne´cessaire pour avoir la conformite´ d’une suite est donc
que le Q-module combinatoire de tout condensateur tend vers 0 pour
tout Q > 2.
Modulo la construction des quasi-empilements par tuiles de valence
borne´e dont le nerf contient une triangulation e´quivalente (cf. §4 et
§6 dans [5] et la Remarque 3.12), on re´cupe`re ainsi des re´sultats de
M.Bonk et B.Kleiner (The´ore`me 1.1 et 1.2 de [5]) :
The´ore`me 3.17 (M.Bonk et B.Kleiner). Si X est home´omorphe a` S2,
line´airement localement connexe et Q-re´gulier, et si on suppose que, ou
bien Q = 2 ou bien X est Q-loewnesque, alors X est quasisyme´trique
a` Ĉ (et Q = 2).
3.3. Remarque sur l’utilisation des toitures. Tous nos re´sultats
sont e´tablis pour des toitures. En fait, cette condition n’est essen-
tiellement utilise´e que pour comparer les modules m̂od∗ et mod∗ (cf.
(3.1)) et pour obtenir que les suites sont conformes. Si on s’affranchit
des toitures, tous les re´sultats restent vrais en remplac¸ant mod∗ par
m̂od∗ dans les hypothe`ses et les conclusions. Seule la de´monstration
du The´ore`me 3.15 requiert quelques changements car φ−1n ne pre´serve
plus les continua a priori ; une me´thode est de se ramener au Co-
rollaire 3.13 : on conside`re x ∈ X et r < R ≤ diamX et on veut
montrer qu’il existe une constante C qui ne de´pend que de R/r telle
que m̂od2(B(x, r), X \ B(x,R),Sn) ≤ C. On note E = B(x, r) et
F = X \ B(x,R) ; si R/r est assez grand, alors la connexite´ locale
line´aire de X loewnesque permet de supposer E et F connexes. En
partant de (3.3), on suppose que ∆(φn(E), φn(F )) ≤ δ, et l’on veut
montrer que δ ne peut eˆtre trop petit en construisant de nouveaux
condensateurs qui feront intervenir la condition de Loewner pour mi-
norer δ. On obtiendra ainsi un bon controˆle du 2-module en utilisant
que Ĉ est 2-re´gulier.
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3.4. Sur les de´monstrations des diffe´rentes versions du the´ore`me
de Riemann. Dans tous ces re´sultats, outre l’hypothe`se topologique
d’eˆtre une sphe`re, on part d’hypothe`ses qui imposent la pre´sence de
nombreuses courbes sur la surface. Ces courbes sont quantifie´es graˆce
a` la notion de modules, et ceux-ci sont utilise´s pour en de´duire des
proprie´te´s ge´ome´triques de la surface. On suppose donc toujours une
condition ge´ome´trico-combinatoire extreˆme : dans les hypothe`ses de
se´paration ou de conformite´, on se donne la combinatoire de la sphe`re
de Riemann, dans l’hypothe`se 2-Ahlfors re´gulie`re, on se donne une
borne supe´rieure sur la ge´ome´trie des modules, et sous la condition
loewnesque, on obtient une borne infe´rieure. De plus, dans les deux ap-
proches, les auteurs imposent des estimations uniformes qui impliquent
que les structures complexes qu’ils de´finissent sont a` distance quasicon-
forme borne´e les unes des autres.
L’approche de J.W.Cannon et al. est combinatoire et locale, celle de
M.Bonk et B.Kleiner analytique et globale. Les de´monstrations que
nous avons pre´sente´es s’inspirent des deux e´coles et permettent de dis-
tinguer deux proble`mes diffe´rents : le premier est de munir la surface
conside´re´e d’une structure complexe compatible avec les modules com-
binatoires, le second consiste a` montrer que la structure me´trique ainsi
obtenue est quasisyme´trique a` l’originale (lorsque celle-ci est fixe´e). Le
second proble`me s’interpe`te alors comme une quantification/habillage
d’une approche plus combinatoire.
Nous sommes donc partis de l’existence d’une suite de recouvrements
dont les nerfs sont essentiellement des triangulations et dont l’existence
est assure´e par M.Bonk et B.Kleiner sous de bonnes conditions (bien
que nous n’ayons pas besoin de toutes leurs proprie´te´s, il n’est pas clair
comment simplifier leur construction).
L’objet du The´ore`me 3.4 dont les hypothe`ses de se´paration sont ins-
pire´es des travaux de J.W.Cannon et al. [10] est de re´pondre au premier
proble`me par un the´ore`me de Riemann combinatoire a` la Cannon. Pour
cela, on s’appuie sur la the´orie des empilements de cercles, introduite
dans ce contexte par M.Bonk et B.Kleiner, qui nous rame`ne rapide-
ment sur la sphe`re de Riemann. Pour ces empilements de cercles, la
conside´ration des modinf et modsup de J.W.Cannon et d’arguments as-
sez classiques d’estimations de modules de courbes permet de mon-
trer simplement que les modules combinatoires et analytiques sont
e´quivalents (Corollaire 3.8). L’inte´reˆt de ces modules est de confron-
ter deux familles de courbes transverses dont les modules co¨ıncident
dans le cas analytique (voir aussi le Lemme 2.14).
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On peut alors conclure par le the´ore`me d’Ascoli pour obtenir une
uniformisation globale par un home´omorphisme limite qui e´tablit aussi
la conformite´ de sous-suites.
Pour voir que l’home´omorphisme limite est bien quasisyme´trique,
et re´pondre au second proble`me, on joue sur les proprie´te´s des recou-
vrements qui de´coulent de leur forme et de la ge´ome´trie de l’espace
e´tudie´ : en particulier, on profite que la sphe`re de Riemann est a` la fois
2-re´gulie`re et 2-loewnesque pour avoir les ine´galite´s comple´mentaires a`
celles admises sur X (cf. Prop. 3.11).
Il semblerait que les deux approches originales aient plus de points
communs qu’il n’y paraˆıt. Par exemple, J.W.Cannon conside`re les mo-
dules dans la surface proprement dite et, uniquement en dimension
deux, alors qu’ils sont de´finis sur le nerf par M.Bonk et B.Kleiner, et
en dimension Q variable ; en pratique, ils se trouvent eˆtre e´quivalents
dans les meˆmes dimensions (Remarque 3.12 et Proposition 2.11).
De plus, J.W.Cannon et al. e´tablissent dans [8, 10] des ine´galite´s
de type “2-re´gulie`re” qui tiennent un roˆle pre´ponde´rant dans leur ar-
gumentation, et se rame`nent ainsi au Corollaire 3.14. Se donner des
estimations a` la fois sur les modsup et les modinf revient a` se don-
ner a` la fois des majorations et des minorations, donc des proprie´te´s de
type loewnesque et de 2-re´gularite´. D’un autre coˆte´, lorsque M.Bonk et
B.Kleiner supposent que X est 2-re´gulier ou se donnent les hypothe`ses
du Corollaire 3.13, ils supposent en fait que les approximations sont
se´parantes, et se rapprochent ainsi du the´ore`me de Riemann combina-
toire.
Terminons par une question dont la re´ponse ne semble pas de´couler
de la pre´sente analyse :
Question 3.18. Un espace me´trique Q-re´gulier X home´omorphe a`
S
2, Q > 2, et muni d’une suite de recouvrements par pie`ces uni-
forme´ment rondes, de valence borne´e, dont le nerf contient une tri-
angulation e´quivalente, et conforme, est-il quasisyme´trique a` Ĉ ?
4. Applications a` la conjecture de Cannon
Ces proble`mes de discre´tisation que nous avons traite´s jusqu’ici sont
motive´s par la the´orie ge´ome´trique des groupes et la ge´ome´trisation
des varie´te´s de dimension 3 [7]. En ge´ne´ral, la classe de quasi-isome´trie
d’un groupe hyperbolique est de´termine´e par la topologie et la struc-
ture quasiconforme de son bord. En petite dimension, on tend a` penser
que la topologie seule suffit a` de´terminer le groupe a` quasi-isome´trie
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pre`s. D’autre part, la conjecture de ge´ome´trisation W.P.Thurston im-
plique que le groupe fondamental d’une varie´te´ compacte sans bord
est hyperbolique si et seulement si la varie´te´ peut eˆtre munie d’une
structure hyperbolique comple`te [23].
A l’intersection de ces deux proble´matiques, J.W.Cannon propose la
conjecture suivante dans [7].
Conjecture 4.1 (de Cannon). Un groupe hyperbolique de bord home´omorphe
a` S2 ope`re ge´ome´triquement sur l’espace hyperbolique H3.
Un the´ore`me de D. Sullivan permet de reformuler cette conjecture
sous une forme plus analytique.
Conjecture 4.2. Si le bord d’un groupe hyperbolique est home´omorphe
a` S2, alors il est quasisyme´trique a` Ĉ.
4.1. Approche de Cannon et al. Soit G un groupe hyperbolique au
sens de Gromov dont le bord est home´omorphe a` la sphe`re S2. On
se fixe un syste`me fini de ge´ne´rateurs et on lui associe son graphe de
Cayley (X, o) vu comme espace me´trique. On munit son bord ∂X d’une
me´trique visuelle de parame`tre ε. Rappelons que pour un rayon R > 0
fixe´ assez grand et x ∈ X , l’ombre ℧o(x,R) ⊂ ∂X de la boule B(x,R)
porte´e par une source de lumie`re en o ressemble a` une boule de rayon
e−ε|x|. Pour chaque n ∈ N \ {0}, l’ensemble ℧n = {℧o(x,R), |x| = n}
de´termine un quasi-empilement de ∂X de valence borne´e.
J.W.Cannon et E.L. Swenson ont montre´ qu’un groupe ve´rifiait la
conjecture de Cannon si et seulement si la famille des recouvrements
{℧n}n est conforme [11]. Ulte´rieurement, J.W.Cannon, W.Floyd et
W.Parry ont affaibli la condition sur {℧n} d’eˆtre conforme pour ne
supposer que la variante suivante de la se´paration : pour chaque point
x du bord et chaque voisinage V de x, il existe un anneau A qui se´pare
x du comple´mentaire de V et une constante m = m(A) > 0 tels que
modinf(A,℧n) ≥ m (The´ore`me 8.2 de [10]).
Dans leur approche, ils utilisent qu’on a a priori une structure combi-
natoire a` l’infini qui est “la bonne” si jamais le groupe ope`re ge´ome´triquement
surH3. Du coup, nul besoin d’e´tudier les proprie´te´s de la jauge conforme
a` l’infini.
4.2. Approche de Bonk et Kleiner. Dans [4, 6], M.Bonk et B.Kleiner
travaillent avec des hypothe`ses de nature analytique. Tout d’abord,
il faut savoir que le bord d’un groupe hyperbolique G est toujours
Ahlfors-re´gulier et line´airement localement connexe lorsqu’il est connexe.
De plus, l’action des isome´tries est uniforme´ment quasimo¨bius sur le
bord a` l’infini (les birapports de quatre points sont quasipre´serve´s).
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M.Bonk et B.Kleiner montrent que s’il existe une me´trique Ahlfors-
re´gulie`re de dimension minimale Q ≥ 2 (parmi les me´triques Ahlfors-
re´gulie`res de la jauge conforme) sur ∂G, alors la conjecture est satis-
faite. Cette condition permet de montrer qu’un espace tangent (faible)
T de ∂G admet une famille de courbes de Q-module non nul [17]. Or T
est aussiQ-Ahlfors-re´gulier et quasimo¨bius e´quivalent a` un e´pointement
de ∂G. Ceci implique que ∂G admet aussi une famille de courbes de
Q-module non nul (quasi-invariance du module par transformation qua-
simo¨bius [24]).
La dynamique par transformations quasimo¨bius permet d’exploiter
cette famille de courbes pour montrer que ∂G ve´rifie la condition de
Loewner restreinte aux paires de boules de meˆme rayon. M.Bonk et
B.Kleiner montrent alors que cette condition est suffisante pour mon-
trer que ∂G est loewnesque, et ils en de´duisent donc la conjecture en
appliquant le Corollaire 3.17.
4.3. En guise de conclusion. Dans les deux articles [10] et [6], les
auteurs partent d’une condition sur les modules de courbes : il existe
une/des famille(s) de courbes de module (combinatoire) non nul : cette
hypothe`se – tre`s forte – impose la pre´sence d’une quantite´ importante
de courbes. Ensuite, la dynamique est utilise´e pour propager cette in-
formation a` tous les endroits et a` toutes les e´chelles. Cette donne´e se
traduit par l’existence d’une structure analytique sur ∂G compatible
avec ces modules et l’action de G. Enfin, le the´ore`me de Sullivan pro-
duit l’action par transformations de Mo¨bius.
On peut tirer la lec¸on suivante : la dynamique (cocompacte et a`
distorsion borne´e) permet d’obtenir des estimations uniformes a` toutes
les e´chelles et dans toutes les positions a` partir d’estimations plus qua-
litatives.
Il semblerait que l’analogie s’arreˆte ici.
Si l’on part du fait qu’il existe une famille de courbes de Q-module
non nul dans un espace Q-re´gulier (Q ≥ 2), alors l’argument dyna-
mique de M.Bonk et B.Kleiner e´voque´ plus haut permet de “balader”
cette famille de courbes un peu partout. De plus, le lemme du pont
et la monotonie des modules combinatoires en fonction de l’exposant
Q montrent que les 2-modules de condensateurs sont minore´s, mais
cela n’implique pas a priori la se´paration combinatoire (il s’agit de
l’ine´galite´ inverse), ou alors, il faudrait montrer que ces estimations
s’appliquent aux familles de courbes qui se´parent les condensateurs
(cf. modinf).
Re´ciproquement, si les hypothe`ses de se´paration combinatoire sont
ve´rifie´es, on n’a aucune raison d’avoir l’existence d’une famille de courbes
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de module non nul : il se peut meˆme qu’il n’y ait aucune courbe rec-
tifiable sur la surface ! Ne´anmoins, si on se donne les hypothe`ses de
se´paration combinatoire sur ∂G pour un exposant Q ≥ 2 et que l’on
suppose aussi que ∂G est Q-Ahlfors re´gulier, alors la Proposition B.2
montre qu’il existe une famille de courbes de module positif : on est
donc ramene´ a` [6] ! Mais les hypothe`ses sont tre`s contraignantes puisque
le Q-module combinatoire d’une famille de courbes est toujours plus
petit que son 2-module, et tend meˆme vers 0 dans les cas favorables !
En re´sume´, une premie`re impression indique que l’approche de M.Bonk
et B.Kleiner est plus approfondie puisque l’on re´cupe`re des proprie´te´s
combinatoires (construction de triangulations et controˆle des modules
combinatoires associe´s) a` partir de donne´es analytiques, alors que l’ap-
proche de J.W.Cannon et al. part directement de donne´es combina-
toires. En revanche, il est plus raisonnable de conside´rer des modules
combinatoires, puisque l’on ne sait pas en ge´ne´ral s’il existe des courbes
rectifiables... De plus, il faut bien comprendre que la donne´e initiale est
celle d’un groupe hyperbolique de bord S2, donc les donne´es sont plutoˆt
de nature combinatoire et topologique, et les proprie´te´s analytiques ne
pourront provenir – comme c’est de´ja` le cas – que de conside´rations
combinatoires...
Enfin, notons que dans les deux cas, les conditions suffisantes mises
en avant (existence quantifie´e de courbes) sont a priori et en ge´ne´ral
difficiles – pour ne pas dire quasi-impossibles – a` ve´rifier... ce qui laisse
le proble`me encore ouvert !
En effet, on sait qu’il existe des me´triques Q-re´gulie`res sur ∂G, pour
des exposants Q > 2 : on sait donc comment majorer les Q-modules
de condensateurs, mais comment montrer qu’on a une famille de Q-
module positif ? ou que sa dimension est minimale ? ? De meˆme, qu’est-
ce qui nous permet de controˆler les 2-modules combinatoires ? Com-
ment montrer que l’on peut choisir Q = 2 sans re´pondre aux questions
pre´ce´dentes ?
Annexe A. Notions de the´orie ge´ome´trique des fonctions
Des pre´cisions sur les notions de´veloppe´es dans cet appendice peuvent
eˆtre trouve´es par exemple dans les ouvrages [1, 2, 14].
Nous nous plac¸ons dans un premier temps sur la sphe`re de Riemann.
Le module est un outil fondamental de l’analyse complexe issu de la
me´thode longueur-aire, et ce, pour au moins deux raisons. Tout d’abord
il se traduit souvent par des contraintes ge´ome´triques, et ensuite, il se
comporte bien par reveˆtements (ramifie´s) holomorphes (ou quasicon-
formes).
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De´finition A.1 (module (analytique) de familles de courbes). Soit Γ
une famille de courbes de Ĉ et Q > 1 un re´el. On de´finit le Q-module
de Γ par
modQΓ = inf
∫
c
C
ρQ
ou` l’infimum est pris sur toutes les fonctions bore´liennes (dites admis-
sibles) ρ : X → [0,∞] telles que, pour toute courbe rectifiable γ ∈ Γ,∫
γ
ρds ≥ 1.
Lorsque X = Ĉ et Q = 2, on obtient ainsi un invariant conforme.
Donnons quelques proprie´te´s e´le´mentaires du module.
(1) modQ(∅) = 0 ;
(2) si Γ1 ⊂ Γ2, modQΓ1 ≤ modQΓ2 ;
(3) modQ(
⋃∞
i=1 Γi) ≤
∑∞
i=1modQΓi ;
(4) si Γ1 et Γ2 sont deux familles de courbes telles que toute courbe
γ1 dans Γ1 posse`de une sous-courbe γ2 ∈ Γ2, alors modQΓ1 ≤
modQΓ2.
On a le crite`re suivant.
Proposition A.2 (crite`re de Beurling). Soient Γ une famille de courbes.
Une me´trique ρ est extre´male s’il existe une sous-famille Γ0 ⊂ Γ telle
que
(1) pour tout γ ∈ Γ0, ℓρ(γ) = Lρ(Γ) ;
(2) si h : Ĉ → R ve´rifie
∫
γ
h ≥ 0 pour toute courbe γ ∈ Γ0, alors
on a
∫
hρQ−1 ≥ 0.
De plus, cette me´trique est unique a` normalisation pre`s.
Quitte a` jeter une sous-famille de courbes de module ze´ro, il existe
une me´trique extre´male, mais il n’est pas clair que la re´ciproque soit
vraie en ge´ne´ral.
De´monstration. Soit σ ∈MQ que l’on suppose normalise´e pour que
Lσ(Γ) = Lρ(Γ). Du coup, ℓσ(γ) ≥ Lρ(Γ) = ℓρ(γ) pour toute γ ∈ Γ0
d’apre`s (1). En posant h = σ − ρ, on obtient par (2)∫
(σ − ρ)ρQ−1 ≥ 0
soit ∫
ρQ ≤
∫
σρQ−1 ≤
(∫
σQ
)1/Q
·
(∫
ρQ
)1−1/Q
par l’ine´galite´ de Ho¨lder. Du coup, on a modQ(Γ, ρ) ≤ modQ(Γ, σ). Le
cas d’e´galite´ se produit lorsque l’ine´galite´ de Ho¨lder est une e´galite´,
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donc si σQ et (ρQ−1)Q/(Q−1) sont proportionnelles, soit si σ = ρ presque
partout d’apre`s leurs normalisations.
De´finition A.3 (module d’anneaux, de quadrilate`res et de condensa-
teurs). Si A ⊂ Ĉ est un anneau, on lui associe la famille Γt des courbes
qui joignent les composantes de bord, et Γs la famille des courbes qui
se´parent ces composantes. On a (lemme et de´finition)
modA = mod2Γs =
1
mod2Γt
.
Un quadrilate`re Q est un domaine de Jordan avec quatre points marque´s
sur le bord. Ces points de´coupent le bord en quatre “coˆte´s” c1, c2, c3, c4
conse´cutifs. On peut de´finir deux modules, selon que l’on conside`re la
famille Γimpair des courbes qui relient c1 et c3 ou la famille Γpair des
courbes qui relient c2 et c4. Similairement au cas de l’anneau, on a
toujours
mod2Γimpair =
1
mod2Γpair
.
Un condensateur est forme´ de deux continua E et F disjoints. On note
Γ = Γ(E, F ) la famille des courbes qui relient E et F , et on de´finit
modQ(E, F ) = modQΓ.
Remarque A.4. Il faut faire attention a` ce que le module d’un an-
neau est l’inverse du module du condensateur forme´ des composantes
du comple´mentaire.
Le crite`re de Beurling permet de montrer que dans un rectangle, le
module est le rapport des longueurs des coˆte´s, et dans le cas d’une
couronne A = {r < |z| < R}, modA = (1/2π) logR/r. En particulier,
si un anneau a un tre`s grand module, alors au moins l’une des com-
posantes connexes de son comple´mentaire a un petit diame`tre (cela
de´coule p.ex. du the´ore`me de la couronne de Teichmu¨ller qui affirme
qu’un anneau de grand module contient toujours une couronne de mo-
dule comparable, voir [2, Thm 4.8]).
Les applications qui sont naturelles dans ce contexte sont les home´omorphismes
quasiconformes. Ils ont la particularite´ de pouvoir eˆtre de´finis de bien
des manie`res dans C. Nous en citons quelques unes.
Soit f : C→ C une application et soient r > 0 et z ∈ C ; on de´finit
Lf (z, r) = sup{|f(z)− f(w)|, |z − w| ≤ r} ,
ℓf(z, r) = inf{|f(z)− f(w)|, |z − w| ≥ r} .
Si Γ est une famille de courbes, alors f(Γ) de´signe {f(γ), γ ∈ Γ}.
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De´finition A.5 (home´omorphisme quasiconforme du plan). Un home´omorphisme
f : C → C est quasiconforme si l’une des conditions e´quivalentes sui-
vantes est ve´rifie´e.
[QC] Il existe H <∞ telle que pour tout z ∈ C,
lim sup
r→0
Lf (z, r)
ℓf(z, r)
≤ H .
[G1] Il existe K < ∞ telle que pour toute famille Γ de courbes
rectifiables,
(1/K) ·mod2Γ ≤ mod2f(Γ) ≤ K ·mod2Γ .
[G2] Il existe K <∞ telle que pour tout anneau A ⊂ C,
(1/K) ·modA ≤ mod f(A) ≤ K ·modA .
[QS] Il existe une fonction continue et croissante η : R+ → R+ telle
que η(0) = 0, et si z, w1 et w2 sont trois points du plan tels que
|z − w1| ≤ t · |z − w2| alors
|f(z)− f(w1)| ≤ η(t) · |f(z)− f(w2)| .
[FQS] Il existe H <∞ telle que pour tout z ∈ C et tout r > 0,
Lf (z, r) ≤ H · ℓf(z, r) .
Pour utiliser des techniques similaires dans des espaces me´triques, il
convient de rajouter quelques restrictions de nature ge´ome´trique. Une
condition naturelle est celle d’eˆtre Ahlfors re´gulier. Elle est implicite
dans les estimations faites sur Ĉ.
De´finition A.6 (Ahlfors re´gularite´). Si Q > 0, un espace me´trique
X est Q-Ahlfors re´gulier s’il existe une mesure bore´lienne µ telle que,
pour tout R ≤ diamX, et tout x ∈ X et toute boule ferme´e B(x,R),
µ(B(x,R)) ≍ RQ.
Dans ce cas, on peut choisir µ = HQ la mesure de Hausdorff Q-
dimensionnelle.
On remarque qu’un tel espace est toujours doublant i.e., il existe un
naturel N tel que tout ensemble borne´ peut eˆtre recouvert par au plus
N ensembles de diame`tre moitie´.
Une courbe γ dans X est une application continue d’un intervalle
compact I de R dans X . On peut, comme dans les espaces euclidiens,
de´finir la longueur de γ. Si cette longueur ℓ(γ) est finie, on dira que
la courbe est rectifiable. Dans ce cas, on peut parame´trer γ par la
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longueur d’arc γs et pour toute fonction bore´lienne ρ : X → R+, on
de´finit ∫
γ
ρds =
∫ ℓ(γ)
0
ρ ◦ γs(t)dt.
Cela suffit pour e´tendre la notion de module (analytique) de courbes
aux espaces mesure´s.
On conclut ces proprie´te´s par un re´sultat de S.Keith (Proposition
4.2.1 [16]) qui nous sera utile dans l’appendice suivant.
Proposition A.7 (S.Keith). Soient (X, µ) un espace me´trique com-
pact de masse finie et Q > 1. Pour toute famille de courbes Γ et tout
ε > 0, il existe une fonction continue g : X → R+ telle que Lg(Γ) = 1
et ∫
X
gQ ≤ modQΓ + ε .
Le prochain lemme e´tablit une borne supe´rieure sur le Q-module
dans un espace Q-re´gulier.
Lemme A.8. Si (X, µ) est Q-Ahlfors re´gulier, x ∈ X et ℓ < L <
diamX avec L ≥ 2ℓ, alors
modQ(B(x, ℓ), X \B(x, L)) . (1/ logL/ℓ)
Q−1
La de´monstration consiste a` estimer le module en utilisant la me´trique
ρ(y) = (1/dist (x, y))χB(x,L)\B(x,ℓ)(y) .
L’estimation oppose´e du module n’est a priori pas automatique sous
la seule condition de re´gularite´. Son existence provient de ce que l’on
appelle la condition de Loewner, qui a e´te´ introduite par J.Heinonen et
P.Koskela [15] dans un contexte purement me´trique. Dans ces espaces,
les me´thodes de discre´tisation sont particulie`rement pertinentes.
De´finition A.9 (distance relative). Si (E, F ) est un condensateur dans
un espace me´trique, on de´finit leur distance relative par
∆(E, F ) :=
dist(E, F )
min{diamE, diamF}
.
De´finition A.10 (espace loewnesque). Soit (X, µ) un espace me´trique,
mesure´ de dimension de Hausdorff Q. On dit que X est un espace
loewnesque s’il ve´rifie la condition de Loewner suivante : il existe une
fonction ψ :]0,∞[→]0,∞[ telle que, pour tout condensateur (E, F ) et
pour tout t ≥ ∆(E, F ), on ait
modQ(E, F ) ≥ ψ(t).
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Un espace loewnesque Ahlfors re´gulier ve´rifie de nombreuses pro-
prie´te´s similaires aux espaces euclidiens. Par exemple, un tel espace est
toujours line´airement localement connexe et quasiconvexe i.e.,
De´finition A.11 (connexite´ locale line´aire). Un espace me´trique X
est line´airement localement connexe s’il existe C > 0 telle que, pour
tout x ∈ X, tout r > 0, on ait :
(1) tout couple de points dans B(x, r) appartient a` un continuum
contenu dans B(x, Cr) ;
(2) tout couple de points dans X\B¯(x, r) appartient a` un continuum
contenu dans X \ B¯(x, (1/C)r).
De´finition A.12 (quasiconvexite´). Un espace me´trique X est quasi-
convexe s’il existe C > 0 telle que, pour tout x, y ∈ X, il existe une
courbe γ qui relie x a` y telle que ℓ(γ) ≤ C|x− y|.
Dans ce contexte, on peut aussi de´finir la classes des home´omorphismes
quasiconformes en conside´rant les applications qui ve´rifient la condition
[QC], la classe des home´omorphismes ge´ome´triquement quasiconformes
qui ve´rifient [G1] ou [G2], la classe quasisyme´trique, qui ve´rifient la
condition [QS], ou faiblement quasisyme´triques [FQS]...
De´finis sur des espaces doublants et connexes, les home´omorphismes
faiblement quasisyme´triques sont quasisyme´triques. Dans un espace de
Loewner Ahlfors re´gulier, toutes ces de´finitions sont encore e´quivalentes
(ce n’est pas le cas en ge´ne´ral). La condition loewnesque permet no-
tamment de passer du local au global [15].
Annexe B. Discre´tisation dans les espaces me´triques
On e´tend la notion de modules combinatoires a` des espaces me´triques
plus ge´ne´raux. Dans cet appendice, on supposera que (X, µ) est un es-
pace me´trique connexe compact localement connexe Q-Ahlfors re´gulier
pour un Q > 1 de diame`tre 1. L’objectif de ce paragraphe est de mon-
trer que l’on peut discre´tiser les modules de manie`re raisonnable dans
ce contexte (voir Proposition B.2).
On se place dans la situation suivante.
De´finition B.1 (Quasi-empilement). Si X est un espace me´trique,
on dira qu’un recouvrement S est un quasi-empilement s’il existe une
constante K ≥ 1 et, pour chaque s ∈ S, un point xs de s et une taille
rs > 0 tels que
(1) B(xs, rs) ⊂ s ⊂ B(xs, K · rs) .
(2) Chaque boule interne B(xs, rs) intersecte au plus K autres boules
internes B(xs′, rs′).
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Un empilement de cercles n’est pas un quasi-empilement, puisqu’il
ne recouvre pas l’espace. On justifie la terminologie par le fait qu’un
quasi-empilement se souvient de proprie´te´s d’un empilement : les pie`ces
sont a` peu pre`s rondes, et (2) est une extension naturelle dans notre
contexte que les boules internes soient deux a` deux disjointes.
On se donne une suite de quasi-empilements (Sn) dont la maille tend
vers 0. On peut proce´der ainsi : pour tout r ∈]0, 1] on se fixe une famille
de boules ferme´es disjointes de B(r) = {Bi = B(xi, r/5)}i de rayon r/5
telle que B̂(r) = {B̂i = B(xi, r)} recouvre X . Puisque X est Ahlfors
re´gulier, il existe une constante K ∈ N, inde´pendante de r, telle que
chaque boule de B̂(r) intersecte au plus K autres boules. En effet, si N
est le nombre de boules B̂j qui intersectent une boule B̂ donne´e, alors
on a Bj ⊂ 3B̂ donc
rQ & µ(3B̂) ≥
∑
1≤j≤N
µ(Bj) & Nr
Q .
Notons enfin que chaque B̂(r) est un quasi-empilement et on peut
prendre Sn = B̂(1/2n) et Bn = B(1/2n) avec K = 5.
Proposition B.2. Soit (X, µ) un espace Q-re´gulier, Q > 1, muni
d’une suite de quasi-empilements dont la maille tend vers ze´ro. Pour
L > 0, on note ΓL les courbes de X de diame`tre au moins L. Pour n
assez grand, on a
modQ(ΓL,Sn) ≍ modQΓL
si modQΓL > 0 et sinon, limmodQ(ΓL,Sn) = 0. De meˆme, pour tout
condensateur (E, F ) et pour n assez grand, on a
modQ(E, F,Sn) ≍ modQ(E, F )
si modQ(E, F ) > 0 et sinon, limmodQ(E, F,Sn) = 0.
Une des ine´galite´s sera un corollaire quasi-imme´diat du lemme sui-
vant, que l’on extrait de la proposition car il est plus ge´ne´ral :
Lemme B.3. Soit (X, µ) un espace Q-re´gulier muni d’un K-quasi-
empilement S, et soit Γ une famille de courbes. On suppose qu’il existe
une constante κ > 0 telle que, pour tout s ∈ S et toute γ ∈ Γ, si
γ ∩ s 6= ∅ alors diam (γ ∩ (2K) · B(s)) ≥ κ · diamB(s), ou` B(s) est la
boule interne de s.
Alors, on a
modQΓ . modQ(Γ,S) .
Avant de de´montrer ces e´nonce´s, on rappelle un lemme qui nous sera
utile.
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Lemme B.4. Soit (X, µ) un espace me´trique mesure´ qui ve´rifie la
condition de doublement de volume. On conside`re une famille de boules
B ∈ B et on associe a` chacune un poids aB > 0. Pour tout p > 1, pour
tout λ ∈]0, 1[, il existe une constante C = C(p, λ) > 0 inde´pendante de
B et des poids, telle que∫ (∑
aBχB
)p
dµ ≤ C
∫ (∑
aBχλB
)p
dµ .
La de´monstration de ce lemme utilise les fonctions maximales de
Hardy-Littlewood et consiste a` estimer la norme de cette fonction en
tant qu’e´le´ment du dual de Lq, ou` (1/p) + (1/q) = 1 (voir [3] dans le
cadre euclidien).
De´monstration du Lemme B.3. Si ρ ∈ MQ(X,S), on de´finit la
soupe ρ̂ du poids ρ par
ρ̂ =
∑
s∈S
ρ(s)
diamB(s)
χ2KB(s) ,
ou` χ2KB(s) de´signe la fonction caracte´ristique de 2KB(s). Du coup, si
γ ∈ Γ, alors
ℓbρ(γ) ≥
∑
s∈S(γ)
∫
γ∩2KB(s)
ρ(s)
diam s
≥ κ
∑
s∈S(γ)
ρ(s)
≥ κLρ(Γ,S) .
D’autre part,
VQ(ρ̂) =
∫
X
(∑
s∈S
ρ(s)
diam s
χ2KB(s)
)Q
.
∫
X
(∑
s∈S
ρ(s)
diam s
χB(s)
)Q
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par le Lemme B.4. Or, pour tout x ∈ X , on a(∑
s∈S
ρ(s)
diam s
χB(s)(x)
)Q
≤
(
(K + 1) ·max
{
ρ(s)
diam s
χB(s)(x)
})Q
≤ (K + 1)Q
∑
s∈S
(
ρ(s)
diam s
χB(s)(x)
)Q
.
Par conse´quent, on a
VQ(ρ̂) .
∑
s∈S
∫
B(s)
(
ρ(s)
diam s
)Q
.
∑
s∈S
ρ(s)Q
car µ(B(s)) ≍ diamB(s)Q. Donc
VQ(ρ̂) . VQ(ρ,S)
et on obtient ainsi
modQΓ . modQ(Γ,S) .
Pour l’autre ine´galite´, nous allons adapter l’argument de la Proposi-
tion 3.2.1 de [17]. Dans ce but, on de´finit une Sn-approximation d’une
courbe γ : [0, 1] → X comme une suite finie de pie`ces {s1, . . . , sk}
de Sn deux a` deux distinctes, telle qu’il existe 0 = t0 < t1 < . . . <
tj < . . . < tk = 1 qui ve´rifient {γ(tj), γ(tj+1)} ⊂ sj+1. On note
ℓn(γ) =
∑
0≤j<k d(γ(tj), γ(tj+1)) et on de´finit l’application an(γ) :
[0, ℓn(γ)]→ X , constante par morceaux, par
an(γ)
([ ∑
0≤j<m
d(γ(tj), γ(tj+1)),
∑
0≤j≤m
d(γ(tj), γ(tj+1))
[)
= γ(tm)
pour 0 ≤ m ≤ k − 1 et an(γ)(ℓn(γ)) = γ(1).
Notons qu’en ge´ne´ral il existe plusieurs Sn-approximations d’une
meˆme courbe. Cependant, on a toujours ℓn(γ) ≤
∑
Sn(γ)
diam s.
De´monstration de la Proposition B.2. On se fixe un condensa-
teur (E, F ) et un diame`tre L > 0, et on note Γ = Γ(E, F ) ou Γ = ΓL.
On montre dans un premier temps que modQΓ . modQ(Γ,Sn) pour
n assez grand, ou` les constantes implicites ne de´pendent ni de n, ni du
condensateur. Par hypothe`ses, il existe une constante K ≥ 1 et pour
chaque s ∈ ∪Sn une boule B(s) telles que B(s) ⊂ s ⊂ K ·B(s). Comme
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la maille de Sn tend vers 0, il existe κ > 0 tel que, pour tout n assez
grand, pour toute γ ∈ Γ et toute s ∈ S(γ),
diam (γ ∩ (2K) · B(s)) ≥ κ · diamB(s).
Pour ces n-ci, on obtient modQΓ . modQ(Γ,Sn) par le Lemme B.3.
Quant a` la re´ciproque, on se fixe ε > 0. D’apre`s la Proposition A.7,
il existe une fonction continue g : X → R+ telle que Lg(Γ) = 1 et
∫
X
gQdµ ≤ modQΓ + ε .
On peut supposer g(x) ≥ δ > 0 puisque X est compact et µ(X) <∞.
On de´finit, pour x ∈ X ,
gn(x) = inf{g(y), y ∈ s, x ∈ s, s ∈ Sn} .
Puisque g est continue et la maille de Sn tend vers 0, la suite (gn) tend
uniforme´ment vers g.
Notons ρn(s) := (3/2) infs g ·diam s, et montrons que Lρn(Γ,Sn) ≥ 1
pour n assez grand. Si ce n’est pas le cas, alors il existe une sous-suite
(np) ainsi que des courbes (γp) de Γ telles que ℓρnp (γp,Snp) < 1. On se
fixe des approximations anp(γp). Ceci implique que d’une part
∑
Snp (γp)
diam s · inf
s
g < 1− (δ/2)
∑
Snp(γp)
diam s ,
et d’autre part ℓnp(γp) < 1/δ.
Notons ℓ = supp ℓnp(γp) et e´tendons anp(γp) a` [0, ℓ] en posant anp(γp)([ℓnp(γp), ℓ]) =
anp(γp)(ℓnp(γp)).
On obtient ainsi une suite relativement compacte pour la conver-
gence uniforme dont toute limite est une application 1-lipschitzienne
(argument similaire au the´ore`me d’Arze´la-Ascoli). Soit γ l’une d’elles :
il s’agit, par construction, d’une courbe γ ∈ Γ : dans le premier cas,
elle relie E et F ; dans le second, son diame`tre est bien minore´ par L.
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On obtient, par le lemme de Fatou,∫
γ
gds ≤ lim inf
∫ L
0
gnp ◦ anp(γp)
≤ lim inf
∑
Snp (γp)
diam s inf
s
g
≤ 1− (δ/2) lim sup
∑
Snp(γp)
diam s
≤ 1− (δ/2)ℓ(γ) .
Ceci contredit Lg(Γ) = 1.
Du coup, pour n assez grand, on a
modQ(Γ,Sn) .
∑
(inf
s
g)Q · (diam s)Q
.
∑
(inf
s
g)Q · µ(B(s))
≤
∑∫
B(s)
gQdµ
.
∫
X
gQdµ
≤ modQΓ + ε.
Par conse´quent, si modQΓ = 0, on obtient modQ(Γ,Sn) → 0 avec n,
et si modQΓ > 0, on obtient modQ(Γ,Sn) . modQΓ en prenant e.g.
ε = modQΓ.
Cette proposition permet de donner une nouvelle de´monstration qu’une
application quasimo¨bius entre Q-espaces re´guliers quasipre´serve les Q-
modules de condensateurs quantitativement [24]. Rappelons, suivant
J.Va¨isa¨la¨ [25], qu’un home´omorphisme φ : X → Y entre espaces
me´triques est quasimo¨bius s’il existe un home´omorphisme η : R+ → R+
tel que, quelque soit le quadruplet de points distincts x1, x2, x3, x4 ∈ X ,
on a
|φ(x1)− φ(x2)|
|φ(x1)− φ(x3)|
|φ(x3)− φ(x4)|
|φ(x3)− φ(x4)|
≤ η
(
|x1 − x2|
|x1 − x3|
|x3 − x4|
|x3 − x4|
)
.
The´ore`me B.5 (J. Tyson). Soient X, Y deux espaces compacts Q-
re´guliers et φ : X → Y un home´omorphisme quasimo¨bius. Alors, pour
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tout condensateur (E, F ), on a
modQ(E, F ) ≍ modQ(φE, φF ) ,
ou` les constantes implicites ne de´pendent que des constantes des pro-
prie´te´s e´voque´es sur X et Y .
De´monstration. On se fixe une suite de recouvrements (Sn) comme
pour la Proposition B.2. Une application quasimo¨bius est localement
quasisyme´trique (quantitativement) donc l’image des Sn reste une suite
de recouvrements de valence borne´e par pie`ces uniforme´ment rondes
dont la maille tend vers 0, donc, en utilisant deux fois la Proposition
B.2 pour n assez grand, on obtient
modQ(E, F ) ≍ modQ(E, F,Sn) = modQ(φE, φF, φSn) ≍ modQ(φE, φF )
ce qui e´tablit le the´ore`me.
Annexe C. Convergence et topologie de Hausdorff
Cet appendice pre´cise les notions de convergence utilise´es notamment
dans la de´monstration du The´ore`me 3.4.
Soit (Z, d) un espace me´trique. Si X, Y ⊂ Z, on note
∂(X, Y ) = sup
x∈X
d(x, Y ) .
On a ∂(X, Y ) = 0 si et seulement si X ⊂ Y .
On de´finit par
dH(X, Y ) = max{∂(X, Y ), ∂(Y,X)}
la distance de Hausdorff entre X et Y . On dira qu’une suite (Xn)n de
parties de Z tend vers X si dH(Xn, X)→ 0.
En notant Vε(X) = {x ∈ Z, d(x,X) < ε}, cela signifie que, pour tout
ε > 0, il existe n0 tel que si n ≥ n0 alors Xn ⊂ Vε(X) et X ⊂ Vε(Xn).
Rappelons que si X un espace me´trique propre, alors l’ensemble des
compacts non vides de X muni de la distance de Hausdorff est un
espace me´trique complet.
Dans la de´monstration du The´ore`me 3.4, les ensembles Pn tendent
dans la topologie de Hausdorff vers X .
Dans un premier temps, on re´interpre`te la convergence au sens de
Hausdorff a` l’aide de la convergence uniforme de fonctions. Ensuite,
on e´tablit un the´ore`me de convergence de fonctions de´finies sur des
sous-espaces convergents. On se place dans un contexte tre`s proche de
ce dont on a besoin. Cette approche est inspire´e par les travaux de
M.Gromov sur la me´trique de « Hausdorff-Gromov » dans [13], et nos
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re´sultats s’e´tendent a` ce contexte plus ge´ne´ral sans proble`me particu-
lier.
Lemme C.1. Si Z est un espace me´trique compact, alors, pour tout
ε > 0, il existe un nombre N(ε) tel que tout compact K de Z peut eˆtre
recouvert par N(ε) boules de rayon ε centre´es sur K.
De´monstration. Si ε > 0 est fixe´, on conside`re un recouvrement
fini de Z par des boules de rayon ε/2. On note N(ε) le nombre de
ces boules. Pour chacune de ces boules B, pour chaque x ∈ B, on a
B ⊂ B(x, ε). Donc, si K est compact, alors il est recouvert par au plus
N(ε) boules de rayon ε.
Soit Z un espace me´trique compact. On conside`re la suite (Nk)k≥1
des entiers obtenus par le lemme pre´ce´dent en prenant ε = 1/2k.
On note
Ak =
{
(nj)1≤j≤k ∈
∏
1≤j≤k
[1, Nj ]
}
et pk : Ak+1 → Ak
l’application (nj)1≤j≤k+1 7→ (nj)1≤j≤k. On de´finit
A = lim
←−
(Ak, pk) =
{
(ak) ∈
∏
k≥1
Ak, pk(ak+1) = ak
}
.
Cet espace est compact, et on peut de´finir une distance ultra-me´trique
dA comme suit.
dA((ak), (bk)) =
1
2min{j, aj 6=bj}
.
Lemme C.2. Si K est un compact de Z, alors il existe une application
I : A→ K surjective et 2-Lipschitz.
De´monstration. Soit B1 = {B1j }1≤j≤N1 un recouvrement par N1
boules de rayon 1/2. On de´finit I1(n) = xn, le centre de B
1
n.
On suppose que, jusqu’au rang n ≥ 1, on a construit des applications
Ik : Ak → K telles que
(a) Ik(Ak) est une (1/2
k)-approximation de K (chaque point de K
est a` distance au plus 1/2k de Ik(Ak) ;
(b) Pour chaque k, Ik+1(a) ∈ B(Ikpk(a), 1/2k), pour tout a ∈ Ak+1.
Pour chaque a ∈ An, Ba = B(In(a), 1/2
n) est recouvert par Nn+1
boules
Ba = {B(x
a
j , 1/2
n+1)}1≤j≤Nn+1 .
On de´finit In+1(a, j) = x
a
j . Notons que x
a
j ∈ Ba. Par de´finition,
In+1({a}× [1, Nn+1]) est une 1/2
n+1-approximation de Ba. Puisque ces
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boules recouvrent K, on obtient (a) pour k = n+ 1. De meˆme, (b) est
ve´rifie´ par construction puisque pn(a, j) = a.
D’apre`s (b), si a = (ak) ∈ A, alors (Ik(ak))k est une suite de Cauchy.
On de´finit alors
I(a) = lim Ik(ak) .
On note que I(a) ∈ B(Ik(ak), 1/2k) pour chaque k.
D’apre`s (a) et (b), pour tout x ∈ K, on peut trouver une suite de
boules dans chaque recouvrement qui contiennent x. Autrement dit, I
est surjective.
Soient a = (an) et b = (bn) des points de A. On suppose que
dA(a, b) = 1/2
k. Du coup, ak = bk, et I(a), I(b) ∈ B(Ik(ak), 1/2k),
donc |I(a)− I(b)| ≤ 1/2k−1 ≤ 2dA(a, b).
Corollaire C.3. Si (Xn) est une suite de compacts de Z qui tend
vers un compact X, alors, quitte a` extraire une sous-suite, la suite (In)
de´finie par le Lemme C.2 tend vers une application I : A→ Z telle que
I(A) = X.
De´monstration. Le lemme pre´ce´dent nous construit un espace me´trique
A et une suite d’applications In : A → Z 2-lipschitziennes telles que
In(A) = Xn. Cette suite est donc e´quicontinue et le the´ore`me d’Ascoli
nous extrait une sous-suite (nk) de sorte que (I
nk)k est convergente
vers une application 2-lipschitzienne I : A → Z. Il reste a` ve´rifier que
X = I(A). Or, on a
dH(Xnk , I(A)) ≤ sup
a∈A
|Ink(a)− I(a)|
donc I(A) est la limite de Hausdorff de (Xnk), ce qui e´tablit le corollaire,
puisqu’il y a unicite´ de la limite (parmi les ensembles ferme´s).
Convergence des fonctions. On e´tudie maintenant les limites de
fonctions lorsque les espaces sont convergents.
On utilise la notion de module de continuite´ pour traduire la notion
de continuite´ uniforme.
De´finition C.4 (module de continuite´). Si f : X → Y est continue, un
module de continuite´ est une fonction ω : R+ → R+ telle que ω(t)→ 0
avec t et, pour tous x, y ∈ X,
|f(x)− f(y)| ≤ ω(|x− y|) .
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On remarque aussi que si une famille de fonctions est uniforme´ment
e´quicontinue, il existe un module de continuite´ qui ne de´pend pas de
la fonction de la famille.
Definition. — Soient Z et Y deux espaces me´triques compacts, (Xn)
une suite de compacts de Z qui converge vers un compact X . Soit
(fn : Xn → Y ) une suite d’applications continues. On dit que (fn)
converge vers f : X → Y si, pour tout ε > 0 et pour tout z ∈ X ,
il existe α > 0, tel que, pour tout n assez grand, si zn ∈ Xn ve´rifie
d(zn, z) < α alors d(fn(zn), f(z)) < ε.
On obtient ainsi
The´ore`me C.5. Soient Z et Y deux espaces me´triques compacts, (Xn)
une suite de compacts de Z qui converge vers un compact X. Soit (fn :
Xn → Y ) une suite d’applications continues qui admet un module de
continuite´ uniforme.
Il existe une sous-suite (fnk) qui converge vers une application conti-
nue f : X → Y , munie du meˆme module de continuite´.
En particulier, si la suite (fn) est isome´trique, L-Lipschitz ou η-
quasisyme´trique, il en est de meˆme de la limite.
De´monstration. Soit ω le module de continuite´ uniforme de (fn). On
note A le compact obtenu par le Lemme C.2 pour Xn et on suppose
que In tend vers I uniforme´ment.
On obtient ainsi une suite d’applications gn = fn ◦ In : A → Y
uniforme´ment e´quicontinue.
Le the´ore`me d’Ascoli nous permet d’extraire une sous-suite conver-
gente vers une application g : A→ Y .
Soient z, w ∈ X . Il existe a, b ∈ A tel que I(a) = z et I(b) = w. Du
coup,
|g(a)− g(b)| = |fn(I
n(a))− fn(I
n(b))| ± (|gn(a)− g(a)|+ |gn(b)− g(b)|)
donc
|g(a)− g(b)| = lim |fn(In(a))− fn(In(b))| .
Du coup, g(a) = g(b) si I(a) = I(b). Autrement dit, il existe f :
X → Y telle que g = f ◦ I. Cette application f a le meˆme module de
continuite´ :
|f(z)−f(w)| = lim |fn(I
n(a))−fn(I
n(b))| ≤ limω(|In(a)−In(b)|) = ω(|z−w|) .
Le reste suit, et est laisse´ au lecteur.
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