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Abstract
In this paper we study an error correcting protocol that specifically derives its error correcting
properties from elementary units of coherence. The entire protocol from beginning to end is
performed using non-coherence increasing operations, resulting in the consumption of the input
coherence, thus necessitating further quantum resources if one wishes to perform the protocol
again. We show that even when the input quantum resource is just 1 coherent qubit, one may
acquire partial protection from phase flip errors, and that this can be scaled up to protect against
arbitrary qubit errors with 6 ancillary coherent qubits as input. The work presented strengthens the
operational interpretation of a single unit of coherence by providing a useful information theoretic
task that one may perform when such elementary units of coherence are available.
∗ bbtankc@gmail.com
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I. INTRODUCTION
Quantum information science has gained prominence as an area of research in the recent
decades. One of the key promises of the field is that the the quantum regime has certain
intrinsic advantages over classical theories, advantages that can be exploited for a variety
of informational tasks. As a result, there has been renewed interest in the study of the
differences between quantum and classical theories. One of the key insights that has emerged
from such studies is that many of these quantum advantages can be classified and directly
attributed to specific quantum resources, and that such quantum resources can be quantified
in a natural way via what are now collectively called quantum resource theories.
A recently developed approach towards the quantification of quantum resources comes
from the so called resource theory of coherence, first formalized by Baumgratz et al. [1]. This
resource theory of coherence essentially lays out certain ground rules in order to quantify
the nonclassicality that can be attributed to the off diagonal elements of the quantum state.
Under this approach, a set of states and a set of quantum operations are identified to be
“free”. The former because such states are considered classical, and the latter because it
doesn’t introduce nonclassical resources into the system of interest. Correspondingly, such
free states and operations are referred to as incoherent states and incoherent operations.
In another important recent development, it is shown that if one has many copies of a
given quantum states that exhibit coherence in the previously mentioned sense, then this
coherence may be distilled into pure qubit states that exhibit maximal coherence using
only incoherent operations [2]. In this way, the amount of coherence in a quantum system
can then be attributed operational significance, in terms of the number of pure maximally
coherent qubits one can distil from the state. Since its initial proposal, this particular
notion of quantum coherence has been applied to study a variety of physical phenomena.
Some examples include topics as diverse as quantum correlations [3, 4], biological systems,
macroscopicity [5, 6], quantum optics [7, 8] and quantum metrology [9].
While the basic tools for the quantification of quantum coherences are quite robust at
this point, much less is known about how to best exploit this nonclassical feature for in-
formational tasks. On this front, some recent results have shown that quantum coherence
plays a role in the accuracy/precision of some quantum algorithms [10, 11]. In this paper,
we consider another useful informational task: quantum error correction. Since the initial
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conception of a quantum computer, some form of quantum error correction was immediately
recognized as necessary in order to realize a fully functioning quantum computer. Shor was
the first to demonstrate that quantum computing can be made fault tolerant by design-
ing the first quantum error correcting procedure [12]. Since this seminal work, many more
error correcting protocols have been proposed [13] and subsequently implemented in the
laboratory [14, 15].
For this paper, we are primarily interested in the resource theoretical aspects of error
correction. In the subsequent sections, we detail an explicit error correcting protocol where
the basic unit of coherence, a maximally coherent qubit, is used as the fundamental resource.
The error correction requires only 2 basic ingredients: 1) ancillary qubits that are initiallized
in the maximally coherent state and 2) incoherent unitary operations, exactly as identified
in [1]. This is sufficient to establish that coherence is the primary resource exploited in
the procedure. At the end of every error correcting procedure, incoherent measurements
will destroy the initial coherence used to perform the logical encoding, thus necessitating
additional coherent qubits as input if the protocol were to be performed again. In this
way, a single maximally coherent qubit may be associated with a single unit of quantum
error correcting property. This further strengthens the results by Winter and Yang [2] by
demonstrating a useful informational task that can be performed using distilled, maximally
coherent qubits. This also simultaneously demonstrates that every quantum state that is
coherent with respect to the computational basis is useful for quantum error correction, since
there exist no ”bound coherence”, so maximally coherent qubits can always be distilled from
coherent states.
II. PRELIMINARIES
The notion of coherence that we will employ in this paper will be the one identified in [1],
where a set of axioms is specified for quantifiers of quantum coherence. For the convenience
of the reader, we replicate these axioms below:
For a fixed basis {|i〉}, the set of incoherent states I is the set of quantum states with
diagonal density matrices with respect to this basis. An incoherent completely positive
and trace preserving maps (ICPTP) is one that maps every incoherent state to another
incoherent state. Given this, we say that C is a measure of quantum coherence if it satisfies
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following properties: (C1) C(ρ) ≥ 0 for any quantum state ρ and equality holds if and only if
ρ ∈ I. (C2a) The measure is non-increasing under a ICPTP map Φ , i.e., C(ρ) ≥ C(Φ(ρ)).
(C2b) Monotonicity for average coherence under selective outcomes of ICPTP: C(ρ) ≥
∑
n pnC(ρn), where ρn = KnρK
†
n/pn and pn = Tr[KnρK
†
n] for all Kn with
∑
nKnK
†
n = 1
and KnIK
†
n ⊆ I. (C3) Convexity, i.e. λC(ρ) + (1 − λ)C(σ) ≥ C(λρ + (1 − λ)σ), for any
density matrix ρ and σ with 0 ≤ λ ≤ 1.
It turns out that the optimal rate at which you can distil maximally coherent qubits in
the infinite copy limit satisfies all the above axioms [2]. Relevant to our interests are axioms
(C2a) and (C2b), which specifies that incoherent operations (i.e. ICPTP maps) cannot
increase the amount of coherence within the system. One may check that a particular
operation is incoherent if it always maps a diagonal density matrix to another diagonal
density matrix. One important example of such an operation is the CNOT gate. It is
clear that its action on classical bits is simply a classical CNOT operation, so it is an
incoherent operation. In contrast, a CNOT operation does not fall under the regime of
local operations and classical communication [16], which form a set of non entanglement
increasing operations. For some given set of basis states {|i〉}i=1,...,d, all ICPTP maps ΦICPTP
are prescribed by some set of Kraus operators {Kl} [17] of the form Kj =
∑
i c(i) |fj(i)〉 〈i|
such that
∑
lK
†
lKl = 1 , ΦICPTP(ρ) =
∑
lKlρK
†
l and fj is some function on integers.
We now introduce some conventions that will be used in the subsequent sections. We
will denote the canonical Pauli matrices on the mth qubit as Xm, Ym and Zm respectively.
The computational basis refers to the basis {|0〉 , |1〉}, from which we can define the states
|+〉 := 1√
2
(|0〉 + |1〉) and |−〉 := 1√
2
(|0〉 − |1〉). The unitary performing a CNOT oper-
ation between the mth and nth qubits is denoted UCNOTmn where the first subindex m is
the control qubit, i.e. UCNOTmn |0〉m |ψ〉n = |0〉m |ψ〉n and U
CNOT
mn |1〉m |ψ〉n = |1〉mXn |ψ〉n.
In a similar manner, we will denote a controlled phase flip, also called the CZ opera-
tion, on the {|+〉 , |−〉} basis as UCZmn. The controlled phase flip performs the operation
UCZmn |+〉m |ψ〉n = |+〉m |ψ〉n and U
CZ
mn |−〉m |ψ〉n = |−〉m Zn |ψ〉n. We note that this final def-
inition is a slight deviation from the usual convention, where the control operation is con-
trolled on the computational basis {|0〉 , |1〉}. As previously discussed, the quantum CNOT
operation operating on diagonal density matrices is just a classical CNOT operation, so
UCNOT12 |i〉1 |j〉2 = |i〉1 |j ⊕ i〉2, and thus is an incoherent operation. It can be further verified
that UCZmn |i〉m |j〉n = U
CNOT
nm |i〉m |j〉n = |i⊕ j〉m |j〉n so it is also an incoherent. Furthermore,
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the single qubit Pauli operators Xm, Ym and Zm are also incoherent. These operations will
form the basis for the subsequent error correcting procedure.
III. PARTIAL ERROR CORRECTION
In order to illustrate the process we begin with the following observations, which will be
used as a primitive to build the complete code.
Consider the states |+〉 and |−〉. These are both maximally coherent qubits, but we
will choose the reference state to be |+〉. Consider now the product state |+〉1 |0〉2. The
CNOT operation UCNOT1,2 with qubit 1 as the control qubit will the maximally entangled
state |Φ+〉12 =
1√
2
(|00〉12 + |11〉12) after acting on the product state. Suppose we perform a
phase flip operation Z2 on qubit 2. It is then straightforward to see that the the resulting
state is now |Φ−〉12 =
1√
2
(|00〉12 − |11〉12). The application of another CNOT operation will
result in UCNOT12 |Φ
−〉 = |−〉 |0〉, where we can clearly see that the error is propagated from
the second qubit to the first, with the transformation of |+〉1 to |−〉1 indicating a phase flip
error has occurred on the 2nd qubit. As such, a single maximally coherent qubit, together
with the CNOT operation, confers some partial error correcting property to some qubit
of interest. Since this partial error correcting property comes from the combination of a
maximally coherent qubit together with an incoherent operation, we can surmise that the
protection is derived from coherence.
To complete the discussion, let us also consider the case when the initial state is the
product state |+〉1 |1〉2. Applying again the CNOT operations, the resulting state is |Ψ
+〉 =
1√
2
(|01〉12 + |10〉12). If a phase flip error happens on the second bit, the resulting state is
− |Ψ−〉 = 1√
2
(|01〉12 − |10〉12). Applying the final CNOT operation, we retrieve − |−〉1 |1〉2,
so again, a phase flip on qubit 2 will be propagated to qubit 1, transforming |+〉1 to |−〉1.
The additional global phase can be corrected if desired since qubit 1 contains the syndrome
outcome by applying a controlled Z operation which we define to be UCZ12 |+〉1 |i〉2 = |+〉1 |i〉2
and UCZ12 |−〉1 |i〉2 = |−〉1 Z2 |i〉2 where i = 0, 1. This gives us U
CZ
12 U
CNOT
12 |Ψ−〉 = |−〉1 |1〉2.
We note also that UCZ12 U
CNOT
12 |Φ−〉 = |−〉1 |0〉2, so the decoding procedure U
CZ
12 U
CNOT
12 will
properly correct a phase flip error in both cases. Since UCZ12 is also an incoherent operation,
qubit 2 is completely protected from phase flip errors.
Suppose now that we have a superposition of errors of the form E = a1 2 + bZ2, and
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some arbitrary initial state of the form |ψ〉 = α |0〉 + β |1〉. Using the above arguments,
we can protect qubit 2 from such an error without performing a syndrome measurements,
using only the incoherent, CNOT and CZ operations. After the first CNOT, we will
have the state UCNOT12 |+〉 |ψ〉 = α |Φ
+〉 + β |Ψ+〉. After the error E , the resulting state
is E2U
CNOT
12 |+〉 |ψ〉 = a(α |Φ
+〉+ β |Ψ+〉) + b(α |Φ−〉+ β |Ψ−〉). Finally, we decode by apply-
ing CNOT again and a final controlled Z operation to correct the phase flip, resulting in the
state UCZ12 U
CNOT
12 E2U
CNOT
12 |+〉 |ψ〉 = a(α |+〉1 |0〉2+β |+〉1 |1〉2)+b(α |−〉1 |0〉2+β |−〉1 |1〉2) =
(a |+〉1 + b |−〉1)α |0〉2 + (a |+〉1 + b |−〉1)β |1〉2 = (a |+〉1 + b |−〉1) |ψ〉2. After the decoding
process, we see that |ψ〉2 remains unperturbed while qubit 1 has completely absorbed the
error, thus correcting for the error on qubit 2.
Unfortunately, while the above encoding and decoding processes work for correcting phase
flip errors on qubit 2, the situation becomes more complex when we consider errors on qubit
1, which is necessary to achieve full error correction. The main complication comes from
the fact that Z1U
CNOT
12 |+〉1 |1〉2 = Z1 |Ψ
+〉12 = −Z2 |Ψ
+〉12, so a phase flip error on the first
qubit will result in an additional negative phase. The decoding process described above is
unable to detect the presence of this additional phase, which inevitably implies that when
a phase flip occurs on qubit 1, the initial state |ψ〉2 = α |0〉2 + β |1〉2 will be transformed
to |ψ′〉2 = α |0〉2 − β |1〉2 after decoding, i.e. a phase flip error on qubit 1 is propagated to
qubit 2, so the process works both ways.
However, as we shall see, complete error correction can be achieved my simply adding
more coherent qubits to the the encoding process. This is intuitive from the resource perspec-
tive, since it suggests that the introduction of more nonclassical resources confers additional
error correcting benefits. As we shall see, the correction of a single Z error will require 2
additional maximally coherent qubits, and the full correction of X, Y, Z errors will require
6 additional maximally coherent qubits, loosely corresponding to 2 additional maximally
coherent qubits for each error that can occur.
IV. CORRECTING PHASE FLIPS
With the previous discussion, we now have the tools to construct the full error correcting
code. The procedure will be laid out in full in this section and the next.
We first scale up the code to protect against random phase flips. The basic premise is
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just as before, but we now introduce an additional |+〉 qubit. Let us define the logical qubits
|0l〉123 = U
CNOT
32 U
CNOT
12 |+〉1 |0〉2 |+〉3 = |000〉123 + |011〉123 + |101〉123 + |110〉123
and
|1l〉123 = U
CNOT
32 U
CNOT
12 |+〉1 |1〉2 |+〉3 = |111〉123 + |100〉123 + |010〉123 + |001〉123
where we have omitted the normalization factor. The normalization factor will be omitted
from this point onwards unless required. Note that both logical qubits are symmetric with
respect to qubit swap operations between any 2 qubits.
A manual calculation will lead to the following error table:
Error E UCNOT12 U
CNOT
32 E |0l〉123 U
CNOT
12 U
CNOT
32 E |1l〉123
1 |+〉1 |0〉2 |+〉3 |+〉1 |1〉2 |+〉3
Z1 |−〉1 |0〉2 |+〉3 |−〉1 |1〉2 |+〉3
Z2 |−〉1 |0〉2 |−〉3 − |−〉1 |1〉2 |−〉3
Z3 |+〉1 |0〉2 |−〉3 |+〉1 |1〉2 |−〉3
From the above table, we see that every error is correctly propagated to qubits 1 and 3, re-
gardless of where they occur. It can be shown that the negative phase can be corrected via an
incoherent measurement process. Consider the Kraus maps K0 = |0〉 〈+| and K1 = |1〉 〈−|
corresponding to measurement outcomes 0 and 1 respectively. It is readily seen that it is a
complete set of Kraus operators since (K0)†K0+(K1)†K1 = 1 . Furthermore, it always maps
a state in the computational basis to white noise, i.e. M(|i〉 〈i|) :=
∑1
j=0K
j |i〉 〈i|(Kj)† = 1
2
1
so it is an incoherent operation. After performing this incoherent measurement, the informa-
tion in qubits 1 and 3 can be read out from the computational basis, allowing us to correct
for the phase by performing a phase flip operation |1〉1 Z2 |i〉2 |1〉3 when the measurements
on both qubits 1 and 3 returns the outcome 1. The error is thus corrected incoherently,
consuming the input coherence in the process since the states |+〉 , |−〉 are mapped onto
|0〉 , |1〉 respectively.
Note that the additional negative phase can also be alternatively corrected by a condi-
tional phase flip UCZ(13)2 which performs the necessary controlled phase flip operation in the
case UCZ(13)2 |−〉1 |i〉2 |−〉3 = |−〉1 Z2 |i〉2 |−〉3 and does nothing (or the identity operation) oth-
erwise. However, UCZ(13)2 is not an incoherent operation. This can be demonstrated via the fol-
lowing counter example. Consider the incoherent pure state |0〉1 |1〉2 |0〉3 = |1〉2 (|+〉1 |+〉3 +
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|+〉1 |−〉3 + |−〉1 |+〉3 + |−〉1 |−〉3). It can be directly verified that U
CZ
(13)2 |0〉1 |1〉2 |0〉3 =
|0〉1 |1〉2 |+〉3 + |1〉1 |1〉2 |−〉3, which is an entangled coherent state. U
CZ
(13)2 is therefore not
an incoherent operation. However, the fact that the protocol can be performed using only
incoherent operations suggest that the error correcting property is derived from coherence.
We also note that 3 qubit codes of a similar type have already been performed in the labo-
ratory [14].
V. CORRECTING ARBITRARY SINGLE QUBIT ERRORS
Full correction of an arbitrary single qubit error will require yet another layer of en-
coding. First, we observe that the above encoding allows for the convenient property that
Xm |0l〉123 = |1l〉123 where m = 1, 2, 3. This implies that a bit flip on the individual qubit
level is equivalent to a bit flip on the logical level. This makes correction of any single bit
flip a relatively easy affair, since a phase flip is simply a rotated bit flip on the level of the
Bloch sphere.
We now introduce some new notations. Let us define
∣
∣i(jk)
〉
123
:= UCNOT32 U
CNOT
12 |j〉1 |i〉2 |k〉3,
where i = 0, 1 and j, k = +,−. So, for instance, from our previous definition we have |0l〉123 =
UCNOT32 U
CNOT
12 |+〉1 |0〉2 |+〉3 =
∣∣0(++)
〉
123
. From this, we can further define 3 qubit logical
operations that affect only the logical degrees of freedom, while leaving the superscript in-
tact. For instance, a 3 qubit bit flip is defined to be X(123) := U
CNOT
32 U
CNOT
12 X2U
CNOT
12 U
CNOT
32 .
It can be verified that X(123)
∣∣i(j,k)
〉
123
= UCNOT32 U
CNOT
12 |j〉1X2 |i〉2 |k〉3 =
∣∣(i⊕ 1)(j,k)
〉
123
and
a similar definition for the phase flip gives Z(123)
∣
∣i(j,k)
〉
123
= (−1)i
∣
∣i(j,k)
〉
123
so that indeed,
these operations operate only the the logical degrees of freedom encoded by i. We can also
define operations between 2, 3-qubit clusters, such as the CZ operation between qubit clus-
ters denoted by a = a1a2a3 and b = b1b2b3. In this case, the operator is defined to be U
CZ
ab :=
UCNOTa3a2 U
CNOT
a1a2
UCNOTb3b2 U
CNOT
b1b2
UCZa2b2U
CNOT
a1a2
UCNOTa3a2 U
CNOT
b1b2
UCNOTb3b2 . As before, it can be verified
that UCNOTab
∣
∣i(jk)
〉
a
∣
∣l(mn)
〉
b
= (UCNOTa3a2 U
CNOT
a1a2
UCNOTb3b2 U
CNOT
b1b2
)UCZa2b2 |j〉a1 |i〉a2 |k〉a3 |m〉b1 |l〉b2 |n〉b3,
which again, only operates on the logical degrees of freedom indicated by i, l. Crucially,
such operations are incoherent operations as they are composed of only 2 qubit CNOT and
CZ operations, both of which are already demonstrated to be incoherent.
Based on this notation, the full logical encoding that corrects both bit and phase flips is
the following:
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|0L〉abc = U
CZ
cb U
CZ
ab
∣
∣0(++)
〉
a
∣
∣0(++)
〉
b
∣
∣0(++)
〉
c
=
∣
∣0(++)
〉
a
∣
∣0(++)
〉
b
∣
∣0(++)
〉
c
and
|1L〉abc = U
CZ
cb U
CZ
ab
∣
∣0(++)
〉
a
∣
∣1(++)
〉
b
∣
∣0(++)
〉
c
=
∣
∣1(++)
〉
a
∣
∣1(++)
〉
b
∣
∣1(++)
〉
c
where a = a1a2a3, b = b1b2b3 and c = c1c2c3. The controlled Z type operation explicit
indicates that the correction of bit flips employs the same encoding as for phase flips, but
on a rotated basis. A bit flip on any single qubit will give rise to the following error table:
Error E UCZab U
CZ
cb E |+L〉abc U
CZ
ab U
CZ
cb E |−L〉abc
1
∣
∣0(++)
〉
a
∣
∣+(++)
〉
b
∣
∣0(++)
〉
c
∣
∣0(++)
〉
a
∣
∣−(++)
〉
b
∣
∣0(++)
〉
c
Xai
∣
∣1(++)
〉
a
∣
∣+(++)
〉
b
∣
∣0(++)
〉
c
∣
∣1(++)
〉
a
∣
∣−(++)
〉
b
∣
∣0(++)
〉
c
Xbi
∣
∣1(++)
〉
a
∣
∣+(++)
〉
b
∣
∣1(++)
〉
c
−
∣
∣1(++)
〉
a
∣
∣−(++)
〉
b
∣
∣1(++)
〉
c
Xci
∣
∣0(++)
〉
a
∣
∣+(++)
〉
b
∣
∣1(++)
〉
c
∣
∣0(++)
〉
a
∣
∣−(++)
〉
b
∣
∣1(++)
〉
c
which is similar as for the phase flip error but in a rotated basis. The additional negative
phase can therefore be corrected in a similar manner, this time by performing a bit flip
Xb2 if a classical measurement on qubits a2 and c2 corresponding to projectors |0〉 〈0| and
|1〉 〈1| returns the outcome 1. Any single qubit phase flip will affect the superscript (++)
according to the error table for the phase flip, and the error can be corrected by performing a
phase flip Zb2 when the outcomes of the incoherent measurement given by K
0 = |0〉 〈+| and
K1 = |1〉 〈−| performed on the qubit pairs (a1, a2), (b1, b2) and (c1, c2) outputs measurement
outcomes (1,1) for any of the pairs. By correcting for both bit flips and phase flip errors
in this manner, we can correct for any Pauli X ,Z and Y errors, or any superpositions
thereof. We note that the protocol above is also able to correct at least some 2 qubit
errors, such as for instance simultaneous phase flips acting on different clusters, ZaiZbj , or
superpositions of a phase flip and a bit flip on 2 different qubits. For the full protocol, the
encoding, decoding and correction processes are are entirely using concatenations of single
qubit Pauli operations, 2 qubit CNOTs and CZs, and the coherence destroying measurements
K0 = |0〉 〈+| and K1 = |1〉 〈−|, all of which are incoherent operations.
The following is a concise list of the steps involved in the error correcting process:
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1. Initialise some quantum state |ψ〉 := a |0〉+b |1〉 whose information you want to protect,
together with 2 copies of the classical state |0〉, and 6 copies of the state |+〉. This
gives the initial state |Ψini〉abc = |+〉a1 |0〉a2 |+〉a3 |+〉b1 |ψ〉b2 |+〉b3 |+〉c1 |0〉c2 |+〉c3 .
2. Perform the first layer encoding unitary U1 := Ua3a2Ua1a2Ub3b2Ub1b2Uc3c2Uc1c2, such that
U1 |Ψini〉abc =
∣
∣0(++)
〉
a
∣
∣ψ(++)
〉
b
∣
∣0(++)
〉
c
.
3. Perform the second layer encoding U2 := U
CZ
cb U
CZ
ab to get the final encoded state, such
that U2
∣
∣0(++)
〉
a
∣
∣ψ(++)
〉
b
∣
∣0(++)
〉
c
= a |0L〉abc + b |1L〉abc := |ΨL〉.
4. Expose the state to some (single qubit) error model E . Let the resulting density matrix
be E(|ΨL〉 〈ΨL|).
5. Decode the state by reversing the unitary, resulting in ρdec = U
†
1U
†
2E(|ΨL〉 〈ΨL|)U2U1.
6. Perform the measurement specified by the Kraus operators K0 = |0〉 〈+| and K1 =
|1〉 〈−| corresponding to outcomes 0,1 on qubits a1, a3, b1, b3, c1, c3 . Perform classical
projective measurements onto |0〉 〈0| and |1〉 〈1| on qubits a2, c2, recording the mea-
surement outcomes.
7. If any of the measurements of the qubit pairs (a1, a3), (b1, b3) and (c1, c3) returns the
measurement outcomes (1,1), you perform Zb2. If (a2, c2) returns the outcome (1,1),
you perform Xb2 . This measurement will destroy the coherence in the ancillary qubits.
8. Tracing out every qubit except b2 will return the original state |ψ〉b2 .
VI. NUMERICAL EXAMPLES
In this section, we provide numerical examples illustrating the effect of coherence on the
error correction. We first initialize a pure quantum state |ψ(θ)〉 = cos(θ/2) |0〉+ sin(θ/2) |1〉
parametrized by its polar angle on the Bloch sphere θ ∈ [0, pi]. This is the state whose
quantum information we would like to protect from errors. We then initialize 2 ideal pure
states in the classical state |0〉, together with 6 copies of the noisy state (1−e) |+〉 〈+|+e1 /2,
parametrized by the noise parameter e ∈ [0, 1], before performing the full encoding process
for the 9 qubit code described in the preceding section. e = 0 corresponds to the ideal
case while e = 1 corresponds to a completely noisy state. The noise parameter e also
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serves as a proxy for the amount of coherence used to consumed during the error correction,
starting from the maximal value of 6 qubits of coherence when e = 0 and ending with no
coherence at e = 1. After the encoding, we perform a depolarizing channel on a random
qubit which is our error model. The depolarizing channel performs the map Φdep(ρ) =
(1 − d)ρ+ d
3
(XρX + Y ρY + ZρZ), where d ∈ [0, 1]. Finally, we perform the decoding and
correcting process and plot the average fidelity of the state of the final qubit with the initial
state |ψ〉. Note that the success of the code against a depolarizing channel implies that it’s
capable of handling arbitrary single qubit errors arising due to either dissipative or non-
dissipative interaction with the environment. The reason being that the Kraus operators
corresponding to any such channel [19] can be decomposed into 1 , X, Y, Z operators.
From Figure 1(a), we can surmise that as a general trend, the fidelity decreases as the
input noise increases, or alternatively, when the input coherence decreases. This decrease in
fidelity is not uniform across all possible initial quantum states. From Figure 1(b), we see
that the performance of the code varies depending on the polar angle of the initial state,
being symmetric about the point θ = pi/2. This can be explained by the fact that the input
noise, being a proxy for the amount of input coherence, is applied only to the non-classical
resource. We have assumed that the incoherent qubit states |0〉 and |1〉 are classical and
hence freely available. From this, we can surmise that the classical errors (bit flips) and
the quantum errors (phase flips) is cleanly separated in our protocol. When the initial state
is classical, i.e. when θ = 0, pi, the protocol only needs to correct for bit flips, which is a
classical error, so no input coherence is necessary. On the other hand, when the initial state
is quantum, especially in the region when θ = pi/2, we see that coherence is necessary to
correct the error, only reaching maximum fidelity when the input coherence is maximal.
In Figure 2, we plot several vertical slices of the 3D plots, where again, we see that in the
ideal case where the input noise e = 0, the 9 qubit code is able to completely correct the
single qubit depolarization, and hence any arbitrary single qubit error. From Figure 2(b),
we observe that in the non ideal case when e 6= 0, fidelity is not 1 even when there is no
depolarization (i.e. d = 0 ). This is attributed to the fact that the the noise introduced
when e 6= 0 can give rise to false error detections, thus introducing error to the encoded state
when the correcting procedure is performed. In Figure 2(c), we see that the further away
the initial input state is from |0〉 or |1〉, the lower the fidelity is and the more susceptible
it is to X and Y errors. These errors will require coherence as input resources in order to
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(a)
(b)
FIG. 1: 3D plots of Fidelity against various parameters. (a) Fidelity against depolarization
strength and input noise, for polar angle θ = pi/4. (b) Fidelity against input noise and the
polar angle of the initial pure state at maximal depolarizing strength d = 1.
correct.
VII. CONCLUSION
In conclusion, we have studied an error correcting code which uses maximally coherent
qubits as its initial quantum resource. We show that these codes are fully performed using
only incoherent operations, thus both the resources at hand as well as the operations being
performed fall under the regime identified by Baumgratz et al. [1]. We studied 3 different
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(a) (b)
(c)
FIG. 2: Plots of fidelity against various parameters. (a) Fidelity against input noise for
various depolarization parameters. Polar angle is fixed at θ = pi/4. (b) Fidelity against
depolarization strength, for various input noise. Polar angle is fixed at θ = pi/4. (c)
Fidelity against input noise, for various polar angles of the initial state. Depolarization
strength is maximal at d = 1.
versions of this code, starting from a 2 qubit code conferring partial protection against a
phase flip error, to a 3 qubit code providing complete protection against 1 phase flip error,
and finally a 9 qubit code that is able to correct for any arbitrary single qubit error. The
elementary quantum resources required for each of these codes are 1, 2 and 6 coherent
qubits respectively. From this, we can see that even when the available quantum resource
is a single coherent qubit, partial error correction can be achieved, while a pair will correct
for a single quantum error, and 3 pairs can correct for arbitary single qubit errors, loosely
corresponding to a pair of coherent qubits for each of the Pauli errors X, Y and Z. The
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correction of the error will, however, require an (incoherent) syndrome measurement which
will consume all the coherence used to perform the encoding and decoding process, thus
necessitating additional coherent qubits in order to perform the protocol again. This is in
line with the resource interpretation of quantum coherence.
We do note that the protocol presented here is not necessarily optimal either in terms
of the amount of input coherence or the number of ancillary qubits. Whether it is possible
to reduce the resource requirements, in terms of the number of extra maximally coherent
qubits required is an open question. However, it is known that the shortest code that can
correct arbitary single qubit errors is a 5 qubit code [18], thus suggesting there is room for
optimization if one were interested to reduce the amount of quantum resources being used
as inputs. The success of the quantum error correction also depends on the nature of noise
and hence the requisite amount of input coherence. For instance, one can construct codes
utilizing less resources when the channel is known to be amplitude damping [20]. We hope
that the work presented here will spur further investigations into the role coherence plays
in error correction and fault tolerant computations.
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