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THE INVERSE SIEVE PROBLEM FOR ALGEBRAIC VARIETIES OVER GLOBAL FIELDS
JUAN MANUEL MENCONI 1,2, MARCELO PAREDES 2 and ROMA´N SASYK 1,2
Abstract. Let K be a global field and let Z be a geometrically irreducible algebraic variety defined over K. We show
that if a big set S ⊆ Z of rational points of bounded height occupies few residue classes modulo p for many prime ideals
p, then a positive proportion of S must lie in the zero set of a polynomial of low degree that does not vanish at Z. This
generalizes the main result of Walsh in [Duke Math. J., vol.161, (2012), 2001-2022].
1. Introduction
Let S be a random set of integers. In arithmetic combinatorics, it is usual to establish “inverse theorems”, in the
sense that if S posses some specific arithmetic property, then S belongs to a certain family of subsets of integers;
hence providing a classification for such kind of S ’. For the purpose of this article, the arithmetic property in
question to be studied is the equidistribution of the set S . Here, by an equidistributed subset of integers S we mean
that S is well-distributed modulo p for many primes p (note that this is weaker than being well-distributed modulo
m for many moduli m). We expect that a random set S is fairly well-distributed. Thus, an “inverse problem” here
would be to understand whether a set that occupies few residue classes modulo p for many primes p has some
specific structure. In this generality, this has been stated as follows.
Inverse Sieve Problem (see [CL07, HV09]). Suppose that a set S ⊆ {0, . . . ,N}d occupies very few residue classes
mod p for many primes p. Then, either S is small, or it possesses some strong algebraic structure.
In order to give a concrete example that motivated this sort of problem, consider a subset S ⊆ {0, . . . ,N}
satisfying that S p ∶= {x mod p ∶ x ∈ S } has at most αp elements for many primes in the interval [1,N], with
0 < α < 1. Gallagher’s sieve [Gal71] implies that ∣S ∣ ≤ c(α)Nα. Let us further suppose that ∣S p∣ ≤ p−12 for all
p ≤ N
1
2 . The large sieve implies (see [Mon68])
∣S ∣ ≤ CN 12 , (1.1)
where C is an absolute constant. The bound (1.1) is essentially sharp, since if we consider S to be the set of the
squares lying in {0, . . . ,N}, we see that S occupies at most 1
2
(p − 1) residue classes for all primes p and ∣S ∣ ∼ N 12 .
More generally, if S is the image of a quadratic polynomial aX2 + bX + c ∈ Z[X], we also have that S occupies
at most
p−1
2
residue classes for all primes p not dividing a and ∣S ∣ ∼ N 12 . Thus, we may ask if there are any other
examples for which the bound (1.1) is almost optimal. This discussion on the large sieve together with the example
of the squares, led Helfgott and Venkatesh [HV09] and independently Croot and Elsholtz [CL07] to conjecture that
any badly distributed set S of size close to N
1
2 should “essentially” be the image of a quadratic polynomial. More
precisely, they posed the following conjecture.
Conjecture 1.1 ([CL07, Problem 7.4], [HV09, Guess]). Let S ⊆ {0, . . . ,N} of size ∣S ∣ ≥ Nε occupying less than
αp residue classes for some 0 < α < 1 and every prime p. Then all but O(No(1)) elements of S are contained in the
set of values of a polynomial p ∈ Z[X] with coefficients and degree bounded in terms of α and ε.
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We remark that Conjecture 1.1 is known as the inverse problem for the large sieve (see [Gre08, Conjecture 1.4]).
The name is due to the fact that Conjecture 1.1 classifies all sets of integers S that are obtained after sieving
p−1
2
residue classes modulo p over the primes p ≤ N 12 , and that have size close to N 12 . In [HV09, § 4.2] Helfgott
and Venkatesh remarked that Conjecture 1.1 implies that there are O(Nε) points on an irrational curve, which is
considered a very hard problem. In the same article [HV09], the authors proved the following “higher dimensional”
variant of Conjecture 1.1.
Theorem 1.2 ([HV09, Theorem 1.1]). Let ε, α > 0. There exist constants c1 = c1(α, ε) and c2 = c2(α, ε) such that
the following holds. Let S ⊆ {0, . . . ,N}2 be a subset such that the number of residues {(x, y) mod p ∶ (x, y) ∈ S } is
at most αp for every prime p. Then, at least one of the following holds:
● ∣S ∣ ≤ c1Nε, or
● there exists a non-zero polynomial P ∈ Z[X,Y] of degree c2 such that P vanishes in at least (1−ε)∣S ∣ points
of S .
The argument of the proof of Theorem 1.2 is based on the larger sieve of Gallagher. Specifically, they adapted
the determinant method of Bombieri-Pila (see [BP89]) to give a two dimensional version of Gallagher’s sieve.
Furthermore their methods gave another proof of the estimates of Bombieri-Pila for plane curves (see [BP89,
Theorem 5]). While the proof of Theorem 1.2 is closely linked to the original proof in [BP89], it is remarkable
that the method in [HV09] uses “local data”, i.e. the size of the residue classes of the points on a curve, instead of
analytic data as in [BP89], which is useful in other contexts (see, [Sed17], where an analogue of [BP89, Theorem
5] is obtained for function fields of genus 0).
Helfgott and Venkatesh conjectured that a similar result to Theorem 1.2 should hold for subsets of integers lying
in Zd for d ≥ 3. Their methods, however, seem to handle only the case when S occupies very few residue classes,
specifically at most αp residue classes for all primes p. Note that these sets are not what we would expect for a
general badly distributed set, where the number of residues classes can be at mostO(pd−1). Using a subtle inductive
argument, together with the larger sieve and the polynomial method, in [Wal12], Walsh solved this conjecture by
proving the following theorem.
Theorem 1.3 ([Wal12, Theorem 1.1]). Let 0 ≤ k < d be integers and let ε, α, η > 0 be positive real numbers. Then,
there exists a constant C depending only on the above parameters, such that for any set S ⊆ {0, . . . ,N}d occupying
less than αpk residue classes for every prime p at least one of the following holds:
● (S is small) ∣S ∣ ≲d,k,ε,α,η Nk−1+ε;
● (S is strongly algebraic) there exists a non-zero polynomial f ∈ Z[X1, . . . ,Xd] of degree at most C and
coefficients bounded by NC vanishing at more than (1 − η)∣S ∣ points of S .
Let us emphasize the important point that Theorem 1.3 means that there exist constants c, C depending on the
parameters d, k, ε, α, η such that for any set S satisfying the hypothesis of the theorem, we have ∣S ∣ ≤ cNk−1+ε or
there exists a non-zero polynomial f ∈ Z[X1, . . . ,Xd] of degree at most C and coefficients bounded by NC vanishing
at more than (1 − η)∣S ∣ points of S .
In this article we are interested in investigating the Inverse Sieve Problem in the context of global fields. To that
end, let K be a global field and denote byOK its ring of integers. A natural generalization to global fields of subsets
lying in {0, . . .N}d is to consider the subsets S ⊆ {x ∈ OdK ∶ H(x) ≤ N} where H is a height function, in the sense
of diophantine geometry. If such a subset S is small, or if it lies in the zero set of OK-points of an affine variety
Z ⊆ Ad of dimension l < d defined over K, then by classical bounds we have that for all primes p in K, Z(OK/p)
has at most ≲Z ∣OK/p∣l points. Thus, one may ask if a similar principle as in the Inverse Sieve Problem holds in
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the context of global fields. In this article we adapt the proof of Walsh to show that this is indeed the case. More
precisely, we prove the following result.
Theorem 1.4. Let 0 ≤ k < d be integers and let ε, α, η > 0 be positive real numbers. Let K be a global field of
degree dK . For a given x ∈ K let H(x) be the absolute multiplicative height of x. Then there exists a constant C
depending only on the above parameters, such that for any set S ⊆ {x ∈ OK ∶ H(x) ≤ N}d occupying less than
α∣OK/p∣k residue classes for every prime p at least one of the following holds:
● (S is small) ∣S ∣ ≲d,k,ε,α,K NdK(k−1)+ε;
● (S is strongly algebraic) there exists a non-zero polynomial f ∈ OK[X1, . . . ,Xd] of degree at most C and
coefficients bounded by NC vanishing at more than (1 − η)∣S ∣ points of S .
The reason why the exponent dK appears in the first case in Theorem 1.4 is because we are counting OK-points
with K a possibly non-trivial extension of Q and one expects to have a dK-power of the usual quantities. For
instance, the line x = y has ∼K,ε NdK+ε OK-points of absolute height at most N.
In some situations, it is possible to have additional information about S , for instance, that S already lies in an
affine variety Z defined over K, say geometrically irreducible. In this case, the statement of Theorem 1.4 is trivial,
since its second condition already holds. However, it may happen that S occupies even fewer residue classes than
Z. In this case, we can prove a sharper result than Theorem 1.4, as it can be seen in the next theorem.
Theorem 1.5. Let 0 ≤ k < d be integers, D,M > 0 a positive integer, and let ε, α, η > 0 be positive real numbers.
Let K be a global field of degree dK . For a given x ∈ K let H(x) be the absolute multiplicative height of x. Then
there exists a constant C depending only on the above parameters, such that for any set S ⊆ {x ∈ OK ∶ H(x) ≤ N}M
occupying less than α∣OK/p∣k residue classes for every prime p for every prime p, and that lies in an affine variety
Z ⊆ AM defined over K, geometrically irreducible of dimension d and degree D, at least one of the following holds:
● (S is small) ∣S ∣ ≲d,k,ε,α,K,D,M NdK(k−1)+ε;
● (S is strongly algebraic) there exists a polynomial f ∈ OK[X1, . . . ,XM] of degree at most C vanishing at
more than (1 − η)∣S ∣ points of S , that does not vanish at Z.
In diophantine applications, one is usually interested in the rational points of some algebraic variety. Thus,
one may ask if Theorem 1.5 admits a “projective version”. Here we also prove such version. Furthermore, as in
[Wal12], we only require that our sets occupy few residue classes for a “dense” subset of the primes. All this is
summarized in the following theorem.
Theorem 1.6. Let 0 ≤ k < d be integers, D,M > 0 positive integers, and let ε, α, κ, η > 0 be positive real numbers.
Let K be a global field of degree dK and OK be its ring of integers. Set Q = N
ε
2(d+1) and let
P ⊆ P(Q) ∶= {p prime of OK ∶ ∣OK/p∣ ≤ Q}
be a subset of primes satisfying
w(P) ∶= ∑
p∈P
log(∣OK/p∣)∣OK/p∣ ≥ κw(P(Q)).
For a given x ∈ PM(K) let H(x) be its absolute multiplicative height. Then there exists a constant C depending
only on the above parameters, such that for any set S ⊆ {x ∈ PM(K) ∶ H(x) ≤ N} occupying less than α∣OK/p∣k
residue classes for every prime p (i.e. the image of S in PM(OK/p) has at most α∣OK/p∣k elements), and that lies
in a projective variety Z ⊆ PM defined over K, geometrically irreducible of dimension d and degree D, at least one
of the following holds:
● (S is small) ∣S ∣ ≲d,k,ε,α,K,D,M NdK(k−1)+ε;
4 J. M. MENCONI, M. PAREDES, R. SASYK
● (S is strongly algebraic) there exists an homogeneous polynomial f ∈ OK[X0, . . . ,XM] of degree at most C
vanishing at more than (1 − η)∣S ∣ points of S , that does not vanish at Z.
As in [Wal12], it can be shown that Theorem 1.6 is sharp, and that ε can not be taken to be equal to zero.
The proofs that we present here follow the general strategy developed by Walsh in [Wal12]. However, given
the nature of the statements of our theorems, several new difficulties arise. First we need to adapt two kinds of
estimates over Z to the corresponding estimates over global fields: those concerning the behavior of heights and
those concerning the distribution of primes. To that end, in section §2 we start by defining the height function that
will be used throughout this article. While the theory of heights on number fields is very well documented, arguably
this is not so in the case of function fields. Specifically, here we prove two statements for heights in function fields
that we could not find in the literature. These are Proposition 2.1, that states that points in Pn of height ≲ 1 are
lifted to points in An+1 of height ≲K 1, and Proposition 2.2, which gives an upper bound for the number of points
of bounded height in the ring of S -units in a function field. Both results are well known for number fields (see,
for instance, [Ser89, §13.4] and [Lan83, §3] respectively). Concerning the distribution of primes, in section §3,
after recalling Landau Prime Ideal Theorem for number fields and the Riemann hypothesis over function fields, we
extend the larger sieve of Gallagher, as it was presented in [Wal12], to global fields.
The second kind of difficulty is that we work with sets lying in algebraic varieties, and that the bounds in our
theorems are uniform in the degree and dimension of such algebraic varieties. We overcome it in section §4 in
essentially two steps. First we use a standard argument to reduce Theorem 1.6 to a statement concerning affine
varieties. Then, we use Noether’s normalization theorem to make a change of variables and reduce Theorem 1.6 to
a statement concerning badly distributed sets in an affine space. Because of the uniformity in our bounds, we need
to have a nice control in the change of variables. Thus, we are led to prove in Theorem 4.2 an effective Noether’s
normalization theorem, which may be of interest in its own right.
Finally, in section §5 we prove Theorem 1.6. Unlike in the paper of Walsh [Wal12], we follow the dependence of
the parameters in the proofs, which brings the last technical difficulty of this article. We believe that having made
explicit the dependence of the constants may be useful for some diophantine applications.
2. Heights in global fields
The purpose of this section is twofold. First we establish a normalization of the absolute values of a global field.
We use this to define the height function that will be used in this article and recall some basic properties of it.
Secondly, we state two propositions concerning estimates for the number of points in the ring of S -units of a global
field, which are well known for number fields, but for which we could not find a reference for function fields. The
presentation in this section has been influenced by the standard references [BG06, HS00, Lan83, Ser89].
2.1. Absolute values and relative height. Throughout this paper, K denotes a global field, i.e. a finite separable
extension of Q or Fq(T), in which case we further assume that the field of constants is Fq. We will denote by dK
the degree extension [K ∶ k], where k indistinctively denotes the base fields Q or Fq(T).
Let K be a number field. Then each embedding σ ∶ K ↪ C induces a place v, by means of the equation
∣∣x∣∣v ∶= ∣σ(x)∣
nv
dK
∞ ,
where ∣ ⋅ ∣∞ denotes the absolute value of R or C and nv = 1 or 2 respectively. Such places will be called the places
at infinity, and denoted by MK,∞. Note that ∑v∈MK,∞ nv = dK . They are all the archimedean places of K. Since the
complex embeddings come in pairs that differ by complex conjugation, we have ∣MK,∞∣ ≤ dK .
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Now let p be a non-zero prime ideal of K, and denote by ordp the usual p-adic valuation. Associated to p, we
have the place v in K given by the equation
∣∣x∣∣v ∶= ∣x∣p ∶= NK(p)− ordp(x)dK ,
where NK(p) denotes the cardinal of the finite quotient OK/p. We will also denote Op for the localization at p of
the ring OK . Such places will be called the finite places, and denoted by MK,fin. They are all the non-archimedean
places of K.
The set of places of K is then the union MK,∞ ∪ MK,fin, and we denote it by MK. For any finite subset S ⊆ MK
containing the infinite places MK,∞, we define the ring of S -integers of K to be the set
OK,S ∶= {x ∈ K ∶ ∣∣x∣∣v ≤ 1 for all v ∈ MK, v ∉ S } .
The norm of a non-zero ideal I ⊆ OK,S , denoted by NK,S (I), is just the cardinal of the finite quotient OK,S /I. The
prime ideals of OK,S correspond to the prime ideals pOK,S where p is a prime ideal of OK not lying in S .
Now, let us suppose that K is a function field over Fq, such that Fq is algebraically closed in K (in other words,
the constant field of K is Fq). A prime in K is, by definition, a discrete valuation ring O with maximal ideal p such
that Fq ⊆ p and the quotient field of O equal to K. By abuse of notation, when we refer to a prime in K, we will
refer to the maximal ideal p. We will also denote Op to the corresponding discrete valuation ring. Associated to p,
we have the usual p-adic valuation, that we will denote by ordp. The degree of p, denoted by deg(p) will be the
dimension of Op/p as an Fq-vectorial space, which is finite. Then the norm of p is defined asNK(p) = qdeg(p). Any
prime p of K induces a place v in K by the equation
∣∣x∣∣v ∶= ∣x∣p ∶= NK(p)− ordp(x)dK .
They are all the places in K. The set of all places in K is denoted by MK. As in the case of number fields, for any
non-empty finite subset S ⊆ MK, we define the ring of S -integers of K to be the set
OK,S ∶= {x ∈ K ∶ ∣∣x∣∣v ≤ 1 for all v ∈ MK, v ∉ S } .
Given x ∈ OK,S we define NK,S (x) ∶= ∏p∉S NK(p)ordp(x). By definition, ordp(x) ≥ 0 for all p ∉ S , so that NK,S (x)
is a positive integer. A prime in OK,S will be any prime p ∈ K not in S . When S = {v}, we will usually denote
OK,S = OK . If w ∈ M
k
is the place below v, we will denote MK,∞ ∶= {v′ ∈ MK ∶ v′∣w}. Note that ∣MK,∞∣ ≤ dK .
Now, given a global field K, we define the relative multiplicative projective height of K of a point x = (x0 ∶ . . . ∶
xn) ∈ Pn(K), to be the function
HK(x) ∶= ∏
v∈MK
max
i
{∣∣xi∣∣v},
and the absolute multiplicative projective height by
H(x) ∶= HK(x) 1dK .
If x ∈ K, HK(x) will always denote the projective height HK(1 ∶ x). The next inequalities follow immediately from
the definition of the height
HK(x ⋅ y) ≤ HK(x) ⋅ HK(y), (2.1)
HK(x + y) ≤ 2dKHK(x)HK(y). (2.2)
Also, from the product formula it follows that for all x ∈ K∗,
HK(x) = HK(x−1). (2.3)
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For our purposes, it will be necessary to understand how the affine height of a point behaves under the action of a
polynomial. It is easy to show (see [HS00, Proposition B.2.5. (a)]) that if P(T1, . . . ,Tn) = ∑(i1 ,...,in) ci1 ,...,inT i11 ⋯T inn ,
c = (ci1 ,...,in)i1 ,...,in and R is the number of (i1, . . . , in) with ci1 ,...,in ≠ 0, we have
HK(P(x)) ≤ RdKHK(1 ∶ c)HK(1 ∶ x)deg(P). (2.4)
Given a set of places S and x = (x1, . . . , xn) ∈ OnK,S , we have the bound
HK(x1 ∶ . . . ∶ xn) ≤ HK(1 ∶ x1 ∶ . . . ∶ xn) ≤ max
i
{HK(xi)}h, (2.5)
where h = rank(O×K,S ) + 1, rank(O×K,S ) being the rank as an abelian group of the units of the ring of S -integers.
Also, for any x ∈ OK,S /{0}, it holds
NK(x) ≤ HK(x). (2.6)
In section §4 we will require to lift a bounded set in projective space to a set in affine space. The next proposition
states that this can be done in a controlled manner.
Proposition 2.1. Let K be a global field, let S be a finite set of places, with the additional condition that MK,∞ ⊆ S
if K is a number field, and let d ≥ 1 be an integer. There exists c = c(K,S ,d) such that for all x ∈ Pd(K) there are
coordinates (y0, . . . , yd) ∈ Od+1K,S such that
HK(1 ∶ y0 ∶ . . . ∶ yd) ≤ cHK(x).
Thus, a subset S ⊆ [N]Pd(K) can be lifted to a subset S ⊆ [cN]Ad+1(OK).
This is proved in [Ser89, §13.4] when K is a number field and S = MK,∞. For the sake of completeness, we
include the proof of this more general statement in section §6.
In section §5 we will need estimates of the numbers of points in OK of a given height. This is addressed by the
following proposition.
Proposition 2.2 (S -integer points of bounded height). Let K be a global field, and let S ⊆ MK be a non-empty
finite subset of places of K (which we require that contains the infinite places when K is a number field, and the
place v fixed to define OK when K is a function field). Then
∣{x ∈ OK,S ∶ HK(x) ≤ N}∣ ≤ c′′(K)N(log(N))∣S ∣.
When K is a number field, sharper estimates than Proposition 2.2 hold; for instance, see [Lan83, Theorem 5.2]
for the case S = MK,∞ and [Bar15, Theorem 1.1] for arbitrary S . Moreover, [Bar15, Theorem 1.1] gives effective
estimates. Since we could not find a reference for Proposition 2.2 over function fields we provide a proof in the
appendix, section §6, of this article.
In the remaining of the paper we will use the following notation,
[N]nOK ∶= {x = (x1, . . . , xn) ∈ OnK ∶ maxi {HK(xi)} ≤ N}, (2.7)
[N]An(OK) ∶= {x = (x1, . . . , xn) ∈ OnK ∶ HK(1 ∶ x1 ∶ . . . ∶ xn) ≤ N}. (2.8)[N]Pn(K) ∶= {x = (x0 ∶ . . . ∶ xn) ∈ Pn(K) ∶ HK(x) ≤ N}. (2.9)
Note that since maxi{HK(xi)} ≤ HK(1 ∶ x1 ∶ . . . ∶ xn) for all x = (x1, . . . , xn) ∈ Kn we have
[N]An(Ok) ⊆ [N]nOK . (2.10)
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3. The larger sieve over global fields
In this section, we extend the larger sieve of Gallagher as it was presented in [Wal12], to global fields. To this
end, we first recall some basic inequalities concerning the distribution of primes in global fields.
3.1. Distribution of primes in global fields. Let K be a global field. For any prime p of OK we have a reduction
map pip ∶ Pn(K) → Pn(OK/p). If x,y ∈ Pn(K) by x ≡ y(mod p) we will mean pip(x) = pip(y). Note that if
P ∈ OK[X0, . . . ,Xn] is an homogeneous polynomial such that P(x) = 0, then x ≡ y(mod p) implies P(y) ≡ P(x) ≡
0(mod p). Likewise we have a reduction map pip ∶ OnK → (OK/p)n, and for x,y ∈ OnK we will denote x ≡ y(mod p)
if pip(x) = pip(y).
If S ⊆ [N]An(OK), [N]nOK , or [N]Pn(K) and p is a prime of OK we will use the notation [S ]p ∶= pip(S ) where pip is
the corresponding reduction map. For any Q > 0, let us denote:
P ∶= {p prime in OK},
P(Q) ∶= {p ∈ P ∶ NK(p) ≤ Q}.
If P ⊆ P(Q), we denote
w(P) ∶=∑
p∈P
log(NK(p))
NK(p) .
If K is a global field, there exist constants c1,K, c2,K , c3,K and c4,K such that for all Q > 0 it holds that
c1,K log(Q) ≤ w(P(Q)) ≤ c2,K log(Q), (3.1)
and
c3,KQ ≤ ∑
p∈P(Q)
log(NK(p)) ≤ c4,KQ. (3.2)
Indeed, if K is a number field, (3.1) and (3.2) follow from Landau Prime Ideal Theorem (see [IK04, Theorem
5.33]). Meanwhile, if K is a function field over Fq of genus g, this follows from the Riemann Hypothesis over
function fields (see [Ros02, Theorem 5.12]). Note that in this case, the constants will also depend on the (degree of
the) prime v that we choose to define OK .
3.2. Larger sieve over global fields. Let S ⊆ [N] ⊆ Z and let Q > 0 be a parameter. The larger sieve of Gallagher,
[Gal71], consists on counting in two different ways the number of pairs x, y ∈ S and positive primes p with p ≤ Q
such that x ≡ y(mod p). In our context, S ⊆ [N]OK , and we want to count the number of pairs x, y ∈ S and primes
p ∈ P(Q) such that x ≡ y(mod p). Thus, we have
∑
x,y∈S
x≠y
∑
p∈P(Q)
1x≡y(mod p) log(NK(p)) = ∑
x,y∈S
x≠y
log
⎛⎜⎜⎜⎝
∏
p∣x−y
p∈P(Q)
NK(p)
⎞⎟⎟⎟⎠
≤ ∑
x,y∈S
x≠y
log(NK(x − y)). (3.3)
Using (2.6) and (2.2) we obtain NK(x − y) ≤ 2dKHK(x)HK(y), that is smaller than N3 if N > 2dK . Hence
∑
x,y∈S
x≠y
∑
p∈P(Q)
1x≡y(mod p) log(NK(p)) ≤ 3∣S ∣2 log(N). (3.4)
On the other hand, if S (a,p) ∶= {x ∈ S ∶ x ≡ a(mod p)}, the left hand side of (3.4) is equal to
∑
p∈P(Q)
∑
a(mod p)
∣S (a,p)∣2 log(NK(p)) − ∣S ∣ ∑
p∈P(Q)
log(NK(p)). (3.5)
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Thus, (3.4) and (3.5) imply
∑
p∈P(Q)
∑
a(mod p)
∣S (a,p)∣2 log(NK(p)) − ∣S ∣ ∑
p∈P(Q)
log(NK(p)) ≤ 3∣S ∣2 log(N). (3.6)
Note that the above argument also works if S ⊆ [N]dOK . Indeed, if pi1 ∶ Kn → K denotes the projection on the first
coordinate, then x ≡ y(mod p) implies p∣pi1(x) − pi1(y), thus the argument to prove (3.6) still holds.
Lemma 3.1 (Compare to [Wal12, Lemma 3.1]). Let X ⊆ [N]OK , Q = Nγ, γ > 0. Let κ, µ be positive real numbers.
Suppose that there is a set of primes P ⊆ P(Q) with w(P) ≥ κw(P(Q)) such that for any prime p ∈ P there are
at least µ∣X∣ elements of X in at most αN (p) residue classes for some α > 0 independent of p. Then, there exists
C1 = C1(κ, µ, γ,K) such that if α ≤ C1, it must be ∣X∣ < Q.
Lemma 3.2 (Compare to [Wal12, Lemma 3.2]). Let Q = Nγ for some γ > 0 and let P ⊆ P(Q) be a set of primes
with w(P) ≥ w(P(Q)) for some κ > 0. Let S ⊆ [N]dOK occupying less than α residue classes modulo p for every
prime p ∈ P and some constant α, independent of p. Then there exists a constant C2 = C2(α, κ, γ,K) such that∣S ∣ ≤ C2.
Lemma 3.1 and Lemma 3.2 can we proved using (3.6). The proofs are analogous to the corresponding proofs in
[Wal12], so we will not include them here. Also we remark that the constants C1 and C2 may be taken to be
C1(κ, µ, γ,K) = κµ2γ
c5,K
, c5,K ∶=
2(c4,K + 3)
c1,K
, (3.7)
C2(α, κ, γ,K) = max
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2α,2
⎛
⎝
12α
c21,Kγκ
⎞
⎠
2
c3,K
γκ
⎫⎪⎪⎪⎬⎪⎪⎪⎭
. (3.8)
4. An effective change of variables
The main result of this section is that Theorem 1.6 follows from a similar result concerning affine spaces. In
order to do that, we are going to make two reductions. The first step is to reduce our problem to that of studying
subsets of affine varieties. We note that this is standard, for instance, see [Ser89, Chapter 14], where an upper
bound for the number of rational points on a thin set lying in a projective space is obtained as a consequence of an
analogous bound for thin sets lying in an affine space. The second step is to further reduce this problem by passing
from an affine variety of dimension d to the affine space Ad. In order to do this, we are going to make a change of
variables. This will be achieved by means of Noether’s normalization. Since Theorem 1.6 is uniform in the degree
and dimension of the variety, we will require some effectiveness in the normalization. To that end, we are going
to provide an effective version of the Noether’s normalization theorem, with quite elementary methods, which is
interesting in its own right.
4.1. Reduction to the affine case. In order to carry on the first step in the discussion above, we proceed to state
the following variant of Theorem 1.6 for affine varieties.
Theorem 4.1 (Affine case of Theorem 1.6). Let 0 ≤ k < d be integers, D,M be positive integers, and let ε, α, κ, η > 0
be positive real numbers. Let K be a global field of degree dK andOK be its ring of integers. Set Q = N
ε
2(d+1) and let
P ⊆ P(Q) be a subset satisfying w(P) ≥ κw(P(Q)). Then there exists a constant C depending only on the above
parameters, such that for any set S ⊆ [N]AM+1(OK) occupying less than αNK(p)k residue classes for every prime p,
and that lies in an affine variety Z ⊆ AM+1 defined over K, geometrically irreducible of dimension d + 1 and degree
D, at least one of the following holds:
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● (S is small) ∣S ∣ ≲d,k,ε,K,D,M Nk−1+ε;
● (S is strongly algebraic) there exists a homogeneous polynomial f ∈ OK[X0, . . . ,XM] of degree at most C
vanishing at more than (1 − η)∣S ∣ points of S , that does not vanish at Z.
There are two remarks to be made about the statement in Theorem 4.1. First, in the case when S is small, dK
does not appear in the exponent of N. This is due to the fact that here we are using the relative height to K instead
of the absolute height as in Theorem 1.6. The reason for this is because it will simplify some of the cumbersome
notation in our proofs, and also because it reflects more accurately the nature of the problem we are studying, which
is relative to the global field K. The second remark is about the parameters k,d and M; the choice of M + 1 instead
of M and Z of dimension d + 1 instead of dimension d are because we will lift a subset S ⊆ Z ⊆ PM occupying less
than ≲ NK(p)k residue classes for every prime p, with Z a projective variety. Thus, the lifted set S will lie in the
affine cone C(Z) ⊆ AM+1 which is a geometrically irreducible variety of dimension d + 1 and degree D.
Proof that Theorem 4.1 implies Theorem 1.6. Let S be as in the statement of Theorem 1.6. In particular, ∣[S ]p∣ ≤
αNK(p)k for all prime p and some positive α and 0 ≤ k < dim(Z). By Proposition 2.1, we can lift S to a subset
S ⊆ [cN]AM+1(OK) lying in the affine cone C(Z) ⊆ AM+1, where c is some positive constant depending only on
K. Note that C(Z) has dimension dim(Z) + 1 and degree deg(Z). Now, let p ∈ P. Let us bound [S ]p. Given
x′ = (x0, . . . , xM+1) ∈ S , there are two possibilities: p∣xi for all i, or there exists i0 such that p ∤ xi0 . In the second
case, (x0(mod p), . . . , xM+1(mod p)) defines a point in PM(OK/p) which coincides with the reduction modulo
p of x = (x0 ∶ . . . ∶ xM+1) ∈ S . Thus, such points are bounded by ∣[S ]p∣ ≤ αNK(p)k. Meanwhile, in the first
case, we just have that the points reduce to the 0 class in (OK/p)M+1. We conclude that ∣[S ]p∣ ≤ αNK(p)k + 1 ≤
max{α,1}NK(p)k = α′NK(p)k. Hence, S satisfies the hypothesis of Theorem 4.1 and at least one of the following
holds:
● ∣S ∣ = ∣S ∣ ≲d,k,ε,K,D,M (cN)k−1+ε ≲d,k,ε,K,D,M Nk−1+ε;
● there exists an homogeneous polynomial f ∈ OK[X0, . . . ,XM] of degree at most C = Od,k,ε,K,D,M,η(1) and
coefficients bounded by NC vanishing at more than (1− η)∣S ∣ = (1− η)∣S ∣ points of S , that does not vanish
at C(Z).
From this we deduce Theorem 1.6. 
4.2. An effective Noether’s normalization. At this stage we have reduced Theorem 1.6 to a problem about affine
varieties. In order to carry on the second step discussed in the introduction of section §4, here we prove the
following version of Noether’s normalization theorem.
Theorem 4.2 (Effective Noether’s normalization theorem). Let V ⊆ Pm be an irreducible projective variety defined
over a global field K. Then there exists a finite map ϕ ∶ V → Pdim(V), defined over K, such that
ϕ(x) = (L0(x) ∶ . . . ∶ Ldim(V)(x)),
with Li linear forms with coefficients on k of height bounded by ≲
k,m (deg(V))m−dim(V) where the implicit constant
is effectively computable. Moreover, each fibre of ϕ has at most deg(V) elements. In particular, the same statement
holds for an affine variety Z ⊆ Am.
Proof. Let V be an irreducible variety as in the statement of the theorem. If V = Pm, we take ϕ the identity map and
we are done. If V ⊊ Pm, then there exists x ∈ Pm(k)/V(k) (here we are using that K is infinite). Furthermore, let us
see that we may choose x with coordinates in K, and of small height. If dim(V) = m−1, V is a hipersurface. If not,
we reduce to the hypersurface case by means of a standard geometrical idea (see, for instance, [Mum70, Theorem
1], or its reprint in [Mar10]). Indeed, for that, choose a generic projective subspace W of Pm(k) of dimension
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m − dim(V) − 2, and consider the cone C(W,V) formed by taking the union of all the lines joining a point in W
with a point in V . It is generically a projective subvariety of dimension m − 1, i.e. an hypersurface. Furthermore,
it has degree deg(V), so C(W,V) is defined by a polynomial with coefficients on K, of degree deg(V). In any
case, we then have that V is contained in an hypersurface Z(P) ⊆ Pm(k), where P ∈ k[T0, . . . ,Tm] is a non-zero
homogeneous polynomial of degree deg(V).
Let us suppose that P has a non-zero coefficient at T
d0
0 ⋯T
dm
m . Consider the set [deg(V)]O
k
= {x ∈ O
k
∶
H(x) ≤ deg(V)} (note that here we are using the absolute height instead of the relative height to K). It has
strictly more than deg(V) ≥ di elements. By the Combinatorial Nullstellensatz [TV10, Theorem 9.2], there ex-
ists x0, . . . , xn ∈ [deg(V)]O
k
such that P(x0, . . . , xm) ≠ 0. In particular (x0, . . . , xm) ≠ 0. Let x1 ∈ Pm be the
point with projective coordinates (x0 ∶ . . . ∶ xm). By construction, x1 ∈ Pm(k)/V(k). Now, construct linear
forms L1,1(T0, . . . ,Tm), . . . , L1,m(T0, . . . ,Tm) ∈ k[T0, . . . ,Tm] such that Z(L1,1, . . . , L1,m) = {x1}. Note that the
coefficients of such linear forms are a basis of the vector space V1 ∶= ⟨(x0, . . . , xm)⟩⊥ defined over k. Thus, if
we want to construct the linear forms L1,i’s with coefficients of small height, it is enough to find a basis of small
height of V1. For this, we use the generalizations of Siegel’s lemma for number fields and function fields in
[BV83, Thu95, Fuk10] to find a basis y1, . . . ,ym ∈ K
m+1 of V1 such that
m
∏
i=1
H(1 ∶ yi) ≲k,m H(V1), (4.1)
where H(V1) is the height of V1. By the duality theorem [Thu93, Duality Theorem], it holds that H(V1) coincides
with the height of the linear subspace generated by the k-vector (x0, . . . , xm). Moreover this height coincides with
the projective height H(x0 ∶ . . . ∶ xm). Thus
m
∏
i=1
H(1 ∶ yi) ≲k,m H(x0 ∶ . . . ∶ xm) ≲k,m deg(V). (4.2)
We define ϕ1 ∶ V → Pm−1 as the projection away from x1, that is
ϕ1(x) = (L1,1(x) ∶ . . . ∶ L1,m(x)). (4.3)
Thus ϕ1 is a finite morphism (see [Sha74, Chapter 1, § 5.3, Theorem 7]), with L1,1, . . . , L1,m linear forms with
coefficients of height bounded by ≲
k,m deg(V). If ϕ1(V) = Pm−1, we are done. Now suppose otherwise. Then for a
generic linear space L ⊆ Pm−1 of codimension dim(V), it holds that L∩ϕ1(V) is finite. Furthermore, the pre-image
of L∩ϕ1(V) by ϕ1 is finite (because ϕ1 is a finite morphism, hence it has finite fibers), and this intersection is equal
to the intersection of V by some linear subspace L′ ⊆ Pm of codimension dim(V) (a finite morphism preserves the
dimension). Thus ∣L ∩ ϕ1(V)∣ ≤ ∣L′ ∩ V ∣ ≤ deg(V), from where we conclude that the degree of ϕ1(V) is at most
deg(V).
In conclusion, the projective irreducible variety ϕ1(V) has dimension dim(V) and deg(ϕ1(V)) ≤ deg(V). Hence
we can repeat the same argument as above and obtain a sequence of finite maps ϕi+1 ∶ ϕi(V)→ Pm−i+1, defined by
ϕi+1(x) = (Li+1,1(x) ∶ . . . ∶ Li+1,m−i+1(x)), (4.4)
with Li+1,1, . . . , Li+1,m−i+1 linear forms with coefficients in k of height bounded by ≲
k,m deg(V). Since the sequence
ϕ1, ϕ2, . . . ends with i = m − dim(V), we conclude that there exists a finite morphism ϕ ∶ V → Pdim(V) such that
ϕ(x) = (L0(x) ∶ . . . ∶ Ldim(V)(x)), (4.5)
with L0, . . . , Lm linear forms with coefficients in k of height bounded by ≲
k,m deg(V)m−dim(V).
Finally, note that the morphism ϕ ∶ V → Pdim(V) that we constructed can be interpreted geometrically as the
projection away from a generic linear subspace L ⊆ Pm of codimension dim(V) + 1. Thus, given z ∈ Pdim(V) the
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points in the fibre ϕ−1(z) correspond to the points lying in the intersection of the affine cone C(V) ⊆ Am+1 of V
with respect to an affine linear subspace L′ ⊆ Am+1. Since the affine cone C(V) has the same degree of V , we
conclude that ∣ϕ−1(z)∣ ≤ ∣C(Z)∩ ∶ L′∣ ≤ deg(V). 
Remark 4.3. Professor Sombra informed us that in the literature there are other effective versions of the Noether’s
normalization theorem for number fields. For instance, [KPS01, Lemma 2.14 and Proposition 4.5] imply that for an
affine variety V there exist linear forms in Noether position with height bounded by 2deg(V)2. We wish to thank
Prof. Sombra and Prof. Dickenstein for this.
4.3. Reduction to the affine plane case. Now we are in condition to make the last reduction of Theorem 1.6.
Specifically, by means of an effective change of variables, we will reduce the proof of Theorem 4.1 to proving the
next statement.
Theorem 4.4 (Case Z = Ad+1). Let 0 ≤ k < d be integers, and let ε, α, κ, η > 0 be positive real numbers. Let K be a
global field of degree dK and OK be its ring of integers. Set Q = N
ε
2(d+1) and let P ⊆ P(Q) be a subset satisfying
w(P) ≥ κw(P(Q)). Then there exists a constant C depending only on the above parameters, such that for any set
S ⊆ [N]d+1OK occupying less than αNK(p)k residue classes for every prime p, at least one of the following holds:
● (S is small) ∣S ∣ ≲d,k,ε,K Nk−1+ε;
● (S is strongly algebraic) there exists a non-zero homogeneous polynomial f ∈ OK[X0, . . . ,Xd] of degree at
most C vanishing at more than (1 − η)∣S ∣ points of S .
Proof that Theorem 4.4 implies Theorem 4.1. Let S ⊆ Z ⊆ AM+1 be as in Theorem 4.1. By Theorem 4.2 there
exists a finite map F = (F1, . . . ,Fd+1) ∶ Z → Ad+1 such that each for all i, Fi ∈ O
k
[X0, . . . ,XM+1] is a linear
form with coefficients of height bounded by ≲
k,M,d,D 1. Let S = F(S ). Note that by (2.4) and (2.10) it holds
S ⊆ [cN]Ad+1(OK) ⊆ [cN]d+1OK for some c = OK,M,d,D(1). Since F preserves congruences, for any prime p ∈ P it holds∣[S ]p∣ ≤ ∣[S ]p∣ ≤ αNK(p)k with k < d. Hence, S is in the conditions of Theorem 4.4, so apply the theorem to S
with η = 1
2
to conclude that:
● ∣S ∣ ≲d,k,ε,K Nk−1+ε; or
● there exists an homogeneous polynomial g ∈ OK[Y0, . . . ,Yd] of degree at most C vanishing at more than
1
2
∣S ∣ points of S .
Suppose that the first possibility occurs. Since F has degree at most deg(Z) = D, we have ∣S ∣ ≥ ∣S ∣
deg(Z) , so we
deduce ∣S ∣ ≲d,k,ε,K,D Nk−1+ε. If the second possibility occurs, using again that F has degree at most deg(Z) = D,
we conclude that g ∈ OK[Y0, . . . ,Yd] is an homogeneous polynomial of degree at most C vanishing at more than
1
2
∣S ∣ ≥ 1
2D
∣S ∣ points of S . Let f (X0, . . . ,XM+1) ∶= g(F(X0, . . . ,XM+1)). Since g ≠ 0 and F is surjective, we conclude
that f is an homogeneous polynomial of degree at most C, vanishing on at least 1
2D
∣S ∣ points of S , that does not
vanish at Z. Thus, we conclude Theorem 4.1 for η0 = 12D . We conclude Theorem 4.1 for any η by a simple partition
argument. 
5. The inverse sieve problem in projective varieties
In this section we are going to prove Theorem 4.4. More precisely, we prove the following stronger version.
Theorem 5.1. Let d,h be positive integers and let ε, η > 0 be positive real numbers. Let K be a global field of
degree dK and OK be its ring of integers. Set Q = N
ε
2(d+1) and let P ⊆ P(Q) satisfying w(P) ≥ κw(P(Q))) for
some κ > 0. Suppose that S ⊆ [N]d+1OK is a set of size ∣S ∣ ≥ cNd−h−1+ε occupying at most αNK(p)d−h residue classes
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modulo p for every prime p ∈ P and some α > 0. Then if N is sufficiently large there exists a non-zero homogeneous
polynomial f ∈ OK[X0, . . . ,Xd] of degree Od,h,ε,η,κ,K(1) and coefficients bounded by NOd,h,ε,η,κ,K(1) which vanishes at
more that (1 − η)∣S ∣ points of S .
In order to prove this theorem, we follow the proof of [Wal12, Theorem 2.4]. The idea of the proof is to construct
a small “characteristic set” A ⊆ S with the property that any “small” polynomial that vanishes at A also vanishes at
a positive proportion of S . This will be done in Proposition 5.10, which is adapted from [Wal12, Proposition 2.2].
Then, by means of a variant of Siegel’s lemma, we construct such a small polynomial, which will exist because
of the small size of A. Albeit the proof presented here follows the same steps of the proof of Walsh, some new
technical difficulties arise, that where already discussed in the introduction of this article. In order to aid the reader,
we closely follow the notations and definitions used in [Wal12].
5.1. Genericity. First we extend the notion of “generic set” of [Wal12], and then prove that any set satisfying the
conditions of Theorem 5.1 contains large generic subsets. For this, we introduce the following notation. Given
S ⊆ [N]dOK , a ∈ (OK/p)d, a ∈ OK/p and x ∈ [N]OK ,
S (a,p) ∶= {x = (x1, . . . , xd) ∈ S ∶ pip(x) = a},
S (a,p) ∶= {x = (x1, . . . , xd) ∈ S ∶ x1 ≡ a(mod p)},
S x ∶= S ∩ pi−11 (x)
Definition 5.2 (Genericity). Given a real number B > 0 and some integer l ≥ 0 we say that a set S ⊆ [N]dOK is(B, l)-generic modulo p if
∣S (a,p)∣
∣S ∣ <
B
NK(p)l ,
for every residue class a mod p.
Lemma 5.3 (Compare to [Wal12, Lemma 3.4]). Let d,h ≥ 1 be arbitrary integers and let ε > 0 be some positive
real number. Set Q = N
ε
2d and let P ⊆ P(Q) satisfying w(P) ≥ κw(P(Q)) for some κ > 0. Suppose that S ⊆ [N]dOK
is a subset of size at least cNd−h−1+ε occupying at most αN (p)d−h residue classes modulo p for all prime p ∈ P
and some α > 0. Then if N is sufficiently large, there exist constants B = B(d,h, ε, κ, α, c), κ1 = κ1(d,h, ε, κ, α, c),
c1 = c1(d,h, ε, κ, α, c) such that there exists a subset of primes P′ ⊆ P with w(P′) ≥ κ1w(P) such that for each
p ∈ P′ there is some Gp(S ) ⊆ S with ∣Gp(S )∣ ≥ c1∣S ∣, which is (B,d − h)-generic modulo p.
Proof. From now on let us fix an integer h ≥ 1. If d ≤ h, then we may take B = 2, Gp(S ) = S and P′ = P. Thus
B = B(d,h, ε, κ, α, c) = 2, (5.1)
κ1 = κ1(d,h, ε, κ, α, c) = 1, (5.2)
c1 = c1(d,h, ε, κ, α, c) = 1. (5.3)
We now proceed by induction on d. Let us suppose that d ≥ h + 1 is an integer and let us assume that Lemma 5.3
holds for every smaller dimension. Let S and P be as in the statement. For each 1 ≤ i ≤ d, define pii ∶ Kd → K as
the projection in the i-th coordinate.
Claim 5.4. There exists a constant C3 = C3(d,h, ε, κ, α, c) such that if N ≥ C3 then there exist 1 ≤ i ≤ d and a
subset S ′ ⊆ S with ∣S ′∣ ≥ ∣S ∣
2d
such that for any A ⊆ S ′ with ∣A∣ ≥ ∣S ′∣
2
we have ∣pii(A)∣ ≥ Q.
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Proof of Claim 5.4. Let us suppose that the claim is false for S ′ = S and i = 1. Hence there exists A1 ⊆ S with∣A1∣ ≥ ∣S ∣2 and ∣pi1(A1)∣ < Q. Then, if the claim fails for S ′ = A1 and i = 2, there exists A2 ⊆ A1 with ∣A2∣ ≥ ∣A1∣2 ≥ ∣S ∣22
and ∣pi1(A2)∣, ∣pi2(A2)∣ < Q. Iterating this process d times, either we get the claim or end up with a subset Ad ⊆ S
with ∣Ad∣ ≥ ∣S ∣2d . Thus,
cNd−h−1+ε ≤ ∣S ∣ ≤ 2d ∣Ad∣ ≤ 2d d∏
i=1
∣pii(Ad)∣ < 2dQd = 2dN ε2 . (5.4)
Now, (5.4) is absurd if N ≥ (2d
c
)
1
d−h−1+ ε
2
. 
By claim (5.4), at the cost of passing to a subset of of S of density at least equal to 1
2d
and permuting the variables,
from now on we assume that S satisfies
∣pi1(A)∣ ≥ Q for all A ⊆ S with ∣A∣ ≥ ∣S ∣
2
. (5.5)
First we will find a dense subset of S which is in condition to apply the inductive hypothesis over the fibers,
then, the generic set of the fibers will be glued together to obtain the desired generic set. In order to do so we
will first eliminate some problematic fibers. Let p a prime in P. Recall that for any a ∈ OK/p, S (a,p) denotes
the elements x of S for which pi1(x) ≡ a(mod p). Let B1 be a constant sufficiently large to be chosen later. Since∣[S ]p∣ ≤ αNK(p)d−h, it is clear that there are at most αB1NK(p) residue classes a ∈ [pi1(S )]p ⊆ OK/p for which∣[S (a,p)]p ∣ ≥ B1NK(p)d−h−1. Let us denote
E1(p) ∶= {a ∈ [pi1(S )]p ∶ ∣[S (a,p)]p∣ ≥ B1NK(p)d−h−1} . (5.6)
We will also write
E2(p) ∶= {a ∈ [pi1(S )]p ∶ ∣S (a,p)∣ ≥ B1
αNK(p) ∣S ∣} . (5.7)
From the identity ∑a∈OK/p ∣S (a,p)∣ = ∣S ∣ it follows that ∣E2(p)∣ ≤ αB1NK(p), hence if E(p) = E1(p) ∪ E2(p) is the
set of these exceptional residue classes, we have ∣E(p)∣ ≤ 2α
B1
NK(p). We will use the larger sieve (Lemma 3.1) to
prove that few x ∈ [N]OK lie in E(p) for many p ∈ P. Indeed, let us consider the set
X ∶=
⎧⎪⎪⎨⎪⎪⎩x ∈ [N]OK ∶ ∑p∈P1x(mod p)∈E(p)
log(NK(p))
NK(p) ≥
1
2
w(P)⎫⎪⎪⎬⎪⎪⎭ .
Let P1 ⊆ P the set of primes such that at least 14 ∣X∣ elements of X lie in the exceptional set of residue classes E(p),
namely, P1 ∶= {p ∈ P ∶ ∣⋃a∈E(p) X(a,p)∣ ≥ 14 ∣X∣} .
Claim 5.5. w(P1) ≥ 14w(P).
Proof of Claim 5.5. Observe that
∑
a∈E(p)
∣X(a,p)∣ =
RRRRRRRRRRRR
⋃
a∈E(p)
X(a,p)
RRRRRRRRRRRR
=∑
x∈X
1x(mod p)∈E(p).
On the one hand we have
∑
p∈P
∑
x∈X
1x(mod p)∈E(p)
log(N (p))
N (p) =∑x∈X
⎛
⎝∑p∈P1x(mod p)∈E(p)
log(N (p))
N (p)
⎞
⎠ ≥∑x∈X
1
2
w(P) = 1
2
w(P)∣X∣. (5.8)
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On the other hand,
∑
p∈P
∑
x∈X
1x(mod p)∈E(p)
log(N (p))
N (p) = ∑
p∉P1
⎛
⎝ ∑a∈E(p) ∣X(a,p)∣
⎞
⎠
log(N (p))
N (p) + ∑
p∈P1
⎛
⎝ ∑a∈E(p) ∣X(a,p)∣
⎞
⎠
log(N (p))
N (p)
< ∑
p∉P1
1
4
∣X∣ log(N (p))
N (p) + ∑
p∈P1
∣X∣ log(N (p))
N (p) =
1
4
∣X∣w(P/P1) + ∣X∣w(P1)
=
1
4
∣X∣w(P) − 1
4
∣X∣w(P1) + ∣X∣w(P1).
(5.9)
Comparing (5.8) and (5.9), we conclude that w(P1) ≥ 14w(P). 
In Lemma 3.1, setting the constants γ ∶= ε
2d
, κ ∶= κ
4
, µ ∶= 1
4
, α ∶= 2α
B1
, it follows that if we chose
B1 ∶=
2α
C1 ( κ
4
,
1
4
,
ε
2d
,K) =
28αc5,Kd
κε
(5.10)
then ∣X∣ < Q. From (5.5) we deduce that ∣S /pi−11 (X)∣ ≥ 12 ∣S ∣.
Claim 5.6. Let 0 < ν < 1. There exists a subset S ′ ⊆ S with ∣S ′∣ ≥ 1
4
∣S ∣ which does not intersect pi−11 (X) and such
that S ′x ∶= pi
−1
1 (x) ∩ S ′ satisfies ∣S ′x∣ ≥ c′(K, ν)Nd−h−2+νε for all x ∈ pi1(S ′), where c′(K, ν) is a positive constant
dependent on K, ν.
Proof of Claim 5.6. The proof will be by contradiction. Let us assume that for all S ′ ⊆ S /pi−11 (X) with ∣S ′∣ ≥ 14 ∣S ∣
satisfies ∣S ′x∣ < c′(K, ν)Nd−h−2+νε for some x ∈ pi1(S ′). Let
S ∶= {s ∈ S /pi−11 (X) ∶ ∣(S /pi−11 (X))pi1(s)∣ < c′(K, ν)Nd−h−2+νε} .
Note that S and S /pi−11 (X) have the same sections (whenever the section of S is non-empty). Thus, from the
assumption we deduce that ∣S ∣ ≥ 1
2
∣S /pi−11 (X)∣ and moreover ∣S x∣ ≤ c′(K, ν)Nd−h−2+νε for all x ∈ pi1(S ). Hence,
1
4
cNd−h−1+ε ≤
1
4
∣S ∣ ≤ ∣S ∣ =
RRRRRRRRRRRR
⋃
x∈pi1(S )
S x
RRRRRRRRRRRR
< c′(K, ν)Nd−h−2+νε∣pi1(S )∣ ≤ c′(K, ν)Nd−h−2+νε∣[N]OK ∣ (5.11)
Using Proposition 2.2 in (5.11), and using the bound log(N) ≤ ∣MK,∞ ∣(1−ν)εN
(1−ν)ε
∣MK,∞∣ , we arrive at the inequality
1
4
cNd−h−1+ε ≤ c′(K, ν)Nd−h−1+νεc′′(K)(log(N))∣MK,∞ ∣ ≤ c′(K, ν)c′′(K)( dK(1 − ν)ε)
dK
Nd−h−1+ε.
But this inequality does not hold for c′(K, ν) = c
8c′′(K) (
(1 − ν)ε
dK
)dK . 
Take S ′ as in Claim 5.6. Every x ∈ pi1(S ′) lies outside of X, thus it has associated a subset of primes Px ⊆ P ⊂
P(Q) such that x(mod p) ∉ E(p). Furthermore, w(Px) ≥ 12w(P) ≥ 12κw(P(Q)). Since E1(p) ⊆ E(p), we have
that for each x ∈ pi1(S ′), ∣[S ′x]p∣ ≤ B1NK(p)d−h−1 and ∣S ′x∣ ≥ c′(K, ν)Nd−h−2+νε. Since we are doing induction on
d, at the step d − 1, the parameter Q should be changed to N
νε
2(d−1) . Hence if we take ν = d−1
d
< 1, the parameter Q
remains unchanged throughout the proof.
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We are in condition to apply the inductive hypothesis to each S ′x, x ∈ pi1(S ′) to affirm that there exists a subset
P′x ⊆ Px with w(P′x) ≥ κ1w(Px), and constants c1,B independent of x, such that for each p ∈ P′x there is a(B,d − h − 1)-generic modulo p set Gp(S ′x) ⊆ S ′x, containing at least c1∣S ′x∣ elements. Here, the dependence of
the constants are:
B = B(d − 1,h, νε, κ
2
,B1, c
′(K, ν)) , (5.12)
κ1 = κ1 (d − 1,h, νε, κ
2
,B1, c
′(K, ν)) , (5.13)
c1 = c1 (d − 1,h, νε, κ
2
,B1, c
′(K, ν)) , (5.14)
ν =
d − 1
d
, (5.15)
where B1 was determined in equation (5.10).
Each fiber S ′x has its own set of primes P
′
x, with density w(P′x) ≥ κ1w(Px). Since κ1 is independent of x, we will
next find a set of primes P′ ⊂ P, w(P′) ≳ w(P) and then for each p ∈ P′ we will construct a generic set, Gp(S ), by
gluing the generic sets of the fibers S ′x.
Claim 5.7. There exist a positive constant β > 0 and a set of primes P′ ⊆ P with w(P′) ≥ κκ1
4
w(P) such that for
each p ∈ P′ there are at least β∣S ′∣ elements s ∈ S ′ for which p ∈ P′
pi1(s)
.
Proof of Claim 5.7. Let β > 0 and consider the set P′ ∶= {p ∈ P ∶ ∑s∈S ′ 1p∈P′
pi1(s)
≥ β∣S ′∣} . Then,
∑
s∈S ′
∑
p∈P
1p∈P′
pi1(s)
log(NK(p))
NK(p) =∑p∈P(∑s∈S ′ 1p∈P′pi1(s))
log(NK(p))
NK(p)
≤ ∑
p∉P′
β∣S ′∣ log(NK(p))
NK(p) + ∑p∈P′ ∣S
′∣ log(NK(p))
NK(p)
= β∣S ′∣w(P/P′) + ∣S ′∣w(P′)
= β∣S ′∣w(P) − β∣S ′∣w(P′) + ∣S ′∣w(P′).
On the other hand, recalling that w(P′x) ≥ κ1w(Px) ≥ κ1κ
2
w(P), we have
∑
s∈S ′
∑
p∈P
1p∈P′
pi1(s)
log(NK(p))
NK(p) = ∑s∈S ′w(P
′
pi1(s)
) ≥ ∑
s∈S ′
κ1κ
2
w(P) = κ1κ
2
w(P)∣S ′∣.
We conclude that (κ1κ
2
− β)w(P) ≤ (1 − β)w(P′) < w(P′). It is enough to set
β =
κ1κ
4
. (5.16)

To finish the proof, for each p ∈ P′ we will construct a generic set Gp(S ) that fulfills the conditions of Lemma
(5.3). For that, take
Gp(S ) ∶= ⊍
x∶p∈P′x
Gp(S ′x). (5.17)
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Observe that
∣Gp(S )∣ =
RRRRRRRRRRR ⊍x∶p∈P′x Gp(S
′
x)
RRRRRRRRRRR = ∑x∶p∈P′x ∣Gp(S
′
x)∣ ≥ c1 ∑
x∶p∈P′x
∣S ′x∣ = c1 ∣{s ∈ S ′ ∶ p ∈ P′pi1(s)}∣ > c1β∣S ′∣ ≥ c1β22 ∣S ∣ (5.18)
and Gp(S ) ∩ pi−11 (x) = Gp(S ′x) is a (B,d − h − 1)-generic set for all x ∈ pi1(Gp(S )).
Let us now see that Gp(S ) is indeed a generic set. First, note that by construction, the residue classes modulo p
of pi1(Gp(S )) do not lie in E(p). Then, recalling the definition of E2(p) ⊂ E(p), from (5.18) it follows that
∣Gp(S )(a,p)∣ ≤ B1
αNK(p) ∣S ∣ ≤
22B1
c1βα
∣Gp(S )∣
NK(p) . (5.19)
Let a be a residue class modulo p. Observe that
Gp(S )(a,p) = ⎛⎝ ⊍x∶p∈P′x Gp(S
′
x)⎞⎠ (a,p) = ⊍x∶p∈P′x Gp(S
′
x)(a,p) = ⊍
x∶p∈P′x
x≡pi1(a)(mod p)
Gp(S ′x)(a,p) (5.20)
Hence the fact that Gp(S ′x) is (B,d − h − 1)-generic implies
∣Gp(S )(a,p)∣ =
RRRRRRRRRRRRRRRRRR
⊍
x∶p∈P′x
x≡pi1(a)(mod p)
Gp(S ′x)(a,p)
RRRRRRRRRRRRRRRRRR
≤ ∑
x∶p∈P′x
x≡pi1(a)(mod p)
∣Gp(S ′x)(a,p)∣ ≤ ∑
x∶p∈P′x
x≡pi1(a)(mod p)
∣Gp(S ′x)∣ BNK(p)d−h−1
=
B
NK(p)d−h−1 ∑x∶p∈P′x
x≡pi1(a)(mod p)
∣Gp(S ′x)∣ = BNK(p)d−h−1
RRRRRRRRRRRRRRRRRR
⊍
x∶p∈P′x
x≡pi1(a)(mod p)
Gp(S ′x)
RRRRRRRRRRRRRRRRRR
. (5.21)
Since ⊍x∶x≡pi1(a)(mod p) Gp(S ′x) ⊆ Gp(S )(pi1(a),p), combining this with (5.21) and (5.19) we get
∣Gp(S )(a,p)∣ ≤ BNK(p)d−h−1 ∣Gp(S )(pi1(a),p)∣ ≤
B
NK(p)d−h−1 2
2 B1
c1βα
1
NK(p) ∣Gp(S )∣ = 2
2 BB1
c1βα
1
NK(p)d−h ∣Gp(S )∣.
(5.22)

The dependence of the constants is as follows: from Claim 5.7,
κ1(d,h, ε, κ, α, c) = κ
4
κ1 (d − 1,h, νε, κ
2
,
2α
C1
,
c′(K, ν)
2d
) (5.23)
where 2d is due to the assumption made at (5.5); from (5.16) and (5.18)
c1(d − h,d, ε, κ, α, c) = κ
2d+4
κ1 (d − 1,h, νε, κ
2
,
2α
C1
,
c′(K, ν)
2d
) c1 (d − 1,h, νε, κ
2
,
2α
C1
,
c′(K, ν)
2d
) (5.24)
where 2d is due to the assumption made at (5.5); and from (5.10), (5.22) and (3.7)
B(d,h, ε, κ, α, c) = 212dc5,K
κ2ε
B(d − 1,h, νε, κ
2
, 2α
C1
,
c′(K,ν)
2d
)
κ1 (d − 1,h, νε, κ2 , 2αC1 , c′(K,ν)2d ) c1 (d − 1,h, νε, κ2 , 2αC1 , c′(K,ν)2d )
(5.25)
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where, by (5.10) and (3.7)
C1 = C1 ( κ
4
,
1
4
,
ε
2d
,K) = κε
27c5,Kd
. (5.26)
5.2. Characteristic sets. Having proved the existence of generic subsets, now we prove that there exist “small
characteristic subsets”. In order to make precise the notion of characteristic subset, first we define what we mean
by a “small” polynomial.
Definition 5.8 (r-polynomial). Let K be a global field of degree dK . Given a parameter N and some integer d > 0
by an r-polynomial we mean a non-zero polynomial f ∈ OK[X1, . . . ,Xd] such that for all x ∈ [N]dOK it holds
HK( f (x)) < N3rdK .
We remark that the reason of the exponent 3rdK in the definition is because for any f ∈ OK[X1, . . . ,Xd] with
degree and coefficients of height bounded by r satisfies that for N large enough, HK( f (x)) < N3rdK for all [N]dOK .
Definition 5.9 (Characteristic subset). Let 0 < δ ≤ 1 be a real number and r > 0 a positive integer. We say that
A ⊆ S is (r, δ)-characteristic for S if there exists A ⊆ L ⊆ S of size ∣L∣ ≥ δ∣S ∣ such that whenever an r-polynomial
vanishes at A, it also vanishes at L.
The main result of this section is that for a given S ⊆ [N]dOK , there exists a positive constant δ > 0 such that there
are always (r, δ)-characteristic subsets, provided that N is large enough.
Proposition 5.10 (Compare to Proposition 2.2 in [Wal12]). Let d,h ≥ 0 be arbitrary integers and ε > 0 a positive
real number. Let Q = N
ε
2d and P ⊆ P(Q) satisfying w(P) ≥ κw(P(Q)) for some κ > 0. Let r > 0 be an integer.
Suppose that S ⊆ [N]dOK is a subset of size ∣S ∣ ≥ cNd−h−1+ε occupying at most αNK(p)d−h residue classes modulo
p for all p ∈ P and some α > 0. Then, if N is sufficiently large, there exists a set A ⊆ S of size ∣A∣ ≤ c2rd−h which is(r, δ)-characteristic for S , for some δ = δ(d,h, ε, κ, α, c,K) and c2 = c2(d,h, ε, κ, α, c,K).
Proof of Proposition 5.10. We fix h and proceed by induction on d. When d < h, for N sufficiently large there
exists p ∈ P such that αNK(p)d−h < 1, hence S is empty. When d = h, the result follows from Lemma 3.2. Indeed,
in this case any subset S ⊆ [N]dOK satisfying the hypothesis of Proposition 5.10 occupies at most α residue classes
modulo p for all p ∈ P and some α > 0. Thus, Lemma 3.2 implies that ∣S ∣ ≤ C2 = C2(α, κ, ε2d ,K). Thus, taking
A = B = S we see that A is (r,1)-characteristic for S . In particular, we have that
c2(d,h, ε, κ, α, c,K) = C2, (5.27)
δ(d,h, ε, κ, α, c,K) = 1. (5.28)
Hence, let us assume that d ≥ h + 1 and that the result holds for smaller dimensions. First we find generic subsets
inside the sections of S for many primes p, as we did in Lemma 5.3. Proceeding as in Claim 5.4, we pass to a
subset S 1 ⊆ S of size ∣S 1∣ ≥ 18d ∣S ∣ such that
∣pi1(A)∣ ≥ Q for all A ⊆ S 1 with ∣A∣ ≥ ∣S 1∣
8
. (5.29)
We may further refine the set S 1 to have a control in the size of the sections:
Claim 5.11. There exists a subset S 2 ⊆ S 1 of size ∣S 2∣ ≥ 34 ∣S 1∣, such that
∣(S 2)x∣ ≤ 2 ∣S 2∣
Q
for all x ∈ [N]OK , (5.30)
where (S 2)x ∶= pi−11 (x) ∩ S 2.
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Proof of Claim 5.11. Let W ∶= {s ∈ S 1 ∶ ∣(S 1)pi1(s)∣ > ∣S 1∣Q } . Note that ∣W ∣ ≤ 14 ∣S 1∣, otherwise ∣W ∣ > 14 ∣S 1∣ > 18 ∣S 1∣
and (5.29) imply ∣pi1(W)∣ ≥ Q. This entails that
∣S 1∣ =
RRRRRRRRRRRR
⋃
x∈pi1(S 1)
(S 1)x
RRRRRRRRRRRR
≥
RRRRRRRRRRRR
⋃
x∈pi1(W)
(S 1)x
RRRRRRRRRRRR
> ∣pi1(W)∣ ∣S 1∣
Q
≥ ∣S 1∣,
which is a contradiction. Define S 2 ∶= S 1/W . Then ∣S 2∣ ≥ 34 ∣S 1∣ and for any x ∈ pi1(S 2), (S 2)x = (S 1)x, thus for
such x it holds
∣(S 2)x∣ ≤ ∣S 1∣
Q
≤
4
3
∣S 2∣
Q
≤ 2
∣S 2∣
Q
.

Now, we proceed as in the proof Claim 5.6 to obtain a subset S 3 ⊆ S 2 of size ∣S 3∣ ≥ 12 ∣S 2∣ such that
∣(S 3)x∣ ≥ c′(K, ν)Nd−h−2+νε for all x ∈ pi1(S 3) (5.31)
where, as before, ν = d−1
d
and
c′(K, ν) = 3c
23d+4c′′(K) (
(1 − ν)ε
dK
)dK . (5.32)
Let B1 be a large constant. For any prime p we denote E1(p) for the set of residue classes a ∈ OK/p such that∣[S 3(a,p)]p ∣ ≥ B1NK(p)d−h−1. Since ∣E1(p)∣ ≤ αB1NK(p), applying Lemma 3.1 as in the proof of Lemma 5.3 we
conclude that if B1 is sufficiently large enough, namely, if
B1 ∶=
α
C1 ( κ
4
,
1
4
,
ε
2d
,K) =
27αc5,Kd
κε
, (5.33)
then the set
X ∶=
⎧⎪⎪⎨⎪⎪⎩x ∈ [N]OK ∶ ∑p∈P1x(mod p)∈E1(p)
log(NK(p))
NK(p) ≥
1
2
w(P)⎫⎪⎪⎬⎪⎪⎭ ,
has size ∣X∣ < Q. Thus, ∣pi−11 (X)∩S 3∣ < 18 ∣S 1∣, since otherwise the inequality ∣pi−11 (X)∩S 3∣ ≥ 18 ∣S 1∣ and (5.29) imply∣pi1(pi−11 (X) ∩ S 3)∣ ≥ Q. But this can not hold, since ∣pi1(pi−11 (X) ∩ S 3)∣ ≤ ∣X∣ < Q. Since ∣S 3∣ ≥ 12 ∣S 2∣ ≥ 38 ∣S 1∣, we
conclude that ∣S 3/pi−11 (X)∣ ≥ 23 ∣S 3∣.
If we set S 4 ∶= S 3/pi−11 (X), we see that S 4 satisfies (5.30) and (5.31), and for all x ∈ pi1(S 4) we have a subset of
primes
Px ∶= {p ∈ P ∶ x(mod p) ∉ E1(p)}
for which w(Px) ≥ 12w(P) ≥ 12κw(P(Q)).
Since for each non empty section (S 4)x we have that ∣(S 4)x∣ ≥ c′(K, ν)Nd−h−2+νε and ∣[(S 4)x]p∣ ≤ B1NK(p)d−h−1,
for all p ∈ Px, we are in the conditions of the inductive hypothesis for the parameter Q′ = N
νε
2(d−1) which is equal
to Q by our choice of ν. We may deduce that for each non-empty section (S 4)x there exist δ0 and c2, independent
on x, such that (S 4)x admits an (r, δ0)-characteristic subset Ax of size ∣Ax∣ ≤ c2rd−h−1. The dependence of the
constants is as follows,
c2 = c2 (d − 1,h, νε, κ
2
,B1, c
′(K, ν),K) , (5.34)
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δ0 = δ(d − 1,h, νε, κ
2
,B1, c
′(K, ν),K) . (5.35)
Since each Ax is (r, δ0)-characteristic, there exists a subset Ax ⊆ Lx ⊆ (S 4)x of size ∣Lx∣ ≥ δ0∣(S 4)x∣ the condition
of Definition 5.9. Thus, S ′ = ⋃x∈pi1(S 4) Lx satisfies
∣S ′∣ ≥ δ0∣S 4∣ ≥ δ0 2
3
∣S 3∣ ≥ δ0 2
3
3
8
∣S 1∣ ≥ δ0 2
3
3
8
1
8d
∣S ∣ = δ0
23d+2
∣S ∣, (5.36)
the bound (5.30), and
∣S ′x∣ = ∣Lx∣ ≥ δ0∣(S 4)x∣ ≥ δ0c′(K, ν)Nd−h−2+νε for all x ∈ pi1(S ′). (5.37)
Moreover, for all x ∈ pi1(S ′), Ax is a (r,1)-characteristic subset of S ′x.
Now, because of Lemma 5.3 we can construct a subset of primes P′x ⊆ Px with w(P′x) ≥ κ1w(Px) such that for
all p ∈ P′x there exists a (B,d − h − 1)-generic subset Gp(S ′x) ⊆ S ′x, of size ∣Gp(S ′x)∣ ≥ c1∣S ′x∣, where the constants
are independent of p and x. Specifically,
B = B(d − 1,h, νε, κ
2
,B1, δ0c
′(K, ν)) , (5.38)
κ1 = κ1 (d − 1,h, νε, κ
2
,B1, δ0c
′(K, ν)) , (5.39)
c1 = c1 (d − 1,h, νε, κ
2
,B1, δ0c
′(K, ν)) . (5.40)
By Claim 5.7, we can find a subset of primes P′ ⊆ P such that
w(P′) ≥ κκ1
4
w(P), (5.41)
and for all p ∈ P′ there are at least β∣S ′∣ elements s ∈ S ′ for which p ∈ P′
pi1(s)
. Thus, for p ∈ P′
Gp ∶= ⊍
x∶p∈P′x
Gp(S ′x)
is a subset of S of size
∣Gp∣ ≥ βc1∣S ′∣ ≥ βc1 δ0
23d+2
∣S ∣, (5.42)
such that each non-empty section (Gp)x is a (B,d − h − 1)-generic set.
In order to prove Proposition 5.10, we are going to glue some of the characteristic subsets that we found on each
section of S ′. In order to do this, while obtaining a small characteristic subset of S , we need to locate sections of S
containing the residue class of many elements of S for many primes p. This is the content of the next lemma.
Lemma 5.12. There exists a subset B ⊆ S ′ with ∣B∣ ≥ c3∣S ′∣, such that for each non-empty section Bx of B there
exists a subset of primes P′′x ⊆ P
′ with w(P′′x ) ≥ κ3w(P′), such that for every p ∈ P′′x
∣{s ∈ S ′ ∶ [s]p ∈ [Bx]p}∣ ≥ c4 ∣S ′∣
NK(p) .
Proof of Lemma 5.12. We begin by fixing a prime p ∈ P′ and consider some residue class a ∈ [pi1(Gp)]p. Since
p is fixed we are going to denote Gp(a) for those elements in Gp with first coordinate congruent to a modulo p.
Moreover, given a class b ∈ (OK/p)d we denote Gp(b) for those elements of Gp congruent to b modulo p. By the
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pigeonhole principle and the fact that by construction of P′ it holds ∣[Gp(a)]p∣ ≤ B1NK(p)d−h−1 it follows that we
can find b1 ∈ [Gp(a)]p ⊆ (OK/p)d with
∣Gp(b1)∣ ≥ ∣Gp(a)∣
B1NK(p)d−h−1 .
Consider now B1 ⊆ Gp(a) defined by
B1 ∶= ⋃
s∶[s]p=b1
(Gp)pi1(s), (5.43)
that is, B1 is the union of those sections of Gp containing a representative of b1.
Since each (Gp)x is (B,d − h − 1)-generic, we have
∣(Gp)x∣ ≥ NK(p)d−h−1
B
∣(Gp)x(b1)∣,
thus
∣B1∣ ≥ NK(p)d−h−1
B
∣Gp(b1)∣ ≥ 1
B1B
∣Gp(a)∣. (5.44)
Note that since ∣Gp(a)∣ ≥ ∣B1∣ and ∣[Gp(a)]p∣ ≤ B1NK(p)d−h−1, by the first inequality of (5.44) and the pigeonhole
principle we may find another residue class b2 ∈ [Gp(a)]p with
∣Gp(b2)∣ ≥ 1
B1NK(p)d−h−1 ∣Gp(a)/Gp(b1)∣ ≥
1
B1NK(p)d−h−1 (1 −
B
NK(p)d−h−1 ) ∣Gp(a)∣,
which is at least
∣Gp(a)∣
2B1NK(p)d−h−1
if NK(p)d−h−1 > 2B. In such case, if we define B2 as in (5.3), the same reasoning
that gives (5.44) implies ∣B2∣ ≥ 12B1B ∣Gp(a)∣. Iterating this process we obtain a sequence b = {b1, . . . ,bq} of residue
classes, q = ⌈NK(p)d−h−1
2B
⌉, satisfying
∣Gp(b j)∣ ≥ 1
B1N (p)d−h−1 ∣Gp(a)/
j−1
⋃
i=1
Gp(bi)∣ ≥ 1
B1N (p)d−h−1 (1 −
(q − 1)B
N (p)d−h−1 ) ∣Gp(a)∣,
and ∣B j∣ ≥ 12B1B ∣Gp(a)∣. In particular,
q
∑
j=1
∣B j∣ ≥ q
2B1B
∣Gp(a)∣. (5.45)
Now, consider the set
B[a] ∶= ⎧⎪⎪⎨⎪⎪⎩s ∈ Gp(a) ∶
q
∑
j=1
1s∈B j ≥
q
4B1B
⎫⎪⎪⎬⎪⎪⎭ .
Note that B[a]x ∶= B[a] ∩ pi−11 (x) equals to (Gp)x whenever this intersection is non-empty. Additionally, (5.45)
implies
q
2B1B
∣Gp(a)∣ ≤ q∑
j=1
∣B j∣ = q∑
j=1
∑
s
1s∈B j =∑
s
q
∑
j=1
1s∈B j = ∑
s∈B[a]
q
∑
j=1
1s∈B j + ∑
s∉B[a]
q
∑
j=1
1s∈B j
≤ ∑
s∈B[a]
q + ∑
s∉B[a]
q
4B1B
≤ q(∣B[a]∣ + 1
4B1B
∣Gp(a)∣) , (5.46)
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from which we deduce
∣B[a]∣ ≥ 1
4B1B
∣Gp(a)∣. (5.47)
Claim 5.13. For each x such that B[a]x ≠ ∅, there are at least ∣Gp(a)∣(4B1B)2 elements s ∈ Gp(a) such that s ≡ y(mod p)
for some y ∈ B[a]x.
Proof. Indeed, let x such that B[a]x ≠ ∅. Thus, B[a]x = (Gp)x and by definition of B[a], it holds that (Gp)x ⊆ B j
for at least
q
4B1B
values of j. Now, fix any such j. Then by definition of B j, there exists s j ∈ Gp(a) such that(Gp)x = (Gp)pi1(s j) and s j ≡ b j(mod p). Note that s j ∈ (Gp)x. Hence, for any s ∈ Gp(b j), it holds s ≡ b j ≡ s j(mod p).
We deduce that there are ∣Gp(b j)∣ ≥ ∣Gp(a)∣2B1NK(p)d−h−1 elements s ∈ Gp(a) such that s ≡ y(mod p) for some y ∈ Gp(a).
Now, the elements we constructed have residue class b j modulo p. Since the residue classes b j are all different,
we conclude that there are at least
q
4B1B
∣Gp(a)∣
2B1NK(p)d−h−1
≥ ∣Gp(a)∣(4B1B)2 elements s ∈ Gp(a) such that s ≡ y(mod p) for some
y ∈ B[a]x. 
Now, let
R ∶= {a ∈ [pi1(S ′)]p ⊆ OK/p ∶ ∣Gp(a)∣ ≥ 1
2NK(p) ∣Gp∣}
and let us denote
B[p] ∶= {s ∈ S ′ ∶ (S ′)pi1(s) ∩ B[a] ≠ ∅ for some a ∈R} .
In other words, B[p] consists of those sections of S ′ with non-trivial intersection with ⋃a∈R B[a]. In particular,
since B[p] contains the disjoint union ⋃a∈RB[a], from the definition ofR we deduce:
Claim 5.14. The following bound holds
∣B[p]∣ ≥ βc1
8B1B
∣S ′∣.
Proof of Claim 5.14. First note that by the pigeonhole principle, R ≠ ∅. Now, ifR = {a1, . . . ,ah},
∣Gp∣ =∑
a
∣Gp(a)∣ = ∑
a∈R
∣Gp(a)∣ + ∑
a∉R
∣Gp(a)∣ < ∑
a∈R
∣Gp(a)∣ + NK(p) − h
2NK(p) ∣Gp∣,
thus
∑
a∈R
∣Gp(a)∣ > (1 − NK(p) − h
2NK(p) ) ∣Gp∣ =
NK(p) + h
2NK(p) ∣Gp∣ >
∣Gp∣
2
.
Combining this together with (5.42) and (5.47) we get
∣B[p]∣ ≥ ∣⋃
a∈R
B[a]∣ = ∑
a∈R
∣B[a]∣ ≥ ∑
a∈R
1
4B1B
∣Gp(a)∣ > 1
8B1B
∣Gp∣ > βc1
8B1B
∣S ′∣.

For an element s ∈ S ′ denote P′′s for the set of primes p ∈ P
′ for which s ∈ B[p].
Claim 5.15. There exist constants κ3 and c3 such that the set
B ∶= {s ∈ S ′ ∶ w(P′′s ) ≥ κ3w(P′)}
satisfies ∣B∣ ≥ c3∣S ′∣.
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Proof. On the one hand we have
∑
p∈P′
∑
s∈S ′
1s∈B[p]
log(NK(p))
NK(p) = ∑p∈P′ ∣B[p]∣
log(NK(p))
NK(p) ≥
βc1
8B1B
∣S ′∣w(P′).
On the other hand,
∑
s∈S ′
∑
p∈P′
1s∈B[p]
log(NK(p))
NK(p) = ∑s∈S ′ ∑p∈P′′s
log(NK(p))
NK(p) = ∑s∈S ′w(P
′′
s ) =∑
s∈B
w(P′′s ) + ∑
s∉B
w(P′′s )
≤ ∣B∣w(P′) + κ3∣S ′∣w(P′),
because P′′s ⊆ P
′. Hence ( βc1
8B1B
− κ3) ∣S ′∣ ≤ ∣B∣. Thus, it is enough to take
κ3 =
βc1
16B1B
= c3. (5.48)

Now, let us check that B satisfies the condition of lemma 5.12. Let x be such that Bx ≠ ∅. By construction,
B[a]x ⊆ Bx for some a ∈ R. Since there are at least ∣Gp(a)∣(4B1B)2 elements s ∈ Gp(a) such that s ≡ y(mod p) for some
y ∈ B[a]x, we conclude
∣{s ∈ S ′ ∶ [s]p ∈ [Bx]p}∣ ≥ ∣Gp(a)∣(4B1B)2 ≥
1
25(B1B)2
1
NK(p) ∣Gp∣ ≥
βc1
25(B1B)2
∣S ′∣
NK(p) = c4
∣S ′∣
NK(p) ,
where
c4 =
βc1
25(B1B)2 (5.49)
This finishes the proof of Lemma 5.12. 
In order to conclude the proof of Proposition 5.10 we are going to show that if an r-polynomial vanishes at the
sections Bx for ≳r,d,h,ε,κ,K 1 values of x, then it should vanish at a positive proportion of S . To show this, we choose
m different sections of S ′ having non-trivial intersection with B, where m = Or,d,h,ε,κ,K(1) is to be specified later.
Note that because of (5.30) and Lemma 5.12 this is always possible, provided that N is large enough.
Indeed, let S ′x1 , . . . ,S
′
xl
be all the sections of S ′, and let S ′x1 , . . . ,S
′
xm
be those with S ′xi ∩B ≠ ∅. Thus
∑
p∈P(Q)
∑
s∈S ′
1∃xi ∶[s]p∈[Bxi ]p
log(NK(p)) ≤ ∑
p∈P(Q)
m
∑
i=1
∣S ′xi ∣ log(NK(p)) ≤ 2∣S ∣mQ ∑
p∈P(Q)
log(NK(p)) ≤ 2∣S ∣mc4,K
(5.50)
where the first inequality is because Bxi ≠ ∅ if and only if 1 ≤ i ≤ m, the second inequality is due to 5.30 and the
third inequality is due to 3.2.
On the other hand we have that
∑
p∈P(Q)
∑
s∈S ′
1∃xi ∶[s]p∈[Bxi ]p
log(NK(p)) ≥ ∑
p∈P′′xi
∣{s ∈ S ′ ∶ [s]p ∈ [Bxi]p}∣ log(NK(p)) ≥ ∑
p∈P′′xi
c4∣S ′∣ log(NK(p))
NK(p)
= c4∣S ′∣w(P′′xi) ≥ c4∣S ′∣κ3w(P′) ≥ c4κ3∣S ′∣κ
2κ1
4
w(P(Q)). (5.51)
THE INVERSE SIEVE PROBLEM FOR ALGEBRAIC VARIETIES OVER GLOBAL FIELDS 23
Where the last two inequalities are because we can chose xi ∈ B in claim 5.15 and then we use (5.41). Since by
5.36 we have that ∣S ′∣ ≥ δ0
23d+2
∣S ∣, then
m ≥
c4κ3κ
2κ1δ0
23d+5c4,K
w(P(Q)) (5.52)
Thus, if N is large enough, m will be large enough.
Denote L ∶= {S ′x1 , . . . ,S ′xm} this choice of m sections such that S ′xi ∩ B ≠ ∅ for all i. Let PL be the set of primes
p in P(Q) for which there exist a pair of sections S ′xi ≠ S ′x j in L such that [S ′xi]p ∩ [S ′x j]p ≠ ∅. Given such a pair
of sections, the fact that [S ′xi]p ∩ [S ′x j]p ≠ ∅ implies xi ≡ x j(mod p). Since xi ≠ x j and NK(xi − x j) ≤ N3 when
N ≥ 2dK , then
∑
p∈PL
log(NK(p)) ≤ ∑
{i, j},i≠ j
∑
p∣xi−x j
log(NK(p)) ≤ ∑
{i, j},i≠ j
log(NK(xi − x j)) ≤ (m
2
)3 log(N). (5.53)
This implies w(PL) ≲r,d,h,ε,κ,K log(log(N)) .
Now, we consider in S ′ the function
ΨL(s) ∶= ∑
p∈P(Q)
1∃x∈L∶s≡x(mod p) log(NK(p)).
Note that ΨL(s) measures how much a residue class occupied by s contains a representative in L. From Lemma
5.12 and (5.53) we deduce
∑
s∈S ′
ΨL(s) ≥ m∑
i=1
∑
p∈Pxi/PL
∑
s∈S ′
1∃x∈S ′xi ∶s≡x(mod p)
log(NK(p)) ≥ m∑
i=1
∑
p∈Pxi/PL
c4∣S ′∣ log(NK(p))
NK(p) = c4∣S
′∣ m∑
i=1
(w(Pxi) −w(PL)) .
Here, the first inequality is because for any prime p ∈ ⋃i Pxi/PL we have [S ′xi]p ∩ [S ′x j]p = ∅ for any i ≠ j,
thus the conditions ∃x ∈ S ′xi ∶ s ≡ x(mod p) are pairwise disjoint. Now, since w(Pxi) ≥ κ3w(P′) ≥ κ3κ1κ4 w(P) ≥
κ3κ1κ
2
4
w(P(Q)) and w(PL) ≲r,d,h,ε,κ,K log(log(N)), it holds
∑
s∈S ′
ΨL(s) ≥ mc4∣S ′∣ (κ3κ1κ2
4
w(P(Q)) +Or,d,h,ε,κ,K(log(log(N)))) ≥ 1
2
mc4∣S ′∣κ3κ1κ2
4
w(P(Q))
≥ mc4
δ0
23d+2
∣S ∣κ3κ1κ2
8
w(P(Q)) ≥ c5m∣S ∣ log(N), (5.54)
for N large enough. Here,
c5 =
κ2
23d+6
c2,K
ε
d
c4κ1κ3δ0. (5.55)
We will now bound ∑s∈S ′ ΨL(s) from above. In order to achieve that, first note that for s in L, (5.30) implies
that
∑
s∈L
ΨL(s) =∑
s∈L
∑
p∈P(Q)
1∃x∈L∶s≡x(mod p) log(NK(p)) =∑
s∈L
∑
p∈P(Q)
log(NK(p)) ≤ c4,KQ∣L∣ ≤ c4,K2m∣S ∣ (5.56)
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Also note that if s ∉ L, then
ΨL(s) = ∑
p∈P(Q)
1∃x∈L∶s≡x(mod p) log(NK(p)) ≤ ∑
p∈P(Q)
m
∑
i=1
1∃x∈S ′xi ∶s≡x(mod p)
log(NK(p))
=
m
∑
i=1
∑
p∈P(Q)
1∃x∈S ′xi ∶s≡x(mod p)
log(NK(p)) ≤ m∑
i=1
∑
p∣pi1(s)−xi
log(NK(p)) ≤ m∑
i=1
log(NK(pi1(s) − xi)).
(5.57)
By (2.2), (2.6) and the fact that pi1(s), xi ∈ [N]OK , we have NK(pi1(s) − xi) ≤ N3 when N ≥ 2dK , thus from (5.57)
we deduce that for s ∉ L it holds
ΨL(s) ≤ 3m log(N). (5.58)
Let δ1 ∶=
c5
4
, and suppose that the set
L ∶= {s ∈ S ′ ∶ ΨL(s) ≥ γ}
has size at most δ1∣S ∣. Then
∑
s∈S ′
ΨL(s) = ∑
s∈S ′
ΨL(s)<γ
ΨL(s) + ∑
s∈L
ΨL(s)≥γ
ΨL(s) + ∑
s∉L
ΨL(s)≥γ
ΨL(s)
≤ ∑
s∈S ′
ΨL(s)<γ
ΨL(s) + ∑
s∈L
ΨL(s) + ∑
s∈S ′
γ≤ΨL(s)≤3m log(N)
ΨL(s)
< γ∣S ∣ + 2c4,Km∣S ∣ + δ1∣S ∣3m log(N) (5.59)
If we now set γ ∶= 3rdK log(N), combining 5.54 with 5.59 we get that
4δ1m log(N) < 3rdK log(N) + 2c4,Km + 3δ1m log(N),
and then
m(δ1 − 2c4,K
logN
) < 3rdK .
So, if we take m ∶=
4rdK
δ1
we reach a contradiction when N > exp (8c4,K
δ1
). We conclude that for N sufficiently
large, the set
L ∶= {s ∈ S ′ ∶ ΨL(s) ≥ 3rdK log(N)}
has size ∣L∣ ≥ δ1∣S ∣ for our choices of m and δ1.
Since
ΨL(s) = log
⎛⎜⎜⎜⎝
∏
p∈P(Q)
∃x∈L∶s≡x(mod p)
NK(p)
⎞⎟⎟⎟⎠
,
it follows that if s ∈ L then
∏
p∈P(Q)
∃x∈L∶s≡x(mod p)
NK(p) ≥ N3rdK .
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Now, let us see that if an r-polynomial vanishes at L, then it must vanish at L. Indeed, let f be such a polynomial
and let s ∈ L. If p ∈ P(Q) is a prime such that there exists x ∈ L with s ≡ x(mod p), the fact that f (x) = 0 implies
that p∣ f (s).By Definition 5.8, HK( f (y)) < N3rdK for all y ∈ [N]dOK . Hence if f (s) ≠ 0 it holds that
N3rdK ≤ ∏
p∈P(Q)
∃x∈L∶s≡x(mod p)
N (p) ≤ ∏
p∣ f (s)
NK(p) ≤NK( f (s)) ≤ HK( f (s)) < N3rdK ,
which is absurd. Thus f (s) = 0.
By the induction hypothesis and the construction of S ′ we know that each section S ′xi ∈ L contains an (r,1)-
characteristic subset of size at most c2r
d−h−1. Taking the union of these m subsets we obtain an (r, δ1)-characteristic
subset for S , of size at most m
r
c2r
d−h = 4dK
δ1
c2r
d−h. 
5.3. Construction of a polynomial of low complexity and conclusion of the proof. Having constructed a char-
acteristic subset A ⊆ S , the last step to prove Theorem 5.1 is to construct a small polynomial vanishing at A. This
will be done by using the following variant of Siegel’s lemma.
Lemma 5.16 ([Par19, Lemma 3.6]). Let K be a global field of degree dK . Let (ai j)i, j, 1 ≤ i ≤ s, 1 ≤ j ≤ t be elements
of OK with H(ai j) ≤ C for all i, j. Let us suppose that t > 2d2K s. Then, there exists c = (c1, . . . , ct) ∈ OtK/{0}, such
that
HK(1 ∶ c) ≤ c6,K (tC) 8d
2
K s
t−2dK s
and
t
∑
j=1
c jai j = 0 for all 1 ≤ i ≤ s.
Proof of Theorem 5.1. The proof of the theorem is exactly the same as in [Wal12, Theorem 2.4], replacing the
classical Siegel’s lemma and [Wal12, Proposition 2.2] by Lemma 5.16 and Proposition 5.10. We sketch the details.
First, it is enough to prove Theorem 5.1 for η = 1 − δ; the general case follows by a simple partitioning argument.
Thus, we have S ⊆ [N]d+1OK of size ∣S ∣ ≥ cNd−h−1+ε occupying at most αNK(p)d−h residue classes modulo p for
every prime p ∈ P. By Proposition 5.10 there exists a subset A ⊆ S of size ∣A∣ ≤ c2rd−h which is (r, δ)-characteristic
for S , provided that N is large enough. Consider the system of ∣A∣-linear equations in (r+d
d
) variables given by
∑
i=(i0 ,...,id)
βia
i = 0 for all a ∈ A,
where we are using the multi-index notation ai = ai00 . . . a
id
d
for a = (a0, . . . ,ad) and we are summing over the i’s
with i0 + . . . + id = r. Note that HK(ai) ≤ Nr. Now choose r large enough such that
(r + d
d
) > 18d2K ∣A∣, (5.60)
namely, since (r+d
d
) ≥ rd
d!
and ∣A∣ ≤ c2rd−h it is enough to choose
rd
d!
> 18d2Kc2r
d−h, i.e. r > (18d2Kc2d!) 1h . (5.61)
Note that (5.60) implies
16dK ∣A∣
(r+d
d
) − 2dK ∣A∣ < 1. (5.62)
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By Lemma 5.16 and (5.62) there exists a solution (βi) ∈O(r+dd )K /{0} such that
HK(1 ∶ βi) ≤ c6,K [(r + d
d
)Nr]
8d2K ∣A∣
(r+dd )−2dK ∣A∣ ≤ c6,K(r + d
d
)
dK
2
N
rdK
2 ≤ NrdK
provided N is large enough. Consider now the polynomial f = ∑i βix
i. For any x ∈ [N]d+1OK (2.4) and (2.5) imply:
HK( f (x)) ≤ (r + d
d
)dKHK(1 ∶ (βi))HK(1 ∶ x)r < (r + d
d
)dKN2rdK < N3rdK
for N large enough. Thus, f is an homogeneous polynomial of degree r that vanishes at A. This concludes the
proof. In particular, we can choose r = ⌈(18c2d2Kd!) 1h ⌉. 
Remark 5.17. Let us note that while Theorem 5.1 implies Theorem 4.4, and hence Theorem 1.6, it does not imply
Theorem 1.5. The reason for this is that the statement of Theorem 1.5 is in terms of sets S lying in [N]dOK . Instead, if
in Theorem 1.5 the set S lies in [N]Ad(OK), then the conclusion of the theorem follows immediately from Theorem
4.4. In order to prove Theorem 1.5 as it is stated in the introduction, let us observe the basic fact that the number
of monomials of degree r in variables X0, . . . ,Xd coincides with the number of monomials of degree at most r in
variables X1, . . . ,Xd. Then a very easy modification in the construction of the auxiliary polynomial in § 5.3 gives
the following result.
Theorem 5.18. Let d,h be positive integers and let ε, η > 0 be positive real numbers. Let K be a global field
of degree dK and OK be its ring of integers. Set Q = N
ε
2d and let P ⊆ P(Q) satisfy w(P) ≥ κ log(Q) for some
κ > 0. Suppose that S ⊆ [N]dOK is a set of size ∣S ∣ ≥ cNd−h−1+ε occupying at most αNK(p)d−h residue classes
modulo p for every prime p ∈ P and some α > 0. Then if N is sufficiently large there exists a non-zero polynomial
f ∈ OK[X1, . . . ,Xd] of degree Od,h,ε,η,κ,K(1) and coefficients bounded by NOd,h,ε,η,κ,K(1) which vanishes at more than(1 − η)∣S ∣ points of S .
Now, it is immediate that Theorem 5.18 implies an adequate version of Theorem 4.4, from where we deduce
Theorem 1.5.
As a closing remark, we mention that Theorem 1.4, Theorem 1.5, Theorem 5.1, and Theorem 5.18 are also
valid when S ⊆ [N]dOK,S where, as in section §2, OK,S denotes the rings of S -integers, for S a finite subset of
places containing MK,∞ when K is a number field, and containing the distinguished place ν in the case when K is
a function field over Fq.
6. Appendix: effective estimates for heights over global fields
In this appendix we provide the proofs of Proposition 2.1 and 2.2.
In number fields and for S = MK,∞, Proposition 2.1 is proved in [Ser89, §13.4]. There, Serre also observed that
the constant c can be made effective. In order to prove Proposition 2.1, we adapt Serre’s proof to global fields and
general rings of S -integers. Since all the results in this article are effective, we take the opportunity to fulfill Serre’s
observation by carrying on the extra work needed to make the dependence of c on K and S explicit.
Proof of Proposition 2.1. The statement is trivial if K = k = Q and S = {∞} or K = k = Fq(T) and S is the place
corresponding to the infinite point in P1(K): for any set of coordinates of x, clean denominators and common
factors. In this way we obtain coordinates (x0 ∶ . . . ∶ xd) such that xi ∈ O
k
, gcd(x0, . . . , xd) = 1 and
HK(1 ∶ x0 ∶ . . . ∶ xd) = HK(x).
THE INVERSE SIEVE PROBLEM FOR ALGEBRAIC VARIETIES OVER GLOBAL FIELDS 27
Now, let x ∈ Pd(K) and choose coordinates (x0, . . . , xd) with xi ∈ OK,S . If ax0 ,...,xd ∶= ∑di=0 xiOK,S then
H(x) = 1
NK(ax0 ,...,xd) 1dK
∏
v∈S
max
i
∣∣xi∣∣v.
Note that the ideal ax0 ,...,xd depends on the coordinates, but its ideal class depends only on x. Hence, if we take
integral ideals a1, . . . , al representing all the ideal classes of OK,S , satisfying Minkowski’s bound NK(a j) ≲K 1
for all j (when K is a function field, this bound may be deduced from [Lor96, Chapter V, §8.9.]), it holds that
ax0 ,...,xda
−1
j = αOK,S for some j and some α ∈ K
×. Thus, α−1OK,S ⋅ ax0 ,...,xd = a j. We conclude that (x′0, . . . , x′d) ∶=(α−1x0, . . . , α−1xd) are coordinates of x satisfying α−1xi ∈OK,S for all i and ax′
0
,...,x′
d
= a j. In particular,
H(x) = 1
NK(a j) 1dK ∏v∈S
max
i
∣∣x′i ∣∣v.
Now, we use the following lemma, whose proof will be given after we finish the proof of Proposition 2.1
Lemma 6.1. Let K be a global field and S a set of places which contains the infinite places when K is a number
field. There exists a constant c′K,S > 1, depending only on K,S , such that for every x = (xv)v∈S ∈ (R>0)∣S ∣ there exist
ε ∈O×K,S and t > 0 verifying that
(c′K,S )−1 xv
t
≤ ∣∣ε∣∣v ≤ c′K,S xv
t
for all v ∈ S . (6.1)
Fix any v0 ∈ S . Taking (xv)v∈S ∶= (maxi ∣∣x′i ∣∣v)v∈S , Lemma 6.1 implies that there exist t > 0 and ε ∈ O×K,S
verifying
(c′K,S )−2max
i
∣∣ε−1xi∣∣v0 ≤ (c′K,S )−1 t ≤ max
i
∣∣ε−1x′i ∣∣v ≤ c′K,S t ≤ (c′K,S )2max
i
∣∣ε−1x′i ∣∣v0 , for all v ∈ S . (6.2)
In particular, if h ∶= maxi ∣∣ε−1x′i ∣∣v0 , from (6.2) we deduce
H(x) = 1
NK(a j) 1dK ∏v∈S
max
i
∣∣ε−1x′i ∣∣v ≳K,S ∏
v∈S
max
i
{∣∣ε−1x′i ∣∣v0} ≳K,S h∣S ∣. (6.3)
Now, note that (6.2) and (6.3) imply that for all v ∈ S
∣∣ε−1x′j∣∣v ≤ max
w
max
i
∣∣ε−1x′i ∣∣w ≲K,S h ≲K,S H(x) 1∣S ∣ .
Thus,
H(1 ∶ ε−1x′0 ∶ . . . ∶ ε−1x′d) ≲K,S H(x).
Taking y j ∶= ε−1x′j, we conclude that the coordinates (y0, . . . , yd) satisfy the conclusion of Proposition 2.1. 
Proof of Lemma 6.1. Note that equation (6.1) is equivalent to prove that there exist t > 0 and an unit ε such that
log(t) + log(∣∣ε∣∣v) = log(hv) +OK(1) for all v ∈ S . (6.4)
Denote (1)v∈S for the vector in R∣S ∣ with coordinates all equal to 1 and let W be the Z-module given by
W ∶= ⟨{(log(∣∣ε∣∣v))v∈S ∶ ε ∈O×K,S }, (1)v∈S ⟩Z ⊆ R∣S ∣.
Denoting by ∣∣ ⋅ ∣∣ the l∞-norm in R∣S ∣, we see that in order to prove (6.4) it is enough to find a positive constant CW
such that for any x ∈ R∣S ∣ there exists w ∈W satisfying
∣∣x −w∣∣ ≤ CW . (6.5)
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Moreover, we may take c′K,S = exp(CW). In general, it is easy to see that if W ⊆ R∣S ∣ is an additive subgroup
satisfying that R∣S ∣/W is compact, and Ω is a bounded set containing a representative of each class of R∣S ∣/W , then
(6.5) is verified with CW = supy∈Ω ∣∣y∣∣. In our case, the subgroup
W1 ∶= ⟨{(log(∣∣ε∣∣v)v∈S ) ∶ ε ∈ O×K,S }⟩ ⊆ R∣S ∣
defines a lattice of rank ∣S ∣−1 in the hyperplane {(xv)v∈S ∈ R∣S ∣ ∶ ∑v∈S xv = 0}. Furthermore (see [TV91, Proposition
5.4.7 (b),Theorem 5.4.9 (b)]) it holds that the volume of W1 satisfies the bound:
det(W1) ≤
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∣S ∣ 12RKhK ∏
v∈MK,fin∩S
log(N (pv)) if K is a number field,
∣S ∣ 12 (1 + q + ∣X(Fq)∣ − q − 1
gK
)gK if K is the function field of a curve X over Fq.
(6.6)
In (6.6), as usually, RK and hK denote respectively the regulator and the class number of K, and pv is the prime
corresponding to the finite place v. Meanwhile, when K is a function field, gK denotes the genus of the curve X.
Using (6.6), it can be shown that there exists a fundamental system of units {ε1, . . . , ε∣S ∣−1} such that
∣S ∣−1
∏
i=1
log(H(εi)) ≲∣S ∣,dK det(W1), (6.7)
where the implicit constant is effective. A proof of (6.7) can be found in [EG15, Proposition 4.3.9 (i)] for
number fields, but the same proof carries over to function fields. On the other hand, given non-zero elements
z1, . . . , zm ∈ OK,S which are multiplicatively independent, there exist well known effective lower bounds of the form
∏mi=1 log(H(zi)) ≳dK ,∣S ∣ 1. Indeed, for function fields this is obvious; for number fields, we can use Dobrowol-
ski’s theorem (see, for instance, [BG06, Theorem 4.4.1.]) or stronger estimates, such as the one given in [LM04,
Corollary 3.1]. Thus, from (6.7) we deduce
max
1≤i≤∣S ∣−1
log(H(εi)) ≲∣S ∣,dK det(W1). (6.8)
From (6.8) we conclude that we may find a fundamental domain ΩW1 ⊆ R
∣S ∣ such that maxy∈ΩW1 ∣∣y∣∣ ≲∣S ∣,dK det(W1).
Moreover, we deduce that there exists a fundamental domain ΩW ⊆ R∣S ∣ with maxy∈ΩW ∣∣y∣∣ ≲∣S ∣,dK det(W1) and
thus, the constant CW is effective, and can be taken to be of the form O∣S ∣,dK(det(W1)). Thus we may take C′K,S =
exp(CW). 
Now we prove Proposition 2.2 for function fields. Our argument essentially follows the number field case as
in [Lan83, Theorem 5.2], replacing the argument of geometry of numbers by estimates of the dimension of some
spaces of divisors.
Proof of Proposition 2.2 for function fields. Assume that K is a function field with field of constants Fq. We have a
map
ϕ ∶ [N]OK,S → {D ∈ Div(K) ∶ D ≥ 0,deg(D) ≤ logq(N)} × {D ∈ Div(K) ∶ D =∑
v∈S
av ⋅ v, ∣av∣ ≤ logq(N)},
ϕ(x) ∶= ⎛⎝∑v∉S ordv(x) ⋅ v,∑v∈S ordv(x) ⋅ v
⎞
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Note that, modulo constants, the map x↦ div(x) is injective. Thus, ϕ has fibers with q elements. It is clear that
∣{D ∈ Div(K) ∶ D =∑
v∈S
av ⋅ v ∶ ∣av∣ ≤ logq(N)}∣ ≤ (log(N))∣S ∣ . (6.9)
Meanwhile, by [Ros02, Lemma 5.6], the number of divisor clases of degree zero, h ∶= hK , is finite. By [Ros02,
Lemma 5.8], for every integer n, there are h divisor classes of degree n. Suppose that n ≥ 0 and that {A1, . . . ,Ah} are
the divisor classes of degree n. Then the number of effective divisors of degree n, bn, is given by∑hi=1
ql(Ai)−1
q−1 , where
l(Ai) is the dimension of the Riemann-Roch space associated to Ai. By [Ros02, Exercise 18], l(Ai) ≤ deg(Ai)+1 =
n + 1, hence
bn =
h
∑
i=1
ql(Ai) − 1
q − 1
≤ h
qn+1 − 1
q − 1
≤ 2hqn.
Thus: ∣{D ∈ Div(K) ∶ D ≥ 0,deg(D) ≤ logq(N)}∣ = ∑
i≤logq(N)
bi ≤ 2h ∑
i≤logq(N)
qi ≤ 2hN. (6.10)
By (6.9) and (6.10) we conclude
∣[N]OK,S ∣ ≤ 2qhN(log(N))∣S ∣.
Note that by [Ros02, Proposition 5.11], h ≤ (√q + 1)2g, where g is the genus of K. Thus,
∣[N]OK,S ∣ ≲q,g N(log(N))∣S ∣.

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