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Abstract
Although stochastic optimization is central to modern machine learning, the precise mechanisms un-
derlying its success, and in particular, the precise role of the stochasticity, still remain unclear. Modelling
stochastic optimization algorithms as discrete random recurrence relations, we show that multiplicative
noise, as it commonly arises due to variance in local rates of convergence, results in heavy-tailed sta-
tionary behaviour in the parameters. A detailed analysis is conducted for SGD applied to a simple linear
regression problem, followed by theoretical results for a much larger class of models (including non-
linear and non-convex) and optimizers (including momentum, Adam, and stochastic Newton), demon-
strating that our qualitative results hold much more generally. In each case, we describe dependence on
key factors, including step size, batch size, and data variability, all of which exhibit similar qualitative
behavior to recent empirical results on state-of-the-art neural network models from computer vision and
natural language processing. Furthermore, we empirically demonstrate how multiplicative noise and
heavy-tailed structure improve capacity for basin hopping and exploration of non-convex loss surfaces,
over commonly-considered stochastic dynamics with only additive noise and light-tailed structure.
1 Introduction
Stochastic optimization is the process of minimizing a deterministic objective function via the simulation
of random elements, and it is one of the most successful methods for optimizing complex or unknown
objectives. Relatively simple stochastic optimization procedures—in particular, stochastic gradient descent
(SGD)—have become the backbone of modern machine learning (ML) [50]. To improve understanding of
stochastic optimization in ML, and particularly why SGD and its extensions work so well, recent theoretical
work has sought to study its properties and dynamics [47].
Such analyses typically approach the problem through one of two perspectives. The first perspective, an
optimization (or quenching) perspective, examines convergence either in expectation [11, 20, 28, 60, 84] or
with some positive (high) probability [19, 41, 66, 77] through the lens of a deterministic counterpart. This
perspective inherits some limitations of deterministic optimizers, including assumptions (e.g., convexity,
Polyak-Łojasiewicz criterion, etc.) that are either not satisfied by state-of-the-art problems, or not strong
enough to imply convergence to a quality (e.g., global) optimum. More concerning, however, is the inability
to explain what has come to be known as the “generalization gap” phenomenon: increasing stochasticity by
reducing batch size appears to improve generalization performance [38, 55]. Empirically, existing strate-
gies do tend to break down for inference tasks when using large batch sizes [27]. The second perspective,
a probabilistic (annealing) perspective, examines algorithms through the lens of Markov process theory
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Regime Condition on A Tails for B Tails for W8
Light-tailed (§A.1) Pp}A} ď 1q “ 1 Ope´λtq Ope´ρtq
Heavy-tailed (multiplicative) (§A.2) }σminpAq}α “ 1 opt´αq Θpt´αq
Heavy-tailed (additive) (§A.3) — Ωpt´βq Ωpt´βq
Table 1: Summary of the three primary tail behaviour regimes for the stationary distribution of (5).
[18, 21, 34, 52]. Here, stochastic optimizers are interpreted as samplers from probability distributions con-
centrated around optima [53], and annealing the optimizer (by reducing step size) increasingly concentrates
probability mass around global optima [34]. Traditional analyses trade restrictions on the objective for pre-
cise annealing schedules that guarantee adequate mixing and ensure convergence. However, it is uncommon
in practice to consider step size schedules that decrease sufficiently slowly as to guarantee convergence to
global optima with probability one [46]. In fact, SGD based methods with poor initialization can easily get
stuck near poor local minima using a typical step decay schedule [49].
More recent efforts conduct a distributional analysis, directly examining the probability distribution
that a stochastic optimizer targets for each fixed set of hyperparameters [4, 18, 52]. Here, one can assess a
stochastic optimizer according to its capacity to reach and then occupy neighbourhoods of high-quality op-
tima in the initial stages, where the step size is large and constant. As the step size is then rapidly reduced,
tighter neighbourhoods with higher probability mass surrounding nearby minima are achievable. This is
most easily accomplished using a variational approach by appealing to continuous-time Langevin approxi-
mations [10, 52], whose stationary distributions are known explicitly [51]; but these approaches also require
restrictive assumptions, such as constant or bounded volatility [53, 61]. Interestingly, these assumptions par-
allel the common belief that the predominant part of the stochastic component of an optimizer is an additive
perturbation [41, 82]. Such analyses have been questioned with recent discoveries of non-Gaussian noise
[69] that leads to heavy-tailed stationary behaviour (whose distributions have infinite Laplace transform).
This behavior implies stronger exploratory properties and an increased tendency to rapidly reach faraway
basins than earlier Langevin-centric analyses suggest; but even these recent non-Gaussian analyses have
relied on strong assumptions, additive noise, and continuous-time approximations of their own [70].
Main Contributions. We model stochastic optimizers as Markov random recurrence relations, thereby
avoiding continuous-time approximations, and we examine their stationary distributions. The formulation
of this model is described in §2. We show that multiplicative noise, frequently assumed away in favour of
more convenient additive noise in continuous analyses, can often lead to heavy-tailed stationary behaviour,
playing a critical role in the dynamics of a stochastic optimizer, and influencing its capacity to hop between
basins in the loss landscape. In this paper, we consider heavy-tailed behavior that assumes a power law
functional form. We say that the stationary distributions of the parameters/weights W exhibit power laws,
with tail probabilities Pp}W } ą tq “ Ωpt´αq as t Ñ 8, for some α ą 0 called the tail exponent (where
smaller tail exponents correspond to heavier tails) — further details, including precise definitions are in Ap-
pendix A. To inform our analysis, in §3, we examine the special case of constant step-size SGD applied to
linear least squares, and we find it obeys a random linear recurrence relation displaying both multiplicative
and additive noise. Using well-known results [9], we isolate three regimes determining the tail behaviour
of SGD (shown in Table 1, discussed in detail in §3), finding stationary behaviour always exhibits a precise
power law in an infinite data regime. In §4, these observations are extended by providing sufficient condi-
tions for the existence of power laws arising in arbitrary iterative stochastic optimization algorithms on both
convex and non-convex problems, with more precise results when updates are Lipschitz. Using our results,
2
Regime Noise Condition on r Quadratic Example
Light-tailed [51] White noise lim inf}w}Ñ8 rpwq ą 0 g bounded
Heavy-tailed (multiplicative) [51] White noise lim sup}w}Ñ8 rpwq “ 0 gpwq “ c∇fpwq
Heavy-tailed (additive) [69] Lèvy noise — arbitrary g
Table 2: Summary of three tail behaviour regimes for continuous-time models (8).
factors influencing tail behaviour are examined, with existing empirical findings supporting the hypothesis
that heavier tails coincide with improved generalization performance [58]. Numerical experiments are con-
ducted in §5, illustrating how multiplicative noise and heavy-tailed stationary behaviour improve capacity
for basin hopping (relative to light-tailed stationary behaviour) in the exploratory phase of learning. We
finish by discussing impact on related work in §6, including a continuous-time analogue of Table 1 (shown
in Table 2).
Related Work. There is a large body of related work, and we review only the most directly related here.
Analysis of stochastic optimizers via stationary distributions of Markov processes was recently considered
in [4, 18, 52]. The latter, in particular, examined first and second moments of the stationary distribution,
although these can be ineffective measures of concentration in heavy-tailed settings. Heavy tails in machine
learning have been observed and empirically examined in spectral distributions of weights [54–58] and in the
weights themselves [64, 69], but (ML style) theoretical analyses on the subject seem limited to continuous-
time examinations [69, 70]1. Connections between multiplicative noise and heavy-tailed fluctuations can be
seen throughout the wider literature [9, 15, 22, 73]. From a physical point of view, multiplicative noise acts
as an external environmental field, capable of exhibiting drift towards low energy states [75]. Hysteretic
optimization [63] is one example of a stochastic optimization algorithm taking advantage of this property.
To our knowledge, no theoretical analysis of this phenomenon has been conducted in a general optimization
setting. Indeed, while multiplicative noise in stochastic optimization has been explored in some recent em-
pirical analyses [36, 79, 83], its impact appears underappreciated, relative to the well-studied and exploited
effects of additive noise [19, 23, 37, 41]. Section 6 contains a discussion of additional related work in light
of our results.
Notation. We let Id denote the dˆ d identity matrix. Unless otherwise stated, we default to the following
norms: for vector x, we let }x} “ přni“1 x2i q1{2 denote the Euclidean norm of x, and for matrix A, the norm
}A} “ sup}x}“1 }Ax} denotes the `2-induced (spectral) norm. Also, for matrix A, }A}F “ }vecpAq} is
the Frobenius norm, and σminpAq, σmaxpAq are its smallest and largest singular values, respectively. For
two vectors/matrices A,B, we let A b B denote their tensor (or Kronecker) product. Knuth asymptotic
notation [43] is adopted. The notation pΩ, E ,Pq is reserved to denote an appropriate underlying probability
space. For two random elements X,Y , X D“ Y if X,Y have the same distribution. Finally, for random
vector/matrix X , for α ą 0, }X}α “ pE}X}αq1{α. All proofs are relegated to Appendix C.
1Immediately prior to uploading this article to the arXiv, we became aware of [32] (submitted to the arXiv a few days ago),
which conducts a detailed analysis of heavy tails in the stationary distribution of SGD applied to least-squares linear regression.
Our discussion in §3 and Appendix A, which for us serves predominantly as motivation in this special case, recovers a number of
their results. Our primary contributions in §2 and §4 provide extensions of these results to more general stochastic optimization
algorithms and more general stochastic optimization problems. We encourage readers to see [32] for details in the linear least-
squares setting.
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2 Stochastic optimization as a Markov chain
In this section, we describe how to model a stochastic optimization algorithm as a Markov chain — in
particular, a random recurrence relation. This formulation is uncommon in the ML literature, but will be
important for our analysis. Consider a general single-objective stochastic optimization problem, where the
goal is to solve problems of the form w˚ “ arg minw ED`pw,Xq for some scalar loss function `, and
random element X „ D (the data) [45, §12]. In the sequel, we shall assume the weights w occupy a vector
space S with norm } ¨ }. To minimize ` with respect to w, some form of fixed point iteration is typically
adopted. Supposing that there exists some continuous map Ψ such that any fixed point of EΨp¨, Xq is a
minimizer of `, the sequence of iterations
Wk`1 “ EDΨpWk, Xq (1)
either diverges, or converges to a minimizer of ` [29]. In practice, this expectation may not be easily
computed, so one could instead consider the sequence of iterated random functions
Wk`1 “ ΨpWk, Xkq, Xk iid„ D, for k “ 0, 1, . . . . (2)
For example, one could consider the Monte Carlo approximation of (1):
Wk`1 “ 1
n
nÿ
i“1
ΨpWk, Xpkqi q, with Xpkqi iid„ D, for k “ 0, 1, . . . , (3)
which can be interpreted in the context of randomized subsampling with replacement, where each pXpkqi qni“1
is a batch of n subsamples drawn from a large dataset D. Subsampling without replacement can also be
treated in the form (3) via the Markov chain tWsku8k“0, where s is the number of minibatches in each epoch.
Since (2) will not, in general, converge to a single point, the stochastic approximation (SA) approach
of Robbins–Munro [65] considers a corresponding sequence of maps Ψk given by Ψkpw, xq :“ p1 ´
γkqw`γkΨpw, xq where tγku8k“1 is a decreasing sequence of step sizes. Provided Ψ is uniformly bounded,ř
k γk “ 8 and
ř
k γ
2
k ă 8, the sequence of iterates Wk`1 “ n´1
řn
i“1 ΨkpWk, Xpkqi q converges in L2
and almost surely to a minimizer of ` [8]. Note that this differs from the sample average approximation
(SAA) approach [42], where a deterministic optimization algorithm is applied to a random objective (e.g.,
gradient descent on subsampled empirical risk).
Here are examples of how popular ML stochastic optimization algorithms fit into this framework.
Example 1 (SGD & SGD with momentum). Minibatch SGD with step size γ coincides with (3) under
Ψpw,Xq “ w ´ γ∇`pw,Xq. Incorporating momentum is possible by considering the augmented space
of weights and velocities together. In the standard setup, letting v denote velocity, and w the weights,
Ψppv, wq, Xq “ pηv `∇`pw,Xq, w ´ γpηv `∇`pw,Xqqq.
Example 2 (Adam). Using state-space augmentation, the popular first-order Adam optimizer [40] can
also be cast into the form of (2). Indeed, for β1, β2,  ą 0, letting gpw,Xq “ řni“1∇`pw,Xiq, for
Mpm,w,Xq “ β1m ` n´1p1 ´ β1qgpw,Xq, V pv, w,Xq “ β2v ` p1 ´ β2qn´2gpw,Xq2, B1pbq “
1´ β1p1´ bq, B2pbq “ 1´ β2p1´ bq, and
W pb1, b2,m, v, w,Xq “ w ´ η Mpm,w,Xq{B1pb1qa
V pv, w,Xq{B2pb2q ` 
,
iterations of the Adam optimizer satisfy Wk`1 “ ΨpWk, Xkq, where Ψppb1, b2,m, v, wq, Xq “ pB1pb1q,
B2pb2q,Mpm,w,Xq, V pv, w,Xq,W pb1, b2,m, v, w,Xqq.
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Example 3 (Stochastic Newton). The formulation (2) is not limited to first-order stochastic optimization.
Indeed, for gpw,Xq “ řni“1∇`pw,Xiq and Hpw,Xq “ řni“1∇2`pw,Xiq, the choice Ψpw,Xq “ w ´
γHpw,Xq´1gpw,Xq coincides with the stochastic Newton method [66].
The iterations (2) are also sufficiently general to incorporate other random effects, e.g., dropout [74].
Instead of taking the SA approach, in our analysis we will examine the original Markov chain (2), where
hyperparameters (including step size) are fixed. This will provide a clearer picture of ongoing dynamics at
each stage within an arbitrary learning rate schedule [4]. Also, assuming reasonably rapid mixing, global
tendencies of a stochastic optimization algorithm, such as the degree of exploration in space, can be exam-
ined through the stationary distribution of (2).
3 The linear case with SGD
In this section, we consider the special case of ridge regression, i.e., least squares linear regression with L2
regularization, using vanilla SGD. Let D denote a dataset comprised of inputs xi P Rd and corresponding
labels yi P Rm. Supposing that pX,Y q is a pair of random vectors uniformly drawn from D, for λ ě 0, we
seek a solution to
M˚ “ arg min
MPRdˆm
1
2ED}Y ´MX}2 ` 12λ}M}2F . (4)
Observing that
B
BM
`
1
2}Y ´MX}2 ` 12λ}M}2F
˘ “MpXXJ ` λIdq ´ Y XJ,
one can show that the solution to (4) is
M˚ “ EDrY XJsEDrXXJ ` λIds´1.
(Note that λ need not be strictly positive for the inverse to exist.) On the other hand, applying minibatch
SGD to solving (4) with constant (sufficiently small) step size results in a Markov chain tMku8k“0 in the
estimated parameter matrix. We start with the following observation, which is immediate but important.
Lemma 1. Let n denote the size of each minibatch pXik, Yikqni“1 comprised of independent and identically
distributed copies of pX,Y q for k “ 1, 2, . . . . For Wk the vectorization of Mk, iterations of minibatch SGD
undergo the following random linear recurrence relation
Wk`1 “ AkWk `Bk, (5)
where Ak “ Im b pp1 ´ λγqId ´ γn´1 řni“1XikXJikq, and Bk “ γn´1 řni“1 Yik b Xik. If Ak, Bk are
non-atomic, log` }Ak}, log` }Bk} are integrable, and ED log }Ak} ă 0, then (5) is ergodic.
From here, it immediately follows that, even in this simple setting, SGD possesses multiplicative noise
in the form of the factor Ak, as well as additive noise in the form of the factor Bk. Under the conditions of
Lemma 1, the expectations of (5) converge to M˚. Although the dynamics of this process, as well as the
shape of its stationary distribution, are not as straightforward, random linear recurrence relations are among
the most well-studied discrete-time processes, and as multiplicative processes, are well-known to exhibit
heavy-tailed behaviour. In Appendix A, we discuss classical results on the topic. The three primary tail
regimes are summarized in Table 1, where each α, β, λ, ρ denotes a strictly positive value. In particular, we
have the following result.
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Lemma 2. Assume that the distribution of X has full support on Rd. Then any stationary distribution of (5)
is heavy-tailed.
Lemma 2 suggests that heavy-tailed fluctuations could be more common than previously considered.
This is perhaps surprising, given that common Langevin approximations of SGD applied to this problem
exhibit light-tailed stationary distributions [52, 61]. In (5), light-tailed stationary distributions can only
occur when X does not have full support on Rd and the step size is taken sufficiently small. Referring to
Table 1, there are two possible mechanisms by which the stationary distribution of (5) can be heavy-tailed.
Most discussions about SGD focus on the additive noise component Bk [41] (presumably since the analysis
is simpler). In this case, if Bk is heavy-tailed, then the stationary distribution of (5) is also heavy-tailed.
This is the assumption considered in [69, 70].
However, this is not the only way heavy-tailed noise can arise. Indeed, the multiplicative heavy-tailed
regime illustrates how a power law can arise from light-tailed data (in fact, even from data with finite
support). One of the most important attributes here is that the tail exponent of the stationary distribution
is entirely due to the recursion and properties of the multiplicative noise Ak. In fact, this is true even if
Bk displays (not too significant) heavy-tailed behaviour. Here, the heavy-tailed behaviour arises due to
intrinsic factors to the stochastic optimization, and they tend to dominate over time. Later, we shall go
further and analyze factors influencing the heaviness of these tails, or more precisely, its tail exponent,
denoted by α in Table 1. Evidently, α is dependent on the dispersal of the distribution of Ak, which is itself
dependent (in differing ways) on the step size γ, batch size n, and the dispersal and condition number of
the covariance matrices XXJ of the input data. These three factors have been noted to be integral to the
practical performance of SGD [71, 80].
4 Power laws for general objectives and optimizers
In this section, we consider the general case (2), and we examine how heavy-tailed stationary behaviour can
arise for any stochastic optimizer, applied to both convex and non-convex problems. As in Section 3, here
we are most interested in the presence of heavy-tailed fluctuations due to multiplicative factors. (The case
when heavy-tailed fluctuations arise from the additive noise case is clear: if, for every w P Rd, Ψpw,Xq
is heavy-tailed/has infinite αth-moment, then for each k “ 1, 2, . . . , Wk is heavy-tailed/has infinite αth
moment also, irrespective of the dynamics of W .)
In our main result (Theorem 1), we illustrate how power laws arise in general Lipschitz stochastic
optimization algorithms that are contracting on average and also strongly convex near infinity with positive
probability.
Theorem 1. Let pS, }¨}q be a separable Banach space. Assume that Ψ : SˆΩ Ñ S is a random function on
S such that Ψ is almost surely Lipschitz continuous and the probability measure of Ψ is non-atomic. We let
KΨ denote a random variable such that KΨpωq is the Lipschitz constant of Ψp¨, ωq for each ω P Ω. Assume
that KΨ is integrable, and }Ψpwq ´ w} is integrable for some w˚ P S. Suppose there exist non-negative
random variables kΨ,MΨ such that, with probability one,
kΨ}w ´ w˚} ´MΨ ď }Ψpwq ´Ψpw˚q} ď KΨ}w ´ w˚}, for all w P S. (6)
If E logKΨ ă 0, then the Markov chain given by Wk`1 “ ΨkpWkq, k “ 0, 1, . . . , where each Ψk is
an independent and identically distributed copy of Ψ, is geometrically ergodic with W8 “ limkÑ8Wk
satisfying the distributional fixed point equation W8
D“ ΨpW8q. Furthermore, if kΨ ą 1 with positive
probability and }Ψpw˚q}α ă 8 for any α ą 0, then:
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1. There exist µ, ν, Cµ, Cν ą 0 such that Cµp1` tq´µ ď Pp}W8} ą tq ď Cνt´ν , for all t ą 0.
2. There exist α, β ą 0 such that }KΨ}β “ 1 and }kΨ}α “ 1 and for δ ą 0,
0 ă lim sup
tÑ8
tα`Pp}W8} ą tq, and lim sup
tÑ8
tβ´Pp}W8} ą tq ă `8.
3. For any p P p0, βq and k “ 1, 2, . . . , the moments of }Wk}p are bounded above and below by
}kΨ}kpp}W0}p ` κp´ q ´ κp´ ď }Wk}p ď }KΨ}kpp}W0}p ´ κp` q ` κp` ,
implying }W8}p ď κp` , where
κp´ “ }kΨ}p}w
˚} ` }Ψpw˚q}p
1´ }kΨ}p , and κp` “
}KΨ}p}w˚} ` }Ψpw˚q}p
1´ }KΨ}p .
Geometric rates of convergence in the Prohorov and total variation metrics to stationarity are discussed
in [1, 16]. From Theorem 1, we find that the presence of expanding multiplicative noise implies the station-
ary distribution of (2) is stochastically bounded between two power laws. In particular, this suggests that
Lipschitz stochastic optimizers satisfying (6) and PpkΨ ą 1q ą 0 can conduct wide exploration of the loss
landscape. As an example, for SGD satisfying (6), we have that
kΨ “ lim inf}w}Ñ8 σminpI ´ γ∇
2`pw,Xqq, and KΨ “ sup
w
}I ´ γ∇2`pw,Xq}. (7)
Therefore, for the linear case (5), using Theorem 1, we can recover the same tail exponent seen in Theorem
2. To treat other stochastic optimizers that are not Lipschitz, or do not satisfy the conditions of Theorem 1,
we present in Lemma 3 an abstract sufficient condition for heavy-tailed stationary distributions of ergodic
Markov chains.
Lemma 3. For a general metric space S, suppose thatW is an ergodic Markov chain on S withWk
DÑW8
as k Ñ 8, and let f : S Ñ R be some scalar-valued function. If there exists some  ą 0 such that
infwPS Pp|fpΨpwqq| ą p1` q|fpwq|q ą 0, then fpW8q is heavy-tailed.
Under our model, Lemma 3 says that convergent constant step-size stochastic optimizers will exhibit
heavy-tailed stationary behaviour if there is some positive probability of the optimizer moving further away
from an optimum, irrespective of how near or far you are from it. Analyses concerning stochastic opti-
mization algorithms almost always consider rates of contraction towards a nearby optimum, quantifying the
exploitative behaviour of a stochastic optimizer. To our knowledge, this is the first time that consequences
of the fact that stochastic optimization algorithms could, at any stage, move away from any optimum, have
been examined. In the convex setting, this appears detrimental, but this is critical in non-convex settings,
where exploration (rather than exploitation to a local optimum) is important. Indeed, we find that it is this be-
haviour that directly determines the tails of the stochastic optimizer’s stationary distribution, and therefore,
its exploratory behaviour. Altogether, our results suggest that heavy-tailed noise could be more common
and more beneficial in stochastic optimization than previously acknowledged.
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Factors influencing the tail exponent. Recent analyses have associated heavier-tailed structures (i.e.,
larger tail exponents) with improved generalization performance [55, 58, 69]. From the bounds in Theo-
rem 1, and established theory for the special linear case (5) (see Appendix A.2), the following factors play
a role in decreasing the tail exponent (generally speaking, increasing kΨ,KΨ in expectation or dispersion
implies decreased α) resulting in heavier-tailed noise.
• Decreasing batch size: For fixed hyperparameters, Ψ becomes less deterministic as the batch size
decreases, resulting in an decreased (i.e., heavier) tail exponent for ergodic stochastic optimizers. This
is in line with [55, 57, 58, 81], and it suggests a relationship to the generalization gap phenomenon.
• Increasing step size: Also in line with [55, 57, 58], increased step sizes exacerbate fluctuations and
thus result in increased tail exponents. However, step sizes also affect stability of the algorithm. The
relationship between step and batch sizes has received attention [5, 72]; choosing these parameters
to increase heavy-tailed fluctuations while keeping variance sensible could yield a valuable explo-
ration strategy.
• More dispersed data: Increasing dispersion in the data implies increased dispersion for the distribu-
tion of kΨ,KΨ, and hence heavier tails. For the same model trained to different datasets, a smaller tail
exponent may be indicative of richer data, not necessarily of higher variance, but exhibiting a larger
moment of some order. Data augmentation is a strategy to achieve this [76].
• Increasing regularization: The addition of an explicitL2-regularizer to the objective function (known
to help avoiding bad minima [49]) results in larger kΨ, and hence, heavier-tailed noise.
• Increasing average condition number of Hessian: The Hessian is known to play an important
role in the performance of stochastic optimizers [80, 81]. Evidently seen in (7) in the case of SGD,
and potentially more generally, a larger condition number of the Hessian can allow for larger tail
exponents while remaining ergodic.
In each case (excluding step size, which is complicated since step size also affects stability), the literature
supports the hypothesis that factors influencing heavier tails coincide with improved generalization perfor-
mance; see, e.g., [55] and references therein. Vanilla SGD and stochastic Newton both exhibit heavy-tailed
behaviour when∇2`pw,Xq and the Jacobian ofHpw,Xq´1gpw,Xq have unbounded spectral distributions,
respectively (as might be the case when X has full support on Rd). However, adaptive optimizers such as
momentum and Adam incorporate geometric decay that can prevent heavy-tailed fluctuations, potentially
limiting exploration while excelling at exploitation to nearby optima. It has recently been suggested that
these adaptive aspects should be turned off during an initial warmup phase [48], implying that exacerbating
heavy-tailed fluctuations and increased tail exponents could aid exploratory behaviour in the initial stages
of training.
5 Numerical experiments
To illustrate the advantages that multiplicative noise and heavy tails offer in non-convex optimization, in par-
ticular for exploration (of the entire loss surface) versus exploitation (to a local optimum), we first consider
stochastic optimization algorithms in the non-stationary regime. To begin, in one dimension, we compare
perturbed gradient descent (GD) [37] with additive light-tailed and heavy-tailed noise against a version with
additional multiplicative noise. That is,
(a,b) wk`1 “ wk ´ γpf 1pwkq ` p1` σqZkq, vs. (c) wk`1 “ wk ´ γpp1` σZp1qk qf 1pwkq ` Zp2qk q,
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Figure 1: Histograms (blue) of 106 iterations of GD with combinations of small, moderate, and strong
versus light additive, heavy additive, and multiplicative noise, applied to a non-convex objective (black).
(Red) Initial starting location for the optimization.
where f : R Ñ R is the objective function, γ, σ ą 0, Zk, Zp1qk , Zp2qk iid„ N p0, 1q in (a) and (c), and in
(b), Zk are i.i.d. t-distributed (heavy-tailed) with 3 degrees of freedom, normalized to have unit variance.
Algorithms (a)-(c) are applied to the objective fpxq “ 110x2 ` 1´ cospx2q, which achieves a global (wide)
minimum at zero. Iterations of (a)-(c) have expectation on par with classical GD. For fixed step size γ “
10´2 and initial w0 “ ´4.75, the distribution of 106 successive iterates are presented in Figure 1 for small
(σ “ 2), moderate (σ “ 12), and strong (σ “ 50) noise. Both (b) and (c) readily enable jumps between
basins. However, while (a), (b) smooth the effective loss landscape, making it easier to jump between basins,
it also has the side effect of reducing resolution in the vicinity of minima. On the other hand, (c) maintains
close proximity (peaks in the distribution) to critical points.
Figure 1 also illustrates exploration/exploitation benefits of multiplicative noise (and associated heavier
tails) over additive noise (and associated lighter tails). While rapid exploration may be achieved using heavy-
tailed additive noise [69], since reducing the step size may not reduce the tail exponent, efficient exploitation
of local minima can become challenging, even for small step sizes. On the other hand, multiplicative noise
has the benefit of behaving similarly to Gaussian additive noise for small step sizes [67]. We can see
evidence of this behaviour in the leftmost column in Figure 1, where the size of the multiplicative noise
is small. As the step size is annealed to zero, multiplicative noise resembles the convolutional nature of
additive noise [41].
This same basin hopping behaviour can be observed heuristically in SGD for higher-dimensional models
with the aid of principal component analysis (PCA), although jumps become much more frequent. To see
this, we consider fitting a two-layer neural network with 16 hidden units for classification of the Musk
dataset [17] (168 attributes; 6598 instances) with cross-entropy loss without regularization and step size
9
Figure 2: Heuristic visualization. PCA scores for trajectories of SGD over 10 epochs versus perturbed GD
with additive noise across the same number of iterations along principle components 2, 3, 4.
γ “ 10´2. Two stochastic optimizers are compared: (a) SGD with a single sample per batch (without
replacement), and (b) perturbed GD [37], where covariance of iterations in (b) is chosen to approximate
that of (a) on average. PCA-projected trajectories are presented in Figure 2. SGD frequently exhibits jumps
between basins, a feature not shared by perturbed GD with only additive noise. Further numerical analysis
is conducted in Appendix B to support claims in §4.
6 Discussion
Lazy training and implicit renewal theory. Theory concerning random linear recurrence relations can be
extended directly to SGD applied to objective functions whose gradients are “almost” linear, such as those
seen in lazy training [12], due to the implicit renewal theory of Goldie [25]. However, it seems unlikely
that multilayer networks should exhibit the same tail exponent between each layer, where the conditions of
Breiman’s lemma (see Appendix A) break down. Significant discrepancies between tail exponents across
layers were observed in other appearances of heavy-tailed noise [58, 69]. From the point of view of tail
exponents, it appears that most practical finite-width deep neural networks do not exhibit lazy training.
This observation agrees with the poor relative generalization performance exhibited by linearized neural
networks [12, 62].
Continuous-time models. Probabilistic analyses of stochastic optimization often consider continuous-
time approximations, e.g., for constant step size, a stochastic differential equation of the form [20, 52, 61]
dWt “ ´γ∇fpWtqdt` gpWtqdXt, (8)
where f : Rd Ñ R, g : Rd Ñ Rdˆd. The most common of these are Langevin models whereX is Brownian
motion (white noise), although heavy-tailed noise has also been considered [69, 70]. In the case where g is
diagonal, as a corollary of [51, 67], we may determine conditions for heavy-tailed stationary behaviour. Let-
ting rpwq “ }gpwq´2∇fpwq}, in Table 2 we present a continuous time analogue of Table 1 with examples
of choices of g that result in each regime when f is quadratic. Langevin algorithms commonly seen in the
literature [52, 61] assume constant or bounded volatility (g), resulting in light-tailed stationary distributions
for L2-regularized loss functions. However, even a minute presence of multiplicative noise (unbounded g)
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can yield a heavy-tailed stationary distribution [7]. Fortunately, more recent analyses are allowing for the
presence of multiplicative noise in their approximations [20]. Based on our results, it seems clear that this
trend is critical for adequate investigation of stochastic optimizers using the continuous-time approach. On
the other hand, [69, 70] invoked the generalized central limit theorem (CLT) to propose a continuous-time
model with heavy-tailed (additive) Lèvy noise, in response to the observation that stochastic gradient noise
is frequently heavy-tailed.In their model, the heaviness of the noise does not change throughout the opti-
mization. Furthermore, [64] observed that stochastic gradient noise is typically Gaussian for large batch
sizes, which is incompatible with generalized CLT. We have illustrated how multiplicative noise also yields
heavy-tailed fluctuations. Alternatively, heavy tails in the stochastic gradient noise for fixed weights could
be log-normal instead, which are known to arise in deep neural networks [33]. A notable consequence of the
Lèvy noise model is that exit times for basin hopping are essentially independent of basin height, and de-
pendent instead on basin width, which is commonly observed with SGD [80]. In the absence of heavy-tailed
additive noise, we observed similar behaviour in our experiments for large multiplicative noise, although
precise theoretical treatment remains the subject of future work.
Stochastic gradient MCMC. The same principles discussed here also apply to stochastic gradient MCMC
(SG-MCMC) algorithms [51]. For example, the presence of multiplicative noise could suggest why SG-
MCMC achieves superior mixing rates to classical Metropolis–Hastings MCMC in high dimensions, since
the latter is known to struggle with multimodality, although there is some skepticism in this regard [78]. The-
orem 1 implies SG-MCMC yields excellent samples for satisfying the tail growth rate conditions required
in importance sampling; see [35] for example.
Geometric properties of multiplicative noise. It has been suggested that increased noise in SGD acts
as a form of convolution, smoothing the effective landscape [41]. This appears to be partially true. As
seen in Figure 1, smoothing behaviour is common for additive noise, and reduces resolution in the troughs.
Multiplicative noise, which SGD also exhibits, has a different effect. As seen in [67], in the continuous-time
setting, multiplicative noise equates to conducting additive noise on a modified (via Lamperti transform)
loss landscape. There is also a natural interpretation of multiplicative noise through choice of geometry in
Riemannian Langevin diffusion [24, 51]. Under either interpretation, it appears multiplicative noise shrinks
the width of peaks and widens troughs in the effective loss landscape, potentially negating some of the
undesirable side effects of additive noise.
Heavy-tailed mechanistic universality. In a recent series of papers [55–58], an empirical (or phenomeno-
logical) theory of heavy-tailed self-regularization is developed, proposing that sufficiently complex and
well-trained deep neural networks exhibit heavy-tailed mechanistic universality: the spectral distribution of
large weight matrices display a power law whose tail exponent is negatively correlated with generalization
performance. If true, examination of this tail exponent provides an indication of model quality, and factors
that are positively associated with improved test performance, such as decreased batch size. From random
matrix theory, these heavy-tailed spectral distributions may arise either due to strong correlations arising in
the weight matrices, or heavy-tailed distributions arising in each of the weights over time. The reality may
be some combination of both; here, we have illustrated that the second avenue is at least possible, and rela-
tionships between factors of the optimization and the tail exponent agree with the present findings. Proving
that heavy-tailed behaviour can arise in spectral distributions of the weights (as opposed to their probability
distributions, which we have treated here) is a challenging problem, and remains the subject of future work.
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Casting the evolution of spectral distributions into the framework of iterated random functions could prove
fruitful in this respect.
7 Conclusion
A theoretical analysis on the relationship between multiplicative noise and heavy-tailed fluctuations in
stochastic optimization algorithms has been conducted. We propose that viewing stochastic optimizers
through the lens of Markov process theory and examining stationary behaviour is key to understanding
exploratory behaviour on non-convex landscapes in the initial phase of training. Our results suggest that
heavy-tailed fluctuations may be more common than previous analyses have suggested, and they further the
hypothesis that such fluctuations are correlated to improved generalization performance. From this view-
point, we maintain that multiplicative noise should not be overlooked in future analyses on the subject.
Acknowledgments. We would like to acknowledge DARPA, NSF, and ONR for providing partial support
of this work.
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A Random linear recurrence relations
Here, we shall discuss existing theory concerning the random linear recurrence relationWk`1 “ AkWk`Bk
that arises in (5). Because pAk, Bkq for each k “ 0, 1, 2, . . . is independent and identically distributed, we
let pA,Bq “ pA0, B0q, noting that pA,Bq D“ pAk, Bkq for all k. First, we state conditions under which (5)
yields an ergodic Markov chain. The following lemma combines [9, Theorem 4.1.4 and Proposition 4.2.1]
and implies Lemma 1.
Lemma 4. Suppose that A and B are non-deterministic and both log` }A} and log` }B} are integrable.
Then if E log }A} ă 0, the Markov chain (5) has a unique stationary distribution. If also either A or B is
non-atomic, then the Markov chain (5) is ergodic.
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The intuition behind the presence of heavy-tailed behaviour is easily derived from the Breiman lemma
concerning regularly varying random vectors. Recall that a random vector X is regularly varying if there
exists a measure µX with zero mass at infinity such that
lim
xÑ8
Ppx´1X P Bq
Pp}X} ą xq “ µXpBq, for any set B satisfying µpBBq “ 0. (9)
By Karamata’s characterization theorem [6, Theorem 1.4.1], for any regularly varying random vector X ,
there exists an α ą 0 such that xαPpx´1X P ¨q converges as x Ñ 8 to a non-null measure. In particular,
}X} and |xu,Xy| for every u P Rd obey a power law with tail exponent α subject to slowly varying
functions2 L, Lu:
Pp}X} ą xq „ Lpxqx´α, Pp|xu,Xy| ą xq „ Lupxqx´α. (10)
A random vector X satisfying (9) and (10) is said to be regularly varying with index α (abbreviated α-RV).
The following is [9, Lemma C.3.1].
Lemma 5 (BREIMAN’S LEMMA). Let X be an α-RV random vector, A a random matrix such that3
E}A}α` ă `8, and B a random vector such that Pp}B} ą xq “ opPp}X} ą xqq as x Ñ 8. Then
AX `B is α-RV.
In other words, the index of regular variation is preserved under random linear operations, and so regu-
larly varying random vectors are distributional fixed points of random linear recurrence relations. Conditions
for the converse statement are well-known in the literature [9]. Here, we provide brief expositions of the
three primary regimes dictating the tails of any stationary distribution of (5). It is worth noting that other
corner cases do exist, including super-heavy tails (see [9, Section 5.5] for example), but are outside the scope
of this paper.
A.1 The Goldie–Grübel (light-tailed) regime
To start, consider the case where neither A nor B are heavy-tailed and the stochastic optimization dynamics
are such that W8 is light-tailed. In particular, assume that all moments of B are finite. By applying the
triangle inequality to (5), one immediately finds
}Wk`1} ď }Ak}}Wk} ` }Bk}, and }Wk`1}α ď }A}α}Wk}α ` }B}α.
Therefore, if }A} ď 1 almost surely and Pp}A} ă 1q ą 0, then for any α ě 1, }A}α ă 1 and so }Wk}α
is bounded in k. The Markov chain (5) is clearly ergodic, and the existence of all moments suggests that
the limiting distribution W8 of Wk cannot satisfy a power law. With significant effort, one can show that
more is true: Goldie and Grübel proved in [26, Theorem 2.1] that if B is also light-tailed, then W8 is light-
tailed. To our knowledge, this is the only setting where one can prove that the Markov chain (5) possesses a
light-tailed limiting distribution, and it requires contraction (and therefore, consistent linear convergence) at
every step with probability one. In the stochastic optimization setting, the Goldie–Grübel regime coincides
with optimizers that have purely exploitative (no explorative) behaviour. Should the chain fail to contract
even once, we move outside of this regime and enter the territory of heavy-tailed stationary distributions.
2Recall that a function f is slowly varying if fptxq{fpxq Ñ 1 as }x} Ñ 8, for any t ą 0.
3For example, A could be β-RV with β ą α.
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A.2 The Kesten–Goldie (heavy-tailed due to intrinsic factors) regime
Next, consider the case where neither A nor B are heavy-tailed, but the stochastic optimization dynamics
are such that W8 is heavy-tailed. To consider a lower bound, recall that the smallest singular value of A,
σminpAq, satisfies σminpAq “ inf}w}“1 }Aw}. Therefore, once again from (5),
}Wk`1} ě σminpAkq}Wk} ´ }Bk}, and }Wk`1}α ě }σminpAq}α}Wk}α ´ }B}α.
Assuming that the Markov chain (5) is ergodic with limiting distribution W8, by the f -norm ergodic theo-
rem [59, Theorem 14.0.1], }W8}α is finite if and only if }Wk}α is bounded in k for any initialW0. However,
if PpσminpAq ą 1q ą 0, then there exists some α ą 1 such that }σminpAq}α ą 1. If }B}α is finite, then
}Wk}α is unbounded when }W0}α is sufficiently large, implying that W8 is heavy-tailed.
This suggests that the tails of the distribution of }W8} are at least as heavy as a power law. To show
they are dictated precisely by a power law, that is, W8 is α-RV for some α ą 0, is more challenging. The
following theorem is a direct corollary of the Kesten’s celebrated theorem [39, Theorem 6], and Goldie’s
generalizations thereof in [25].
Theorem 2 (KESTEN–GOLDIE THEOREM). Assume the following:
• The Markov chain (5) is ergodic with W8 “ limkÑ8Wk (in distribution).
• The distribution of X has absolutely continuous component with respect to Lebesgue density that has
support containing the zero matrix, and Y is non-zero with positive probability.
• There exists s ą 0 such that EσminpAqs “ 1.
• A is almost surely invertible and Er}A}s log` }A}s ` Er}A}s log` }A´1}s ă 8.
• E}B}s ă 8.
Then W8 is α-RV for some 0 ă α ď s.
A.3 The Grincevicˇius–Grey (heavy-tailed due to extrinsic factors) regime
Finally, consider the case where B is heavy-tailed, in particular, that B is β-RV. If }A}β ă 1, then the
arguments seen in the Kesten–Goldie regime can no longer hold, since }B}α would be infinite for any α
such that }σminpAq}α “ 1. Instead, by [9, Theorem 4.4.24], a limiting distribution of (5) is necessarily
β-RV, provided that }A}β`δ is finite for some δ ą 0. This was proved in the univariate case by Grincevicˇius
[31, Theorem 1], later updated by Grey [30] to include the converse result: if the limiting distribution of (5)
is β-RV and }A}β ă 1, then B is β-RV.
Contrary to the Kesten–Goldie regime, here neither A nor the recursion itself play much of a role.
The optimization procedure itself is fairly irrelevant: from Breiman’s lemma, the distribution of Wk is
heavy-tailed after only the first iteration, and the tail exponent remains constant, i.e., W8 is heavy-tailed.
Therefore, in the Grincevicˇius–Grey regime, the dynamics of the stochastic optimization are dominated by
extrinsic factors.
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B Numerical examinations of heavy tails
Power laws are notoriously treacherous to investigate empirically [13], especially in higher dimensions [64],
and this plays a significant role in our focus on establishing mathematical theory. Nevertheless, due to the
mystique surrounding heavy tails and our discussion in §4 concerning the impact of various factors on the
tail exponent being predominantly informal, we also recognize the value of empirical confirmation. Here,
we shall conduct a few numerical examinations to complement our main discussion. For further empirical
analyses concerning non-Gaussian fluctuations in stochastic optimization, we refer to [64, 69].
As a quick illustration, in Figure 3, we contrast tail behaviour in the stationary distributions of the
Markov chains induced by optimizers (a) (additive) and (c) (multiplicative) introduced in §5. Three different
step sizes are used, with constant σ “ 10. To exacerbate multimodality in the stationary distribution, we
consider an objective f with derivative f 1pxq “ xp1 ´ 4 cosp2xqq, visualized in the upper part of Figure 3.
Accurately visualizing the stationary distribution, especially its tails, is challenging: to do so, we apply a low
bandwidth kernel density estimate to 109 steps. As expected, multiplicative noise exhibits slowly decaying
heavy tails in contrast to the rapidly decaying Gaussian tails seen with additive light noise. Furthermore, the
heaviness of the tails increases with the step size.
To estimate the power law from empirically obtained data, in the sequel, we shall make use of the
powerlaw Python package [3], which applies a combination of maximum likelihood estimation and
Kolmogorov-Smirnov techniques (see [13]) to fit a Pareto distribution to data. Recall that a Pareto dis-
tribution has density pptq “ βtβmint´β for t ě tmin, where tmin is the scale parameter (that is, where the
power law in the tail begins), and β is the tail exponent in the density. Note that this β is related to our
definition of the tail exponent α by α “ β´ 1. Unbiased estimates of this tail exponent α obtained from the
powerlaw package will be denoted by αˆ.
B.1 The linear case with SGD
Let us reconsider the simple case discussed in §3 and illustrate power laws arising from SGD on ridge
regression. As a particularly simple illustration, first consider the one-dimensional case of (5) with n “ 1,
γ “ 12 , λ “ 0, and standard normal synthetic data. The resulting Markov chain is
Wk`1 “ p1´ 12X2kqWk ´ 12XkYk, (11)
where Xk, Yk
iid„ N p0, 1q. Starting from W0 “ 0, Figure 4 shows a trace plot of 107 iterations of (11).
One can observe the sporadic spikes that are indicative of heavy-tailed fluctuations. Also in Figure 4 is an
approximation of the probability density of magnitudes of the iterations. Both exponential and log-normal
fits are obtained via maximum likelihood estimation and compared with the power law predicted from
Theorem 2 (α « 2.90). Visually, the power law certainly provides the best fit. Using the Python package
powerlaw, a Pareto-distribution was fitted to the iterations. The theoretical tail exponent falls within the
95% confidence interval for the estimated tail exponent: αˆ “ 2.95 ˘ 0.06. However, even for this simple
case where the stationary distribution is known to exhibit a power law and a significant number of samples
are available, a likelihood ratio test was found incapable of refuting a Kolmogorov-Smirnov lognormal fit to
the tail.
As the dimension increases, the upper bound on the power law from Theorem 2 becomes increasingly
less tight. To see this, we conduct least-squares linear regression to the Wine Quality dataset [14] (12
attributes; 4898 instances) using vanilla SGD with step size γ “ 0.3, L2 regularization parameter λ “ 4,
and minibatch size n “ 1. These parameters are so chosen to ensure that the resulting sequence of iterates
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Figure 3: Estimated stationary distributions for optimizers (a) and (c) applied to a non-convex objective f
with derivative f 1pxq “ xp1´ 4 cosp2xqq, over varying step sizes γ.
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Figure 4: (Left) A trace plot of 107 iterations of (11) and (right) a corresponding probability density estimate
of their absolute values, with exponential, log-normal fits, and the power law predicted by Theorem 2.
satisfying (5) is just barely ergodic, and exhibits a profoundly heavy tail. Starting from standard normal
W0, Figure 5 shows a trace plot of 2.5 million iterations, together with an approximation of the probability
density of magnitudes of the iterations. A Pareto-distribution fit obtained using the powerlaw package is
also drawn and can be seen to be an excellent match to the data; the corresponding estimated tail exponent
is αˆ « 0.446˘ 0.008 to 95% confidence. However, applying Theorem 2 to the chain formed from every 12
iterations reveals a much larger upper bound on the tail exponent: α ď 22.
B.2 Factors influencing tail exponents
To help support the claims in §4 concerning the influence of factors on tail exponents, we conducted least-
squares regression to the Wine Quality dataset [14] (12 attributes; 4898 instances) using a two-layer neural
network with four hidden units and ReLU activation function. Our baseline stochastic optimizer is vanilla
SGD with a constant step size of γ “ 0.025, minibatch size n “ 1, and L2 regularization parameter
λ “ 10´4. The effect of changing each of these hyperparameters individually was examined. Three other
factors were also considered: (i) the effect of smoothing input data by adding Gaussian noise with standard
deviation ; (ii) the effect of adding momentum (and increasing this hyperparameter); and (iii) changing the
optimizer between SGD, Adagrad, Adam, and subsampled Newton (SSN).
In each case, we ran the stochastic optimizer for 500n epochs (roughly 2.5 million iterations). Instead
of directly measuring norms of the weights, we prefer to look at norms of the steps Wk`1 ´Wk. There are
two reasons for this: (1) unlike steps, the mode of the stationary distribution of the norms of the weights will
not be close to zero, incurring a significant challenge to the estimation of tail exponents; and (2) if steps at
stationarity are heavy-tailed in the sense of having infinite αth moment, then the stationary distribution of
the norms of the weights will have infinite αth moment also. This is due to the triangle inequality: assuming
tWku8k“1 is ergodic with Wk DÑ W8, }W8}α ě 12 lim supkÑ8 }Wk`1 ´Wk}α. Density estimates for the
steps of each run, varying each factor individually, are displayed in Figure 6. Using the powerlaw package,
tail exponents were estimated in each case, and are presented in Table 3 as 95% confidence intervals. As
expected, both increasing step size and decreasing minibatch size can be seen to decrease tail exponents,
resulting in heavier tails. Unfortunately, the situation is not as clear for the other factors; from Figure 6,
22
Figure 5: (Left) A trace plot of 2, 500, 000 iterations of (5) for the Wine Quality dataset and (right) a
corresponding probability density estimate of their norms, with fitted Pareto distribution.
step size minibatch size L2 regularization data smoothing
γ αˆ n αˆ λ αˆ  αˆ
0.001 4.12 ˘ 0.04 10 5.99 ˘ 0.05 10´4 2.97 ˘ 0.03 0 2.97 ˘ 0.03
0.005 3.70 ˘ 0.02 5 4.98 ˘ 0.07 0.01 3.02 ˘ 0.02 0.1 2.96 ˘ 0.05
0.01 3.71 ˘ 0.04 2 3.62 ˘ 0.03 0.1 2.77 ˘ 0.01 0.5 3.05 ˘ 0.02
0.025 2.97 ˘ 0.03 1 2.97 ˘ 0.03 0.2 2.55 ˘ 0.01 1 2.36 ˘ 0.13
momentum optimizer
η αˆ αˆ
0.5 4.99 ˘ 0.03 Adagrad 3.2 ˘ 0.1
0.25 2.48 ˘ 0.02 Adam 2.119 ˘ 0.005
0.1 2.84 ˘ 0.02 SGD 2.93 ˘ 0.03
0 2.93 ˘ 0.03 SSN 0.79 ˘ 0.04
Table 3: Estimated tail exponents for the distributions of norms of steps in roughly 2.5 million stochastic
optimization iterations, varying only one hyperparameter from a baseline step size γ “ 0.025, minibatch
size n “ 1, L2 regularization parameter λ “ 10´4, no Gaussian perturbations to input data ( “ 0), using
SGD with momentum parameter η “ 0. The Adagrad, Adam, and SSN optimizers are also considered,
using the same baseline hyperparameters (and β1 “ 0.9, β2 “ 0.999 for Adam).
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Figure 6: Density estimates of the distributions of norms of steps in roughly 2.5 million stochastic optimiza-
tion iterations, varying only one hyperparameter from a baseline step size γ “ 0.025, minibatch size n “ 1,
L2 regularization parameter λ “ 10´4, no Gaussian perturbations to input data ( “ 0), using SGD with
momentum parameter η “ 0. The Adagrad, Adam, and SSN optimizers are also considered, using the same
baseline hyperparameters (and β1 “ 0.9, β2 “ 0.999 for Adam). Darker colours indicate smaller estimated
tail exponents and heavier tails (from Table 3).
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Figure 7: (Left) density estimate of norms of steps of vanilla SGD with MobileNetV2 on CIFAR10, and
(right) histogram of steps with exponential and log-normal maximum likelihood fits
we can see that this is possibly due in part to the unique shapes of the distributions, preventing effective
estimates of the scale parameter, upon which the tail exponent (and its confidence intervals) are dependent.
Nevertheless, there are a few comments that we can make. Firstly, the inclusion of momentum does not
seem to prohibit heavy-tailed behaviour, even though the theory breaks down in these cases. On the other
hand, as can be seen in Figure 6, Adam appears to exhibit very light tails compared to other optimizers.
Adagrad exhibits heavy-tailed behaviour despite taking smaller steps on average. SSN shows the strongest
heavy-tailed behaviour among all the stochastic optimizers considered. Increasing L2 regularization does
increase variance of the steps, but does not appear to make a significant difference to the tails in this test case.
Similarly, the effect of adding noise to the data is unclear, although our claim that increasing dispersion of
the data (which the addition of large amounts of noise would certainly do) results in heavier-tailed behaviour,
is supported by the  “ 1 case.
B.3 Non-Gaussian stationary behaviour in MobileNetV2
To illustrate that heavy-tailed phenomena is not limited to small models, we highlight the presence of heavy
tails in MobileNetV2 [68] trained to the CIFAR10 dataset [44] upscaled using bicubic filtering by a factor
of 7. Applying transfer learning, we begin with pretrained weights for ImageNet, replacing the final fully-
connected layer with a 10-class classifier and fine-tune the model, fixing all weights except the final layer.
Norms of the steps Wk`1 ´Wk for three epochs of vanilla SGD with minibatch size n “ 1, L2 regular-
ization parameter λ “ 5 ˆ 10´4, and a step size of γ “ 0.1 (far larger than common choices for training
MobileNetV2, instead chosen to exacerbate heavy tails for the purpose of illustration) were recorded. These
are displayed in Figure 7: on the left side is a density estimate obtained via pseudo-Gaussian smoothing with
large bandwidth; on the right side is the histogram of steps on log-log scale together with the densities of
corresponding exponential and log-normal fits, obtained via maximum likelihood estimation. A maximum
likelihood estimate of the tail exponent α for a power law distributional fit reveals αˆ “ 1.52˘ 0.01 to 95%
confidence. Evidently, steps are not light-tailed: a likelihood ratio test strongly supports rejection of the
light-tailed (exponential) null hypothesis (p ă 10´8). Once again, we are unable to refute the hypothesis
that the data comes from a log-normal distribution.
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C Proofs
Proof of Lemma 2. Observe that X¯k “ n´1 řni“1XikXJik has full support on the space of square d ˆ d
matrices when n ě d, and full support on rank-n dˆ d matrices otherwise. In the former (over)determined
case, both the smallest and largest singular values of X¯k have full support on r0,8q, and hence the stationary
distribution of (5) decays as a power law. The latter underdetermined case is not so straightforward: while
σmaxpAq still has full support on r0,8q, σminpAq ď |1´λ| almost surely. Instead, observe that the Markov
chain that arises from taking d steps is also a random linear recurrence relation with the same stationary
distribution as (5):
Wk`d “ Apdqk Wk `Bpdqk , where Apdqk “ Ak`d ¨ ¨ ¨Ak, Bpdqk “
d´1ÿ
l“0
Ak`d´1 ¨ ¨ ¨Ak`l`1Bk`l.
One may verify that Apdq has full support on the space of all square dˆ d matrices, and hence, (5) will also
exhibit a stationary distribution with heavy tails.
For the general case, our strategy is to prove that, for some α ą 0, E|fpWkq|α diverges as k Ñ 8. If
we assume that W is ergodic with limiting distribution W8, then the f -norm ergodic theorem [59, Theo-
rem 14.0.1] implies that E|fpWkq|α converges if and only if E|fpW8q|α is finite, hence the divergence of
E|fpWkq|α implies |fpW8q| has infinite α-th moment. In particular, here is the proof of Lemma 3.
Proof of Lemma 3. It suffices to show that }fpW8q}β “ `8 for any β ą α, where
α :“ inf
ą0
1
logp1` q
ˇˇˇˇ
log inf
wPS P
ˆ |fpΨpwqq|
|fpwq| ą 1` 
˙ˇˇˇˇ
.
Let  ą 0 be arbitrary. For w P S, let Epwq be the event that |fpΨpwqq| ą p1 ` q|fpwq|. Also, let
p “ infwPS PpEpwqq ą 0 from the hypotheses. Since Ψ is independent of Wk, by laws of conditional
expectation, for any β ą 0,
}fpWk`1q}ββ “ ErEr|fpWk`1q|β |Wkss
ě ErPpEpWkq|WkqEr|fpWk`1q|β |Wk, EpWkqss
ě ErPpEpWkq|Wkqp1` qα|fpWkq|βs
ě pp1` qβ}fpWkq}ββ.
For any β ą α, pp1` qβ ą 1, and hence }fpWkq}β diverges as k Ñ 8. By the f -norm ergodic theorem,
|fpW8q|β cannot be integrable; if it were, then }fpWkq}β would converge to }fpW8q}β ă `8.
The arguments of [2] almost imply Theorem 1, but are incompatible with the conditions thatMΨ is non-
negative, and kΨ can be zero. Instead, more subtle arguments are required; for these, we draw inspiration
from [25, 26].
Proof of Theorem 1. Since the probability measure of Ψ is non-atomic, [1, Theorem 2.1] implies that tWku8k“0
is Harris recurrent. Together with [1, Theorem 3.2], we find that tWku8k“0 is geometrically ergodic. That
W8 satisfies the distributional fixed point equation W8
D“ ΨpW8q is precisely Letac’s principle [25, Theo-
rem 2.1].
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We shall begin by proving (2). Recall that4 log x “ limsÑ0` s´1pxs ´ 1q, and so
lim
sÑ0`
EKsΨ ´ 1
s
“ E logKΨ ă 0.
Therefore, there exists some s ą 0 such that }KΨ}s ă 1. Using Hölder’s inequality, one finds that
}KΨ}β´ ă 1 for any  ą 0. Likewise, since KΨ ă 1 with positive probability, kΨ ă 1 with positive
probability also, and hence, kΨ ą 1 with positive probability. Therefore, there exists r ą 0 such that
}kΨ}r ą 1, and so }kΨ}α` ą 1 for any  ą 0. We now consider similar arguments to the proof of
Lemma 3. Since tWku8k“0 is geometrically ergodic, by the f -norm ergodic theorem, for any γ ą 0, }W8}γ
is finite if and only if }Wk}γ is bounded in k. Letting 0 ă  ă δ, for each k “ 0, 1, . . . ,
}Wk`1}β´ ď }KΨ}β´}Wk}β´ ` }KΨ}β´}w˚} ` }Ψpw˚q}β´.
Note that β ă α, since kΨ ď KΨ almost surely. Therefore, }Ψpw˚q}β´ ă 8, and since }KΨ}β´ ă 1,
}Wk}β´ is bounded and }W8}β´ is finite. By Markov’s inequality, Pp}W8} ą tq ď }W8}β´β´t´β` for
all t ą 0. On the other hand, for each k “ 0, 1, . . . ,
}Wk`1}α` 1
2
 ě }kΨ}α` 1
2
}Wk}α` 1
2
 ´ }kΨ}α` 1
2
}w˚} ´ }Ψpw˚q}α` 1
2
,
and so }W8}α` 1
2
 is necessarily infinite. By Fubini’s theorem,
}W8}α`
1
2

α` 1
2

“ pα` 12q
ż 8
0
tα`
1
2
´1Pp}W8} ą tqdt.
Therefore, we cannot have that lim suptÑ8 tα`Pp}W8} ą tq “ 0, since this would imply
}W8}α`
1
2

α` 1
2

ď pα` 12q
ż 8
0
t´1´
1
2
dt ă `8,
and hence lim suptÑ8 tα`Pp}W8} ą tq ą 0. Repeating these arguments for p in place of β´ and α` 12
implies statement (3).
Turning now to a proof of (1), since we have already shown the upper bound, it remains to show that
Pp}W8} ą tq “ Ωpt´µq for some µ ą 0; by Lemma 6 this implies the claimed lower bound. We shall
achieve this with the aid of Lemmas 7, 8, and 9. First, since PpkΨ ą 1q ą 0 and x ÞÑ PpX ą xq is right-
continuous, there exists  ą 0 such that PpkΨ ą p1` q2q ą 0. In the sequel, we let Cα, denote a constant
dependent only on α, , not necessarily the same on each appearance. Let BΨ “ kΨ}w˚}`MΨ`}Ψpw˚q}.
By Lemma 7,
}Wk`1}α ě p1` q´αp}Wk`1} ` }Ψpw˚q}qα ´ Cα,}Ψpw˚q}α
ě p1` q´α}Wk`1 ´Ψpw˚q}α ´ Cα,}Ψpw˚q}α
ě p1` q´αpkΨ}Wk} ´ kΨ}w˚} ´MΨqα ´ Cα,}Ψpw˚q}α
ě p1` q´2αkαΨ}Wk}α ´ Cα,BαΨ.
For α ą 0 and k “ 0, 1, . . . , let fαk ptq “ Er}Wk}α1}Wk}ďts. Then
fαk`1ptq ě ErkαΨp1` q´2α1t}Wk}ďt{KΨ´}w˚}us ´ Cα,EBαΨ.
4This is readily shown using L’Hôpital’s rule.
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Let c ą 1 be some constant sufficiently large so that PpkΨ ą p1` q2|KΨ ď cq ą 0. We may now choose
α ą 0 such that ErkαΨp1` q´2α|KΨ ď csPpKΨ ď cq “: a ą c. Doing so, we find that
fαk`1pctq ě afkpt´ }w˚}q ´ Cα,EBαΨ, for any t ą 0, k ě 0.
By the f -norm ergodic theorem, fαk ptq Ñ fαptq pointwise as k Ñ 8, where fαptq “ Er}W8}α1}W8}ďts.
Therefore,
fαpctq ě afpt´ }w˚}q ´ Cα,EBαΨ, for any t ą 0.
By Lemma 8, this implies that there exists some 0 ă γ ă α such that lim inftÑ8 t´γfαptq ą 0, which
from Lemma 9, implies that Pp}W8} ě tq “ Ωpt´αpα´γq{γq.
Lemma 6. Suppose that PpX ą xq ě Cx´α for all x ě x0. Then there exists c ą 0 such that PpX ą xq ě
cp1` xq´α for all x ě 0.
Proof. Evidently, PpX ą xq ě Cp1` xq´α for x ě x0. Treating the x ď x0 setting, let
C0 “ inf
xďx0
PpX ą xq
p1` xqα .
Assume C0 “ 0. Since p1 ` xqα is bounded for all x ě 0, there exists a sequence txnu8n“1 P r0, x0s such
that PpX ą xnq Ñ 0. But since txnu8n“1 there exists some subsequence converging to a point x ď x0,
which must satisfy PpX ą xq “ 0, contradicting our hypotheses. Therefore, C0 ‰ 0 and the result is shown
for c “ mintC0, Cu.
Lemma 7. For any α ą 1 and  ą 0, there exists Cα, ą 0 such that for any x, y, z ě 0,
zα ě p1` q´αpy ` zqα ´ Cα,yα
px´ yqα` ě p1` q´αxα ´ Cα,yα.
Proof. The second of these two inequalities follows from the first by taking px ´ yq` “ z. Since the first
inequality is trivially the case when y “ 0, letting ρ “ p1` qα, it suffices to show that
sup
zě0, yą0
py ` zqα ´ ρzα
ρyα
ă 8.
Equivalently, parameterizing z “ Ly where L ě 0, it suffices that supLě0rp1`Lqα ´ ρLαs ă 8, which is
evidently the case since p1` L´1qα ´ ρ ă 0 for sufficiently large L ą 0.
Lemma 8. Let fptq be an unbounded non-decreasing function. If there exists some a ě c ą 1 and b, x, t0 ě
0 such that for t ě t0,
fpctq ě afpt´ xq ´ b, (12)
then lim inftÑ8 t´γfptq ą 0 for any γ ă log alog c .
Proof. First, consider the case x “ 0. Iterating (12), for any n “ 1, 2, . . . , and t ą t0,
fpcntq ě
ˆ
fptq ´ b
a´ 1
˙
an ` b
a´ 1 .
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Let t1 be sufficiently large so that t1 ą t0 and fptq ą ba´1 for all t ą t1. Then for any α ą 0, letting rαs
denote the largest integer less than or equal to α,
fpcαt1q ě
ˆ
fpcα´rαst1q ´ b
a´ 1
˙
arαs ` b
a´ 1 ,
ě
ˆ
fpt1q ´ b
a´ 1
˙
aα´1 ` b
a´ 1 .
In particular, by choosing α “ log t´log t1log c , cαt1 “ t, and so for any t ą t1,
fptq ě a´ log t1log c ´1
ˆ
fpt1q ´ b
a´ 1
˙
t
log a
log c ` b
a´ 1 .
Now, let t2 be sufficiently large so that t2 ě t1 and
a
´ log t1
log c
´1
ˆ
fpt1q ´ b
a´ 1
˙
t
log a
log c
2 ě
b
a´ 1 .
Then for t ě t2 and C “ 2a´
log t1
log c
´1pfpt1q ´ ba´1q, fptq ě Ct
log a
log c , and the result follows. Now, suppose
that x ą 0. Let 0 ă  ă 1 and take t1 “ maxtt0, x{u so that t´ x ě p1´ qt for all t ě t1. Then, for all
t ě t1,
f
ˆ
c
1´  ¨ t
˙
ě afptq ´ b.
If we can show the conclusion for the case where x “ 0, then for γ ă log alog c ,
lim inf
tÑ8 t
´γ¨ log c
log c`| logp1´q| fptq ą 0.
Since  ą 0 was arbitrary, the result follows.
Lemma 9. Let X be a non-negative random variable and α ą 0. If there exists some 0 ă γ ă α such that
lim inf
tÑ8 t
´γErXα1Xďts ą 0,
then there is some C, t0 ą 0 such that for t ě t0,
PpX ě tq ě Ct´αγ pα´γq.
Proof. By taking t to be sufficiently large, there exists c1 ą 0 such that
c1t
γ ď ErXα1Xďts “ α
ż 8
0
ˆż 8
0
1uďtdPXpuq
˙
1vďuvα´1dv
“ α
ż t
0
Ppv ď X ď tqvα´1dv ď α
ż t
0
PpX ě vqvα´1dv.
On the other hand, observe that for any b, t ą 1,
α
ż bt
0
PpX ě vqvα´1dv ď α
ż t
0
vα´1dv ` αPpX ě tq
ż bt
t
vα´1dv
“ tαr1` PpX ě tqpbα ´ 1qs.
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Therefore,
cbγtγ´α ´ 1
bα ´ 1 ď PpX ě tq.
Choosing b “ p2{cqtpα´γq{γ such that cbγtγ´α ´ 1 “ 1, the lemma follows.
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