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A multitude of data is being produced from the increase in instructional technology, elearning resources, and online courses. This data could be used by educators to analyze and
extract useful information which could be beneficial to both instructors and students. Educational
Data Mining (EDM) extracts hidden information from data contained within the educational
domain. In data mining, hybrid method is the combination of various machine learning
techniques. Through this dissertation, the novel use of machine learning hybrid techniques was
explored in EDM using three educational case studies. First, in consideration for the importance
of students’ attention, on and off-task data to analyze the attention behavior of the students were
collected. Two feature selection techniques, Principal Component Analysis and Linear
Discriminant Analysis, were combined to improve the classification accuracies for classifying
the students’ attention patterns. The relationship between attention and learning was also studied
by calculating Pearson’s correlation coefficient and p-value. Our examination was then shifted
towards academic performance as it is important to ensuring a quality education. Two different
2D- Convolutional Neural Network (CNN) models were concatenated and produced a single
model to predict students’ academic performance in terms of pass and fail. Lastly, the

importance of using machine learning in online learning to maintain academic integrity was
considered. In this work, primarily a traditional machine learning algorithms were used to predict
the cheaters in an online examination. 1D CNN architecture was then used to extract the features
from our cheater dataset and the previously used machine learning model was applied on
extracted features to detect the cheaters. Such type of hybrid model outperformed the original
traditional machine learning model and CNN model when used alone in terms of classification
accuracy. The three studies reflect the use of machine learning application in EDM.
Classification accuracy is important in EDM because different educational decisions are made
based on the results of our model. So, to increase the accuracies, a hybrid method was employed.
Thus, through this dissertation it was successfully shown that hybrid models can be used in EDM
to improve the classification accuracies.
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DEFINITIONS
Educational Data Mining (EDM): A field of data mining that explores data generated within
the educational setting.
Supervised machine learning: A subcategory of machine learning in which models are trained
using labels.
Unsupervised machine learning: A subcategory of machine learning that analyzes and clusters
unlabeled datasets.
Principal Component Analysis (PCA): An unsupervised learning algorithm that captures the
direction of maximum variation in the dataset.
Linear Discriminant Analysis (LDA): A supervised learning algorithm that finds the feature
subspace that maximizes the separation between the classes.
K-Nearest Neighbor (KNN): A supervised machine learning algorithm that makes predictions
by calculating the distance between the input samples and the training samples, and then
classifying the input sample based on the shortest distance to the training data (i.e., nearest
neighbor).
Support Vector Machine (SVM): A supervised learning algorithm whose objective is to find
the hyperplane in an N-dimensional space to classify the data points.
Logistic Regression (LR): A supervised machine learning algorithm that is used to estimate
discrete values (Binary values like 0/1, yes/no, true/false) based on given set of independent
variable(s).
viii

Naïve Bayes (NB): A classification technique based on Bayes’ theorem with an assumption of
independence between predictors.
Decision Tree (DT): A type of supervised learning algorithm that builds a tree structure by
dividing the dataset into subsets and works for both categorical and continuous dependent
variables.
Random Forest (RF): An ensemble of decision trees. Each tree provides a classification, and
the classification with the most votes receives the forest's selection.
Artificial Neural Network (ANN): Also known as a Feed-Forward Neural Network, this type of
neural network has multiple perceptrons or neurons at each layer.
Convolutional Neural Network (CNN): A neural network that uses a variation of multilayer
perceptrons and typically has three layers: a convolutional layer, a pooling layer, and a fully
connected layer.
One hot encoding: A process of converting categorical variables to numerical variables.
Epochs: One epoch means when the entire dataset is passed forward and backward through the
model.
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CHAPTER I
INTRODUCTION
1.1

Motivation
The prospects for data mining and learning analytics in the educational space are

growing as a result of instructional technology, e-learning materials, and online courses. A large
amount of data is obtained from this domain that can be analyzed and interpreted so that
educators can understand the learning behavior of students. Data mining tools are being
continually utilized in educational environments in part due to the increase in learning
technology and educational data [1]. Educational Data Mining (EDM) is a field of data mining
that explores data generated within the educational setting. EDM helps to apply data mining
methods to extract hidden information by detecting the patterns in educational data.
Many techniques are used in data mining like classification, regression, clustering, and
feature selection techniques. EDM uses these techniques to create the insight useful for both
students and instructors. Jalota et al. performed classification using five different classifiers to
predict the performance level of students and found that the Multilayer perceptron has the best
performance [2]. Similarly, academic performance of students was predicted using regression
[3], clustering [4], and feature selection techniques [5]. Besides predicting academic
performance, EDM has also been successfully used on student data to predict dropout rates [6-8]
and detect undesirable student’s behavior in the classroom [9-11]. I was motivated to explore
educational data using data mining because of the number of current studies within EDM.
1

1.2

Study Overview
This dissertation reports on three different studies that examined the use of combining

multiple data mining techniques into a single model, referred to as a hybrid model, and applying
the hybrid models to educational datasets. The hybrid model has been successfully used to
improve classification accuracy in other applications [12-14]. Thus, I hypothesized that a hybrid
model would be able to improve classification accuracy for EDM applications.
The first study in this dissertation examined the use of data mining to analyze the
attention behavior of the students in a large lecture classroom. Many prior studies have been
performed to detect the behavior of students in the classroom, but they used a small participant
pool of less than 30 students [9-11]. In the first study, I examined students’ attention behaviors
(on-task and off-task) in a large lecture class. Attention was determined by monitoring the active
window on students’ computers with around two hundred students participating in the study. I
proposed a novel hybrid method in EDM to improve the classification accuracy. It used two
feature extraction techniques known as Principal Component Analysis (PCA) and Linear
Discriminant Analysis (LDA). The output features from the PCA technique becomes the input
features to the LDA techniques. The obtained features from the hybrid method were then
classified using Linear and Kernel SVM.
The second study in this dissertation focused on the application of academic performance
of students. Several studies have been completed to predict the students’ academic performance,
ranging from the traditional methods to deep learning methods. Some examples are detailed in
[15-17]. In my work, I used the Open University Learning Analytics (OULAD) dataset with
32,593 students’ data. Since this dataset is very large, I used a 2D-Convolutional Neural
Network (CNN) architecture for this study. The data is 1-D numerical data; thus, the data were
2

converted to a 2D matrix so that 2D-CNN could be used. I used two different CNN architectures
to form a hybrid CNN. To optimize the hybrid CNN model, I used different epoch numbers for
running the algorithm and different optimizers. The accuracy of the hybrid CNN was compared
with traditional data mining techniques such as K-Nearest Neighbor (KNN), Decision Tree (DT),
Logistic Regression (LR), Naïve Bayes (NB), and Artificial Neural Network (ANN).
The third study in this dissertation explored methods to detect students who are cheating
on exams. The dataset includes the information of seventy-four students during the fall 2020
semester. The information is related to students’ interactions with online exam’s questions such
as the time when the exam is started, time taken to move from one question to another, time
taken to solve questions, and so on. The data was labeled with two labels, cheaters and noncheaters. I built the model to analyze and predict, with high accuracy, whether the students were
cheaters or not in an online examination. To test such a prediction, I built a hybrid 1D CNN
model called as HCD model, which obtained a high accuracy and outperformed all the baseline
models such as KNN, LR, random forest (RF), and linear SVM.
1.3

Importance of study
While it is important to improve classification accuracies in general, my work has

additional importance because it is in the EDM application area. I examined three critical and
related areas of learning behaviors: attention in the classroom, learning and academic
performance in classes, and cheating to improve academic performance. First, in my review of
literature in Chapter 2, I discuss several different studies that have used EDM for applications
related to this dissertation, including predicting academic performance [15-17], dropout
prediction [6-8] and detecting undesirable students’ behavior in the classroom [18-21]. However,
these studies using EDM to detect undesirable students’ behavior were exclusively carried out in
3

small classrooms. I attempted to use EDM for a large classroom to detect the attention behavior
of students. This study helps to understand the attention pattern of students on the large
classroom and is believed that it encourages other researcher to further study on the student’s
attention pattern data specifically from a large classroom. Additionally, my first study also tries
to find the relationship between the student’s attention pattern and their learning, and my second
study examines academic performance across multiple courses. Academic grades are important
to students as they open doors to many opportunities in the future, such as getting into good
colleges, getting jobs, and improving their living standards. Researchers from the University of
Miami found that the grade point average (GPA) brought by students in their high school will not
only determine what type of college they will get in or whether they will complete their college
degree but also determine how much they will earn later in their life [22]. So, it is important to
predict the academic performance of the students beforehand using the available information. By
using a novel approach of hybrid CNN architecture to determine the academic performance of
students, I provide a path to other researchers who want to research on educational data using
deep learning. Finally, my third study examined cheating. Since academic performance is
important, some students even break the code of conduct to achieve the higher academic grades.
Through their study Miller et al. found that some students engage in academic dishonesty due to
the pressure of high grades [23]. Students are more prone to cheating in an online examination
than in a traditional classroom examination. An instructor can watch each student when they are
taking a test or quiz in the traditional classroom and can determine whether the students are
looking at their own paper or not, i.e., whether they are cheating or not, but such type of physical
presence is not possible during an online examination [24]. Universities care about the students
who cheat during the online classes, and they invest in technology to improve the student’s
4

outcome [24]. Therefore, there is a need to research how to identify students who cheats,
specifically in online examinations. By using EDM techniques to identify cheaters in an online
examination, my hope is that the technique will help maintain academic honesty within the
course. All three studies in this dissertation are related using machine learning in EDM and by
the application areas of understanding student behaviors that are critical to academic and career
success. This research encourages educational researchers to employ data mining on educational
domain.
The importance of this research is further highlighted by the following research
contributions:
1. A novel hybrid feature extraction technique model in the EDM field.
2. A single hybrid 2D-CNN model in the EDM field by combining two different CNN
models.
3. A single hybrid model named as HCD model in the EDM field by combining two 1DCNN model and a traditional machine learning model.
1.4

Research Questions
The following research questions were answered through this dissertation:
RQ 1. Does feature extraction technique improve the classification accuracy for active

window/attention behavior of students?
RQ 2. Does hybrid model improve the classification accuracy for active
window/attention behavior of students?
RQ 3. How strong are the classified students’ attention patterns (based on active window
data) related to progress exam scores?

5

RQ 4. Can hybrid 2D-CNN architecture be applied to the numerical 1D educational
domain data to predict students’ academic performance?
RQ 5. How accurately can cheaters be predicted in an online examination when
combining two traditional and deep learning approaches?
1.5

Dissertation Outline
This dissertation proposal consists of six chapters. Chapter 1 describes the motivation of

the research. It briefly introduces all the studies, along with the importance of the study and the
research questions. Chapter 2 discusses several different studies that have used EDM for
applications related to this dissertation. Chapter 3 provides a detailed explanation of the first
study related to attention behavior of students in a large classroom. It consists of the background
information related to that study along with the results, discussions, and conclusions for the first
study. Chapter 4 provides a detailed explanation of the second study related to a prediction of
students’ academic performance. It consists of the background information related to that study
along with results, discussions, and conclusions for the second study. Chapter 5 provides a
detailed explanation of the third study related to determining cheaters in an online examination.
It consists of the background information related to that study along with results, discussions,
and conclusions for the third study. Chapter 6 summarizes the findings and suggests future
avenues of research that build on the foundational work of this dissertation.

6

CHAPTER II
LITERATURE REVIEW
There is a vast range of EDM-related work accessible, including numerous approaches
and tools focused at reaching discovery goals. Due to the vast amount of educational data that
has become available in the last two decades combined with unique qualities of education data,
data mining specific to education has emerged as a research field. The field is focused on the
development and application of data mining technologies for detecting patterns in large
educational data sets and for gaining a better understanding of students and their learning
environments to improve instructional design. The application of traditional data mining
techniques is not usually straight-forward for many reasons, including the fact that education
data sets, while considered large in the education domain, are considered small in the data
mining domain. Additionally, many education data sets collected in classrooms that serve as
real-world laboratories. In these spaces, researchers have limited control over extraneous
variables. Thus, education data often has missing data points and other “noise” or uncertainty
which also limits the direct application of traditional data mining techniques.
This dissertation examines the accuracy of hybrid classification techniques in comparison
to traditional EDM for popular EDM application areas. The field of EDM has employed a variety
of approaches that were originally established for the broader data mining and analytics field and
adjusted to the nature of educational data. Classification, regression, and latent factor estimation
methods are among the most commonly used EDM prediction methods. This work is primarily
7

concentrated on classification approaches. Notably, while approaches that combine two or more
machine learning techniques, or “hybrid methods”, have been used in the broader data mining
field with success, very few studies have explored hybrid methods in the EDM domain. EDM
has been used in a variety of application areas, including predicting academic performance [1517], dropout prediction [6-8], and detecting undesired classroom conduct [18-21]. The
application areas of academic performance (predicting students' attention behaviors and
academic performance) and detecting undesirable conduct (cheaters in an online examination)
was concentrated. This chapter provides an overview of studies on the use of hybrid methods for
data mining and the use of machine learning for EDM. The chapter ends with a summary of the
state-of-the-art in EDM related to classification for academic performance and behavior
detection.
2.1

Hybrid machine learning techniques
Hybrid approaches have been used in many studies. Since the hybrid methods may

improve the quality of the model, they have been found in numerous real word applications
ranging from image processing, where the relevant changes between different temporal images
are detected with better accuracy by using the combination of CNN and SVM classifier [25];
time-series prediction, to predict the number of covid-19 cases using the hybrid method of
machine learning and adaptive neuro-fuzzy inference system [26]; natural language processing
for unstructured text classification, where combinations of K-means algorithm and a deep neural
network is used to classify the unstructured text [27]; building energy prediction, where long
short term memory (LSTM) and domain adversarial neural network (DANN) are used
combinedly for the building energy prediction without decreasing the prediction accuracy [28];
intrusion detection in a network by using the hybrid combination of convolutional neural
8

network and recurrent neural network and obtain the detection rate up to 97.75% [29]. Refs. [30,
31, 32] used a combination of Principal Component Analysis and Linear Discriminant Analysis
and compared the effectiveness to results produced by utilizing a single data mining technique.
Yang et al. combined two feature selection techniques, kernel PCA and LDA, and evaluated the
effectiveness of the combination using the CENPARMI handwritten numerical database [30].
Bidirectional PCA plus LDA was employed by Zuo et al., with LDA performed in the
bidirectional PCA subspace [31]. To verify such combinations, Ref. [31] employed facial
recognition technology and the ORL database. Deng et al. employed PCA plus LDA approaches
to choose the Gabor feature for facial emotion identification in their study [32]. Only a few
studies have used the hybrid approach when it comes to EDM. Ref. [33] introduced a novel
hybrid convolutional neural network (CNN) architecture for analyzing students' emotive states in
the classroom, and they achieved accuracy of 86 percent and 70 percent, respectively, for posed
and spontaneous affective states of classroom data. Ref. [34] used a hybrid strategy of
unsupervised and supervised learning to detect students' learning styles and came up with a good
outcome. Shreem et al. utilized a hybrid strategy that combined feature selection techniques with
a variety of machine learning algorithms, including 1D-CNN, KNN, SVM, NB, and ANN to
predict student performance, where 1D-CNN obtained an accuracy of 91% [35]. Bashir et al.
employed a hybrid deep neural network to calculate student academic performance [36]. Ref.
[36] combined bidirectional LSTM (BLSTM) with an attention layer that emphasizes important
features from the contextual information received by the BLSTM layer and achieved the
prediction accuracy of 90.16%. Since hybrid methods have resulted in higher classification
accuracies both inside and outside the education domain, it is important to continue to investigate
how these methods can be used to solve education research problems.
9

2.2

Student’s attention behavior in the classroom
Different psychological markers, such as eye-tracking signals, heart rate signals, or

signals from electrodermal activities are used in identifying cognitive processes in psychology
[37] and they have been used in EDM research to detect students' attention levels [38, 39]. Deng
et al. created a machine-learning model for eye state classification to assess students' visual
attentiveness [38]. The model, which was based on the Gabor feature, had a 93.1 percent
accuracy. Adem et al. used 21 freshmen in the classroom at Usak University to measure their
attention levels and used NeuroSky's Mindset EEG devices to do so [39]. Thomas et al. used
student’s facial expression, head pose, and eye gaze to distinguish the attention level of students
in the classroom [40]. Ref. [40] used models such as SVM and LR where SVM with radial basis
function performed the best with an accuracy of 90%. Zaletji et al. used 2D and 3D data obtained
by the Kinect One sensor that includes facial and body properties of undergraduate engineering
students in a small classroom to determine the attention level of students by using machinelearning algorithms such as decision trees and KNN [41]. Literature review showed that high
tech devices are used to collect the data of students from the classroom. It is not feasible to use
such devices in a standard classroom setting because teachers should have the knowledge to use
such devices, and students may not be comfortable using such devices. The literature also
showed that the studies performed to detect the students’ behavior in a small classroom used
small participant pool (less than 30 students) [39-46]. So, in our study [chapter 3], the active
window data collection method [47] was used to produce the realistic of data that would be
captured from actual large classrooms. There is a need to develop EDM approaches to analyze
those realistic datasets. Zhang et al. proposed an attention inference engine by using a rule-based
approach or data-driven approach and used machine-learning algorithms such as J48 DT, RF,
10

and SVM for the classification purpose [48]. J48 DT obtained the highest accuracy of around
82%. Seven different traditional machine-learning algorithms were used to predict the timevarying attention levels of students and obtained the moderate accuracy of 75.3%. Poudyal et al.
used Haar wavelets, PCA, and LDA separately as the feature selection techniques with SVM,
Decision Tree, and KNN classifiers to classify the students’ attention patterns [49].
The literature showed that the developed EDM approaches [40, 41, 48, 49] lacks the use
of hybrid approaches that would improve the classification accuracies. So, there is a need to
conduct the study in a large classroom and develop the hybrid EDM approach to analyze
attention behaviors of students in such classroom.
2.3

Academic performance of students
Students' academic performance has been accurately predicted using EDM. The most

prevalent machine learning algorithms used in EDM are DT and Random Forest (RF). Refs.
[50-57] utilized DT to predict student academic performance, while refs. [53, 56, 58-60] used
RF. In refs. [61-63], support vector machines (SVMs) were used to detect the student success
rate by considering demographics and social factors. Deep learning in EDM is a new field of
study that has been utilized to assess students' academic performance. In 2017, ref. [64] used
long short-term memory (LSTM) to determine the academic performance of students and used
RF as the baseline model to compare the performance of the model where LSTM outperformed
RF model. In 2017, ref. [65] used multiple regression, and in 2015, ref. [66] used SVM and LR
to compare the performance of the proposed model. In both studies [65, 66], LSTM
outperformed other models. In 2019, Vijayalakshmi et al. trained and tested their network using
the Kaggle dataset [67] and used a variety of algorithms in their study, including DT (C5.0), NB,
RF, SVM, KNN, and a deep neural network. The deep neural network had the best performance,
11

with an accuracy of 84% [67]. Also in 2019, Sultana et al. employed a dataset from the D2L
learning management system, which included 1100 students with 11 different characteristics
[68]. In terms of accuracy and precision, the MLP, DT, and RF generated higher results [68].
KNN and SVM exhibited less accuracy in Ref. [68], which could be due to a lack of
preprocessing techniques, such as feature selection. In 2021, Ref. [69] used techniques such as
DT, RF, extreme gradient boosting, and MLP to predict the academic performance of students.
MLP performed the best, with the highest accuracy of 78.2%. In 2019, Ref. [70] used NB, KNN,
LDA, SVM, and MLP and obtained the highest accuracy of 76.3% with SVM. In 2021, Ref. [71]
used CNN and LSTM and obtained an accuracy of 61% for predicting academic performance. In
2019, ref. [72] used DT and obtained an accuracy of 83.14%. In 2018, Ref. [73] used NB and
DT, and NB obtained the highest accuracy of 63.8%.
Convolutional neural networks (CNNs) have been used to predict student academic
achievement in some studies [74-78]. A 1D CNN was utilized by Akour et al. to forecast whether
students would be able to complete their degree [74]. Different numbers of CNN layers and
epochs were utilized to compare performance. The best results were obtained with 200 epochs
when two or three layers were used. The results were compared to typical machine learning
methods, and CNN outperformed all other methods. Shreem et al. used a variety of machine
learning algorithms, including 1D CNN, KNN, SVM, NB, ANN, and a hybrid approach to
predict student performance [75]. Shreem et al. utilized a hybrid strategy that combined feature
selection techniques with these algorithms [75]. Bashir et al. employed a hybrid deep neural
network to calculate student academic performance by combining bidirectional LSTM (BLSTM)
with an attention layer that emphasizes important features from the contextual information
received by the BLSTM layer [76]. Chau et al. employed a two-dimensional CNN to classify
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temporal education data and predict student labels with three different class labels: graduation,
study stop, and studying [77]. Chau et al. employed transformation to build a matrix of features
from temporal data, which was then fed into the picture’s color channel to convert the 1D data to
a 2D image; employed a single 2D CNN architecture for classification; and compared the results
to typical machine learning models [77]. The 2D CNN improved classification accuracy over
traditional models. Song et al. used CNN and LSTM to predict academic performance and
obtained an accuracy of 61% [78].
The literature review shows that there is no EDM process which combines different CNN
models to use the hybrid 2D CNN models in a 2D image obtained by converting numerical 1D
data. So, although the research area of student academic performance prediction is more mature
than other areas of EDM, there is room to develop and test new approaches in order to improve
prediction accuracies.
2.4

Predicting cheaters in an online examination
EDM approaches have been employed by several academics to detect cheaters in an

online exam [79-84]. To identify cheaters in online exams, Hernandez et al. employed a five-step
process with Weka software as a data mining tool [79]. Hernandez et al. focused on the student’s
behavior under the online assessment environment, proposed model to detect and prevent cheats
in online assessments [79]. Kamalov et al. suggested a method for detecting cheating in an online
examination by treating the problem as an outline detection problem [80]. Recurrent neural
network along with the anomaly detection algorithm was used by ref. [80] which achieved a high
accuracy to detect the cheating on the final examination. Cavalcanti et al. employed text mining
to detect cheaters in college exams using two supervised decision tree classification method [81].
The students are determined as cheaters by comparing the similarity of documents of different
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students. When two students had high frequency of similarity words in their answers, they can be
considered as cheaters. Text mining is used to produce the documents to use in the study and two
types of decision trees, one which is based on the cosine similarity and the next based on overlap
coefficient are used for the classification to classify students cheating level [81].
Using statistical approaches, similarity metrics, and clustering algorithms, Duhaim et al.
suggested a recommendation system to identify cheating during the online exam [82]. Eigenface
algorithms were utilized by Geetha et al. and Kavish et al. to detect students' faces and monitor
their activity during online tests (83, 84). Using an SVM-based face recognition system, Geetha
et al. were able to detect the faces of students with an accuracy of 61% [83]. Using a Haar
Cascade based face recognition system, Kavish et al. were able to recognize the student's face
with a 93 percent accuracy [84]. The camera tracks the student’s face throughout the exam and
can be used to observe the student’s behavior and stop any malicious practices [84].
The literature review shows that, although some work has been done using EDM
approach to maintain academic integrity, all the EDM approaches are used standalone [79-84].
Hybrid techniques using EDM approaches have not been used to detect cheaters in an online
examination that could improve the classification accuracies on classifying students as cheaters
and non-cheaters. In our study (chapter 5), hybrid approach that combines CNN techniques with
the traditional machine learning approach was used to improve the classification accuracy that
classifies the cheaters in an online examination.
2.5

Research gap
One research gap found by the literature study is that relatively little research has been

done on using hybrid machine learning approaches in EDM. Outside of EDM, hybrid strategies
have been employed, and it is being wanted to determine if they work in EDM for forecasting
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student academic performance. Another research gap discovered was that none of the articles
examined mentioned hybrid approaches for combining CNN models to investigate the effects on
model performance. Another study gap is that few studies on academic integrity have been
conducted, and no literature has been found employing hybrid methods to detect cheaters in an
online examination. Three distinct models employing hybrid machine learning techniques were
proposed to accomplish tasks such as predicting students' attention behaviors, academic
achievement, and cheaters in an online examination to bridge all these research gaps.
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CHAPTER III
HYBRID FEATURE EXTRACTION METHOD TO CATEGORIZE STUDENT ATTENTION
PATTERN AND ITS RELATIONSHIP WITH LEARNING
The increase of instructional technology, e-learning resources, and online courses has
created opportunities of data mining and learning analytics in the pedagogical domain. A large
amount of data is obtained from this domain that can be analyzed and interpreted so that
educators can understand students’ attention. In a classroom where students have their computer
in front of them, it is important for instructors to understand whether students are paying
attention. To analyze the attention behavior of the students, on and off-task data was collected.
EDM extracts hidden information from educational records, and student attention patterns are
used to classify them. In data mining, a hybrid method is used to combine various techniques like
classifications, regression, or feature extraction techniques. In our work, two feature extraction
techniques: Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) was
combined. Extracted features are used by Linear and Kernel Support Vector Machine (SVM) to
classify attention patterns. Classification results of our hybrid model are compared with the
traditional methods, Linear and Kernel SVM. Our hybrid model achieved the best results in
terms of accuracy, precision, recall, F1, and kappa. Also, attention was correlated with the
learning. In our work, the learning corresponds to tests and final course grade. Pearson’s
correlation coefficient and p-value was used for determining the correlation between the grades
and attention patterns.
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3.1

Introduction
Today’s classrooms are rich with opportunities to examine learning behaviors and

generate data-driven improvements to educational systems by using data mining. This
opportunity exists, in part, due to the incorporation of laptops, tablets, mobile devices, and
virtual reality (VR) systems into classrooms, which allow students to experience the outside
world without leaving the classroom. This is one of the fastest growing trends in education [8588], and these devices provide numerous opportunities for data collection. Thanks to
technological growth in education, a large amount of educational data is produced [89]. The area
of data mining that explores data generated within the educational setting is called EDM.
Datasets include information about student academic records and the patterns of student
interaction with classroom technology [90]. EDM has been used on student record data to predict
academic performance [2-5] and dropout prediction [6-8]. EDM has also been used to detect
undesirable students’ behavior in the classroom. By using computer vision techniques and
machine-learning algorithms [40], Thomas et al. analyzed the engagement or attention level of
only ten students in the classroom from their facial expressions, eye gaze, and head pose. Zaletelj
et al. used only 22 undergraduate engineering students in a small classroom to determine the
attention of students by using machine-learning algorithms such as decision trees and K-Nearest
Neighbor [41]. A few other studies were performed to detect the students’ behavior in a small
classroom, but they similarly used a small participant pool (less than 30 students) [42-46]. In this
study, the use of data mining are examined to detect students’ behavior in a large classroom.
One example in which data-mining techniques may provide especially useful insights is
the examination of learning behaviors within large lecture-based courses. Typically, these
courses are held in large auditoriums where classroom management is challenging. In smaller
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classes, it is easier for the instructor to observe individual students, and any students who are
performing off-task can be warned by the instructor [91]. However, in large classes, it becomes
difficult for instructors to keep track of individual students [45]. Technology exacerbates
classroom management difficulties in large lectures, as technology often pulls students off-task.
For example, although students bring laptops to the classroom for academic tasks such as taking
notes [92], they also use laptops for non-academic tasks like browsing the internet [93], playing
games [94], and checking email [95]. They switch back and forth between academic and
nonacademic tasks [96], and such multitasking hinders learning in the classroom environment. A
2020 study showed that students who use laptops in the classroom engage in more multitasking,
which causes negative effects on their ability to remember the course contents [97]. Furthermore,
multitasking on a laptop can distract nearby students who are in direct view of the laptop [96]. It
is critical to understand the student’s behavior in large lectures because multitasking negatively
affects GPA, efficiency, self-regulation, recall, test performance, and reading comprehension
[98]. Data-mining techniques may provide useful insights for examining attention behaviors in
large lecture-based courses where the students have laptops open in front of them.
Furthermore, it is important to improve the performance of the data-mining model so
decisions are made by using the most accurate results possible. Khokhoni et al. used the datamining model to predict the academic status of the learners in advance, which helped to identify
the weak learners and take necessary actions [99]. The J48 algorithm obtained the highest
accuracy of 99.13%, which means the model by Khokhoni et al. identifies 99.13% of weak
learners [99]. Different techniques in EDM, like classifications, regressions, clustering, and
feature selections, can be combined to improve the performance of the model. Such a type of
combined model is called a hybrid model.
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In this study, methods to increase the accuracy of EDM were examined to analyze
attention in large lectures. The dataset used in this study was captured during another study that
examined the relationship between attention and the active window on a student’s computer [47,
100]. By monitoring the active window on the student’s laptop in large lecture classes (>200
seats) where students were using specific course software as part of the lecture, researchers
electronically collected the students’ on-task and off-task activities. The original research team
completed observations they compared to the electronic active window data to validate active
window as a proxy for attention. Their analysis produced error rates of 4.28% and 6.89%, which
was dependent on the instructor’s policies for using course software. During the validation
analysis, the authors noted that discernably different attention patterns existed. Additional details
about data collection, validation, and analysis for the original study are available in [47]. In our
prior work, the original study’s conclusion was investigated that students had discernably
different attention patterns by applying a Haar wavelet classification with a support vector
machine (SVM) [32]. In this current work [101], methods to improve the model performance
were explored. To obtain better classification accuracy, a hybrid model that combined two
different feature extraction techniques were created. PCA and linear discriminant analysis (LDA)
was used for the feature extraction. SVM was used to classify the students’ attention behaviors
into different categories based on their attention patterns in the classroom. Specifically, this
chapter answers the following questions:
RQ 1. Does feature extraction technique improve the classification accuracy for active
window/attention behavior of students?
RQ 2. Does the hybrid model improve the classification accuracy for active
window/attention behavior of students?
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RQ 3. How strong are the classified students’ attention patterns (based on active window
data) related to their progress exam scores?
The objectives or motivation of this chapter are first to characterize students’ attention
behavior in binary form (0 and 1). Second, to classify the student’s attention behavior and
improve the performance of the classification model by using feature extraction techniques.
Third, to build a hybrid model that further improves the classification accuracy for classifying
the binary attention behavior of the students. Fourth, to find the correlation between the attention
patterns and the learning based on progress exam scores.
The main aim of this chapter is to characterize the student’s attention pattern in binary
form and to use the combination of two feature extraction techniques, PCA and LDA, in the
EDM field to improve the performance of the classification model in terms of accuracy. To
fulfill this, a novel hybrid feature extraction model in the EDM field is proposed in this chapter.
The main contributions to this chapter are:
•

To characterize the students’ attention behavior in the classroom in binary form (0 and 1)
and

•

To combine two different feature extraction techniques to produce a single hybrid feature
extraction technique model in the EDM field.
The remaining section of this chapter follows as: Section 3.2 is a literature review where

the ongoing work have been discussed on attention and EDM, its limitations, and our work have
been introduced. Section 3.3 is the method section, where our dataset, performance metrics, and
use of machine-learning techniques in our work have been explained. Section 3.4 includes the
result of our study. The fifth and sixth sections are the discussion and conclusion, respectively.
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Section 3.5 answers our research questions, and Section 3.6 concludes our study with future
work suggestions.
3.2

Literature Review
Machine-learning techniques are frequently used for classification and prediction in a

wide range of fields. The use of machine learning to assess students’ behavior in the classroom is
a contentious issue in EDM. Different assessments have been carried out to assess the students’
behavior in the classroom. In psychology, cognitive processes are identified by psychological
signals such as eye-tracking signals, heart rate signals, or signals from electro-dermal activities
[37]. These are used in educational data-mining research to measure the attention of the students
in a classroom. Deng et al. developed a machine-learning model that is used for eye state
classification for the students’ visual attention assessment [38]. The model, which was based on
the Gabor feature, obtained an accuracy of 93.1%. Adem et al. used 21 freshmen in the
classroom at Usak University to detect the students’ attention levels and used NeuroSky’s
Mindset EEG devices to detect the attention levels of the students in the classroom [39]. By
using the Pearson’s correlation coefficient, the results showed a positive, moderate correlation
between the students’ attention during class and the rate of participation in the classroom.
However, using these types of high-tech devices is not feasible in a standard classroom setting
because teachers should have the knowledge to use such devices, and students may not be
comfortable using such devices. So, software has been used in our work that uses the active
window to record the attention pattern of the students in binary form, i.e., zero for off-task and
one for on-task.
Research has been done to correlate students’ attention with their learning. Ref. [102]
used an internet proxy server to monitor student internet use during the lecture class and
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estimates that time off-task negatively correlates to learning. Spyware was used by [103] to
monitor all computer use and, in this case, the time off-task negatively correlated with the final
course grades. For the correlation between learning and attention, most of the work used a single
lecture performance metric to measure the learning, like a post-lecture quiz, rather than using the
entire course performance metric to measure the learning, like a final exam grade. In our work,
the effects of the students’ attention patterns are studied on their subsequent test grades and final
grades by using the Pearson’s correlation coefficient (r) and the p-value.
Different feature selection and extraction techniques have been used to select the
important features from the dataset. Punlumjeak et al. applied the feature selection techniques in
the preprocessing stage to find out the relevant features by using four different techniques:
genetic algorithms, support vector machine, information gain, and minimum redundancy and
maximum relevance [104]. The comparison of these techniques was performed, and it was
discovered that the minimum redundancy and maximum relevance feature selection techniques
achieved the best result, with an accuracy of 91.2% [104].
Different researchers have used the hybrid model in EDM to improve the classification
models. Francis et al. combined clustering and classification algorithms to evaluate students’
performance in academia and found that such a hybrid model yields the best results in terms of
accuracy [105]. Another study by Rawat et al. also shows that a hybrid model of classification
has better performance for predicting student-related data [106]. A 2019 study used a
combination of wrapper feature selection techniques and different machine-learning algorithms
such as K-Nearest Neighbor, Convolutional Neural Network, Naïve Bayes, and Decision Tree.
The result showed that the hybrid method improved the performance of the classifiers by 2–
3%[107]. Amrieh et al. used Artificial Neural Networks, Naïve Bayes, and Decision Tree
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approaches to classify the students’ academic performance by using behavioral features and tried
to improve the performance by using the ensemble method, which achieved up to a 25.8%
improvement [108]. Xiao et al. used the hybrid feature selection method RnkHEU that integrates
ranking-based forward and heuristic search for predicting the academic performance of students
[109]. Different classifiers such as NB, C4.5, MLP, and KNN were used as classifiers and the
RnkHEU method improved the classification accuracy by 10% with the highest accuracy being
71.19%.
In EDM, most research is done to predict students’ academic performance [2-4] and
dropout prediction [5-7]. Very few works have been done to predict the attention level of
students in the classroom [40-43]. Thomas et al. used student’s facial expression, head pose, and
eye gaze to distinguish the attention level of students [40]. Ref. [40] used models such as SVM
and LR where SVM with radial basis function performed the best with an accuracy of 90%.
Zhang et al. proposed an attention inference engine by using a rule-based approach or datadriven approach and used machine-learning algorithms such as J48 DT, RF, and SVM for the
classification purpose [48]. J48 DT obtained the highest accuracy of around 82%. Zaletji et al.
used 2D and 3D data obtained by the Kinect One sensor that includes facial and body properties
of students [41]. Seven different traditional machine-learning algorithms were used to predict the
time-varying attention levels of students, and obtained the moderate accuracy of 75.3%. Poudyal
et al. used Haar wavelets, PCA, and LDA separately as the feature selection techniques with
SVM, Decision Tree, and KNN classifiers to classify the students’ attention patterns [49].
Different learning methods have been proposed for the learning of nonnegative data [110,
111]. These methods are suitable for large datasets. In our study, the hybrid combination of two
feature extraction techniques is used. Because our dataset is small, simple PCA and LDA feature
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extraction techniques is used. A combination of PCA and LDA has been used before outside of
the EDM field. Yang et al. used two feature selection techniques, kernel PCA and LDA, in a
combination, and used the handwritten numerical database called CENPARMI to verify the
effectiveness of such a combination [30]. Zuo et al. used bidirectional PCA plus LDA in which
LDA is performed in the bidirectional PCA subspace [31]. Ref. [31] used facial recognition
technology and the ORL database to verify such combinations. In their research, Deng et al. used
PCA plus LDA techniques to select the Gabor feature for facial expression recognition [32].
From different literature, it is known that combinations of LDA and PCA techniques are lacking
in the EDM field.
Classifiers are used to classify the extracted features from our hybrid model. Different
classifiers have been used in machine learning that yields high classification accuracies. Peng et
al. introduced a discriminative ridge regression approach to classification which is applicable for
high-dimensional data [112]. But our dataset is small which will be explained in the Method
section. Consequently, the classifier is chose that will perform best for the small dataset. SVM
has shown that it works with high classification accuracies for a small dataset [113,114]. As a
result, in our study SVM is used as a classifier.
In our study, two feature extraction techniques have been used in a hybrid form to
improve the classification performance of SVM, which is measured in terms of accuracy,
precision, recall, and Kappa value. The combination of only two filters are used. The students’
data were captured electronically. The electronic monitoring was supplemented by in-person
observations of student behavior that quantified the method’s mean percent error at 4.28% and
estimated a standard error of 0.82.
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3.3

Method
In this study, the students’ attention dataset was used to see the effect of the hybrid

feature extraction methods on the classification model. Figure 3.1 shows the proposed hybrid
feature extraction model architecture.

Figure 3.1

Proposed hybrid feature extraction model

Figure 3.1 shows our proposed model. It shows that the dataset used in our study has two
types of features, which are reduced by using our hybrid feature extraction technique in EDM.
The hybrid technique is the PCA feature extraction technique followed by the LDA technique.
The reduced features are then classified by using the SVM classifiers. The last module of our
model is the performance comparison module wherein the performance of our hybrid feature
extraction technique was compared with single feature extraction technique and the classifiers
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without using any feature extraction technique. The further detailed explanation of our hybrid
model is given in below Section 3.3.1.
3.3.1

Experimental Setup
The data was captured electronically from a large lecture classroom in a first-year

engineering lecture class. The research was done with the first-semester engineering students.
There was a total of 256 enrolled students, among whom 203 students consented to participate.
The course was divided into a lecture session and a laboratory lesson. The lecture was fifty
minutes long, and they met once a week in the early morning at eight o′clock. The laboratory
session was 110-min long, and the students met once a week in a group of thirty. Our dataset
includes only the data from a lecture session. The total lecture class was eight weeks throughout
the semester. The demographics of students were typical for first-year engineering courses in the
United States (i.e., predominately male, eighteen years of age). Data was collected with the
Institutional Review Board (IRB) approval. Course software known as DyKnow was provided to
the students, and they were informed to bring their laptops to the classroom and log into the
software. There was a network connection between the students’ and the instructor’s computers
to share the lecture content with the students. The network link was used to determine if the
students were active on the required software on their laptops (on-task) or were using their
laptops for non-academic activities (off-task). The students were recorded as on-task or off-task
based on their active windows, as shown in Figure 3.2.
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(a)
Figure 3.2

(b)

(c)

Examples of an active window. (a) Focus on DyKnow (on-task). (b) Focus on
Firefox (off-task). (c) Focus on Word (off-task).

Figure 3.2 shows an example when the active window is considered on-task and off-task.
The focus is on the course software in Figure 3.2(a), so it is considered on-task, but the focus is
away from the course content in Figure 3.2(b) and Figure 3.2(c) so they are considered off-task.
The data was collected in the form of screenshots at an interval of every 20 s at each lecture class
throughout the semester. The screenshots consist of each student’s information whether they are
performing on-task or off-task. The obtained screenshots were processed by using a custom
MATLAB script to obtain the students’ attention patterns in the form of one (on-task) and zero
(off-task) as shown in Figure 3.3.
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Figure 3.3

Processing of the screenshots

The detailed description of the data is explained in [31] and provides a discussion of
method validation, limitations, and error rates. The methods involved capturing student data via a
backend monitoring system to reduce student awareness of monitoring and reduce false behavior
changes during data collection periods (i.e., students using a smartphone and leaving their
computer set to “on-task” software).
After the students’ attention pattern, other attention features were also calculated. In our
study, there were two types of features: attention pattern features and academic features that
included test and final exam scores. During the process of electronically capturing data, a
MATLAB script was used to encode every student’s data in the form of zeros (off-task) and ones
(on-task). On-task means that the students are paying attention in the classroom, whereas off-task
means that the students are not paying attention to the lecture content in the classroom. Once
28

these patterns were obtained, other characterization features were calculated by using these
patterns, which are explained in Table 3.1. Academic features represent the scores that the
students obtained on the tests and the final exam throughout the semester. The detailed
description of the feature is shown in Table 3.1.
Table 3.1

Features description of the students dataset

Features

Description

Value Range

On-task/Off-task

Students attention pattern

1 and 0

count of on-task entries

Total instances of ones on a
particular students dataset

0-154

count of off-task entries

Total instances of zeros on a
particular students dataset

0-150

on-task attention percentage

The percentage of instances
that are on-task for a given
total sum of on-task and offtask entries
Average class attention time
series indicating the percentage of instances that are
on-task for a given time record
Total count of number of
times the students attention
pattern changes from zero to
one or vice-versa

0-1

Average of the consecutive
ones entries to the total entries on the particular student’s data
Total count of minimum
number of consecutive ones
entries on the particular
student’s data

0-154

class period attention

total number of switching
between the on-task and offtask
average of the consecutive ontask entries
minimum consecutive on-task
entries
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0-1

0-62

1-154

Table 3.1(continued)
Features

Description

Value Range

maximum consecutive on-task
entries

Total count of maximum
number of consecutive ones
entries on the particular
student’s data
Average of the consecutive
zeros entries to the total entries on the particular student’s data
Total count of minimum
number of consecutive zeros
entries on the student’s data

1-154

maximum consecutive offtask entries

Total count of maximum
number of consecutive zeros
entries on the student’s data

0-148

time duration at which the
first off-task occurred

Time at which the first zero
entry is seen on the student’s
data

20-3060

total time duration for the first
on-task period

Total time duration for which 0-3080
the first ones entries are seen
on the particular student’s data

Test and Final Exams

Total two tests and one final
exam

0-100

Course grade

Final grade of the students on
that specific course

A, B, C, D, F

average of the consecutive
off-task entries
minimum consecutive off-task
entries

0-148

0-148

In Table 3.1, on the value range, the minimum value represents the smallest value, and
the maximum value represents the largest value among all the students’ data for that particular
feature. For example, the feature, ‘maximum consecutive on-task entries’ has the value range 1154. It means the total count of a maximum number of consecutive ones entries on the particular
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student’s data has the smallest value of one count and the largest value of 154 counts among all
the students.
A MATLAB script was used to plot the attention pattern of the students, and the expert
classified each attention pattern to one of the four classes which are:
1. Class 1: Attentive students
2. Class 2: Students with more attentive periods and less inattentive periods
3. Class 3: Students with less attentive periods and more inattentive periods
4. Class 4: Inattentive students
Students who did not fit into any of these categories were removed from the study. This
includes the students who had almost all lower peaks on the waveform because of missing the
lecture classes. Also, students whose waveforms do not fall into any of the four categories, like
having equal attentive and inattentive periods, were removed from the studies. The attention
pattern was plotted by using the MATLAB script to obtain the samples that represent the four
different classes. Figure 3.4 shows the samples that represent all four classes. In Figure 3.4, high
values (1) represent the attentive period, and low values (0) represent the inattentive period.
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(a)

(b)

(c)
Figure 3.4

(d)

A Sample to represent students of: (a) Class 1; (b) Class 2; (c) Class 3; (d) Class 4

Class 1 represents the students where they are mostly attentive as shown by a high peak
of a waveform in Figure 3.4(a). Figure 3.4(b) is the sample of class 2 where students are mostly
attentive which is represented by the high peak of the waveform while the inattentive periods are
few which is represented by the low peak. Figure 3.4(c) is the sample of class 3 where students
are mostly inattentive which is represented by the low peak and has few attentive periods which
is represented by the high peak. Class 4 represents students where the students are mostly
inattentive as shown by a low peak of the waveform in the Figure 3.4(d).
These attention patterns are then classified by the expert so that each student falls into
one of the four classes. If the students’ pattern follows the sample like in Figure 3.4(a), then the
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students fall in class 1, if the pattern follows the sample like in Figure 3.4(b), then the students
fall in class 2, and so on. Because the lecture class was a total eight weeks in the semester, one
dataset for each week was obtained, making a total of eight data sets. Data in Table 3.2 shows
the total students in each class as classified by the experts for eight different weeks.
Table 3.2

Expert classification of students for different weeks

Classification
Group

Students Per Week
First

Second

Third

Fourth

Fifth

Sixth

Seventh Eighth

Class 1

114

140

92

71

52

30

31

44

Class 2

47

31

35

34

35

72

30

12

Class 3

0

5

7

8

15

3

11

5

Class 4

0

1

3

3

2

3

8

10

Unclassified

2

22

15

20

21

10

37

15

Total

163

199

152

136

125

118

117

86

Table 3.2 only represents those students who attended the entire lecture and excludes
absentees, tardiness, or students who forgot to bring laptops to the classroom. All the students in
Table 3.2 are subsets of the study participants. Some of the students’ attention patterns did not
fall into any of the classification groups, so they were kept as unclassified. These include
students who had more lower peaks on the waveform because of missing the lecture classes.
Also, students whose waveforms do not fall into any of the four categories, like having equally
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attentive and inattentive periods, were removed from the studies, which is one of the
shortcomings of this study.
Feature extraction techniques was used before performing the classification. A
combination of two different feature extraction techniques, namely PCA and LDA was used. The
PCA was applied to our dataset first to reduce the dimensions of our dataset. The newly obtained
features were then applied to the LDA model, which produced the LDA reduced features. The
new dataset with the reduced features was then used by our classifiers to classify each student
into one of four different classes. SVM was used as our classifier.
SVM is a supervised machine learning algorithm. The SVM solves the unconstrained
optimization problem as shown in equation (3.1).
𝐿

1 𝑇
𝑤 𝑤 + 𝐶 ∑ 𝜉(𝑤𝑗 ; 𝑥𝑗 ; 𝑦𝑗 )
2
𝑗=1

(3.1)

where, w=[w1 ,w2 ,…,wN ]T is the [N × 1] optimal weight vector, xj is a [N × 1] feature vector,
yj ∈{–1,1} is the class associated with xj (1=target, –1=no target), C is a penalty parameter for
misclassifications, 𝜉 is known as convex optimization strategies that are used to solve for the
optimal weight vector, and L is the number of training samples. For the optimization, the loss
function 𝜉, must be minimized. The value of loss function is based on the distance to the
classification boundary. If the loss function is near zero, the training sample is correctly
classified and if it is increased, the training sample is incorrectly classified.
During the training phase, the target and non-target training data was provided to the
SVM, and the weight was optimized to best discriminate target cases from non-target cases.
During the testing phase, the new feature vectors was presented and if the SVM weighted feature
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is greater than zero, they are considered the target. In our work, linear SVM and kernel SVM
have been used for the classification of students’ attention patterns. SVM was chosen because
SVM is relatively more efficient. The SVM algorithm is not suitable for large datasets, and this
benefited us as our dataset is relatively small.
After the classification was done, it was observed whether the attention pattern had a
statistically significant relationship with the students’ grade. The grades of the students was
measured in five categories as explained in Table 3.3.
Table 3.3

Explanation of student’s grade at the end of the course

Grade

Explanation

A

Students whose total final
score lies between 87-100

B

Students whose total final
score lies between 80-86

C

Students whose total final
score lies between 70-79

D

Students whose total final
score lies between 60-69

F

Students whose score lies
below 60

Only the students who completed the whole course in the semester were taken for our
study, and the students who dropped out in the middle were discarded. So, the total number of
students in our study was N = 171 students. The plot of the grades and the total number of
students obtaining each grade is shown in Figure 3.5. The grade distribution is non-normal. The
highest number of students obtained the grade B, with a total count of sixty-six students. Only
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two students obtained Grade F, which is the least count among all the grades. The skew in the
grade distribution related to the type of course studied; the course was an introductory
engineering course for first year engineering students. Some topics such as professionalism,
graphing, sketching, ethics, software, and globalization were likely less challenging for students
than concepts taught in other engineering courses. This non-normal grade distribution impacted
our ability to relate attention patterns to course grades because grades were compressed into the
end of the grade distribution.

Figure 3.5

Grade distribution of the students

After the students were classified into different classes, the classes were then averaged to
see the correlation between the attention pattern and the academic performance of the students.
All the other features of each student, as shown in Table 3.1, were also averaged, and a new
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dataset was obtained to see the correlation between the students’ attention in the classroom and
their academic performance. For this purpose, Pearson’s correlation was used. It gives the values
between −1 and 1 that explain to what extent the two variables are linearly related. A −1
represents the negative correlation, whereas a +1 represents a positive correlation between two
variables, and 0 represents no relationship. Pearson’s correlation coefficient (r) between two
variables is calculated by using equation (3.2) [115].
𝑟=

𝑁 ∑ 𝑥𝑦 − (∑ 𝑥)(∑ 𝑦)
√[𝑁 ∑ 𝑥 2 − (∑ 𝑥)2 ][𝑁 ∑ 𝑦 2 − (∑ 𝑦)2 ]

(3.2)

where, N is a total number of pairs of scores, ∑ 𝑥𝑦 is the sum of the products of paired scores,
∑ 𝑥 is the sum of x scores, ∑ 𝑦 is the sum of y scores, 𝑥 2 is the sum of squared x scores, 𝑦 2 is the
sum of squared y scores. The result is explained in Results section.
3.3.2

Performance Measures
Linear SVM and Kernel SVM classifiers have been used in our study. The confusion

metrics was used as a tool to explain the performance of the classification algorithm. It consists
of the rows and columns where rows represent the true samples, and the columns represent the
predicted samples. The values in the diagonal of the confusion matrix represent the truly
classified samples. By using the confusion matrix, five performance metrics were calculated that
were used as the performance metrics in our study: classification accuracy, precision, recall, F1
value, and the Cohen’s Kappa.
Classification accuracy is calculated using equation (3.3).
∑𝑀
𝑚=1 𝐶(𝑚, 𝑚)
𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑀
∑𝑚=1 ∑𝑀
𝑛=1 𝐶(𝑚, 𝑛)
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(3.3)

where, the numerator represents the total truly classified samples, and the denominator represents
the total samples.
Precision tells us about the proportion of the positive identifications that were correct. It
is calculated using equation (3.4).

Precisioni =

Mii
∑j Mji

(3.4)

where, the numerator denotes the truly classified samples, the denominator denotes the sum of all
predicted samples.
Recall tells us about the proportion of the actual positive that was identified correctly. It
is calculated using equation (3.5).

𝑅𝑒𝑐𝑎𝑙𝑙𝑖 =

𝑀𝑖𝑖
∑𝑗 𝑀𝑖𝑗

(3.5)

where, numerator denotes the truly classified samples, the denominator denotes the sum of all the
actual samples.
F1 value is the harmonic mean of the precision and the recall value which is given by
equation (3.6).
𝐹1 =

2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(3.6)

Cohen’s Kappa is calculated based on the confusion matrix and is used to access the
performance of the classification algorithm. Cohen’s Kappa explains how much the classification
agrees with the truth values (expert classification). The possibility of the classifier and a random
guess agreeing is removed by the Cohen’s Kappa. The number of predictions that cannot be
explained by a random guess is measured by Cohen’s Kappa. Also, Cohen’s kappa considers the
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correct classification by a random guess to correct the evaluation bias. The value of Cohen’s
Kappa ranges from zero to one, where zero represents no agreement and the one represents the
perfect agreement. It is calculated by using equation (3.7).
𝐾𝑎𝑝𝑝𝑎 (𝐾) =

𝑁𝐶 − 𝑔
𝑁2 − 𝑔

(3.7)

where, N is the total samples, C is the total sum of truly classified samples, and g is the sum of
products of the total true samples and total predicted samples for each class.
3.4

Results
There were eight weeks in our study. The attention data of one week was taken as the

training set and the attention data of all remaining weeks as the testing set. The results are then
averaged. Two experiments were performed. In the first experiment, the data from the fourth
week was used as a training set and the data from all other weeks as a testing set. As explained in
the Method section, the combination of PCA and LDA was used to extract the features that were
passed to the classifier models, linear SVM and kernel SVM. Forty-four features were extracted
by using PCA and sixteen features by using the LDA technique. These numbers were determined
by running the experiment several times with different number of features, and the number that
yielded the highest accuracy was considered. The performance of the classifiers was measured
by using the confusion matrix. To compare the results of our hybrid model, a different
combination of feature extraction techniques and classifiers were used. The confusion matrices
when using the fifth week data as the testing set are shown in Figure 3.6.
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(a)

(b)

(c)
Figure 3.6

(d)

This figure represents the confusion matrix for the first experiment using (a) only
linear SVM, (b) only kernel SVM, (c) only PCA feature extraction and linear
SVM, (d) only PCA feature extraction and kernel SVM, (e) only LDA feature
extraction and linear SVM, (f) only LDA feature extraction and kernel SVM, (g)
hybrid feature extraction and linear SVM, and (h) hybrid feature extraction and
kernel SVM
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(e)

(f)

(g)

(h)

Figure 3.6 (Continued)

Figure 3.6 represents the confusion matrix for the first experiment, taking the dataset
from week four as a training set and the dataset from week five as a testing set. On the confusion
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matrix, the diagonal elements are the truly classified samples. Similarly, all other confusion
matrices are also obtained with all the remaining week’s data as a testing set. With the help of
these confusion matrices, different performance matrices are calculated by using equations (3.33.7). Many results were obtained because our classification model was run with one training set
and seven different testing sets. The results were then averaged and are shown in Table 3.4.
Table 3.4

Comparison of different Techniques for the first experiment
Accuracy

Precision

Recall

F1

Kappa

Linear SVM

0.776

0.588

0.594

0.576

0.527

Kernel SVM

0.788

0.705

0.686

0.693

0.569

PCA and
Linear SVM

0.794

0.639

0.592

0.681

0.539

PCA and
Kernel SVM

0.806

Nan

0.558

Nan

0.53

LDA and
Linear SVM

0.824

0.574

0.619

0.594

0.685

LDA and
Kernel SVM

0.784

0.589

0.609

0.595

0.611

Hybrid
method and
Linear SVM

0.877

0.865

0.746

0.865

0.728
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Table 3.4(continued)

Hybrid
method and
Kernel SVM

Accuracy

Precision

Recall

F1

Kappa

0.841

0.852

0.571

0.76

0.649

Table 3.4 shows that our hybrid model with linear SVM performed the best among all in
terms of all the used performance metrics. When the features from a hybrid feature extraction
model were classified by using linear SVM, the classification accuracy was 0.877, the precision
was 0.865, the recall was 0.746, the F1 value was 0.865, and the Kappa value was 0.728, as
shown in Table 3.4.
In the second experiment, the data was used from the fifth week as a training set and the
data from all other weeks as a testing set. As explained in the Method section, the combination of
PCA and LDA was used to extract the features that were passed to the classifier models, linear
SVM and kernel SVM. Also, for the second experiment, forty-four features were extracted by
using PCA and sixteen features by using the LDA technique. These numbers were determined by
running the experiment several times with a different number of features and the number that
yielded the highest accuracy was considered. The performance of the classifiers was measured
by using the confusion matrix. To compare the results of our hybrid model, a different
combination of feature extraction techniques and classifiers were used. The confusion matrices
when using the fourth week data as the testing set are shown in Figure 3.7.
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Figure 3.7

(a)

(b)

(c)

(d)

This figure represents the confusion matrix for the second experiment using (a)
only linear SVM, (b) only kernel SVM, (c) only PCA feature extraction and linear
SVM, (d) only PCA feature extraction and kernel SVM, (e) only LDA feature
extraction and linear SVM, (f) only LDA feature extraction and kernel SVM, (g)
hybrid feature extraction and linear SVM, and (h) hybrid feature extraction and
kernel SVM.
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(e)

(g)

(f)

(h)

Figure 3.7 (Continued)

Figure 3.7 represents the confusion matrix for the second experiment, taking the dataset
from week five as a training set and the dataset from week four as a testing set. On the confusion
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matrix, the diagonal elements are the truly classified samples. Similarly, all other confusion
matrices are also obtained with all the remaining week’s data as a testing set. With the help of
these confusion matrixes, different performance matrices are calculated by using equations (3.33.7), and the results are shown in Table 3.5.
Table 3.5

Comparison of different Techniques for the second experiment
Accuracy

Precision

Recall

F1

Kappa

Linear SVM

0.683

0.58

0.437

0.508

0.318

Kernel SVM

0.824

0.775

0.774

0.774

0.651

PCA and
Linear SVM

0.81

0.668

0.726

0.695

0.654

PCA and
Kernel SVM

0.839

Nan

0.617

Nan

0.67

LDA and
Linear SVM

0.87

0.662

0.694

0.675

0.754

LDA and
Kernel SVM

0.87

0.797

0.636

0.715

0.753

Hybrid
method and
Linear SVM

0.908

0.883

0.785

0.829

0.822
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Table 3.5(continued)

Hybrid
method and
Kernel SVM

Accuracy

Precision

Recall

F1

Kappa

0.915

Nan

0.708

Nan

0.833

Table 3.5 shows that our hybrid model with linear SVM performed the best among all in
terms of all the used performance metrics except accuracy and kappa value, for which a hybrid
model with kernel SVM performed the best. When the features from a hybrid feature extraction
model were classified by using kernel SVM, the classification accuracy was 0.915, and the kappa
value was 0.833. When using the linear SVM, the precision was 0.883, the recall was 0.785, and
the F1 value was 0.829, as shown in Table 3.5. In Table 3.4 and Table 3.5 some of the values are
Nan. Many reasons exist for this. First, the samples may have been wholly false negatives, and
second, there may have been no samples at all.
The performance of our model was also compared with previous studies as shown in
Table 3.6.
Table 3.6

Performance comparison of our model with previous studies.

Authors

Dataset Used

Techniques

Accuracy

Thomas et al. [40]

Videos captured dataset
of students

SVM and LR

90%

Zhang et al. [48]

Private dataset collected
from students in
classroom

J48 decision tree,
Random Forest, SVM

82%
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Table 3.6(continued)
Authors

Dataset Used

Techniques

Accuracy

Zaletelj et al. [41]

Our hybrid model

Student attention dataset

Different traditional
machine learning
algorithms
RnkHEU hybrid method
that integrates rankingbased forward and
heuristic search
Hybrid feature
extraction

75.3%

Xiao et al. [109]

Video and 3D data
recorded by Kinect One
sensor
Eight different datasets

71.19%

91.5%

Table 3.6 shows the comparison of our model with other previous techniques. From
Table 3.6, our model that used the hybrid feature extraction technique outperformed all other
models.
After the classification, the new dataset was produced by averaging all the features’
values from eight different weeks for each student. This was done to observe the statistical
relationship between the students’ attention and the final grade of the students. As explained
earlier, Pearson’s correlation was used for this process. The p-value was also computed to
determine whether the correlation between variables is significant or not. A significance level of
0.05 was used. Table 3.7 shows the Pearson’s correlation coefficient (r) and the p-values
between the final grade and the attention features, namely ON% and switching. The ON% is
obtained by dividing the total time a student was active by the total time he/she remains in the
class. Switching is the total number of times the student changes from on-task to off-task and
from off-task to on-task.
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Table 3.7

Pearson’s Correlation Coefficient(r) and p-value between Final Grade and the
Attention Features

Features

R

p-value

On-task attention
percentage (ON%)

0.15

0.05

Total number of switching
between the on-task and offtask (Switching)

-0.06

0.44

The statistical relationship was calculated between the attention pattern and the results of
two tests. Test 1 was conducted after the fourth week. All the feature values up to week four
were averaged. The new data was obtained by doing so. The Pearson correlation coefficient (r)
and p-value between the test 1 and attention features were calculated, which is shown in Table
3.8.
Table 3.8

Pearson’s Correlation Coefficient(r) and p-value between Test 1 and the Attention
Features

Features

R

p-value

On-task attention
percentage (ON%)

0.025

0.0009

Total number of switching
between the on-task and offtask (Switching)

-0.05

0.45
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Test 2 was conducted after the eighth week. So, all the feature values from week five to
week eight were averaged. The new data was obtained by doing so. The Pearson correlation
coefficient (r) and p-value was calculated to determine the statistical relationship between the
attention features and the test 2, which is shown in Table 3.9.
Table 3.9

Pearson’s Correlation Coefficient(r) and p-value between Test 2 and the Attention
Features

Features

R

p-value

On-task attention
percentage (ON%)

0.16

0.02

Total number of switching
between the on-task and offtask (Switching)

0.012

0.87

3.5

Discussion
The student’s attention dataset was used, obtained from the attention patterns of eight

different weeks, where all the participants were the subset of the total participants in the study as
explained in Section 3.3. As explained in the Introduction section, the first objective of this study
was to characterize students’ attention behaviors in binary form. This was done by collecting the
data in the form of screenshots at the interval of every 20 s at each lecture class throughout the
semester and processing it by using a custom MATLAB 9.0 script to obtain the students’
attention patterns in the form of one (on-task) and zero (off-task). The second objective was to
classify the student’s attention behavior and improve the performance of the classification model
by using feature extraction techniques. Because our study had a small dataset as explained
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earlier, SVM was used as a classifier. Only linear or kernel SVM was used to classify the
attention patterns of students and these were again used with feature extraction techniques such
as PCA and LDA. Table 3.4 and Table 3.5 show the results of using the classifiers alone and the
classifiers with the feature extraction techniques. In Table 3.4 and Table 3.5, it can be seen that
when the feature extraction technique was used, the classification accuracy is improved
compared to without it. Thus, it answers our first research question that feature extraction
techniques improve the classification accuracy for the classification of active window/attention
behavior of students. The main disadvantage that was faced with SVM in our study was that it
has many parameters, such as regularization, gamma, probability, etc., and it is needed to set
these parameters correctly to achieve the best classification results.
The third objective of our study was to build a hybrid model that further improves our
classification accuracy for classifying the binary attention behaviors of the students. This was
achieved by using hybrid feature extraction methods prior to classification, as explained in the
Method section. For the hybrid methods, a combination of PCA followed by LDA was used as
feature extraction techniques. The obtained features are classified by using linear and kernel
SVM. As explained in the Method section, two different experiments were performed for the
classification. For the first experiment, the dataset of a fourth week was taken as the training set
and the dataset of all the remaining seven weeks as the testing set. For the second experiment,
the dataset of a fifth week was taken as the training set and the dataset of all the remaining weeks
as the testing set. Bold values in Table 3.4 and Table 3.5 represent the best results among all. For
the first experiment, Table 3.5 shows that when the linear SVM is used with the hybrid feature
extraction method, the result is the best in terms of all the performance metrics. Moreover, the
results from Table 3.5 show that the classification performance is improved when using the
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hybrid model. The higher model performance for the hybrid method, as seen in Table 3.4 and
Table 3.5, answers our second research question: the hybrid method improves the performance
of the model for classifying the active window/attention behavior of students. From Table 3.4
and Table 3.5, it is seen that the performance of using only the linear SVM and kernel SVM
without any feature extraction techniques is very poor. It is because the original dataset contains
both redundant and irrelevant features that the model performance can be negatively impacted, as
it can be seen in our case too. As shown in Table 3.4 and Table 3.5, with the hybrid feature
extraction technique, the accuracies are improved.
Table 3.6 shows the comparison of our model with other previous techniques. Thomas et
al. used student’s facial expression, head pose, and eye gaze to distinguish the attention level of
students [40]. Ref. [40] used models such as SVM and LR where, SVM with radial basis
function performed the best with an accuracy of 90%. Zhang et al. proposed an attention
inference engine using rule-based approach or data-driven approach and used machine-learning
algorithms such as J48 DT, RF, and SVM for the classification purpose [48]. J48 DT obtained
the highest accuracy of around 82%. Zaletji et al. used 2D and 3D data obtained by a Kinect One
sensor that includes facial and body properties of students [41]. Seven different traditional
machine-learning algorithms were used to predict the time-varying attention level of students and
obtained the moderate accuracy of 75.3%. Xiao et al. used hybrid feature selection method
RnkHEU that integrates ranking-based forward and heuristic search for predicting the academic
performance of students [109]. Different classifiers such as NB, C4.5, MLP, and KNN were used
as classifiers and the RnkHEU method improved the classification accuracy by 10% with the
highest accuracy being 71.19%. On comparing previous studies, our model performed the best
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for classifying the students’ attention level, and also our hybrid feature extraction model obtained
the highest classification accuracy of 91.5%.
The fourth objective was to find a correlation between the attention patterns and the
learning based on progress exam scores. To achieve this, the statistical relationship was observed
between the students’ attention patterns and learning after the classification. It is measured in
terms of test grades and final grades. For the students’ attention features, two features, ON% and
switching was selected, as explained in the Results section. The Pearson’s correlation was
performed and the p-value was calculated with a significance level of 0.05. The value of
Pearson’s correlation coefficient lies somewhere between −1 and +1. The Pearson’s coefficient
value can be interpreted as: for the value of nearly ±1, it is a perfect correlation. That is, if one
variable increases, the other variable also increases (for +1) or decreases (for −1), and for the
coefficient between ±0.5 and ±1, two variables have a strong correlation, and for ±0.30 and
±0.49 it is said to have a medium correlation, and for values less than ±0.29 it is said to have a
small correlation, and for the value of 0, there is no correlation. The result of Pearson’s
correlation coefficient between the attention features and the final grade is shown in Table 3.7.
The results show that there is not even a medium correlation between the attention features and
the final grade, which is also supported by the large p-values. Table 3.8 and Table 3.9 show the
result of Pearson’s correlation coefficient between the attention features and the test 1 grades,
and the test 2 grades, respectively. Again, the results show that there is not even a medium
correlation between the attention features and the test grades, which is again supported by the
large p-values. All the results showed a very limited correlation between attention and learning.
These results help to answer our third research question: the classified students’ attention
patterns (based on active window data) are not highly correlated to their progress exam scores.
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There could be multiple possible reasons for this. First, because the course is a first-year
engineering course, it is a relatively easy course and students may have some prior knowledge of
the course. It can be explained by the fact that nearly 40% of the students who obtained a grade
A in the course fall into an attention class greater than class 2 (i.e., they have a higher off-task
period than the on-task period). Second, it may be that students did not engage in cognitively
demanding off-task behavior.
Our study has some limitations that form threats to the internal validity (trustworthiness
of our results) and external validity (extend results are generalizable). First, the way the attention
pattern of the students is recorded for our work using the values zero and one in binary form,
attention is simplified. In reality, attention is not a simplified construct. Students may be paying
attention to the computer screen, but their minds may be wandering somewhere else. In such
cases, our study shows that the student is on-task, but they are not. The claim is that the active
window is serving as a good approximation for attention is supported by prior work, but the
threat to validity related to equating an active window with attention is still present and worth
acknowledging. Second, our choice to set four classes of attention patterns was based on an
examination of the data by engineering education experts, who introduce their own bias. It is
possible that more or less categories would be more appropriate for future examinations. The
third limitation of our work is that the electronic monitoring produces known error in the
dataset—a mean percent error at 4.28% and estimated a standard error of 0.82 for the specific
classroom data used in our analysis. Although this error rate is relatively low for data captured
within a classroom setting (versus a laboratory where variables can be controlled), the error is
present and, to a degree, impacts the degree of confidence in our results. In addition to the above
limitations, there is also a threat to external validity for our study. One threat is that the data were
54

captured in a first-year engineering course with specific instructor policies and practices for
using computers. This means that in different types of classes (example, upper-level engineering
courses), attention patterns could be very different. Also, in cases where computers are not used
for instructional activities, attention patterns based on active windows would be invalid. Thus,
collecting data in those types of classrooms and then applying our classification techniques
described herein may not be appropriate. That said, if data were collected in courses according to
the methods of the original study that produced the dataset used, the methods described herein
could be appropriate. Finally, although the majority of the above threats to validity are related
directly to data collection and the dataset used in our analysis, the final threat relates to the
sparseness of cases for a few of our classification categories. This limitation is directly related to
the EDM algorithm classification accuracies reported in this paper. All these limitations and
threats are important to note and address if possible in future studies, but they do not invalidate
our findings or impact the comparisons of the various EDM methods that are used because the
same dataset is used for all comparisons.
3.6

Conclusion
Large amounts of data are obtained from the students in the classroom that can be used

by educators to understand the behavior of the students and take positive action toward their
welfare. Data mining is needed to obtain the information from such students’ data. In our work,
it started with the research question of whether the feature extraction technique can be used to
improve the classification accuracy of students’ attention patterns. The answer to this question is
supported by the higher classification accuracy by using feature extraction techniques as opposed
to the use of only the classification algorithm as seen in Table 3.4 and Table 3.5. The accuracy
was increased to around 90% by using the hybrid methods, which explains our second research
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question. Based on the result, the instructor could determine whether the students are paying
attention.100% classification accuracy is not required for the instructors to make the correct
decision. For the hybrid method, an average classification accuracy of about 90% was obtained.
That means if 55% are paying attention in the classroom, only about 49 to 53% are paying
attention, which is an acceptable range. The classification error can be due to several reasons.
First, the expert classification was done manually, so there may be some errors during such a
classification. Second, some of the students may have been missed out when collecting the data
because of software errors. Third, during the plot of the attention pattern, some students did not
fall into any of the categories, and they were removed from our study. The poor correlation
between attention and the learning was seen as shown in the result section. This result helped to
answer the third research question: the classified students’ attention patterns (based on active
window data) are poorly related to their progress exam scores. This result implies that attention
alone does not impact learning.
In the future, the total number of classes could be increased so that all the students that
were removed for not fitting into any of the four classes will be incorporated. To further improve
the classification accuracy of the students’ attention patterns, some other advanced techniques
like deep learning could be used. In this study, the PCA technique was used, but in the future,
robust PCA could be used, which is a factorization-based approach with linear complexity. Also,
by using feature extraction, multiple feature selection and extraction techniques like the wrapper
method, filter methods, and embedded methods could be combined. Because our dataset is small,
explainable AI is an interesting topic that could be included in the future. Explainable AI is ideal
for smaller datasets. Only SVM classifiers were used, but in the future, other classifiers such as
KNN, DT, RF, discriminative ridge machine, or some other deep-learning techniques could be
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used. In our study, exams and test grades have been taken as learning. But learning is a broad
term as it involves complex cognitive processes such as internal organization, elaboration,
repetition, and review. Students may be paying attention, but they may not be good at
memorizing the lecture content, so they will perform poorly on tests and the final exam.
Consequently, it is not fair to relate attention with grades only. In the future, the attention pattern
of the students could be combined with other aspects like intrinsic motivation levels, study
habits, and correlate them with learning.
The study demonstrates how the educational institute could use hybrid feature extraction
techniques to anticipate students’ attention behaviors in the classroom and take appropriate
action to assist the students. Our work has produced acceptable classification accuracy, so it can
be used to produce a tool that would be helpful for the educational institute to understand the
attention behavior of the students in the classroom where computers are used. It could also be
used to provide feedback to the students about their performance in the classroom. Our model’s
great accuracy has prompted us to continue experimenting with students’ data in the classroom
by using data mining to create insights in the pedagogical sector.
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CHAPTER IV
PREDICTION OF STUDENT ACADEMIC PERFORMANCE USING A HYBRID 2D CNN
MODEL
Opportunities to apply data mining techniques to analyze educational data and improve
learning are increasing. A multitude of data are being produced by institutional technology, elearning resources, and online and virtual courses. These data could be used by educators to
analyze and understand the learning behaviors of students. The obtained data are raw data that
must be analyzed, requiring EDM to predict useful information about students, such as academic
performance, among other things. Many researchers have used traditional machine learning to
predict the academic performance of students, and very little research has been conducted on the
architecture of convolutional neural networks (CNNs) in the context of the pedagogical domain.
A hybrid 2D CNN model was built by combining two different 2D CNN models to predict
academic performance. Our sample comprised 1D data, so it was transformed to 2D image data
to test the performance of our hybrid model. The performance of our model was compared with
that of different traditional baseline models. Our model outperformed baseline models, such as
K-nearest neighbor, naïve Bayes, decision trees, and logistic regression, in terms of accuracy.
4.1

Introduction
Any educational institution values its students as valuable assets and wants them to

succeed academically. Academic grades are important to students because they may lead to a
variety of opportunities, such as admission to a renowned institution, finding a job, and
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eventually improving their living standards. According to researchers at the University of Miami,
a student’s high school GPA indicates not just what sort of college they will attend or whether
they will complete their college degree but also how much money they will earn later in life
[116]. As a result, utilizing readily available data, it is vital to anticipate students’ academic
progress in advance. Because such information is contained in the data, data mining may be used
to analyze such data in order to forecast students’ academic performance.
The technique of obtaining information from massive amounts of data is known as data
mining. It has been successfully applied in a variety of disciplines, including healthcare [117,
118], manufacturing, engineering [119], fraud detection [120], bioinformatics [121], business
[122], stock markets [123], remote sensing [124], and many more, the educational sector is no
exception. Because of the fast-growing trend of using technology in education, such as
incorporating laptops, mobile phones, tablets, iPads, and VR systems [85-88], large amounts of
data are acquired in the educational arena. These are unprocessed data, and it is needed to find a
way to extract information from them. EDM is a kind of data mining that investigates raw data
generated in educational settings. When educational raw data is examined, it is possible to
determine who failed or passed. However, EDM extracts hidden information from such raw data
and aids in the analysis and prediction of whether students will pass or fail with high accuracy.
For example, Hasan et al. found that using data mining, successful students can be predicted with
a high degree accuracy of 88.3 percent at the end of the class [125].
Researchers are interested in student-related data because it may be used to accomplish a
variety of tasks, including; prediction of student performance [2-4]; dropout prediction [6-8];
detection of undesired student behaviors, such as off-task behaviors of students [41-45]; and real
time monitoring of a student’s psychological status by using sensors and wearable devices [126,
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127]. The popularity of wearable devices and sensors has increased in classroom settings because
they can now be used for a longer time in real-time settings, as research has conducted done to
improve the battery lifetime of such devices [128]. In this paper, other tasks are not focused;
instead, only students’ academic performance is focused. Several factors influence students’
academic success, including demographics; educational background; and personal,
psychological, and other environmental influences. Using data mining, EDM assists in
determining the relationship between these parameters and student academic achievement. For
example, Helal et al. investigated the use of demographic and academic variables to identify
vulnerable students by developing a sub-model containing these features [129]. They created
student sub-models using four different classifications—naïve Bayes (NB), SMO, J48, and
JRIP—and discovered that their efficiency was higher than that of the base model [129]. In a
2018 study by Hussain et al. [130], internal evaluation elements were determined to be the most
influential attributes with the greatest impact on students’ final semester scores. Our data consists
of student information with attributes such as personal, assessment, registration, and other
information, which will be discussed later in Section 4.3. These details are presented as onedimensional numerical data.
A feature vector of size p × 1 is required for classification using traditional machine
learning techniques, which is generated using the feature extraction approach. Because these
features are mutually independent of one another, changing the order of the features has no
influence on the classification. However, CNN analyzes imagery by utilizing convolutions to
compute responses to nearby pixels, taking the input as an image (matrix of size mxn). CNN
automatically extracts features from distinct hidden layers, eliminating the need for a separate
feature extraction approach as in traditional machine learning. As a result, CNN has become a
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popular tool for image classification and object detection. For non-image data, the success rate of
CNN is lower. Currently, the majority of data are non-image data rather than image data. Various
research that converts non-image data to image data has been undertaken as a result of the
benefits of utilizing CNN for image data [131-133]. Isra et al. explained that in comparison to
other deep learning models, CNN only requires a few parameters to work, which reduces model
complexity and improves the learning process [133]. In our research, 1D numerical data is
converted into a 2D image. In our dataset, there are 37 features. The 37 features are embedded in
an image after the conversion from 1D to 2D, and neighboring pixels share the same
information. The location of these pixels has an impact on CNN feature extraction and therefore
classification. As a result, the order of pixels is no longer independent, as is the case in
conventional machine learning. The image’s higher-order statistics and non-linear correlations
are discovered using CNN. Due to the benefits that CNN has for image data, it is used to predict
student academic achievement in terms of pass and fail. This is a new EDM approach because of
the way CNN architectures are employed in this study. Two independent 2D CNN models are
utilized and combined to build a single 2D CNN model to predict students’ academic
performance [134]. Such a type of model is called a hybrid model. Different baseline models,
such as K-nearest neighbor (KNN), decision tree (DT), logistic regression (LR), naïve Bayes
(NB), and artificial neural network (ANN) are used to compare the performance of our model in
terms of accuracy. This hybrid CNN model is built with the aim of answering our research
question:
RQ4. Can hybrid 2D-CNN architecture be applied to the numerical 1D educational
domain data to predict the students’ academic performance?
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The objectives or motivation of this chapter are first to convert the 1D numerical data to
2D image data so that it can be used in the 2D CNN model. The second objective is to build a
hybrid CNN model in EDM by combining two different CNN models. The third objective is to
test the performance of the hybrid model and compare it with that of state-of-the-art models.
The main aim of this chapter is to use a combination of CNN models in the EDM field to
predict the academic performance of students. To fulfill this aim, a novel hybrid 2D CNN model
in the EDM field is proposed in this chapter.
The main contributions to this chapter are:
•

To combine two different CNN models with different numbers of convolution layers and
pooling layers to produce a single hybrid CNN model in the EDM field.
The remainder of this chapter is organized as follows. Section 4.2 is a literature review in

which current work is addressed on academic performance utilizing machine learning and deep
learning, as well as the limitations of current work, and our own work is introduced. Section 4.3
introduces methodology, where the dataset utilized is discussed and how our work is approached.
Section 4.4 shows the results of the trials, and they are compared to the baseline model. Section
4.5 explains the implications of the results. Section 4.6 is the conclusion, in which a review of
our work is presented, as well as some future recommendations.
4.2

Literature Review
Machine learning algorithms are widely employed in a variety of fields for classifications

and predictions [135-138]. Student performance prediction is a prominent topic in EDM, where
machine learning and deep learning are utilized to predict and improve student performance in
the classroom. This section provides an overview of studies on the academic performance of
students using EDM. Research has been conducted to predict the academic performance of
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students, which can be explained through several perspectives, such as predicting early dropouts
or predicting factors affecting the academic performance of students. In EDM, different
attributes are considered to measure the academic performance of students. These include
demographics information (example, age, gender, race, etc.), academic data (example, test
scores, lab marks, attendance, grade point average (GPA), previous academic marks, etc.), social
attributes (example, number of male and female friends, time spent on social networking, etc.),
family attributes (example, family size, family income, etc.), and many others. For academic
attributes, researchers use pre-enrollment and post-enrollment academic achievement as
measures.
Among demographic attributes, gender is a commonly used feature to predict academic
performance [139-141]. Age and country of origin are also widely used demographic features.
Aulk et al. [139] used age, and Kemper et al. [142] used country of origin to predict academic
performance. Because academic performance of students depends on their past achievement,
previous GPA is widely used as a pre-enrollment feature [141,143]. Test scores, mid-term exam
scores, and quiz scores have been used [144, 145] as a post-enrollment feature to determine
student success. Li et al. [146] determined that extracurricular activities play a significant role in
determining academic performance and found that factors such as presence in the classroom
affect the success rate. Family attributes, such as family size and family income, also play a
significant role, as shown in [147].
EDM has been successfully used to predict the academic performance of students. DT
and random forest (RF) are the most common machine learning algorithms used in EDM. Refs.
[50-57] used DT, and refs. [58-63] used RF to predict the academic performance of students.
Support vector machines (SVMs) were used in refs. [61-63] to detect the student success rate by
63

considering attributes such as demographics and social attributes. In [61], machine learning
models, such as DT, RF, LR, and SVM, were used to determine the academic performance of
students by considering daily activities as the feature set. Ref. [148] used demographic features
to determine the academic performance of students, using a decision tree as the classifier. Ref.
[149] found that the performance of a Bayesian network is higher than that of DT when using the
student demographic and enrolment features to determine the student academic performance.
Alberto et al. used techniques such as DT, RF, extreme gradient boosting, and multilayer
perceptron (MLP) to predict the academic performance of students [69]. MLP performed the
best, with the highest accuracy of 78.2%. Lubna et al. used NB, KNN, linear discriminant
analysis (LDA), SVM, and MLP and obtained the highest accuracy of 76.3% with SVM [70].
Azizah et al. used NB and DT to predict student academic performance, and NB obtained the
highest accuracy of 63.8% [73].
Refs. [150,151], employed RF, DT, NB, and rule-based classification techniques. The
rule-based technique performed the best in terms of accuracy, with an accuracy of 71.3% [150],
using data from 497 students taken from the Academic Department’s database, with features
such as GPA, family income, gender, race, grades in subjects, and university entry mode. DT
produced the best result, with an accuracy of 66.9% using the data of 300 students, which
included demographics, family attributes, and pre-enrollment attributes (previous GPA) [151].
Pedro et al. used classification and regression problems to predict students’ academic
achievement [152]. A classification model was used to forecast which students would pass and
which would fail, and a regression model was used to predict student grades. The dataset
contains 5779 records with various characteristics, such as age, sex, scholarships, student status,
etc., and employs KNN, classification and regression trees, AdaBoost, RF, NB, and SVM for
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classification. RF, AdaBoost, SVM, classification, regression trees, and ordinary least squares
were utilized in the regression. Ref. [152] employed F1 scores for classification and RMSE for
regression in their comparison.
Some research has been conducted in EDM using multiple combinations of machine
learning techniques. Sokkhey et al. used traditional machine learning approaches, such as RF,
NB, C5.0 of DT, and SVM as a baseline model to predict academic performance [153]. The
performance parameters were classification accuracy and root mean square error (RMSE). Ref.
[153] started with baseline models and then used the 10-fold cross-validation method to enhance
accuracy. The authors were able to increase the performance even further by combining the base
model, 10-fold cross validation, and PCA models, creating a hybrid model. Similarly, in a study
by Poudyal et al., PCA was used with traditional machine learning techniques to predict
academic performance [49, 154]. Additionally, in this hybrid model, only traditional methods
were used. Maria et al. created an intelligent recommender system, which predicts students’
academic performance and suggests positive actions for improving academic performance [155].
Ref. [155] used 7500 of 11,027 total students in their research and used family attributes (parent
occupations and education, marital status, etc.), demographic attributes (age and gender), and
pre-enrollment features (past academic information). RF outperformed the other classification
models.
Some researchers have used the neural network, as well as other standard approaches,
such as DT, SVM, RF, and LR, to predict students’ academic achievement [156-158]. Ahmed et
al. used 60 students in their study, among which 41 were labeled as passed and 19 were labeled
as failed; NB was the most accurate, with an accuracy of 86% [156]. Hussein et al. employed
161 student datasets with 20 attributes, of which 75 were categorized as “good students” and the
65

remaining 86 as “weak students” [157]. With an ROC index of 0.807 and a classification
accuracy of 0.77, the ANN produced the best results [157]. In the case of [158], LR was the most
accurate. Hashim et al. used a total of 499 student records, including features such as academic
background and behavioral and demographic features [158]. Factors such as feature domain,
lower number of features, and dataset size impacted the accuracy in the study [158].
Deep learning (DL) is a very powerful tool. It has been used in different fields by many
researchers [67]. Deep learning in EDM is a new area of research. Refs. [68–69] used long shortterm memory (LSTM) to determine the academic performance of students. Ref. [64] used RF as
the baseline model to compare the performance of the model, and LSTM outperformed. Ref. [65]
used multiple regression, and [66] used SVM and LR to compare the performance of the
proposed model. In both studies [65,66], LSTM outperformed other models. Vijayalakshmi et al.
trained and tested their network using the Kaggle dataset [67] and used a variety of algorithms in
their study, including DT (C5.0), NB, RF, SVM, KNN, and a deep neural network. Ref. [67]
employed a dataset of 500 students with 16 different features, including academic, behavioral,
and demographic features. The deep neural network had the best performance, with an accuracy
of 84% [67]. Sultana et al. employed a dataset from the D2L learning management system,
which included 1100 students with 11 different characteristics [68]. In terms of accuracy and
precision, the MLP, DT, and RF generated higher results [68]. KNN and SVM exhibited less
accuracy in [68], which could be due to a lack of preprocessing techniques, such as feature
selection.
Some research has been conducted on convolutional neural network (CNNs) to predict
the academic performance of students. A 1D CNN was utilized by Akour et al. to forecast
whether students would be able to complete their degree [74]. CNN deep learning is applied to
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achieve the greatest outcomes in terms of recall, F measures, and precision. Ref. [74] used
datasets that included 480 students and 16 attributes. The used attributes were demographics
(gender and nationality), academic (educational stage, section, and grade level), and behavioral
(hand raising in class, school happiness, classroom surveys, and resource opening) attributes.
Different numbers of CNN layers and epochs were utilized to compare performance. The best
results were obtained with 200 epochs when two or three layers were used. The results were
compared to typical machine learning methods, and CNN outperformed all other methods.
Shreem et al. used a variety of machine learning algorithms, including 1D CNN, KNN, SVM,
NB, ANN, and a hybrid approach to predict student performance [75]. Shreem et al. utilized a
hybrid strategy that combined feature selection techniques with these algorithms. Bashir et al.
employed a hybrid deep neural network to calculate student academic performance by combining
bidirectional LSTM (BLSTM) with an attention layer that emphasizes important features from
the contextual information received by the BLSTM layer [76]. Chau et al. employed a twodimensional CNN to classify temporal education data and predict student labels with three
different class labels: graduation, study stop, and studying [77]. Chau et al. employed
transformation to build a matrix of features from temporal data, which was then fed into the
picture’s color channel to convert the 1D data to a 2D image; employed a single 2D CNN
architecture for classification; and compared the results to typical machine learning models. The
2D CNN improved classification accuracy over traditional models. Song et al. used CNN and
LSTM to predict academic performance and obtained an accuracy of 61% [78].
From the literature review, one identified research gap is that very little research has been
conducted on applying NNs to predict academic performance of students. Another identified
research gap is that none of the research has used EDM that converts numerical 1D data to a 2D
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image to be used for 2D CNNs. Another research gap identified is that none of the articles
reviewed discussed combining CNN models to determine the effects on model performance. To
bridge these research gaps, a hybrid 2D CNN model, which is a hybrid of two different CNN
models is proposed. The input to these CNN models is 2D grayscale images, which is obtained
by converting 1D numerical data into 2D grayscale.
4.3

Method
For our study, the Open University learning analytics dataset (OULAD) is used [159]. It

consists of the information of 32593 students studying 22 Open University courses during the
years 2013 and 2014. The database schema of the OULAD dataset is shown in Figure 4.1.
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Figure 4.1

Database schema of OULAD Dataset

Figure 4.1 shows that OULAD database consists of seven different files. The course file
contains the information about the modules (courses) taught during the years 2013 and 2014. The
assessments file contains the information related to the different assessments for each module
VLE file contains the information about the available materials in the VLE. Student
demographics information is available in studentInfo file. StudentRegistration includes the
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information related to the date students registered and unregistered the courses. The results of the
assessment are stored in studentAssessment file and the studentVle file contains the information
related to the student’s involvement in the materials of the VLE. Each file mentioned needs to be
processed to obtain the dataset ready for our study.
Figure 4.2 shows the proposed hybrid CNN model architecture.

Figure 4.2

Proposed hybrid CNN model architecture

Figure 4.2 shows our proposed model, which consists of six different stages. The first
stage is the used dataset in our study, which is explained in Section 4.3. The second stage is the
data preprocessing stage, which is explained in Section 4.3.1. The conversion of 1D data to a 2D
image occurs in the third stage of our model, which is explained in Section 4.3.2. The fourth
stage is our hybrid CNN model, which is explained in Section 4.3.3. The fifth stage is the student
performance prediction stage, which is explained in Section 4.4, including an explanation of the
performance prediction of our model in terms of pass and fail. In the last stage, the performance
of our model is compared with some baseline models and with previous studies (Section 4.4.1).
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4.3.1

Data Preprocessing
As explained before, there are seven different files that need to be processed. The Python

platform is used to process all the files and obtain a single .csv file containing student
demographic information, daily interaction with the university’s VLE, student assessment
results, and final results of the students. The final results of the students were categorized as
Distinction (n = 3024), Pass (n = 12361), Fail (n = 7052), and Withdraw (n = 10156). To make
the binary classification, Distinction and Pass are combined as Pass (n = 15385) and Fail and
Withdraw as Fail (n = 17208). Next, a categorical variable needed to be changed to a numerical
variable for our analysis. One-hot encoding was performed for our categorical variable to obtain
the dataset with all the numerical variables.
4.3.2

2D Representation
After the encoding, a dataset of 32593 students was obtained. In our study, a 2D CNN

was used, but our obtained data was 1D. Therefore, our data was transformed into a 2D format
suitable for the 2D CNN architecture. After changing the categorical values to numerical values,
a total of 37 numerical features were obtained. Each row now is the length of 37 sizes. To
convert into 2D, zero padding was done to increase the features to 40 so that each 2D matrix of
size 8 × 5 × 1 could be constructed. After zero padding, reshaping was done so that each 40length array was converted to an 8 × 5 × 1 size matrix. A 2D representation of each of the 32593
students was obtained, for total of 32593 images to be input into our 2D CNN architecture.
Figure 4.3 shows the 2D representation of the sample input.
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Figure 4.3

4.3.3

Sample input of size 8x5x1

Approach
The combination of two different 2D-CNN having a different number of layers was used.

The model description of our study is shown in Figure 4.4.
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Figure 4.4

Model Description of Hybrid 2D-CNN model

From Figure 4.4, two different CNN models have been seen. As seen in Figure 4.4, the
left model and the right model have six and five layers, respectively, before the dense layer.
Our model starts with the input layer, where the input is of size W × H × 1. The input is
then passed to the first convolution layer of the first model. The convolution layer is used to
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detect the set of features from the input image. The filter is dragged onto the image, and
convolution is performed between the filter and the input image to produce the feature map.
The convolutional layer has many hyperparameters. The number of filters used and the
size of the filters were defined. The stride was defined by which the filter was dragged across the
image. The output of the convolutional layer is defined as obtained using (4.1, 4.2, and 4.3)
[160].
𝑊𝑐 =

𝑊−𝐹
+1
𝑆

(4.1)

𝐻𝑐 =

𝐻−𝐹
+1
𝑆

(4.2)

𝐷𝑐 = 𝐾

(4.3)

where, S is a stride step (if s=1, the filter is moved one pixel at a time on the image), K is number
of filters used, F is filter size, W and H are width and height of input image, respectively.
From Figure 4.4, input to the first convolutional layer is 8x5x1. The first convolutional
layer has 64 filters, each of size 3x3, and the stride is one. Therefore, using (4.1, 4.2, and 4.3),
the output will be 6x3x64 in size.
The third layer of the first model is the pooling layer. The pooling layer reduces the size
of the images without losing much information. When reducing the size, it selects either the
average value, referred to as average pooling, or the maximum value, referred to as max pooling.
Pooling is usually performed with 2 × 2 patches with a stride of 2. The output of the pooling
layer is defined as what is obtained using (4.4, 4.5, and 4.6).
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𝑊𝑃 =

𝑊−𝐹
+1
𝑆

(4.4)

𝐻𝑃 =

𝐻−𝐹
+1
𝑆

(4.5)

𝐷𝑃 = 𝐷

(4.6)

where, S is stride step, F is filter size, and W, H, D are parameters of the input image.
In our study, max pooling is used. The input to our first pooling layer is 6x3x64. Using
(4.4, 4.5, and 4.6), the output of the first pooling layer is 3x1x64, using the stride of 2.
The fourth layer of our first model is the convolution layer, and the input to it is an image
of size 3 × 1 × 64. The second convolutional layer has 32 filters, each of size 1 × 1. Therefore,
using Equations (4.1–4.3), the output is 3 × 1 × 32 in size. The fifth layer of our first model is
again the convolutional layer with eight 1 × 1 filters. The obtained output of the convolutional
layer using (4.1, 4.2, and 4.3) is 3x1x8 in size.
The pooled feature map is passed to the sixth layer, where flattening occurs to convert the
input to the single layer 1D feature vector. The output of the flattened layer is supplied to the
fully connected layer.
The input to our first flattening layer is 3 × 1 × 8, and its output is a long 1D vector with a
length of 24.
In Figure 4.4, the input 8 × 5 × 1 image is applied to the second layer, which is the
convolutional layer, with 32 3 × 3 filters and a stride step of 1. Using Equations (4.1–4.3), the
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output feature map of the second layer is 6 × 3 × 32 in size. The third layer is the max-pooling
layer with a size of 2 × 2. Using Equations (4.4-4.6), the output of the third layer is 3 × 1 × 32.
The fourth layer is a convolution layer, the output of which 3 × 1 × 8 in size, and the fifth layer is
a flattening layer, which produces a long 1D vector with a length of 24.
Now, two models are concatenated, as shown in Figure 4.4. The output of this
concatenating layer has a vector with a length of 48. The 48-length 1D vector is then passed to
the fully connected layer. Two dense layers were used for the fully connected layer. A dense
layer is the layer of neurons where each neuron on the input is connected to each neuron on the
output. The output of our first dense layer is a 1D vector with a size of 8. The last layer of our
model is the dense layer, which has eight neurons on the input and two neurons on the output.
This output is the final predicted output, which is compared with the original label to calculate
the prediction accuracy.
An activation function was used in our model for the non-linearity transformation for the
input signal. Rectified linear units (ReLUs) was used for all the convolutional layers and the first
dense layer in our model. Mathematically, ReLU is defined as y = max (0, x). It converts all the
negative values to zero in the feature map. For the last dense layer, a sigmoid activation function
was used to add non-linearity to the input signal.
4.4

Experimentation and Evaluation
The dataset was split, with 70% as a training test and the remaining 30% as a test set. The

test data was also used as the validation data. Therefore, in this study, test loss and test accuracy
mean validation loss and accuracy, respectively. Accuracy was used as a performance metric.
Parameter tuning was performed to obtain the best results.
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Learning rate is an important parameter. Therefore, different learning rates were used to
see which one performed the best for our model. Learning rate is a small positive value, often in
the range of 0–1, and is used to train data. The learning rate is used to control how fast the model
adapts to the problem. A learning rate that is too high can lead the model to converge too rapidly
to a poor solution, whereas a learning rate that is too low can cause the process to get stuck.
Therefore, the perfect learning rate must be selected. The model was run with different learning
rates, and the result is shown in Table 4.1. The training and test accuracy were plotted for
different learning rates, which is shown in Figure 4.5.
Table 4.1

Test loss and test accuracy for using different learning rates.

Learning Rate

Test Loss

Test Accuracy

1

8.51

0.47

0.1

0.69

0.53

0.01

0.32

0.85

0.001

0.28

0.88

0.0001

0.34

0.85
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Figure 4.5

Plot of training and test accuracy for different learning rates.
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Table 4.1 shows the test loss and test accuracy for different learning rates. The highest
accuracy was obtained with a learning rate of 0.001. From Figure 4.5, the learning curve is flat
for higher learning rates (for 1 and 0.1). This is because the model was not able to learn anything
at a higher learning rate. The plot shows oscillating behavior for the lower learning rates. For our
model, the result shows that a learning rate of 0.001 is optimal, as it produces good model
performance, as seen in Figure 4.5.
Different numbers of epochs were used to determine the accuracy of the model and
observed the plots of accuracy vs. epochs and loss vs. epochs. The number of epochs were
increased from 20 to determine its effect on model performance. Test loss and test accuracy are
shown in Table 4.2, and the accuracy and loss plots are shown in Figure 4.6 and Figure 4.7,
respectively.
Table 4.2

Test loss and Test Accuracy for using different epoch numbers

Number of epochs

Test loss

Test accuracy

20

0.32

0.86

30

0.29

0.87

100

0.28

0.88

600

0.28

0.86
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Figure 4.6

(a)

(b)

(c)

(d)

The Plot of Test Accuracy and Epoch for (a) using the number of epochs as 20, (b)
using the number of epochs as 30, (c) using the number of epochs as 100, (d) using
the number of epochs as 600
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Figure 4.7

(a)

(b)

(c)

(d)

The Plot of Test Loss and Epoch for (a) using the number of epochs as 20, (b)
using the number of epochs as 30, (c) using the number of epochs as 100, (d) using
the number of epochs as 600

Table 4.2 shows the test loss and test accuracy for different numbers of epochs. The
highest accuracy of 0.88 was obtained with 100 epochs. It was started with 20 epochs, which
obtained an accuracy of 0.86. The number of epochs were then increased to 30 and obtained an
accuracy of 0.87. Using 20 and 30 epochs, the accuracy and loss plot in Figure 4.6 and Figure
4.7, respectively, show that the model was learning. The number of epochs were continued to
increase up to 100, at which point changes are observed in the loss plot, as shown in Figure
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4.7(c). As the number of epochs are further increased to 600, test loss increased, as seen in
Figure 4.7(d). This is due to overfitting. Therefore, to determine the optimal number of epochs,
the early stopping criteria is used. When both the training and test loss in the plot was decreased
as the number of epochs were increased, it was a good sign that the model is learning well;
however, as the test loss began to increase, the training process was stopped. This is called early
stopping. Using this process, the optimal epoch was determined to be 100 for our model.
Different optimizers were also used to observe the effects on test accuracy and test loss.
Stochastic gradient descent (SGD), Adadelta, root mean square propagation (RMSprop), and
adaptive moment (Adam) were used as the optimizers. Accuracy is shown in Table 4.3, and the
accuracy and loss plots are shown in Figure 4.8 and Figure 4.9, respectively. A learning rate of
0.001 with 100 for all the experiments was used to determine the effect of different optimizers on
test loss and test accuracy.
Table 4.3

Test loss and Test Accuracy for using different optimizers

Optimizer

Test Loss

Test Accuracy

SGD

0.63

0.69

RMSprop

0.30

0.87

Adadelta

0.61

0.68

Adam

0.28

0.88
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Figure 4.8

(a)

(b)

(c)

(d)

The Plot of Test Accuracy for different optimizers (a) using SGD (b) using
RMSprop, (c) using Adadelta, (d) using Adam
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Figure 4.9

(a)

(b)

(c)

(d)

The Plot of Test Loss for different optimizers (a) using SGD (b) using RMSprop,
(c) using Adadelta, (d) using Adam

Table 4.2 shows the test accuracy and test loss for using different optimizers. When the
RMSprop optimizer was used, although the test accuracy was high at 0.87, high oscillation on
the accuracy and loss plots was seen, as shown in Figure 4.8(b) and Figure 4.9(b), respectively.
For the Adadelta and SGD optimizers, the loss plot, as seen in Figure 4.9, shows that the training
loss and the test loss both decrease continuously at the end of the plot. This is due to the
underfitting. Therefore, the test accuracy is only 0.68 and 0.69 when using the Adadelta and
SGD optimizers, respectively. When using the Adam optimizer, the accuracy plot goes on,
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increasing to the point of stability, as seen in Figure 4.8(d). Additionally, as seen in the loss plot,
training loss continues to decrease up to the point of stability, whereas test loss also decreases
and maintains a small gap with the training loss. The learning curve for the Adam optimizer, as
shown in Figure 4.8(d), is a decent match, and the model learns effectively with a test accuracy
of 0.88.
4.4.1

Evaluation with Baseline Models
Different baseline models were used to run on our data to predict the academic

performance of students. In EDM research, models such as KNN, DT, LR, NB, and ANN are
frequently adopted to predict student academic performance. These models were also used as our
baseline models to compare performance with that of our hybrid CNN model. The performance
comparison of our hybrid CNN model was performed with these baseline traditional models
based on test accuracy. The result is shown in Figure 4.10.

Figure 4.10

Comparison of Hybrid CNN model with baseline models
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Figure 4.10 shows that ANN performed the worst, with a very low test accuracy of only
73.75%. Among the baseline models, LR performed well, with an accuracy of 86.05%. Our
hybrid CNN model achieved the best results among all models, with a test accuracy of 88%.
The performance of our models was compared with that of models reported in previous
studies. Table 4.4 shows the comparison of our model with different previously reported models.
Table 4.4

Comparative analysis of the hybrid 2D CNN model with previously reported
models.

Authors

Dataset Used

Techniques

Accuracy

Alberto et al. [69]

OULAD

78.2% using
MLP

Lubna et al. [70]

Private dataset

Song et al. [78]

OULAD

Decision tree, random
forest, extreme gradient
boosting, multilayer
perceptron
NB, KNN, linear
discriminant analysis
(LDA), SVM, MLP
CNN and LSTM

Rizvi et al. [148]

OULAD

DT

83.14%

Azizah et al. [73]

OULAD

Naïve Bayes, DT

63.8% using
NB

Hybrid 2D-CNN model

OULAD

Hybrid 2D CNN

88%

76.3% with
SVM
61%

Table 4.4 shows the different studies performed to predict the academic performance of
students. From Table 4.4, it can be seen that our model that used a hybrid 2D CNN technique
performed the best, with an accuracy of 88%.
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4.5

Implications of Results
Extensive research has been done on EDM to predict student academic performance.

Many methods, ranging from traditional methods to deep learning methods, have been applied to
EDM. Deep learning methods was used in our study. The OULAD dataset was used and the data
was preprocessed as described in Section 4.3.1 to obtain the problem binary classifications. As
explained in introduction section, one of the objectives of this study was to convert 1D numerical
data to 2D image data. This objective was fulfilled by reshaping our data with 40 features to
obtain an 8 × 5 grayscale image, which is explained in detail in Section 4.3.2. Our second
objective was to build a hybrid CNN model. Two CNNs with different convolutional and
pooling sizes were combined and a single hybrid CNN model was obtained, as explained in
Section 4.3.3.
Our final objective was to test the performance of the proposed hybrid model and
compare it with that of baseline models. Different learning rates were used to determine the
performance of our model. The highest accuracy was achieved with a learning rate of 0.001. The
learning curve at higher learning rates is flat, as seen in Figure 4.5 (for 1 and 0.1). The reason for
this is that the model was unable to learn anything at a faster rate. The graph in Figure 4.5
demonstrates oscillatory behavior with a reduced learning rate. As shown in Figure 4.5, a
learning rate of 0.001 is ideal for our model because it achieves high model performance. To test
the performance of our hybrid model, several numbers of epochs were employed, and the best
results were obtained with test loss of 0.28 and a test accuracy of 0.88 for 100 epochs, as shown
in Table 4.2. As the number of epochs were further increased to 600, test loss increased, and the
learning curve diverges, as seen in Figure 4.7(d), which is due to overfitting. Overfitting could be
addressed using the less complex network and using early stopping criteria. The early stopping
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criteria was used in our study and 100 was obtained as the optimal number of epochs for our
model. Different optimizers were used to determine the performance of our hybrid model and the
best results were obtained with a test loss of 0.28 and a test accuracy of 0.88 with Adam
optimizers, as shown in Table 4.3. When using other optimizers besides Adam, our results did
not improve, which can be seen in Figure 4.8 and Figure 4.9. For comparison, different baseline
models were used, such as KNN, DT, LR, NB, and ANN. As shown in Figure 4.10, our hybrid
model outperformed the baseline traditional models in terms of accuracy.
The performance of our model was compared with that reported in previous studies, as
shown in Table 4.4. Ref. [69] used techniques such as DT, RF, extreme gradient boosting, and
MLP to predict the academic performance of students. MLP performed the best, with the highest
accuracy of 78.2%. Ref. [70] used NB, KNN, LDA, SVM, and MLP and obtained the highest
accuracy of 76.3% with SVM. Ref. [78] used CNN and LSTM and obtained an accuracy of 61%
for predicting academic performance. Ref. [148] used DT and obtained an accuracy of 83.14%.
Ref. [73] used NB and DT, and NB obtained the highest accuracy of 63.8%. All of these studies
used the OULAD dataset, except [70], which used a private dataset of student dissertation project
grades. Our hybrid model obtained an accuracy of 88% and outperformed all the models reported
in these studies. Our hybrid model outperformed the baseline model and the models of previous
studies. Therefore, in response to our research question, our hybrid CNN model can be applied to
numerical 1D educational datasets to predict students academic performance.
Our study is subject to some limitations. First, only 37 features were used in our study.
The obtained image after 1D-to-2D transformation was of a small size, i.e., 8 × 5. Because of
this, more pooling layers could not be used in our model. Therefore, for each model, only one
pooling layer could be used. The second limitation of our study is that accuracy was used
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exclusively as a criterion for measuring performance. Third, the academic performance of
students were predicted but did not study the impact of each feature on academic performance
was not seen on academic performance.
4.6

Conclusions
A multitude of data is being produced by institutional technology, e-learning resources,

and online and virtual courses. These data could be used by educators to analyze and understand
the learning behaviors of students. The data that is obtained from the pedagogical domain is in
raw form, and EDM is needed to extract information from such raw data. When educational raw
data is observed, it helps to know who failed or passed, but the EDM extracts hidden information
from such raw data and helps to analyze and predict, with high accuracy, whether the students
are going to pass or fail. To test such a prediction, a hybrid 2D CNN architecture is built that can
predict whether students will pass or fail a class. Our data were 1D data, which were converted
to 2D data so that 2D CNN could be applied to our dataset. As shown in Section 4.4, academic
performance was predicted with high accuracy. A high accuracy of 88% was achieved by our
model. This positively supports our research question. Parameter tuning was performed to obtain
the best results. For parameter tuning, different learning rates, numbers of epochs, and optimizers
were used. The result is seen in Table 4.1, Table 4.2, and Table 4.3. The plots with different
epochs numbers in Figure 4.6 and Figure 4.7 help to visually display that performance is best at
100 epochs. Additionally, among the investigated optimizers, Adam performed the best, which
can be seen visually from the plots in Figure 4.8 and Figure 4.9. As seen in Figure 4.10, our
model outperformed the baseline traditional models in terms of accuracy. Our hybrid model
obtained an accuracy of 88% and outperformed all models reported in previous studies, as shown
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in Table 4.4. Therefore, in response to our research question, our hybrid CNN can be applied to
numerical 1D educational datasets to predict student academic performance.
A numerical 1D dataset was reshaped into a 2D image. As a result, the 2D data had a
modest matrix size. Large image data from the pedagogical sector will be employed in the future
to better grasp the depth of deep learning capability in EDM. Accuracy alone was used as a
performance metric. In the future, other performance metrics like kappa, recall, and sensitivity
could be used. The impact of each feature was not investigated on academic performance in this
study; this is something planned to be tackled in the future. Because our dataset is small,
explainable AI is an interesting topic that could be included in the future. Explainable AI is ideal
for smaller datasets. The current study demonstrates how educational institutions could use CNN
architecture to anticipate student academic performance and take appropriate action to assist
students. Our model’s great accuracy has prompted us to continue experimenting with CNN
architecture in the pedagogical sector.
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CHAPTER V
HYBRID CHEATER DETECTION (HCD) MODEL IN EDUCATIONAL DATA MINING
USING 1D-CNN
Online or distance learning helps students to obtain knowledge without being physically
present in an educational institute. Though previously its importance was among people who
wanted to gain knowledge part-time or those who could not attend the educational institute
because of various reasons, its importance has now skyrocketed because of the Covid 19
situation. Online classes mean all the exams, quizzes, and tests are conducted online. This gives
students ways to use external resources during the online examination and cheating may occur.
So, the main problem of online education is maintaining the academic integrity. The increase of
online courses has created opportunities for data mining and learning analytics in the
pedagogical domain. A large amount of educational data is obtained from this domain that can be
analyzed and interpreted so that educators can maintain academic integrity. EDM extracts hidden
information from educational records, and it is being used to predict cheaters in an online
examination. In our work, primarily a traditional machine learning algorithm is being used to
predict the cheaters. Convolutional Neural Network (CNN) architecture is then used to extract
the features from our data set and the previously used machine learning model is used on
extracted features to detect the cheaters. Such type of combination models outperformed the
original traditional machine learning model and CNN model when used alone in terms of
classification accuracy.
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5.1

Introduction
Online or distance learning is gaining its importance recently. Many educational institutes

have switched to online from in-person during the Covid 19 situation, and some still operates
online. Lockee explains that Covid 19 has forced all the educators and students to shift to the
online learning rapidly [161]. Online learning has created a learning outlet for students to
continue their studies. According to UNICEF, around one third of worlds school children were
not able to learn online during the Covid 19 situation because there was no such thing called
remote learning in many places [162]. So, online learning is important as it has advantaged
student to learn remotely, but the main problem of online education is to maintain the academic
integrity. Because of online classes, all the exams, quiz, and tests are conducted online. It
increases an academic dishonesty and allows students to cheat on the examination. According to
an article on the Washington Post, one of the companies that provides online proctoring service
reported that the numbers of cheaters rose to eight percentage from one percentage as the
numbers of online education increased after the Covid 19 situation [163]. Our main goal in this
chapter is to predict such cheating students in an online examination using machine learning.
The technique of obtaining information from massive amounts of data is known as data
mining. It has been successfully applied in a variety of disciplines, including healthcare [117,
118], manufacturing, engineering [119], fraud detection [120], bioinformatics [121], business
[122], stock markets [123], remote sensing [124], and many more, the educational sector is no
exception. Because of the fast-growing trend of using technology in education, such as
incorporating laptops, mobile phones, tablets, iPads, and VR systems [85-88], large amounts of
data are acquired in the educational arena. These are unprocessed data, and it is needed to find a
way to extract information from them. EDM is a kind of data mining that investigates raw data
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generated in educational settings. Researchers are interested in EDM because it may be used to
accomplish a variety of tasks, including prediction of student performance [2-4]; dropout
prediction [6-8]; detection of undesired student behaviors, such as off-task behaviors of students
[41-45]; and real time monitoring of a student’s psychological status by using sensors and
wearable devices [126, 127]. In this chapter, EDM have been used to predict cheating students in
an online examination.
Cheating is more prevalent in online courses than in traditional in-person courses. The
survey conducted by Chirumamilla et. al. with a total of 212 students and 162 teachers by
interviewing and questionnaires found that cheating is easier on e-exams than in paper exams
[164]. Another survey by Lanier also found that cheating is more prevalent on an online course
as compared to the traditional lecture courses [165]. Lanier surveyed 1262 students to observe
the cheating in online and traditional courses. Some studies show that the main reason of higher
cheating in online examination than in traditional is because of the lack of supervision. Dendir et
al. used the online proctoring by recording the webcam of the student’s computer and showed
that there occurs less academic dishonesty in the presence of online proctoring [166]. The results
by [166] shows that the proper supervision could mitigate the cheaters somehow.
Students find different ways to cheat during the online exam. They could share screen to
another computers, use advanced electronics devices such as smart phones, and earbuds, use
smartphones and apps to search the answers [167]. Universities try their best to maintain the
academic integrity by employing different methods such as using plagiarism checker software,
LockDown Browser, and remote proctoring to name few among many others. In this work,
universities are being helped to maintain academic integrity by developing a way to predict
cheaters in online examination by analyzing the student’s data in an educational setting using
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EDM. Our educational data comes from the interaction of students with online examinations. It
includes information related to the student’s engagement with the questions in the exam such as
average time taken to answer each question, numbers of questions skipped while solving the
exam, and few others. Primarily, 1D- Convolutional Neural Network (CNN) algorithm is being
used to predict the cheaters. High accuracy is required as much as possible, so the 1D CNN is
combined with different traditional machine learning algorithms to detect cheaters. First, 1DCNN is used to extract the features from our data set and second, the traditional machine
learning algorithm is employed on those extracted features to detect the cheaters. Such
combination of a model is named as Hybrid Cheater Detection (HCD) model. The performance
of our HCD model is compared in terms of classification accuracy with using only 1D-CNN
method and using only traditional machine learning method such as K-nearest neighbor (KNN),
logistic regression (LR), and Support Vector Machines (SVM). HCD model is built with the aim
of answering our research question:
RQ5: How accurately can cheaters be predicted in an online examination when
combining two traditional and deep learning approaches?
The objectives or motivation of this chapter are first to obtain the cheaters dataset with
the information of students enrollment in an online examination. The second objective is to build
a CNN model to predict the cheaters. The third objective is to build HCD model by combining
1D-CNN and traditional machine learning techniques. The fourth objective is to test the
performance of the HCD model and compare it with that of state-of-the-art models.
The main aim of this chapter is to use a combination of CNN model and traditional
machine learning model in the EDM field to predict the cheating students in an online
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examination. To fulfill this aim, a novel HCD model in the EDM field is proposed in this
chapter.
The main contribution to this chapter is:
•

To combine two 1D-CNN model and a traditional machine learning model produce a
single hybrid model named as HCD model in the EDM field.
The remainder of this chapter is organized as follows. Section 5.2 is a literature review

which addresses current work on academic performance utilizing machine learning and deep
learning, as well as the limitations of current work, and introduces our own work. Section 5.3
introduces methodology, where the dataset utilized and the approach to our work are discussed.
Section 5.4 shows the results of the trials and a comparison of the results to the baseline model.
Section 5.5 explains the discussion of the results. Section 5.6 is the conclusion, which presents a
review of our work as well as some future recommendations.
5.2

Literature Review
Machine learning algorithms are widely employed in a variety of fields for classifications

and predictions [135-138]. This section provides an overview of studies on the academic
integrity using EDM. Students cheat during the online examination which is the academic
misconduct. The use of computer and lack of proper proctoring encourages cheating during the
online examination. Several studies have been conducted using data mining to determine
cheaters and mitigate it. Hernandez et al. used data mining to identify cheaters in online
examination [79]. The study was conducted in five steps methodology and used Weka software
as the data mining tool to determine cheaters student’s behaviors or patterns. Hernandez et al.
focused on the student’s behavior under the online assessment environment, proposed model to
detect and prevent cheats in online assessments.
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Due to the many difficulties to maintain academic integrity, Kamalov et al. proposed an
approach to detect cheating in an online examination by considering it as outline detection
problem [80]. The study was conducted using the assessment scores to identify the abnormal
scores in the final exam. Recurrent neural network along with the anomaly detection algorithm
was used which achieved a high accuracy to detect the cheating on the final examination. Text
mining is done by Cavalcanti et al. to detect the cheaters in college examination [81]. Ref. [81]
used a two supervised classification models with decision tree algorithm and compared the
results with the result produced by the expert. They found out that one of the classification
models achieved higher performance in detecting cheaters in college examinations.
By presenting a set of features extracted from the online exam based on the Moodle
platform, Duhaim et al. proposed a recommendation system to detect cheating during the online
exam using statistical methods, similarity measures, and clustering algorithms to detect cheating
during the online exam [82]. There were three layers to these traits. To detect cheating in the
exam, Duhaim et al. employed statistical methods on these features (IP address, time taken, and
time late) in the first layer and calculated the ratio of similarity between students' replies using
similarity measures on essay questions in the second tier. On these types of questions
(multichoice, true & false, calculated, numerical, multi-answer, and drag & drop), ref. [82] used
clustering algorithms in the third layer to break students' answers into several related categories.
Finally, a recommendation system was offered to help the examiner decide whether students'
responses were suspect.
Some researchers used the face recognition for online exam monitoring [83, 84]. Geetha
et. al. used Eigenface algorithms to extract facial features and SVM algorithm for classifying and
detecting the faces of students to monitor the activities of students during online examinations.
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The proposed SVM-based face recognition system obtained the accuracy of 61% to detect the
faces of students [83]. Kavish et. al. used Haar Cascade Classifier and deep learning algorithm to
track (detect), tag, and identify the student’s behavior and look for any malpractices during the
online assessment using the webcam [84]. The proposed model obtained an accuracy of 93% in
recognizing the student’s face.
From different literature, it was seen that CNN techniques had not been combined with
traditional machine learning approaches to maintain integrity by detecting cheaters in an online
examination. In our work, the combination of traditional machine learning algorithms (LR, RF,
KNN, and linear SVM) and CNN architecture is used to improve the classification accuracy
compared to using only the traditional approach or only the CNN model. A hybrid model of this
type is a novel approach in EDM. Besides analyzing the interactions of students with the
questions in the current online examination, other aspects such as previous exam scores, current
exam scores, etc. are not taken into consideration, which is the shortcoming of our work.
5.3
5.3.1

Method
Dataset description
The student’s interaction time with the online examination was recorded as the

information for our dataset. The information included starting time of the exam, time at which
the students move from one question to another, time at which students complete the particular
questions, time of movement between various pages, time of response to particular question,
time of saving any pages, time of exam submission confirmation screen appearance, and time of
exam completion. The snippet of raw data is shown in Figure 5.1.
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Figure 5.1

Raw data of students interaction time on an online examination

Figure 5.1 shows the student’s interaction time with the online examination. Figure 5.1
shows that the starting time of the exam is at 9:00 PM, Students move from page 1 through age 7
at the time between 9:00 and 9:02 PM, time of movement between various pages, time of
response to particular question, time of saving page 31 is at 9:06PM, and so on. The Python
programming language is used to obtain features using this information. The obtained features
for our students’ cheaters dataset are shown in Table 5.1.
Table 5.1

Features description of the dataset

Features

Description

AverageTimesPagesVisited

Average number of times each page is
visited

AverageTimesQuestionAnswered

Average time taken to solve each
question
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Table 5.1(continued)
Features

Description

AverageJumpSize

Average number of questions skipped
while jumping from questions to
another

PlusOneJumps

Total number of jumps from lower
numbered questions to one step
higher questions

MinusOneJumps

Total number of jumps from higher
numbered questions to one step
lowered questions

NumLargeJumps

Highest number of questions skipped
between two questions while jumping
from one question to another

ForwardJumps

Total number of questions jumped
from lower numbered questions to
higher numbered questions

BackwardJumps

Total number of questions jumped
from higher numbered questions to
lower numbered questions

NumQuestions

Total number of questions in the
examination

Cheater

Indicates whether the particular
students are cheaters or not

99

Figure 5.2 shows the proposed HCD model architecture.

Figure 5.2

Proposed HCD model architecture

Figure 5.2 shows our proposed model, which consists of six different stages. The first
stage is the used dataset in our study, which is explained in Section 5.3.1. The second stage is the
data preprocessing stage, which is explained in Section 5.3.2. The third stage of our model is 1DCNN model that extracts the features from our dataset, which is explained in Section 5.3.3. The
fourth stage is the traditional machine learning stage that classifies the obtained features from
stage 4 to either cheaters or non-cheaters. The fifth stage is the student cheater prediction stage,
which is explained in Section 5.4, including an explanation of the cheater prediction of our
model in terms of classification accuracy. In the last stage, the performance of our hybrid model
is compared with other models using only 1D-CNN and only traditional machine learning
method.
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5.3.2

Data Preprocessing
The Python platform was used to process our raw data and obtain a single .csv file

containing student information of interaction with the online examination. The Label of the
students was cheater which was categorized as cheater (N=11) or non-cheater (N=184). Figure
5.3(a) shows that our data set is imbalanced because total number of students who cheated (N =
11) is very low in comparison to total number of students who did not cheat (N = 184). Because
of this, our model became biased and inaccurate since machine learning algorithm tries to
improve the accuracy by reducing the errors. So, the learning algorithms do not consider the
class distribution or balances of classes and the accuracy is affected. To deal with class
imbalance, the exact replicas of minority classes as in our case cheaters were created and added
to the original dataset to make the balanced dataset. This technique however causes the
overfitting. So, to avoid the overfitting, instead of exact replicas of the minority classe s, a subset
of data was taken from the minority class. The synthetic similar instances were then created
which were added to the original dataset so that the dataset is balanced as shown in Figure
5.3(b). This technique is called Synthetic Minority Oversample Technique (SMOTE).
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(a)
Figure 5.3

(b)

Plot showing total cheaters and non-cheaters (a) imbalanced dataset (b) Balanced
dataset after SMOTE

Figure 5.3(a) shows that our data set is imbalanced because total number of students who
cheated (N = 11) is very low in comparison to total number students who did not cheat (N =
184). Figure 5.3(b) is the balanced dataset after the SMOTE technique. SMOTE technique will
not cause any loss of the information from the original dataset.
5.3.3

Approach
A combination of 1D-CNN and traditional machine learning methods was applied to our

dataset. For the traditional method, KNN, LR, and Linear SVM were used. The model
description of the1D CNN used in our study is shown in Figure 5.4.
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Figure 5.4

Model description of 1D CNN model

Our 1D-CNN model starts with the input layer, where the input is 1D of size W × 1. The
input is then passed to the first convolution layer. It is used to detect the set of features from the
input data. The filter is dragged onto the 1D length vector, and convolution is performed between
the filter and the input data to produce the feature map. The convolutional layer has many
hyperparameters. The total number and the size of the filters were defined. The stride with which
the filter was dragged across the data was defined. The output of the convolutional layer is
defined as obtained using equations (5.1 and 5.2) [160].
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𝑊𝑐 =

𝑊−𝐹
+1
𝑆
𝐷𝑐 = 𝐾

(5.1)

(5.2)

where, S is a stride step (if S = 1, the filter is moved one pixel at a time on the data); K is the
number of filters used; F is the filter size; and W is the width length of the 1-D input.
From Figure 5.4, the input to the first convolutional layer is 9 × 1. The first convolutional
layer has 32 filters, each of size 3, and the stride is one. Therefore, using equations (5.1 and 5.2),
the output will be 7 × 32 in size.
The third layer is the pooling layer. The pooling layer reduces the size of the data without
losing much information. When reducing the size, it selects either the average value, referred to
as average pooling, or the maximum value, referred to as max pooling. Pooling is usually
performed with 2 × 2 patches with a stride of 2. The output of the pooling layer is obtained using
equations (5.3 and 5.4).

𝑊𝑝 =

𝑊−𝐹
+1
𝑆

𝐷𝑝 = 𝐾

(5.3)

(5.4)

where, S is stride step, F is filter size, and W is parameter of the input.
In our study, max pooling was used. The input to our first pooling layer is 7 × 32. Using
equations (5.3 and 5.4), the output of the first pooling layer is 3 × 32, using a stride of 2.
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The fourth layer is the convolution layer, and the input to it is of size 3 × 32. The second
convolutional layer has 16 filters, each of size 2. Therefore, using equations (5.1 and 5.2), the
output is 2 × 16 in size.
The fifth layer is the max-pooling layer with a size of 2. Using equations (5.3 and 5.4),
the output of the fifth layer is 1 × 16. The sixth layer of 1D-CNN model is dropout layer.
Dropout is used for dropping out some units in a neural network to prevent the overfitting. The
output of dropout layer is passed to the seventh layer which is the dense layer. It is the layer of
neurons where each neuron on the input is connected to each neuron on the output. The output of
this dense layer is a 1D vector with a size of 64. An activation function was used in our model
for the non-linearity transformation for the input signal. Rectified linear units (ReLUs) was used
for all the convolutional layers and the first dense layer in our model. Mathematically, ReLU is
defined as y = max (0, x). It converts all the negative values to zero in the feature map.
The features of our 1D data were extracted from the seventh layer and passed to the
traditional machine learning model for classification. For the classification purpose, KNN, LR,
and Linear SVM were used. The model description of the HCD model, which is the combination
of the1D-CNN model and the traditional machine learning model, is shown in Figure 5.5.
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Figure 5.5

Combination of 1D CNN and traditional machine learning model

Figure 5.5 consists of two parts, feature extraction parts and the classification parts. The
extracted feature from 1-D CNN is passed to KNN, LR, or Linear SVM model for the
classification. The output from these models is the final predicted output which is compared with
the original label to calculate the prediction accuracy.
The learning algorithm for our HCD model can be summarized as follows:
1. Take the input data and reshape each datum to obtain each input datum of size Wx1.
2. For the first convolutional layer, define the total number of filters, K; filter size, F;
and stride step, S, and calculate the output feature map with a size of 𝑊𝑐1 𝑋𝐷𝑐1.

106

3. The feature map, 𝑊𝑐1 𝑋𝐷𝑐1, is an input to the first pooling layer. For the first pooling
layer, define filter size, F, and stride step, S, and calculate the output of the size of
𝑊𝑃1 𝑋𝐷𝑃1.
4. For the second convolutional layer, define the total number of filters, K; filter size, F;
and stride step, S, and calculate the output feature map with a size of 𝑊𝑐2 𝑋𝐷𝑐2.
5. The feature map, 𝑊𝑐2 𝑋𝐷𝑐2, is an input to the second pooling layer. For the second
pooling layer, define filter size, F, and stride step, S, and calculate the output of the
size of 𝑊𝑃2 𝑋𝐷𝑃2 .
6. Pass the output of the second pooling layer to dropout layer. This layer reduces the
nodes by a factor of 0.3 to prevent the overfitting.
7. Define the number of input neurons and output neurons for the dense layer. Extract
the features from the dense layer.
8. Pass the extracted features to one of the traditional machine learning methods.
9. Predict the label and calculate the accuracy.
5.4

Results
The dataset was split with 70% as a training test and the remaining 30% as a validation

set. Accuracy was used as our performance metric. The1D CNN was used for classifying the
cheater dataset. The accuracy plot is shown in Figure 5.6.
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Figure 5.6

The plot of accuracy vs epoch

Figure 5.6 shows the accuracy plot when using 1D-CNN for classifying the cheater
dataset. For 1D-CNN, the learning rate used was 0.001 and the Adam was the optimizer.
Since the main purpose of this study is to improve the classification accuracy. So, HCD
model was used. For our HCD model, the classification accuracy is shown in Table 5.2.
Table 5.2

Classification accuracy for HCD model using different traditional machine
learning techniques

Model

Accuracy

HCD model with KNN

91.5

HCD model with LR

88.1

HCD model with RF

92.0

HCD model with Linear SVM

93.2
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Table 5.2 shows that the classification accuracy is improved than using only 1D CNN
except for LR. Now, let us see when using only traditional method only. Table 5.3 shows the
classification accuracies when using only traditional methods for classification purpose.
Table 5.3

Classification accuracies using traditional machine learning techniques.

Model

Accuracy

KNN

83.05

LR

84.7

RF

91.5

SVM

84.7

Table 5.3 shows that the classification accuracy is low when using only traditional
methods. Now let us compare the accuracy when using only 1D CNN, traditional method and
using HCD model.
Figure 5.7, Figure 5.8, Figure 5.9, and Figure 5.10 shows the graph of using 1D CNN,
different traditional methods, and HCD model.
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Figure 5.7

Classification accuracy using 1D-CNN, KNN, and HCD with KNN model

Figure 5.8

Classification accuracy using 1D-CNN, LR, and HCD with LR model
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Figure 5.9

Classification accuracy using 1D-CNN, RF, and HCD with RF model

Figure 5.10

Classification accuracy using 1D-CNN, linear SVM, and HCD with linear SVM
model

111

5.5

Discussion
Extensive research has been done on EDM to predict student academic performance.

Many methods, ranging from traditional methods to deep learning methods, have been applied to
EDM. Deep learning methods was used in our study. The students’ cheaters dataset was used as
explained in sub-section 5.3.1 in our study. As explained in the introduction section, the first
objective was to obtain the cheaters dataset with the information of students’ enrollment in an
online examination. This objective was fulfilled by collecting students’ data during the online
examination. The obtained data was raw, and the Python script was used to process the raw data
and a single .csv file containing student information was obtained, containing interaction with
the online examination. The information included starting time of the exam, time at which the
students move from one question to another, time at which students complete the particular
questions, time of movement between various pages, time of response to particular question,
time of saving any pages, time of exam submission confirmation screen appearance, and time of
exam completion, and the label was cheater and non-cheater.
The second objective was to build CNN model to predict the cheaters in an online
examination. This objective was fulfilled by building 1D CNN model that classifies our cheater
dataset. The accuracy obtained when using the 1D CNN model is shown in Figure 5.6. Figure 5.6
shows that the accuracy of 91.0% is obtained when using 1D CNN model. The third objective
was to build HCD model by combining 1D-CNN and traditional machine learning techniques.
Different traditional models such as KNN, LR, RF, and linear SVM were used. The features
were extracted using the 1D CNN model, and the traditional model was used to classify those
features.
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The fourth objective was to test the performance of the HCD model and compare it with
baseline models. Our HCD model improved the classification accuracy than using only 1D CNN
model which is shown in Table 5.2. The best performance was obtained from HCD model with
linear SVM, with a classification accuracy of 93.2%. When using the HCD model with LR, the
classification accuracy did not improve as it obtained the classification accuracy of only 88.1%
which is less than using only 1D CNN model which was 91.0%. The performance of our HCD
model was compared with baseline model. Techniques such as KNN, LR, RF, and linear SVM
were used as a baseline model as shown in Table 5.3. The comparison of using 1D CNN model,
HCD model and traditional machine learning model is shown in Figure 5.7, Figure 5.8, Figure
5.9, and Figure 5.10. Figure 5.7 shows the performance comparison using only 1D CNN model,
KNN model, and HCD model with KNN where the classification accuracy is highest for our
HCD model with a classification accuracy of 91.5%. Figure 5.8 shows the performance
comparison using only 1D CNN model, LR model, and HCD model with LR where the
classification accuracy is highest for 1D-CNN model with a classification accuracy of 91.0% and
our HCD model obtained the classification accuracy of 88.10%. Figure 5.9 shows the
performance comparison using only 1D CNN model, RF model, and HCD model with RF where
the classification accuracy is highest for our HCD model with a classification accuracy of
92.00%. Similarly, Figure 5.10 shows the performance comparison using only 1D CNN model,
linear SVM model, and HCD model with linear SVM where the classification accuracy is
highest for our HCD model with a classification accuracy of 93.2%. Our hybrid model
outperformed the baseline model. Therefore, in response to our research question, it supports that
two traditional and deep learning approaches can be combined with high accuracy to predict
cheaters in an online examination.
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Our study is subject to some limitations. First, our model was studied on only one data,
i.e., only on our student cheaters data. Other public cheater dataset could not be found to test our
model. The second limitation of our study is that accuracy was exclusively used as a criterion for
measuring performance. Third, the cheater student was predicted but the types of different
cheatings on which they could be involved were not studied.
5.6

Conclusion
A multitude of data is being produced by institutional technology, e-learning resources,

and online and virtual courses. These data could be used by educators to analyze and understand
the learning behaviors of students. The data that is obtained from the pedagogical domain is in
raw form, and EDM is needed to extract information from such raw data. In our study, students
data was collected from the online examination. The student’s interaction time with the online
examination was recorded as the information for our dataset. The information included starting
time of the exam, time at which the students move from one question to another, time at which
students complete the particular questions, time of movement between various pages, time of
response to particular question, time of saving any pages, time of exam submission confirmation
screen appearance, and time of exam completion. Our data was labelled data with two labels as
cheaters and non-cheaters. The model was built that helps to analyze and predict, with high
accuracy, whether the students are cheaters or not in an online examination. To test such a
prediction, a hybrid 1D CNN model called as HCD model was built.
As shown in result section, cheating students were predicted with high accuracy. A high
accuracy of 93.2% was achieved by our model when using the linear SVM classifiers as shown
in Table 5.2. This positively supports our research question. Our HCD model obtained a
maximum accuracy of 93.2% and outperformed all baseline models and 1D CNN model when
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used alone as shown in Figure 5.7, Figure 5.8, Figure 5.9, and Figure 5.10. Therefore, in
response to our research question, two traditional and deep learning approaches could be
accurately combined to predict cheaters in an online examination.
The 1D CNN was used on our small numerical 1D dataset. Large image data could be
employed from the pedagogical sector in the future to better grasp the depth of deep learning
capability in EDM. In this study, accuracy alone was used as a performance metric. In the future,
effects of our model on other performance metrics, kappa, recall, and sensitivity could be seen.
Different cheating techniques students may employ during online examinations were not
considered; this is something planned to be tackled in the future. Because our dataset is small,
explainable AI is an interesting topic that could be included in the future. Explainable AI is ideal
for smaller datasets. The current study demonstrates how educational institutions could use CNN
architecture to anticipate academic integrity in an online examination and take appropriate action
for students. Our model’s great accuracy has prompted us to continue experimenting with CNN
architecture in the pedagogical sector.
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CHAPTER VI
CONCLUSION
6.1

Summary of studies
The research studies presented within these manuscripts built upon one another to

investigate how machine learning can be used in EDM to improve the classification accuracy
through three different case studies. The first study I conducted was to categorize students'
attention patterns in the classroom, where they all had a laptop in front of them, and I wanted to
see if there is a link between attention patterns and learning (Chapter 3). In this study, I was able
to categorize the students' attention behavior in the classroom in binary form as 0 (off-task) and 1
(on-task). Also, I was able to combine two different feature extraction techniques (PCA and
LDA) to produce a single hybrid feature extraction technique model in the EDM field. A hybrid
2D-CNN model was used in the second study to predict the student's academic performance.
Through this study (Chapter 4), I was able to integrate two separate 2D-CNN models with
varying amounts of convolutional and pooling layers and build a single hybrid 2D-CNN model.
The third study that I conducted was to study the use of machine learning to maintain academic
integrity in an online examination. Through this study (Chapter 5), I was able to combine two
1D-CNN models and a typical machine learning model (KNN, LR, RF, and linear SVM). I was
able to demonstrate that hybrid machine learning models can be employed in EDM to increase
classification accuracy in all three studies. A summary of research questions from each study and
the conclusions drawn are summarized in the Table 6.1.
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Table 6.1

Summary of all three studies

Study

Research Questions

Findings

Study 1: Hybrid Feature
Extraction Model to
Categorize Student Attention
Pattern and Its Relationship
with Learning

RQ1. Does feature extraction
technique improve the
classification accuracy for
active window/attention
behavior of students?

The classification accuracy
is improved for the active
window/attention behavior
of students when using the
feature extraction technique
compared to when not using
it.

Study 2: Prediction of Student
Academic Performance Using
a Hybrid 2D CNN Model

Study 3: Hybrid Cheater
Detection (HCD) Model in
Educational Data Mining
Using 1d-Cnn

RQ2. Does the hybrid model
improve the classification
accuracy for active window/
When the features from a
attention behavior of students? hybrid feature extraction
model were classified by
RQ3. How strong are the
using Kernel SVM, the
classified students’ attention
classification accuracy was
patterns (based on active
the highest among all other
window data) related to their
methods.
progress exam scores?
The results showed a very
limited correlation between
attention and learning.
RQ4. Can hybrid 2D CNN
The Hybrid 2D CNN model
architecture be applied to
obtained the highest
numerical 1D educationalaccuracy of 88% and
domain data to predict
outperformed all the
students’ academic
baseline models and models
performance?
from the previous studies
reported in this chapter.
RQ5. How accurately can
The hybrid model, which is
cheaters be predicted in an
a combination of deep
online examination when
learning (1D CNN) and
combining two traditional and traditional learning, obtained
deep learning approaches?
the highest accuracy of
93.2% to predict the
cheaters in an online
examination and
outperformed the baseline
models.
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6.2

Challenges faced
Through the three EDM studies I completed, I discovered that utilizing machine learning

algorithms in the educational domain is challenging. The relatively small size of educational
datasets was the biggest obstacle faced in my research. In our first and third studies, the average
number of samples per dataset was just 150 and 195, respectively. Though it is a huge dataset for
the educational area, it is a modest dataset for sophisticated machine learning techniques. Due to
the small number of samples, underfitting is a common problem in EDM. Another issue is that
much of the educational data is missing because some survey participants abandon it before
finishing it. To process partial data, significant data pre-processing is required. One example of
this is for the attention dataset in which students would be absent in some weeks or even
withdraw from the course in the middle. Another issue that also resulted in missing data
sporadically in the attention dataset is that the classroom wireless connections would
occasionally drop connections so the server. Data availability is another issue I encountered with
EDM. Due to privacy regulations for academic data, most academic data is not publicly
available. My work relied on instructors who were willing to strip identifying information from
data and, thus, my analysis was limited to what data could be available to me. Typically, CNN
and computer vision operate better on 2D image data; however, it's difficult to collect
educational image data openly due to privacy concerns. So, to investigate the use of 2D CNN on
EDM, I had to transform the 1D data to 2D image data.
6.3

Future Work Recommendations
Ultimately, I recommend future EDM researchers to consider approaches that overcome

the limits of existing education datasets. Explainable AI is an interesting topic that I recommend
be included in the future EDM research studies. In the future, EDM researchers may be able to
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use massive image data from the educational institute to better understand the depth of EDM's
deep learning potential. As a performance metric, I used accuracy alone. I recommend education
researcher to consider other performance metrics, such as kappa, recall, and sensitivity and see
how the model performs. I only investigated improving classification accuracy; I didn't look into
factors that affect students' attentive behavior in the first study, the impact of each feature on
academic performance in the second study, different cheating strategies students use in an online
examination in the third study, or many other aspects. These are issues I intend to address in the
future.
6.4

Closing Remarks
The three studies presented in this dissertation inspire educational researchers to use

machine learning techniques into their studies. One of the experiments shows how an educational
institute could use hybrid feature extraction approaches in conjunction with classification
techniques to predict students' attention behaviors in the classroom and intervene accordingly.
The other two studies show how educational institutions can employ CNN architecture to predict
student academic performance or promote academic integrity and take appropriate measures to
aid students by using several CNNs together or combining CNN with other classification
techniques. All our studies have yielded high classification accuracy, allowing us to create a tool
that will aid educational institutions in understanding students' attention behaviors in a computerassisted classroom, predicting students' academic performance, and identifying cheaters in an
online examination. It might also be used to provide students with feedback on their classroom
performance or behavior. Because of our model's high accuracy, it has been decided to keep
exploring with EDM.
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