A velocity map contains more quantitative information than an amplitude image because Rayleigh wave velocity is related to the elastic constants of the material.
INTRODUCTION
A velocity map contains more quantitative information than an amplitude image because Rayleigh wave velocity is related to the elastic constants of the material.
A high-precision scanning acoustic microscope system has been developed by the University of Dayton Research Institute with the capability to generate Rayleigh wave velocity map images of aerospace materials. The velocity map is presented in a C-scan format in order to visualize the velocity distribution in a material or around a defect. Rayleigh wave velocity is measured using a time-of-flight (TOF) technique. This system utilizes impulse excitation in order to separate the direct reflected signal and the Rayleigh wave signal in the time domain. Time differences between these signals at two defocus depths are used to calculate Rayleigh wave velocity in real-time and display a 2D x/y velocity map image during the scan. Velocity measurement accuracy is demonstrated to be better than 1 %. Software techniques that were developed to improve time measurement accuracy will be quantitatively compared with the velocity in standard materials. Both measurement accuracy and standard deviation of experimental data are used as the basis of comparison for each investigated technique. Techniques discussed include improved peak detection, signal averaging requirements, digitization rate, and software gate placement. Cscan images of Rayleigh wave velocity maps of several materials will be presented. [1 ] [2] THEORY The time-of-flight (TOF) technique of measuring Rayleigh wave velocity on the surface of a specimen is an alternative to the more often used V(z) curve technique. The TOF technique is much faster and therefore a better choice when a hundred thousand velocity measurements are being collected in a raster scanning mode. This technique collects TOF measurements at only two different defocus locations of the transducer.
In order to utilize the TOF technique a very short impulse excitation must be provided to the transducer so that the direct reflection from the surface and the signal from the Rayleigh wave may be separated in time. The first defocus location is named ZI. The transducer must be defocused to a point where the direct reflection and the Rayleigh wave separate in the time domain. In most materials this is usually a defocus of O.4mm to 0.6 mm. A peak detection algorithm is utilized to measure the TOF to the location in time of the direct reflection (tw I) and the Rayleigh wave (tr I). An oscilloscope plot of the waveform at location Z I is shown in Figure I (a).
The second defocus position is named Z2 and its location is more arbitrary, but generally a greater defocus distance improves velocity measurement accuracy. In most cases Z2 should be an additional defocus distance of O.4mm to 0.6mm from the initial defocus position Z 1. This results in Z2 having a total defocus distance of 0.8mm to 1.2mm. A peak detection algorithm measures the TOF to the location in time of the direct reflection (tw2) and the Rayleigh wave (tr2). An oscilloscope plot of the waveform at location Z2 is shown in Figure I (b).
The Rayleigh wave velocity (Vr) is calculated using the equation:
where the units of Zl and Z2 are in meters and the time measurements are in units of seconds.
LIMIT A nONS OF RAYLEIGH WAVE TOF VELOCITY MEASUREMENT
The accuracy limitations of the velocity measurement were examined by inputting into the Rayleigh velocity equation (I) typical values of tw I, trl, tw2, tr2, Z I and Z2 from the experimental data. These values yielded a Rayleigh velocity of 3033 m1sec from timing measurements determined on a specimen of polished E6 glass. Then the various time measurements were increased and/or decreased by an amount equal to the time measurement errors inherent to our digitizer. Since the digitizing rate is 2 Gsps (0.5 ns time interval between samples) the four timing measurements were altered by all combinations of +/-0.5 ns. Although the complete table of all possible combinations for 0.5 ns errors for each timing measurement is not listed here, there are significant velocity changes caused by these very small differences in timing. Errors ranged from +/-2 m1sec to +/-IS m1sec (+/-112 % error). Since our goal is to measure Rayleigh velocity to better than I % accuracy, errors of a few nanoseconds would be unacceptable. This characteristic is why enhanced peak detection and extensive averaging is required to reduce TOF errors.
EFFECTS OF DATA COLLECTION PARAMETERS ON RAYLEIGH WAVE VELOCITY DATA SCA ITER
The effects of several data collection parameters upon velocity accuracy and repeatability were determined by collecting 100 measurements each at a single location on a specimen of polished E6 glass. These parameters are: (1) different Z I defocus depths, (2) Z-axis scan step size (Z2 -Z I), (3) effects of averaging A-scans, (4) effects of repeating, sorting and averaging velocity measurements, and (5) effects of enhanced peak detection. For each test a single parameter was varied while all other parameters were kept at our "standard conditions". The standard conditions for all tests were:
I. 50 MHz transducer, 0.2" fl. And 0.25" diameter. 2. Each A-scan is 4096 points in length and digitized at a rate of 2 Gsps (0.5 ns sample interval). 3. Each A-scan averaged 25 times. 4. Starting (Zl) defocus depth is 0.6 mm. 5. Ending (Z2) defocus depth is 1.2 mm (Z-axis step size of 0.6 mm). 6. Enhanced peak detection, shifted gate and data sorting algorithms enabled.
The basis for judging repeatability is the value of the I standard deviation error of each 100 measurements. The I standard deviation value is shown on the following plots as error bars. The basis for judging the velocity accuracy is the Rayleigh wave velocity of 3026 +/-4 m1sec as measured by Sathish et al. [3] on the same specimen of E6 glass by using the V(z) curve technique The value of 3026 m1sec is shown as a dashed line on each of the plots in Figure 2 .
Variations of the data collection parameters are presented in Figure 2 and yield the following conclusions: Figure 2 (a) indicates that the best repeatability (lowest standard deviation) is achieved with the least initial defocusing possible (0.4 mm). With the least defocus possible signal amplitudes are higher and therefore the peak is more accurately detected. The initial ZI defocus depth had no real effect on accuracy since all average velocities were within 7 m1sec of each other. Figure 2(b) indicates that the greatest possible Z-axis step size (Z2-ZI) ofO.6mm results in the best accuracy and repeatability. The reason is that the resulting longer tr2 time reduces the percentage of error in the measurement. However increasing the step size beyond 0.6 mm resulted in errors due to insufficient signal amplitude. Figure 2(c ) shows clearly that averaging A-scans in order to reduce noise improves both accuracy and repeatability. Figure 2(d) indicates that repeating the Z-axis scan at each point several times and then sorting and averaging velocities improves accuracy and repeatability significantly only up to 4 repetitions. Sorting and averaging will be discussed later. (a) Effect of Zl initial defocus depths
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enhanced peak detection algorithm for both improved accuracy and repeatability.
DATA SORTING ALGORITHM
Experimentation with our system indicates that occasional computed velocity errors are consistently values that are extremely high (> 100 m1sec errors). These errors are due to noise, peak detection and system triggering. Therefore, each Z-axis scan is repeated 4 times and the 4 velocities sorted in ascending order. The 3 lowest values are averaged to arrive at the final velocity. The highest velocity is always omitted. This is especially important on scans of titanium or other noisy or highly attenuative material.
ENHANCED PEAK DETECTION ALGORITHM
Because velocity errors are introduced by very small timing differences in the TOF measurements, an enhanced peak detection algorithm was developed. The old algorithm detected only the first occurrence of the highest (or lowest) peak value within a defined software gate. This method was insufficient because the Rayleigh wave peak is usually flat. That is, the peak consists of several successive data points of the same value. Also, noise levels of +/-1 data bit on the peak cause the peak's shape to become distorted. The 8-bit resolution of the digitizer combined with low Rayleigh wave amplitudes and low frequencies (compared to the digitizing rate) cause these problems.
The new algorithm finds the first occurrence of the highest (or lowest) amplitude on a peak, and then it searches ahead up to 9 data sample points to find the last occurrence of the same value. The position in time of these two locations are then averaged to estimate the location in time of the actual peak. This method overcomes the problems associated with flat topped peaks and distorted peaks as shown in Figure 3 The vertical line indicates the peak location on these data plots of a negative-going peak.
RAYLEIGH WAVE VELOCITY MAPS
Each of the following images of Rayleigh wave velocity maps and Rayleigh wave amplitude images are of the same 9 mm X 9 nun area on a specimen of Ti-6AI-4V material. This particular specimen has very large colonies of grains with many of them about 2mm in length. All data was collected at 50 MHz at the "standard conditions" previously mentioned. Each image is a 256 X 256 data point C-scan using a spatial step size of 35 microns. The amplitude C-scan is 8-bit data while the velocity maps are 16-bit velocity data in units of m1sec stored in a C-scan format. This data was collected using the High Precision Scanning Acoustic Microscope (HIPSAM) system developed at the Air Force AFRLIMLLP branch laboratories at WPAFB, Ohio.
The first image, presented in Figure 4 , is a Rayleigh wave peak-to-peak amplitude Cscan and not a velocity map. This image represents a standard acoustic microscopy image of the colonies in this specimen. Many large colonies and their boundaries can be seen and large areas have nearly the same Rayleigh wave amplitude. The transducer was defocused 0.6 mm and a software gate placed on the Rayleigh wave portion of the waveform in order to collect this image. This image should be used to compare with the following Rayleigh wave velocity map images. The grey scale in this image represents amplitude with black indicating the highest amplitude levels and white the lowest amplitudes.
The next 3 Rayleigh wave velocity map images are presented to illustrate several improvements to the to the data collection system. Figure 5 is a Rayleigh wave velocity map of the same area shown in the previous figure . In the grey scale image white represents high velocities and black lower velocities. This velocity scan was collected without using the "shifted gate option which we developed. The image is covered with undesirable black and white speckles. The titanium material has high attenuation and is acoustically noisy. Therefore the Rayleigh wave is of low amplitude at the Z2 defocus location and in high noise. The direct reflection echo on the surface also has a longer ring at the Z2 defocus and some of its waves enter the Rayleigh wave's software gate. These factors cause errors in locating the true Rayleigh wave peak location and cause noise in the image. This Figure 4 . Rayleigh wave peak amplitude C-scan of a 9mm X 9nun area on a Ti-6AI-4V plate. Black indicates the highest amplitudes and white the lowest amplitudes. situation did not occur on the E6 glass specimen. The problem was solved by having the software shift the starting location of the software gate away from the direct reflection at location Z2 by an amount equal to 1,4 of the time value of (tr2 -tw2) -(trl -tw I).
Figure 6 is a Rayleigh wave velocity map image that employed the "shifted gate feature and eliminated the speckles. However this image did not employ the data sorting algorithm which was previously described. Therefore system timing errors caused the Rayleigh velocity data to be inconsistent across and near the boundaries of colonies. 
CONCLUSIONS
Rayleigh wave velocity mapping has been shown to be a valuable tool in indicating the orientation of colonies of grains in titanium. Velocity has been measured to better than I % accuracy. A velocity map contains more quantitative information than an amplitude image because Rayleigh wave velocity is related to the elastic constants of the material.
