Abstract The neutrosophic set model is an important tool for dealing with real scientific and engineering applications because it can handle not only incomplete information but also the inconsistent information and indeterminate information which exist commonly in real situations. In this paper, we firstly propose two practical techniques converting an interval neutrosophic set into a fuzzy set and a single-valued neutrosophic set, respectively. Then, we define the interval neutrosophic cross-entropy in two different ways, which are based on extension of fuzzy crossentropy and single-valued neutrosophic cross-entropy. Additionally, two multicriteria decision-making methods using the interval neutrosophic cross-entropy between an alternative and the ideal alternative are developed in order to determine the order of the alternatives and choose most preferred one(s). Finally, an illustrative example is presented to verify the proposed methods and to demonstrate their effectiveness and practicality.
Introduction
Because of different types of uncertainties in real world, there are many of mathematics tools for handling incomplete, indeterminate and inconsistent information. Zadeh [39] proposed theory of fuzzy set which is applied successfully in various fields. Turksen [28] introduced the interval-valued fuzzy set to overcome the difficulty to define the grade of membership of fuzzy set in some cases. Atanassov [1] proposed the concept of intuitionistic fuzzy set, which is a generalization of the concept of fuzzy set. Atanassov and Gargov [2] introduced the notion of interval-valued intuitionistic fuzzy set by combining the intuitionistic fuzzy set with interval-valued fuzzy set, which is characterized by a membership function and a non-membership function whose values are intervals rather than real numbers. On the other hand, linguistic variables can be an effective tool because the use of linguistic information enhances the reliability and flexibility of classical decision models [18] . They have been studied in depth and used in many fields [10] [11] [12] [13] [14] . Smarandache [25, 26] defined the neutrosophic sets which are more general than the aforementioned sets. In a neutrosophic set, each element of the universe has a degree of truth, indeterminacy and falsity, respectively. The indeterminacy value of neutrosophic sets is independent of truth and falsity values, while the indeterminacy or hesitation margin is dependent of the degree of belongingness and degree of non-belongingness in the case intuitionistic fuzzy set. Therefore, the neutrosophic sets have been successful used in image processing field, such as image thresholding and image segmentation [6, 8] . But, a neutrosophic set will be difficult to apply in real scientific and engineering fields. Therefore, Wang et al. [33, 34] proposed the concepts of single-valued neutrosophic set and interval neutrosophic set, which are an instance of neutrosophic set, and provided their set-theoretic operators and various properties. The single-valued neutrosophic sets can easily present uncertainty, imprecise, inconsistent and incomplete information existing in real world. Also, they would be more suitable to handle indeterminate information and inconsistent information. Recently, some researchers have shown great interest in the theory of single-valued neutrosophic set and applied it to the field of decision making. Ye [35] proposed the correlation coefficients between single-valued neutrosophic sets and applied them to multiple attribute decision-making problems with single-valued neutrosophic information. Furthermore, Ye [38] introduced the concept of simplified neutrosophic set, which is a subclass of a neutrosophic set and includes the concepts of interval neutrosophic set and single-valued neutrosophic set, and defined some operational laws of simplified neutrosophic sets, and then, he proposed the simplified neutrosophic weighted averaging operator and simplified neutrosophic weighted geometric operator and applied them to multicriteria decision-making problems under the simplified neutrosophic environment. Peng et al. [19] pointed out that some operations defined by Ye [38] may be invalid, and they also defined the novel operations and aggregation operators and applied them to multicriteria decision-making problems. Liu and Wang [15] defined a single-valued neutrosophic normalized weighted Bonferroni mean operator. Ş ahin and Küçük [23] proposed the concept of neutrosophic subsethood based on distance measure for single-valued neutrosophic sets, and then, Ş ahin and Karabacak [24] extended it to interval neutrosophic sets. Recently, Peng et al. [20] defined the multivalued neutrosophic sets and proposed two aggregation operators such as the weighted average operator and the weighted geometric operator for solving a multicriteria decision-making problem.
On the other hand, since the degree of truth, falsity and indeterminacy about a certain statement cannot be defined exactly in the real situations, Wang et al. [34] generalized the concept of single-valued neutrosophic set to the interval neutrosophic set which is characterized by the degree of truth, falsity and indeterminacy whose values are intervals rather than real numbers. After the pioneering work of Wang et al. [34] , the interval neutrosophic sets have received much attention in the literature. Ye [36] introduced the Hamming and Euclidean distances between interval neutrosophic sets and the distancesbased similarity measures and applied them to multiple attribute decision-making problems with interval neutrosophic information. Broumi and Smarandache [3] proposed the correlation coefficients between interval neutrosophic sets. Liu and Shi [16] combined the interval neutrosophic sets and interval-valued hesitant fuzzy sets and proposed the concept of the interval neutrosophic hesitant sets. Also they developed some new aggregation operators for the interval neutrosophic hesitant fuzzy information, including interval neutrosophic hesitant fuzzy generalized weighted operator, interval neutrosophic hesitant fuzzy generalized ordered weighted operator and interval neutrosophic hesitant fuzzy generalized hybrid weighted operator, and discussed their some properties. Zhang et al. [41] introduced two interval neutrosophic aggregation operators and applied them to multicriteria decision-making problems with interval neutrosophic information.
Similarity measure, distance or divergence measure and entropy measure, and the relationships between these measures have been extensively studied for their wide applications in image processing, clustering, pattern recognition and case-based reasoning. Kullback and Leibler [9] concerned with a measure of the ''distance'' or ''divergence'' between two probability distributions, known as information for discrimination. Entropy, as a very important notion for measuring fuzziness degree or uncertain information in fuzzy set theory, has received great attention in the past decades. In 1968, Zadeh [40] first introduced the entropy of fuzzy event. Later, Deluca and Termini [7] presented some axioms to describe the fuzziness degree of fuzzy set, with which a fuzzy entropy based on Shannon's function [22] was proposed. After that, many other researchers have studied the fuzzy entropy in different ways. Bhandari and Pal [5] made a survey on information measures on fuzzy sets and gave some new measures of fuzzy entropy. Burillo and Bustince [4] presented an entropy on interval-valued fuzzy sets and intuitionistic fuzzy sets. Szmidt and Kacprzyk [27] proposed an entropy measure for intuitionistic fuzzy set by employing a geometric interpretation of intuitionistic fuzzy sets. Wei et al. [32] discussed an entropy measure for interval-valued intuitionistic fuzzy sets, which generalizes the entropy measures defined for intuitionistic fuzzy sets. Majumdar et al. [17] used an entropy measure to solve a multicriteria decision-making problem under single-valued neutrosophic environment. Cross-entropy is widely used to measure the discrimination information between objects, according to Shannon's inequality [22] . Shang and Jiang [21] defined the fuzzy cross-entropy between two fuzzy sets. Verma [29] proposed a new generalized fuzzy divergence measure, as an extension of fuzzy divergence measure proposed by Shang and Jiang [21] . Vlachos and Sergiadis [31] gave a definition of intuitionistic fuzzy cross-entropy and proved a mathematical connection between the notions of entropy for fuzzy sets and intuitionistic fuzzy sets in terms of fuzziness and intuitionism. Verma and Sharma [30] introduced the divergence (relative information) measure, as a kind of a discrimination measure, in the setting of intuitionistic fuzzy set theory. Zhang et al. [42] defined the concepts of entropy and cross-entropy for intervalvalued intuitionistic sets and discussed their some properties. Ye [37] proposed the cross-entropy on single-valued neutrosophic sets and defined the concept of singlevalued neutrosophic cross-entropy.
Some information measures such as the distance, similarity, inclusion and correlation of interval neutrosophic sets have been presented in [3, 24, 36, 41] recently. However, there is no investigation on the entropy and cross-entropy of interval neutrosophic sets. As known, characterization of uncertainty for interval neutrosophic sets is important issue that affects the management of uncertainty information in most real-world system models involving imperfect information with interval neutrosophic set values. Thus, it focuses us to derive a useful cross-entropy measure of interval neutrosophic sets for the possible applications in many real-life areas such as pattern recognition, cluster analysis and image segment. In this paper, we firstly propose two practical techniques converting an interval neutrosophic set into a fuzzy set and a single-valued neutrosophic set. In addition, a cross-entropy using interval neutrosophic information is proposed to determine the information measure for discrimination between two interval neutrosophic sets. Finally, an application of the proposed cross-entropy is established to solve a decisionmaking problem with interval neutrosophic information.
Preliminaries
Next, we give a brief review of some preliminaries.
Neutrosophic set
Definition 2.1 ( [26] ) Let X be a space of points (objects) and x 2 X. A neutrosophic set A in X is defined by a truthmembership function T A x ð Þ, an indeterminacy-membership function I A x ð Þ and a falsity-membership function
The complement of a neutrosophic set A is denoted by A c and is defined as
In the following, we will adopt the representations
Single-valued neutrosophic sets
The concept of single-valued neutrosophic set has been defined in [33] as follows:
) Let X be a universe of discourse. A single-valued neutrosophic set A over X is an object having the form
ð Þ denote the truthmembership degree, the indeterminacy-membership degree and the falsity-membership degree of x to A, respectively. 
Definition 2.5 ([33]) The complement of a single-valued neutrosophic set A is denoted by A c and is defined as
u c A x ð Þ ¼ v x ð Þ, p c A x ð Þ ¼ 1 À p A x ð Þ and v c A x ð Þ ¼ u A x ð Þ for all x 2 X. That is, A c ¼ x; v A x ð Þ; 1 À p A x ð Þ; u A x ð Þ h i : x 2 X f g : Definition 2.6 ([33]) A single-valued neutrosophic set A is contained in the other single-valued neutrosophic set B, A B, iff u A x ð Þ u B x ð Þ, p A x ð Þ ! p B x ð Þ and v A x ð Þ ! v B x ð Þ for all x 2 X.
Interval neutrosophic sets
Interval neutrosophic sets are defined by Wang et al. [34] as follows:
) Let X be a space of points (objects) and Int[0,1] be the set of all closed subsets of 0; 1 ½ . An interval neutrosophic A in X is defined with the form
ð Þ denote the truth-membership degree, the indeterminacy-membership degree and the falsity-membership degree of x to A, respectively.
Here, we only take the sub-unitary interval of 0; 1 ½ . Therefore, an interval neutrosophic set is clearly a neutrosophic set.
Definition 2.9 ([34]) Let INS(X) denote the family of all the interval neutrosophic sets in universe X, assume A; B 2
and then some operations can be defined as follows:
ð5Þ A ¼ B; iff A B and B A:
Now, we define the cross-entropy measure of interval neutrosophic sets.
Cross-entropy for interval neutrosophic sets
In this section, we present two different approaches to calculate the cross-entropy of interval neutrosophic sets, which are based on the fuzzy cross-entropy and singlevalued neutrosophic cross-entropy. We first give the definitions of cross-entropy and discrimination information measure between two fuzzy sets.
. . .; l B x n ð Þ h i be two fuzzy sets in the universe X ¼ x 1 ; x 2 ; . . .; x n f g . The fuzzy information for discrimination of A from B is defined as follows:
To overcome some drawbacks in formula (1), Shang and Jiang [21] proposed a modified version of it called as fuzzy cross-entropy.
. . .; l B x n ð Þ h i be two fuzzy sets in the universe X ¼ x 1 ; x 2 ; . . .; x n f g . The fuzzy cross-entropy of A from B is defined as follows:
which indicates the degree of discrimination of A from B:
However 
The information carried by the truth-membership, the indeterminacy-membership and the falsity-membership in single-valued neutrosophic sets A and B can be considered as fuzzy spaces with the three elements. Recently, Ye [37] extended the cross-entropy and symmetric discrimination information measure between two fuzzy sets to singlevalued neutrosophic sets and defined the concept of singlevalued neutrosophic cross-entropy, as a generalization of fuzzy cross-entropy as follows:
iare two single-valued neutrosophic sets in the universe X ¼ x 1 ; x 2 ; . . .; x n f g . Then, the single-valued neutrosophic cross-entropy is defined by which measures the degree of discrimination of A from B. By considering Shannon's inequality [21] 
Interval neutrosophic cross-entropy based on fuzzy cross-entropy
In this subsection, we propose a method converting any interval neutrosophic set into a fuzzy set.
Definition 3.4 Let
A be an interval neutrosophic set in universe X ¼ x 1 ; x 2 ; . . .; x n f g , where
Then, the average possible membership degree of element x to interval neutrosophic set A can be defined as
Obviously, F ¼ x;l A x ð Þ h i: x 2 X f gis a fuzzy set in universe X. Þ :
g is a fuzzy set in universe X corresponding to interval neutrosophic set A.
Similar to the cross-entropy of fuzzy sets, we define the cross-entropy between two interval neutrosophic sets A and B as follows: Definition 3.6 Let A and B be two interval neutrosophic sets in universe X and x 2 X, such that
Then, the average possible membership degree of element x to interval neutrosophic sets A and B can be, respectively, defined as:
So, the interval neutrosophic cross-entropy based on fuzzy cross-entropy is defined by 
Then, we simply can give the cross-entropy as 
whose weight vector is x ¼ x 1 ; x 2 ; . . .; x n ð Þ T such that 
Interval neutrosophic cross-entropy based on single-valued neutrosophic cross-entropy
In this subsection, we develop another approach to compute the cross-entropy of interval neutrosophic sets. It is based on the reduction in interval neutrosophic sets. To transform the interval neutrosophic sets into single-valued neutrosophic sets, we propose the following reduction operator.
where
Þ for x 2 X and k 2 0; 1 ½ . Then, f k is a reduction operator used to assign an interval neutrosophic set to the related single-valued neutrosophic set.
Obviously, f k A ð Þ is a single-valued neutrosophic set in universe X. Proposition 3.9 Let A and B two interval neutrosophic sets in universe X ¼ x 1 ; x 2 ; . . .; x n f g , where
Assume f k : INS X ð Þ ! SVNS X ð Þ is a reduction operator and k; d 2 0; 1 ½ . Then,
Then we have the following
for each x 2 X. Hence, it follows that
Similar to the cross-entropy of single-valued neutrosophic sets, we define the cross-entropy based on the reduction in interval neutrosophic sets, as a generalization of single-valued neutrosophic cross-entropy. 
ð Þ for all for x 2 X and k 2 0; 1 ½ , which k is the threshold value.
Unless otherwise stated, we choose the center value, i.e., k ¼ 0; 5.
Based on Shannon's inequality [21] , one can easily show that E INS A; B ð Þ!0, and 4 Multicriteria neutrosophic decision-making method based on the cross-entropy
As a new branch of neutrosophic sets, the interval neutrosophic sets can be used to solve problems including uncertain, imprecise, inconsistent and incomplete information existing in real scientific, environment and engineering applications. It has drawn the attention of many researchers for handling uncertainty. In this section, an illustrative example is given to verify the proposed approach and to demonstrate its practicality and effectiveness. Let A ¼ A 1 ; A 2 ; . . .; A m f gbe the set of alternatives and C ¼ C 1 ; C 2 ; . . .; C n f gbe the set of criteria, whose weight vector is x ¼ x 1 ; x 2 ; . . .; x n ð Þ T such that x j 2 0; 1 ½ , P n j¼1 x j = 1. Thus, the characteristic of the alternative A i i ¼ 1; 2; . . .; m ð Þis expressed by an interval neutrosophic set:
. . .; n and Additionally, in multicriteria decision-making process, the concept of ideal point has been used to help determine the best alternative in the decision set. Although the ideal alternative does not exist in real life, it does provide a useful theoretical construct against which to evaluate alternatives. Here, we can define an ideal fuzzy value and an ideal single-valued neutrosophic value, respectively, as A Ã ¼ x; 1 ð Þ and A Ã ¼ x; 1; 0; 0 ð Þ for all x 2 X. Also, the positive-ideal solution A þ for singlevalued neutrosophic sets is a single-valued neutrosophic value defined by
. . .; m and j ¼ 1; 2; . . .; n. It is clear that the positive-ideal solution A þ for fuzzy sets is a fuzzy value defined by
Thus, the smaller the value of
Þis, the better the alternative A i is. In this case, the alternative A i is closer to the ideal alternative A Ã . Through the weighted cross-entropy I INSx A Ã ; A i ð Þ or J INSx A Ã ; A i ð Þ ð Þi ¼ 1; 2; :::; m ð Þbetween each alternative and the ideal alternative, we can determine the ranking order of all alternatives and can easily select the best one. Moreover, we mean similar thoughts for the positive-ideal solution A þ . In the following, we can summary the decision procedures for two developed methods.
Interval neutrosophic set, as a combination of single-valued neutrosophic set and interval fuzzy set, provides the additional capability to deal with uncertainty, inconsistent, incomplete and imprecise information by including a truthmembership interval, an indeterminacy-membership interval and a falsity-membership interval. Therefore, it has played a significant role in the uncertain system. In this paper, we first proposed two useful techniques used to reduce the interval neutrosophic information to singlevalued neutrosophic information and fuzzy information, respectively. Based on the single-valued neutrosophic cross-entropy and the fuzzy cross-entropy, we define the concept of interval neutrosophic cross-entropy by using the two reduction methods. Then, the proposed cross-entropy is applied in a multicriteria decision-making problem, in which the alternatives on criteria are characterized by interval neutrosophic sets. Finally, a practical example was presented to illustrate the application of the proposed multicriteria decision making. Since the interval neutrosophic set is a generalization of the aforementioned sets, the proposed decision-making methods extend previous approaches because of the consideration of indeterminacy information as well as truth and falsity information in the selection process of the alternatives according to criteria. Therefore, they are more effective and more remarkable for handling imprecise, inconsistent and incomplete information in multicriteria decision making. Hence, one can easily apply these methods to make the optimal choice and to solve multicriteria decision-making problems located in other areas such as pattern recognition, clustering analysis, image process and medical diagnoses. In the future, we will continue working on entropy of neutrosophic sets including the single-valued neutrosophic sets and the interval neutrosophic sets.
