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RANK ONE NON-HERMITIAN PERTURBATIONS OF
HERMITIAN β-ENSEMBLES OF RANDOM MATRICES
ROSTYSLAV KOZHAN
Abstract. For any β > 0, we provide a tridiagonal matrix model and compute
the joint eigenvalue density of a random rank one non-Hermitian perturbation
of Gaussian and Laguerre β-ensembles of random matrices.
1. Introduction
The energy Hamiltonian of a closed quantum system is usually modelled by a
Hermitian random matrix H . The Hamiltonian of this system after coupling it to
the outer world via s open channels is modelled in the physics literature by the
so-called effective Hamiltonian1
Heff = H + iΓ, (1.1)
where Γ ≥ 0 is a rank s positive semi-definite Hermitian matrix that is independent
of H . In this paper we are concerned with the exact joint eigenvalue distribution
of (1.1) when there is one open channel (rankΓ = s = 1), and H is a Gaussian
orthogonal/unitary/symplectic or Wishart orthogonal/unitary/symplectic random
matrix. The law of Γ may be any continuous distribution, which is assumed to be
given. We obtain tridiagonal models (in the spirit of Dumitriu–Edelman [DE02])
and compute the joint eigenvalue distribution for any β > 0, not merely β = 1, 2, 4.
Such ensembles are of active interest in the literature due to the numerous phys-
ical applications (see, e.g., the review papers [FS11, MRW10, FS03] and references
therein).
The problem of computing the exact joint eigenvalue density of rank one non-
Hermitian perturbations of Gaussian ensembles was considered in the physics liter-
ature in the papers of Ullah [Ull69] (for the case β = 1), Sokolov–Zelevinsky [SZ89]
(β = 1), Sto¨ckmann–Sˇeba [SSˇ98] (β = 1, 2), Fyodorov–Khoruzhenko [FK99] (β =
2). The present paper provides a rigorous proof of this result (e.g., none of these
papers addressed the question of the space of all attainable configurations of eigen-
values, which can be subtle, see below the case for Laguerre ensembles). Moreover,
we obtain a generalization for any β > 0 and for any continuous distribution of Γ.
Let us also mention that the asymptotic analysis of these perturbations are also
of high interest in the mathematics and physics literature and have been studied
in [FS96, FS97, FS03, SFT99], see also [OW, Roc].
The joint eigenvalue density for rank one non-Hermitian perturbations of Wishart
(Laguerre) ensembles has not appeared before neither in the mathematics nor
The research was partly funded by the grant KAW 2010.0063 from the Knut and Alice Wal-
lenberg Foundation.
1In the physics literature it is more common to take H − iΓ, which can be reduced to our case
by a simple symmetry.
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physics literature. We treat all cases of β > 0, m, and n (we stress that cases
m < n and m > n have drastically different behaviours here), and Γ.
The current paper is the Hermitian counterpart of the unitary results from [KK]
(joint work with R. Killip). The important cornerstones in the proof are the
Dumitriu–Edelman matrix models [DE02], and Arlinski˘ı–Tsekanovski˘ı’s spectral
analysis of (deterministic) Jacobi matrices with rank one imaginary part [AT06].
We note that our methods can provide matrix models (namely, block Jacobi ma-
trices with independent (matrix-valued) Jacobi coefficients) for higher order pertur-
bations s ≥ 2 as well, which could prove to be useful for computing their eigenvalue
density (for the case β = 2, s ≥ 2, Fyodorov–Khoruzhenko [FK99] provide another
approach). We leave this as a challenging open problem.
Acknowledgements: It is a pleasure to thank Rowan Killip, Yan Fyodorov,
Boris Khoruzhenko, and Dmitry Savin for useful discussions and help with the
references. The majority of work was done during the author’s stay at the Royal
Institute of Technology (Stockholm). The author is grateful to the Department of
Mathematics, and especially Kurt Johansson, for the hospitality.
2. Preliminaries
2.1. Gaussian and Wishart ensembles.
Definition 1. We say that a real-valued random variable (r.v.) ξ is N(0, σ)-
distributed, and we write ξ ∼ N(0, σ), if its probability distribution function (p.d.f.)
is 1√
2piσ2
e−x
2/2σ2 .
We say that a complex-valued r.v. ξ is N(0, σI2)-distributed (where Ik is the k×k
identity matrix) if Re ξ and Im ξ are independent and each distributed according to
N(0, σ).
We say that a quaternion-valued r.v. ξ is N(0, σI4)-distributed if ξ = ξ1 + ξ2i+
ξ3j+ ξ4k and ξ1, . . . , ξ4 are independent and each distributed according to N(0, σ).
We say that a real-valued r.v. ξ is χ2k distributed (k > 0) if its p.d.f. is
1
2k/2Γ(k/2)
xk/2−1e−x/2. For integer k > 0 this can be realized by the sum of squares
of k independent N(0, 1) variables.
We say that a real-valued r.v. ξ is χk distributed (k > 0) if it can be realized as
the square root of a χ2k random variable. Its p.d.f. is
21−k/2
Γ(k/2)x
k−1e−x
2/2.
We say that a real-valued r.v. ξ is χ˜k distributed (k > 0) if its p.d.f. is
2
Γ(k/2)x
k−1e−x
2
(this coincides with 1√
2
χk distribution).
Definition 2. Let Y be an n × n matrix with independent identically distributed
(i.i.d.) entries chosen from N(0, 1), N(0, I2), or N(0, I4). Then we say that X =
1
2 (Y +Y
∗) belongs to the Gaussian orthogonal/unitary/symplectic ensemble, respec-
tively. We denote it by GOEn, GUEn, GSEn, respectively.
Definition 3. Let Y be an m × n matrix with i.i.d. entries chosen from N(0, 1),
N(0, I2), or N(0, I4). Then we say that the n × n matrix X = Y
∗Y belongs to
the Wishart orthogonal/unitary/symplectic ensemble, respectively. We denote it by
LOE(m,n), LUE(m,n), LSE(m,n), respectively.
To avoid confusion, we stress that LOE(m,n)/LUE(m,n)/LSE(m,n) ensembles
consist of n× n matrices.
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2.2. Tridiagonalization of Hermitian matrices. Let H be an n×n Hermitian
matrix. Let us describe a process that we will call the tridiagonalization procedure.
Denote ej to be the j-th standard vector in C
n, that is, having 1 in its j-th entry
and 0 everywhere else. Let 〈x,y〉 := x∗y, the usual inner product in Cn.
Let us apply the Gram–Schmidt orthogonalization procedure in Cn to the se-
quence of vectors e1, He1, H
2e1, . . . , H
k−1e1, where k = dim span{Hje1 : j ≥ 0}.
Note that 1 ≤ k ≤ n. After normalization we obtain an orthonormal sequence of
vectors v1, . . . ,vk in C
n. If k < n, then we choose an arbitrary unit vector vk+1 in
Cn ⊖ span{v1, . . . ,vk} and repeat the procedure but with vk+1 instead of e1. By
repeating this procedure finitely many times more if necessary and combining all
the resulting vectors together, we obtain an orthonormal basis {vj}
n
j=1 of C
n.
Standard arguments (see, e.g., [Sim11, Sect 1.3]) show that the matrix of H in
the basis {vj}
n
j=1 is tridiagonal. In other words, if we form unitary matrix S with
{vj}
n
j=1 as its columns, then SHS
∗ = J , where
J = SHS∗ =

b1 a1 0
a1 b2 a2
. . .
0 a2 b3
. . . 0
. . .
. . .
. . . an−1
0 an−1 bn

, aj ≥ 0, bn ∈ R. (2.1)
We call matrices of the form (2.1) Jacobi, and the coefficients {aj , bj} — their
Jacobi coefficients. For a future reference, observe that
Se1 = S
∗e1 = e1 (2.2)
since v1 = e1 in the Gram–Schmidt procedure. Note that in the tridiagonalization
procedure above, if dim span{Hje1 : j ≥ 0} = k < n, then ak = 0, i.e., J becomes
a direct sum of Jacobi matrices.
2.3. Matrix models for Gaussian and Wishart ensembles. Now let us apply
the tridiagonalization procedure from the previous section to a random matrix from
a Gaussian or a Wishart ensemble.
If H is from GOEn, GUEn, or GSEn, then e1 is a cyclic vector for H with
probability 1. Therefore we obtain (2.1) with aj > 0 for all 1 ≤ j ≤ n− 1.
The same is true for a randommatrixH from LOE(m,n), LUE(m,n), or LSE(m,n),
but only if m ≥ n. If m < n, then with probability 1, dim span{Hje1 : j ≥ 0} =
m + 1 ≤ n , and Cn ⊖ span{Hje1 : j ≥ 0} ⊆ kerH , so that the resulting Jacobi
matrix (2.1) that we obtain has am+1 = . . . = an−1 = 0, bm+2 = . . . = bn = 0.
In other words, we have that J is the direct sum of an (m + 1) × (m + 1) Jacobi
matrix and the (n−m− 1)× (n−m− 1) zero matrix. The proof of this case can
be done by following the Dumitriu–Edelman [DE02] arguments.
Lemma 1 (Dumitriu–Edelman [DE02]). Let H be a GOEn, GUEn, or GSEn
matrix. There exists a unitary matrix S satisfying (2.2) such that SHS∗ = J is
tridiagonal (2.1), where
aj ∼ χ˜β(n−j), 1 ≤ j ≤ n− 1,
bj ∼ N(0, 1), 1 ≤ j ≤ n,
where β = 1, 2, 4 for GOEn, GUEn, GSEn, respectively.
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Lemma 2 (Dumitriu–Edelman [DE02]). Let H be a LOE(m,n), LUE(m,n), or
LSE(m,n) matrix. There exists a unitary matrix S satsifying (2.2) such that SHS
∗ =
J = B∗B is tridiagonal (2.1), where
B =

x1 y1 0
0 x2 y2
. . .
0 0 x3
. . . 0
. . .
. . .
. . . yn−1
0 0 xn

, with (2.3)
(i) If m ≥ n:
xj ∼ χβ(m−j+1), 1 ≤ j ≤ n,
yj ∼ χβ(n−j), 1 ≤ j ≤ n− 1;
(ii) If m ≤ n− 1:
xj ∼
{
χβ(m−j+1), if 1 ≤ j ≤ m,
0, if m+ 1 ≤ j ≤ n,
yj ∼
{
χβ(n−j), if 1 ≤ j ≤ m,
0, if m+ 1 ≤ j ≤ n− 1;
where β = 1, 2, 4 for LOE(m,n), LUE(m,n), LSE(m,n), respectively.
Remarks. 1. For GSEn and LSE(m,n) every entry is quaternionic, so all the in-
stances of C in the arguments above should be replaced with the algebra of quater-
nions. The resulting coefficients aj , bj , xj , yj in Lemmas 1, 2 are quaternionic too,
but with the i, j, and k parts equal to zero.
2. We adopt a different notation from the one used in [DE02]: the roles of aj ’s
and bj’s are switched; the orderings of aj , bj, xj , yj have been reversed; Wishart
ensembles are taken to be W ∗W instead of WW ∗.
2.4. Gaussian and Laguerre β-ensembles. The tridiagonal matrix ensembles
from Lemmas 1 and 2 make sense for any 0 < β <∞, not merely for β = 1, 2, 4. We
will call them Gaussian β-ensembles GβEn and Laguerre β-ensembles LβE(m,n),
respectively.
2.5. Spectral measures of Gaussian and Laguerre β-ensembles. By the
Riesz representation theorem, for any Hermitian matrix H there exists a proba-
bility measure µ satisfying
〈e1, H
ke1〉 =
∫
R
xkdµ(x), for all k ≥ 0. (2.4)
We call µ the spectral measure of H corresponding to the vector e1.
In fact, any Hermitian can be unitarily diagonalized, so that we can write
H = UDU∗, where D is the diagonal matrix with eigenvalues λ1, . . . , λn of H on
the diagonal, and the columns u1, . . . ,un of U are the corresponding orthonormal
eigenvectors of H . This easily implies (2.4) with
µ(x) =
n∑
j=1
wjδλj , where wj = |〈e1,uj〉|
2. (2.5)
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Here δλ is the Dirac measure at λ, i.e., the probability measure concentrated at
a point λ. Note that the support of µ consists of ≤ n points (< n if some of the
eigenvalues coincide or if some of the eigenvectors are orthogonal to e1).
Note that because of (2.2), the spectral measures of H and of its Jacobi form
J coincide, that is H and J have identical eigenvalues λj ’s and eigenweights
wj ’s. In particular, spectral measures of GOEn and GβEn with β = 1 coincide;
spectral measures of GUEn and GβEn with β = 2 coincide; quaternion-valued
spectral measures of GSEn and GβEn with β = 4 (viewed as a matrix with
purely-real quaternion entries) coincide. Analogous statements can be made for
LOE(m,n)/LUE(m,n)/LSE(m,n) and LβE(m,n).
We remark that all the statements in lemmas and theorems below should be
understood to hold with probability 1.
Lemma 3 (Dumitriu–Edelman [DE02]). For any 0 < β <∞, the spectral measure
of GβEn-ensemble is (2.5) where λ1, . . . , λn, w1, . . . , wn−1 are distributed on
n∑
j=1
wj = 1; wj > 0, 1 ≤ j ≤ n; λj ∈ R (2.6)
according to
1
gβ,n
n∏
j=1
e−λ
2
j/2
∏
1≤j<k≤n
|λj−λk|
βdλ1 . . . dλn×
1
cβ,n
n∏
j=1
w
β/2−1
j dw1 . . . dwn−1, (2.7)
where
gβ,n = (2pi)
n/2
n∏
j=1
Γ(1 + βj/2)
Γ(1 + β/2)
, cβ,n =
Γ(β/2)n
Γ(βn/2)
. (2.8)
Lemma 4 (Dumitriu–Edelman [DE02]). For any m ≥ n and any 0 < β <∞, the
spectral measure of LβE(m,n)-ensemble is (2.5) where λ1, . . . , λn, w1, . . . , wn−1 are
distributed on
n∑
j=1
wj = 1; wj > 0, 1 ≤ j ≤ n; λj > 0 (2.9)
according to
1
lβ,n,a
n∏
j=1
λ
βa/2
j e
−λj/2
∏
1≤j<k≤n
|λj −λk|
βdλ1 . . . dλn×
1
cβ,n
n∏
j=1
w
β/2−1
j dw1 . . . dwn−1,
(2.10)
where a = |m− n|+ 1− 2/β, and
lβ,n,a = 2
n(aβ/2+1+(n−1)β/2)
n∏
j=1
Γ(1 + βj/2)Γ(1 + βa/2 + β(j − 1)/2)
Γ(1 + β/2)
, (2.11)
and cβ,n is as in (2.8).
Proposition 1. For any m ≤ n − 1 and any 0 < β < ∞, the spectral measure of
LβE(m,n)-ensemble is
µ(x) = w0δ0 +
m∑
j=1
wjδλj , (2.12)
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where λ1, . . . , λm, w1, . . . , wm are distributed on
m∑
j=0
wj = 1; wj > 0, 0 ≤ j ≤ m; λj > 0 (2.13)
according to
1
lβ,m,a
m∏
j=1
λ
βa/2
j e
−λj/2
∏
1≤j<k≤m
|λj − λk|
βdλ1 . . . dλm
× 1dβ,m,nw
β(n−m)/2−1
0
m∏
j=1
w
β/2−1
j dw1 . . . dwm, (2.14)
where a = |n−m|+ 1− 2/β; lβ,m,a is as in (2.11); and
dβ,m,n =
Γ(β(n−m)/2)Γ(β/2)m
Γ(βn/2)
. (2.15)
Proof. Let us first deal with β = 1 case, which by the discussion before Lemma 1
reduces to computing the spectral measures of a matrix H from LOE(m,n). For this
ensemble, the eigenvalue distribution is as stated, since the nonzero eigenvalues of
LOE(m,n) are distributed identically to the eigenvalues of LOE(n,m).
With probability one, we may assume that eigenvalues of H satisfy λ1 > . . . >
λm > 0 = 0 = . . . = 0 (n−m zeros). Let us choose an orthonormal system of (real)
eigenvectors u1, . . . ,un of H corresponding to these eigenvalues, respectively. We
pick each uj at random uniformly from the set of all possible choices. Since for any
n×n orthogonal matrix O, the matrix OTHO also belongs to LOE(m,n), we can see
that: u1 is uniformly distributed on the unit sphere {u ∈ R
n : ||u|| = 1}; and for
any 1 ≤ j ≤ n, the vector uj conditionally on u1, . . . ,uj−1 is uniformly distributed
on the subset of this unit sphere that is orthogonal to u1, . . . ,uj−1. Therefore the
matrix consisting of the eigenvectors as its columns is a Haar distributed orthogonal
matrix (see, e.g., [KK, Prop 2.2(a)]). Then its first row (x1, . . . , xn) is distributed
uniformly on the unit sphere {u ∈ Rn : ||u|| = 1}. Now recalling (2.5), we obtain
that wj = x
2
j , 1 ≤ j ≤ m, and w0 = x
2
m+1+ . . .+x
2
n. Now one can apply arguments
from the proof of [KN04, Cor A.2] (note that dwj = 2w
1/2
j dxj) to see that the joint
distribution of w1, . . . , wm is proportional to w
(n−m−2)/2
0
∏m
j=1 w
−1/2
j dw1 . . . dwm.
Let us ignore the normalization constant for now and come back to it in the end.
Just as in Dumitriu–Edelman [DE02], this allows us to compute the Jacobian of
the change of variables from {xj , yj}
m
j=1 in (2.3) to {λj , wj}
m
j=1. Before proceeding,
we need to clarify why this change of variables is bijective. By Favard’s theorem
(see, e.g., [Sim11, Thms 1.3.2–1.3.3]), there is one-to-one correspondence between all
(m+1)×(m+1) Jacobi matrices (2.1) with all aj > 0 (1 ≤ j ≤ m) and all probability
measures supported on m + 1 distinct points. This trivially implies that there is
one-to-one correspondence between all positive semi-definite (m+1)×(m+1) Jacobi
matrices J with detJ = 0 and aj > 0 (for each 1 ≤ j ≤ m) and all probability
measures supported onm+1 points of the form (2.12)–(2.13). By semi-definiteness,
any such J can be Cholesky factorized J = B∗B with B upper-triangular with
non-negative entries on the diagonal. Since J is tridiagonal, it is not hard to see
that this (m+1)× (m+1) matrix B must be two-diagonal as in (2.3) with xj ≥ 0,
1 ≤ j ≤ m + 1. Since detJ = 0, we must have that xj = 0 for at least one
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1 ≤ j ≤ m + 1. But since all aj > 0, we must necessarily have xm+1 = 0, and
xj 6= 0 for 1 ≤ j ≤ m. aj > 0 also implies that yj > 0, 1 ≤ j ≤ m. Conversely, any
(m+1)× (m+1) matrix B of the form (2.3) with xj > 0, yj > 0 for 1 ≤ j ≤ m and
xm+1 = 0 clearly leads to a positive semi-definite (m+ 1)× (m+ 1) Jacobi matrix
J with detJ = 0 and all aj > 0 (1 ≤ j ≤ m).
Using the matrix model in Lemma 2 (case m < n) and the distribution (2.14)
that we proved for β = 1, we obtain that the Jacobian is proportional (let us ignore
the normalizing constants for now) to
det
∂(x1, . . . , xm, y1, . . . , ym)
∂(λ1, . . . , λm, w1, . . . , wm)
∝
m∏
j=1
x−m+jj e
x2j/2
m∏
j=1
y−n+j+1j e
y2j/2
× w
n−m
2 −1
0
m∏
j=1
w
− 12
j
m∏
j=1
λ
n−m−1
2
j e
−λj2
∏
1≤j<k≤m
|λj − λk|
Now, recall Lemma 2. The joint distribution of {x1, . . . , xm, y1, . . . , ym} for LβE(m,n),
m ≤ n− 1, is, up to a normalizing constant,
∝
m∏
j=1
x
β(m−j−1)−1
j e
−x2j/2dxj
m∏
j=1
y
β(n−j)−1
j e
−y2j/2dyj.
Using the above Jacobian, we obtain that this distribution becomes
∝
m∏
j=1
x
(β−1)(m−j−1)
j
m∏
j=1
y
(β−1)(n−j)
j
×w
n−m
2 −1
0
m∏
j=1
w
− 12
j
m∏
j=1
λ
n−m−1
2
j e
−λj2
∏
1≤j<k≤m
|λj − λk| dλ1 . . . dλmdw1 . . . dwm.
(2.16)
Lemma 5. (i) The following identity holds
m∏
j=1
xm−j+1j y
m−j+1
j =
m∏
j=0
w
1/2
j
∏
1≤j<k≤m
|λj − λk|
m∏
j=1
λj .
(ii) The following identity holds
m∏
j=1
y2j = w0
m∏
j=1
λj .
Proof. (i) follows immediately by noting that xjyj = aj , 1 ≤ j ≤ m, and then
applying [DE02, Lemma 2.7]. Note the clash of notations: their n is ourm+1, their
{b1, . . . , bn−1}, {λ1, . . . , λn}, and {q21, . . . , q
2
n} are ours {am, . . . , a1}, {λ1, . . . , λm, 0},
and {w1, . . . , wm, w0}, respectively.
To prove (ii), we use theory of orthogonal polynomials, see, e.g., [Sim11]. By
combining [Sim11, Prop 3.2.8] and [Sim11, Prop 2.3.12] we get
w0 = − lim
z→0
〈e1, z(J − z)
−1e1〉 = lim
z→0
zqm+1(z)
pm+1(z)
= qm+1(0)p′m+1(0)
,
where pj’s and qj ’s are the orthonormal polynomials associated to J of the first and
second kind, respectively (in order to define pm+1 and qm+1 we need am+1 which
we take to be an arbitrary positive number). By [Sim11, Thm 1.2.4], pm+1(z) =
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(
∏m+1
j=1 a
−1
j ) det(z −J ), so p
′
m+1(0) = (−1)
m
∏m+1
j=1 a
−1
j
∏m
j=1 λj . Using the Wron-
skian relation [Sim11, Prop 3.2.3] and pm+1(0) = 0 (since 0 is an eigenvalue of J ),
we obtain qm+1(0) = 1/(am+1pm(0)). Finally, pm(z) = (
∏m
j=1 a
−1
j ) det(z−Jm×m),
where Jm×m is the m ×m top left corner of J . Recall that J = B∗B. It is easy
to see that Jm×m = B∗m×mBm×m, where Bm×m is the m×m top left corner of B.
Therefore pm(0) = (
∏m
j=1 a
−1
j ) det(−B
∗
m×mBm×m) = (−1)
m(
∏m
j=1 a
−1
j )
∏m
j=1 x
2
j .
Combining this all together with aj = xjyj, 1 ≤ j ≤ m, we obtain (ii). 
With the aid of this lemma we can now simplify the distribution (2.16). Indeed,
using the identity (i) we can eliminate the product of involving xj ’s, and then using
(ii), we can eliminate the product involving yj ’s. It is an easy exercise to see that,
up to a normalization constant, this reduces (2.16) to (2.14). Finally, note that
lβ,m,a is the right normalization constant for the eigenvalues in (2.14) by Lemma 4.
And the normalization constant dβ,m,n can be computed by evaluating the Dirichlet
integral, see, e.g., [KN04, Cor A.4]. 
3. Rank one perturbations
Let H be an n× n matrix from one of the six ensembles GOEn, LOEm×n (let
us refer to these two ensembles as the β = 1 case throughout this section); GUEn,
LUEm×n (β = 2 case); GSEn, LSEm×n (β = 4 case). Let
Heff = H + iΓ, (3.1)
where Γ = (Γjk)
n
j,k=1 is an n×n positive matrix that is independent of H with real
(if β = 1), complex (if β = 2), or quaternion (if β = 4) entries. We assume that
Γ has rank 1 (for the case β = 4, the (right) rank is viewed over quaternions, see,
e.g., [Rod14]).
Since Γ is Hermitian, we can diagonalize Γ = U∗(lI1×1)U , where I1×1 is the
n × n matrix with (1, 1)-entry equal to 1 and 0 everywhere else, and U is orthog-
onal, unitary, or unitary symplectic for β = 1, 2, 4, respectively (for quaternion
diagonalization, see, e.g., [Rod14, Thm 5.3.6]). Since the Hilbert–Schmidt norm
should be preserved, we see that l = ||Γ||HS = (
∑n
j,k=1 |Γjk|
2)1/2.
Then Heff = U
∗(UHU∗+ ilI1×1)U, where U is independent of H . From Defini-
tions 2 and 3, it is clear that UHU∗ belongs to the same ensemble as H . Therefore
we can apply the tridiagonalization procedure from Subsection 2.2 to reduce UHU∗
to the Dumitriu–Edelman form: UHU∗ = S∗J S with J as in Lemmas 1 or 2, and
S unitary with Se1 = S
∗e1 = e1. This implies SI1×1S∗ = I1×1 and therefore
Heff = U
∗S∗(J + ilI1×1)SU.
This shows that Heff can be unitarily reduced to a tridiagonal form whose all
entries are real, except for the complex (1, 1) entry. We can formalize it into a
theorem.
Theorem 1 (Matrix model for rank one non-Hermitian perturbations of Gaussian
and Wishart ensembles). Let H be taken from one of the six ensembles GOEn,
GUEn, GSEn, LOEm×n , LUEm×n , LSEm×n. Suppose Γ ≥ 0, rankΓ = 1, and
Γ is independent of H. Then Heff = H + iΓ is unitarily equivalent to
J + ilI1×1 (3.2)
where J is as in Lemma 1 or 2, respectively, and l = ||Γ||HS = (
∑n
j,k=1 |Γjk|
2)1/2
is independent of J .
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Remark. 1. Just like Dumitriu–Edelman models, this tridiagonal matrix ensem-
ble (3.2) makes sense for any 0 < β < ∞, not merely β = 1, 2, 4. For the obvious
reasons we will refer to these as non-Hermitian rank one perturbations of GβEn
and LβE(m,n) ensembles.
4. Joint eigenvalue distribution
For the rest of the paper let
C+ := {z ∈ C : Im z > 0}. (4.1)
4.1. Perturbations of Gaussian β-ensembles.
Theorem 2. For any 0 < β <∞, let J be from GβEn ensemble (see Lemma 1) and
l be independent of J distributed according to an absolutely-continuous probability
distribution F (l)dl on (0,+∞). Then the eigenvalues of (3.2) are distributed on
(C+)
n according to
1
hβ,n
e−
1
2
∑n
j=1(Re zj)
2−∑j<k(Im zj)(Im zk)
×
n∏
j,k=1
|zj − z¯k|
β
2−1
∏
j<k
|zj − zk|
2 F (l)
l
βn
2 −1
d2z1 . . . d
2zn, (4.2)
where l =
∑n
j=1 Im zj, d
2z stands for the 2-dimensional complex Lebesgue measure,
and
hβ,n = 2
n(β/2−1)gβ,ncβ,n,
where gβ,n and cβ,n are as in (2.8).
Remark. In view of Theorem 1, distribution (4.2) with β = 1, 2, 4 is the eigenvalue
distribution of rank one perturbations of GOEn, GUEn, GSEn, respectively.
Proof. First of all, because the imaginary part of J is positive, we know that each
of the eigenvalues z1, . . . , zn lies in C+. The result of Arlinski˘ı–Tsekanovski˘ı [AT06,
Thm 5.1] says that the mapping
{aj}
n−1
j=1 , {bj}
n
j=1, l 7→ z1, . . . , zn (4.3)
(0,∞)n−1 × Rn × (0,∞)→ (C+)n (4.4)
is one-to-one and onto (up to permutations of zj’s). Then so is the mapping
{λj}
n
j=1, {wj}
n−1
j=1 , l 7→ z1, . . . , zn, where µ (2.5) is the spectral measure of J . Let
us compute the Jacobian of this transformation.
Lemma 6.∣∣∣∣det ∂ (Re z1, . . . ,Re zn, Im z1, . . . , Im zn)∂ (λ1, . . . , λn, w1, . . . , wn−1, l)
∣∣∣∣ = ln−1∏
j<k
|λj − λk|
2
|zj − zk|2
. (4.5)
Proof. Denote Jl = J + ilI1×1. Define m(z) = 〈e1, (J − z)−1e1〉 =
∑n
j=1
wj
λj−z .
Let
∑n
j=0 κjz
j = det(z − Jl) =
∏n
j=1(z − zj), where κn = 1. Then
n∏
j=1
(z − zj) =
n∑
j=0
κjz
j = det(z − J − ilI1×1)
= det(z − J ) det(I − (z − J )−1ilI1×1) = (1 + ilm(z))
n∏
j=1
(z − λj). (4.6)
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By taking the real parts we obtain
1
2
n∏
j=1
(z − zj) +
1
2
n∏
j=1
(z − z¯j) =
n∑
j=0
(Reκj)z
j =
n∏
j=1
(z − λj), (4.7)
which implies ∣∣∣∣det ∂ (Reκ0, . . . ,Reκn−1)∂ (λ1, . . . , λn)
∣∣∣∣ = ∏
j<k
|λj − λk|, (4.8)
and
∂ (Reκ0, . . . ,Reκn−1)
∂ (w1, . . . , wn−1, l)
= 0, (4.9)
the n×n zero matrix. Thus we just need to evaluate det ∂(Imκ0,...,Imκn−1)∂(w1,...,wn−1,l) , regarding
λj ’s as constants.
The imaginary parts of (4.6) give
n−1∑
j=0
(Im κj)z
j = lm(z)
n∏
j=1
(z − λj) = −l
n∑
j=1
wj
∏
1≤k≤n
k 6=j
(z − λk)
= −l
n−1∑
j=1
wj(λj − λn)
∏
1≤k≤n−1
k 6=j
(z − λk)
− l n−1∏
k=1
(z − λk) (4.10)
Denote the polynomial in the square brackets as s(z) =
∑n−2
j=0 sjz
j. The above
equality implies
det
∂ (Imκ0, . . . , Imκn−1)
∂ (s0, . . . , sn−2, l)
= (−1) · (−l)n−1. (4.11)
Now note that s(z) can trivially be rewritten as
s(z) =
n−1∑
j=1
w˜j
∏
1≤k≤n−1
k 6=j
z − λk
λj − λk
,
where
w˜j = wj(λj − λn)
∏
1≤k≤n−1
k 6=j
(λj − λk). (4.12)
One can now recognize that s(z) is the interpolating polynomial s(λk) = w˜k for
k = 1, . . . , n− 1. This implies∣∣∣∣det ∂ (w˜1, . . . , w˜n−1)∂ (s0, . . . , sn−2)
∣∣∣∣ = ∏
1≤j<k≤n−1
|λj − λk|. (4.13)
Finally, from (4.12),
det
∂ (w˜1, . . . , w˜n−1)
∂ (w1, . . . , wn−1)
=
n−1∏
j=1
(λj − λn)
∏
1≤j<k≤n−1
|λj − λk|
2. (4.14)
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Combining (4.11), (4.13), (4.14), we get∣∣∣∣det ∂ (Imκ0, . . . , Imκn−1)∂ (w1, . . . , wn−1, l)
∣∣∣∣ = ln−1 ∏
1≤j<k≤n
|λj − λk|. (4.15)
Using (4.8), (4.9), and the fact that the Jacobian of the transformation from
Re z1, . . . ,Re zn, Im z1, . . . , Im zn to Reκ0, Imκ0, . . . ,Reκn−1, Imκn−1 is equal to∏
j<k |zj − zk|
2, we obtain∣∣∣∣det ∂ (Re z1, . . . ,Re zn, Im z1, . . . , Im zn)∂ (λ1, . . . , λn, w1, . . . , wn−1, l)
∣∣∣∣ = ln−1∏
j<k
|λj − λk|
2
|zj − zk|2
. (4.16)

The joint distribution of {λj}
n
j=1, {wj}
n−1
j=1 , l is
1
gβ,ncβ,n
∏
j<k
|λj − λk|
β
n∏
j=1
e−λ
2
j/2
n∏
j=1
w
β/2−1
j F (l)dλ1 . . . dλndw1 . . . dwn−1dl.
Using this and the Jacobian computation, we obtain that the distribution of zj’s is
1
gβ,ncβ,n
∏
j<k
|λj − λk|
β−2
n∏
j=1
e−λ
2
j/2
n∏
j=1
w
β/2−1
j
F (l)
ln−1
∏
j<k
|zj − zk|
2d2z1 . . . d
2zn.
(4.17)
Note that
l = − Imκn−1 =
n∑
j=1
Im zj, (4.18)
n∑
j=1
λj =
n∑
j=1
Re zj , (4.19)∑
j 6=k
λjλk =
∑
j 6=k
Re(zjzk). (4.20)
The first equation comes from (4.10), while the latter two follow from (4.7). Then
n∑
j=1
λ2j =
 n∑
j=1
Re zj
2−∑
j 6=k
Re(zjzk) =
n∑
j=1
(Re zj)
2+2
∑
j<k
(Im zj)(Im zk). (4.21)
Finally, from (4.6),
− ilwj = il Res
z=λj
m(z) = Res
z=λj
n∏
k=1
z − zk
z − λk
=
∏n
k=1(λj − zk)∏
k 6=j(λj − λk)
, (4.22)
so
n∏
j=1
wj = (
i
l )
n
∏
j,k(λj − zk)∏
j<k |λj − λk|
2
= ( il )
n 1
2n
∏
j,k(z¯j − zk)∏
j<k |λj − λk|
2
= 1(2l)n
∏
j,k |z¯j − zk|∏
j<k |λj − λk|
2
,
(4.23)
where we used (4.7) with z = zk, k = 1, . . . , n. Combining (4.18), (4.21), (4.23)
with (4.17), we obtain (4.2). 
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Examples. (1) Since Γ in Theorem 1 has rank 1, we can decompose it as Γ =
L∗L, where L = (l1j)nj=1 is an 1 × n matrix. Assuming the entries l1j of L are
independent and normal N(0, σIβ), then l =
∑n
j=1 |l1j |
2 ∼ σ2χ2βn, that is F (l) =
1
(
√
2σ)βnΓ(βn/2)
lβn/2−1e−l/(2σ
2). In this special case, distribution (4.2) becomes
1
(
√
2σ)βnΓ(βn/2)cβ,ngβ,n
n∏
j,k=1
|zj − z¯k|
β/2−1∏
j<k
|zj − zk|
2
× e−
1
2
∑n
j=1(Re zj)
2−∑j<k(Im zj)(Im zk)−
1
2σ2
∑n
j=1 Im zjd2z1 . . . d
2zn. (4.24)
agreeing with the formula obtained by Sto¨ckman–Sˇeba [SSˇ98, Eq (4.4)].
(2) If one instead takes, perhaps less naturally, l ∼ χβn/2, then the eigenvalue
density simplifies to
∝
n∏
j,k=1
|zj − z¯k|
β/2−1∏
j<k
|zj − zk|
2e−
1
2
∑n
j=1 |zj|2−2
∑
j<k(Im zj)(Im zk)d2z1 . . . d
2zn.
4.2. Perturbations of Laguerre β-ensembles. Let us first address the ques-
tion of which eigenvalue configurations are possible for rank one perturbations of
Wishart or β-Laguerre ensembles. Unlike the Gaussian case which was easy due
to the application of Arlinski˘ı–Tsekanovski˘ı’s [AT06, Thm 5.1], here we perturb a
positive (semi-) definite matrix.
Proposition 2. (i) Let
Jl = J + ilI1×1, (4.25)
where l > 0 and J is an n × n positive definite (real) Jacobi matrix (2.1) with
aj > 0, j = 1, . . . , n− 1. Its eigenvalues, counting algebraic multiplicities, belong to(zj)nj=1 ∈ (C+)n :
n∑
j=1
Arg zj <
pi
2
 . (4.26)
Moreover, for every configuration of n points from (4.26) there exists a unique
matrix Jl of the form above with such a system of eigenvalues.
(ii) Let
Jl = J + ilI1×1,
where l > 0 and J is an (m + 1) × (m + 1) positive semi-definite (real) Jacobi
matrix (2.1) with aj > 0, j = 1, . . . ,m, satisfying detJ = 0. Its eigenvalues,
counting with their algebraic multiplicities, belong to(zj)m+1j=1 ∈ (C+)m+1 :
m+1∑
j=1
Arg zj =
pi
2
 . (4.27)
Moreover, for every configuration of m+1 points from (4.27) there exists a unique
matrix Jl of the form above with such a system of eigenvalues.
Proof. As before, let zj ’s be the eigenvalues of Jl; let λj ’s and wj ’s be the eigen-
values and eigenweights of the spectral measure of J (which is of the form (2.5)
with (2.9) for the case (i) and (2.12) with (2.13) for the case (ii)). By [AT06],
zj ∈ C+ for every j.
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Consider now case (i). Equations (4.7) and (4.10) imply
Re sk(z1, . . . , zn) = sk(λ1, . . . , λn), k = 1, 2, . . . , n; (4.28)
Im sk(z1, . . . , zn) = l
n∑
j=1
wjsk−1({λt}t6=j), k = 1, 2, . . . , n, (4.29)
respectively, where s0 := 1, and sk (k ≥ 1) is the k-th elementary symmetric
polynomial
sk(z1, . . . , zn) :=
∑
1≤j1<j2<...<jk≤n
zj1 . . . zjk . (4.30)
Since for each j, λj > 0, wj > 0, l > 0, we obtain that z1, . . . , zn must belong to{
(zj)
n
j=1 ∈ (C+)
n : sk(z1, . . . , zn) ∈ Q1, k = 1, 2, . . . , n
}
, (4.31)
where Q1 := {z : 0 < Argz < pi/2}. Conversely, take a sequence of points
from (4.31). Since this sequence belongs to (C+)
n, we know from [AT06, Thm
5.1] that there exists a unique matrix of the form J + ilI1×1 with l > 0 and aj > 0,
j = 1, . . . , n− 1. We claim that in fact J is positive definite, that is, λj > 0 for all
j. Indeed, equation (4.7) along with the positivity of (4.28) implies that λ1, . . . , λn
are the real roots of the polynomial
∏n
j=1(z − λj) with alternating signs of the
coefficients. By Descartes’ rule of signs, we know such a polynomial cannot have
negative zeros. This means that all λj ’s are indeed positive. Therefore (4.31) is
precisely the space of all possible eigenvalue configurations of Heff . Let us now
show that it coincides with (4.26).
It is elementary that (4.26) is a subset of (4.31). To see the converse, take any
sequence from (4.31). Since sn(z1, . . . , zn) = z1z2 . . . zn ∈ Q1, we must have that
0 + 2kpi < Argz1 +Argz2 + . . .+Argzn < pi/2 + 2kpi (4.32)
for some integer k ≥ 0. We already know that these z1, . . . , zn are the eigenvalues
of J + ilI1, where J is positive definite. Let us now fix J and view z1, . . . , zn as
functions of l ≥ 0 only. Each of these functions is continuous and never passes
through 0. For any 0 < l <∞, we have (4.32) for some k. But when l = 0 the sum
of the arguments is zero. By continuity k = 0 for any l. This shows that (4.31) is
a subset of (4.26), and therefore they coincide.
To deal with the case (ii), we use similar arguments with m+1 instead of n and
λ1, . . . , λm, 0 as the eigenvalues (with λj > 0, j = 1, . . . ,m). With this in mind,
equations (4.28) and (4.29) imply that the eigenvalues z1, . . . , zm+1 of J + ilI1×1
belong to{
(zj)
m+1
j=1 ∈ (C+)
m+1 : sm+1(z1, . . . , zm+1) ∈ iR+;
sk(z1, . . . , zm+1) ∈ Q1, k = 1, 2, . . . ,m
}
, (4.33)
where R+ = {z ∈ R : z > 0}. Conversely, by [AT06, Thm 5.1], any configuration
of point from (4.33) coincides with eigenvalues of some J + ilI1×1, l > 0. One
obtains that the eigenvalues λ1, . . . , λm+1 of J satisfies sk(λ1, . . . , λm+1) > 0 for
k = 1, . . . ,m and sm+1(λ1, . . . , λm+1) = 0. This implies λj > 0 for all j except for
one zero eigenvalue.
Finally, let us show that (4.33) coincides with (4.27). The inclusion (4.27)⊆(4.33)
is easy. Conversely, take any configuration {zj}
m+1
j=1 from (4.33). By the above,
these points are the eigenvalues of some J + ilI1×1 with l > 0, where J has
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eigenvalues {0, λ1, . . . , λm} with λj > 0 for 1 ≤ j ≤ m. Since sm+1 ∈ iR+ in (4.33),
we have
Arg z1 +Arg z2 + . . .+Arg zm+1 = pi/2 + 2kpi (4.34)
for some integer k ≥ 0. After reordering, we can assume that zj → λj , 1 ≤ j ≤ m,
and zm+1 → 0 when l → 0 (while J is fixed). Therefore Arg zj → 0 as l → 0 for
1 ≤ j ≤ m, while 0 ≤ Arg zm+1 ≤ pi/2 for any l. This proves that k = 0, and
so (4.33)⊆(4.27), finishing the proof. 
The following may be known, but if not, it may be of interest on its own. Denote
C¯+ := {z : Im z ≥ 0}.
Corollary 1. Let
Heff = H + iΓ,
where H and Γ are positive semi-definite with rankΓ ≤ 1. The eigenvalues of Heff ,
counting with their algebraic multiplicities, belong to(zj)nj=1 ∈ (C¯+)n :
n∑
j=1
Arg zj ≤
pi
2
 ,
and every such a configuration may occur.
Remarks. 1. We stress that this is deterministic result.
2. We adopt the convention Arg 0 = 0 here.
3. Using our methods one can prove a similar statement for the case when H is
not positive-semidefinite, but has s negative eigenvalues. The eigenvalues of Heff
then belong to
{
(zj)
n
j=1 ∈ (C¯+)
n : pi2 + pi(s− 1) <
∑n
j=1 Arg zj ≤
pi
2 + pis
}
.
Proof. Just as in Section 3, we can tridiagonalize H+ iΓ = V ∗(J + ilI1×1)V , where
V is unitary, l > 0, and J some positive semi-definite tridiagonal n×n matrix (2.1).
Then just apply the previous proposition. Note that some of the aj ’s might be zero
which is why we obtain non-strict inequalities in 0 ≤ Arg zj ≤
pi
2 . 
Now that we know the possible configurations of the eigenvalues, we can compute
their joint distribution.
Theorem 3. For any 0 < β < ∞ and any integer m,n > 0, let J be the n × n
matrix from LβE(m,n) ensemble (see Subsection 2.4) and l be independent of J
distributed according to an absolutely-continuous probability distribution F (l)dl on
(0,+∞).
(i) If m ≥ n, then the eigenvalues {z1, . . . , zn} of Jl = J + ilI1×1 are distributed
on (4.26) according to
1
qβ,n,a
n∏
j,k=1
|zj− z¯k|
β
2−1
∏
j<k
|zj−zk|
2e−
1
2
∑n
j=1 Re zj
(
Re
n∏
j=1
zj
)βa
2
F (l)
l
βn
2 −1
d2z1 . . . d
2zn,
(4.35)
where l =
∑n
j=1 Im zj, a = |m− n|+ 1− 2/β, and
qβ,n,a = 2
n(β/2−1)lβ,n,acβ,n,
where lβ,n,a and cβ,n are as in (2.11) and (2.8).
(ii) If m ≤ n−1, then eigenvalues of Jl = J +ilI1×1 are {z1, . . . , zm+1, 0, . . . , 0}
with {z1, . . . , zm+1} =: {r1e
iθ1 , . . . , rm+1e
iθm+1} distributed on (4.27) according to
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1
tβ,m,n
m+1∏
j,k=1
|zj−z¯k|
β
2−1
∏
1≤j<k≤m+1
|zj−zk|
2e−
1
2
∑m+1
j=1 Re zj
m+1∏
j=1
|zj |
β(n−m−1)
2
F (l)
l
βn
2 −1
dr1 . . . drm+1dθ1 . . . dθm, (4.36)
where l =
∑m+1
j=1 Im zj and
tβ,m,n = (m+ 1)2
(m+1)(β/2−1)lβ,m,adβ,m,n, (4.37)
where a = |n−m|+ 1− 2/β, and lβ,m,a and dβ,m,n are as in (2.11) and (2.15).
Remarks. 1. In view of Theorem 1, distributions (4.35) and (4.36) with β = 1, 2, 4
are the eigenvalue distribution of rank one perturbations of the Wishart ensembles
LOE(m,n), LUE(m,n), LSE(m,n), respectively.
2. In (ii), θm+1 = pi/2−
∑m
j=1 θj is implicit due to (4.27).
Proof. (i) We can take the known joint distribution of the eigenvalues λj ’s, eigen-
weights wj ’s (see Lemma 4), and l and change the variables to zj’s (by Propo-
sition 2(i) it is one-to-one and onto (4.26), so the Jacobian (4.16) applies). Us-
ing (4.23), (4.18), (4.19), (4.28) (with k = n), we obtain the resulting distribu-
tion (4.35).
(ii) By Proposition 2(ii), the map from the spectral measures of the form (2.12)–
(2.13) to the eigenvalues of J + ilI1×1: λ1, . . . , λm, w1, . . . , wm, l 7→ z1, . . . , zm+1
is one-to-one and onto (4.27) (if we impose some natural ordering on λj ’s and
zj’s; we will remove it in the end of the proof). Its Jacobian is of course different
from (4.16) computed earlier. Similar to the notation in the proof of Lemma 6, let
m(z) = 〈e1, (J − z)
−1e1〉 = −w0z +
∑m
j=1
wj
λj−z and
∑m+1
j=0 κjz
j = det(z − Jl) =∏m+1
j=1 (z − zj), where κm+1 = 1. Because of detJ = 0, we obtain Reκ0 = 0.
Following similar reasoning as in the proof of Lemma 6, we first obtain the value
of the Jacobian∣∣∣∣det ∂ (Reκ1, . . . ,Reκm, Imκ0, . . . , Imκm)∂ (λ1, . . . , λm, w1, . . . , wm, l)
∣∣∣∣ = lm m∏
j=1
λj
∏
1≤j<k≤m
|λj − λk|
2.
(4.38)
Now let zj = rje
iθj be the polar decomposition of zj. Since Re(z1 . . . zm+1) =
(−1)m+1Reκ0 = 0, we have that e
iθm+1 is determined by z1, . . . , zm. There-
fore we have a one-to-one map R2m+1 → R2m+1 taking r1, . . . , rm+1, θ1, . . . , θm
to Reκ1, . . . ,Reκm, Imκ0, . . . , Imκm. We are headed towards computing its Jaco-
bian on the manifold Re(z1 . . . zm+1) = 0.
First off, it is trivial to see that on Re(z1 . . . zm+1) = 0:∣∣∣∣det ∂ (Re z1, . . . ,Re zm, Im z1, . . . , Im zm, Imκ0)∂ (r1, . . . , rm, θ1, . . . , θm, rm+1)
∣∣∣∣ = m∏
j=1
|zj |
2. (4.39)
We are left with computing the Jacobian of the R2m+1 → R2m+1 mapping
Re z1, . . . ,Re zm, Im z1, . . . , Im zm, Imκ0 7→ Reκ1,Reκm, Imκ1, . . . , Imκm, Imκ0 re-
stricted to Reκ0 = 0, which is easily seen to be equal (cf., e.g., [KK, Lemma D.1])
to the Jacobian of the C2m × R → C2m × R map z1, z¯1, . . . , zm, z¯m, Imκ0 7→
κ1, κ¯1, . . . , κm, κ¯m, Imκ0 restricted to Reκ0 = 0, where we treat zj and z¯j as inde-
pendent variables. In the notation (4.30), we have that (−1)m+1−jκj = sm+1−j(z1, . . . , zm+1)
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for 0 ≤ j ≤ m. Using κ0 = (−1)
m+1z1 . . . zm+1 and the trivial equality sm−j(y1, . . . , ym) =
sm(y1, . . . , ym)sj(
1
y1
, . . . , 1ym ), we can write for 1 ≤ j ≤ m,
(−1)m+1−jκj = sm+1−j(z1, . . . , zm) + (−1)m+1κ0sj( 1z1 , . . . ,
1
zm
). (4.40)
Since κ¯0 = −κ0, we also get
(−1)m+1−jκ¯j = sm+1−j(z¯1, . . . , z¯m)− (−1)m+1κ0sj( 1z¯1 , . . . ,
1
z¯m
). (4.41)
These equalities imply that for 1 ≤ j ≤ m and 1 ≤ s ≤ m,
∂κj
∂zs
= (−1)m+1−jsm−j(z1, . . . , zˆs, . . . , zm)− (−1)j
κ0
z2s
sj−1( 1z1 , . . . ,
1ˆ
zs
, . . . 1zm ),
∂κ¯j
∂z¯s
= (−1)m+1−jsm−j(z¯1, . . . , ̂¯zs, . . . , z¯m) + (−1)j κ0
z¯2s
sj−1( 1z¯1 , . . . ,
1̂
z¯s
, . . . 1z¯m ),
∂κj
∂z¯s
=
∂κ¯j
∂zs
= 0,
where vˆ means that a variable v is omitted. Using sm−1(y1, . . . , ym−1)sj−1( 1y1 , . . . ,
1
ym−1
) =
sm−j(y1, . . . , ym−1) again, we can rewrite
∂κj
∂zs
=
zs − zm+1
zs
(−1)m+1−jsm−j(z1, . . . , zˆs, . . . , zm),
∂κ¯j
∂z¯s
=
z¯s − z¯m+1
z¯s
(−1)m+1−jsm−j(z¯1, . . . , ̂¯zs, . . . , z¯m).
Having this in hand, it is easy to write the Jacobian and perform a straightforward
Gaussian elimination to arrive to∣∣∣∣det ∂ (κ1, κ¯1, . . . , κm, κ¯m, Imκ0)∂ (z1, z¯1, . . . , zm, z¯m, Imκ0)
∣∣∣∣ = m∏
j=1
|zj|
−2 ∏
1≤j<k≤m+1
|zj − zk|
2. (4.42)
Combining this with (4.38) and (4.39), we get∣∣∣∣det ∂ (r1, . . . , rm, θ1, . . . , θm, rm+1)∂ (λ1, . . . , λm, w1, . . . , wm, l)
∣∣∣∣ = lm m∏
j=1
|λj |
∏
1≤j<k≤m |λj − λk|
2∏
1≤j<k≤m+1 |zj − zk|2
. (4.43)
Repeating the arguments from (4.22) and (4.23), we obtain
w0 =
∏m+1
j=1 |zj |
l
∏m
j=1 |λj |
, and
m∏
j=1
wj =
1
lm2m+1
∏m+1
j,k=1 |zj − z¯k|∏m+1
j=1 |zj |
∏m
j=1 |λj |
∏
j<k |λj − λk|
2
.
Finally, just as in (i), we still have
∑m
j=1 λj =
∑m+1
j=1 Re zj and l =
∑m+1
j=1 Im zj.
Now, starting from the joint distribution of λ1, . . . , λm, w1, . . . , wm (see Proposi-
tion 1) and l, applying the Jacobian (4.43), and using these substitutions (note that
terms with
∏
|λj | cancel out in the process), we arrive at the distribution (4.36).
Note that the factor (m+1) in (4.37) comes from removing the ordering of zj’s and
λj ’s (there are (m+1)! of permutations for {zj}
m+1
j=1 , and only m! for {λj}
m
j=1). 
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Example. Choosing F (l) ∝ l
βn
2 −1e−l/2 (as in Example (1) of the previous section,
this is natural since corresponds to each entry of L (where Γ = L∗L) being normal),
the distribution (4.35) becomes
∝
n∏
j,k=1
|zj − z¯k|
β
2−1
∏
j<k
|zj − zk|
2e−
1
2
∑n
j=1(Re zj+Im zj)
(
Re
n∏
j=1
zj
)βa
2
d2z1 . . . d
2zn,
and similar simplification can be made for the distribution (4.36).
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