




A. Jenis Penelitian 
Jenis penelitian ini menggunakan jenis Penelitian Asosiatif. Penelitian 
Asosiatif adalah jenis penelitian yang bertujuan untuk menganalisis hubungan antara 
suatu variabel dengan variabel yang lain. Hubungan ini dapat berupa hubungan biasa 
(korelasi), maupun hubungan kausalitas (Ulum and Juanda 2018). Dalam penelitian 
ini menghubungkan antara variabel independen ukuran perusahaan, leverage, dan 
profitabilitas variabel dependen tax avoidance dengan capital intensity sebagai 
variabel moderasi. 
B. Populasi dan Teknik Penentuan Sampel 
1. Populasi  
Populasi dalam penelitian ini adalah seluruh perusahaan manufaktur yang 
terdaftar di Bursa Efek Indonesia dari tahun 2018-2020. 
2. Teknik Penentuan Sampel 
Sampel diambil dengan menggunakan metode purposive sampling, di mana 
sampel dipilih melalui kriteria-kriteria yang ditetapkan oleh peneliti. Kriteria dalam 
pengambilan sampel pada penelitian ini adalah sebagai berikut: 
a. Perusahaan manufaktur yang mempublikasikan laporan keuangan beserta 






b. Perusahaan manufaktur yang memiliki keterkaitan dengan variabel-variabel yang 
digunakan di dalam penelitian ini dan menyajikan laporan keuangan yang telah 
diaudit secara lengkap, dan berakhir pada 31 Desember dari tahun 2018-2020. 
c. Perusahaan manufaktur yang tidak mengalami kerugian dan saldo laba bernilai 
positif selama periode 2018-2020. 
d. Perusahaan manufaktur yang memberikan informasi lengkap sesuai data yang 
dibutuhkan peneliti. 
C. Definisi Operasional dan Pengukuran Variabel 
1. Variabel Dependen 
Variabel Dependen dalam penelitian ini adalah tax avoidance. Tax Avoidance 
adalah upaya wajib pajak meminimalisirkan beban pajak dengan cara memanfaatkan 
celah yang terdapat di dalam peraturan perpajakan. Sesuai dengan penelitian dari 
(Aulia & Mahpudin, 2020) tax avoidance diukur dengan menggunakan model CETR. 
Pengukuran menggunakan CETR menjawab adanya permasalahan dan keterbatasan 
atas pengukuran tax avoidance berdasarkan model GAAP ETR. Semakin kecil nilai 
CETR menunjukkan bahwa semakin besar tax avoidance yang dilakukan, begitu juga 
sebaliknya. CETR akan dihitung dengan menggunakan rumus sebagai berikut: 
    CETR  
    
   
2. Variabel Independen 
Variabel Independen adalah variabel yang menjelaskan atau mempengaruhi 






A. Ukuran Perusahaan 
 Ukuran perusahaan menggambarkan besar kecilnya suatu perusahaan 
berdasarkan tingkat total aset, nilai pasar, penjualan, dan lain-lain. Ukuran 
perusahaan diukur dengan menggunakan rumus: Size = Log (total aset), di mana 
rumus tersebut akan dihitung menggunakan Ms. Excel. Peneliti memilih total aset 
sebagai proksi ukuran perusahaan karena total aset merupakan jumlah yang paling 
stabil untuk mengukur ukuran perusahaan dibandingkan dengan total penjualan dan 
total laba, karena total penjualan dan total laba masih dipengaruhi oleh demand dan 
supply sehingga belum bisa memberikan jumlah yang stabil. 
B. Leverage 
Leverage merupakan kemampuan perusahaan dalam menggunakan aset yang 
mana mempunyai beban tetap (hutang atau saham istimewa) dalam merealisasikan 
tujuan perusahaan sehingga dapat memaksimalkan kekayaan dari pemilik perusahaan 
tersebut. Semakin tinggi hasil persentase rasio utang yang didapatkan, maka 
perusahaan dalam membiayai operasionalnya melalui pinjaman terhadap pihak 
kreditur daripada menggunakan modal perusahaan itu sendiri. Pada penelitian ini 





Profitabilitas merupakan kemampuan suatu perusahaan dalam menghasilkan 
laba selama periode tertentu. Semakin tinggi hasil perhitungan ROA maka semakin 





Dalam penelitian ini profitabilitas diukur dengan menggunakan ROA (Return On 
Asset) dengan rumus sebagai berikut: 
    
Keterangan: 
ROA = Return On Asset 
EAT = Earning After Tax (Laba Bersih Setelah Pajak) 
3. Variabel Moderasi 
Variabel moderasi adalah variabel yang memperkuat atau memperlemah 
hubungan antara satu variabel dengan variabel yang lainnya. Capital Intensity 
merupakan seberapa besar kemampuan perusahaan dalam memperoleh aset tetap. 
Semakin banyak aset tetap yang dimiliki perusahaan maka semakin besar pula 
depresiasi sehingga menghasilkan pendapatan kena pajak dan tarif pajak efektif 
yang lebih kecil. Dalam penelitian ini untuk memperkuat capital intensity dalam 
membuktikan pengaruhnya terhadap variabel lainnya diukur menggunakan rumus: 
 
   
  
D. Jenis dan Sumber Data 
Jenis data pada penelitian ini adalah data kuantitatif dan data yang digunakan 
merupakan data sekunder, di mana data tersebut tidak diperoleh secara langsung dari 
objek penelitian. Teknik perolehan data yaitu dokumentasi berupa Laporan Keuangan, 
Annual Report perusahaan dan data-data terkait lainnya yang dibutuhkan oleh peneliti. 





Bursa Efek Indonesia (BEI) yaitu (www.idx.co.id). Dan tambahan referensi dari 
jurnal, dan artikel sejenis yang diakses melalui internet. 
E. Teknik Perolehan Data 
Teknik perolehan data yang digunakan dalam penelitian ini adalah 
dokumentasi. Perolehan data ini dilakukan dengan cara mengambil dokumen dengan 
cara mengunduh dari situs resmi Bursa Efek Indonesia berupa laporan keuangan 
perusahaan manufaktur yang sudah go public situs resmi Bursa Efek Indonesia. 
F. Teknik Analisis Data 
Teknik analisis data yang digunakan adalah model analisis regresi variabel 
moderasi (Moderated Regression Analysis) yaitu perhitungan khusus regresi linear 
berganda, dimana dalam persamaan regresinya mengandung unsur interaksi yakni 
perkalian dua atau lebih variabel independen. Metode analisis yang digunakan dalam 
penelitian ini yaitu pengujian regresi linear berganda. Pengujian regresi berganda 
dilakukan setelah model dari penelitian ini memenuhi syarat-syarat lolos dari asumsi 
klasik. Syarat-syarat tersebut harus terdistribusi secara normal, tidak mengandung 
multikolinearitas, heteroskedastisitas dan autokorelasi. Dengan tahapan analisis data 
adalah sebagai berikut: 
1. Statistik Deskriptif 
Statistik deskriptif digunakan untuk mendeskripsikan data yang akan dilihat 
dari nilai rata-rata (mean), standar deviasi, varians, sum, maximum, minimum, 





ini yang digunakan untuk mendeskripsikan data adalah mean, maximum, 
minimum, dan standar deviasi. 
2. Uji Asumsi Klasik 
Uji asumsi klasik dilakukan untuk menguji kelayakan model regresi yang 
akan dilakukan melalui uji multikolinearitas, uji heteroskedastisitas dan 
autokorelasi. Model regresi yang bagus adalah model yang lolos dari uji asumsi 
klasik. 
a. Uji Normalitas  
Uji normalitas dilakukan untuk menguji apakah data berdistribusi normal 
atau tidak, dan apakah dalam sebuah model regresi, variabel dependen, variabel 
independen, atau keduanya berdistribusi normal atau tidak, karena data yang baik 
adalah data yang normal (Ghozali, 2018). Untuk menguji data berdistribusi 
normal atau tidak yaitu dengan melakukan analisis non-parametric Kolmogrov-
Smirnov. Dengan pengambilan keputusan berdasarkan probabilitas yaitu: 
1) Jika Probabilitas ≥ 0,05 maka data berdistribusi secara normal 
2) Jika Probabilitas ≤ 0,05 maka data tidak berdistribusi secara normal 
b. Uji Multikolinearitas 
Uji multikolinearitas digunakan untuk menguji apakah terdapat korelasi 
antar variabel independen di dalam suatu model regresi. Model regresi yang baik 
seharusnya tidak terdapat korelasi antar variabel independen. Untuk mendeteksi 
ada atau tidaknya multikolinearitas dalam penelitian ini dapat dilakukan dengan 
melihat nilai Tolerance dan lawannya yaitu nilai Variance Influence Factor (VIF). 





menunjukkan nilai tolerance dari masing-masing variabel independen lebih dari 
0,10 dan nilai VIF dari masing-masing variabel kurang dari 10 (Ghozali, 2018). 
c. Uji Heteroskedastisitas 
Uji heteroskedastisitas dilakukan untuk menguji apakah di dalam model 
regresi terdapat ketidaksamaan varians dari residual pengamatan satu ke 
pengamatan lainnya. Model regresi yang baik seharusnya memiliki varians 
residual yang tetap. Dalam penelitian ini untuk mengetahui ada atau tidaknya 
heteroskedastisitas dengan menggunakan Uji Park yaitu dengan meregresikan 
nilai logaritma natural dan residual kuadrat (LnU2i). Tujuan dilakukan Uji Park 
untuk mendeteksi apabila terjadinya error pada heteroskedastisitas. Cara 
pengujian dengan SPSS jika nilai signifikansi ≥ 0,05 berarti tidak terdapat 
heteroskedastisitas di dalam penelitian, juga sebaliknya jika nilai signifikansi ≤ 
0,05 maka terdapat heteroskedastisitas. 
d. Uji Autokorelasi 
Uji autokorelasi dilakukan untuk mengetahui korelasi antara residual pada 
serangkaian observasi tertentu dalam suatu periode tertentu. Dalam penelitian ini 
Uji Autokorelasi dilakukan menggunakan Uji Durbin-Watson (DW Test). Uji DW 
digunakan untuk autokorelasi tingkat satu dengan syarat teerdapat konstanta 
dalam model regresi. Jika DW terletak antara Durbin Upper (dU) dan (4-dU), 
maka tidak terdapat autokorelasi dalam suatu model regresi. 
3. Analisis Regresi Variabel Moderasi 
Penelitian ini menggunakan regresi variabel moderasi (Moderated 





dalam persamaan regresinya mengandung unsur interaksi yakni perkalian dua atau 
lebih variabel independen. Terdapat dua persamaan regresi variabel moderasi 
dalam penelitian ini akan diuraikan sebagai berikut: 




Y  = Tax Avoidance 
  = Konstanta 
Size  = Ukuran Perusahaan 
DER  = Leverage 
ROA  = Profitabilitas 
CI  = Capital Intensity 
1, 2, 3 = Koefesien Regresi Variabel 
 * CI = Koefesien Regresi Variabel * Variabel Moderasi 
  = Error 
4. Pengujian Hipotesis 
a. Koefesien Determinasi (R²) 
Koefisien determinasi (R²) memperlihatkan seberapa besar kemampuan 
suatu model dalam menjelaskan beberapa variabel independen. Nilai R² yang 
kecil menunjukkan bahwa kemampuan variabel independen dalam 
menjelaskan variabel dependen sangatlah terbatas, dan sebaliknya. Menurut 





R² yang rendah dikarenakan dalam masing-masing pengamatan terdapat 
variasi yang besar, sedangkan untuk data time series (data runtun waktu) 
sebaliknya. Pada penelitian ini nilai Adjusted R² digunakan untuk melihat 
koefisien determinasi karena variabel yang digunakan dalam penelitian ini 
lebih dari satu. Nilai Adjusted R² akan berubah sesuai dengan banyaknya 
variabel independen yang digunakan. 
b. Uji Signifikansi Simultan (Uji Statistik F) 
Hasil uji statistik F menunjukkan bahwa apakah semua variabel 
independen berpengaruh secara bersama-sama terhadap variabel dependen. 
Jika nilai signifikansi ≤ 0,05 atau 5%, maka variabel independen mempunyai 
pengaruh secara bersama-sama terhadap variabel dependen, dan jika nilai 
signifikansi ≥ 0,05 atau 5% maka variabel independen tidak mempunyai 
pengaruh secara bersama-sama terhadap variabel dependen. 
c. Uji Statistik T (Uji Parsial) 
Uji statistik t menunjukkan apakah masing-masing variabel independen 
mempengaruhi variabel dependen secara individual. Jika nilai signifikan ≤ 
0,05 (5%) maka hasilnya signifikan berarti terdapat pengaruh yang signifikan 
dari variabel independen secara individual terhadap variabel dependen. 
Begitu juga sebaliknya, jika nilai signifikan ≥ 0,05 (5%) maka hasilnya tidak 
signifikan berarti tidak terdapat pengaruh signifikan dari variabel independen 
secara individual terhadap variabel dependen. 
