A Note on a Fourier Expansion of Automorphic Functions that Nontrivially
  Involves the Euclidean Algorithm by Tsiokos, Eleftherios
ar
X
iv
:1
80
1.
03
92
5v
1 
 [m
ath
.N
T]
  1
1 J
an
 20
18
A Note on a Fourier Expansion of Automorphic Functions
that Nontrivially Involves the Euclidean Algorithm
Eleftherios Tsiokos
Abstract
We extend the Fourier expansion of automorphic functions of Piateski-Shapiro and Shalika
in a way that the Euclidean algorithm appears nontrivially. Then, we discuss a potential
application in the Rankin-Selberg method.
Let k be a number field, Ak be its adele ring, and n be a positive integer. We define GLn(Ak)-
automorphic forms and GLn(Ak)-automorphic representations in a standard way, exactly as we did
in [T] (in 9.2). Additionally, by a P (Ak)-automorphic function, for a standard parabolic subgroup
P of GLn , we mean a function with domain P (k) \ P (Ak) which is of uniform moderate growth,
smooth, and K ∩ P (Ak)-finite.
By an additive function [always abbreviated by “AF”], say F, we mean an algebraic additive
function on a unipotent algebraic group, and we denote by DF this group. For γ being a matrix in
the general linear group to which we realize DF we define by γF to be the AF given by γF(n) =
F(γ−1nγ) for all n ∈ DγF = γDFγ
−1. The restriction of F in a group L is denoted by F|L.
We define ψk to be a unitary character of k \ Ak. If φ is an automorphic function with domain
containing DF we denote by F(φ) the function with the same domain as φ given by F(φ)(g) :=∫
DF(k)\DF(Ak)
φ(ng)ψ−1
k
(F(n))dn.
The meaning of every symbol is retained until the end of the paper except if it is redefined.
Let n1 > n2 be two coprime positive integers. Let s be the number of divisions in the Euclidean
algorithm for the pair (n1, n2) until we get remainder equal to 0, and for each 1 ≤ i ≤ s let the
i-th division be ni = ni+1ki + ni+2 where ki and ni+2 are (the unique) integers satisfying ki > 0
and ni+1 > ni+2 ≥ 0. We therefore have ns+1 = 1 and ns+2 = 0.
Let P1 be the standard parabolic subgroup of GLn1+n2 with Levi isomorphic to [and identified
with] GLn1 × GLn2 so that GLn1 appears in the upper left corner. Then for 1 ≤ i ≤ k1 + ...ks
we inductively define the k-subgroups Vi and Pi of GLn1+n2 and the AF Fn1,n2 with domain
DFn1,n2 =
∏
1≤i≤k1+...+ks
Vi by requiring that:
• Vi is the unipotent radical of Pi;
• Fn1,n2 |Vi is in the open orbit of the action by conjugation of Pi on the AFs with domain Vi.
• {h ∈ Pi : h(Fn1,n2 |Vi) = Fn1,n2 |Vi} = Pi+1 ⋊ Vi.
Proposition 1. Let φ be a P1(Ak)-automorphic function. The sum below is absolutely and uni-
formly (on g) convergent, and we denote by f(φ) the automorphic function on P1(k) \ P1(Ak) it
defines:
f(φ)(g) :=
∑
γ∈(ZV )(k)\(GLn1×GLn2)(k)
Fn1,n2(φ)(γg) ∀g ∈ P1(Ak)
where Z denotes the center of GLn1+n2 .
Proof. We proceed inductively on n1 + n2. The Fourier expansion φ over V1 takes the form
φ(g) =

 ∑
γ∈P2(k)\(GLn1×GLn2)(k)
Fn1,n2 |V1(φ)(γg)

 + other terms.
Since Fn1,n2 |V1(φ) is addressed by the inductive hypothesis, we are done.
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Expectation 2. Let φ′ and φ respectivley be a GLn1(Ak)-automorphic function and a P1(Ak)-
automorphic function. Then for any complex number t with sufficiently big real part, the two
integrals below: are absolutely convergent, they are equal, and we denote them by I:
I :=
∫
(GLn1×GLn2)(k)Z(Ak)\(GLn1×GLn2)(Ak)
φ′(g1)f(φ)
(
g1
g2
)
| det(g1)|
n2t| det(g2)|
−n1tdg1dg2 =
∫
(V 1×Z))(Ak)\GLn1(Ak)×GLn2(Ak)
Fn1−n2,n2(φ
′)(g1)Fn1,n2(φ)
(
g1
g2
)
| det(g1)|
n2t| det(g2)|
−n1tdg1dg2
(1)
where V 1 =
∏
2≤i≤k1+...+ks
Vi, and Fn1−n2,n2 is defined in the same way as Fn1,n2 by replacing
n1 with n1 − n2 except if k1 = 1, then we replace: n1 with n2, n2 with n1 − n2, and “upper left
corner” with “lower right corner”.
Note that equality (1) is “formally obtained” directly from the definition of f(φ). We fully skip
in the present note to discuss (even with expectations) about analytic continuation in t or in any
other variable.
Since the domain of integration in the second expression of I is factorizable, to traditionally (in
contrast to “new way” integrals) search for choices of data that make I factorizable and nonzero
we ask: which choices of data make the two Fourier coefficients involved factorizable and nonzero.
And of course—after letting all the data vary (in particular n1, n2)—this is the same as asking:
for which φ the function Fn1,n2(φ) is factorizable and nonzero.
We make use below of the concepts Of (F) and Bn which are defined in [T] respectively in
Definitions 8.1.1 and 6.8. Definition 8.1.1 states Of (F) := {a ∈ O(F) : mult(a,F) < ∞} where
O(F) consists of the “minimal orbits attached” to F and mult(a,F) is a form of multiplicity of
a in F. Through an easy refinement (on the “only if” in (ii)) of Corollary 5.6 in [T] (which
is explained in Lemma 4 below), for every GLn(Ak)-automorphic representation pi with (a) its
elements admitting an (of course unique) absolutely convergent Eisenstein series expansion over
discrete data and (b) the maximal orbit attached to it belonging in Of (F), we express F(pi) as
a finite sum (with mult(a,F) terms) of factorizable functions1. The set Bn consists of AFs F for
which a way is found in Main Corollary 6.17 in [T] to shorten the calculation of Of (F). By closely
following the construction of the Fourier expansion of the present note we directly obtain from the
definition of Bn1+n2 that Fn1,n2 ∈ Bn1+n2 . The set Of (Fn1,n2) has been calculated in the special
case s = 2 (recall this means that n1 leaves residue 1 when divided by n2) in Theorem 8.3.12 in
[T]. Back to the general case, there is always at least one element:
Lemma 3.
[(k1 + ...+ ks + 1)
ns+1 , (k1 + ...+ ks−1)
ns−ns+1 , ..., kn2−n31 ] ∈ Of (Fn1,n2). (2)
Proof. Some basic results on algebraic groups and on nilpotent orbits are used freely. The Lie
algebra of any algebraic group H is denoted by Lie(H). Notice that the orbit in the left hand side
of (2) is the Richardson orbit openly intersecting the unipotent radicals of the GLn1+n2 -parabolics
with Levi isomorphic toGLks+1ns+1×GL
ks−1
ns ×...GL
k1
n2
. For any vector subspaceX of Lie(GLn1+n2) we
denote by PrX the projection (with respect to (X,Y → tr(XY
t))) of Lie(GLn1+n2) to X . Without
loss of generality, we choose Fn1,n2 so that: for each matrix entry there is at most one Vi containing
matrices nontrivial in this entry; for every 1 ≤ i ≤ k1+ ...+ks the matrix PrLie(Vi)(JFn1,n2 ) is upper
triangular and a Weyl group conjugate of a Jordan matrix. Let Ji be the matrix obtained from
PrLie(Vi)(JFn1,n2 ) by replacing with zero all the nonzero nondiagonal entries except the one among
them lying in the smallest possible row. We define J := J1+ ...Jk1+...ks . Let O(J) be the nilpotent
orbit containing J . The variety X(...) is defined for example in the beginning of Section 6 in [T].
Notice that: J ∈ X(Fn1,n2), and hence by the “X(...)-version”
2 of Main Corollary 6.17 in [T] we
obtain dim (O(J)) ≥ 2dim
(
DFn1,n2
)
; for V being a unipotent radical as in the first sentence of the
1In case F ∈ Bn we have by Main corollary 6.17 that Of (F) = {a ∈ O(F) : mult(a,F) = 1}; therefore the sum
consist of only one term (and without modifying Corollary 5.6).
2That is, the equivalent (due to Lemma 6.6) statement to Main corollary 6.17 which is obtained from it by
replacing the second sentence with “let a ∈ Nn be such that X(F) ∩ a 6= ∅”.
2
proof for an appropriate order of the blocks we have J ∈ V , and hence dim (O(J)) ≤ 2dim (V ).
By also noting dim
(
DFn1,n2
)
= dim (V ), we obtain dim (O(J)) = 2dim
(
Fn1,n2
)
and hence we are
done by Main corollary 6.17 in [T].
As in familiar integrals that are special cases of I, we can extend the topic of the previous
paragraph by choosing φ among Fourier coefficient of automorphic functions on a reductive group;
we restrict our attention to the case that this reductive group is a general linear group, say GLN ,
where GLn1+n2 is identified as needed with a copy it admits inside GLN . Let Z be the AF
corresponding3 to a Fourier coefficient expression of a choice of φ, and let ◦ be the operation on
AFs corresponding to composition of Fourier coefficients as it is precisely given in Definition 2.5.1
in [T]. Then we need to study Of (Fn1,n2 ◦Z), and for many choices of Z satisfying Fn1,n2 ◦Z ∈ BN ,
Main corollary 6.17 in [T] should again be useful.
Appendix
Below we adopt and use without mention notations from [T].
Lemma 4. Let pi and F ∈ Ak,n and pi ∈ Autk,n,>. Assume that O
′(pi) ∈ O(F) and that an
(F → Ck,n, GLn, k)-tree has only finitely many, say k, output vertices with label in Ck,n[O
′(pi)].
Then there is an φ ∈ pi such that F(φ) is the sum of k factorizable functions.
Proof. The proof is obtained directly from the proof of Corollary 5.6 in [T] and the following
claim:
Claim. Let F ∈ Ak,n. Consider operations ue (Y,X) and e(V ) (defined with the current choices
of k and n), such that e(V )(ue (Y,X) (F)) is defined. Then, for any AF Q ∈ e(V )(ue (Y,X) (F))
the integral ∫
(Y ∩C)(Ak)\Y (Ak)
Q(φ)(n)dn (3)
is absolutely convergent, where C is as in Definition 2.5.11 in [T] (for the current choices of
X,Y,F).
Proof of Claim. F(φ)(1) =
∫
Y (k)(Y ∩C)(Ak)\Y (Ak)
F|C(φ)(y)dy. We apply to F |C(φ) the Fourier ex-
pansion over X(k)(X ∩ C)(Ak) \X(Ak), and then to each term Z we apply the Fourier expansion
over vV v−1(k)(vV v−1 ∩ XC)(Ak) \ vV v
−1(Ak) where v is the element in Y (k) satisfying v
−1Z =
ue (X,Y ) (F). Among the terms obtained consider the ones of the form vQ(φ) for any v as previ-
ously; then we integrate over
∫
Y (k)(Y ∩C)(Ak)\Y (Ak)
the sum of these terms, and by using Fubini’s the-
oremwe obtain the absolute convergence of the integral in (3). Claim
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