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Abstract
A meromorphic analogue to the corona problem is formulated and studied and its solutions are character-
ized as being left-invertible in a space of meromorphic functions. The Fredholmness of Toeplitz operators
with symbol G ∈ (L∞(R))2×2 is shown to be equivalent to that of a Toeplitz operator with scalar sym-
bol γ := detG, provided that the Riemann–Hilbert problem GφM+ = φM− admits a solution such that the
meromorphic corona problems with data φM± are solvable. The Fredholm properties are characterized in
terms of φM± and the corresponding meromorphic left-inverses. Partial index estimates for the symbols and
Fredholmness criteria are established for several classes of Toeplitz operators.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
Let H±p , 1 < p ∞, denote the Hardy spaces Hp(C±), with respect to the open upper, resp.
lower, half-plane C+, resp. C−. Here, for 1 < p < ∞, H+p consists of all functions f (x + iy)
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sup
y>0
∞∫
−∞
∣∣f (x + iy)∣∣p dx < ∞,
and similarly for H−p . This definition is standard in many sources, although [13, p. 188] adopts
a slightly different one; see, e.g., [25,13,18,21,14] for basics on H±p and associated singular
integral operators. H±∞ consists of all bounded holomorphic functions in C±. We identify each
function φ± ∈ H±p with its boundary-value on R (belonging to Lp(R)). For p ∈]1,+∞[, we can
write
Lp(R) = H+p ⊕H−p (1.1)
and we denote by P+ the projection of Lp(R) onto H+p parallel to H−p , and by P− its comple-
mentary projection P− = I − P+. Note that
P+ = 1
2
(I + S), P− = 1
2
(I − S),
with
(Sf )(t) = 1
πi
∞∫
−∞
f (x)
x − t dt, f ∈ Lp(R),
where the integral is understood in the sense of the Cauchy principal value, is the operator of
singular integration [18, Ch. 6], [21, Ch. II 3.3]; it is well known that S is a bounded operator on
Lp(R) (p ∈]1,+∞[).
We use Ym to denote the set of m-component columns with components in a set Y . If X ∈
(Lp(R))
n
, the expressions P±X are understood entrywise.
1.1. Toeplitz operators and factorization
Toeplitz operators with matrix symbol G ∈ (L∞(R))n×n (n ∈ N), of the form
TG :
(
H+p
)n → (H+p )n, TGφ+ = P+Gφ+ (p ∈]1,+∞[) (1.2)
play an important role in many areas of Mathematics, Physics and Engineering, which largely
explains the continuing and even growing interest in the study of their properties, namely invert-
ibility, Fredholmness, dimension of their kernel and codimension of their image. Such proper-
ties can be studied in connection with an appropriate factorization of the symbol G [21,19,3].
A Wiener–Hopf p-factorization (p ∈]1,+∞[) of a function G ∈ (L∞(R))n×n is defined as a
factorization
G = G−DG−1+ , (1.3)
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D = diag(rkj )
j=1,2,...,n, kj ∈ Z for all j = 1,2, . . . , n, (1.4)
r(ξ) = ξ − i
ξ + i , for ξ ∈ R, (1.5)
and the factors G− and G−1+ are such that, for
p′ = p
p − 1 , λ±(ξ) = ξ ± i (ξ ∈ R), (1.6)
we have
λ−1+ G−1+ ∈
(
H+
p′
)n×n
, λ−1+ G+ ∈
(
H+p
)n×n
, (1.7)
λ−1− G− ∈
(
H−p
)n×n
, λ−1− G−1− ∈
(
H−
p′
)n×n
, (1.8)
G−P+G−1− I is defined in a dense subset of
(
Lp(R)
)n
and admits a bounded extension to
(
Lp(R)
)n
. (1.9)
Theorem 1.1. Let G ∈ (L∞(R))n×n, p ∈]1,+∞[. Then TG is Fredholm on (H+p )n if and only
if G admits a p-factorization.
Proof. Let ρ(ξ) = |ξ − 1|1− 2p and let Lp(Γ,ρ) = ρ−1Lp(Γ ) where Γ denotes the unit circle,
1 < p < ∞. The operator
B : Lp(R) → Lp(Γ,ρ),
(Bϕ)(t) = 1
1 − t ϕ
(
i
1 + t
1 − t
)
(t ∈ Γ ) (1.10)
is a bounded invertible operator [21], with inverse
B−1 : Lp(Γ,ρ) → Lp(R),(
B−1ψ
)
(ξ) = 2i
ξ + i ψ
(
ξ − i
ξ + i
)
(ξ ∈ R). (1.11)
Denoting by H±p,ρ the images of the projections
P± = I ± SΓ
2
: Lp(Γ,ρ) → Lp(Γ,ρ), (1.12)
where SΓ is the singular integral operator defined in Lp(Γ,ρ) by
(SΓ ψ)(t) = 1
πi
∫
ψ(τ)
τ − t dτ, (1.13)
Γ
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componentwise,
TG = B−1
(P+G1I |(H+p,ρ)n)B, with G1 = BGB−1. (1.14)
We remark that
G1(t) = G
(
i
1 + t
1 − t
)
, t ∈ Γ, (1.15)
i.e.,
G(ξ) = G1
(
ξ − i
ξ + i
)
, ξ ∈ R. (1.16)
On the other hand, P+G1I |(H+p,ρ)n is Fredholm if and only if G1 admits a factorization G1 =
G1−D1G−11+, where
D1 = diag
(
tkj
)
j=1,...,n, kj ∈ Z, (1.17)
G1− ∈
(H−p,ρ)n×n, G−11− ∈ (H−p′,ρ−1)n×n, (1.18)
G1+ ∈
(H+p,ρ)n×n, G−11+ ∈ (H+p′,ρ−1)n×n, (1.19)
G1−P+G−11−I is defined on a dense subset of
(
Lp(Γ,ρ)
)n
and admits a bounded extension to
(
Lp(Γ,ρ)
)n (1.20)
(see [21, Ch. V, §5]). The result now follows from (1.14), which implies that TG is Fredholm
if and only if P+G1I |(H+p,ρ)n is Fredholm, and from the fact that the existence of a factoriza-
tion for G1 satisfying (1.17)–(1.20) is equivalent to G admitting a p-factorization as defined
previously. 
In the literature, Theorem 1.1 is often formulated for closed contours (with certain additional
properties) in the complex plane rather than the real line and for the corresponding notion of
factorization.
For simplicity, whenever a matrix function G+ (resp. G−) satisfies (1.7) (resp. (1.8)), we
say that G+ ∈ F+p (resp. G− ∈ F−p ), the order n being omitted. If G admits a p-factorization,
any representation of G as in (1.3) is a p-factorization if and only if G± ∈ F±p and D is of the
form (1.4) [19, Th. 3.8].
The diagonal middle factor in (1.3) is unique up to the order of its diagonal elements (but may
depend on p) and the integers kj are called the partial indices of G, its sum being the p-index
of G, denoted indp(G).
Those partial indices are related to the dimension of the kernel and the cokernel of TG
(cokerTG = (H+p )n/ImTG, [22]) by
dim kerTG =
∑
k 0
|kj |, dim cokerTG =
∑
k 0
kj . (1.21)
j j
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IndTG := dim(KerTG)− dim(cokerTG) = − indp(G).
We see thus that the existence of a canonical p-factorization for G, meaning that all the partial
indices kj are equal to zero, is particularly interesting, since it is equivalent to invertibility for TG.
Moreover, the inverse operator can then be defined in terms of G± by
T −1G = G−1+ P+G−1− I. (1.22)
It may happen that G admits a p-factorization or not, depending on the value of p, and for
different values of p those factorizations can be different (see [19] for more details). However,
in the case where the factorization (1.3) is bounded, i.e.,
G±1+ ∈
(
H+∞
)n×n
, G±1− ∈
(
H−∞
)n×n
, (1.23)
it is clear that (1.3) is a p-factorization for all p ∈]1,+∞[ and thus the symbol G is associated, in
every space (H+p )n, to a Toeplitz operator TG which is Fredholm. For matrix functions in several
important classes (such as those with entries in the algebra of Hölder continuous functions, the
Wiener algebra, or the algebra of almost-periodic functions) a p-factorization, if it exists, is
bounded [12,21]. This happens in particular if G ∈ GRn×n, where R denotes the algebra of all
rational functions without poles in R ∪ {∞}, and we use the notation GA to denote the group of
invertible elements in an algebra A.
It is clear that if two functions G and G0 in (L∞(R))n×n are related by G = L−G0L−1+
with L±1− ∈ (H−∞)n×n and L±1+ ∈ (H+∞)n×n, then G admits a p-factorization if and only if G0
does, and both factorizations are simultaneously bounded or not. If G0 = G0−DG−10+ then G =
(L−G0−)D(L+G0+)−1 and, obviously, G and G0 have the same partial indices.
1.2. Corona problems
To introduce the topic of this paper, let us begin by considering a 2 × 2 symbol G with
detG = 1. Let us assume moreover that G admits a bounded factorization. In that case, we can
establish a clear connection between the existence of a canonical factorization for G (and thus
invertibility of TG) and the existence of solutions to two corona problems with data satisfying a
Riemann–Hilbert equation with coefficient G.
The corona problem (in C+) with data (h1+, h2+) consists in, given h1+, h2+ ∈ H+∞, deter-
mining (h∗1+, h∗2+) with h∗1+, h∗2+ ∈ H+∞ such that
h1+h∗1+ + h2+h∗2+ = 1, (1.24)
and we formulate analogously the corona problem (in C−) with data (h1−, h2−) ∈ (H−∞)2.
By Carleson’s corona theorem [10], the corona problem with data (h1+, h2+) ∈ (H+∞)2 (resp.
(h1−, h2−) ∈ (H−∞)2) admits a solution if and only if
inf+
(∣∣h1+(z)∣∣+ ∣∣h2+(z)∣∣)> 0 (resp. inf−(∣∣h1−(z)∣∣+ ∣∣h2−(z)∣∣)> 0
)
, (1.25)z∈C z∈C
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CP± =
{
(h1±, h2±) ∈
(
H±∞
)2
: inf
z∈C±
(∣∣h1±(z)∣∣+ ∣∣h2±(z)∣∣)> 0}. (1.26)
Assume now that G ∈ (L∞(R))2×2, with detG = 1, admits a bounded canonical factorization
G = G−G−1+ , where we can assume that detG± = 1. Then the Riemann–Hilbert problem, in
short RHP,
Gh+ = h−, h± ∈
(
H±∞
)2
, (1.27)
admits a solution such that h± ∈ CP±. In fact, (1.27) is satisfied for h± = g1±, where g1± are
the first columns in G± (respectively). Since detG± = 1, it is clear that, defining
J =
[
0 1
−1 0
]
(1.28)
and denoting by g2± the second columns in G±, there is a solution h∗+ (resp. h∗−) to the corona
problem with data h+ (resp. h−), given by
g2± = −Jh∗±. (1.29)
We remark at this point, for later reference, that the solutions h∗± are such that
G
(
Jh∗+
)= detG(Jh∗−). (1.30)
The converse is not true in general, i.e., the existence of a solution to (1.27) for which the
corona conditions (1.25) are satisfied does not necessarily imply that G admits a bounded canon-
ical factorization. For instance, if G = diag[1, ( ξ−i
ξ+i )
α], |Re(α)| < 12 , where the branch of zα
is defined by arg z ∈ [−π,π[, then (1.27) admits a solution h± = (1,0) ∈ CP±. Nevertheless,
G does not admit a bounded factorization, since G = G−G−1+ with G± = diag[1, ξ±iξ · ( ξ−iξ )α]
is a canonical (non-bounded) 2-factorization for G and all its 2-factorizations must be also canon-
ical with factors differing from G± by a constant matrix function [12, Ch. VII, §1]. However, the
following was proved in [1] (in a slightly different form):
Theorem 1.2. If G = [ a b
c d
] ∈ (L∞(R))2×2, detG = 1 and the RHP (1.27) admits a solution
such that h± ∈ CP±, then G admits a canonical p-factorization for all p ∈]1,+∞[. Such a
factorization is given by G = G−G−1+ , with
G± =
[
h1± −(h∗2± + h1±F±)
h2± h∗1± − h2±F±
]
, (1.31)
where h∗± = (h∗1±, h∗2±) is a solution to the corona problem with data h± = (h1±, h2±) and
F± = ±λ+P±
(
λ−1+ F
) (
see (1.6) for λ+
)
, (1.32)
F = −ah∗1−h∗2+ + bh∗1−h∗1+ − ch∗2−h∗2+ + dh∗2−h∗1+. (1.33)
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]1,+∞[.
It is moreover shown by an example in [1] that TG can also be invertible if (1.27) admits a
solution such that (1.25) does not hold due to the fact that both components of h+ (and h−) have
a common zero on R. The same cannot happen, however, if h1+ and h2+ have a common zero
in C+ (or h1− and h2− have a common zero in C−), since in this case the equation TGφ+ = 0
admits a non-zero solution in (H+p )2.
1.3. Algebraic approach to corona problems
The results described in the preceding subsection raise some natural questions which are ad-
dressed in the present paper. If, for instance, the operator TG is not invertible because it is not
injective, we can ask whether it is still a Fredholm operator and what can be said about its ker-
nel. More generally, what can we say if detG is not equal to 1 (nor admits a canonical bounded
factorization) or if (1.27) does not admit solutions in H±∞, knowing that in both cases TG can be
Fredholm?
To study the Fredholmness of TG, and the p-factorization of its symbol, in connection with
the properties of a solution to a boundary-value problem of the same type as (1.27), we must
consider the latter in a more general setting – as is clear if we take the situation in which G
admits a bounded (non-canonical) factorization as a starting point, as we did regarding the results
of Theorem 1.2.
It is also useful to take an algebraic approach to the corona problems, noting that the existence
of solutions to the corona problem with data h+ = (h1+, h2+) ∈ (H+∞)2 is equivalent to left-
invertibility of h+ in H+∞, meaning that there is h∗+ in the same space as h+ such that
(
h∗+
)T
h+ = 1. (1.34)
Analogously, the existence of solutions to the corona problem with data h− = (h1−, h2−) is
equivalent to the left-invertibility of h− in H−∞. This algebraic approach makes it simpler to see
how to study the Fredholm properties of a Toeplitz operator TG from a solution to a problem of
the same type as (1.27), formulated in the more general setting of meromorphic functions,
GφM+ = φM− , φM± ∈
(M±∞)2, (1.35)
where
M±∞ := H±∞ + R. (1.36)
In this perspective, left-invertibility of φM± in the corresponding spaces M±∞ appears as the
natural analogue of (1.34) to be considered. Thus we formulate the meromorphic corona problem
(MCP) with data φM+ (in C+) as the problem of existence and determination of φ˜M+ ∈ (M+∞)2
such that
(
φ˜M+
)T
φM+ = 1,
and analogously for the meromorphic corona problem with data φM− (in C−). This is done in
Section 2, where conditions for existence of a solution to MCP’s with given data are established
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MCP with the same data are compared.
In Section 3 we study the relations between a bounded factorization for G and the existence
of left-invertible solutions to (1.35), as well as the relations between the left-inverses of two
functions φM+ and φM− , assuming that they satisfy (1.35).
The main results of the paper are obtained in Section 4, where we answer the questions raised
above, by establishing necessary and sufficient conditions for Fredholmness of TG, under the
assumption that (1.35) admits a solution with left-invertible φM± . We consider in particular the
case where these solutions are holomorphic and satisfy the corona conditions, i.e., are invertible
in H±∞. A surprising result is that, in that case, TG behaves, as regards Fredholmness and one-
sided invertibility properties, as a Toeplitz operator with scalar symbol.
Finally in Section 5 we apply the previous results to study the Fredholm properties and es-
tablish partial index estimates for the symbols of several classes of Toeplitz operators that have
attracted considerable attention in the mathematical literature. As a side result, which has an in-
terest of its own and does not depend on the order of the matrix symbol or the properties of its
determinant, a condition for the kernel of the operator to be infinite-dimensional is also estab-
lished (Theorem 5.3).
2. Meromorphic corona problems
We formulate and study here some problems which can be called “of corona type”, for which
the data and the solutions may not be holomorphic functions in C+ or in C−.
The meromorphic corona problem, in short MCP, with data (φM1+, φM2+) consists in, given
φM1+, φM2+ ∈ M+∞ (cf. (1.36)), determining φ˜M1+, φ˜M2+ ∈ M+∞ such that
φM1+φ˜M1+ + φM2+φ˜M2+ = 1. (2.1)
We formulate analogously the MCP with data (φM1−, φM2−), where φM1−, φM2− ∈ M−∞: Find
φ˜M1−, φ˜M2− ∈ M−∞ such that
φM1−φ˜M1− + φM2−φ˜M2− = 1. (2.2)
It is easy to see that the following relations hold, the first of them (2.3) being in fact equivalent
to (2.1) and (2.2):
Proposition 2.1. If φ˜M± = (φ˜M1±, φ˜M2±) ∈ (M±∞)2 is a solution to the MCP with data φM± =
(φM1±, φM2±) ∈ (M±∞)2, then
(
φ˜M±
)T
φM± =
(
φM±
)T
φ˜M± = 1, (2.3)
φM±
(
φ˜M±
)T = I − adj(φM± (φ˜M± )T )= I + J φ˜M± (φM± )T J, (2.4)
where J is given by (1.28), and adjA stands for the adjugate (algebraic adjoint) of the matrix A.
We see from (2.3) that the existence of solutions to the MCP with data φM± is equivalent to the
left-invertibility of φM (in M± ).± ∞
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exist), it is natural to consider the question of what kind of relations exist between two different
solutions to the same MCP. In algebraic terms, if φM± is left-invertible (in M±∞), it is useful to
know what are the possible left-inverses if one of them is known. We have the following:
Theorem 2.2. If Φ˜M± ∈ (M±∞)2 is a solution to the MCP with data φM± ∈ (M±∞)2, then all the
solutions to this problem are given by
φ˜M± = Φ˜M± − fM± JφM± , f M± ∈ M±∞. (2.5)
Proof. We consider only the case of an MCP relative to the upper half-plane, since the other
case is completely analogous.
If φ˜M+ is also a solution to the MCP with data φM+ , then from (2.3) we have
(
φ˜M+
)T
φM+ = 1 and
(
Φ˜M+
)T
φM+ = 1. (2.6)
Thus (Φ˜M+ − φ˜M+ )T φM+ = 0 and we conclude that
Φ˜M+ − φ˜M+ = f JφM+ , (2.7)
where f is a scalar function defined a.e. in R. Multiplying on the left both sides of this equality
by (Φ˜M+ )T J , we get, from (2.6):
(
Φ˜M+
)T
J φ˜M+ = f,
and thus we conclude that f ∈ M+∞.
Conversely, if φ˜M+ is defined by (2.5), then (φ˜M+ )T φM+ = 1. 
In the case where the data is a corona pair in H±∞, it is clear that the set of H±∞ solutions to the
MCP with these data coincides with the set of solutions to the corona problem with the same data.
However, we see from Theorem 2.2 that this set is strictly contained in the set of all solutions to
the MCP. Thus, for data h± ∈ (H±∞)2, we use the two notations h∗± and h˜± to indicate whether
we are considering solutions to the corona problem or the MCP, respectively.
Necessary and sufficient conditions for existence of solutions to the MCP, i.e., left-invertibility
in M±∞, can be established by using the corona theorem. First, however, we remark the following.
Proposition 2.3. We have
φM± ∈ M±∞ ⇐⇒ φM± = sφ±, with s ∈ GR, φ± ∈ H±∞, (2.8)
where GR consists of all rational functions without poles and without zeros in R ∪ {∞}, and in
(2.8) we can assume moreover that φ±(z0) = 0 for every z0 ∈ C± which is a pole of s.
Proof. If ϕM+ ∈ M+∞, then ϕM+ = ψ+ +R0 with ψ+ ∈ H+∞ and R0 ∈ R. If p2 is the denominator
of R0, then we have ϕM+ = η+ λ
k+
p2
with η+ = (ψ+p2 + p1)λ−k+ ∈ H+∞ and λk+/p2 ∈ GR (k is the
degree of p2).
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only one pole z0 ∈ C+, of order k. Then, letting
ψ+(ξ) = (ξ − z0)kR(ξ)η+(ξ),
we have
ϕM+ =
ψ+
(ξ − z0)k =
ψ+ −∑k−1j=0[ 1j !ψ(j)+ (z0)(ξ − z0)j ]
(ξ − z0)k +
∑k−1
j=0[ 1j !ψ(j)+ (z0)(ξ − z0)j ]
(ξ − z0)k ,
where the first term, on the right-hand side, is in H+∞ and the second term is in R, so that
ϕM+ ∈ M+∞. 
We introduce the following notation:
Definition 2.4. We define CPM+ as the set of pairs of functions φM+ = (φM1+, φM2+) ∈ (M+∞)2 such
that there are r1, r2 ∈ GR and (f1+, f2+) ∈ CP+ for which
φM1+ = r1f1+, φM2+ = r2f2+. (2.9)
The set CPM− is defined analogously replacing + by −.
Remark 2.5. It is easy to see that, for any R1,R2 ∈ GR, we have (R1φM1±,R2φM2±) ∈ CPM± if and
only if (φM1±, φM2±) ∈ CPM± .
As it turns out, one can take r1 = r2 in (2.9):
Theorem 2.6. We have φM± ∈ CPM± if and only if there exists s ∈ GR such that φM± = sh±, where
h± ∈ CP±.
Proof. We consider only the case when the sign is +. The “if” part is obvious from the definition
of CPM± .
If φM+ ∈ CPM+ , it is easy to see from (2.9) and Remark 2.5 that we can write φM+ = Rφ+ with
R ∈ GR and φ+ ∈ (H+∞)2 ∩ CPM+ . Thus, we only need to prove that φ+ ∈ (H+∞)2 ∩ CPM+ implies
that φ+ = s+h+ for some s+ ∈ GR ∩H+∞ and h+ ∈ CP+.
We assume therefore φ+ = (φ1+, φ2+) ∈ (H+∞)2 ∩CPM+ . So (2.9) holds. It is clear that in (2.9)
we can also assume that r1, r2 ∈ GR ∩ H+∞, since φ1+, φ2+ ∈ H+∞. Without loss of generality,
take
r1 = λ−n1+ pn1 , r2 = λ−n2+ pn2 ,
where λ+ is defined in (1.6), and pnj is a polynomial of degree nj , j = 1,2. We can also assume
that pn1 and pn2 have no common zeros.
If either r1 or r2 has no zeros in C+, we have φ+ ∈ CP+. Otherwise, let a1, . . . , ak ∈ C+ be all
the zeros of r1 for which f2+(aj ) = 0 (j = 1,2, . . . , k), and let b1, . . . , b ∈ C+ be all the zeros
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q1(ξ) = (ξ − b1)(ξ − b2) · · · (ξ − b)
(ξ + i) , q2(ξ) =
(ξ − a1)(ξ − a2) · · · (ξ − ak)
(ξ + i)k ,
then we have
r1 = q2R1, r2 = q1R2,
where R1 has no common zeros with f2+, R2 has no common zeros with f1+, and
f2+
q2
,
f1+
q1
∈ H+∞.
Therefore we have from (2.9):
(φ1+, φ2+) = q1q2
(
R1
f1+
q1
,R2
f2+
q2
)
.
Let hj+ = Rjfj+q−1j for j = 1,2; we will show that h+ := (h1+, h2+) ∈ CP+ and therefore
φ+ = s+h+, with s+ = q1q2 and h+ ∈ CP+.
In fact, since f2+ does not vanish at any of the zeros of R1, there is δ1 > 0 such that |f2+| is
bounded away from zero in the disk Dδ1(z1) := {z ∈ C+: |z− z1| < δ1} centered at any z1 ∈ C+
such that R1(z1) = 0. Let D1 be the union of all such disks. Analogously, there is δ2 > 0 such
that |f1+| is bounded away from zero in the disk Dδ2(z2) centered at any z2 ∈ C+ such that
R2(z2) = 0. Let D2 be the union of all such disks. Note that
inf
z∈C+
∣∣qj (z)∣∣−1 > 0, j = 1,2. (2.10)
Using (2.10), by construction of D1 and D2 it follows that
inf
z∈D1∪D2
(∣∣h1+(z)∣∣+ ∣∣h2+(z)∣∣)> 0.
On the other hand,
inf
z∈C+\(D1∪D2)
(∣∣h1+(z)∣∣+ ∣∣h2+(z)∣∣)> 0,
since R1,R2 are bounded away from zero on C+ \ (D1 ∪ D2) and (f1+, f2+) ∈ CP+ (we use
here (2.10) once more). Thus,
inf
z∈C+
(∣∣h1+(z)∣∣+ ∣∣h2+(z)∣∣)> 0,
and we are done. 
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Theorem 2.7. Given φM± ∈ (M±∞)2, the MCP with data φM± admits a solution if and only if
φM± ∈ CPM± . In this case, if
φM1± = r1f1±, φM2± = r2f2±, with r1, r2 ∈ GR, (f1±, f2±) ∈ CP±, (2.11)
then one solution of the MCP is
φ˜M± =
(
r−11 f
∗
1±, r
−1
2 f
∗
2±
)
. (2.12)
Proof. We consider only the MCP relative to C+. It is clear that if φM+ ∈ CPM+ , then the corre-
sponding MCP admits a solution given by (2.12).
Conversely, if the MCP with data φM+ admits a solution, then we see from (2.8) that, without
loss of generality, we may (and do) assume that the data is actually in (H+∞)2, and denote it
by φ+. Let φ˜+ = (φ˜1+, φ˜2+) be such a solution. Then we can write φ˜1+ = r1f1+, φ˜2+ = r2f2+
with r1, r2 ∈ GR and f1+, f2+ ∈ H+∞, where we can further assume that fj+(z0) = 0 for any
z0 ∈ C+ which is a pole of rj , j = 1,2. Thus we have, taking φ+ = (φ1+, φ2+):
φ1+r1f1+ + φ2+r2f2+ = 1, (2.13)
and there is an open bounded set D ⊂ C+ containing the poles of r1 and r2 and such that
inf
z∈D
(∣∣f1+(z)∣∣+ ∣∣f2+(z)∣∣)> 0. (2.14)
On the other hand, r1 and r2, as well as φ1+ and φ2+, are holomorphic and bounded in C+ \ D.
Thus, if
inf
z∈C+\D
(∣∣f1+(z)∣∣+ ∣∣f2+(z)∣∣)= 0,
then for some sequence (ζn)n∈N with ζn ∈ C+ \ D, we would have f1+(ζn) → 0, f2+(ζn) → 0,
which would imply φ1+r1f1+(ζn) → 0, φ2+r2f2+(ζn) → 0, an impossibility in view of (2.13).
Therefore we have
inf
z∈C+\D
(∣∣f1+(z)∣∣+ ∣∣f2+(z)∣∣)> 0, (2.15)
and from (2.14), (2.15) it follows that (f1+, f2+) ∈ CP+. We conclude that any solution to the
MCP with the data φ+ must be of the form (φ˜1+, φ˜2+) with
φ˜1+ = r1f1+, φ˜2+ = r2f2+ , r1, r2 ∈ GR, (f1+, f2+) ∈ CP+. (2.16)
Since it follows from (2.13) that (r1φ1+, r2φ2+) is a solution to the MCP with (holomorphic)
data (f1+, f2+), we must then have
r1φ1+ = R1F1+, r2φ2+ = R2F2+, with R1,R2 ∈ GR, (F1+,F2+) ∈ CP+.
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φ1+ = r−11 R1F1+, φ2+ = r−12 R2F2+.
It follows that φ+ ∈ CPM+ and the same happens with φM+ (see Remark 2.5). 
It follows from the above proof that a solution to an MCP must itself be in CPM± .
For the case when the data are in (H±∞)2 another criterion may be given:
Theorem 2.8. Given φM± ∈ (H±∞)2, the MCP with data φM± admits a solution if and only if
φ± = s±h± with s± ∈ GR ∩H±∞ and h± ∈ CP±.
For the proof combine Theorem 2.7 and the proof of Theorem 2.6.
3. Left invertibility of Riemann–Hilbert solutions
Left-invertible M±∞-pairs appear in a natural way as solutions to some RHP’s with a matrix
coefficient. In fact, if G is a 2 × 2 matrix function admitting a bounded factorization, we have
(see (1.3), (1.4)):
G = G−DG−1+ , (3.1)
where
G±1− ∈
(
H−∞
)2×2
, G±1+ ∈
(
H+∞
)2×2
. (3.2)
It is clear from (3.1) that G(G+D−1) = G−, so that writing G± = [g±ij ]i,j=1,2, the RHP
GφM+ = φM− , φM± ∈
(M±∞)2, (3.3)
admits (at least) one solution,
φM+ = r−k1
(
g+11, g
+
21
)
, φM− =
(
g−11, g
−
21
)
. (3.4)
From (3.2) it follows that
γ±1+ := detG±1+ ∈ H+∞, γ±1− := detG±1− ∈ H−∞, (3.5)
and we see that φM± are left-invertible M±∞-pairs, with respective left-inverses (Φ˜M± )T given by
Φ˜M+ = rk1γ−1+ J
(
g+12, g
+
22
)
, Φ˜M− = γ−1− J
(
g−12, g
−
22
)
. (3.6)
In this case, it happens that J Φ˜M± also satisfy an equation of the same type as (3.3):
G
(
J Φ˜M+
)= (detG)(J Φ˜M− ), (3.7)
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tion
detG = γ−rk1+k2γ−1+ . (3.8)
If, in particular, detG = 1, then (J Φ˜M+ , J Φ˜M− ) is another solution to (3.3).
It is clear that, if φM± are left-invertible in M±∞ and satisfy (3.3), Eq. (3.7) will not be satisfied
in general if we take a pair of left-inverses (Φ˜M± )T . Nevertheless, if (3.7) does hold for a particular
pair of left-inverses (as it happens when G admits a factorization (3.1) and we take φM± as defined
in (3.4)), then it is natural to expect that some similar relation generalizing (3.7) will hold, if we
consider a different pair of left-inverses for φM± . Indeed since, according to Theorem 2.2, all
solutions to the MCP with data φM± ∈ (M±∞)2 are given by φ˜M± = Φ˜M± − fM± JφM± with fM± ∈
M±∞, (3.7) implies that, for any such solution,
G
(
J φ˜M+
)= (detG)(J φ˜M− )+ fM+ GφM+ − (detG)fM− φM− ,
and from (3.3) it follows that
G
(
J φ˜M+
)= (detG)(J φ˜M− )+ (fM+ − (detG)fM− )φM− . (3.9)
If we multiply both sides of this equality by (φ˜M− )T we see moreover that
(
φ˜M−
)T
G
(
J φ˜M+
)= fM+ − (detG)fM− . (3.10)
To obtain (3.9) and (3.10) we assumed that there exist left-inverses of φM± satisfying (3.7). It
turns out, however, that going backwards from (3.10) and defining η ∈ L∞(R) as being equal to
the left-hand side of (3.10), an equality of the form (3.9), with fM+ − (detG)fM− replaced by η,
is satisfied for any pair of left-inverses of φM± , whether or not (3.7) holds for some particular pair
of left-inverses. In fact we have, from (3.3),
(
φ˜M−
)T
GφM+ =
(
φ˜M−
)T
φM− = 1
so that
(
φ˜M−
)T
GφM+
(
φ˜M+
)T = (φ˜M+ )T .
From (2.4) it follows that
(
φ˜M−
)T
G+ (φ˜M− )T GJ φ˜M+ (φM+ )T J = (φ˜M+ )T . (3.11)
Since G(adjG) = (detG)I , (adjG)J = JGT , where adjG denotes the adjugate matrix of G,
multiplying both sides of (3.11) by (adjG)J on the right, we obtain
(detG)
(
φ˜M−
)T
J − [(φ˜M− )T GJ φ˜M+ ](φM+ )T GT = (φ˜M+ )T JGT .
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η = (φ˜M− )T GJ φ˜M+ = −(φ˜M+ )T JGT φ˜M− ∈ L∞(R) (3.12)
we conclude the following.
Theorem 3.1. Let G ∈ (L∞(R))2×2. If the RHP (3.3) admits a solution (φM+ , φM− ) where φM±
are left-invertible in M±∞, then for any pair (φ˜M+ , φ˜M− ), where (φ˜M± )T are left-inverses of φM±
in M±∞, respectively, we have
G
(
J φ˜M+
)= (detG)(J φ˜M− )+ ηφM− , (3.13)
with η ∈ L∞(R) defined by (3.12).
The two equalities (3.3) and (3.13) can be written in matrix form as
G
[
φM+ J φ˜M+
]= [φM− J φ˜M− ], (3.14)
where  is a triangular matrix of the form
 =
[
1 η
0 detG
]
(3.15)
with η given by (3.12). Defining
M± =
[
φM± J φ˜M±
] (3.16)
and taking into account that detM± = −(φ˜M± )T φM± = −1 we have, from (3.14),
G = M−M−1+ , with M±1− ∈
(M−∞)2×2, M±1+ ∈ (M+∞)2×2. (3.17)
In the next section we use the machinery developed here to study Toeplitz operators.
4. Fredholm properties of Toeplitz operators
In this section we prove the main results of the paper, relating properties of Toeplitz operators
with symbol G and those with symbol detG, assuming existence of a left-invertible solution to
the corresponding RHP. We start with Fredholmness:
Theorem 4.1. Let G ∈ (L∞(R))2×2, and assume that the RHP (3.3) admits a solution (φM+ , φM− )
with φM± ∈ CPM± . Let γ = detG. Then TG is Fredholm if and only if Tγ is Fredholm, and in that
case
IndTG = IndTγ .
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(3.17) it follows that this is equivalent to  admitting a p-factorization. (See [19, Theo-
rem 3.10]; although Theorem 3.10 was proved in [19] for rectifiable contours, the proof goes
through also in our context of factorization relative to the real line; this remark applies as well
to [19, Corollary 4.1] to be used below. Note that the Φ-factorization of [19] coincides with
the p-factorization, apart from the reversed order of factors, when restricted to functions in
L∞(R)n×n.) Since  is triangular and its first diagonal element is 1, it follows from [19, Corol-
lary 4.1] that such a factorization exists for  if and only if its second diagonal element γ admits
a p-factorization, i.e., Tγ is Fredholm.
On the other hand, from Theorem 2.6 we have
φM+ = s1h+, φM− = s2h−, with s1, s2 ∈ GR, h± ∈ CP±. (4.1)
Thus, taking s = s1s−12 , (3.3) is equivalent to
G(sh+) = h−. (4.2)
If (h∗±)T are left-inverses of h± in H±∞, respectively, then we have from (3.17)
G = [h− Jh∗− ] ·G0 · [h+ Jh∗+ ]−1, (4.3)
with
G0 =
[
s−1 sη
0 sγ
]
, (4.4)
where the outer factors [h− Jh∗− ] and [h+ Jh∗+ ]−1 belong, together with their inverses, to
(H−∞)2×2 and (H+∞)2×2, respectively. If γ admits a p-factorization, then both diagonal elements
in G0 are also p-factorable, hence G0 is p-factorable, and moreover
indp G0 = indp
(
s−1
)+ indp(sγ ) = indp γ (4.5)
(see [19, Corollary 4.3]). From (4.3) it follows that indp G = indp G0, and thus by (4.5) and
Theorem 1.1,
IndTG = IndTG0 = − indp γ = IndTγ . 
Remark 4.2. It is easy to see that if a real-valued function admits a p-factorization, then the
index must be zero. Therefore, Theorem 4.1 yields the following fact: Under the hypotheses and
notation of Theorem 4.1 assume in addition that γ is real-valued. If TG is Fredholm, then it has
zero index.
A p-factorization of  (see (3.15)) provides, through (3.17), a meromorphic factorization
for G, from which we can, in principle, obtain a p-factorization for G by linear algebraic oper-
ations [19,7,9]. Using Theorem 2.6 to obtain (4.3) we see, however, that it is possible to reduce
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p-factorization
G0 = G0−DG−10+, (4.6)
then from (4.3) we have the following p-factorization for G:
G = G−DG−1+ , G± =
[
h± Jh∗±
]
G0±. (4.7)
The p-factorization of 2 × 2 triangular matrix functions has been studied in [19, Sections 4.2,
4.3].
Theorem 4.3. Let G0 = [g0ij ]2i,j=1 ∈ (L∞(R))2×2 be an upper triangular matrix whose diagonal
elements g011 and g022 admit a p-factorization with the partial indices k1 and k2, respectively.
Then G0 admits a p-factorization, with the partial indices k1 and k2 if k1 − k2  1, and with
partial indices of the form k1 − q, k2 + q for some integer q , 0 q  12 (k1 − k2), if k1 − k2 > 1.
The integer q in Theorem 4.3 depends on the off diagonal entry of G0.
Theorem 4.3 was originally proved in [11], see also [19, Sections 4.2, 4.3], in the context of
bounded contours in the complex plane. It remains valid, with essentially the same proof, also
for weighted Lp spaces (under certain restrictions on the weight). Finally, Theorem 4.3 can be
obtained from the corresponding result for weighted Lp spaces on the unit circle, via a conformal
change of variable (see the proof of Theorem 1.1 for details).
Thus, in general, assuming that there are φM± ∈ CPM± such that (3.3) holds and detG admits a
p-factorization, the partial indices in D (and the dimensions of kerTG and cokerTG) depend not
only on the indices of the diagonal elements in G0 but also on the entry sη. In contrast with this,
the following theorems consider cases in which the results, apart from formulas, do not depend
on the function η.
Theorem 4.4. Let the RHP (3.3), with G ∈ (L∞(R))2×2 and p-factorable detG, admit a solution
(φM+ , φM− ), where φM± is left-invertible in M±∞, of the form (4.1). Let moreover
s = s−rks−1+ , γ = γ−rmγ−1+ (4.8)
be the p-factorizations for s := s1s−12 and γ = detG.
If 2k +m−1, then
dim kerTG = −
(
min{0,−k} + min{0, k +m}), (4.9)
dim cokerTG = max{0,−k} + max{0, k +m}, (4.10)
and a p-factorization for G is given by (4.7), where D = diag(r−k, rk+m),
G0− =
[
s−1− r−2k−ms−1− λ+T−
0 γ−s−
]
, G0+ =
[
s−1+ −s−1+ λ+T+
0 γ+s+
]
, (4.11)
with λ+(ξ) = ξ + i, T± = P±(λ−1+ r2ks2 γ+η).−
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k+m, so the same happens with G, and (4.9), (4.10) follow from (1.34). It is only left to see that
G0 = G0−DG−10+ with G± defined by (4.11) and G0± ∈ F±p , which can be easily verified. 
The next theorem shows that the case where (3.3) admits a solution satisfying the corona
condition (1.26) is very special:
Theorem 4.5. Assume that RHP (3.3) admits a solution (h+, h−) with h± ∈ CP±, and γ =
detG admits a p-factorization. Then TG is invertible, injective, or surjective if and only if Tγ is
invertible, injective, or surjective, respectively.
Proof. By Theorem 4.1, TG and Tγ are Fredholm operators with the same Fredholm index.
However, the invertibility, injectivity, and surjectivity of TG are equivalent, by (4.3), to the in-
vertibility, injectivity, and surjectivity of TG0 , respectively, with
G0 =
[
1 η
0 γ
]
, (4.12)
where γ admits a p-factorization γ = γ−rmγ+. The partial indices of G0 must be of the form
k1, k2, where k1 +k2 = m, and k1 and k2 are nonnegative, resp. nonpositive, if m 0, resp. m 0
(see, e.g., [19, Theorem 4.7]). Thus, all partial indices of G0 are nonnegative, resp. nonpositive, if
and only if m 0, resp. m 0. Now the proof is concluded by using (1.21) for G0 and for γ . 
Analogously to Remark 4.2 we observe that, under the hypotheses and notation of Theo-
rem 4.5, if γ is real-valued, then TG is invertible.
We conclude that, if the assumptions of Theorem 4.5 hold, then the Toeplitz operator TG
behaves as in the case of scalar symbols (regarding Fredholm properties), i.e., it is either injective
or surjective (or both) if it is Fredholm.
5. Applications to some classes of matrix functions: estimates of partial indices and
Fredholm properties
5.1. Daniele–Khrapkov matrix functions
The Daniele–Khrapkov class is usually defined as the set of all bounded 2×2 matrix functions
G on the real line (or the unit circle) of the form
G = αI + βR, (5.1)
where α,β ∈ L∞(R), I is the 2 × 2 identity matrix and R ∈ R2×2 is such that traceR = 0,
traceR2 = 0 [6]. We assume here that α,β are Hölder continuous in R˙ := R∪{∞} (α,β ∈ Cμ(R˙)
with 0 < μ < 1) and
R =
[
0 1
q−1 0
]
(5.2)
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fact, this corresponds to the case where q1/2 is not rational, which is a more interesting case and
is far from being completely studied.
We assume moreover that G is invertible in (Cμ(R˙))2×2, i.e.,
γ := detG(ξ) = 0 for ξ ∈ R˙. (5.3)
With these assumptions, G admits a bounded factorization (with factors in the same class
(Cμ(R˙))
2×2
, see [12,21]). If
γ = γ−rmγ−1+ , m ∈ Z, (5.4)
is a bounded factorization for γ , then the study of the Wiener–Hopf factorization of G can be
reduced, by splitting a scalar factor rm1 where m1 is such that m = 2m1 or m = 2m1 + 1, to that
of a matrix G˜ in the same class, with ind(det G˜) equal to 0 or 1. Thus we will assume that, in
(5.4), we have m ∈ {0,1}.
With these assumptions, the RHP (3.3) admits a solution (φ+, φ−) with φ± ∈ (H+∞)2 ∩ CPM± .
In fact, since we must have k1 + k2 = m ∈ {0,1}, one of the partial indices must be less or equal
to zero (say k1  0) and we can take φ± = φM± defined by (3.4). Thus by Theorem 2.8 there are
s± ∈ GR ∩H±∞ and h± ∈ CP± such that
φ± = s±h±
(
φ± = (φ1±, φ2±); h± = (h1±, h2±)
)
. (5.5)
On the other hand, it is known [5] that in this case (3.3) is equivalent to{
d1(φ1+ + ρφ2+) = φ1− + ρφ2−,
d2(φ1+ − ρφ2+) = φ1− − ρφ2−, (5.6)
where d1, d2 are the eigenvalues of G (d1 = α + ρ−1β , d2 = α − ρ−1β) and ρ = q 12 is a branch
of the square-root of q . By multiplying the two equations in (5.6) and taking into account that
d1d2 = γ admits a bounded factorization (5.4), with m ∈ {0,1}, we have
γ−1+ rm
(
φ21+ − qφ22+
)= γ−1− (φ21− − qφ22−). (5.7)
Also, from (5.5) we have
γ−1+ rms2+
(
h21+ − qh22+
)= γ−1− s2−(h21− − qh22−). (5.8)
Let n1 = ind(s+), n2 = − ind(s−), so that we can boundedly factorize s+ and s− and obtain
from (5.8)
γ˜−1+ rmr2(n1+n2)
(
h21+ − qh22+
)= γ˜−1− (h21− − qh22−) (5.9)
with γ˜±1+ ∈ H+∞, γ˜±1− ∈ H−∞. It follows from (5.9) that both sides must represent a rational func-
tion whose denominator is defined by the poles in q .
Let a1, a2, . . . , aN (N ∈ N) be the poles of q , which we can assume to be different from i
so that rkq has a zero of order at least k for ξ = i (otherwise we could replace r by any other
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Then, from (5.9),
γ˜+rmr2(n1+n2)
(
h21+ − qh22+
)= pN
(ξ − a1) · · · (ξ − aN) (ξ ∈ R), (5.10)
where pN is a polynomial with degree less or equal to N .
If 2(n1 + n2) + m > N , then pN would have a zero of order N + 1, at least, at ξ = i, so that
pN = 0, which means that
h21+ = qh22+ in C+ (5.11)
and, taking (5.9) into account,
h21− = qh22− in C−. (5.12)
Since q has only simple zeros and poles, it follows from (5.11) and (5.12) that we should have
h1± = h2± = 0, which is impossible. We conclude that
2(n1 + n2)+mN.
We remark that, since s± ∈ H±∞ we must have n1, n2  0. Taking Theorem 4.4 into account,
we can thus state the following a priori estimates (independent from the knowledge of any solu-
tions to (5.6), which is an open problem for general q).
Theorem 5.1. Let G be an invertible Daniele–Khrapkov matrix of the form (5.1), m =
ind(detG) ∈ {0,1}; then
2 dim(kerTG)+mN
where N is the number of poles of q; its partial indices are −k1 and k1 + m, where 0  k1 
N−m
2 .
Corollary 5.2. Let the assumptions of Theorem 5.1 hold. Then:
dim(kerTG)
N − 1
2
if N is odd,
dim(kerTG)
N
2
if N is even and m = 0,
dim(kerTG)
N
2
− 1 if N is even and m = 1.
It should be remarked that these estimates seem to be optimal in the following sense. It is
known that the difficulty of the study of the Wiener–Hopf factorization of Daniele–Khrapkov
matrix functions increases enormously with the number of zeros and poles in q [23]. However,
the partial indices can be determined exactly when q is a quotient of two polynomials with degree
less or equal to 2 [5,20] and, in this case, we see that the upper bound for dim(kerTG) given in
Corollary 5.2 is actually a maximum.
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Let now G be a matrix function in (L∞(R))2×2 of the form
G = aI + bN, (5.13)
where a is a function admitting a bounded factorization
a = a−rka−1+ , k ∈ Z, a±1+ ∈ H+∞, a±1− ∈ H−∞, (5.14)
and N is a rational non-diagonal nilpotent matrix, satisfying N2 = 0. It is easy to see that, apart
from a scalar factor, N takes the form
N =
[
1 q−1
−q −1
]
, q ∈ R. (5.15)
We assume in addition that q ∈ GR. If a = 1, then G = exp(bN) and the class of all matrix
functions of this form (with fixed N ) is a multiplicative group. One parameter groups of this type
have appeared in the study of integrable systems [24,16].
Matrix functions of the form (5.13) with N as in (5.15) have been studied in [4,8,9,15]. De-
spite the formal similarity with the class of Daniele–Khrapkov matrices, the two classes present
different properties. For a given q ∈ GR, we will denote by N the class of all matrix functions
(5.13) with a admitting a bounded factorization of the form (5.14) and N given by (5.15). We
remark that we only assume that b ∈ L∞(R), so that G does not necessarily belong to a class
where we can infer that TG is Fredholm if detG does not approach zero on R – which actually
happens in this case, since
γ := detG = a2 = a2−r2ka−2+ . (5.16)
An interesting property of G ∈ N is that, although a holomorphic solution to the RHP (3.3)
may not be easy to determine for a general q , we obtain without difficulty a meromorphic solution
(φM+ , φM− ) with φM± ∈ CPM± given by
φM+ = a+(1,−q), φM− = rka−(1,−q). (5.17)
Thus we conclude from Theorem 4.1, taking (5.16) into account, that TG is Fredholm, with
Fredholm index equal to −2k.
Further, using the notation λ±(ξ) = ξ ± i and letting p±n denote a polynomial of degree n 0
with all its zeros in C∓, we can write
q = p
−
n1p
+
m1
p−n2p
+
m2
, n1 +m1 = n2 +m2 =: N. (5.18)
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φM+ = a+
λ
n2+
p−n2
(
p−n2
λ
n2+
,−p
−
n1p
+
m1
λ
n2+ p+m2
)
= s1h+, (5.19)
φM− = a−rk
λ
m2−
p+m2
(
p+m2
λ
m2−
,−p
−
n1p
+
m1
p−n2λ
m2−
)
= s2h−, (5.20)
with s1, s2 ∈ GR and h± ∈ CP±. For s = s1s−12 we have a bounded factorization
s = s−r−k−Ns+ (5.21)
and, according to the proof of Theorem 4.1, G has the same partial indices as G0 in (4.4).
We conclude therefore, from Theorem 4.3, that G always admits a canonical p-factorization
if q is a constant; otherwise the partial indices depend on the non-diagonal element sη of G0.
The smallest partial index is k1 = k − N + t for some t ∈ {0,1, . . . ,N}, the other partial index
being k2 = k +N − t .
5.3. Triangular symbols with oscillatory diagonal elements
Now we apply the results of the previous sections to study the Fredholm properties of Toeplitz
operators TG with a triangular symbol of the form
G =
[
r2e−λ 0
g r1eλ
]
(5.22)
where r1, r2 ∈ GR, eμ(ξ) = eiμξ for ξ ∈ R, λ > 0 and g is of the form
g = (eλR1f+ +R2f−)/h+ (5.23)
with
R1,R2 ∈ GR, f± ∈ H±∞, (5.24)
h+ ∈ H+∞, e−λh+ ∈ H−∞, h−1+ ∈ L∞(R). (5.25)
In this case the functions in the diagonal positions of G do not admit a p-factorization, although
detG admits a bounded factorization:
r := detG = r1r2, r = r−rkr+ (5.26)
with k ∈ Z, r− ∈ G(R ∩H−∞), r+ ∈ G(R ∩H+∞).
Several classes of Toeplitz operators with symbols of the form (5.22) were studied in
[1, Theorems 6.2, 6.3, 6.5] as regards invertibility.
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tion to the RHP (3.3) is given by
φM+ =
(
h+,−r−11 R1f+
)
, φM− = (r2e−λh+,R2f−). (5.27)
Thus, as a consequence of Theorem 4.1 (see also Remark 2.5), TG is Fredholm if
(r1h+,R1f+) ∈ CPM+ , (r2e−λh+,R2f−) ∈ CPM− (5.28)
and, if (5.28) holds, its Fredholm index is equal to −k.
We will consider in more detail a subclass of matrix functions of the form (5.22), (5.23)
for which, under some additional assumptions, conditions for existence of a canonical p-factor-
ization were obtained in [1]. This will allow us to illustrate how to study, not only the situation
in which those conditions are not satisfied, but also the situation in which even the more general
conditions of Theorem 4.1 do not hold. By considering a particular subclass we also avoid the
computational difficulties of the general case (which could be treated analogously), in order to
keep the main reasoning clear.
Before proceeding, however, we establish the following result. It should be remarked that it
holds for any matrix function G with entries in L∞(R).
Theorem 5.3. Let G ∈ (L∞(R))n×n and let (φ+, φ−) be a non-trivial solution to
Gφ+ = φ−, φ± ∈
(
H±∞
)n
, (5.29)
such that one of the following conditions is satisfied for some η > 0:
(i) φ+ = eηφ0+ with φ0+ ∈ (H+∞)n,
(ii) φ− = e−ηφ0− with φ0− ∈ (H−∞)n.
Then dim kerTG = ∞, so in particular TG is not Fredholm and G does not admit a p-factor-
ization for any p ∈]1,∞[.
Proof. Let, for instance, (i) hold. Then for any μ ∈]0, η] we have φ+ = eμ(eη−μφ0+) = eμψ0+
with ψ0+ ∈ (H+∞)n and, from (5.29),
G(eμψ0+) = φ−, Gψ0+ = e−μφ−.
Thus, defining
ψ+(ξ) = eμ(ξ)− 1
ξ
ψ0+(ξ), ψ−(ξ) = 1 − e−μ(ξ)
ξ
φ−(ξ),
for each μ ∈ [0, η] we have Gψ+ = ψ− with ψ± ∈ (H±p )n and we conclude that there are in-
finitely many linearly independent elements in kerTG, so that TG is not Fredholm.
The proof is similar if (ii) holds. 
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G =
[
e−λ 0
g eλ
]
(5.30)
with
g = e−δ2R
−
2 + eλ+δ1R+1
eμ(eμ1 − e)(1 − eeμ2)
, (5.31)
where e is the base of the natural logarithm, and
R+1 ∈ GR ∩H+∞, R−2 ∈ GR ∩H−∞, (5.32)
0 μ,μ1,μ2, δ1, δ2 and μ+μ1 +μ2  λ. (5.33)
A solution to the RHP (3.3) is, in this case, according to (5.27), given by
φ1+ = eμ(eμ1 − e)(1 − eeμ2), φ2+ = −eδ1R+1 , (5.34)
φ1− = e−λφ1+, φ2− = e−δ2R−2 . (5.35)
Let
ε+ = min{μ,δ1}, ε− = min
{
δ2, λ− (μ+μ1 +μ2)
}
. (5.36)
Then we can write
φ± = (φ1±, φ2±) = eε±(ψ1±,ψ2±), with ψ1±,ψ2± ∈ H±∞, (5.37)
and it is clear that if μ = 0, δ1 = 0 or μ + μ1 + μ2 = λ, δ2 = 0 (which means that ε+ = 0 or
ε− = 0, respectively) then the assumptions of Theorem 5.3 will be satisfied and dim kerTG = ∞.
On the other hand,
GT =
[
eλ g
0 e−λ
]
= −J
[
e−λ 0
−g eλ
]
J,
where
g = eδ2R
+
2 + e−λ−δ1R−1
e−μ(e−μ1 − e)(1 − ee−μ2)
= e−δ1R
−
1 + eλ+δ2R+2
eμ˜(eμ2 − e)(1 − eeμ1)
with
R−1 = R+1 ∈ GR ∩H−∞, R+2 = R−2 ∈ GR ∩H+∞,
μ˜ := λ−μ−μ1 −μ2, 0 μ˜,μ1,μ2, δ1, δ2, and μ˜+μ1 +μ2  λ.
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analogous to (5.34), satisfying the hypotheses of Theorem 5.3. Thus, we also have
dim cokerTG = dim kerTGT = ∞,
and TG cannot be semi-Fredholm. (Recall that an operator T is said to be semi-Fredholm if its
range is closed and min{dim kerT ,dim cokerT } < ∞.)
If, on the contrary,
μδ1 = 0 and (μ+μ1 +μ2 − λ)δ2 = 0, (5.38)
then ε± = 0 in (5.37) and ψ± ∈ CPM± ∩ (H±∞)2 according to Theorem 2.8, since we can write
ψ± = s±h±, with s± ∈ GR ∩H±∞, h± ∈ CP±,
with s± depending on the common zeros of φ1± and φ2± in C±. In fact, using the notation Z(f )
for the set of zeros of a function f and
ZC±(f ) = Z(f )∩ C±,
and taking into account that φ1± are entire functions, we have
Z(φ1±) = ZC+(φ1+)∪ZC−(φ1−)
with
ZC+(φ1+) = {i/μ2 + 2mπ/μ2, m ∈ Z},
ZC−(φ1−) = {−i/μ1 + 2mπ/μ1, m ∈ Z}.
If R+1 has n1 zeros (n1  0) belonging to ZC+(φ1+), namely z+1 , z+2 , . . . , z+n1 , and R−2 has n2
zeros (n2  0) belonging to ZC−(φ1−), namely z−1 , z−2 , . . . , z−n2 , then it is easy to see that
R+1 =
∏n1
j=1(ξ − z+j )
(ξ + i)n1 Q
+
1 = s+Q+1 ,
R−2 =
∏n2
j=1(ξ − z−j )
(ξ − i)n2 Q
−
2 = s−Q−2
(where we assume s+ = 1 if n1 = 0, and s− = 1 if n2 = 0). Thus we have φ± = s±h± with
h+ =
(
s−1+ φ1+,−eδ1Q+1
)
, h− =
(
s−1− φ1−, e−δ2Q
−
2
)
. (5.39)
Since both components of h+ (resp. h−) do not approach zero simultaneously in any strip of the
form C+ ∩ (C− + iα) (resp. C− ∩ (C+ − iα)), α > 0, and
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C++iα
(|h1+| + |h2+|)> 0 (resp. inf
C−−iα
(|h1−| + |h2−|)> 0)
due to (5.38), we see that h± ∈ CP±.
Thus it follows from Theorems 4.1, 4.4, that TG is Fredholm with index zero, and
dim kerTG = dim cokerTG = n1 + n2.
We summarize the previous conclusions in the following statement.
Theorem 5.4. Let G ∈ (L∞(R))2×2 be such that (5.30)–(5.33) hold. Then, if at least one of ε+
or ε−, defined by (5.36), is different from zero, then TG is not semi-Fredholm. If ε+ = ε− = 0,
then TG is Fredholm with index zero and dim kerTG = dim cokerTG = n1 +n2. The operator TG
is invertible if and only if ε+ = ε− = 0 and n1 = n2 = 0.
An interesting particular case is obtained when n1 = n2 = 0:
Corollary 5.5. Let G be as in Theorem 5.4, and assume n1 = n2 = 0. Then TG is invertible if
and only if it is semi-Fredholm.
In the context of almost periodic symbols, the property that, under some conditions, if a
Toeplitz operator is semi-Fredholm, then it must be invertible, was established in [2, Corol-
lary 3.4].
We remark that, under the hypotheses of Theorem 5.4, in the cases where TG is Fredholm,
a p-factorization of G can be obtained as described in Theorem 4.4, the corona solutions h∗±
being known in this case (see [1, Theorems 5.2, 5.3]).
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