Let G = (V, E) be a random electronic network with the boundary vertices which is obtained by assigning a resistance of each edge in a random graph in G(n, p) and the voltages on the boundary vertices. In this paper, we prove that the potential distribution of all vertices of G except for the boundary vertices are very close to a constant with high probability for p = c ln n n and c > 1.
Introductions
The connection between random walks and electrical networks can be recognized by Kakutani [11] in 1945. Doyle and Snell [7] in 1984 published an excellent book which explained the relations between random walks and electrical networks. Tetali [18] presented an interpretation of effective resistance in electrical networks in terms of random walks on underlying graphs. Recently, Palacios [17] studied the hitting times on random walks on trees through electroic networks. For more information between random walks and electrical networks, the readers may be referred to [9, 13, 12] .
Let G = (V, E) be a connected undirected graph without loops and multiple edges. To make it a electrical network, we assign to each edge e = (i, j) ∈ E resistance r ij and the conductance of e = (i, j) is c ij = 1 r ij . We define a random walk on the electrical network N = (G, c) be a Markov chain with transition matrix P = (p ij ) given by
for each i ∈ V (G) \ Γ.
The rest of this paper is arranged as follow. In sections 2, we present some properties for both random graphs and electrical networks. In section 3, we will give a rigorous proof for the main theorem (Theorem 1.1) and apply this result to a generalized consensus model with finite leaders. In section 4, we will do some further discussions on the potential distributions in more general cases where G may be circles and small-world networks and c ij may be i.i.d random variables for each (i, j) ∈ E. We note here that we say an event holds with high probability(denoted as whp) if it holds with probability 1 − o(1) as n → ∞.
Preliminaries
In this section, we introduce some properties of a random graph in G(n, p) and give the probabilistic interpretation of potential distributions on electrical networks. Let d(i) denote the degree of vertex i ∈ V and let δ(G) denote the minimum degree of G.
Definition 1.
A simple graph G = (V, E) is said to be proper if it has the following structural properties P1 − P5. P1: G is connected. P2: Call a cycle short if its length is at most ln n 10 ln ln n . The minimum distance between two short cycle is at least ln n ln ln n . P3: G has at least one triangle, at least one 5-cycle and at least one 7-cycle.
where c
There exists a positive constant δ > 0 such that it follows for any
Remark From the definition, it looks very rare for a graph to be proper. But there are much many graphs to be proper. In fact, we have the following result.
Lemma 2.1. Let G be a random graph in G(n, p) with p = α ln n n and a constant α > 1. Then whp G ∈ G(n, p) is proper.
Proof. It follows from Lemma 1 in [5] that whp P1 − P3 hold. Moreover, by Lemma 6.5.2 in [8] , whp P5 also holds. For P4, it is a simple generalization of Lemma 1 in [5] . In fact, by Lemma 1 in [5] , we have
This completes the proof.
Let N = (G, c) be an electrical network. For any i ∈ V let W i,N denote a random walk on N which starts at vertex i and let W i,N (t) denote the walk generated by the first t steps. Let X i,N (t) be the vertex reached at step t and P (t) i,N (j) = P r(X i,N (t) = j). If the random walk on N is irreducible and aperiodic, let π N be the stationary distribution of the random walk on N. We also need the following Lemma which is a slight generalization of Lemma 2 in [5] .
Lemma 2.2. Let G = (V, E) be proper and N = (G, c) be the electrical network with
Then there exists a sufficiently large constant K 0 > 0 such that for all i, j ∈ V ′ and t > t 0 = K 0 ln n,
i.e., the random walk on N ′ mixes in time O(ln n).
Moreover, set E = {X i,N (t) / ∈ Γ, 0 ≤ t ≤ 2t 0 } be the event that the random walk on N started from i do not reach the vertices in Γ for the first 2t 0 steps. Then we have
and
Proof. The Lemma and Proof are almost the same as Lemmas 2-4 in [5] , in which they only consider the simple random walk on G. In order to keep the consistency of our paper, we will simply give a sketch proof of Lemma 2.2 with emphasis on different places. By P3 and P4, the random walk on N ′ is irreducible and aperiodic and therefore it has a unit stationary distribution π N ′ . By using P4 instead of and the isoperimetric Inequality of Lemmas2-4 in [5] , it is easy to see that (3) holds.
denote the set of walks on N ′ which starts at i, ends at j, are of length 2t 0 and which leave a vertex in the neighborhood
This is because
where
Now fix j and write
If we set
We can get by the same method as Cooper and Frieze showed in Lemma 4 in [5] that p
So we have
Now using equations (4), (5), (6), (7) and the fact δ K > δC ln n from P5, we have
Similarly we have
is the same as the distribution of potentials when x k is set at p k for 1 ≤ k ≤ K. Especially when K = 2, i.e., we choose only two vertices x 1 , x 2 as boundary points and set p x 1 = 1, p x 2 = 0, then P i = P r(τ x 1 (i) < τ x 2 (i)) is the same as the distribution of potentials when x 1 is set at 1 and x 2 at 0.
Proof. For a electrical network with boundary set Γ, there are no current flow into or out of the network at vertices in V \ Γ. Assume that {V i , i ∈ V } be the potential distribution of vertices in N. By using Kirchhoff's current law and Ohm's law, we have for
i.e., the potential distribution follows a harmonic function. For fixed k and each i ∈ V , set
Moreover, if we consider the very first step of the random walk on N started at i ∈ V \ Γ, then
Since
we can get by the superposition property that {P i , i ∈ V } is the same as the potential distributions {V i , i ∈ V } if we set the potential of the boundary points as V x k = p x k , k = 1, 2, · · · K. Because they both follow a harmonic function with the same boundary conditions.
Proof of the main Theorem and Remarks
In this section, we, in fact, prove a stronger result than Theorem 1.1.
Theorem 3.1. Let N = (G, c) be an electrical network with G being proper and C 1 ≤ c ij ≤ C 2 for all e = (i, j) ∈ E. If Γ {x 1 , x 2 , · · · , x K } is boundary vertices and the boundary potential as
Then by Lemma 2.3 and equations (1), (2) and (3), we have that for 1 ≤ k ≤ K and i ∈ V ′ ,
(time homogeneous and Markov Property)
Since the total current flowing into the network is equal to the current flowing out, we have
Using P5, we have
This completed the proof.
Let us consider a special case of theorem 3.1, in which we assign unit conductance for each edge and choose exactly two vertices as the boundary set.
Corollary 3.2. Let N = (G, c) be an electrical network with G being proper and c ij being unit conductance. If {x, y} is the boundary set and is added to their unit potential difference as V x = 1 and V y = 0, then the potential distribution of v i is
for each i ∈ V \ {x, y}.
Proof of Theorem 1.1 : It is easy to see from Lemma 2.2 and Theorem 3.1 that Theorem 1.1 holds. Remark 1 Let us now see the concentration of potential distribution from a different point of view. We consider a generalized consensus model on G ∈ G(n, p) with K leaders Γ {x k , 1 ≤ k ≤ K}. For each i ∈ V let s i (0) denote the score of the ith agent towards some event at the initial state. Set s x k (0) = p k , 1 ≤ k ≤ K, at each step all agents except for the leaders change their scores by simply averaging the scores of their neighbors. Let s(t) = {s 1 (t), s 2 (t), · · · , s n (t)} T be the score vector at step t. Then
where P is just the transition matrix of a random walk on G with Γ as absorbing states. It is known that that s(t) will approach to a vector s(∞) = {s 1 (∞), s 2 (∞), · · · , s n (∞)} T as t → ∞. Moreover s(∞) follows a harmonic function with the same boundary conditions as the potential distribution on the electrical network in Theorem 3.1 when we set unit resistance for each edge. So the limiting score vector also has the concentration property while we choose connecting probability p large enough since the harmonic function has unit solution.
Remark 2 In Theorem 1.1, in order to make G be connected, we have to set the probability p larger than ln n n . Otherwise G may be not connected (see [2] ). But We can still consider our model on the giant component of G for 1 n < p < ln n n (see [2] ). However while p is small, there will be many vertices on the tree tops which are meaningless for our model. In order to avoid this we may consider our model on a special case of small-world network . We can get a connected graph G by simply adding a random graph G(n, p) to a circle. In this case while p > ln n n we can still get the concentration property by the same method we used in theorem 3.1 since G is also proper whp. However while p is small we are not able to give a rigorous result now. In the section below we will do some simulations on small-world networks while the connecting probability is small.
Further Discussions and Problems
In this paper, we present the potential distributions of an electrical network on proper graphs and the resistance on each edge being bounds. It is natural to ask what the potential distributions on other graphs and different resistance. In this section, we consider the potential distributions of the electrical networks on with different graphs, such as circles, and the small-world networks (see [19] ) and the resistance c ij be i.i.d random variables for each (i, j) ∈ E which t may be closed to 0 or +∞. Up to now, there is no theoretical results as Theorem 1.1, since there seems no methods to deal with these problems. But the simulations on these questions may appeal some ideas.
First, we note here if the potential distribution except for the boundary vertices are very close to a constant V c , then similarly as we proved in theorem 1.1,
where {x k , 1 ≤ k ≤ K} are boundary vertices with V x k = p x k . So we can useV c as an approximation of V c .
We divide our simulations into three parts according to the structures of networks and three different independently random distributions.
Case 1: Circle. Let G be a circle on 1000 vertices, each vertex v i has exactly two neighbors and v 1 is connected with v 1000 . Set the boundary potential as V 1 = 1, V 251 = 0.3, V 501 = 0.7, V 751 = 1. In Figure 1 , we plot three pictures of potential distributions according to choices of conductance, where c ij is unit conductance, unit U(0, 1) distribution, and power-law distribution (see [1] ), respectively. Here we use power-law distribution with density function as From Figure 1 , it is easy to see that there exist no concentration of potential distributions on circles no matter how we choose any distribution of conductance.
Case 2: G(n, p) model. We choose G ∈ G(n, p) with n = 1000 , p = 0.01 and the expected average degree is 10. So G is proper whp. Set the boundary potential as V 1 = 1, V 251 = 0.3, V 501 = 0.7, V 751 = 1. In Figure 2 , we plot three pictures of potential distributions on N = (G, c), where c is unit conductance, unit U(0, 1) distribution, and power-law distribution (see [1] ), respectively. Figure 2 , it is easy to see that concentration of potential distribution appears when we choose unit conductance as we proved in Theorem 1.1, and we can useV c as an efficient approximation of V c . Even if the conductance follow certain distributions such that it approaches to 0 or +∞, we can still find concentration properties. But we are not able to give a rigorous mathematical proof in this case. Case 3: The small world network. We choose G to be a random graph G(n, p) adding to a circle of size n. Here we choose n = 1000, p = 0.001 so that G may not be proper. Set the boundary potential as V 1 = 1, V 251 = 0.3, V 501 = 0.7, V 751 = 1. In Figure 3 , we plot three pictures of potential distributions, where c is unit conductance, unit U(0, 1) distribution, and power-law distribution (see [1] ), respectively.
From Figure 3 , it is easy to see that even if we choose the connecting probability p very small, there also exists a concentration of potential distribution on small-world network except for a few vertices. We guess this is because the random walk on small-world network also has short mixing time as the random walk on G(n, p) model with large p which we mentioned in equation (1) .
It seems from the simulation results that only the structure of the electrical network will affect the concentration property. So we propose the following two questions: Problem 4.1 Does the potential distribution for an electrical network N = (G, c) concentrate where G is proper and c i,j is i.i.d? Problem 4.2 Does the potential distribution for a electrical network N = (G, c) concentrate where G is from small-world network with low connecting probability and c i,j is unit conductance or i.i.d as unit U(0, 1) or power-law distributions? 
