Abstract. The abundance of computer software for different types of prediction in DNA and protein sequence analyses raises the problem of adequate ranking of prediction program quality. A single measure of success of predictor software, which adequately ranks the predictors, does not exist. A typical example of such an incomplete measure is the so-called correlation coefficient. This article provides an overview and short analysis of several different measures of prediction quality. Frequently, some of these measures give results contradictory to each other even when they relate to the same prediction scores. This may lead to confusion. In order to overcome some of the problems, a few new measures are proposed including some variants of a 'generalised distance from the ideal predictor score'; these are based on topological properties, rather than on statistics. In order to provide a sort of a balanced ranking, we also introduce the averaged score measure (ASM). The ASM provides a possibility for the selection of the predictor that most likely has the best overall performance. The method presented in the article applies to the ranking problem of any prediction software whose results can be properly represented in a true positive -false positive framework, thus providing a natural setup for linear biological sequence analysis.
Introduction
In the last decade numerous computer software have been made available to biologists for the analysis of DNA and protein sequences (see references in [5] ). Some of that software aims at predicting the existence and location of specific regions in DNA, e.g. promoters, etc.; or it aims at finding and locating some short motifs in DNA sequences such as transcription start sites, poly-A signals, translation start sites, intron-exon boundaries, etc.; or it relates to protein structure and protein function prediction, and so on. The aim of this article is to make the users aware of the fact that improper selection of the measures of prediction quality can bias their conclusion about the overall efficiency of predictor programs in a particular task. To the best knowledge of the author, no adequate ranking system of predictor programs is available. This may produce a very skewed perception of the relative efficiency of prediction programs and raises a need for a balanced approach in assessing the quality of different prediction software. The method presented in the article is applicable to any prediction problem, the results of which can be summarized in a 2 2 × contingency table and thus expressed in terms of true positive and false positive recognitions. This makes it directly applicable to many linear sequence analysis problems. For the sake of clarity, in what follows we will use the term 'score' to denote the actual true positives and false positives obtained in a particular experiment by a program. We will also use the term program 'rank' to denote the ranking position of a program relative to the ranking positions of other programs in a test.
A reasonable approach to compare the performance quality that predictor programs may achieve, is to test several of them on the same set of sample sequences, and then, somehow, to compare their scores. Typical examples of such evaluations can be found in [13] for the prediction of transcription start site of eukaryotic promoters, or in [7] , [8] , for gene structure prediction and gene identification.
The predictor programs are based on different methods and algorithms. Thus, one may expect that they will produce different results on the same sample set. The key question for a user having an interest in selecting the best predictor program for a particular task, would be to find out which predictor program performs the best. As will be seen, this is not a simple task. Different statistical measures of success are in common use by bioinformaticians (for example, see [7] , [14] ). These relate to the correlation coefficient, approximate correlation coefficient, etc. A number of such potentially useful measures can be found in [1] , [7] , [9] , [12] , [15] , [16] , [28] , [32] , [33] , [34] . However, one frequently faces a strong discrepancy in ranking prediction programs by these measures, even when the measures relate to the same prediction scores. Moreover, some of these success measures produce results contradictory to each other. This happens because many of these measures emphasize only a few, or even only one, of the several aspects of the quality of predictor performance. Hence, the need exists for an adequate integral measure of success of such programs which can be expressed by a single number (see [1] , [7] , [9] , [12] , [15] , [16] , [28] , [32] , [33] , [34] ). We will comment on several possible candidates for such integral assessments of the prediction quality and we will also introduce some new ones. Some of these are variants of the generalized distance from the ideal predictor score. The distance measures are topological in nature, rather than statistical. In addition, we will show by a typical example that, as a rule, many of the presented measures produce different ranking of predictor performances.
As a way out, we propose an averaged score measure (ASM) which is a balanced combination of different ranking results. ASM provides a reasonable overall ranking of predictor performance that will not overemphasize only a few specific aspects of the prediction quality. This measure enables a user to have a relatively reliable way to select the most suitable predictor for a particular purpose.
The application of the rank comparison technique of different prediction quality measures will be illustrated through the achieved scores of eukaryotic promoter prediction programs on the test set used in [13] .
Environment for predictor comparison
To make this article simple, we will make an analysis using examples of the transcription start site (TSS) prediction. This problem is one of the most important in the promoter prediction tasks (see [13] , [24] ). However, the results and conclusions that relate to methodology are of a general nature and can easily be modified to cover other problems of predictor ranking, as long as the prediction results can be represented in a true positives -false positives framework.
Let us consider a set S of k DNA sequences i s , k i ..., , 2 , 1 = , each of length n i nucleotides.
The task is to attempt to locate all TSSs that may exist in these sequences. Let us assume that for the set S all TSSs are known. We aim at finding out how well the different programs that can be used for the TSS prediction perform on this set. After obtaining their scores, we want to rank them, from the best to the worst, so as to be able to select the most suitable one for the TSS prediction task. We will assume that if the predictor program signals the existence of a TSS, then this prediction will be counted as correct if it falls within certain bounds (data window) around the actual TSS location. For example, the predicted TSS will be counted as correct if it is up to and including position − k 1 A typical situation that a user will have to face is that, on the set S of sequences used for testing, each of the predictor programs will produce, in general, different values of these four weak indicators of prediction success. Which program is then the best predictor? Or, maybe, such a question makes no sense? As will be seen later, the question as to the best predictor cannot be answered. All ranking will express only relative measures of success. Table 1 , P is the total number of scores indicating the presence of TSS, N is the total number of scores indicating non-TSS, while N tot is the total number of tested positions. The contingency table can serve as a background for many measures that reflect some aspects of predictor quality. Note that in the contingency table there is no correction for the program specific data windows width for different prediction programs. This is a consequence of the comments in Remark 1 and of the assumptions introduced there. If there are TSSs which are located too close to the beginning or to the end of a sequence, which makes impossible for some of the compared programs to recognise them, but at the same time makes this possible for the other programs, then the recognition of such TSSs should be excluded from the comparison analysis. However, a specific abilities of programs to recognise such TSSs may be important in the overall context of program quality assessment. 
Contingency table

Measures for expressing predictor quality
The are several measures that can be used to express the strength of the association of variables X and Y . Some of these measures are related, one way or another, to the 2 χ statistic, which is frequently used for the analysis of contingency table data (see [1] , [15] , [28] , [34] 
Also, several connections with the quality of the predictor scoring can be made based on the contingency table, and consequently we can use some of these measures of association of X and Y to express the quality of predictor results.
Interpretation with respect to the prediction quality
All association measures of X and Y that are obtained on the basis of 2 χ statistic provide a partial answer to the following question: Are the observed frequencies in the rows of the contingency table (Table 1 ) independent of the frequencies in the columns of the table? The null hypothesis H 0 requires that the row frequencies are independent of the column frequencies. In other words, H 0 states that the predictor score is independent of whether the predictor scoring window points to the TSS or not. The alternative hypothesis, H A , is the opposite of H 0 and claims that the predictor score depends on the situation when the predictor scoring window points to the TSS and when it points to the non-TSS. In the case of a good prediction quality, the alternative hypothesis has to hold. The inherent problem with the association measures of X and Y used on the basis of the contingency table stems from the fact that there are two completely opposite situations that characterise maximally dependent frequencies of occurrence in rows and columns. One is when FN FP = = 0; this one corresponds to what one may call the 'ideal predictor score'. There are no false predictions and the program correctly guesses all positive targets (all TSSs) and all negative targets (all non-TSSs). The other is when TP TN = =0; this corresponds to the 'worst possible predictor score'. In this case the program did not make any correct prediction. Thus, the necessary conditions for candidates for good measures of association of X and Y that reflect the prediction quality should: a/ distinguish between these two opposite situations, and b/ show a gradual, but strictly monotonic, change in the association measure value when the score changes from the worst to the best case scenario. with the interpretation that the higher the value of K , the better is the predictor quality. From
The product in the numerator is the product of correct recognition. The value of TP TN × increases as the number of correct recognitions increases, and it decreases as the number of correct recognitions decreases. The opposite observation holds for FN FP × . Thus, K is higher if the correct recognitions are higher, and it decreases with the increased number of false recognition. One problem here is that if either FN or FP or both are zero, then K is undefined.
The first and second prediction quality coefficients
Since K becomes undefined when either FP or FN or both are zero, one can overcome this problem by a simple alteration of the formula in ). We will call K 1 the first prediction quality coefficient.
If one considers a ratio of all correct recognitions and all false recognitions, then such a ratio can relate directly to the quality of predictor performance. In order to be able to include the performance of the ideal predictor into such a measure, the second prediction quality coefficient 
Contingency coefficient
One other measure of association between X and Y is the contingency coefficient (see, for example, [9] , [16] , [12] , [34] ) that we will denote by CTG . For the case of Table 1 it is given by
This coefficient will produce highest values when the score relates to the ideal predictor score, but also in the case when it relates to the worst predictor score. It will produce 0 when there is no
. CTG does not satisfy conditions a/ and b/. Therefore it will not be able to distinguish between the ideal prediction score and the worst prediction score and thus it is not a good measure to be used for predictor quality ranking.
Cramer's φ 1 coefficient
Another association coefficient is the so-called 1 Note that contrary to φ 1 , the coefficient φ 2 satisfies both conditions a/ and b/. The more the value of φ 2 is close to 1, the better is the overall predictor performance. The φ 2 coefficient has the deficiency that it may not always be defined. This happens when any of the factors in the denominator of (4.3) becomes zero, which happens frequently in bioinformatics research (see [7] ). This measure is very popular in bioinformatics. However, as will be seen later by way of an example, drawing conclusions on the quality of prediction based predominantly on this measure is not advisable. The ranking of prediction software performance obtained in this way need not necessarily rank programs adequately. 
Correlation coefficient rn of Ives and Gibbons
Another correlation coefficient [20] for the association of X and Y is defined by
This measure also has good characteristics: it is always defined and it satisfies conditions a/ and b/. This coefficient always produces the same ranking as the so-called simple matching coefficient and as K 2 .
Simple matching coefficient SMC
The probability of correct prediction is called simple matching coefficient SMC ([31] , [7] ) and it is defined as
TN TP SMC
This and many others simple matching coefficients can be found in [1] . The SMC satisfies both conditions a/ and b/ and it is simpler to calculate than rn . The important thing to note here is that the ranking of prediction scores by rn K , 2 and by SMC will always be the same. This can be shown by simple algebraic manipulations. For this reason we need to use only one of these 3 measures.
Specificity S p
One of the frequently used measures of predictor quality is that of specificity. It is the probability that the negative target will be recognised correctly by the predictor, when the predictor program points to the negative target. In our case of the TSS prediction, this will be the probability that the predictor program will indicate the presence of the non-TSS when the program window points to the non-TSS location. Specificity is defined by
If the specificity is small, then the predictor does not recognise negative targets correctly and the level of FP will be unacceptably high. If its value is close to 1, it makes a good recognition of the negative targets (non-TSSs). But even if S p is close to 1, indicating that almost all negative targets are correctly identified, it is still not a good enough indication of prediction success as the predictor may not recognise positive targets at all, i.e. TP = 0 is possible. It is commented in [7] that since in practice TN is normally much higher than FP , then S p is generally insufficiently informative. This, however, is only partially true and depends on the context in which S p is used.
Even in the cases when TN is several orders of magnitude larger than FP the coefficient S p can be good for ranking the prediction efficiency.
Second specificity coefficient SP
In bioinformatics another specificity measure is also in use (see [7] , [11] , [17] , [29] ) and we will denote it as SP . It is defined as
This measure is the probability that the predictor program has indicated a positive target, when it predicts the target as positive. In other words, in relation to the TSS prediction, SP represents the probability that the TSS is correctly recognised when the predictor program indicates the presence of the TSS. If
, it is still possible to have a very low level of TP so as to make the prediction quality unacceptable.
Sensitivity SN
Another popular measure is sensitivity. It is the probability that the predictor will correctly recognise positive target when positive targets are presented to it. In other words, relating to our TSS prediction, sensitivity is the probability that the predictor program will indicate the presence of the TSS when the program window points to the TSS. Thus, the sensitivity is defined by
TP SN
Values of sensitivity close to 1indicate that the predictor is able to recognise most of the positive targets. However, even if the predictor score implies SN = 1, this does not mean that it is close to the ideal predictor, and the number of false positive predictions may be so high that the overall predictor performance may be regarded as useless. Similarly, as with specificity coefficients, we frequently experience in practice this deficiency. In other words, each of the measures, 
SP
Averaged conditional probability ACP
The so-called averaged conditional probability ACP [1] , [7] is defined by
if all members in the bracket are defined. Since these members represent the appropriate probabilities (see [7] ) the name of ACP is used. If some of the members in the brackets are not defined, then ACP is calculated as the averaged sum of the defined members. Note that, in any case, at least two members in the brackets are defined, implying that ACP is always defined. This is a good measure and one which satisfies conditions a/ and b/.
Approximate correlation coefficient ACC
A derived coefficient from ACP is the so-called approximate correlation coefficient ACC defined by
ACP and ACC will always produce the same ranking of predictor scores and thus it is advisable to use only one of them. It was mentioned previously that the measures of prediction success based on the contingency table and the association of variables X and Y , involve an inherent problem given by the fact that the ideal predictor score and the worst predictor score are characterized by the maximally dependent frequencies of occurrence in rows and columns of the contingency table. This causes a problem in interpreting the prediction quality by using the strength of association of X and Y .
Generalised distances from the ideal predictor (
For this reason we will introduce here two measures that express the quality of prediction score in relation to the distance from the ideal predictor score. These measures are topological measures.
In the FP FN − plane, the score of the ideal predictor will be positioned at the origin. The score of any other predictor will be represented by a point in the 1st quadrant, including the axes. Then the Euclidean distance of a predictor score from the origin is given by FP FN 
Averaged score measure ( ) ASM
As will be seen from the example that follows in the next section, different measures of predictor success imply different ranking positions for the same prediction score. The question is, how in such a situation can one find the most reasonable ranking? To find a reasonable compromise between the different measures and the ranking based on them, we present here one of several possible averaged score measures. Assume that we have used z measures to rank predictor scores and that we are interested in comparing the relative performances of p programs. Let the ranking of the scores of the i th − program obtained by using different measures be given by the row vector r P P The use of the ASM requires a special consideration. Note that every averaged measure of ranking results produces ranking relative to scores of programs used in a comparison. Thus, it may happen that the addition of some of the programs to be used in the comparison, or removal of some of them, influences the mutual relative ranking of other programs. To eliminate this problem we need to make invariant the mutual ranking positions of all of the compared programs obtained using z measures. To do this we can adopt two approaches. One is to make the final rank list based on the comparison of ASM values of all possible scores for a given experiment.
Frequently this requirement is computationally expensive. In order to be more practical and to significantly reduce the computational problems we can adopt the following consideration.
Consider the sequence s j . Make the prediction of the TSS locations at positions
, etc., where the position denotes the position of the nucleotide just before the guessed TSS, and where counting of nucleotides begins with the first nucleotide in a sequence.
Then, to guess all TSSs contained in a sequence s j in a two strand search, one needs 2I j guesses, where I j is the integer part of n W j / , i.e. where we ignore the reminder. Note that here we rely The rank position degrades as the ASM increases. The worst score is given by the highest value of ASM . This measure performs a sort of averaging of results of other ranking measures and it is quite suitable in representing the overall score. One can interpret the ranking results obtained by it as the most likely overall performance relative to the measures used. This measure can include all other measures available for the evaluation of predictor performance. It will provide a sort of balanced overall ranking, not overemphasising any specific aspects of predictor performance that other individual measures may introduce.
Comment. The use of ASM poses some problems that require comments. The crucial question related to the ASM is: which measures should be included in the pool of measures used to derive the ASM ? This is a very sensitive and complicated issue, and its proper solution requires a separate study. We will highlight some of the problems related to such a selection. Ideally, the measures used should be statistically unrelated as much as possible. The standard approach to measure this type of independence is by the correlation coefficient. Let c ij denote the correlation coefficient between the rankings of G scores produced by any two measures m i and m j . We would expect that the closer the c ij is to 1, the more likely it is that measures m i and m j will produce similar ranking for the compared p programs. Also, if c ij is very close to zero, one would expect that the measures m i and m j will produce different rankings of our considered p programs. Both of these reasonings appear to be wrong. We can get the same ranking for our considered p programs based on measures m i and m j even when c ij is close to zero; but we can also get very disparate ranking when c ij is relatively large. The example that follows will illustrate such behaviour. Yet another aspect of the problem of selecting criteria for the inclusion of different measures in the pool of measures is that a general practice in bioinformatics is to consider the behaviour of predictor programs with regards to sensitivity SN and specificity SP . If more measures that behave like, say, SN (or SP ) are included in the pool, then the ASM may become biased. However, the resolution of this problem is intimately tied to the solution of the previous one. These are the problems that motivate for a comprehensive study on the criteria for inclusion of different measures in the pool of measures to derive the optimal ASM for a specific group of problems. Unless such a study is made, a hint would be to include in the pool of measures as many measures as possible that theoretically do not produce the same ranking results; or to use only those measures whose mutual correlation coefficient c ij obtained on ranking all G scores is less than a predetermined threshold, e.g. that including all measures for which c ij < 0 9 . Table 2 Caption for Table 2 
Example
As a convincing example of different resultant ranking and an illustration of finding a balanced overall ranking, we will use the results obtained in an evaluation study of programs for the prediction of eukaryotic promoters presented in [13] . The data set used in [13] is small and not proper representative of the diversity of eukaryotic promoters. Thus, the ranking results presented in this section serve only to illustrate the application of the method for software prediction comparison, and cannot be used to draw conclusions on the actual quality of promoter prediction programs included in the comparison. The correct conclusion in this regard would be to evaluate promoter prediction programs on a sufficiently rich and statistically properly structured set of sequences. Unfortunately, at this moment such a representative set is not publicly available [18] . In [13] only the ability of programs to detect the presence of the TSS was tested. First nine programs listed in Table 2 have been evaluated. In the meantime, several other results that use strand specific searches were reported on the same data set in [21] , [23] , [3] , [4] . These are also indicated in Table 2 as HMM [23] , SPANN1 [3] and SPANN2 [4] . The original result achieved by Promoter1.0 program is replaced by the new result reported in [21] , as it performs better. For details on other programs see references in Table 3 Table 3 Programs and their sores, to be compared as an illustration of the procedure.
The data set from [13] Whatever is our perception of the quality of prediction results of the programs from Table 3 , Table 4 shows how they rank using 10 different measures. These results are obtained by making the rank lists with different measures, using all G combinations of scores for this particular experiment. Table 4 Caption for Table 4 
Discussion
Note that the 10 measures used produce 8 different overall rankings. The ASM , which is a balanced measure, gives a ranking different from all others. Interestingly, we see that based on the ASM measure, the NNPP program [26] , [27] , which scores best regarding the absolute TP score, ranks only at position 9 in the total ranking due to a very large number of FP . The Promoter Scan program of Prestridge [25] , however, although achieving the least absolute TP score, is at the much better 5th overall position. Moreover, four measures K 2 , 3 1 , GDIP GDIP and S p rank the Promoter Scan program in the first position, while at the same time they place the NNPP program last. Contrary to this, SN places the NNPP program in the first position and the Promoter Scan program last. However, ASM orders performances of these programs by combining and balancing all scores used. Also, it is interesting to note that if we exclude the programs whose results have been reported after the evaluation study of [13] , then the TSSG program of [30] 
Concluding remarks
This article is aimed at highlighting some problems in using different measures of success of predictor programs and proposes a sort of remedy. From the example presented, it is obvious that the question raised about the possibility of finding out which program performs the best cannot be correctly answered. Any grading of achieved program scores will directly depend on the measures of success used, and thus it has only relative significance. The practical hint, however, would be to use a greater number of measures that theoretically produce different results in ranking, or to include in the pool of measures only those measures with the mutual correlation coefficient c ij obtained on ranking all G scores less than a preselected threshold. It may happen, as in the example given, that some of the measures used produce the same ranking, which is in compliance with some of our predictions made previously. It must however be made clear that with the different selection of measures of prediction success, a different overall ranking may be achieved. Thus, the results given here cannot be taken as the absolute resolution of the ranking problem of predictor programs. However, one general conclusion follows: by using a greater number of mutually different and reasonable measures of the prediction success, the more appropriate the ASM ranking will be. As a final conclusion, the ASM measure, by its nature, provides more reliability in the assessment of prediction score quality. Table 2 conditions↓ Table 4 Q K
