Background: Software container technology such as Docker can be used to package and distribute bioinformatics workflows consisting of multiple software implementations and dependencies. However, Docker is a command line based tool and many bioinformatics pipelines consist of components that require a graphical user interface. Findings: We present a container tool called GUIdock-VNC that uses a graphical desktop sharing system to provide a browser-based interface for containerized software. GUIdock-VNC uses the Virtual Network Computing protocol to render the graphics within most commonly used browsers. We also present a minimal image builder that can add our proposed graphical desktop sharing system to any Docker packages, with the end result that any Docker packages can be run using a graphical desktop within a browser. In addition, GUIdock-VNC uses the Oauth2 authentication protocols when deployed on the cloud. Conclusions: As a proof-of-concept, we demonstrated the utility of GUIdock-noVNC in gene network inference. We benchmarked our container implementation on various operating systems and showed that our solution creates minimal overhead.
33
Most importantly, GUIdock-VNC also facilitates the deployment of Docker ap-34 plications on the cloud. With a browser based solution, we also have access to 35 web-based authentication protocols such as Oauth2 [6] which allows for authentica-36 tion using an email account. The host service is accessed and authenticated through 37 the HTTP/HTTPS port, greatly simplifying the configuration necessary to support 38 cloud based platforms.
39
Our contributions 40 We implemented GUIdock-VNC which adds and configures a software layer inside 41 a Docker container to allow applications to export a GUI using the VNC protocol.
42
When deployed on the cloud, authentication is provided using Oauth2. In addition, 43 we provide a set of minimal base images to allow the users to add the host graph- client to display the GUI. All our tools are publicly available on Github.
47
We benchmarked the implementation on a real-world bioinformatics pipeline. Our 48 results showed that noVNC creates minimal overhead and GUIdock-VNC is superior 49 to our previous work GUIdock-X11 [3] 
GUIDock-X11

73
Although Docker provides a container with the original software environment, the 74 host system, where the container software is executed, is responsible for rendering 75 graphics. Our previous work, GUIdock-X11 [3] , is one of the solutions in bridging the 76 graphical information from user and Docker containers by using the X11 common 77 graphic interface. GUIdock-X11 passes the container X11 commands to a host X11 78 client which renders the GUI. Security is handled by encrypting the commands 79 through secure shell (ssh) tunneling. We demonstrated the use of GUIdock-X11 [3] Figure 1 shows an overview of GUIdock-VNC.
110
Figures/Architecture.pdf Figure 1 Architecture overview of GUIdock-VNC. In the proposed architecture, each container is a self-contained web-server that can be accessed using a single port. When deployed on the cloud, the services can be accessed using the cloud provider's network address translation (NAT)
mechanism. Each container is also capable of OAuth2 authentication that can be enabled while deploying the application. Once enabled, the user will be required to sign-in through an identity provider (such as Google in the current prototype). After the authentication, the user browser will be automatically redirected to the application.
Virtual Network Computing (VNC)
111
VNC is a framebuffer based protocol that was written to view and control remote 112 desktop over the internet [4] . VNC is essentially a server program that attaches to 113 a display server like X11 and creates a proxy between the client and the display 114 server. The proxy server takes in input from the client and relays it to the display 115 server while at the same time the display server sends pre-rendered display images 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 tool accepts a json script as input with defined parameters for files to be copied, 153 additional software to be installed (using apt-get) and the location of the startup 154 script which is then tied into the entrypoint.
155
The tool is extensible and can be used to define all dockerfile parameters as 156 standard run commands.
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Figures/Infrastructure.pdf Figure 2 Services running inside container. Apart from user applications, there are two web services running inside the container and a reverse proxy (Nginx) to act as an interface for the container. The first web-service is the noVNC interface connected to the VNC server. The noVNC server is a python plus javascript application framework used for establishing web-sockets for VNC packet interchange. The second web-service is an optional broker service that helps in exchanging data through a datastore interface (Mongodb) and a message passing queue (RabbitMQ).
Applications
158
We illustrated the utility of GUIdock-VNC in a proof-of-concept case study of gene 159 network inference. Specifically, we applied GUIdock-VNC to a RNAseq dataset con- the CyNetworkBMA app from within the GUIdock-VNC container.
165
We show that we get identical results after deploying the package across different 166 browsers on different operating systems. Figure 3 shows screenshots of using (a) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Figures/Screenshots.pdf Benchmarking computational efficiency
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Since we have added extra services to the container, it is essential to investigate 173 the performance overhead introduced by these additional services and the container.
174
We conducted an extensive empirical study on comparing performance over different 175 platforms with different hypervisors using GUIdock-X11 and GUI-VNC. pair, four times. These replicated experiments are represented by "RUN1", "RUN2",
187
"RUN3", "RUN4" in Table 2 . In addition, we added warm-up runs to ensure steady-188 state execution time.
189 Table 2 shows a consistent minimal overhead of running the proposed container,
190
which is only marginally higher than running application natively. In particular, we 191 computed the ratio of the average execution time over the 4 runs to the "native" 192   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 baseline execution time. Figure 4 shows the ratio of the average execution time of 193 each of GUIdock-X11, GUIdock-VNC and VM to the baseline "native" on the Linux, Table 2 Execution time in empirical study across the Linux, Macintosh and Windows operating systems. "Native" means running the CyNetworkBMA app natively on the corresponding OS. "VM" means running the CyNetworkBMA app from a virtual machine on the corresponding OS. The column "average" is the average execution time over the 4 runs. The column "ratio" is the ratio of the average running time to the "native" baseline. Figure 4 The bar graph shows the ratio of the average execution time to the baseline of running
CyNetworkBMA natively for each of Linux, MAC OS and Windows. The first value for each platform is the ratio of the native execution runtime to itself, and therefore is always equal to 1.
The remaining three values correspond to the ratio of the average execution time for
GUIdock-X11, GUIdock-VNC and VM respectively to the baseline "native".
Discussion
198
We present a container tool called GUIdock-VNC that uses a graphical desktop 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 which can be accessed using the web-browser. by providing email id, provider user id and secret password as parameters to the 224 container. If these parameters are provided while initiating the container, the broker 225 will redirect the user to the identity provider to verify the email address. Once 226 authenticated the identity provider redirects the user to the container.
227
Availability and requirements
228
• Project name: GUIdock-VNC
229
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Additional file 1 -User manual for GUIdock-VNC.
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Additional file 2 -Video of GUIdock-VNC demo
330
Available on Youtube https : //youtu.be/iaV P nLhOLg0.
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Figure Captions Architecture overview of GUIdock-VNC. In the proposed architecture, each con-
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tainer is a self-contained web-server that can be accessed using a single port. When 336 deployed on the cloud, the services can be accessed using the cloud provider's 337 network address translation (NAT) mechanism. Each container is also capable of
338
OAuth2 authentication that can be enabled while deploying the application. Once 339 enabled, the user will be required to sign-in through an identity provider (such as
340
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