JOHN G. HEYWOOD
We present here only the most basic result of its type. However, a number of elaborations seem possible, some of which are being investigated with Rannacher in the numerical context. We mention, the stability condition (A3) is formulated here in terms of the Dirichlet norm, could be formulated in terms of the ZΛnorm. Also, our error estimate is given in the Dirichlet norm; it should be possible to obtain an improved rate of convergence in the IΛnorm. Finally, in some situations, there exist "stable" solutions which do not possess all the spatial symmetry of the domain and external forces. Of course, in such situations, there is only stability modulo shifts in the spatial symmetry. The definition of stability we work with, here, is too strict to allow for this possibility. We think it is possible to weaken our definition of stability, to be neutral relative to drifts with respect to the spatial symmetry, resulting in error estimates modulo shifts in the symmetry. Similarly, if the boundary values and forces are time independent, stability and error estimates may be considered modulo drifts and shifts in time.
After a short preliminary §2, our result is stated in §3, and proved in § §4 through 7. For proofs of Lemmas 1 and 3, see [17, p. 18] and [1] , respectively. In Lemma 2, if Ω is two-dimensional, it should be understood that α/τ is scalar valued and that curl ψ = (dψ/dx 2 , -dψldx λ ). The proof in the more difficult three-dimensional case is as follows. By a well-known construction [11, p. 25 (9i2). It follows that p can be continued into Ω as a function p e H%Ω) satisfying dp/dn = φ-n on <5i2; see [13, p. 104 (u, v) , (Fu, Pv), and (Δu, Δv) 
We list, in the following lemma, some Poincare and Sobolev inequalities that will be needed, sometimes combined with the results of Lemmas 3 and 4. We will use only the three-dimensional versions of Sobolev's inequalities, these being, of course, also valid in bounded two-dimensional domains.
and \\Fu\\ β tS e\\Δu\\.
3* Staterαent of the result* Let u(x, t), p(x, t) be a solution of the Navier-Stokes problem:
We assume the data for problem (1) satisfies
and that the solution satisfies
We further assume u is conditionally exponentially stable f in the sense of condition (A3 (1) is uniquely determined by the conditions
, for ί ^ 0 , and
for all φ n of the form φ n (x) = Σϊ=i^*α*(»).
THEOREM. There exist constants N and K depending only on the domain Ω, the norms of the data referred to in (Al), and the constants intrduced in (A2) and (A3), such that These α-priori estimates for u are proved in [7] ; most of the argument is repeated, in a slightly different context, in Lemma 8 below. The estimates for e n follow, using Lemma 4. It remains to estimate Ύ] n . Observe that v n satisfies the linearized equations
for all φ n of the form φ n (x) = ^t=,ιd k a k (x). This is easily seen starting with the weak Navier-Stokes equations for u and using the orthogonality relations for the {a k }. Subtracting (5) from (3) gives
. This identity will be used, in § 5, to get an α-priori estimate for \\Δr] n (t)\\. In order to compare ψ with a perturbation ζ, we must rewrite (6) in a form valid for all test functions φ(x) e J λ (Ω) n H\Ω).
Let P n and Q n be the orthogonal projections of L 2 (Ω) onto Span {a u , a n } and Span {α n+1 , a n+2 , •}, respectively. Clearly P, P TC and Q n all commute, P = P n + Q n , etc. For φeJ(Ω), let us write 0 = P n φ + Q n^ = φ n + Q n^. Then, for any w e L\Ω),
Using such obvious identities, we rewrite (6) as
which is valid for all φ e J(Ω), and t ^ 0. This is to be compared with the weak form of (2), which is
Let us denote the right side of (7) by (g n , φ), and let w = ψ -ζ. Then, subtracting (8) from (7) Dirichlet norm, and then try to use a continuous dependence theorem in the L 2 norm, in place of (11 Proof. What follows is based on the identity (6). Since the Galerkin approximation u n does not appear, there will be no ambiguity in setting η = η n , e = e n , v = v n , φ = φ n . Setting φ = -Δη in (6), we obtain and hence (12) A\\ Δv ψ + \\2ηf ^c\\Δn\f \\Vηf + c\\Fy\\> + cλ^HΔu
Multiplying (12) Multiplying by e* and integrating, and using (13), we get (15) e~* (V || Vt ψdτ ^ e~* \* e r c( γ 2 + KU)dτ .
Jo Jo
Now differentiating (6) (17) dt
Multiplying by e* and integrating, using (13), and (15) 
6.
A-priori estimate of ||^n||* The forcing term on the right side of (7) is
The function θ and constant v depend only on δ, R, Ω and sup ίi0
To prove Lemma 9, we need: To prove Lemma 10, we need:
LEMMA 11. For every 0 < ε < 1, there exists a continuously differentiate, piecewise twice differentiate "cut-off" function λ ε (s), defined for s 2> 0, such that λ β (0) = 1, λ ε (0) = 0, λ β (s) = 0 for s ^> ε, cmd s^c/z, ίfeαί everywhere |λ e (s)| ^ min {ε/s, 1}, |λj(s)| ^ min {ε/s, C ε }, and |λ''(s)| ^ C £ , tϋΐίfe constants C ε dependent only on ε.
The construction of λ β (s) is well-known; see [2] . We only remark, it is probably easiest to start with the function λ.(s) = Γ i-(l -^W = ε(log ε -log β) + (s -ε) , defined for 0 < s ^ ε. Observing that | λ e (s) | ^ ε/s, | λ'(s) | ^ ε/s, and λ"(s) = ε/s 2 , it is clear how to proceed to construct λ e (s).
Proof of Lemma 10. Let λ β (flc) = λ ε (s), where λ ε (s) is as in Lemma 11 and s = distance (x, dΩ) . For sufficiently small ε, this is well-defined and the estimates for the derivatives of λ ε (s) are valid for λ. Clearly,
We have the following estimates: valid if $5(0) = 0, and also the inequality ||0|| £ 2(.Q ε) g ce||p|| 7/ i (L )), valid for φeH\Ω). Finally, using Lemma 4 and (23) , (24), (25), we have
which clearly implies the result.
Proof of Lemma 9. Using Lemmas 4, 5 and 10 we dotain: 
Proof of Main
Result. An α-priori estimate, similar to Lemma 6, will be needed for solutions ζ of (2) . If ||Fζ(ί o )|| < 8, (A3) ensures that ||Fζ(ί)i| < Aδ, for all t Ξ> ί 0 . So v -u + ζ is a solution of the Navier-Stokes equations with ||Fv(ΐ)|| < M + Aδ, for t^t 0 . as may be easily checked.
For n ^ N, we claim (34) ||ίW)ll <T n , for all t ^ 0 .
If not, that is, if (34) fails for some n Ξ> N 9 let ί* be the first value of t for which \\Vη\t*)\\ = y n . To show it is impossible that ί* ^ Γ, consider Lemma 7 with £ 0 -0 and ζ == 0. The implication, in view of (28) and (83) In addition, in view of (30), the assumption (A3) implies (36) .|FC(ί*)ll ^ \\\r&t* -T)\\< ^-7 Λ .
Together, (35) and (36) imply \\Vη n (t*)\\ < γ n , again contradicting our supposition about ί*. So (34) must hold, and combined with Lemma 6. it implies the theorem of §3.
