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Abstract: The conditioning analysis of positive definite matrices by approximate LU factorizations is usually reduced 
to that of Stieltjes matrices (or even to more specific classes of matrices) by means of perturbation arguments like 
spectral equivalence. We show in the present work that a wider class, which we call “almost Stieltjes” matrices, can be 
used as reference class and that it has decisive advantages for the conditioning analysis of finite element approxima- 
tions of large multidimensional steady-state diffusion problems. 
Keywords: Iterative analysis, preconditioning, approximate factorizations, solution of finite element approximations to 
partial differential equations. 
1. Introduction 
The conditioning analysis of positive definite matrices by approximate factorizations has been 
the subject of a geometrical approach by Axelsson and his coworkers [1,2,7,8] and of an algebraic 
approach by one of the authors [3-51. In both approaches, the main role is played by Stieltjes 
matrices to which other cases are reduced by means of spectral equivalence or by a similar 
perturbation argument. In applications to discrete partial differential equations, such arguments 
lead to asymptotic estimates which may be quite poor in nonasymptotic regions, a typical 
instance in large engineering multidimensional steady-state diffusion applications, as illustrated 
below. 
In the present work, we improve the direct analysis by a refined wording of its assumptions 
and by extending its scope such as to cover almost Stieltjes matrices, i.e. of the form A, + A, 
where A, is a Stieltjes matrix while A, is both nonnegative and nonnegative definite. The role of 
perturbation arguments is correspondingly decreased since they are needed only when the matrix 
to be conditioned is not almost Stieltjes and then they must only compare that matrix with an 
almost Stieltjes one. 
General terminology and notation are defined in Section 2. Improved upper and lower bounds 
for pencils of matrices A - vB pertinent to the case where B is a symmetric approximate 
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factorization of A are developed in Sections 3 and 4; the direct application of these results does 
not require A to be a Stieltjes matrix but only an almost Stieltjes one; an example of 
perturbation argument is also given to treat more general cases. The advantage of the direct use 
of the improved results on the reduction to Stieltjes case by means of spectral equivalence is 
illustrated by a typical example in Section 5. 
2. Terminology and notation 
The general terminology and notation used below are the following. The order relation 
between real matrices and vectors of the same dimensions is the usual componentwise order: if 
A = (aij) and B = (bij), then A <B (A -C B) if aij< bij (aij < bjj) for all i, j; A is called 
nonnegative (positive) if A 2 0 (A > 0); by C = rnin(A, B) (resp. max( A, B)), we denote the 
matrix C= (cij) such that cij= min(aij, bij) (resp. max(ajj, bij)). If A = (aij) is an n X n 
matrix, we denote by diag(A) the (diagonal) matrix whose entries are ai& and we let 
offdiag( A) = A - diag( A). By e we denote the vector with all components equal to unity; by a 
“(0, 1) matrix”, we understand a matrix whose nonzero entries are equal to unity. 
We shall also need a few graph concepts; we refer to [6] for general terminology about matrix 
graphs with the warning that, unless otherwise stated or clear from the context, all graphs 
considered here are ordered undirected graphs with node set [l, n], i.e., the ordered set of the 
first n integers. Besides, we introduce the following more specific graph notions. 
Definition 2.1. An increasing path in a graph is a path i,, i,, i,, . . . , i, such that i, < i, < i, < 
. . . -c i,. 
Definition 2.2. The maximal increasing length 1( 44) of a nonempty subset M of the node set of 
the graph G is the length of the longest increasing path in the subgraph of G induced by M, we 
further set r(O) = - 1. 
Definition 2.3. A node k of the graph G is called a precursor of the node i of G if k is a 
neighbour of i such that k < i; the set of precursors of i is denoted by P(i). 
Definition 2.4. For any node i of a graph G, we define the ascent As(i) of i as 
As(i) = { k: there exists an increasing path from k to i } ; 
for any set M of nodes of G, we define the ascent As(M) of M as 
As(M) = lJ As(i) 
isM 
if A4 # 8, with As@) = 8. 
It should be noticed that i E As(i) and M c As(M) because a path of zero length is an 
increasing path. 
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Definition 2.5. For any couple of nodes i and j of a graph G, we denote 
Pc(i, j) = P(i) fl P( j) 
their set of common precursors; we further set 
PC(G) = 6 Pc(i, j), 
i,;= 1 
ifJ 
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and, if G is the graph of an n X n matrix A, we also use Pc( A) for Pc( G). 
3. Upper eigenvalue bounds 
Our purpose in this and the next section is to set up upper and lower eigenvalue bounds for 
pencils of matrices A - VB where B is an approximate factorization of A. Upper bounds are 
considered first and they are obtained by improving [3, Theorem 3.11. Essentially, we drop the 
requirement that the offdiagonal entries of A should be nonpositive while we keep that 
requirement for its approximate factors. Further, we also reduce the diagonal dominance 
requirements on the upper triangular factor. 
Theorem 3.1. Let A = ( ajj) and U = ( uiJ) be real n X n matrices such that A is symmetric and U is 
an upper triangular M-matrix with u,, < aij for 1 =G i <J’ < n; set P = diag(U), L = UT and 
B = LP-‘U. 
Let x > 0 be such that (Ux), > 0 for i E Pc( U), define 
T_= ((p-u)x)’ foriEPc(U) I 
(PX)i 
(3-l) 
and let maxi E rCCr,) (7,) < r < 1 if Pc( U) f El, while 0 < 7 < 1 otherwise. Then, if Bx > (1 - ~)Ax, 
1 
yG 1-r) (3 4 
where Y denotes any eigenvalue of the pencil A - vB. 
Proof. Let D be the diagonal matrix D = (x;Sj), let z be any complex n-vector and set 
w = D-‘z; as in [3, proof of Theorem 3.11, it is shown that 
(z, Bz) = 2, + Z, - Z,, 
with 
Zo= ixi(Bx),]w,12, 
i=l 
n-l n 
z,= - c c xiuijxj)w,-wj~*, 
i=l y=i+l 
k=l i=k+l j=i+l 
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Since u,;u,~ # 0 only if k E Pc( i, j), Z, = 0 if Pc( U) = 0; otherwise 
z2= c c c 
~EPc(U) izk j>i Ukk 
and it follows from [3, Lemma 3.21 that 
Iw;-wj12, 
‘,’ c & ,~kbkjx,, c (-UkjXJ)IWj-Wk12 
ksPc(u) I> j>k 
= - c c rkxkukjxj 
ksPc(U) jzk 
IWjwwk12 
~ -’ C Cx,u;jxJIw 
iEPc(U) jZi 
i - wJ I 2 
which also holds if Pc( U) = fl since Z, = 0 in that case. 
Therefore 
(z, Bz)-Z,=Z,-Z2~(1-7)z1: 
and,since _-ii> -ai, forl<i<j<n andl-r>O, 
t 
n-l n 
(z, Bz)-Z,>,(l-7) - C C xia,jxjIw,-wj12 
i=l j=i+l 
On the other hand, since Bx 2 (1 - T)AX with x > 0, 
i=l 1=1 
hence 
2 xia,jxjlwi-wj12). 
r=l j=i+1 
The conclusion follows, by [3, Lemma 3.21. •I 
The main improvement introduced by the preceding result is that, excluding symmetry, it 
makes no assumption on A; our freedom will however be reduced by additional assumptions 
needed to get lower eigenvalue bounds, as developed in Section 4; further comments on this 
topic are therefore deferred to Section 4. 
On the other hand, the essential bearing of Theorem 3.1 is that P = diag( U) should be chosen 
such as to keep (Ux) i or, more precisely 1 - r,, as large as possible (for i E Pc( U)). It will be seen 
however in the next section that little freedom will be left on Bx to achieve this objective; it is 
therefore of interest to consider the following result (a generalization of [3, Theorem 3.21) 
because it is indicative of the degree of diagonal dominance that (under favourable cir- 
cumstances) appropriate orderings may automatically generate with no additional assumption on 
A and without modifying Bx. 
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Theorem 3.2. Let A = ( u,~) and U = (u,) be real n X n matrices such that A is symmetric and U is 
an upper triangular M-matrix with ui, < a,, for 1 < i <j < n; set P = diag( U), L = UT and 
B = LP-IU. 
If x > 0 is such that 
k+t+l((L-U)x),~(Bx), foriEA@c(U)), 
I 
with 
(3.3) 
(3.4) 
where k is a nonnegative constant, I, = l(As( i)) is the maximal increasing length of As(i) (in the 
graph of U) and 1 = I(As(Pc( U)) is the maximal increasing length of As(Pc( U)), then 
v<k+1+2, (3.5) 
where v denotes any eigenvalue of the pencil A - vB. 
Proof. If PC(U) =O, the result does not differ from Theorem 3.1; if Pc( U) # ,@ one shows by 
induction on 1, that 
l-7,> 
1 
k+l;+2 
for i E As(Pc(U)), 
where 7, is defined as in Theorem 3.1; we skip this part of the proof as it would reproduce the 
proof of [3, Theorem 3.21; since Pc( U) c As(Pc( U)), the conclusion follows, by Theorem 3.1. 0 
It is perhaps worthy of note here that the lexicographic ordering in Cartesian coordinates of 
finite difference or finite element discrete approximations of multidimensional partial differential 
equations leads to values of 1 that are proportional to the (average) number of unknowns in one 
direction so that l/l appears as an algebraic substitute for the mesh size of Axelsson’s geometric 
approach. 
It is thus clear that Theorem 3.2 provides useful insights into the degree of diagonal 
dominance that one may reasonably hope to reach and also, through the assumption (3.3) and 
the parameter 1, into the essential aspects that one should care for; it should however not be 
forgotten that Theorem 3.1 is a better result; it has been shown for example, in the case of 
Stieltjes matrices (cf. [3]) that the assumption (3.3) needs not be strictly satisfied to get an upper 
bound of the same order of magnitude (at the expense of more cumbersome analytical 
expressions) and similar results could be developed here; such conditions represent therefore 
useful indications while Theorem 3.1 should be preferred for actual implementation purposes. 
4. Lower eigenvalue bounds and conditioning analysis 
Our task now is to complement the results of Section 3 with lower eigenvalue bounds which 
will lead us to a full conditioning analysis. For this purpose, we shall use the following lemma. 
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Lemma 4.1. Let A, A,,, A, and U be n X n real matrices such that A, A, and A, are symmetric 
with A = A,, + A, while U is upper triangular with positive diagonal entries; set L = UT, P = 
diag(U) and B = LP-‘U. 
If A, is nonnegative definite, if 
offdiag(A,- (L- P)P-‘(U- P)) <offdiag(L+ U-P) 
and if there exists x > 0 with 
Bx < Aox, 
then 
r> 1, 
where v denotes any eigenvalue of the pencil A - vB. 
(4.1) 
(4.2) 
(4.3) 
Proof. It follows from (4.1) and (4.2) that 
offdiag(A,-B)<O, with(A,-B)xaO, 
whence it follows that A,, - B is nonnegative definite. Since A, is nonnegative definite by 
assumption, A - B = A, - B + A, is also nonnegative definite. The conclusion follows. q 
Combining the assumptions of Theorem 3.1 and Lemma 4.1, we obtain the following theorem. 
Theorem 4.1. Let A,, A, and U be real n X n matrices such that A,, and A, are symmetric while U 
is an upper triangular M-matrix; set L = UT, P = diag(U) and B = LP-‘U; assume further that 
Let x > 0 
offdiag(A,- (L- P)P-‘(U- P)) G offdiag( L + U - P) G offdiag( A, + A,). (4.4) 
be such that (Ux), > 0 for i E Pc( U), define 
7. = ((‘- u)x)’ 1 
(px), 
for j E PC(U) 7 
and let max, E rccul) ( Ti) < 7 < 1 if PC(U) + ~3 while 0 G 7 < 1 otherwise. Then, if A, is nonnegative 
definite and if 
(1 - T)( A, + A,)x < Bx < A,x, (4.6) 
we have 
where v denotes any eigenvalue of the pencil A - vB, with A = A,, + A,. 
For this result to be useful, it is of course necessary that the inequalities (4.4) are compatible; 
the latter requirement is always satisfied when offdiag( A,,) < 0 while offdiag( AZ) > 0; it then 
follows from the other assumptions of the theorem that A,, is a Stieltjes matrix while A, > 0. It 
appears in this way that the first issue of our work is to extend the direct conditioning analysis, 
previously developed for Stieltjes matrices, to the class of almost Stieltjes matrices according to 
the following definition. 
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Definition 4.1. The n X n matrix A is called an almost Stieltjes matrix if it can be written in the 
form A = A, + A, where A,, is a Stieltjes matrix and A, is both nonnegative and nonnegative 
definite. 
On the other hand, to reduce more general cases to that of almost Stieltjes matrices, a 
“one-sided” spectral equivalence argument is sufficient, as shown by the following result, the 
proof of which we skip since it is quite obvious. 
Corollary. Let A,, A, and B = LP-‘U satisfy all the assumptions of Theorem 4.1 and let 
A=A,-A,+A,, (4.8) 
where A, is symmetric and nonnegative definite. If A, - A, is positive definite, then A;‘A, is a 
convergent matrix and 
l-p<v+ 
7’ (4.9) 
where v denotes any eigenvalue of the pencil A - vB, p denotes the spectral radius of A;‘A, and the 
parameter 7 is defined as in Theorem 4.1. 
Turning now our attention to the algorithmic aspects of Theorem 4.1, we first observe that 
(with offdiag( A) G 0 and offdiag( AZ) >, 0), the conditions (4.4) are in particular satisfied when 
offdiag( U) is defined as in an incomplete factorization of A, with a modified diagonal. The 
modification of the diagonal or, equivalently, the choice of P = diag( U) should maximize 
min,,rN(,)(l - 7,) under the constraints (4.6) imposed on Bx. 
It should be noticed here that (excluding the trivial case where r = 0) these constraints imply 
that A,x > 0 so that they may be written 
0 < (1 - T)(A~ + A,)x < Bx <A+; (4.10) 
then, to increase the diagonal dominance of U within these constraints, it is clear from the 
equation 
Ux = Bx - (L - P) P-‘Ux (4.11) 
that we should increase Bx, i.e. choose Bx = A,x. 
In favourable circumstances, an ordering can be found for which this choice provides a 
sufficient degree of (least) diagonal dominance as shown by the following results which combine 
the upper bound of Theorem 3.2 with the lower bound of Lemma 4.1. 
Theorem 4.2. Let A,, A, and U be real n X n matrices such that A, and A, are symmetric while U 
is an upper triangular M-matrix; set L = UT, P = diag(U) and B = LP-‘U; assume further that 
offdiag(A,- (L- P)P-‘(U- P)) < offdiag( L + U - P) < offdiag( A, + A2). 
(4.12) 
If x > 0 such that 
4 
(4.13) 
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(4.14) 
where k is a nonnegative constant, li is the maximal increasing length of As(i) (in the graph of U) 
and 1 is the maximal increasing length of As(Pc( U)), and if A, is nonnegative definite, then 
l<v<k+l+2, (4.15) 
where v denotes any eigenvalue of the pencil A - vB with A = A, + A,. 
Corollary. Let A,, A, and B = LP-‘U satisfy all the assumptions of Theorem 4.2 and let 
A=A,-A,+A,. 
where A, is symmetric and nonnegative definite. If A, -A, is positive definite, then A;‘A, is a 
convergent matrix and 
l-p<v<k+l+2, 
where v denotes any eigenvalue of the pencil A - vB, p denotes the spectral radius of AilA, and the 
parameters k and 1 are defined as in Theorem 4.2. 
Since the last results require favourable circumstances to be applicable, the question raises 
whether it is possible to help things in one or another way in less favourable circumstances; 
relaxing the assumption (4.13) alone is feasible (cf. [3] in the Stieltjes case) but it has a limited 
scope (one can easily take care of such generalizations by using Theorem 4.1 rather than 
Theorem 4.2 in numerical applications); relaxing the upper bound on Bx has proved sufficient 
for a wide spectrum of applications in the Stieltjes case (cf. [2,4,5,7,8]) and these results may be 
applied with little alteration to the almost Stieltjes case. 
5. Example of application 
By way of illustration, we consider the (iterative) solution of a finite element approximation of 
the steady-state diffusion equation with homogeneous Dirichlet boundary conditions 
-o(a(x, y)Vn(x, Y)) +c(x, Y>~(x, y) =f(x, Y> on an, 
a(x, Y> = 0 on GIL?, 
(5 .I> 
on the square Q = (0, H) x (0, H) in the x-y-plane using a square mesh of mesh size h = II/ 
(N + 1) as shown in Fig. 1. We assume that a(x, y) > 0 and c(x, y) >, 0 are bounded and 
piecewise continuous on that mesh. 
The parameter L(x, y) = ([a(x, y)]/[c(x, y)])‘12 is the (local) diffusion length and it gives 
the (local) scale of the (local) diffusion phenomena; h should therefore not be larger than 
L,= ( mg(X, Y>i (5.2) 
X. 
on the other hand, in large engineering applications, H is much larger than L, and it would be 
unrealistic to expect that h could be chosen appreciably smaller; for these reasons, it is a 
common engineering practice to choose h z L,. 
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y 1 2 . . N+;; 
i 
Fig. 1. 
X 
We assume that our finite element approximation is obtained by using piecewise linear basis 
functions on the triangular mesh determined by subdividing each square element in two 
triangles, as shown in Fig. 1; using the lexicographic ordering in the x-y-plane of Fig. 1 to define 
the global node ordering, let 
Ax=b (5.3) 
be the resulting linear system. 
The matrix A in this example is not a Stieltjes matrix unless c(x, y) = 0; however, letting 
A,x=b (5.4) 
be the particular case of (5.3) where c(x, _Y) = 0, let us show that A and A,, are spectrally 
equivalent, i.e. that the pencil A - h A, has lower and upper eigenvalue bounds (Y and ,8 that do 
not depend on h. 
Standard estimates give 
(z, A,z) < (z, AZ) < (2, 4,~) +c,h2(z, z), 
where z is any complex n-vector (with n = N2) and 
CM = max 4x, Y); 
(X%Y)Eti 
(5.5) 
(5.6) 
further, the lowest eigenvalue of A, is bounded from below by 
&(A,) > 4a,jl - cos&] > 2~2 
(Iv+ qZUrn 
where 
a,= tin a(x, Y); 
(x,y)‘=Q 
we have therefore 
(z, AZ) 
(5.7) 
(5.8) 
266 
with 
R. Beauwens, R. Wilmet / Approximate factorizations 
ff = 1, p=1+ 
c,h2(N+ 1)’ =1+ 
27r2a, 
and 
L,=via,/cM; 
(5.9) 
(5.10) 
clearly (Y and /3 are independent of h. 
Now, since A, = (a:,) is a Stieltjes matrix, its conditioning analysis by approximate LU-fac- 
torizations is covered by the previously developed algebraic and geometric approaches. To give a 
specific example, let us define the upper triangular matrix U, = (ZAP,) by 
i-l n 0 0 
‘kiUkj 
u p, = a pj , u~=a~- C C ___ 0 ’ (5.11) 
k=l ;=k+l ‘kk 
with 1 < i <j G n and set B. = L, P;‘U, with PO = diag( U,) and L, = UoT; notice that the 
second relation (5.11) is equivalent to B,e = A,e where e is the vector whose components are all 
equal to unity. Further, assume that the coefficient a(x, y) in (5.1) does not increase with x nor 
y; we then have (Lo - U,)e < A,e so that the choice of B,e = A,e allows us to satisfy both 
assumptions (4.13) and (4.14) of Theorem 4.2 whence, by the latter, 
1 < (” A”) < 2N - 2 
’ (z, B,z) ’ 
since 1 = 2 N - 4 in the present case. 
Then, using B, as approximate LU-factorization of A, we get 
implying the following bound on the spectral condition number K( B; ‘A) of B; ‘A : 
K(B,‘A) < 1+ ( ~(~pm-2). 
(5.12) 
(5.13) 
(5.14) 
General variations of the coefficient a(x, y) may require to take B,e larger than A,e to 
satisfy (4.13); the resulting increase of the upper bound on K( B;‘A) can be estimated by the 
techniques developed in [2,4,5,7,8]; for the problem at hand, the upper bound on K( B;‘A) is 
then multiplied by some factor greater than unity (but independent of N). These remarks do not 
modify the general conclusion to be drawn from (5.14), i.e. that K( B;‘A) is asymptotically 
bounded by O(N); it is however quite poor for realistic values of N because H/L, 2 H/L, 
which, as quoted above, is of the order of N in large engineering applications; it may even be 
worse than the original conditioning of A since 
21T 2 
(N+ 1)2 
a,(z, z) < (z, AZ) < (2a, + c,h2)(z, z), (5.15) 
with 
aM= max a(x, y>, 
(X.Y)EQ 
(5.16) 
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whence 
K,(A) < cN+ l)*% + J$)’ 
Tr*u, 2lT 0 
(5.17) 
which is most often better than (5.14) for realistic values of N. 
Let us now consider the direct approach based on the fact that A is an almost Stieltjes matrix; 
for that purpose, let us use the decomposition 
A =A”,+A, (5.18) 
of A into the Stieltjes component A”o and the nonnegative and nonnegative definite component 
a2 defined by 
offdiag( io) = min( offdiag( A), 0)) offdiag( k2) = max(offdiag( A), 0)) (5.19) 
diag( i2) . e = offdiag( i2) . e, diag( io) = diag( A) - diag( A”,), 
and let us consider the same approximate factorization B = LPp’U (with L = UT and P = 
diag( U)) as the one used in the previous case but applied now to 2, rather than to A,; in other 
words, let us exchange the relations (5.11) for 
uii = min( ai,, 0), 
i-l n 
‘ki*kj 
~~~=a;,- C max(a;,,O)- C C p, 
‘kk 
(5.20) 
j#i k=l /=k+l 
with 1 < i <j < n. 
If the coefficient a(x, y) (resp. c(x, y)) of (5.1) does not increase (resp. decrease) with x nor 
y, we have that (L - U)e < a,e = Be; on the other hand, letting I denote the maximal increasing 
length of PC(U), there exists, for any (nonnegative, bounded and piecewise continuous) coeffi- 
cient c(x, y), a smaller length I, such that l/(1 + 2)Ae < A”,e for I> I, (one has for example 
I, = 0 when c(x, y) is piecewise constant and I, > 5 when c( x, y) is piecewise linear); we have 
then by Theorem 4.2 that, for any z # 0 
1< tzY AZ) ,<2N-2 
‘(z,Bz) ’ 
(5.21) 
whence 
K( B-h) < 2N - 2 
a far better bound that (5.14) or (5.17). 
(5.22) 
General variations of the coefficients a( x, y) and c( x, y) may require to take Be larger than 
ioe to satisfy (4.13); the resulting increase of K( B-‘A) can be bounded by the same techniques 
as in the preceding case, leading to similar conclusions without affecting the comparison between 
our upper bounds on K( B;‘_4) and K( B-IA). 
Before concluding, it must be noticed that comparisons between upper bounds are not 
comparisons between actual values; numerical experiments are therefore needed to check 
whether B is indeed a better conditioner than B, in actual practice. For this purpose, we have 
selected the following data which may be considered as representative (though highly simplified) 
versions of engineering diffusion problems that can be met in the analysis of thermal nuclear 
reactors. 
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Table 1 
Number of iterations to reduce 11 Ax, - b 11 2 by a factor 10 4 by conjugate gradient method with B, and B as 
conditioners (Example 1) 
Condi- 
tioner 
H 
96 192 384 
BO 34 68 145 
B 4 4 4 
Table 2 
Number of iterations to reduce 11 AXO- b 1) 2 by a factor lo4 by conjugate gradient method with B, and B as 
conditioners (Example 2) 
Condi- 
tioner 
H 
96 192 384 
Bo 39 86 204 
B 12 17 26 
Example 1. a(x, y) = 0.4; c(x, y) = 0.1; f(x, y) = 1; h = 2; H= 96, 192, 384. 
Example 2. a(x, y) = 0.4; c(x, y) = 0.1 for x > :H and y > :H, c(x, y) = 0 otherwise; f( x, y) 
= 1; h = 2; H = 96, 192, 384. 
With these data, we have solved (5.1) by the conjugate gradient method with both condition- 
ings, starting with x0 = 0 as initial approximation in all cases; the observed numbers of iteration 
required to reduce the Euclidian norm of the residue by a factor lo4 are reported in Tables 1 and 
2; these results clearly confirm our theoretical prediction that B is a much better conditioner 
than B,. 
6. Conclusions 
As mentioned in the Introduction, the use of perturbation arguments in the conditioning 
analysis of positive definite matrices leads to asymptotic bounds which may be quite poor in 
nonasymptotic regions. Under these conditions, there is no guarantee that approximate factoriza- 
tions of spectrally equivalent matrices will produce efficient (pre)conditionings and numerical 
experience gained here shows on the contrary that the actual behaviour of (optimal) polynomi- 
ally accelerated iterative methods may exhibit slow convergence when used with such condi- 
tioners. It is therefore of high interest to extend the scope of the direct analysis; such an 
extension is the main contribution of the present work. 
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