Analytic Fourier series admit a uniform exponential truncation bound. Applied to the fast multipole method this leads to pertinent truncation bounds for the multipole potential expansion.
INTRODUCTION
The problem of the truncation of infinite Fourier sums is of utmost importance in computational electromagnetics, especially since the advent of the fast multipole method (FMM) (Coifman et al., 1993) , (Song et al., 1997) , (Bindiganavale and Volakis, 1997) . For a general Fourier series it is a priori difficult to know how or when to truncate, i.e. to estimate the number of principal harmonics, without making use of statistical information theoretic criteria such as MDL (Rissanen, 1978) or MAPME (Knockaert, 1997) . On the other hand, in important electrical engineering areas such as frequency modulation (Gibson, 1989) and electromagnetic scattering theory (Bowman et al., 1969) , (Coifman et al., 1993) one often deals with analytic Fourier series, i.e. Fourier series associated with periodic analytic functions. In this paper we exploit a recent result on analytic Fourier series (Knockaert and De Zutter, 1998 ) to obtain pertinent truncation bounds for the multipole potential expansion.
PROBLEM STATEMENT AND MAIN RESULT
Let f (x) be a complex analytic periodic function with period 2π defined over the real axis. Then f (x) admits the Fourier series
(1) which converges absolutely and uniformly. By the principle of analytic continuation (Davis, 1975) p. 306, the series (1) can be continued in the complex plane to yield absolute and uniform convergence within a strip | (z)| < t. The above Fourier series can be written as f N (x) + S N (x), where
is the truncated series and
is the residual. Clearly, on the real axis we have
Although we know that lim N →∞ R N = 0, it is important to have more explicit information concerning the convergence rate. This is the purpose of the following Proposition 1:
where
Proof: See (Knockaert and De Zutter, 1998) Corollary: Let > 0 and N be such that
and φ(x) is defined as
Then R N ≤ .
Proof: See (Knockaert and De Zutter, 1998) .
EXAMPLES
• As a first example we consider the basic entire periodic function e imz , where m is an integer. The maximum modulus on the strip is M (δ) = e |m|δ and the strip width is clearly t = ∞. It is not too hard to show that Λ(δ) is decreasing. Hence
Of course, this had to be the answer. We would surely have expected a flaw in the theorem had it been otherwise, since e imz cannot possibly be expressed as a sum of lower order harmonics.
• As a second example we consider the entire periodic function e iβ sin z , with β real, which is frequently encountered in electromagnetic scattering problems in cylindrical coordinates (Bowman et al., 1969) and frequency modulation theory (Gibson, 1989) .The relevant Fourier series is (Magnus et al., 1966) 
where J n (β) is the Bessel function of order n. In the context of frequency modulation, the classical semi-heuristic truncation criterion, based on the location of the zeros of the Bessel functions, is Carson's rule (Gibson, 1989) which states that N ≈ |β| for |β| sufficiently large.
In (Knockaert and De Zutter, 1998) it is shown by the above method that Carson's rule is asymptotically correct.
APPLICATION TO 2-D FMM
The principal tool in the theory of the fast multipole method for 2-D scattering problems is the addition theorem (Gradshteyn and Ryzhik, 1965 )
where R > r and
The angle θ is of course defined by
Since the Hankel function is singular at the origin only, it is an easy matter to find the strip of convergence of the Fourier series (12) . It is determined by
and hence t = ln R r
Next we need M (δ). Denoting b = k √ 2Rr we have
and following the corollary of Proposition 1
where · is the well-known ceiling function.
APPLICATION TO 3-D FMM
The principal tool in the theory of the fast multipole method for 3-D scattering problems is Gegenbauer's addition theorem (Coifman et al., 1993) e ik|R−r|
where j l is the spherical Bessel function, h
(1) l is the spherical Hankel function of the first kind, P l is the Legendre polynomial and r < R. It is seen that the above theory could be applied immediately if we had the Chebyshev polynomials T l (cos θ) in lieu of the Legendre polynomials in equation (18). The following Proposition relates the truncation errors between Chebyshev and Legendre expansions. Proposition 2: Let the function f (t) be described by Chebyshev and Legendre expansions over the interval [−1, 1]
with uniform error bounds defined by
Proof: Based on the fact that coefficient b n can be written as
From equation (25) it follows that
The integrals in the r.h.s of equation (27) have an explicit description in terms of Pochhammer's symbol (Magnus et al., 1966) p. 231. This implies
and the result follows. Corollary: Let > 0 and N be such that
whereΛ
andφ(x) is defined as
where γ = e √ 10π ≈ 15.23594577 and W (−1, u) is the appropriate branch of the Lambert W function (Corless et al., 1996) - (Barry et al., 1995) . ThenR N ≤ . Proof: A combination of Propositions 1 and 2 for N ≥ 1 leads tõ
Considering that the maximum of xe −x is obtained for x = 1 together with the fact that the Lambert W function is the inverse function of ze z completes the proof. For the FMM expansion (18) this means we have to calculate
and following the corollary of Proposition 2
NUMERICAL RESULTS
In order to compare with the often used semi-empirical formula (Koc et al., 1998 ) N ≈ kr + 10 ln(kr + π)
we need the transformation
For the 2-D FMM expansion this yields
and, discarding the ceiling function, the function N min in terms of kr, R/r and N min (kr, R/r, ) = min
(39) Figure 1 shows N min for = 10 −6 and R/r = 4, 8, 16 together with semi-empirical formula (36).
For the 3-D FMM expansion we have
and Figure 2 shows N min for = 10 −6 and R/r = 4, 8, 16 together with semi-empirical formula (36). It is seen from both figures that the semiempirical formula is validated for the chosen value of , although it is slightly in exces of the calculated curves. The other curves are quasilinear and very close to each other, especially in the 2-D case. 
