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Analysis of solitary waves for some long-wave water wave models
Jie Jin, PhD
University of Pittsburgh, 2021
The analysis of solitary waves is an important topic in studying the dynamic of water
wave models. The thesis will be divided into two parts:
In the first part, we focus on the solitary waves solutions to the Boussinesq abcd system.
The Boussinesq abcd system arises in the modeling of long wave small amplitude water waves
in a channel, where the four parameters (a, b, c, d) satisfy one constraint. In particular we
work in two parameter regimes where the system does not admit a Hamiltonian structure
(corresponding to b 6= d). We prove via analytic global bifurcation techniques the existence
of solitary waves in such parameter regimes. Some qualitative properties of the solutions
are also derived, from which sharp results can be obtained for the global solution curves.
Specifically, we first construct solutions bifurcating from the stationary waves, and obtain a
global continuous curve of solutions that exhibits a loss of ellipticity in the limit. The second
family of solutions bifurcate from the classical Boussinesq supercritical waves. We show that
the curve associated to the second class either undergoes a loss of ellipticity in the limit or
becomes arbitrarily close to having a stagnation point.
In the second part, we consider the Camassa-Holm-Kadomtsev-Petviashvili-I equation
(CH-KP-I), which is a two dimensional generalization of the Camassa-Holm equation (CH).
We prove transverse instability of the line solitary waves under periodic transverse perturba-
tions. The proof is based on the framework of [56]. Due to the high nonlinearity, our proof
requires necessary modification. In more detail, we first establish the linear instability of
the line solitary waves. Then through an approximation procedure, we prove that the linear
effect actually dominates the nonlinear behavior.
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1.0 Introduction
The phenomenon of solitary wave was first observed by John Scott Russel [60] almost two
centuries ago, which is later used to characterize a wave that does not disperse and retains its
original identity as time evolves. Exact existence theory for solitary water waves, however,
first appeared more than a century later in the work of Lavrentiev [47], Friedrichs-Hyers
[34], and Ter-Krikorov [66] for small-ampliltude irrotational waves. Construction for large-
amplitude irrotational waves was achieved by Amick–Toland [4, 5] and Benjemin–Bona–Bose
[9].
Russel’s experiment also motivated the studies on the mathematical modeling of water
waves. The first works can be dated back to Boussinesq [15], Rayleigh [55], Korteweg and
de Vries [42], where simpler sets of equations were derived as asymptotic models from the
free surface Euler equations in some specific physical regimes. To be more precise, let h
and λ denote respectively the mean elevation of the water over the bottom and the typical
wavelength, and let a be a typical wave amplitude. The parameter regime considered in the




 1, δ = h
λ
 1, ε = O(δ2).
In Chapter 2, we will study a model that lies exactly in the above papameter regime, while
in Chapter 3, we will work on a model with the parameter regime corresponding to ε =
O(δ). These two parameter regimes are both called the small amplitude, shallow water
regimes. Physically, ε measures the strength of nonlinearity while δ characterizes the effect
of dispersion. Thus solitary waves can be viewed as generated from a perfect balance between
nonlinear and dispersive effects. In this thesis, we investigate two topics related to the solitary
waves: existence and stability. More specifically, in Chapter 2, we study the existence of
solitary waves to the Boussinesq abcd system; in Chapter 3, we establish the transverse
instability of the Camassa-Holm-Kadomtsev-Petviashvili-I equation (CH-KP-I).
1
1.1 Global bifurcation of solitary waves to the Boussinesq abcd system
In Chapter 2, we will consider the existence of solitary waves to an asymptotic water
wave model derived by Bona–Chen–Saut [12] (generalized to include the surface tension in
[31] and in higher dimensions Bona–Colin–Lannes [13]) as an extended system of the classical
Boussinesq equation. Specifically, it is a three-parameter family of Boussinesq systems for
one dimensional surfaces that takes the following form ηt + ux + (uη)x + auxxx − bηxxt = 0,ut + ηx + 12(u2)x + cηxxx − duxxt = 0, (1.1.1)
all of which are formally equivalent models of solutions of the Euler equations. In the above
system η is proportional to the deviation of the free surface from its rest position, u is
proportional to the horizontal velocity taken at the scaled height 0 ≤ θ ≤ 1 (θ = 1 at the















(1− ν), c = (1− θ
2)
2




with ν and µ arbitrary real numbers, and τ ≥ 0 is the normalized surface tension. These
three degrees of freedom arise from the height at which the horizontal velocity is taken and
from a double use of the BBM trick [10]. The justification of their hydrodynamic relevance
was established in [13, 18, 62].
A solitary wave solution to system (1.1.1) is of the type
η(x, t) = η(ξ) = η(x− λt) ∈ H1(R), u(x, t) = u(ξ) = u(x− λt) ∈ H1(R), (1.1.2)
where λ denotes the traveling speed and ξ = x − λt is the moving coordinate with speed
λ ∈ R. We are thus looking in the class of “localized” solutions to the system cη′′ + η − λu+ dλu′′ + 12u2 = 0,au′′ + u− λη + bλη′′ + ηu = 0, (1.1.3)




(η, u) = (0, 0). (1.1.4)
2
Note that when b = d, the system possesses a Hamiltonian structure with Hamiltonian
H(η, u) = 1
2
∫ [
−cη2x − au2x + η2 + (1 + η)u2
]
dx. (1.1.5)





is called the impulse functional, and the Lagrange multiplier λ gives the speed of the wave.
From (1.1.5) we see that the HamiltonianH(η, u) is coercive in H1 provided that a, c < 0.
In this parameter regime, the existence of solitary waves can be inferred from the existence of
minimizers to a constraint minimization problem [20] under an assumption on large surface
tension τ > 1/3 and a smallness on ‖η‖H2 . Later in [21] another variational formulation was
adapted in the same parameter regime to establish the existence of solitary waves for any
τ ≥ 0, but with a smallness restriction on the traveling speed λ. Using a Nehari manifold
technique, the existence of ground state solutions (nontrivial solitary waves carrying mini-
mum action energy Sλ) was established in [7]. In the case of large surface tension τ > 1/3,
these ground states are shown to be depression waves which are symmetric and increasing
from its unique trough, consistent with the results in the context of two-dimensional full
gravity-capillary water waves [1, 41, 61].
All the above analytical results are crucially based upon the Hamiltonian structure of
the system, i.e., b = d. In Chapter 2, we extend the existence result to the cases when
the parameters fall out of this regime. In particular, we will focus on pure gravity waves,
corresponding to τ = 0, and allow either (i) b 6= d, so that the Hamiltonian structure is
no longer available; (ii) a, c > 0, so that the quadratic part of the Hamiltonian (1.1.5) is
not positive definite; or (iii) the wave speed λ is large |λ| > 1, so that the action functional
fails to be bounded from below. In all cases, the standard variational method seems hard to
apply. The sketch of the proof will be given at the beginning of Chapter 2.
3
1.2 Transverse instability of the CH-KP-I equation
Stability is a large category of topics in water wave models.
For unidirectional approximation models, like the KdV equation [42], the Camassa-Holm
equation (CH) [17, 28], etc., one problem in the above category is called the orbital stability
around solitary waves. Roughly speaking, we want to know if the solution consistently stays
in the neighborhood of a solitary wave and its translation when its initial data does. A naive
reason why it is true is that the solitary wave holds the least Lagrangian action energy, so the
object around it is “willing” to evolve like that. One of the universal treatments is by center
manifold theory. The center manifold theory is an equivalent but more algebraic form of
the original problem (e.g. under Fourier transform), based on spectral decomposition. The
“finite dimension” version of the spectral decomposition is purely algebraic in taste, while its
corresponding “infinite” counterpart has topology coming into play as a role of approximation
to mimic the world of “finite”. This thought works well for some class of operators (e.g.
normal operators), but not some others. For equations preserving the Hamiltonian structure,
the linearized operator around a solitary wave has essential spectrum on the imaginary axis,
which corresponds to center manifold part that is hard to deal with. Another treatment is
by the Lyaponov method, which is by Benjamin [8] and Bona [11], and later generalized to
handle a class of Hamiltonian models by Weinstein [69] and Grillakis-Shatah-Strauss (GSS)
[36]. They claim that knowing the information from the Lagrangian action energy allows one
to determine the orbital stability and instability. The gain of their method is that instead
of working with the original linearized operator, one just needs to study the spectrum of
a rather transparent self-adjoint operator. The trade-off is that it is required to carefully
weave the domain of the energy functional to balance between the complexity and solvability
(due to loss of information from the original problem).
Besides the unidirectional models like KdV and CH, one can also allow transverse effect
into modeling, leading to two-dimensional generalizations of the scalar models. Since the
transverse perturbation is weak, it is natural to ask whether these models retain transverse
stability, i.e. the unidirectional solitary waves remain stable under the two-dimensional
flow. However, the answer to this question is much more involved. The first result is by
4
Alexander-Pego-Sachs [6] on the Kadomtsev-Petviashvili (KP) equation
(ut + uux + uxxx)x − σuyy = 0
which is a two-dimensional version of the KdV equation. The coefficient σ takes values in
{−1, 1} representing the strength of capillarity relative to the gravitational forces. The weak
surface tension case corresponds to σ = 1 and is referred to as the KP-I equation; and the
strong surface tension leads to the so-called KP-II equation with σ = −1. In [6], the authors
state that the KP-I model is linearly unstable, while the KP-II model is linearly stable. The
transition from linear instability to nonlinear instability for the KP-I equation is achieved by
Rousset-Tzvetkov [56]. Later on, they employed the same idea to a large class of equations
[57]. Transverse stability of the KP-II equation is proved by Mizumachi-Tzvetkov [49] and
Mizumachi [50].
In Chapter 3, we will study the Camassa-Holm-Kadomtsev-Petviashvili-I equation (CH-




ut + 3uux + 2κux − 2uxuxx − uuxxx
]
x
− uyy = 0 (1.2.1)
with κ > 0. In [22], Chen derived a generalized version of (4.0.1) in the context of nonlinear
elasticity theory. Also in [38], the CH-KP-II model is derived in the context of water wave.
Note that in (4.0.1), if we disregard the transverse effect, the CH-KP-I equation is reduced
to the CH equation. The CH equation exhibits the wave-breaking phenomenon that is not
shown in the KdV equation. From the point of view of modeling, this is because that
these two models arise from different physical parameter regimes. More specifically, for
the parameters ε and δ mentioned at the beginning of this chapter, the parameter regime
considered in the CH equation corresponds to ε = O(δ), while the parameter regime for the
KdV equation is ε = O(δ2). Thus the CH equation possesses stronger nonlinearity than
the KdV equation, which allows for the breaking wave. Like the KdV equation, solitary
waves also exist for the CH equation, which are symmetric, monotone decreasing on positive
x-axis and decay exponentially as |x| → ∞. Furthermore, the CH solitary waves are also
orbitally stable like the KdV solitons, as is proved by Constantin-Strauss [29] using the GSS
method. For the CH-KP-I equation, since it could be treated as the CH counterpart of the
5
two-dimensional KdV equation (KP-I), it is reasonable to expect that the CH line solitary
waves are also transversely unstable. Here a line solitary wave φ is defined such that it is
uniform in the transverse direction, and for each cross section, it is exactly the solitary wave
of the CH equation. The theorem we prove is as follows:
Theorem 1.2.1 (Transverse instability of line solitary waves). The CH line solitary wave φ
of the CH-KP-I equation (4.0.1) is transversely unstable in the following sense: There exists
k0 > 0 such that for every s ≥ 0, there exists an η > 0 such that for each δ > 0, there exists
a solution uδ emanating from an initial data uδ0 ∈ H∞(R × Ta) with
∥∥uδ0 − φ∥∥Hs(R×Ta) ≤ δ,
and a time T δ ∼ |log δ|, so that uδ satisfies
inf
l∈R
∥∥uδ(T δ, ·)− φ(· − l)∥∥
L2(R×Ta)
≥ η, (1.2.2)
where a = 2π
k0
, Ta is the torus R/aZ.
The sketch of the proof will be given at the beginning of Chapter 3.
6
2.0 Global bifurcation of solitary waves to the Boussinesq abcd system
At the beginning of this chapter, we provide a sketch of the proof.
The main tool we are using is the bifurcation theory. For this to work we need to first
choose a good parameter s ∈ R with which the problem (1.1.3) can be formulated as an
abstract one-parameter problem
F (U, s) = 0
where U := (u, η). The perturbative construction of solutions relies on a good understand-
ing of the linearized operator FU at some special solution (U0, s0). It turns out that the
translation invariance of the problem naturally generates a nontrivial kernel of the linearized
operator FU at any solution. With some appropriate choices of the “base point solution”
(U0, s0), standard ODE techniques can be applied to ensure that the kernel is exactly one
dimensional and hence can be removed by suitable choice of the function spaces, allowing us
to invoke the Implicit Function Theorem to obtain a local curve of solutions.
As is common for the solitary wave problem, continuing the local curve globally by
standard global bifurcation techniques faces a serious obstruction due to the unboundedness
of the domain. One classical approach is to approximate the solitary waves by periodic
ones as the period tends to infinity. Such a method is used by Toland [67] to treat (1.1.3)






). He first obtains a global bifurcation theory for the periodic
problems, and then proves a uniform estimate. Together with an application of the Whyburn
lemma, this leads to the convergence of the global sets of periodic solutions to a global
connected set of solitary wave solutions as the period goes to infinity.
We will adapt a recently developed analytic global implicit function theorem in [25] for
the global theory, cf. Theorem 2.1.5. As is pointed out in [25], the global curve may not be
locally pre-compact, nor can Fredholmness persists. Thus the loss of compactness emerges as
an alternative. The ODE nature of the problem easily rules out the failure of Fredholmness.
Therefore the theory will become useful in practice if we can rule out the loss of properness
or classify how it manifests.
More specifically, we will consider global branches of solutions emanating from two base
7
point solutions: the first one being the stationary solution (corresponding to λ = 0), and
the second being the supercritical (λ > 1) waves to the classical Boussinesq system (corre-
sponding to (a, b, c, d) = (0, 0, 0, 1
3
)). We will also assign different parameters when studying
these two types of waves. When bifurcating from the stationary waves, we use the wave
speed λ as the bifurcation parameter while fixing the abcd system as in (2.1.5), and obtain a
continuous curve of solutions all the way into the regime where solutions are traveling with
an O(1) speed. For the other case we will fix an arbitrary supercritical speed λ > 1 and
design a family of abcd systems (as in (2.2.3)) that can accommodate solitary waves with
such a speed λ. In both cases we prove a collection of qualitative properties of the solutions
that are crucial for the final global result. In particular, using maximum principle arguments
and the symmetry result for weakly coupled cooperative elliptic systems [16] we are able to
obtain local uniqueness, local monotonicity, and nodal pattern of the solutions. The fact
that we are always considering a system makes the maximum arguments more delicate, and
possibly more restrictive; see Section 2.1.2–2.1.3 and Section 2.2.1–2.2.2.
Regarding the ruling-out/realization of the loss of compactness alternative in the global
theory, as was studied in [24, 25], the established monotonicity property is strong enough
to assert a “compactness or front” result stating that this possibility must manifest as a
broadening phenomenon, leading to a monotone front type of solution at the end of the
bifurcation curve. When the underlying system possesses a Hamiltonian structure, a so-
called conjugate flow analysis can be casted utilizing the conserved quantities to rule out
the broadening alternative [2, 24, 25, 26, 37, 64]. Moreover, for some particular problems
such a Hamiltonian structure may also allow one to obtain uniform bounds on solutions that
can account for the realization of broadening [37]. In the cases we consider, however, the
system is not Hamiltonian, and we do not have any obvious conserved quantities that can
be of much use to control the solutions. Taking advantage of the monotonicity and together
with delicate algebra we are able to prove the nonexistence of monotone front solutions, cf.
Lemma 2.1.7 and Lemma 2.2.2. Using this idea we can also prevent the blowup of solutions
(u, η) in the case of bifurcation from stationary waves, which leads to a sharp result ensuring
the loss of ellipticity as the only remaining alternative cf. Theorem 2.1.6. For the other
case of solutions bifurcating from the classical Boussinesq waves, we are able to winnow the
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alternatives down to the possibilities of either the loss of ellipticity or that the curve continues
up to the appearance of an “extreme wave” that has a stagnation point, cf. Theorem 2.2.4.
2.1 Bifurcation from stationary waves with a = c < 0
We start by constructing solutions near the stationary waves corresponding to λ = 0. To
ensure ellipticity we will impose the sign condition a, c < 0.
2.1.1 Stationary solutions
Note that in the case when λ = 0 the terms in system (1.1.3) containing b and d disappear.
and becomes 
−cη′′ = η + u2
2
,
−au′′ = u(1 + η),
(2.1.1)
By elliptic regularity we know that the solution to (2.1.1) is smooth and lim
|x|→∞
(η′, u′) = (0, 0).
Hence solitary wave solutions satisfy the ‘first integral’ property
−a(u′)2 − c(η′)2 = u2(1 + η) + η2. (2.1.2)
The solution theory for (2.1.1) has been carried out in [23]. Here we collect some results
which will be important for the later bifurcation argument. For the reader’s convenience we
provide their proofs in Appendix A.
Lemma 2.1.1. Any solitary wave solution of (2.1.1) satisfies
η(x) < 0 on R.
Proposition 2.1.1 (Existence and uniqueness of stationary waves [23]). When a = c =
−β2 < 0 we have
9
(i) there is a solitary wave solution such that u−0 (x) < 0 on R. Up to translation,



















This solution is unique among the class of functions (u, η) where u <
√
2;
























Now we will construct a local curve of solutions nearby the stationary solution (u0, η0).
The parameters we are taking satisfy
a = c = −d = −β2 < 0, b = 1
3
+ β2. (2.1.5)
Obviously we see that b 6= d, and hence we are outside the Hamiltonian regime when the
surface tension is small. For simplicity we will take τ = 0 in the following discussion.
Writing U = (u, η), the system for solitary waves takes the following form



















L (η − λu) + 1
2
u2
 = 0, (2.1.6)
where
F : H2(R)×H2(R)× R→ L2(R)
and L := 1− β2∂2x is an invertible operator from H2(R)→ L2(R).




0 , η0). The
linearized operator at the solution (U±0 , 0) is
FU(U
±





where V := (v, ζ) ∈ H2(R) × H2(R). It is clear to see that Fu(u0, 0) is self-adjoint on
L2(R)× L2(R). The following lemma states that the kernel of FU(U±0 , 0) is only generated
by the translation symmetry.
Lemma 2.1.2. For any given β > 0, kerFU(U
±









V = 0. (2.1.8)
The regularity condition implies that V is bounded. Further notice that the Green’s function
for L−1 is G(x) = 1
2β
e−|x|/β. Therefore
























∣∣∣∣ . 1, ∣∣∣∣η0(y)G(y)
∣∣∣∣+ ∣∣∣∣u±0 (y)G(y)
∣∣∣∣ . 1,
we conclude that V decay exponentially
|G(x)V (x)| . 1. (2.1.9)
Expanding (2.1.8) into a 4× 4 first order ODE system and checking the asymptotics we
find that there are only two L2 solutions having asymptotic behavior as
e−|x|/β and |x|e−|x|/β.
Together with (2.1.9) we know that dimkerFU(U
±







yields the desired result.
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The spectral property of FU(U
±
0 , 0) given by Lemma 2.1.2 allows a use of Implicit Func-
tion Theorem on the space
H2e (R) := {f ∈ H2(R) : f is even}, L2e(R) := {f ∈ L2(R) : f is even}. (2.1.10)
Notice that for if (u, η, λ) is a solution to (2.1.6) with λ > 0, then so is (−u, η,−λ). In
fact this corresponds to the same wave propagating in the opposite direction. Therefore in
the following analysis we will only consider the case λ > 0.
Theorem 2.1.1 (Nearly stationary waves). For any β ∈ R there exists some positive λ0 > 0
and a C0 solution curve
C slowloc = {(u±(λ), η(λ), λ) : 0 ≤ λ < λ0} ⊂ H2e (R)×H2e (R)× R
to problem (2.1.6) with the property that
u(λ) = u+0 +O(λ), η(λ) = η0 +O(λ) in H
2
e (R)×H2e (R), (2.1.11)
u(λ) > 0 and η(λ) < 0, (2.1.12)
where (u+0 , η0) is given in (2.1.4).
Proof. The proof of the existence and uniqueness of the solution curves and (2.1.11) follows
from Lemma 2.1.2 and a direct application of the Implicit Function Theorem.
Applying the maximum principle to the second equation of (2.1.6) we see that λu ≥ η.









η′′ + (1− λ2 − λu)η + 1
2
u2 = 0. (2.1.13)
From (2.1.11) we know that for λ sufficiently small 1−λ2−λu > 0. Therefore from maximum
principle we conclude that η ≤ 0. If there is an x1 such that η(x1) = 0 = maxx∈R η, then
we have η′(x0) = 0. Substituting this into the above equation leads to η
′′(x0) = u(x0) = 0.
Hence (η − λu)(x0) = 0. Since η − λu ≤ 0, we see that (η − λu)(x0) = maxx∈R(η − λu),
and thus u′(x0) = 0. The uniqueness of ODE then implies that (η, u) ≡ 0, a contradiction.
Therefore we must have
η < 0.
12




































From (2.1.11) and (2.1.4) we know that for any ε > 0 there exist λ > 0 sufficient small and
R0 > 0 sufficiently large such that∥∥u− u+0 ∥∥H2(R) + ‖η − η0‖H2(R) + ∥∥u+0 ‖L∞(|x|≥R0) + ‖η0∥∥L∞(|x|≥R0) < ε,
u > 0 for |x| < R0.
(2.1.15)
If infx∈R u < − λ3β2 < 0, then from the above we know that there exists some x0 > R0
such that u(x0) = infx∈R u. Continuity then yields the existence of x1 with x1 > R0 and
u(x1) = 0 such that

































we see from (2.1.15) that |η| < 2ε on [x1,+∞). Thus for λ and ε sufficiently small, applying
the maximum principle on [x1,+∞) yields that
u ≥ 0 on [x1,+∞),




u ≥ − λ
3β2
.
Substituting this into (2.1.14), maximum principle infers that u > 0, which is (2.1.12).
To investigate further the qualitative properties of the solutions, let us first recall the
following result of [16, Theorem 2] on weakly coupled elliptic systems.
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Theorem 2.1.2 ([16]). Assume (u, v) is a classical solution to the following elliptic system
∆u+ g(u, v) = 0 in Rn,
∆v + f(u, v) = 0 in Rn,
u, v > 0 in Rn,
u(x), v(x)→ 0 as |x| → ∞,











(0, 0) < 0 and
∂f
∂v
(0, 0) < 0;




















where r0 := |x− x0| and r1 := |x− x1|.
From the above theorem we immediately obtain
Lemma 2.1.3 (Local monotonicity). Fix β ∈ R. There exists λ0 > 0 such that every
solution (u, η, λ) ∈ C slowloc with 0 ≤ λ < λ0 is strictly monotone in that for x > 0,
u′ < 0 and η′ > 0. (2.1.17)
Proof. We see that (u, η) satisfies equations (2.1.14) and (2.1.13). Setting v := −η and
putting it into the form as in Theorem 2.1.2 we find that














































































From Theorem 2.1.1 we know that u, v > 0 when λ is small, which implies that (i)–(iii) of
Theorem 2.1.2 are satisfied. Therefore (2.1.17) holds.
Another application of Theorem 2.1.2 to the local solution near the bifurcation point
(u+0 , η0, 0) is the following result on the local uniqueness of the solution curve C
slow
loc . In
particular this result shows that all H2 solutions near (u+0 , η0, 0) with λ > 0 must be even
and monotone on the positive axis.
Corollary 2.1.3 (Local uniqueness). Denote Br the ball of radius r > 0 in H2(R)×H2(R)×R
centered at (u+0 , η0, 0). There exists ε > 0 such that for λ > 0,
F−1(0) ∩ Bε = C slowloc ∩ Bε. (2.1.18)
Proof. Consider a solution (u, η, λ) to equations (2.1.13)–(2.1.14) with
∥∥u− u+0 ∥∥H2(R) + ‖η − η0‖H2(R) + |λ| < ε.
There exists an R0 > 0 large enough such that∥∥u− u+0 ∥∥H2(R) + ‖η − η0‖H2(R) + |λ|+ ∥∥u+0 ‖L∞(|x|≥R0) + ‖η0∥∥L∞(|x|≥R0) < ε,
u > 0, η < 0, u′ < 0, η′ > 0 for |x| < R0.
(2.1.19)
Hence if supx∈R η > 0, then from continuity there exists x0 := min{x > 0 : η(x) = 0} such
that η(x0) = 0 and x0 > R0. From (2.1.19) we see that
1− λ2 − λu > 0 on [x0,+∞).
Applying maximum principle to (2.1.13) on [x0,+∞) yields that η ≤ 0 on [x0,+∞). Together
with (2.1.19) it contradicts with supx∈R η > 0. Therefore we must have η ≤ 0.
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In a similar way if infx∈R u < 0, then we may find x1 := min{x > 0 : u(x) = 0} such
that u(x0) = 0 and x0 > R0. Maximum principle applied to (2.1.16) on [x1,+∞) leads to
u ≥ 0, contradicting to the assumption that infx∈R u < 0. Thus u ≥ 0.
If there exists some x0 ≥ 0 such that η(x0) = 0, then η(x0) = supx∈R η, and hence
η′(x0) = 0 and η
′′(x0) ≤ 0. From (2.1.13) we find that u(x0) = 0. This also means that
u(x0) = infx∈R u, and so u
′(x0) = 0. Uniqueness of the ODE then implies that η = u ≡ 0,
which contradicts (2.1.19). The same argument applies to the situation if u touches zero at
some finite point.
The above argument indicates that for any small (u, η, λ) ∈ F−1(0) ∩ Bε,
u > 0 and η < 0.
Then for λ > 0 one may apply Theorem 2.1.2 to conclude that u and η are both even.
Therefore the uniqueness of C slowloc within F
−1(0)∩(H2e (R)×H2e (R)× R+) gives (2.1.18).
2.1.3 Nodal pattern
Now for each fixed β ∈ R we introduce the set
O :=
{









The results of Theorem 2.1.1 and Lemma 2.1.3 naturally suggest us to consider the
following “nodal properties”
u > 0 in R, (2.1.21a)
η < 0 in R, (2.1.21b)
u′ < 0 in R+, (2.1.21c)
η′ > 0 in R+. (2.1.21d)
Lemma 2.1.4 (Open property). Let (u∗, η∗, λ∗) ∈ O ∩F−1(0) be given and suppose that it
satisfies (2.1.21). There exists ε = ε(u∗, η∗, λ∗) > 0 such that, if (u, η, λ) ∈ O∩F−1(0) and
‖u− u∗‖H2(R) + ‖η − η∗‖H2(R) + |λ− λ∗| < ε, (2.1.22)
then (u, η, λ) also satisfies (2.1.21).
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Proof. The proof of (2.1.21a) and (2.1.21b) follows the same argument as in the proof of
Corollary 2.1.3 by replacing (u+0 , η0, 0) with (u∗, η∗, λ∗). The proof for (2.1.21c)–(2.1.21d)
then follows directly from the application of Theorem 2.1.2.
Lemma 2.1.5 (Closed property). Let {(un, ηn, λn)} ⊂ O∩F−1(0) be given and suppose that
(un, ηn, λn) → (u, η, λ) ∈ O ∩F−1(0) in H2(R) × H2(R) × R. If each (un, ηn, λn) satisfies
(2.1.21), then (u, η, λ) also satisfies (2.1.21) unless u = η ≡ 0.
Proof. First we see that
u ≥ 0, η ≤ 0, λ ≥ 0, and
u′ ≤ 0, η′ ≥ 0 in R+.
If there exists x0 such that u(x0) = 0, then u(x0) = infx∈R u, and hence u
′(x0) = 0. From the
equation (2.1.14) and maximum principle we see that η(x0) = 0. Therefore η(x0) = supx∈R η.
So η′(x0) = 0. Thus from the uniqueness of ODE we know that u = η ≡ 0.
Lemma 2.1.6 (Nodal property). If K is any connected subset of O ∩F−1(0) that contains
C slowloc , then every (u, η, λ) ∈ K exhibits (2.1.21).
Proof. First note that each (u(λ), η(λ), λ) ∈ C slowloc satisfies (2.1.21). Recall the definition of
Br in Corollary 2.1.3. Fix 0 < λ < λ0 and take ε to be sufficiently small, the local uniqueness
of C slowloc implies that
K ∩ Bε = C slowloc ∩ Bε,
and K\Bε is the connected component containing (u(λ), η(λ), λ). Applying Lemmas 2.1.4
and 2.1.5 completes the proof.
2.1.4 Monotone fronts
Next we define the concept of monotone fronts.
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< 1, we say (u, η, λ) is a monotone front
solution of (2.1.6) if (u, η) ∈ C2b(R)× C2b(R), and
lim
x→+∞
(u(x), η(x)) = (0, 0), and u > 0, η < 0, u′ ≤ 0, η′ ≥ 0 in R, (2.1.23)
where C2b(R) is the set of C2 functions with bounded norms.
Lemma 2.1.7 (Nonexistence of monotone fronts). If λ > 0, and β satisfies β2 < 0.26, then
system (2.1.6) does not admit any monotone front solution in the sense of (2.1.23).
Proof. Suppose (u, η) is a monotone front solution to (2.1.6). Then since u, η are bounded
and monotone,
(ū, η̄) := lim
x→−∞
(u(x), η(x))




, and η̄ = − ū
2
2(1− λ2 − λū)
. (2.1.24)
Substituting the above into (2.1.14) and evaluating the equation at −∞ yields
− (2−B) ū2 − λBū+ 2(1− λ2)B = 0,





∈ (0, 1). Solving this quadratic equation together with the
constraint that ū > 0 yields
ū =
√
λ2B2 + 8B(2−B)(1− λ2)− λB
2(2−B)
. (2.1.25)
On the other hand, multiplying (2.1.13) by η′ and multiplying (2.1.14) by u′ and summing
















































































































2(1− λ2 − λū)
≤ 0.




4(1−B)2(1− λ2)2 + 3(7− 4B)Bλ2(1− λ2)− 4(1−B)(1− λ2)
λ(7− 4B)
.
Combining this with (2.1.25) and explicitly solving the resulting inequality leads to
G(λ2, t) ≥ 0, (2.1.27)






















Gz(0, t), Gzz(0, t) > 0.







> 0 when t > 1.68.
Therefore when t > 1.68, Gzz(z, t) > 0 for 0 < z <
1
t2
, which implies that











< 0 when t > 2.264,
which leads to




Recalling the definition of t we immediately find that (2.1.27) fails when β2 < 0.26.
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2.1.5 Global continuation
Having had the local theory carried out, we will extend the local solution curves con-
structed in Section 2.1.2 to the non-perturbative regime using a global implicit function
theorem developed in [25].
In order to quote the result of [25], we define for α ∈ (0, 1) the following Hölder space
X := C2+αb,e (R)× C
2+α
b,e (R), Y := C
α
b,e(R)× Cαb,e(R),
where the subscript ‘e’ denotes the restriction to even functions. Also we will modify O as
OH :=
{









We will consider our problem in the above spaces instead. Note that by elliptic regularity,
the H2(R)×H2(R) solutions are indeed smooth, and hence O ∩F−1(0) = OH ∩F−1(0).
Theorem 2.1.5. There exists a curve C slow containing C slowloc , which admits a global C
0
parametrization
C slow := {(u(s), η(s), λ(s)) : s ∈ (0,∞)} ⊂ O ∩F−1(0)
with lims↘0 (u(s), η(s), λ(s)) =
(
u+0 , η0, 0
)
and satisfies the following.
(a) At each s ∈ (0,∞), the linearized operator F(u,η)(u(s), η(s), λ(s)) : X × R+ → Y is
Fredholm index 0.
(b) One of the following alternatives holds as s→∞.
(A1) (Blowup) The quantity
N(s) := ‖(u(s), η(s))‖X + λ(s) +
1
dist((u(s), η(s), λ(s)), ∂O)
→∞. (2.1.28)
(A2) (Loss of compactness) There exists a sequence sn →∞ with supnN(sn) <∞, but
(u+(sn), η(sn), λ(sn)) has no convergent subsequence in X × R+.
(A3) (Loss of Fredholmness) There exists a sequence sn →∞ with supnN(sn) <∞ and
so that (u(sn), η(sn), λ(sn))→ (u∗, η∗, λ∗) in X ×R+, however F(u,η)(u∗, η∗, λ∗) is
not Fredholm index 0.
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(A4) (Closed loop) There exists T > 0 such that (u(s + T ), η(s + T ), λ(s + T )) =
(u(s), η(s), λ(s)) for all s ∈ (0,∞).
(c) Near each point (u(s0), η(s0), λ(s0)) ∈ C slow, we can locally reparameterize C slow so
that s 7→ (u(s), η(s), λ(s)) is real analytic.
Proof. The proof follows from [25, Theorem B.1] and [24, Theorem 6.1], since from Lemma
2.1.2 we know that F(u,η)(u0, η0, λ0) : X × R+ → Y is an isomorphism.
To further winnow down the alternatives, notice that for any (u(s), η(s), λ(s)) ∈ C slow,
F(u,η)(u(s), η(s), λ(s)) is Fredholm since it can be identified as a fourth order ODE operator.
Since F(u,η)(u
+
0 , η0, λ0) is an isomorphism X × R+ → Y , a standard homotopy argument
indicates that F(u,η)(u(s), η(s), λ(s)) : X × R+ → Y is Fredholm index 0. Thus we know
that (A3) does not occur.
The loop alternative (A4) can also be ruled out by the nodal property Lemma 2.1.6
combined with the uniqueness results Proposition 2.1.1 and Corollary 2.1.3.
As for (A2), we may invoke [24, Lemma 6.3] in our current setting to give the following






dist((un, ηn, λn), ∂O)
)
<∞,
and each (un, ηn) is strictly monotone in that ∂xun < 0, ∂xηn > 0 for x > 0. Then, either
(i) (Compactness) {(un, ηn, λn)} has a convergent subsequence in X × R; or
(ii) (Monotone front) there exists a sequence of translations xn → +∞ so that we can
extract a convergent subsequence
(un, ηn)( · + xn) −→ (u, η) ∈ C2+αb (R) in C
2
loc(R), λn −→ λ,
with (u, η, λ) ∈ OH . The limit is a monotone front solution of (2.1.6) in the sense of
Definition 2.1.4.
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> 0. If (un, ηn) is equi-decaying in the sense that for any ε > 0 there
exists some R > 0 such that
sup
n
‖(un, ηn)‖C2((R,∞)) < ε,
then obviously (un, ηn) has a convergent subsequence in X , and hence leads to (i).
If (un, ηn) is not equi-decaying, then there exists some ε0 > 0 and a sequence {xn} with
xn → +∞ such that for all n ≥ 1,
sup
0≤i≤2
∣∣∂ix(un, ηn)(xn)∣∣ ≥ ε0.
Set (vn, ζn) := (un, ηn)( · + xn). Since (vn, ζn) is uniformly bounded in X , there is a
subsequence, still denoted by the same labeling, (vn, ζn) → (u, η) ∈ X in C2loc(R). Local
convergence is enough to ensure that (u+, η) solves (2.1.6). The monotonicity of (un, ηn)
confirms that
∂xu ≤ 0, ∂xη ≥ 0.
By definition of (vn, ζn) we see that∣∣∂ix(u, η)(0)∣∣ ≥ ε0 for some i ≤ 2.
Thus (u, η) 6≡ (0, 0). Maximum principle then implies that u > 0 and η < 0.
Putting all of the above, we can finally arrive at our main result of this section.
Theorem 2.1.6 (Slow waves). For any β with β2 < 0.26, the global curve C slow constructed
in Theorem 2.1.5 enjoys the following properties.
(a) (Symmetry and monotonicity) Each solution on C slow is even and
η(s) < 0 u(s) > 0 on R,
∂xη(s) > 0 ∂xu(s) < 0 on R+.
(2.1.29)











Proof. Note that property (a) follows from the nodal properties Lemma 2.1.6. From the
previous discussion, at the extreme of the solution curve, (A3) and (A4) cannot occur.
Lemma 2.1.8 together with Lemma 2.1.7 rules out (A2). Therefore we are only left with
alternative blowup alternative. Since λ is always bounded in O, one can remove λ(s) from
the blowup quantity in (2.1.28).
From the local uniqueness and the nodal properties we know that lims→∞ λ(s) > 0. So if
(2.1.30) is false, then there exists a sequence {sn}, sn →∞ with the corresponding solutions
(un, ηn, λn) := (u, η, λ)(sn) ∈ O ∩F−1(0) such that






, ‖(un, ηn)‖X →∞. (2.1.31)
Moreover λ∗ > 0. Elliptic regularity implies that ‖(un, ηn)‖C0 → ∞. From (a), this is
equivalent to
un(0)− ηn(0)→∞.




u2n(0) + (ηn − λnun)(0) = β2(ηn − λnun)′′(0) ≥ 0.
From this it must hold that
un(0)→∞.






































































































From (2.1.31) there exists δ0 > 0 such that for n sufficiently large,






> 0 for all 0 < δ < δ0.
From (2.1.33) we see that
|ηn(0)| = O(|un(0)|3/2) as n→∞.



















































From this we conclude that
|ηn(xn)| = O(|un(0)|3/2) as n→∞. (2.1.35)















which contradicts the asymptotics (2.1.35).
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2.2 Bifurcation from classical Boussinesq supercritical waves
In this section we focus on fast traveling solitary waves with wave speed λ > 1. Different
from the previous section, here we will consider the wave speed as given, and restrict the
four parameters (a, b, c, d) on a one-parameter curve to perform the bifurcation. The base
point of the bifurcation corresponds to the solution to the classical Boussinesq system which
has a = b = c = 0 adn d = 1
3
in (1.1.1) (see, for example, [3, 14, 54, 63]). As is discussed in














From classical ODE technique one obtains that for any λ > 1 there exists a unique solution
(uf , ηf ) ∈ H2e (R)×H2e (R) such that










|uf | < λ.
(2.2.2)
2.2.1 Local solutions
Now for any fixed k > 0 with k < λ, consider the parameter curve
a = c = ks, b = s, d =
1
3
− (2k + 1)s. (2.2.3)
Thus b = d only when 2(k + 1)s = 1
3
. So in particular b 6= d when s is small. Moreover we
also allow a, c to be negative.
Similar as before, in this parameter regime we can rewrite (1.1.3) as
F (U, s) :=





− (2k + 1)s
]
λu′′ + ksη′′ − λu+ η + 1
2
u2
 = 0, (2.2.4)
with F : H2(R)×H2(R)× R→ L2(R).
The existence of solitary waves in the parameter regime (2.2.3) is stated as follows
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Theorem 2.2.1 (Fast waves near the Boussinesq solutions). For any λ > 1, let k be such
that 0 < k < λ. Suppose that the parameters of (1.1.3) satisfy (2.2.3). Then there exist
some positive δ > 0 and a unique C0 solution curve
C fastloc = {(us, ηs, s) : |s| < δ} ⊂ H2e (R)×H2e (R)× R
to problem (2.2.4) with the property that
(us, ηs) = (uf , ηf ) +O(s) in H
2
e (R)×H2e (R), (2.2.5)
us, ηs > 0 for s ≥ 0, (2.2.6)
where (uf , ηf ) is the unique solution to (2.2.1) satisfying (2.2.2).
Proof. Denote Uf := (uf , ηf ). Working with even functions, direct computation yields that
FU(Uf , 0) =
 1 + ηf uf − λ
λ
3
∂2x + uf − λ 1
 : H2e (R)×H2e (R)→ L2e(R)× L2e(R).
Suppose that FU(Uf , 0)[V ] = 0 for some V = (v, ζ) ∈ H2e (R)×H2e (R). Writing out the
equations we have
(1 + ηf )v + (uf − λ)ζ = 0,
λ
3
v′′ + (uf − λ)v + ζ = 0,







− (λ− uf )
]
v = 0. (2.2.7)
Since λ > 1 and uf satisfies (2.2.2), from the classical ODE theory we know that there is
only one bounded nontrivial solution to the above equation. On the other hand from the
translation invariance of (2.2.4) we see that u′f solves (2.2.7). From the fact that uf ∈ H2e (R),
it follows that kerFU(Uf , 0) is trivial in H2e (R)×H2e (R).
Since FU(Uf , 0) is self-adjoint on L2e(R)×L2e(R), we further conclude that it is invertible.
Therefore the existence of the local solution curve and (2.2.5) follows from the Implicit
Function Theorem.
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Next let’s turn to the sign property. For any ε > 0 we can find an R0 > 0 such that
|uf (x)|, |ηf (x)| < ε for |x| > R0.
From (2.2.5) we know that by choosing s sufficiently small, us(x), ηs(x) > 0 for |x| ≤ R0,|us(x)|, |ηs(x)| < ε+O(s) for |x| > R0. (2.2.8)
From (2.2.4) we have([
1
3










us + [λ+ k(λ− us)] ηs = 0. (2.2.9)
So if infx∈R us = us(x0) < 0, then from (2.2.8) |x0| > R0. For small s, maximum principle
implies that ηs(x0) < 0 and
us(x0) ≥
λ+ k(λ− us(x0))





k + λ2 − λus(x0)/2
< 1
for sufficiently small ε and s.
Since ηs(x0) < 0, we know that infx∈R ηs = ηs(x1) ≤ ηs(x0) < 0 for |x1| > R0. Looking
at the equation for ηs([
1
3





























us = 0, (2.2.10)






















The last estimate holds because for ε, s sufficiently small the fraction can be made between
0 and 1. However this would lead to a contradiction since
inf
x∈R
us = us(x0) ≥ ηs(x0) ≥ inf
x∈R
ηs = ηs(x1) > us(x1).
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Therefore we have proved that for s > 0 sufficiently small, us ≥ 0. A similar argument yields
that ηs ≥ 0 as well.
If there is a point x∗ where us(x∗) = 0, then the above argument shows that ηs(x∗) = 0,




s(x∗) = 0. Thus
from uniqueness of ODE it must hold that us = ηs ≡ 0, which is a contradiction. This proves
(2.2.6).
Similarly as in Section 2.1, we have the following argument about the local monotonicity
and local uniqueness.
Corollary 2.2.2 (Local monotonicity and local uniqueness). Denote Br the ball of radius
r > 0 in H2(R)×H2(R)×R centered at (uf , ηf , 0). There exists ε > 0 such that for s > 0,
F−1(0) ∩ Bε = C fastloc ∩ Bε (2.2.11)
In addition, every solution (u, η, s) ∈ F−1(0) ∩ Bε is strictly monotone in that for x > 0,
u′ < 0 and η′ < 0. (2.2.12)
Proof. Similarly as the proof of the sign property in Theorem 2.2.1, for (u, η, s) ∈ F−1(0)∩
Bε, we have u, η > 0. Thus it suffices to check conditions (i)–(iii) of Theorem 2.1.2. Writing
















η′′ + f(u, η) = 0,
direct computation yields that:
∂g
∂η






− (2k + 1)s
]
(λ+ η) + ks(λ− u),
∂g
∂u
(0, 0) = −(λ2 + k), ∂f
∂η








When ε is chosen sufficiently small, conditions (i)–(iii) of Theorem 2.1.2 are satisfied.







(u, vα) are non-negative for (u, v) ∈ [0,∞)×[0,∞) where (uα, vα),
where (uα, vα) are reflection of the solution of the elliptic system with repect to the line x = α.
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2.2.2 Nodal pattern and monotone fronts
Now for each fixed λ, k ∈ R+ we introduce the set
O :=
{

















u : ‖u‖L∞(R) < λ
}
.
The intuition for the choice of O is that Γ1 is needed for the ellipticity, and Γ2 provides a
sufficient condition to ensure conditions (i)–(iii) in Theorem 2.1.2, in particular the condition




and u < λ+
1
3
− (2k + 1)s
ks
(λ+ η).























Constraint Γ2 can also be understood as a “no stagnation” condition and indicates that the
particles travel behind the wave.
From Theorem 2.2.1 and Corollary 2.2.2 we are led to consider the following nodal
property:
u > 0, η > 0 in R, (2.2.16a)
u′ < 0, η′ < 0 in R+, (2.2.16b)
Similarly as in the previous section, we can prove that the above nodal property persists
on the solution curve. The proof follows along the same line as the one in Lemma 2.1.6, and
hence we omit it.
Lemma 2.2.1 (Nodal property). If K is any connected subset of O ∩F−1(0) that contains
C fastloc , then every (u, η, λ) ∈ K exhibits (2.2.16).
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The next step regards the nonexistence of monotone fronts, which will provide useful
information for the global theory. As in Section 2.1.4, we define the concept of monotone
fronts as follows.
Definition 2.2.3. Let s ∈ Γ1, u ∈ Γ2. we say (u, η, λ) is a monotone front solution of
(2.2.4) if (u, η) ∈ C2b(R)× C2b(R), and
lim
x→+∞
(u(x), η(x)) = (0, 0), and u > 0, η > 0, u′ ≤ 0, η′ ≤ 0 in R. (2.2.17)
Lemma 2.2.2 (Nonexistence of monotone fronts). If s ∈ Γ1, u ∈ Γ2 then system (2.2.4)
does not admit any monotone front solution in the sense of (2.2.17).
Proof. The proof is similar to Lemma 2.1.7 but the algebra is simpler. Suppose (u, η) is a
monotone front solution to (2.2.4). Let
(ū, η̄) := lim
x→−∞
(u(x), η(x)).




















































ūη̄2 ≥ 0 (2.2.21)






+ 1 ≥ 0
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+ 1 ≥ 0
the above inequality holds only when λ ≤ 1, which contradicts the fact that λ > 1.
2.2.3 Global continuation
As in Section 2.1.5, with Lemma 2.2.1 and 2.2.2, we obtain the following global solution
curve:
Theorem 2.2.4. There exists a curve C fast containing C fastloc , which admits a global C
0
parametrization
C fast := {(u(t), η(t), s(t)) : t ∈ (0,∞)} ⊂ O ∩F−1(0)
with limt↘0 (u(t), η(t), s(t)) = (uf , ηf , 0) and satisfies the following property:
(a) (Symmetry and monotonicity) Each solution on C fast is even and
u(t) > 0 η(t) > 0 on R,
∂xu(t) < 0 ∂xη(t) < 0 on R+.
(b) (Loss of ellipticity or stagnation limit) Following C fast to its extreme, either the system





3 ((2k + 1)λ2 + k2)
, (2.2.22)





(λ− u(t)) = 0. (2.2.23)
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Proof. We will only focus on proving (b). Since limt→∞ s(t) > 0, so if (2.2.22) is false, we
can find a sequence {tn} → ∞ with the corresponding solutions denoted by (un, ηn, sn) ∈
O ∩F−1(0) such that as n→∞,
sn → s∗ <
λ2
3 ((2k + 1)λ2 + k2)
, either ‖(un, ηn)‖X →∞ or ‖un‖L∞ → λ.





















3.0 Transverse instability of the CH-KP-I equation
Our proof is based on the pioneering work of Rousset-Tzvetkov [56, 57]. Their main idea
is to first construct a most unstable eigenmode, and then prove that the nonlinear effect can
be dominated by the linear effect, in the spirit of center manifold theory. The method works
perfectly well for semilinear equations. However due to the nature of quasilinearity in our
equation, we need to make necessary changes. The strategy is as follows: as in [56, 57], the
first step is to prove the linear instability by finding one unstable eigenvalue. Our method
relies on [58]. By taking Fourier transform with respect to y, the problem is transformed to
finding a positive eigenvalue σ corresponding to one frequency k. To handle this problem, it
suffices to know the distribution of spectrum as k evolves. The key issue is that for each k,
the spectrum of the corresponding operator is hard to investigate compared with that of the
KdV equation. Thus we have turned the problem to a generalized eigenvalue problem for a
self-adjoint operator, and the spectrum of self-adjoint operator has much better property.
The second step is to prove the nonlinear instability based on the linear result. First, we
choose the most unstable eigenmode v0. Then we will prove that the solution uδ = φ+vδ with
initial data φ + δv0(0, ·) could lead to (1.2.2). The estimate is based on the approximation
procedure first constructed by Grenier [35]. In details, the approximation of vδ can be written







. Since the nonlinearity of (4.0.1) is power-like, by matching the
orders of δ, it turns out that this approximate scheme is iterative. Unlike Picard iteration
for the center-manifold theory, each vk in this scheme solves a differential equation. The
main reason why we choose this approximation scheme instead of the semi-group estimate
is due to the high nonlinearity. For the semi-group estimates, since we couldn’t have an
explicit form of the semi-group, it is hard to conduct delicate analysis to close the energy
estimates because of the loss of derivative. While for Grenier’s approach, since for the jth
iteration, vj is just a finite combination of the Fourier modes, it allows us to use energy
estimates to overcome this difficulty. The rest of the proof consists of two parts. We first
estimate vk and show that it can be controlled by v0. Then an error estimate will follow. For
the first part, by the Laplace transform, the original estimate for vk could be transformed
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to a resolvent estimate. The difficulty comes from higher order estimates. Compared with
the KP-I equation in [56], (4.0.1) has stronger nonlinearity, and the corresponding linearized
operator is weakly dispersive and nonlocal, making the energy estimates more challenging.
What we do is to utilize the strong “smoothing” property together with a new cancellation
mechanism resulting from the special structure of the nonlinearity. In this way, we are able
to close the estimate at each iteration step. Finally the roughness of the energy estimates
can be compensated by going to sufficiently high order approximation.
The rest of the chapter is organized as follows. In Section 3.1, we present some notation,
the Hamiltonian formulation and some preliminary results. In Section 3.2, we will prove the
linear instability. In Section 3.3, we will prove the nonlinear instability based on the linear
instability. Several existence results will be given in the appendix.
3.1 Preliminary
3.1.1 Notation
We denote | · |s for ‖ · ‖Hs(R) and ‖ · ‖s for ‖ · ‖Hs(R×Ta), where a = 2πk0 and k0 will be
given later. We also denote 〈·, ·〉 the inner product of L2(R). Finally, denote φ for φc for
simplicity, where φc(x, y) is the line solitary wave of (4.0.1) with φc(x, y) = Qc(x), and Qc
represents the solitary wave of the CH equation with speed c > 2κ. In the following, we will
abuse using the notation of φ and Qc for convenience.
3.1.2 Hamiltonian formulation












u2x + uuxx − 2κu−
3
2





































u2x + uuxx − 2κu−
3
2










2 + u2x) dxdy is called the impulse which is another conserved quantity.
A line solitary wave φ with speed c can be regarded as a critical point of H + cQ:
δ(H + cQ)
δu
[φ] = 0. (3.1.4)
3.1.3 Preliminary results
We will collect some results that will be used later.
Proposition 3.1.1 ([29]). The line solitary wave φ with speed c > 2κ satisfies the following
property:
1. It is smooth and positive with an even profile decreasing from its peak of height c− 2κ.




















for |x| → ∞.
Theorem 3.1.1 ([29]). For the linearized operator Hc of the CH equation about the solitary
wave φ: H1(R)→ H−1(R),
Hc = −∂x ((c− φ)∂x) + φ′′ − 3φ− 2κ+ c, (3.1.5)
it has exactly one simple negative eigenvalue, one simple zero eigenvalue and the rest of the
spectrum is positive and bounded away from zero.
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3.2 Linear instability
In this section, we will first prove the linear instability, from which we will construct a
most unstable eigenmode in the next section. Denote v = u− φ, the linearized equation of
(3.1.3) about φ is
∂tv = JLv, (3.2.1)
where
L = −∂x ((c− φ)∂x) + (φ′′ − 3φ− 2κ+ c) + ∂−2x ∂2y . (3.2.2)
Let v = eσteikyU , then
σU = J (k) ◦ L(k)U,
where
L(k) = e−ikyLeiky = −∂x((c− φ)∂x) + (φ′′ − 3φ− 2κ+ c)− k2∂−2x , J (k) = J .
Let U = J ∗(k)W . Then
σJ (k)∗W = L̃(k)W, (3.2.3)
where L̃(k) = J (k)L(k)J ∗(k). The proof of the linear instability is based on the following
theorem:
Theorem 3.2.1 ([58]). Assume the following conditions:
1. There exist K > 0 and α > 0 such that L̃(k) ≥ αId for |k| ≥ K;
2. The essential spectrum of L̃(k) is included in [ck,+∞) with ck > 0 for k 6= 0;
3. For every k1 ≥ k2 ≥ 0, we have L̃(k1) ≥ L̃(k2). In addition, if for some k > 0 and





4. The spectrum of L̃(0) is under the form {−λ} ∪ I where −λ < 0 is an isolated simple
eigenvalue and I is included in [0,+∞).
Then there exist σ > 0, k 6= 0 and U solving (3.2.3).
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Proposition 3.2.1. (Existence of an unstable eigenmode) If c > 2κ > 0, there exists one
unstable eigenmode for (3.2.1).
Proof. According to Theorem 3.2.1, it suffices to verify conditions (1)-(4) for L̃(k) : H2(R)→
L2(R).

























































, (1) is verified.











n(k) = −∂x (−∂x ((c− φ)∂x) + (φ′′ − 3φ− 2κ+ c)) ∂x + k2.
It can be seen that L̃(k) and n(k) have the same Fredholm index since (1− ∂2x)
−1
: Hs−2(R)→
Hs(R) has Fredholm index 0. Thus the essential spectrum of L̃(k) and n(k) are the same.
By Weyl’s lemma, we just need to study the essential spectrum of the limiting operator
n∞(k) = c∂
4
x − (c− 2κ)∂2x + k2.
Consider (n∞(k) − β)u = f , since c > 2κ. Using Fourier transform, we have the essential
spectrum lying in [ck,∞) for some ck > 0.













> 0 for k > 0.
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(4) The proof follows from the discussion on KP-I in [58]. Observe from (3.1.5) that we can
write L̃(0) as −JHcJ . By Theorem 3.1.1, it has a unique simple negative eigenvalue with




= 〈HcJ un,J un〉 < 0
for n sufficiently large. Thus L̃(0) has at least one negative eigenvalue. On the other hand,




= 〈HcJ u,J u〉 ≥ 0. Thus we conclude that
L̃(0) just has one negative eigenvalue which is simple.
3.3 Nonlinear instability
3.3.1 Construction of a most unstable eigenmode
As discussed in the previous section, there exists an unstable mode k0 6= 0 which indicates
the linear instability. In the rest of the chapter, we consider the period with respect to y to
be a = 2π
k0
. Let
v = eσteimk0yU(m,x), m ∈ Z,
which solves ∂tv = JLv. By Fourier transforming with respect to y, we have
σU = JL(mk0)U. (3.3.1)
The construction of a most unstable eigenmode is based on the following lemma:
Lemma 3.3.1 ([57]). Consider the problem (3.3.1). There exists K > 0 such that for
|mk0| ≥ K, there is no nontrivial solution with Re(σ) 6= 0. In addition, for every k 6= 0,
there is at most one unstable mode with corresponding transverse frequency k.
Remark 3.3.1. The proof of Lemma 3.3.1 is based on the fact that L(mk0) is positive definite,
which is easy to check.
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According to Lemma 3.3.1, σ0, U0 can be chosen corresponding to the maximal m0, and
the most unstable eigenmode v0 can be written as
v0 = 2Re(eσ0teim0k0yU0).
We now construct the unstable solution uδ with initial data φ+δv0(0, x, y). Let v = uδ−φ,
then it satisfies









, v(0, x, y) = δv0(0, x, y). (3.3.2)
Thus in order to prove the nonlinear instability of (4.0.1), it suffices to study the behavior
of v.
3.3.2 Construction of a high order unstable approximate solution
Define V sK as the following truncated space:
V sK =
{




ijm0k0y, uj ∈ Hs(R)
}
,
where the norm on V sK is defined by |u|V sK = supj|uj|s. It can be seen that v
0 ∈ V s1 for all








, vk ∈ V s−kk+1 .
By matching the orders of δ, it yields that
∂tv























for 1 ≤ k ≤M .




where CM,s > 0 depends on the approximation order M and regularity s.
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Remark 3.3.2. This proposition implies that the effect of vk can be controlled by v0.
Indeed, the above proposition can be easily derived by induction from the following
theorem:
Theorem 3.3.1. Consider the solution u of the linear problem
∂tu = JLu+ JF (3.3.5)
with F ∈ V s−1K and
|F |V s−1K ≤ CK,se
γt, γ ≥ 2σ0,
then u ∈ V sK and satisfies the estimate
|u|V sK ≤ CK,se
γt.
By Fourier transforming with respect to y, we have
∂tuj = JL(jm0k0)uj + JFj, uj|t=0 = 0. for j = 1 · · · , K, (3.3.6)
where uj, Fj are the jth Fourier modes in y of u and F respectively. Thus the problem is
equivalent to proving that if
|Fj|s−1 ≤ CK,seγt, γ ≥ 2σ0, for j = 1 · · · , K, (3.3.7)
then
|uj|s ≤ CK,seγt, for j = 1 · · · , K. (3.3.8)
Lemma 3.3.2 (Existence of uj). For any s ∈ R , there exists a unique uj ∈ Hs(R) solving
(3.3.6).
Proof. The proof of Lemma 3.3.2 is postponed in Appendix B.1.
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To prove (3.3.8), we first give a resolvent estimate. Take γ0 such that σ0 < γ0 < γ. For
T > 0, we introduce
G = 0, t < 0; G = 0, t > T ; G = Fj, t ∈ [0, T ], (3.3.9)
then (3.3.6) can be written as
∂tũj = JL(jm0k0)ũj + JG, ũj|t=0 = 0.
where ũj is the extension of uj such that
ũj|0≤t≤T = uj, ũj|t<0 = 0.
Then the Laplace transform yields that









Here for simplicity, we denote w as the Laplace transform of ũj for each given j.
Theorem 3.3.2 (Resolvent estimate). Let s ≥ 1. Let w be the solution of (3.3.10), then
there exists a constant C(s, γ0, K) such that for every τ , we have the estimate
|w|2s ≤ C(s, γ0, K)|H|2s−1. (3.3.11)
We will split the proof of the above theorem into Lemma 3.3.3 and Lemma 3.3.4.
Lemma 3.3.3. There exist M > 0 and C(s, γ0, K) such that for |τ | ≥M , we have
|w|2s ≤ C(s, γ0, K)|H|2s−1. (3.3.12)
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Proof. First prove the case when s = 1. Write
L(jm0k0) = L− (jm0k0)2∂−2x
where
L = −∂x((c− φ)∂x) + (φ′′ − 3φ− 2κ+ c) .
Then we decompose
w = αφ−1 + βφ0 + w⊥ (3.3.13)
such as
Lφ−1 = µφ−1, µ < 0; Lφ0 = 0; 〈Lw⊥, w⊥〉 ≥ c⊥w2⊥, c⊥ > 0. (3.3.14)
By Theorem 3.1.1, such a decomposition is available. Taking the inner product of (3.3.10)




∣∣∂−1x w∣∣20) = Re (〈JH,Lw〉+ 〈JH, (jm0k0)2∂−2x w〉) . (3.3.15)
By (3.3.14) and (3.3.15), we have
γ0
(
µα|φ−1|20 + c⊥|w⊥|20 + (jm0k0)
2
∣∣∂−1x w∣∣20) ≤ C (|H|0|w|1 + (jm0k0)2|H|−2 ∣∣∂−1x w∣∣0) ,
then
|w⊥|20 + (jm0k0)2
∣∣∂−1x w∣∣20 ≤ C (|α|2 + |H|2−2 + |H|0|w|1) . (3.3.16)
Taking the inner product of (3.3.10) with φ−1 and φ0 respectively, we have
(γ0 + iτ)α = −〈w,LJ φ−1〉 − (jm0k0)2
〈
J ∂−2x w, φ−1
〉
+ 〈JH,φ−1〉 ,
(γ0 + iτ)β = −〈w,LJ φ0〉 − (jm0k0)2
〈
J ∂−2x w, φ0
〉
+ 〈JH,φ0〉 .
Rewriting w as (3.3.13) for the first term on the right-hand side and combining the above
two equations, we have
(γ0 + |τ |) (|α|+ |β|) ≤ C
(
|α|+ |β|+ |w⊥|0 + (jm0k0)2
∣∣∂−1x w∣∣0 + |H|−2) . (3.3.17)
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Multiplying |α|+ |β| to (3.3.17) and by Cauchy-Schwarz inequality it follows that







∣∣∂−1x w∣∣20 + |H|2−2) ,











When |τ | > C +BC we have
|w|20 + (jm0k0)2
∣∣∂−1x w∣∣20 ≤ C (|H|0|w|1 + |H|2−2) . (3.3.18)
On the other hand,
〈w,Lw〉 = 〈w,−∂x ((c− φ)∂xw) + (φ′′ − 3φ− 2κ+ c)w〉
≥ a1|w|21 + 〈(φ′′ − 3φ− 2κ+ c)w,w〉
(3.3.19)
for a1 > 0. Replacing 〈w,Lw〉 in (3.3.15) with (3.3.19), we have
|w|21 + (jm0k0)2
∣∣∂−1x w∣∣20 ≤ C (|w|20 + |H|2−2 + |H|0|w|1) . (3.3.20)
Combining (3.3.18) and (3.3.20) yields
|w|21 + (jm0k0)2
∣∣∂−1x w∣∣20 ≤ C (|H|2−2 + |H|0|w|1) .
Consequently,
|w|21 + (jm0k0)2
∣∣∂−1x w∣∣20 ≤ C|H|20,
which proves the case s = 1.
For higher order estimates, (3.3.10) can be written as
(γ0 + iτ)w =
(
1− ∂2x


















For the first term on the right-hand side, we can rewrite it as
(
1− ∂2x
)−1 (−∂2x) ((c− φ)wx) = (c− φ)wx − (1− ∂2x)−1 ((c− φ)wx) . (3.3.22)
By induction, assume (3.3.12) is true for s. We prove that it is true for s+ 1. In the rest of
this proof, we denote O(∂kxw) as generic polynomial differential operator on w with highest
degree k.
Take the inner product of (3.3.21) with







where rs+1(x) is bounded which will be determined later. We have
Re
〈









































































































































































We want to use rs+1(x) to eliminate −(s + 12)φ
′ in (3.3.24) with (3.3.25), (3.3.26). On

















− (s+ 1)φ′rs+1(x) = 0,
(3.3.28)










One choice could be rs+1(x) = 0 when x ≤ −A and rs+1(x) satisfies (3.3.28) when x > −A.
Note that (3.3.28) can be written in a form of Bernoulli equation:
r′s+1(x) +
2γ0 + (2s+ 1)φ
′
c− φ




So when x > −A


















and rs+1(s) is bounded. Indeed, when x→ +∞, 2γ0+(2s+1)φ
′
c−φ is positive, and the forcing term
−(2s+ 1) φ′
c−φ → 0, which will prevent |rs+1(x)| → ∞.














Since |w|k is bounded by |w|s+1 and |w|1 for 1 < k ≤ s, by Cauchy-Schwartz inequality
|w|2s+1 ≤ C|H|2s,
which proves the lemma.
Lemma 3.3.4. For |τ | ≤M , we have
|w|2s ≤ C(s, γ0, K,M)|H|2s−1.





wx =− ∂3x ((c− φ)wx) + ∂2x ((φ′′ − 3φ− 2κ+ c)w)
− (jm0k0)2w + ∂2xH.
Then
(c− φ)∂4xw = (3φ′ + σ) ∂3xw + (3φ′′ + (φ′′ − 3φ− 2κ+ c)) ∂2xw
+
(





(φ′′ − 3φ− 2κ+ c)′′ − (jm0k0)2
)
w + ∂2xH.









= A(x, σ, j)V + ∂2xH.
Here




0 c− φ 0 0
0 0 c− φ 0
0 0 0 c− φ





′′ − 3φ− 2κ+ c)′′ − (jm0k0)2,
A42 = φ
′′′ − σ + 2 (φ′′ − 3φ− 2κ+ c)′ ,
A43 = 3φ
′′ + (φ′′ − 3φ− 2κ+ c) ,
A44 = 3φ
′ + σ,





0 c 0 0
0 0 c 0
0 0 0 c
−(jm0k0)2 −σ −2κ+ c σ
 .
The proof of Lemma 3.3.4 is based on the following lemma:
Lemma 3.3.5 ([57]). Assume |A(x, σ, j)− A∞(σ, j)| ≤ Ce−α|x| and the spectrum of A∞(σ, j)
doesn’t meet the imaginary axis for Re(σ) > 0. Then
|w|s ≤ Cj,K,s|H|s−1.
Remark 3.3.3. The statement of the lemma is slightly different from [57, Lemma 4.2], but it
is essentially the same.
Based on the above statement, to prove Lemma 3.3.4, it suffices to show that the spectrum
of A∞(σ, j) doesn’t intersect the imaginary axis for Re(σ) > 0.
Proof of Lemma 3.3.4. The characteristic polynomial of A∞(σ, j) can be written as
cλ4 − σλ3 − (c− 2κ)λ2 + σλ+ (jm0k0)2,
which doesn’t have imaginary root for all j.
Now we are ready to show (3.3.8) and thus Theorem 3.3.1.
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e2(γ−γ0)tdt ≤ Ce2(γ−γ0)T . (3.3.30)
























3.3.3 Error estimate and final result
In this subsection, we will first give an error estimate and then prove Theorem 1.2.1.
Let uδ be decomposed as
uδ = Q+ vap + w.
From (3.3.2), w satisfies






x wx + v
ap





















The existence of w in (3.3.31) will be proved in the Appendix B.2. By Proposition 3.3.1,
we have
‖G‖s ≤ CM,sδM+2e(M+2)Re(σ0)t. (3.3.32)
The following priori estimate will be crucial for the proof of the instability result.
Lemma 3.3.6. Let w ∈ Hs(R× Ta) satisfy (3.3.31), then
d
dt
‖w‖2s ≤ C1 (C2,M,s + ‖w‖s) ‖w‖2s + C3,M,sδ2(M+2)e2(M+2)Re(σ0)t. (3.3.33)
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Proof. In this proof, we denote ∂k as the derivative with order k, O(∂kw) as the polynomial
differential operator on w with highest order k, and 〈·, ·〉 as the inner product in L2(R×Ta).
It suffices to consider the estimate for the highest order s. Apply ∂αx∂
β
y on (3.3.31) where
α + β = s and take inner product with ∂αx∂
β
yw. Here we choose s ≥ 2.



























yw) + JO(∂αx∂βyw), ∂αx∂βyw
〉
≤ C‖w‖2s
since J is bounded on Hs(R× Ta).







x wx + v
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∥∥O(∂[ s2 ]+1(w + vap))∥∥
L∞


















































































































































































‖w‖2s ≤ C1 (C2,M,s + ‖w‖s) ‖w‖2s.
So by (3.3.32), (3.3.34)-(3.3.38), the estimate (3.3.33) is obtained.





where θ will be chosen later. Define T ∗ such that
T ∗ = sup{T : T ≤ T δ such that for any t ∈ [0, T ], ‖w‖s ≤ 1}.
Then by Lemma 3.3.6, when 0 ≤ t ≤ T ∗,
d
dt
‖w‖2s ≤ C1C2,M,s‖w‖2s + C3,M,sδ2(M+2)e2(M+2)Re(σ0)t.
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Note that C2,M,s is only related to v
ap. We can rewrite C2,M,s as θC2,M,s such that the new
C2,M,s is depends on s and M but independent of θ and t. Then we have
d
dt
‖w‖2s ≤ (C1 + θC2,M,s)‖w‖2s + C3,M,sδ2(M+2)e2(M+2)Re(σ0)t.
We can choose M large enough and θ small enough such that
2(M + 2)− C1 − θC2,M,s > 1.












Now we are in the position to prove Theorem 1.2.1.
Proof of Theorem 1.2.1. Denote Π the projection onto the zero mode in y, i.e.






























Then by (3.3.39) and (3.3.40), for any l ∈ R,∥∥uδ(T δ, ·)− φ(· − l)∥∥
0
≥
∥∥Π (uδ(T δ, ·)− φ(· − l))∥∥
0
=
∥∥Π (uδ(T δ, ·)− φ(·))∥∥
0
=















when θ chosen appropriately, the estimate will be bounded below by a fixed η depending
only on s, which proves the theorem .
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4.0 Open question
1. Transverse stability of the CH-KP-II equation
We could ask a natural question, is the CH-KP-II equation, like the KP-II equation,




ut + 3uux + 2κux − 2uxuxx − uuxxx
]
x
− uyy = 0. (4.0.1)
To prove spectral stability, it suffices to show there is no unstable eigenmode, while for
nonlinear stability, a promising track is to follow the methods in [49, 50], which are mentioned
in Section 1.2.
2. Asymptotic stability of the CH equation
Based on the orbital stability, we can ask a further question: For dispersive equations,
when the initial data stays close to family of solitary waves, will it eventually evolve into a
number of solitons (related to the energy for the initial data) plus a radiation term? This
problem is called the asymptotic stability of solitary waves. In fact, there is an even stronger
argument which is called the soliton resolution conjecture: Is the above argument true for
”generic” initial data ?
Now let’s back to the problem of the asymptotic stability. The pioneering work is by
Pego-Weinstein [53], they proved that for subcritical generalized KdV equations:
ut + uxxx + u
pux = 0, (4.0.2)
family of solitary waves are asymptotically stable when p = 1 (KdV) and p = 2 (modified
KdV) or 3 ≤ p < 4 and the linearized operator around solitary waves has no eigenvalue in
L2 other than 0. They require that the initial data should exponentially decay. Later, Mizu-
machi [48] refined the result, his argument only required the initial data to be polynomially
decay. A breakthrough in this problem is made by Martel-Merle [43, 44]. The initial data in
their paper only requires to be in the natural energy space H1. In their work, to characterize
the long-time behavior, they constructed an asymptotic object, which is exactly the solitary
waves mentioned above when time goes to infinity. In [45], they gave a more direct method
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without constructing the asymptotic object. Furthermore, in [46], they extended the result
to the gKdV equation with general nonlinearity. For much more detailed account, we can
turn to [65].
For the asymptotic stability of the CH equation, Molinet [52] proved the case when κ = 0.
Since under this situation, the solitary wave becomes a peakon which is no longer smooth,
he devised a completely new method to overcome the difficulty. For the case when κ 6= 0,
the most recent result is by Dika-Molinet [32], they proved that any global solution that
is H1-localized and moves fast enough to the right decays exponentially in space uniformly
with respect to time. The main difficulty for the case that κ 6= 0 is the spectral analysis.
To prove the orbital stability, as mentioned in Section 1.2, we can transform the problem
to analyzing a self-adjoint operator. However, for the problem of the asymptotic stability, if
we want to employ the method of Martel Merle in [43, 44], we need to analyze the original
linearized operator about a modulated solitary wave, which is quite complicated.
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Appendix A Proofs from Section 2.1.1
In this appendix we provide the proofs of the properties for the stationary wave problem
(2.1.1) stated in Section 2.1.1.
Proof of Lemma 2.1.1. If there is an x1 such that η(x1) ≥ 0. This property, and the fact
that η(x) → 0 as x → ±∞, imply that η has a non-negative maximum on R. Suppose
that this maximum is at x0. Then from (2.1.1), either η (x0) = u (x0) = 0 or η
′′ (x0) > 0.
The latter being impossible at a maximum, we conclude the former two equalities. Also,
η′ (x0) = 0, and from (2.1.2), u
′ (x0) = 0. But then, since η, η
′, u, and u′ all vanish at x0,
the uniqueness theorem for ODE’s implies that η (x) = u (x) = 0 for all x, contradicting
the definition of a solitary wave, which must be non-constant. This completes the proof of
Lemma 2.1.1.
A quick application of the maximum principle also yields
Lemma A.0.1. Let (u, η) be a solitary wave solution. Then
(a) (−u, η) is also a solitary wave solution.
(b) If u ≥ 0 then u(x) > 0.
(c) If u ≤ 0 then u(x) < 0.
Proof. Part (a) follows directly from (2.1.1). For (b), suppose that u(x) ≥ 0 and that
u(x1) = 0 for some x1. Since u is non-negative it must be the case that u
′(x1) = 0. Thus, by
uniqueness of the constant solution (u, u′) = (0, 0) of
−au′′ = u(1 + η),
we conclude that u(x) ≡ 0. In this case, η′′ = η on R. But since the orbit is homoclinic,
η must be bounded, which implies that η (x) = 0 for all x as well, and this contradicts the
definition of solitary waves and Lemma 2.1.1. Part (c) follows by a similar argument.
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If (u, η) is a solitary wave solution with u <
√
2, then 1− u/
√
2 > 0. Then from maximum
principle we know that h ≡ 0.
Substituting h = u−
√
2η = 0 into (2.1.2) we get


































The remainder of the proof follows the same argument as before, with w replacing h.
57
Appendix B Proofs from Section 3.3
B.1 Proof of lemma 3.3.2
Proof of Lemma 3.3.2. By Duhamel’s principle, it suffices to prove the existence of solution
for the homogeneous equation:































it suffices to study the operator





since other terms are just bounded perturbation.
Consider A : Hs+1(R) ∩ D (∂−1x (R)) → Hs(R), where D(∂−1x (R)) = F−1 {u : û(0) = 0}
and F is the Fourier transform with respect to x. We first prove that
〈Au, u〉Hs ≤ ω 〈u, u〉Hs (B.1.2)
for some ω > 0. For (c− φ)∂x,





〈∂αx ((c− φ)ux), ∂αxu〉
≤ 〈∂sx((c− φ)ux), ∂sxu〉+ ω1 〈u, u〉Hs .
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It reduces to control order s term, and we have
〈∂sx((c− φ)ux), ∂sxu〉 =
〈













































+ ω3 〈u, u〉Hs
= 0 + ω3 〈u, u〉Hs .
Next we prove that λ − (A − ω) is surjective for λ > 0. Since by ( B.1.2), there is no
point spectrum larger than 0. It suffices to prove that λ > 0 is not in the essential spectrum
of A− ω. It is enough just to consider the essential spectrum of its limiting operator
c∂x − (jm0k0)2(1− ∂2x)−1∂−1x − ω.
By using Fourier transform it is clear that λ > 0 is not in the essential spectrum of the
above operator. Based on all the above, by Lumer-Phillips theorem [33], the lemma is
concluded.
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B.2 Existence of solution in (3.3.31)
Proof. The proof follows the idea of [27, 51]. Consider the regularized problem
∂tw





















1− ∂2x + ε∆2
)−1





It can be derived from fixed point argument that the solution wε exists. Indeed, since J ε
maps Hs → Hs+3, it suffices to choose a unit ball in C([0, tε]) for the contraction mapping.




‖wε‖2s ≤ C1 (C2,M,s + ‖wε‖s) ‖wε‖2s + C3,M,sδ2(M+2)e2(M+2)Re(σ0)t.
Then for each ε, we define T ε
T ε = sup{T : ‖w‖s ≤ C2,M,s for 0 ≤ t ≤ T}.
Then for each ε such that T ε < 1, we have
d
dt





















Since T ε < 1, for t sufficiently close to T ε,
1√
C3,M,sδ2(M+2)e2(M+2)Re(σ0)s
− 2C1(t− s) > c > 0
for all ε such that T ε < 1. So there exists T such that ‖wε‖2s is uniformly bounded on
[0, T ] for all ε when T ε < 1. Then for all ε, ‖wε‖2s is uniformly bounded on [0, T̃ ] where
T̃ = min(T, 1). And from ( B.2.1), {∂twε} is uniformly bounded in L∞([0, T̃ ];L2R×Ta). Then
by Aubin-Lions lemma, we obtain a solution u ∈ L∞([0, T̃ ], HsR×Ta) for (3.3.31).
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