In wireless sensor networks, the many-to-one data communication pattern induces high collision losses as multiple transmissions cause contention and interference along the paths from sources to the sink. This paper proposes a low-overhead MAC layer solution to address the high contention problem to improve system throughput and reduce energy consumption. Periods of burst transmissions with reduced contention from neighboring nodes are exploited to efficiently clear up backlogged queues and improve the performance of CSMA. Through analytical modeling we characterize the expected performance improvement. Using extensive simulations on ns-2 and experiments on the 49-node sensor network testbed (Kansei) running TinyOS, we show that the proposed scheme can increase the throughput by up to a factor of four.
Introduction
Energy and channel capacity are two critical resources in wireless sensor networks. When a large number of nodes start reporting data, sensor networks easily get overwhelmed by high contention and interference along adjacent multihop routing paths and in the neighborhoods of data collection points such as the sink. This leads to inefficient use of these resources. Various approaches have been proposed to mitigate this problem, such as improved MAC layer designs [1, 2] and back-pressure techniques at the link layer [3] [4] [5] [6] . In [1] , a hybrid TDMA/CSMA approach is proposed to address congestion near the sink. However, it requires specific capabilities only available at the sink. ZMAC [2] is another hybrid TDMA/CSMA based solution, but it requires global time synchronization and distributed slot assignment using the DRAND [7] protocol, which significantly increases the complexity and overhead of the protocol. In addition, the computation of the TDMA schedules is expensive in dynamic environments where the traffic sources change with time. Back-pressure based mechanisms for congestion control [3] [4] [5] [6] operate over the MAC layer to maintain the queue size at acceptable levels to avoid queue drops. As these mechanisms are not integrated into the MAC layer where congestion is first observed, their impact on performance improvement is limited.
The convergecast traffic pattern of wireless sensor networks leads to high load at nodes that are aggregating data. We demonstrate this problem by using simulations in a 1000 Â 1000 m 2 network of 1000 nodes. An event with radius 100 m is randomly generated in the network and data is forwarded over the Steiner tree joining the source nodes to the sink. We increase the offered load by increasing the event radius. Fig. 1 shows that increase in the amount of data generated leads to sharp decrease in throughput. This trend is observed for data collection with or without aggregation.
In this paper we seek to design a low-overhead MAC layer solution to address the overload problem in wireless sensor networks. Our solution is based on the observation that throttling sensors' reports to prevent simultaneous transmissions can reduce contention and increase throughput [13, 14] . We propose a burst scheduling approach at the MAC layer specifically designed to mitigate the overload problem. The scheduling overhead is reduced as a burst of packets as opposed to a single packet is scheduled for transmission. If a node observes an increase in its queue backlog, it performs a low-overhead coordination with neighboring nodes to reserve a period for transmitting a packet burst. By alleviating contention during the burst periods, throughput is boosted for transmissions from sources to the sink. In addition, by explicitly addressing backlogged queues, overall queue drop rate decreases and network performance is improved. We make the following contributions in this paper.
We propose a low overhead packet bursting based approach called ClearBurst, for mitigating overload at any node in the network. We analytically model the expected performance gains for representative network scenarios by extending the analysis techniques used in Bianchi's work [8, 9] . We perform extensive evaluation using ns-2 and show that Clearburst can improve throughput by two folds under high load and it is up to four times more energy efficient than CSMA. We present results from experiments on a large-scale indoor testbed based on implementation on TinyOS, and show that ClearBurst can have four times higher throughput and at least 20% more energy efficient than CSMA.
The organization of the rest of the paper is as follows. We contrast our work with related work in Section 2. Sections 3 and 4 present our proposed approach and analytical modeling of the proposed solution. Simulations and experimental results are presented in Sections 5 and 6. Applying ClearBurst in moving event scenarios is explored in Section 7. Section 8 concludes the paper.
Related work

Congestion mitigation at MAC layer
In order to alleviate interference and contention, various TDMA based MAC protocols [19] [20] [21] [22] and hybrid CSMA/TDMA techniques [1, 2, 23] have been proposed. TDMA based approaches [19] [20] [21] [22] suffer from high global time-synchronization and slot assignment overheads, which make them unsuitable for scenarios with changing traffic patterns. For example, in dynamic or moving event scenarios, not all the sensors need to report data to the sink. Thus, slots assigned to those sensors which do not have data to report are wasted. To improve channel utilization of traditional TDMA protocols in such scenarios, hybrid schemes have been proposed. ZMAC uses prioritized CSMA based transmissions in TDMA slots. In other words, if an unused slot is detected, other nodes can compete for that empty slot. Though this improves channel utilization, it has been shown in [1] that the performance of ZMAC degrades with time and falls back to that of CSMA due to clock drift. Furthermore, it is difficult for ZMAC to adapt to changing topology as it requires recomputation of slot assignments using the DRAND [7] protocol, which incurs an extra overhead of OðDÞ per node, where D is the maximum number of contending nodes in a neighborhood. Harvest [23] is also a hybrid MAC aiming for minimizing the slot assignment overhead. Harvest only uses four slots in a frame, meaning that only four nodes in a two-hop neighborhood can be assigned a slot. Harvest's slot assignment is randomized. Whoever chooses a slot first wins that slot. Once a node has finished transmitting all its data, it releases its slot and its one hop neighbors who did not get a slot previously can compete for that vacated slot. Although Harvest can complete slot assignment in Oð1Þ time, it still requires global time synchronization. FMAC [1] is a sink-oriented hybrid MAC protocol. It only mitigates congestion near the sink as the authors observe in the experiments that contention is more intensive around the neighborhood of the sink. For this reason, the neighborhood around the sink is named the intensity region in the paper. The sink constantly monitors the traffic from the sensors and dynamically tunes the depth of the intensity region. Nodes in the intensity region use TDMA, while nodes outside the intensity region use CSMA. Scheduling information is periodically computed and broadcast by the sink at a high power to all the nodes in the intensity region. As FMAC relies on the sink to compute TDMA schedules, it does not scale well and cannot quickly react to the onset of the congestion which arises deep in the network. In addition to the aforementioned global time synchronization and slot assignment overheads, none of the above TDMA based protocols addresses the special requirement of convergecast traffic pattern in sensor networks. Nodes performing data aggregation or those that are closer to the sink usually have to forward more traffic. As a result, they should have more bandwidth share of the channel. However, to the best of our knowledge, this issue is not addressed by existing TDMA protocols.
Congestion mitigation at higher layers
CODA [4] , Fusion [5] , IFRC [6] , and RAIN [3] are hop-byhop control based strategies for mitigating congestion in sensor networks. In CODA [4] , a weighted moving average of channel measurements combined with queue length assessment is used to determine the onset of congestion. Once congestion is detected, a node broadcasts back-pressure messages towards upstream nodes. Nodes that receive back-pressure messages throttle their transmission rates and determine whether to propagate the back-pres- In other words, IFRC reduces the rate more aggressively if congestion remains and queue length continues to grow after a rate deduction. On the other hand, if there is no congestion, a node additively increments its rate. In addition to rate control, IFRC shares a node's congestion with its two-hop neighbors by including the rate and queue length information of a node itself and its most congested child in the packet header. Each node sets its rate to the smaller of its own rate and the rates of its neighbors and their children. Unlike IFRC which uses multiple queue length thresholds, RAIN [3] uses a single small queue length threshold (queue length threshold of size 1 is used in the paper) to detect congestion and create a back-pressure. Using a small queue length threshold allows congestion to be detected at an early stage. It also ensures that the back-pressure can be quickly propagated toward the source. The concept of AIMD is also adopted in RAIN, but it is implemented as a light-weight transport protocol called ReTP. ReTP can be light weight because packet losses due to contention or congestion are rare, and it only has to deal with routing failures. In contrast to these higher-layer approaches, ClearBurst addresses congestion at the MAC layer. These approaches can be used to further improve the performance of ClearBurst. Certain protocols [24, 25] designed primarily for reliability also include mechanisms for congestion control. PSFQ [24] is a reliable data dissemination protocol that also attempts to address congestion by controlling the rate of pumping packets into the network. PSFQ uses two timers, T min and T max , to control the rate of pumping and relaying packets respectively. The source node broadcasts a packet every T min interval until all the data fragments are sent out. T min is long enough for neighboring nodes to recover lost fragments while not overwhelming the network. Relay nodes randomly back off for an interval between T min and T max before relaying data fragments to prevent collisions. Furthermore, to avoid congestion, the relay of a data fragment will be suppressed if it has been broadcast in the same neighborhood for at least four times. In ESRT [25] , sensor nodes monitor their buffer levels and notify the sink of the congestion condition by setting a congestion notification bit in the packet header. The sink, in turn, informs the source nodes to appropriately adjust their reporting rates with the goal of increasing reliability while conserving energy. These higher layer mechanisms are orthogonal to our work and they can be used along with ClearBurst to provide support for reliability and congestion control.
Architecture for congestion mitigation
In Siphon [26] , a few nodes with a high-bandwidth second tier radio interface, called virtual-sinks, are randomly deployed in the network. Whenever congestion is detected, packets are redirected to a nearby virtual sink and then sent to the next virtual sink which is closer to the real sink using the more powerful second-tier radio. The need for a powerful second-tier radio interface makes it a more expensive solution. Moreover, virtual sinks can still suffer from congestion.
Design of ClearBurst
To mitigate the overload problem at data collection nodes, we propose ClearBurst in the MAC layer to coordinate media access for sensor nodes. ClearBurst has three phases. They are C-node election, congestion detection, and burst scheduling. When an event is detected, the sensor in the event region and closest to the sink is elected as the C-node. A steiner tree connecting all the source nodes and the sink is then constructed. Once the tree is constructed, all the source nodes send data toward the C-node for aggregation. If the application requires high reporting rate, the C-node and its immediate one-hop upstream nodes will soon be overloaded. ClearBurst uses queue length as an overload indicator. When any one of C-node's immediate one-hop upstream node detects overload, ClearBurst uses a small time window to reserve the channel in the two-hop region of the C-node and the node that detects overload. Three dedicated slots are reserved for the node that detects overload, the C-node, and C-node's immediate downstream node, respectively. During these three reserved slots, these three nodes initiate burst transmission in order. This reduces contention and packets can be forwarded out of the intensive contention area toward the sink quickly. As a result, overall throughput is increased and energy wastage due to collision and contention is minimized. After a burst duration ends, all the nodes fall back to the CSMA operation and the next burst transmission is not triggered until overload is detected again. The detailed descriptions of these three phases is provided in the remainder of this section.
C-node election
First a C-node is elected for a set of sources to act as a data collection point as well as a schedule coordinator. Although a TDMA-based approach can reduce contention, it will also incur high overhead for time synchronization and slot assignment. Using a C-node as the coordinator not only eliminates these overheads but also makes the schedule adaptive to dynamic traffic and unpredictable topological changes. In addition, the C-node can serve as an aggregation point that aggregates raw data packets and reduces the amount of information transmitted in the network.
Many cluster-head election and tree construction algorithms have been proposed and can be adopted. For example, the cluster-head election, tree construction and migration approach described in [10] can be used to elect the C-node and to construct and maintain the tree. However, it is crucial that the C-node is elected quickly and efficiently at the routing layer so that we can respond to emerging congestion instantaneously while minimizing overheads.
The election protocol selects one of the sensors in the event region that is closest to the sink as the C-node and builds a spanning tree rooted at the C-node. This approach has several advantages. First, instead of using the shortest path, forwarding packets to the C-node increases the opportunity of early aggregation. Second, once data is aggregated, they can be forwarded toward the sink by burst transmissions to avoid delay and collision caused by intensive contention around the event region. Third, if the subgraph containing all of the source nodes are connected, this heuristic can compute an optimal data collection tree [11] . Fourth, building a spanning tree rooted at the C-node can be achieved by simple extensions to existing routing protocols such as MintRoute [28] .
When an event is detected, all nodes that can detect this event start generating reports at a low rate and forward the packets to the sink using the shortest path. Besides raw data, these low data rate reports include the ID of the node generating the packet, its hop distance to the sink and to its chosen C-node, and the C-node's hop distance to the sink. Initially, every source node chooses itself as the C-node. If a node learns that any of its neighbor's chosen C-node is closer to the sink or is equally close to the sink but with a smaller ID, it chooses that C-node as its C-node, and sets that neighbor as its parent. If more than one downstream nodes choose the same best C-node, the one with stronger signal is picked as its parent. When a node observes that all its neighbors have reached a consensus on the C-node's location, it can start reporting data at the rate specified by the application and the C-node election and tree construction phases end. If the diameter of the subgraph connecting all the source nodes is d, then the time complexity of this C-node election and tree construction process is OðdÞ.
Congestion detection
When the traffic load is low, the nodes use a CSMAbased protocol to transmit their packets since the CSMA-based approaches perform well in low traffic scenarios. However, when the traffic load is high, its performance drops significantly due to the congestion caused by high contention and collisions. Various congestion indicators have been proposed, such as the number of packets in the queue [3, 5, 6] , the channel utilization [4] , and queue length information of neighbor nodes [12] . To minimize the overhead, we adopt queue length as the congestion indicator in ClearBurst as accessing queue length does not require any energy-consuming signalling or overhearing. Furthermore, it has been shown in [5, 6] that using queue length as the congestion indicator is as good as channel sampling for convergecast traffic in sensor networks. When the number of packets in the transmission queue exceeds a predefined threshold, ClearBurst steps in and starts coordinating the transmissions. As the bottleneck is likely to happen around the C-node, ClearBurst coordinates the transmissions only for nodes near the Cnode to minimize the control overhead. Multiple C-nodes for coordination is possible if these C-nodes are not interfering with each other and we leave it for future work.
Burst scheduling
To start the coordination, children nodes of the C-node signal the need for burst transmission by setting the request bit in the data packet header. When the C-node receives a packet with the request bit turned on and if it is not serving any burst transmission, it grants the request by piggybacking the acknowledgement in outgoing data packets. The child node can overhear the data packets and learn that its request has been granted. The child node whose request is granted is called an active node. The request and acknowledgement handshake serves the purpose of reserving the channel for the burst transmission. Because the interference range is usually larger than communication range, this scheduling information needs to be propagated to the nodes that may interfere with the burst transmission as demonstrated in Fig. 2(a) .
To make sure that these potential contending nodes and interfering nodes are shut off during burst periods, ClearBurst uses a small time window after the handshake to propagate the scheduling information before starting the burst period. During this small time window, nodes can still access the channel using CSMA, but all the nodes, who have learned the scheduling information by overhearing, help propagate the information by piggybacking it in every outgoing data packet. The number of hops to propagate the information can be controlled by the TTL field in the packet header (TTL of 2 was used in simulations and experiments). When the burst schedule propagation time ends, the node requesting for the burst transmission can start its burst transmission.
A burst period consists of three slots. As demonstrated in Fig. 2(b)-(d) , the first slot of length k is used by the active node to transmit packets to the C-node. The second and the third slots are used by the C-node and its parent node to forward packets to the sink. Assuming that the Cnode aggregates packets with aggregation ratio q as shown in Fig. 2(e) , the time required to forward the aggregated packets is l ¼ qk. If we do not reserve slots for the C-node and its downstream node to forward their packets, when a burst period ends and all the nodes resume their transmissions, they will have very little chance to forward these packets because it has to compete for the channel with other nodes in the interference range. Reserving dedicated slots for the C-node and its parent to transmit their packets in a burst can avoid queue buildup at these nodes.
During a burst period, both the active node and the Cnode keep announcing the progress of the burst operation by including the remaining time of the burst period in data packet headers. Any neighboring node who missed the schedule information during the schedule advertisement time window and overhears the scheduling information freezes its transmission immediately. This further minimizes the chance of interference during burst periods.
Due to unpredictable channel conditions and unsynchronized clocks and duty cycles, some nodes may miss the scheduling information of a burst period and still try to access the channel. In order to let the active node dominate its use of the channel under potential interference from its neighbors, the active node uses smaller initial backoff and contention window sizes. This helps suppress unexpected transmissions originating from the neighbors of the active node and the C-node during burst periods. The smaller initial window size also helps to minimize the overhead of initial backoff and improve channel utilization during burst periods.
When the burst period ends, all the nodes go back to the CSMA mode to contend for the channel, and other children nodes of the C-node whose queue lengths exceed the threshold can start requesting another burst transmission. R.
Performance analysis
In this section we analytically derive the throughput and energy efficiency of the ClearBurst protocol.
Throughput
We adapt Bianchi's work [9] for our analysis. However, in the simulation we found that the ''capture" phenomenon has a huge impact on overall throughput when the contention is high. The capture effect is not modeled in [9] . In this section we consider the capture effect and derive the corresponding throughput. First, we need the probability that a node transmits in an idle slot, called the transmission probability s. The backoff mechanism in MAC layer determines the transmission probability. The default MAC layer in sensor nodes, e.g. Mica2, uses fixed initial and random backoff window sizes. The initial backoff window size is 16. If the channel is busy during the first transmission attempt, nodes randomly backoff with window size 32. To simplify the analysis, we assume that the backoff window size is always W.
Using a discrete time Markov chain with W states as in [9] we can easily show that in the steady state, the transmission probability, s, is 2 Wþ1
. With s, we can derive the probability that a transmission is a success or a collision. Second, we need to know what is the probability that a ''capture" will happen if two nodes transmit at the same time. Though it is possible that capture can still happen if three or more nodes transmit at the same time, the probability is relatively small. Therefore, we ignore this case in the analysis.
A ''capture" happens if a packet with a stronger signal can be correctly decoded at the receiver in the presence of interference from a weaker signal. In the simulation we use the two-ray ground propagation model; therefore the signal strength is inversely proportional to the square of the distance. Suppose the capture threshold is C t . If nodes a and b transmit a packet to s at the same time with the same transmission power, the packet from node a can be decoded if the distance between s and b is at least ffiffiffiffi ffi C t p times longer than the distance between s and a, as shown in Fig. 3 .
We assume that N nodes are uniformly distributed within a circular region with radius R. All nodes are within interference range of each other and the receiver s is at the center of the circle. If we observe a tagged node whose distance to s is r. If r < R ffiffiffi ffi collide with the tagged node. Therefore, the probability for a node to successfully transmit a packet is
Eq. (1) is the conditional probability of a successful transmission given that a sender is at a distance r to its receiver. To derive the marginal success probability, we can integrate p defined in Eq. (1) from r ¼ 0 to R, and we get p s ¼
Note that p s is the conditional probability given that at least one node transmits.
To compute throughput for an individual node, we first compute the expected time it spends on a successful transmission, a collision, and the time the channel is sensed as busy and idle. These values can be approximated as the probability of occurrence of each condition, multiplied by the time spent on that condition. We then compute the expected amount of transmitted bytes of a successful transmission, which can be approximated as the probability of successful transmission multiplied by the data packet size, divided by the sum of the times spent on each condition to compute the throughput.
Therefore we need the probability and duration of each of the following conditions:
1. A node transmits and the transmission is a successful transmission. The probability of this condition is P s ¼ s Â p s , and the duration is T s , where T s is the time to transmit a data packet, ack packet, plus DIFS, SIFS time, and two propagation delays. 2. A node transmits but the transmission collides with others. The probability of this condition is P c ¼ s Â ð1 À p s Þ, and the duration is T d , where T d is the time to transmit a data packet plus DIFS and one propagation delay. 3. A node backs off due to a busy channel. There are two possibilities. First, the channel is busy because of a successful transmission. The probability is P bs ¼ ð1 À sÞ Â ðN À 1Þ Â s Â ð1 À sÞ NÀ2 , and the time is T s . Second, the channel is busy because of a collision. The probability is P bc ¼ ð1 À sÞ Â ½1 À ð1 À sÞ
NÀ1
ÀP bs , and the time is T d . 4. The channel is idle. In such a case, the probability is P i ¼ ð1 À sÞ N , and the time is a time slot q.
Therefore the throughput of a node operating a CSMA MAC is t C r r a s b Fig. 3 . If a and b transmit their packets to s at the same time, a's packet can still be correctly decoded at s due to the capture effect.
where D is the packet size.
ClearBurst reserves a few slots of the channel for sources, the C-node, and downstream nodes of the C-node, to forward the packets to the sink in a burst, as shown in Fig. 2(e) . Assume that there is no other nodes transmitting during these reserved slots and the C-node does not aggregate packets, i.e. q ¼ 1, and the length of schedule advertisement time window is l. We can compute the throughput of the C-node as there is only one node transmitting, i.e. N ¼ 1, multiplied by the ratio of its slot to the entire epoch of a burst period, which is k 3kþl . However, for those intermediate nodes on the path from the C-node to the sink, they have to contend for the channel with their two-hop upstream nodes and two-hop downstream nodes. Therefore, the throughput of intermediate nodes can be computed by considering N ¼ 5. Note that this computed throughput will be smaller then the throughput of the Cnode. Thus, the system throughput of ClearBurst is equal to the throughput at intermediate nodes.
In simulations, the data packet size is 40 bytes, the ack packet size is 12 bytes, and the bandwidth of the radio is 19.2 kbps. By plugging these numbers into Eq. (3), we can get the analytic throughput of CSMA. For ClearBurst, since the system throughput equals the throughput of intermediate nodes, we use N ¼ 5 and Eq. (3) to compute its analytic throughput.
We run simulations on CSMA and ClearBurst and compare the results with our analysis. The simulation methodology is described in Section 5. For 100 Â 100 m 2 event size, there are approximately 15-30 source nodes when the network is deployed with 500-1000 sensors, all are within interference range. The results are shown in Fig. 4 . We can see that the throughput of CSMA drops as the network density increases, while ClearBurst remains similar across different network densities and performs much better than CSMA. This confirms our claim and demonstrates the benefit of ClearBurst.
Energy consumption
In this section, we analyze the energy consumption of CSMA and ClearBurst protocols. When contention is intensive, the probability of collision is high. If a collision happens, a node has to retransmit the packet. Therefore, we use the expected number of transmissions to successfully transmit one packet as the metric to compare the energy efficiency of ClearBurst and CSMA. The metric called normalized number of transmissions is defined as:
where TX success is the number of successfully transmitted packets, TX collision is the number of collisions, and TX ack is the number of ACK packets. Assume that there is no collision for ACK packets, TX ack ¼ TX success . Therefore Eq. (4) becomes
In Eq. (2), we have computed p s , which represents the conditional probability of a successful transmission given that a node transmits. The conditional probability of a collision is therefore p c ¼ 1 À p s . Accordingly, Eq. (5) becomes
The expected number of transmissions for the entire network can be approximated by N Â E tx . For ClearBurst, when nodes are in the burst transmission mode, only the C-node can transmit, and there is no collision. Therefore, the expected number of transmissions for a successful transmission is two. When nodes are in the CSMA mode, the expected number of transmissions is simply E tx . In simulations, since burst transmissions occupy 90% of the simulation time and CSMA accounts for 10% of the simulation time, the expected number of transmissions for ClearBurst is 2 Â 0:9 þ ð2 þ p c =p s Þ Â 0:1. Fig. 5 shows the analytical and simulation results. In analysis, we do not consider the transmissions of intermediate nodes that are on the path from the C-node to the sink because it depends on the distance between the Cnode and the sink. However, in simulations, all transmissions in the network are considered for computing E tx . Therefore there are small gaps between the analysis and simulation results. However the trends are similar. When node density increases, CSMA consumes more energy for each successfully received packet. 
Simulations
To study the performance of ClearBurst, we use ns-2 to conduct extensive simulations using random topologies with various node densities, event sizes and source rates. We also studied the impact of event mobility, aggregation ratio and different queue length thresholds that are used to trigger Clearburst. Performance metrics include throughput, energy tax, latency, and fairness. Energy tax is defined as ðTX data þ TX ack Þ=R, where R is the number of packets received at the sink, TX data is the total number of transmissions for data packets and TX ack is the total number of transmissions for ACK packets. Energy tax represents the average number of transmissions required to forward a packet to the sink. Fairness is evaluated by Jain's fairness index [27] . Table 1 shows the parameters used in the simulations. We compare the performance of ClearBurst with Carrier Sense Multiple Access (CSMA) and CSMA with Shortest Path Routing (CSMA + SP). In CSMA, all data packets are forwarded to the same C-node as in ClearBurst before they are forwarded to the sink. Whereas, in CSMA + SP, data packets follow shortest-path routes to the sink. All results are generated based on the ER model (all source nodes are within a certain radius of the event center), and packets with the same time stamp can always be aggregated.
Network density
We randomly generated six sensor networks of area 1000 Â 1000 m 2 to evaluate performance for different network densities, with 500-1000 nodes uniformly distributed in the network. The sink is at the bottom left corner. Sensors within the event region generate traffic at a constant rate of 2 pkts/s. For each simulation, 30 static events with 100 m radius are randomly generated. The average throughput, energy tax, latency, and fairness index with 95% confidence intervals are plotted in Fig. 6(a) , (b), (c) and (d) respectively. As network density increases, more sensors are in the event region. This increases the channel contention and results in more collisions which leads to packet drops in CSMA. Even worse, the C-node has little chance to forward packets accumulated in its queue. Therefore, even though packets are successfully delivered to the C-node, only a few of them can be forwarded toward the sink, which results in low throughput and energy efficiency in CSMA as shown in Fig. 6(a) and (b) . By observing the queue length at the C-node, we found that the problem is due to contention induced queue overflow. Similar results can also be observed in CSMA + SP. However, it is important to note that using shortest path routes reduces the chance of early aggregation. Thus, CSMA + SP has the lowest throughput. Furthermore, in CSMA + SP, packets along interfering paths have to compete for the channel, which results in 50% higher energy consumption and latency than ClearBurst. In contrast to CSMA and CSMA + SP, ClearBurst has the highest throughput, lowest energy tax and a moderate latency between CSMA and CSMA + SP. This shows that ClearBurst successfully resolves the contention around the C-node. However, it should be noted that the design of ClearBurst favors the C-node and its children nodes because burst transmission is only applied at these nodes. Thus, we restrict these node such that they cannot generate a packet until a total number of n packets are received, where n is the number of immediate upstream nodes. After applying this policy, ClearBurst shows the same fairness level as the other two protocols as shown in Fig. 6(d) .
Source rates
In this set of simulation, we fixed the number of nodes at 1000, and event radius at 100 m and varied the source rate from 0.5 pkt/s to 6 pkt/s. In Fig. 7(a) and (b) , we can observe similar results as those for different network densities in Fig. 6(a) and (b) . As the source rate increases, contention becomes more intensive causing the throughput of CSMA and CSMA + SP decline. However, when the source rate is as low as 0.5 -1 pkts/s, CSMA outperforms ClearBurst. This is due to the fact that there are only 31 sensors in the event region and they generate traffic at a low rate (less than 1 pkt/s). CSMA can efficiently arbitrate transmissions among sensor nodes without incurring signalling overhead. However, as the source rate increases beyond 1 pkts/s, CSMA's throughput decreases and latency and energy tax increase dramatically. Note that when the source rate is low, CSMA + SP still has the lowest throughput. This is, again, due to the fact that shortest-path prohibits aggregation and long interfering routing paths increase the transmission delay and the collision probability (see Fig. 8 ).
Event radius
To evaluate the impact of the event size, we fix the network density at 1000 nodes and vary event radius from 50 m to 200 m. In this set of simulations, we can see a clear trend of performance degradation of CSMA. When the event radius is small, CSMA can arbitrate the channel access efficiently. Thus, it has similar performance as ClearBurst. As the event radius grows, CSMA's throughput drops and energy tax and latency increase dramatically.
In contrast, ClearBurst's throughput and energy tax remain steady until the event radius becomes larger than 100 m. When the event radius goes beyond 100 m, the performance of ClearBurst starts falling as well. By examining the packet reception and transmission of C-node, we found that ClearBurst successfully clears up all packets accumulated in C-node's queue. But the reception rate during the CSMA duration is low. Therefore, the overall performance degrades.
Aggregation ratio and queue length thresholds
In sensor networks, data aggregation is an effective technique for reducing energy consumption and traffic load in the network. Here, we study the impact of aggregation ratio on CSMA, CSMA + SP and ClearBurst. The aggregation ratio is defined as the number of raw packets that can be aggregated to a single packet. To find out the impact of different burst sizes on the performance of ClearBurst, different queue length thresholds are used to trigger burst transmissions. Figs. 9(a) and (b) present the impact of aggregation ratio on throughput and energy efficiency. We observe that, the higher the aggregation ratio, the higher the throughput and energy efficiency. This is true for all three protocols. However, it should be noted that when the aggregation ratio is high, CSMA outperforms CSMA + SP in terms of throughput. This performance gain comes from aggregation. ClearBurst increases this gain further by reducing contention around the C-node. Furthermore, it should also be noted that even though CSMA's throughput improves as the aggregation ratio increases, its energy efficiency is still at least three times higher than the other two protocols (Fig. 9(b) ). In contrast, ClearBurst provides highest throughput with lowest energy tax. Fig. 10(a) shows the throughput of ClearBurst with different burst sizes when aggregation is turned off. It can be seen that, if aggregation is turned off, the larger the burst size, the higher the throughput. However, a larger burst size means packets must wait in the queue for a longer time before a burst transmission can be initiated. The longer queueing delay is reflected on latency which can be observed in Fig. 10(b) . In contrast, as shown in Fig. 11(a) , if aggregation is always possible, smaller burst sizes are better. This is because aggregation greatly reduces the amount of traffic in the network. If a larger burst size is used, packets must wait in the queue for an even longer time. This longer delay not only increases the overall packet delivery latency ( Fig. 11(b) ) but also lowers the throughput as fewer burst transmissions are triggered. These results suggest that when aggregation is always possible, smaller burst sizes are favored.
Experiments
We implement ClearBurst on TinyOS [15] to evaluate its performance in a real environment. Fig. 12 shows the architecture of ClearBurst TinyOS implementation [15] . To support the functions required by ClearBurst, we extended the MacControl interface to include the following commands and events.
1. SetPriority: Specify the priority. When MAC is in the high priority mode, it uses smaller initial backoff and contention window size. 2. SetSlotLength: Set the length of the burst period needed to flush BURST_THRESHOLD packets in the queue. 3. SlotExpired: An event used by the MAC layer to inform ClearBurst module that the specified burst period or CSMA period has ended.
A circular queue of size 32 is implemented for ClearBurst. The ClearBurst module interacts with the circular queue through the CirQueueControl interface. CirQueueControl interface provides three commands which include Enqueue, Dequeue, and Length. This circular queue serves as the TX queue which is shared by all the applications. Messages generated locally and packets being routed through a node are sent to the queue first. The ClearBurst module then pops one packet from the queue each time and transmits it to the next hop.
The ClearBurst module continuously monitors the queue length. If it exceeds the congestion threshold, ClearBurst intervenes packet transmission. Before sending a packet to the MAC layer, the ClearBurst module calls MacControl.SetSlotLength() command to pass the remaining time of the burst period to the MAC layer. The MAC layer stamps the remaining time in the header right before the packet is to be transmitted. Every time the SpiByteFifo.dataReady() interrupt handler in the MAC is executed, the remaining time of current burst period is decremented. When the time reaches zero, the MAC layer informs ClearBurst module by signaling a MacControl.SlotExpired event.
Experiments are conducted on the Kansei testbed [16, 17] with 49 nodes in grid topology. The sink is located at the bottom right corner. Eight nodes at the top left corner periodically send a packet to the C-node. In the experiments, C-nodes are manually selected.
As shown in Fig. 13(a) and (b), ClearBurst achieves four times higher throughput than TinyOS's CSMA MAC and yet is more energy-efficient. The results are similar to the results presented in the previous section. However, it clearly demonstrates that, even with a small network, the manyto-one traffic pattern in sensor networks has a severe impact on data delivery. Thus, transmission in the neighbor- hood of C-node must be coordinated, which validates the design of our protocol.
Discussion
Though we focused on static event in previous sections, we explore the possibility of applying ClearBurst in the scenarios where the event is mobile. In contrast to static events, when an event moves, the data collection tree should be reconfigured. New edges must be established to connect new source nodes to the tree, and old edges connecting to nodes that falls out of the event region should be pruned. Event tracking in sensor networks is a challenging problem [18] . Although protocols such as DCTC [10] can be used to construct and reconfigure the data collection tree to track the event, its signalling overhead is high. Furthermore, DCTC chooses the node closest to the event center as the root. In high data rate applications, contention around the tree will be extremely high. Thus, it is not applicable under high data rate applications. Therefore, instead of applying DCTC directly, we extend our C-node election protocol and design a distributed Cnode's migration protocol for the purpose of event tracking and tree reconfiguration.
In order to track the event, the C-node periodically monitors the movement of the event. If the event has moved farther then a predefined distance, it releases its role and designates one of the neighbors, which is in the event region and has the smallest hop distance to the sink, as the new C-node. If the C-node is migrated too often, signalling overhead will increase and ClearBurst is applied only for a short period of time before the next migration. On the contrary, if the C-node does not migrate until the event is far away, congestion arising at the event's new location cannot be resolved. Furthermore, if the C-node's location becomes deep in the event region after event's movement, it will experience more intensive contention and the number of slots needed for burst transmission will have to be increased. As a compromise, we choose to migrate the C-node when the event has moved farther than half of the communication range. After the migration is completed, both the new C-node and the old C-node announce the new C-node's location in their neighborhoods. This information is then propagated in the event region for tree reconfiguration. When a node receives the new C-node's location information, it follows the tree construction procedure described in Section 3 to select its new parent. To reduce the tree reconfiguration overhead, new Cnode's location information is only propagated in the region where reconfiguration is needed. In other words, if a node finds that its parent does not change after the C-node migration, it does not forward this information to downstream nodes. If the event does not move further, the new C-node can reduce or stop announcing its location information to minimize overhead.
We simulate moving events with 100 m event radius and random motion. The model used for events' moving pattern is random waypoint mobility model. All the sen- sors that can detect the event generate event status update at the rate of 2 pkts/s. Fig. 14 shows the throughput and energy tax under various event moving speeds. When event moves slowly, ClearBurst outperforms CSMA and CSMA + SP. Therefore, ClearBurst does have the potential to increase network throughput if a more efficient event tracking and tree reconfiguration protocol can be applied.
Conclusion
This paper addresses the overload problem around nodes that are aggregating data, and provides a solution to improve system throughput and reduce energy consumption. The proposed MAC layer solution makes use of burst transmissions with low-overhead local advertisements to avoid contention during the bust-periods. Using extensive simulations, we observe that our proposed approach can achieve up to two times higher throughput and four times higher energy efficiency than CSMA in static event scenarios, with an increasing performance gap as the network gets overloaded (higher node densities and/or larger event sizes). These observations are also supported by the experiments on the Kansei testbed on different data rates. To apply ClearBurst in moving event scenarios, the location of C-node must migrate as the event moves. Through extensive simulations, we showed that ClearBurst with the C-node migration protocol can have four times higher throughput and two times more energy efficiency than CSMA. However, when the event moves fast, ClearBurst does not show significant performance gain in comparison to CSMA + SP. The reason for this performance degradation is due to the overhead of C-node migration and the reconfiguration of the data collection tree. The latter is a time consuming operation which limits how fast the protocol can react to the congestion arising at the new location of the event. In summary, our proposed approach is highly suited for data collection applications in sensor networks, especially for static and slow moving events. As to fast moving events, a more efficient data collection protocol is needed for event tracking and fast congestion resolution. These requirements impose many challenges in different network layers and will be further studied in our future works.
