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Rejective subcategories of artin algebras and orders 1
Osamu Iyama
Abstract. We will study the resolution dimension of functorially finite subcategories. The subcat-
egories with the resolution dimension zero correspond to ring epimorphisms, and rejective subcategories
correspond to surjective ring morphisms. We will study a chain of rejective subcategories to construct
modules with endomorphisms rings of finite global dimension. We apply these result to study a function
rΛ : modΛ→ N≥0 which is a natural extension of Auslander’s representation dimension.
In the representation theory of artin algebras and orders, it often plays an important
role to study certain classes of subcategories of the module category. Typical examples
are given by subcategories induced by morphisms of rings (§1.3), and subcategories
induced by cotilting modules (§1.4). These subcategories are functorially finite in the
sense of Auslander-Smalo [AS1]. One object of this paper is to study functorially finite
subcategories from the viewpoint of its resolution dimension (§1.1). The subcategories
of resolution dimension zero is often called bireflective [St], and we shall show that
they correspond to ring epimorphisms (§1.6.1). We shall introduce a special class of
bireflective subcategories called rejective subcategories (§1.5), which was well-known in
the representation theory of orders and recently played a crucial role in the study of
representation-finite orders [I1,2][Ru1,2]. They correspond to factor algebras of artin
algebras, and overrings of orders (§1.6.1) which are non-commutative analogy of the
normalization in the commutative ring theory.
Another object of this paper is to study certain chains of rejective subcategories
called rejective chains (§2.2), which give a method to construct rings of finite global
dimension (§2.2.2). Recently, rejective chains were applied to give positive answers to
two open problems in [I3,4]. One is Solomon’s conjecture on zeta functions of orders
[S1,2], and another is the finiteness problem of the representation dimension of artin
algebras [A1][Xi1] (see §4.1.1). We shall formulate these construction of rejective chains
by using a certain functor FC (§2.3). Typical examples are given by preprojective partition
of Auslander-Smalo [AS2,3], and Bass chains of Drozd-Kirichenko-Roiter [DKR] and
Hijikata-Nishida [HN] (§2.3.4). It was first observed by Dlab-Ringel [DR4] that certain
chains of subcategories are related to quasi-hereditary algebras, introduced by Cline-
Parshall-Scott in the representation theory of Lie algebras and algebraic groups [CPS1,2].
In §3, we shall study the relationship between rejective chains and quasi-hereditary
algebras (§3.5.1), and calculate the global dimension of rings with rejective chains (§3.3).
We shall also relate neat algebras of Agoston-Dlab-Wakamatsu [ADW].
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In §4, we shall generalize the concept of the representation dimension of artin algebras
to orders over complete discrete valuation rings. We can apply the results in previous
sections to study the representation dimension of artin algebras and orders, since it equals
to the resolution dimension of finite subcategories (§4.1.2). The representation dimension
of artin algebras was introduced by M. Auslander [A1] as a homological invariant to
measure how far an artin algebra is from being representation-finite. We shall introduce
a function rΛ for an artin algebra or order Λ, whose value at Λ ⊕ DΛ equals to the
representation dimension (§4.1). Our rΛ would give us much more information, and would
be quite natural concept in Auslander’s philosophy, the homological approach to the
representation theory. Although rep.dimΛ does not distinguish tame hereditary algebras
and wild hereditary algebras (§4.1.4), we shall show that the supremum of rΛ determines
the representation type of hereditary algebras (§4.6.3) as an application of Rouquier’s
result on exterior algebras (§4.6). Moreover, we shall show that the value of rΛ(Λ) is
closely related to the reflexive-finiteness of Λ (§4.7.2). In §5, we shall study rΛ under
finite equivalences. We shall generalize the recent result of Xiangqian [X], any stable
equivalence preserves the representation dimension, by using the relative Auslander-
Reiten theory introduced by Auslander-Solberg [ASo].
Some results in this paper was announced in [I5] without proof.
0.1 Notations In this paper, any module is assumed to be a left module. For a ring
Λ, we denote by JΛ the Jacobson radical of Λ, and by ModΛ (resp. modΛ, pr Λ) the
category of (resp. finitely generated, finitely generated projective) Λ-modules. Mainly
we shall treat two kinds (1) and (2) of rings below, where it is well-known that their
representation theory have many common aspect [A2][Y].
(1) Let R be a commutative local artinian ring and E the injective full of the simple
R-module. An R-algebra Λ is called an artin R-algebra if it is a finitely generated R-
module. We have the duality D := HomR( , E) : modΛ↔ modΛ
op. Let inΛ := D prΛop
be the category of injective Λ-modules.
(2)[CR][Re] Let R be a complete discrete valuation ring with the quotient field of K.
An R-algebra Λ is called an R-order if Λ ∈ prR. Then Λ forms a subring of a finite
dimensional K-algebra Λ˜ := Λ ⊗R K. For an R-order Λ, a left Λ-module X is called a
Λ-lattice if X ∈ prR. We denote by lat Λ the category of Λ-lattices. We have a functor
(˜ ) := ( ) ⊗R K : lat Λ → mod Λ˜, and we have the duality D := HomR( , R) : lat Λ ↔
lat Λop. We call in Λ := D pr Λop the category of injective Λ-lattices.
Let Λ and Γ be R-orders and φ : Λ → Γ a morphism of R-algebras. We call Γ an
overring of Λ if Cokφ is an R-torsion module. An overring Γ of Λ with Kerφ = 0 is
called an overorder. An overorder of Λ can be regarded as a subring of Λ˜ containing Λ,
and an overring of Λ can be regarded as a subring of Λ˜/I containing (Λ + I)/I for an
ideal I of Λ˜. An order is called maximal if it has no proper overorder. It is well-known
that maximal order is hereditary.
0.2 Notations Let C be an additive category, C(X, Y ) := HomC(X, Y ), and fg the
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composition of f ∈ C(X, Y ) and g ∈ C(Y, Z). Throughout this paper, any subcategory is
assumed to be full and closed under isomorphisms, direct products, direct sums and direct
summands. We denote by JC the Jacobson radical of C. For a collection S of objects
in C, we denote by addS the smallest subcategory of C containing S. We call X ∈ C
an additive generator of C if addX = C. We denote by [S] the ideal of C consisting of
morphisms which factor through some object in S. For an ideal I of C, a factor category
C /I of C is defined by ob(C /I) = ob C and C /I(X, Y ) := C(X, Y )/I(X, Y ) for any
X, Y ∈ C. We call C Krull-Schmidt if any object is isomorphic to a finite direct sum of
objects whose endomorphism rings are local. We denote by ind C the set of isoclasses of
indecomposable objects in C.
A C-module is a contravariant additive functors from C to the category of abelian
groups. We denote by Mod C the category of C-modules, where (Mod C)(M,M ′) consists
of the natural transformations from M to M ′. Then Mod C forms an abelian category.
By Yoneda’s Lemma, C( , X) is a projective object in Mod C. We callM ∈ Mod C finitely
presented if there exists an exact sequence C( , Y ) → C( , X) → M → 0. We denote by
mod C the category of finitely presented C-modules.
0.3 Definition Let Λ be an artin algebra or order (0.1). For simplicity, we often
put MΛ := modΛ if Λ is an artin algebra, and MΛ := latΛ if Λ is an order. We call Λ
representation-finite if indMΛ is a finite set. Now let C be a subcategory of MΛ. We call
C closed under submodules (resp. factor modules) if X ∈ C (resp. Z ∈ C) holds for any
exact sequence 0 → X → Y → Z → 0 in modΛ with Y ∈ C and X,Z ∈ MΛ. We call
C closed under extensions if Y ∈ C holds for any exact sequence 0→ X → Y → Z → 0
in modΛ with X,Z ∈ C. We call C closed under images (resp. kernels, cokernels) if
Im f ∈ C (resp. Ker f ∈ C, Cok f ∈ C) holds for any f ∈ C(X, Y ).
1 Approximation and Rejective subcategories
1.1 Definition (1)[AS1] Let C be an additive category and C′ a subcategory of C.
We call f ∈ C(Y,X) a right C ′-approximation of X if Y ∈ C ′ and C( , Y )
·f
→ C( , X)→ 0
is exact on C′, or equivalently, C( , Y )
·f
→ [C′]( , X) → 0 is exact on C (0.2). We call
C′ contravariantly finite if any X ∈ C has a right C′-approximation. Dually, a left C′-
approximation and a covariantly finite subcategory are defined. We call C′ functorially
finite if it is contravariantly and covariantly finite.
We call a subcategory C ′ of C finite (resp. cofinite) if C′ (resp. C /[C′]) has an additive
generator (0.2). If Λ is an artin algebra or order in a semisimple algebra, then any finite
(resp. cofinite) subcategory of MΛ is functorially finite [AS1].
(2) Assume that an additive category C has kernels and cokernels, and C′ is a con-
travariantly finite subcategory of C. Then any X ∈ C has a right C′-resolution, which
is a complex · · · → Y2
f2→ Y1
f1→ Y0
f0→ X in C such that Yi ∈ C
′ and · · · → C( , Y2)
·f2→
C( , Y1)
·f1
→ C( , Y0)
·f0
→ C( , X) → 0 is exact on C ′. We denote by ΩnC′X the kernel of
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fn−1. We write C
′-resol.dimX ≤ n if X has a right C ′-resolution with Yn+1 = 0. We
call C ′-resol.dim C := sup{C′-resol.dimX | X ∈ C} the right resolution dimension of C′.2
Dually, a left C′-resolution, ΩnC′ opX , C
′ op-resol.dimX and C′ op-resol.dim Cop are defined.
When C is Krull-Schmidt, we call a right (left) C ′-resolution minimal if any fi is in
JC (0.2). One can easily show that any X ∈ C has a minimal right (left) C
′-resolution,
which is unique up to isomorphisms of complexes.
1.1.1 Proposition Let C and C ′ be in 1.1(2).
(1) C′-resol.dimX = pdC′ C( , X) and C
′ op-resol.dimX = pdC′ op C(X, ) hold for any
X ∈ C. Thus 0 ≤ gl.dim(mod C ′) − C′-resol.dim C ≤ 2 and 0 ≤ gl.dim(mod C′ op) −
C′ op-resol.dim Cop ≤ 2 hold.
(2) If any X ∈ C is a kernel (resp. cokernel) of some f ∈ C′(Y, Z), then C′-resol.dim C =
max{gl.dim(mod C ′)− 2, 0} (resp. C′ op-resol.dim Cop = max{gl.dim(mod C ′ op)− 2, 0}).
(3) If C = MΛ for an artin algebra or order Λ and C
′ is a functorially finite subcategory
of C, then gl.dim(mod C ′) = gl.dim(mod C′ op).
Proof (1) Since any right C′-resolution of X corresponds to a projective resolution
of C( , X) in mod C′, the former assertion follows. For any M ∈ mod C′, take a projective
resoution C ′( , Y )
·f
→ C′( , X)→ M → 0. Then pdC′ M ≤ C
′-resol.dimKer f +2 holds.
(2) Since 0 → C′( , X) → C′( , Y )
·f
→ C′( , Z) is exact, we have C′-resol.dimX =
pdC′ C( , X) ≤ max{gl.dim(mod C
′)− 2, 0}. Thus the assertion follows from (1).
(3) We only show the artin algebra case since the order case is similar. We have a
natural duality Mod C ↔ Mod Cop defined by (DM)(X) := D(M(X)). Since C forms a
dualizing variety by [AS1;2,3], we have an induced duality D : mod C ↔ mod Cop. Thus
the assertion follows.
1.1.2 The following is an immediate consequence [A1]. We shall use it in 4.1.2 again.
Corollary Let Λ be an artin algebra or order, and C a functorially finite subcategory
of MΛ. Then C
op-resol.dimMopΛ ≥ max{gl.dim(mod C) − 2, 0} ≤ C-resol.dimMΛ holds,
where the left (resp. right) equality holds if Λ ∈ C (resp. DΛ ∈ C).
1.1.3 Theorem Let Λ be an artin algebra or order, C a contravariantly finite subcat-
egory of MΛ such that Λ ∈ C and MΛ := MΛ/[C]. For any M ∈ modMΛ, take a projective
resolution 0 → MΛ( , Z)
·b
→ MΛ( , Y )
·a
→ MΛ( , X) → M → 0 of M in modMΛ. Then a
projective resolution of M in modM
Λ
is given by the sequence below.
· · · → M
Λ
( ,Ω2CX)→ MΛ( ,ΩCZ)→ MΛ( ,ΩCY )→ MΛ( ,ΩCX)→
M
Λ
( , Z)
·b
→ M
Λ
( , Y )
·a
→ M
Λ
( , X)→ M → 0
2When C = modΛ, Sikko [Si] denote C′-resol.dim C by gl.dim(C′,Λ). In this paper, we shall use the
notation C′-resol.dimX in [ABu] to consider arbitrary additive category C.
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Proof One can easily show that M
Λ
( , Z)
·b
→ M
Λ
( , Y )
·a
→ M
Λ
( , X) → M → 0
is exact (e.g. [I2;II.1.3(4)]). By M(C) = 0 and Λ ∈ C, we can take the following
commutative diagram, where f is a right C-approximation of X .
0−−−−→ Z b−−−−→Y a−−−−→X−−−−→0
↑ ↑ ‖
0−−−−→ΩCX−−−−→W
f−−−−→X−−−−→0
Taking the mapping cone, we have an exact sequence 0→ ΩCX → Z⊕W
(b
∗
)
→ Y → 0.
Thus 0 → MΛ( ,ΩCX) → MΛ( , Z ⊕W )
·(b
∗
)
→ MΛ( , Y ) → M
′ → 0 gives a projective
resolution of M ′ ∈ modM
Λ
. The assertion follows inductively.
1.1.4 By 1.1.2, C-resol.dimMΛ gave the value of gl.dim(mod C) for the subcategory
C. Now 1.1.3 implies that C-resol.dimMΛ also gives an upper bound of the value of
gl.dim(modM
Λ
) for the factor category M
Λ
.
Corollary Let Λ be an artin algebra or order, and C a contravariantly finite subcat-
egory of MΛ such that Λ ∈ C. Then gl.dim(modMΛ) ≤ 3(C-resol.dimMΛ)− 1 holds.
1.2 Definition Let C be an additive category. Recall that a subcategory C′ of C is
called coreflective (resp. reflective) if the inclusion functor C′ → C has a right (resp. left)
adjoint [St][HS]. Then C′ is a coreflective (resp. reflective) subcategory of C if and only if
C′-resol.dim C = 0 (resp. C′ op-resol.dim Cop = 0) holds. We often denote by ( )− : C → C ′
(resp. ( )+ : C → C′) the right (resp. left) adjoint functor of the inclusion functor C′ → C,
and by ǫ− (resp. ǫ+) the counit (resp. unit). Then 0→ X−
ǫ−
X→ X (resp. X
ǫ+
X→ X+ → 0)
gives a right (resp. left) C′-resolution of X ∈ C. We call C′ bireflective if it is reflective
and coreflective.
Proof Since ‘only if’ part follows from 1.2.1(1) below, we shall show ‘if’ part. Fix
a ∈ C(X1, X2). Let 0→ Yi
fi→ Xi be a right C
′-resolution for i = 1, 2. It is easily checked
that the functor ( )− : C → C ′ is defined by X
−
i := Yi and a
− ∈ C′(Y1, Y2) is the unique
morphism such that a−f2 = f1a. Since C
′( , Yi)
·fi→ C( , Xi) is an isomorphism on C
′, we
obtained a right adjoint functor ( )− of the inclusion functor C′ → C.
1.2.1 Proposition Let C and D be additive categories. Assume that F : C → D is a
left adjoint of G : D → C with the unit ǫ+ and the counit ǫ−.
(1)[AR2;1.2] D′ := add F C is a contravariantly finite subcategory of D and ǫ
−
Y :
F ◦GY → Y gives a right D′-approximation of Y ∈ D. Thus Y is contained in D′ if and
only if ǫ−Y is a split epimorphism. If F is full, then D
′ is a coreflective subcategory of D.
Dually, C′ := addGD is a cavariantly finite subcategory of C and ǫ
+
X : X → G ◦ FX gives
a left C′-approximation of X ∈ C. Thus X is contained in C ′ if and only if ǫ
+
X is a split
monomorphism. If G is full, then C ′ is a reflective subcategory of C.
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(2) Let C′ a subcategory of C and D′ a subcategory of D such that F C ′ ⊆ D′ and
GD′ ⊆ C′. Assume that ǫ+ is an isomorphism on C ′ and ǫ− is an isomorphism on D′.
(i) If C′ is a contravariantly finite subcategory of C, then D′ is that of D. For
Y ∈ D, if · · ·
f2→ X2
f1→ X1
f0→ GY is a right C′-resolution of GY , then · · ·
Ff2−→ FX1
Ff1−→
FX0
F(f0)ǫ
−
Y−→ Y is a right D′-resolution of Y . Thus D′-resol.dimD ≤ C ′-resol.dim C holds.
(ii) If D′ is a covariantly finite subcategory of D, then C′ is that of C. For X ∈ C,
if FX
g0
→ Y0
g1
→ Y1
g2
→ · · · is a left D′-resolution of FX, then X
ǫ+
X
Gg0
−→ GY0
Gg1
−→ GY1
Gg2
−→ · · ·
is a left C′-resolution of X. Thus C′ op-resol.dim Cop ≤ D′ op-resol.dimDop holds.
Proof Let ηX,Y : C(X,GY ) → D(FX, Y ) be a functorial isomorphism for X ∈ C
and Y ∈ D. Then the following diagram is commutative.
C(X,GY ) × C(GY,GY ) −−−−→C(X,GY )
↓F ↓
ηGY,Y ↓ηX,Y
D(FX, F ◦ GY )×D(F ◦ GY, Y )−−−−→D(FX, Y )
(1)(ii) Since ǫ−Y = ηGY,Y (1GY ), the map D(FX, F ◦ GY )
·ǫ−
Y−→ D(FX, Y ) is surjective. It
is bijective if F is full.
(2)(i) Take a ∈ D(Z, Y ) with Z ∈ D′. Then there exists b such that Ga = bf0. Then
F ◦G(a) = F(b)F(f0) holds. Since the left diagram below commutative, a factors through
F(f0)ǫ
−
Y .
FX0
Ff0−−−−→F ◦ GY
ǫ−
Y−−−−→Y
◗
◗
◗◗❦ Fb ✻F◦Ga ✻a
F ◦ GZ
ǫ−
Z−−−−→Z
X0
f0−−−−→GY
◗
◗
◗◗❦ b ✻Ga
GZ
We notice here that F(ǫ+X)ǫ
−
FX = 1FX holds by the following commutative diagram.
(ǫ+X , 1G◦FX) ∈ C(X,G ◦ FX) ×C(G ◦ FX,G ◦ FX)−−−−→C(X,G ◦ FX) ∋ ǫ
+
X
↓ ↓F ↓
ηG◦FX,FX ↓
η
X,FX ↓
(Fǫ+X , ǫ
−
FX) ∈ D(FX, F ◦ G ◦ FX)×D(F ◦ G ◦ FX, FX)−−−−→ D(FX, FX) ∋ 1FX
For n > 0, we will show that D( , FXn+1)
·Ffn+1
−→ D( , FXn)
·Ffn
−→ D( , FXn−1) is exact
on D′. Take a ∈ D(Z, FXn) with Z ∈ D
′ and aF(fn) = 0. Then G(a)G ◦ F(fn) = 0
implies G(a)(ǫ+Xn)
−1fn = 0 holds. Thus there exists b which makes the right diagram
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below commutative. Since the left diagram below commutative, a factors through Ffn+1.
FXn
✑
✑
✑✑✸
Ffn+1 ❄
Fǫ+
Xn
◗
◗
◗◗s
1FXn
FXn+1 F ◦ G ◦ FXn
ǫ−
FXn−−−−→FXn
Ffn−−−−→FXn−1
◗
◗
◗◗❦ Fb ✻F◦Ga ✻a
✑
✑
✑✑✸
0
F ◦ GZ
ǫ−
Z−−−−→ Z
Xn
fn−−−−→ Xn−1
✑
✑
✑✑✸
fn+1 ❄
ǫ+
Xn ❄
ǫ+
Xn−1
Xn+1 G ◦ FXn
G◦Ffn−−−−→G ◦ FXn−1
◗
◗
◗◗❦ b ✻Ga
✑
✑
✑✑✸
0
GZ
We can show that D( , FX1)
·Ff1
−→ D( , FX0)
·F(f0)ǫ−Y−→ D( , Y ) is exact on D′ by a quite
similar argument, where we may replace the right diagram above by the following one.
X0
f0−−−−→ GY
❄
ǫ+
X0 ❄
ǫ+
Y
◗
◗
◗◗s
1GY
G ◦ FX0
G◦Ff0−−−−→G ◦ F ◦ GY
Gǫ−
Y−−−−→GY
◗
◗
◗◗❦ Ga
✑
✑
✑✑✸
0
GZ
1.3 Let φ : Λ → Γ be a morphism of rings. We denote by φ∗ : ModΓ → ModΛ
the natural induced functor. Then φ∗ has a left adjoint Γ⊗Λ : ModΛ → ModΓ with
an unit ǫ+ and a counit δ−, which are defined by ǫ+X := φ ⊗ 1 : X → Γ ⊗Λ X for
X ∈ ModΛ and δ−Y : Γ ⊗Λ Y → Y , δ
−
Y (γ ⊗ y) := γy for Y ∈ ModΓ. Dually, φ
∗ has a
right adjoint HomΛ(Γ, ) : ModΛ → ModΓ with a counit ǫ
− and an unit δ+, which are
defined by ǫ−X := (φ·) : HomΛ(Γ, X) → X for X ∈ ModΛ and δ
+
Y : Y → HomΛ(Γ, Y ),
δ+Y (y)(γ) := γy for Y ∈ ModΓ.
(1) Define a (Λ,Λ)-module Cφ by an exact seqeuence Λ
φ
→ Γ
a
→ Cφ → 0. We have
the associated complexes below given by d+i (x1⊗x2⊗· · ·⊗xi) := 1⊗a(x1)⊗x2⊗· · ·⊗xi
and d−i (x1 ⊗ · · · ⊗ xi−1 ⊗ xi) := x1 ⊗ · · · ⊗ xi−1 ⊗ a(xi)⊗ 1.
X
+
φ : 0→ Λ
φ
−→ Γ
d+
1−→ Γ⊗Λ Cφ
d+
2−→ Γ⊗Λ Cφ ⊗Λ Cφ
d+
3−→ Γ⊗Λ Cφ ⊗Λ Cφ ⊗Λ Cφ → · · ·
X
−
φ : 0→ Λ
φ
−→ Γ
d−
1−→ Cφ ⊗Λ Γ
d−
2−→ Cφ ⊗Λ Cφ ⊗Λ Γ
d−
3−→ Cφ ⊗Λ Cφ ⊗Λ Cφ ⊗Λ Γ→ · · ·
(2) Define a (Γ,Γ)-module Dφ by an exact seqeuence 0 → Dφ
b
→ Γ ⊗Λ Γ
c
→ Γ → 0,
where c is the multiplication map. We have the associated complexes below given by
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e+i (x0 ⊗ x1 ⊗ · · · ⊗ xi) := b(x0x1) ⊗ · · · ⊗ xi ∈ Γ ⊗Λ Γ ⊗Γ D
⊗i−1
φ = Γ ⊗Λ D
⊗i−1
φ and
e−i (x0 ⊗ · · · ⊗ xi−1 ⊗ xi) := x0 ⊗ · · · ⊗ b(xi−1xi) ∈ D
⊗i−1
φ ⊗Γ Γ⊗Λ Γ = D
⊗i−1
φ ⊗Λ Γ.
Y
+
φ : · · · → Γ⊗Λ Dφ ⊗Γ Dφ ⊗Γ Dφ
e+
3−→ Γ⊗Λ Dφ ⊗Γ Dφ
e+
2−→ Γ⊗Λ Dφ
e+
1−→ Γ⊗Λ Γ
c
→ Γ→ 0
Y
−
φ : · · · → Dφ ⊗Γ Dφ ⊗Γ Dφ ⊗Λ Γ
e−
3−→ Dφ ⊗Γ Dφ ⊗Λ Γ
e−
2−→ Dφ ⊗Λ Γ
e−
1−→ Γ⊗Λ Γ
c
→ Γ→ 0
1.3.1 Theorem Let φ : Λ → Γ be a morphism of rings. Then the assertions below
hold, where we can replace Mod by mod if Λ and Γ are artin algebras.
(1) Xφ := addφ
∗(ModΓ) is a functorially finite subcategory of ModΛ. A left and
right Xφ-resolutions of X ∈ ModΛ are given by X
+
φ ⊗Λ X and HomΛ(X
−
φ , X) below
respectively, where Ωn
X
op
φ
X = C⊗nφ ⊗Λ X and Ω
n
Xφ
X = HomΛ(C
⊗n
φ , X) hold.
X
ǫ+
X−→ Γ⊗Λ X
d+
1
⊗1
−→ Γ⊗Λ Cφ ⊗Λ X
d+
2
⊗1
−→ Γ⊗Λ Cφ ⊗Λ Cφ ⊗Λ X → · · ·
· · · → HomΛ(Cφ ⊗Λ Cφ ⊗Λ Γ,X)
d−
2
·
−→ HomΛ(Cφ ⊗Λ Γ,X)
d−
1
·
−→ HomΛ(Γ,X)
ǫ−
X−→ X
(2) Y+φ := addHomΛ(Γ,ModΛ) is a covariantly finite subcategory of ModΓ. A left
Y+φ -resolutions of Y ∈ ModΓ is given by an exact sequence HomΓ(Y
+
φ , Y ) below, where
Ωn
Y+φ
opY = HomΓ(D
⊗n
φ , Y ) holds.
0→ Y
δ+
Y−→ HomΛ(Γ, Y )
e+
1
·
−→ HomΛ(Dφ, Y )
e+
2
·
−→ HomΛ(Dφ⊗ΓDφ, Y )
e+
3
·
−→ HomΛ(Dφ⊗ΓDφ⊗ΓDφ, Y )→ · · ·
(3) Y−φ := addΓ ⊗Λ (ModΛ) is a contravariantly finite subcategory of ModΓ. A
right Y−φ -resolutions of Y ∈ ModΓ is given by an exact sequence Y
−
φ ⊗Γ Y below, where
Ωn
Y−φ
Y = D⊗nφ ⊗Γ Y holds.
· · · → Dφ ⊗Γ Dφ ⊗Γ Dφ ⊗Λ Y
e−
3
⊗1
−→ Dφ ⊗Γ Dφ ⊗Λ Y
e−
2
⊗1
−→ Dφ ⊗Λ Y
e−
1
⊗1
−→ Γ⊗Λ Y
δ−
Y−→ Y → 0
(4) For any Y ∈ ModΓ, φ∗(D⊗nφ ⊗Γ Y ) = C
⊗n
φ ⊗Λ φ
∗Y and φ∗HomΓ(D
⊗n
φ , Y ) =
HomΛ(C
⊗n
φ , φ
∗Y ) hold.
Proof (1)(2)(3) All assertions follow immediately from 1.2.1(1), where the exactness
of the sequence in (2) (resp. (3)) follows from the fact that c : Γ ⊗Λ Γ → Γ is a split
epimorphism of left (resp. right) Γ-modules.
(4) Since ǫ+φ∗Y δ
−
Y = 1 holds, we obtain φ
∗(Dφ ⊗Γ Y ) = φ
∗Ker δ−Y = Cok ǫ
+
φ∗Y =
Cφ ⊗Λ φ
∗Y . Thus the assertion follows inductively.
1.4 Another well-known example of functorially finite subcategories is given by
Auslander-Buchweitz theory [ABu] and its application to the cotilting theory [AR1]. Let
Λ be an artin algebra and T a cotilting Λ-module with idΛ T ≤ n. Then the Auslander-
Buchweitz theory implies that XT := {X ∈ modΛ | Ext
i
Λ(X, T ) = 0 for any i > 0} is a
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contravariantly finite subcategory of modΛ. More precisely, we shall show the following
theorem.
1.4.1 Theorem Let Λ, T , XT and n be those in (1)–(3) below. Then XT -resol.dim (modΛ) =
n, X
op
T -resol.dim (modΛ
op) = max{n−2, 0} and n ≤ gl.dim(modXT ) = gl.dim(modX
op
T ) ≤
max{n, 2} hold.
(1) Λ is an artin algebra, T is a cotilting Λ-module with idΛ T = n and XT := {X ∈
modΛ | ExtiΛ(X, T ) = 0 for any i > 0}.
(2) Λ is an order, T := DΛ, XT := lat Λ and n := 1.
(3) Λ is an n-dimensional commutative local noetherian ring with a dualizing module
T and XT is the category of maximal Cohen-Macaulay Λ-modules.
Proof We only prove (1) since essentially (2) and (3) are special cases of (1).
(i) If there is an exact sequence 0 → Cn → Xn−1
fn−1
→ · · · → X1
f1
→ X0 → C0 → 0
with Xi ∈ XT , then Cn ∈ XT .
Putting Ci := Ker fi−1, we obtain an exact sequence 0 → Ci → Xi−1 → Ci−1 → 0.
Since idΛ T = n and Xi ∈ XT , we obtain Ext
i
Λ(Cn, T ) = Ext
i+1
Λ (Cn−1, T ) = · · · =
Exti+nΛ (C0, T ) = 0 for any i > 0. Thus Cn ∈ XT holds.
(ii) For any C ∈ modΛ, take a XT -resolution 0 → Ω
n
XT
C → Xn−1 → · · · →
X0 → C → 0, which is exact by Λ ∈ XT . Then Ω
n
XT
C ∈ XT holds by (i). Thus
XT -resol.dim (modΛ) ≤ n holds. If Ω
n
XT
C = 0 holds, then the exact sequence 0 →
Xn−1 → · · · → X0 → C → 0 with Xi ∈ XT implies Ext
n
Λ(C, T ) = 0. Thus idΛ T = n
implies XT -resol.dim (modΛ) = n.
(iii) We will show X
op
T -resol.dim (modΛ
op) ≤ m := max{n − 2, 0}. Then our proof
completes since n ≤ gl.dim(modXT ) = gl.dim(modX
op
T ) ≤ X
op
T -resol.dim (modΛ
op)+2
holds by 1.1.1(1)(3).
Put Γ := EndΛ(T ). Then T is a cotilting Γ
op-module with idΓ T = n [M]. Put
X ′T := {X ∈ modΓ
op | ExtiΓ(X, T ) = 0 for any i > 0}. Then X
′
T -resol.dim (modΓ
op) = n
holds by (ii). We have functors F := HomΛ( , T ) : modΛ → modΓ
op and G :=
HomΓop( , T ) : modΓ
op → modΛ, which induce equivalences between XT and X
′
T .
Since we have a functorial isomorphism HomΛ(X,GDY ) = Hom(Λ,Γ)(X ⊗Z DY, T ) =
HomΓop(DY,HomΛ(X, T )) = HomΓ(DFX, Y ), D ◦ F is a left adjoint of G ◦D.
For any X ∈ modΛ, take a projective resolution Λl → Λk → X → 0. Then we
have an exact sequence 0 → FX → T k → T l of Γop-module. Then ΩmX ′T
FX ∈ X ′T and
X ′T -resol.dim FX ≤ m hold by (i)(ii). Thus 1.2.1(2) implies X
op
T -resol.dimX ≤ m.
1.4.2 Let Λ be an artin algebra and Xn := addΩ
n(modΛ). Auslander-Reiten [AR2,3]
has shown that Xn is a functorially finite subcategory of modΛ for any n. If Xn is closed
under extensions, then there exists a cotilting Λ-module T with idΛ T ≤ n such that
XT = Xn [AR1]. Thus we immediately obtain the corollary below, where the first
inequality was obtained by Sikko [Si]. We notice that n-Gorenstein algebras satisfy that
Xn is closed under extensions.
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Corollary Let Λ be an artin algebra and Xn := addΩ
n(modΛ). If Xn is closed under
extensions, then Xn-resol.dim (modΛ) ≤ n, X
op
n -resol.dim (modΛ
op) ≤ max{n − 2, 0}
and gl.dim(modXn) = gl.dim(modX
op
n ) ≤ max{n, 2} hold.
1.5 Definition (1) A subcategory C′ of an additive category C is called right (resp.
left) rejective [I2,4] if the following equivalent conditions are satisfied (cf. 1.2).
(i) Any X ∈ C has a monic right (resp. epic left) C′-approximation.
(ii) The inclusion functor C′ → C has a right (resp. left) adjoint with a counit ǫ−
(resp. unit ǫ+) such that ǫ−X is monic (resp. ǫ
+
X is epic) for any X ∈ C.
In this case, ǫ−X (resp. ǫ
+
X) gives a monic right (resp. epic left) C
′-approximation of
X ∈ C by 1.2. We call C′ rejective if it is left and right rejective. Any right (resp. left)
rejective subcategories are coreflective (resp. reflective), but the converse does not hold
in general (see 1.6.1).
(2) Let C be a Krull-Schmidt category. We call C semisimple if JC = 0 holds. We call
a subcategory C′ of C cosemisimple if C /[C′] is semisimple, namely, any non-invertible
morphism in C between indecomposable objects factor through an object in C ′.
1.5.1 Let C′ be a subcategory of a Krull-Schmidt category C. Then C′ is cosemisimple
right rejective if and only if, for any X ∈ ind C \ ind C′, there exists a morphism f ∈
C(Y,X) such that Y ∈ C′ and C( , Y )
·f
→ JC( , X) is an isomorphism on C.
Proof Notice that C′ is cosemisimple if and only if [C ′]( , X) = JC( , X) holds
for any X ∈ ind C \ ind C′. Thus ‘only if’ part follows. Similarly, ‘if’ part follows from
JC( , X) = C( , Y )f ⊆ [C
′]( , X) ⊆ JC( , X).
1.5.2 Proposition Let Λ be an artin algebra or order, and C a subcategory of
MΛ. Then C is a right (resp. left) rejective subcategory of MΛ if and only if C is
closed under factor modules (resp. submodules) in the sense of 0.3. In this case, if
C is covariantly (resp. contravariantly) finite, then Cop-resol.dim (modΛop) ≤ 1 (resp.
C-resol.dim (modΛ) ≤ 1).
Proof We shall show ‘if’ part. For X ∈ MΛ, put X
− :=
∑
Y ∈C, f∈HomΛ(Y,X) f(Y ).
Since X− is a factor module of some module in C, we obtain X− ∈ C. Thus the natural
inclusion X− → X is a monic right C-approximation of X . We shall show ‘only if’ part.
Let f : X → Y be a surjection with X ∈ C and Y ∈ MΛ. Then f factors through the
monic right C-approximation ǫ
−
Y of Y . Thus ǫ
−
Y is bijective and Y ∈ C holds. The latter
assertion is immediate.
1.5.3 Example Let Λ be an artin algebra and (T ,F) a torsion theory on modΛ [Ha].
Then T is a right rejective and F is a left rejective subcategory of modΛ by 1.5.2. For
example, for a classical cotilting Λ-module T , T := {X ∈ modΛ | HomΛ(X, T ) = 0} is
right rejective and T op-resol.dim (modΛop) ≤ 1, and F := {X ∈ modΛ | Ext
1
Λ(X, T ) =
0} is left rejective and F -resol.dim (modΛ) ≤ 1 (cf. 1.4) [As].
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1.6 Definition (1) Let φ : Λ→ Γ be a morphism of rings. Recall that the following
conditions are equivalent [St].
(i) φ is an epimorphism in the category of rings.
(ii) φ∗ : ModΓ→ ModΛ is full.
(iii) Dφ = 0, i.e. the multiplication map Γ⊗Λ Γ→ Γ is bijective.
In this case, we can identify ModΓ with the subcategory Xφ of ModΛ. Moreover, Y
−
φ
is a right rejective subcategory of ModΓ and Y+φ is a left rejective subcategory of ModΓ
by 1.3.1(2)(3). Any surjective ring morphism is epic, but the converse does not hold in
general. For example, the natural inclusion
(
k k
0 k
)
→ M2(k) is an epimorphism.
(2) We call a morphism φ : Λ→ Γ of artin algebras quasi-split if modΛ = addφ∗(modΓ).
(i) If φ is quasi-split, then it splits as a morphism of right (resp. left) Λ-modules.
(ii) If φ splits as a morphism of two-sided Λ-modules, then it is quasi-split.
(3) Let φi : Λ → Γi (i = 1, 2) be ring morphisms. We identify φ1 and φ2 if there
exists a ring isomorphism ψ : Γ1 → Γ2 such that φ1 = ψ ◦ ψ2. Notice that there exists a
ring morphism ψ : Γ1 → Γ2 such that φ1 = ψ ◦ ψ2 if and only if there exists a functor
F : ModΓ2 → ModΓ1 such that φ
∗
1 ◦ F is isomorphic to φ
∗
2.
Proof (1)(iii)⇒(ii) HomΛ(φ
∗X, φ∗Y ) = HomΓ(Γ ⊗Λ φ
∗X, Y ) = HomΓ(Γ ⊗Λ Γ ⊗Γ
X, Y ) = HomΓ(X, Y ).
(ii)⇒(i) Let ψi : Γ→ ∆ (i = 1, 2) be ring morphisms such that ψ1 ◦φ = ψ2 ◦φ. Then
the identity map on ∆ is contained in HomΛ(φ
∗(ψ∗1∆), φ
∗(ψ∗2∆)). Since this equals to
HomΓ(ψ
∗
1∆, ψ
∗
2∆), we obtain ψ1 = ψ2.
(i)⇒(iii) Put ∆ :=
(
Γ Γ⊗ΛΓ
0 Γ
)
. Let ψi : Γ → ∆ (i = 1, 2) be the morphism of rings
defined by ψ1(x) =
(
x 0
0 x
)
and ψ2(x) =
(
x x⊗1−1⊗x
0 x
)
. Since ψ1 ◦φ = ψ2 ◦φ holds, we
obtain ψ1 = ψ2. Thus x⊗ 1 = 1⊗ x holds for any x ∈ Γ, so we obtain Γ⊗Λ Γ = Γ.
(2)(i) We only have to put X = Λ (resp. X = DΛ) in 1.2.1(1).
(ii) Assume that a ∈ Hom(Λ,Λ)(Γ,Λ) satisfies φa = 1. Then ǫ
+
X(a ⊗ 1X) = 1X holds
for any X ∈ modΛ. Thus ǫ+X is a split monomorphism, and X ∈ addφ
∗(modΓ) holds.
(3) We only have to construct ψ from F.
(i) Assume that Γi = Γ (i = 1, 2) and φ
∗
1 is isomorphic to φ
∗
2. Then there exists an
inner automorphism ψ of Γ such that φ1 = ψ ◦ φ2.
Let α : φ∗1 → φ
∗
2 be an isomorphism. Then f := αΓ ∈ HomΛ(φ
∗
1Γ, φ
∗
2Γ) makes the
following diagram commutative for any γ ∈ Γ.
φ∗1Γ
f−−−−→φ∗2Γ
↓·γ ↓·γ
φ∗1Γ
f−−−−→φ∗2Γ
Since f(γ′γ) = f(γ′)γ holds for any γ′ ∈ Γ, f ∈ EndΓop(Γ). Thus there exists a ∈ Γ
such that f = (a·). Then a is a unit of Γ such that aφ1(λ) = φ2(λ)a holds for any λ ∈ Λ.
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(ii) We shall show the assertion. Since F is an exact functor, we can take a (Γ2,Γ1)-
bimodule P such that P ∈ pr Γ2 and F = HomΓ2(P, ). Since the identity functor is
isomorphic to HomΓ2(P, ) as a functor from ModΓ2 to the category of abelian groups,
P is isomorphic to Γ2 as a Γ2-module by Yoneda’s lemma. Thus the right action to P
induces a ring morphism ψ : Γ1 → EndΓ2(P ) = Γ2 such that F is isomorphic to ψ. Then
φ∗1 is isomorphic to (ψ ◦ φ2)
∗. Thus the assertion follows from (i).
1.6.1 Theorem Let Λ be an artin algebra and C a subcategory of modΛ.
(1) The conditions below are equivalent, and there exists a bijection between rejective
subcategories of modΛ and factor algebras of Λ.
(i) C is a rejective subcategory of modΛ.
(ii) C = Xφ := φ
∗(modΓ) for a surjective ring morphism φ : Λ→ Γ.
(iii) C is closed under submodules and factor modules.
(2) The conditions below are equivalent, and there exists a bijection between bireflec-
tive subcategories of modΛ and ring epimorphisms from Λ to artin algebras.
(i) C is a bireflective subcategory of modΛ.
(ii) C = Xφ := φ
∗(modΓ) for a ring epimorphism φ : Λ→ Γ between artin algebras.
(iii) C is functorially finite, and closed under kernels and cokernels.
Proof By 1.6(3), we only have to show the equivalences of conditions.
(1)(ii)⇒(iii) Put Γ = Λ/I for an ideal I of Λ. Then X ∈ modΛ is contained in Xφ if
and only if IX = 0. Thus the assertion follows.
(iii)⇒(i) Immedaite from 1.5.2.
(i)⇒(ii) Take a ∈ Λ+ such that (·a) = ǫ+Λ : Λ → Λ
+. Put Γ := EndΛ(Λ
+). Taking
HomΛ( ,Λ
+), we obtain a bijection (a·) : EndΛ(Λ
+) = Γ → HomΛ(Λ,Λ
+) = Λ+. Thus
a map φ : Λ → Γ is well-defined by xa = aφ(x) for any x ∈ Λ. Obviously φ is a ring
morphism. Since (a·) is a bijection such that (a·) ◦φ = (·a) = ǫ+Λ , we can replace the left
approximation Λ
ǫ+
Λ→ Λ+ of Λ by φ : Λ→ Γ.
Since C is left rejective, φ = ǫ
+
Λ is surjective. For any X ∈ Xφ, take a surjection
p : Γn → X . Then p factors through the monic right C-approximation ǫ
−
X . Thus ǫ
−
X
is bijective and X ∈ C holds. For any X ∈ C, take a surjection p : Λn → X . Then
p+ : Γn → X is also a surjection, and X ∈ Xφ holds. Thus C = Xφ.
(2)(ii)⇒(i) Immedite from 1.3.
(i)⇒(iii) Let 0→ X
a
→ Y
b
→ Z be an exact sequence in modΛ with Y, Z ∈ C. Then
there exists a′ such that a = ǫ+Xa
′. Since ǫ+Xa
′b = ab = 0 holds and Z ∈ C, we obtain
a′b = 0. Thus there exists a′′ such that a′ = a′′a. Now a = ǫ+Xa
′′a implies that ǫ+X is a
split monomorphism, so X ∈ C.
(iii)⇒(i) Take a minimal right C-approximation f : Y → X . Let 0 → Z
g
→ Y
f
→ X
be an exact sequence in modΛ. We only have to show that HomΛ( , Y ) = 0 holds on C.
Take a ∈ HomΛ(M,Z) with M ∈ C and consider the following commutative diagram of
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exact sequences.
0−−−−→Z g−−−−→Y f−−−−→X
↑a ‖ ↑c
M
ag
−−−−→Y b−−−−→L−−−−→0
Since L ∈ C holds by our assumption, there exists c′ such that c = c′f . Thus f = bc′f
holds. Since f is minimal, bc′ is an automorphism of Y . Thus b is an isomorphism, and
a = 0 holds.
(i)+(iii)⇒(ii) By the argument in the proof of (1)(i)⇒(ii), ǫ+Λ : Λ → Λ
+ is given
by a ring morphism φ : Λ → Γ. For any X ∈ modΓ, take a projective resolution
Γm → Γn → X → 0. Then φ∗X ∈ C and Xφ ⊆ C holds by (iii). For another Y ∈ modΓ,
HomΛ(Λ, φ
∗Y ) = φ∗Y
φ·
→ HomΛ(Γ, φ
∗Y ) is an isomorphism by φ∗Y ∈ C. Thus we obtain
the following commutative diagram of exact seqeunces.
0−−−−→ HomΓ(X, Y ) −−−−→ Y
n −−−−→ Y m
↓φ
∗
↓ ↓
0−−−−→HomΛ(φ
∗X, φ∗Y )−−−−→HomΛ(Γ, φ
∗Y )n−−−−→HomΛ(Γ, φ
∗Y )m
Since the middle and right maps are isomorphisms, so is the left one. Thus φ∗ :
modΓ→ modΛ is full, and φ is a ring epimorphism.
For any X ∈ C, take a surjection p : Λn → X . Then p+ : Γn → X is also surjection.
Applying same argument to Ker p+ ∈ C, we obtain an exact sequence Γm
a
→ Γn → X → 0
for a ∈ HomΛ(Γ
m,Γn) = HomΓ(Γ
m,Γn). Thus φ∗Y = X holds for the cokernel Y of a in
modΓ. Hence C = Xφ holds.
1.6.2 Corollary Let φ : Λ → Γ be a morphism of artin algebras and Xφ :=
addφ∗(modΓ). Then Xφ is a bireflective subcategory of modΛ if and only if φ = φ2 ◦ φ1
holds for a ring epimorphism φ1 : Λ→ ∆ and a quasi-split morphism φ2 : ∆→ Γ between
artin algebras.
Proof We only have to show ‘if’ part. By 1.6.1(2), there exists a ring epimorphism
φ1 : Λ → ∆ with an artin algebra ∆ such that Xφ1 = Xφ. Since φ
∗
1 : mod∆ → modΛ
is full faithful, there exists a functor F : modΓ → mod∆ such that φ∗ is isomorphic to
φ∗1 ◦ F. Then the assertion follows from 1.6(3).
1.6.3 We notice that 1.6.1(1) holds even if we replace mod by Mod. While the
corresponding result of 1.6.1(2) for ModΛ is the theorem below, where Γ in (ii) below
is not necessarily an artin algebra. For example, the natural inclusion
(
k k⊕kx
0 k
)
→
M2(k[x]) is an epimorphism. We shall omit the proof since it is shown by a parallel
argument. The equivalence of (ii) and (iii) below were given in [GD].
Theorem Let Λ be an artin algebra and C a subcategory of ModΛ. The conditions
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below are equivalent, and there exists a bijection between bireflective subcategories of
ModΛ and ring epimorphisms from Λ.
(i) C is a bireflective subcategory of ModΛ.
(ii) C = φ∗(ModΓ) for a ring epimorphism φ : Λ→ Γ.
(iii) C is closed under kernels and cokernels.
1.6.4 Let us consider an analogy of 1.6.1 for orders. For an overring Γ of Λ (§0.1), it is
easily checked that φ∗ : modΓ→ modΛ induces a full faithful functor φ∗ : lat Γ→ lat Λ.
Then φ∗ has a right adjoint dunctor ( )− := HomΛ(Γ, ) : lat Λ→ lat Γ and a left adjoint
functor ( )+ := Γ⊗Λ : lat Λ → lat Γ, where Γ⊗ΛX is a factor of Γ ⊗Λ X by its torsion
submodule. We can prove the following theorem similarly (cf. [I2;II.5.3]).
Theorem Let Λ be an order and C a subcategory of lat Λ. Then the conditions below
are equivalent, and there exists a bijection between rejective subcategories of lat Λ and
overrings of Λ.
(i) C is a rejective subcategory of lat Λ.
(ii) C = φ∗(lat Γ) for an overring φ : Λ→ Γ of Λ.
(iii) C is closed under submodules and factor modules (§0.2).
1.6.5 Let C be a Krull-Schmidt category. A subset of ind C is called rejectable if
it has the form S = ind C \ ind C′ for some rejective subcategory C′ of C. It is a quite
interesting problem to study rejectable subsets of MΛ for an artin algebra or order Λ.
There is a close relationship with Auslander-Reiten theory, and one can characterize
finite rejectable subsets of MΛ in terms of Auslander-Reiten quivers [I1,2]. The simplest
case is the lemma below of Drozd-Kirichenko [DK][HN;2.2.1,2.2.2], which characterizes
one-point rejectable subsets of MΛ.
Proposition Let Λ be an artin algebra or order, and X ∈ indMΛ. Then {X} is
rejectable if and only if X ∈ prΛ∩ in Λ. Then the corresponding rejective subcategory of
MΛ is cosemisimple except the case Λ is an order such that Λ = Γ×∆ for some maximal
order ∆ with ind(lat∆) = {X}.
Proof Define a subcategory C of MΛ by ind C = indMΛ\{X}. It is easily shown
that C is closed under submodules (resp. factor modules) if and only if X ∈ in Λ (resp.
X ∈ prΛ). Thus the equivalence follows from 1.6.1(1) and 1.6.4. If JΛX ∈ C holds, then
C is cosemisimple since any non-invertible endomorphism of X factors through JΛX . If
JΛX /∈ C, then Λ is an order and JΛX is isomorphic to X . This implies that Λ = Γ×∆
for some maximal order ∆ with ind(lat∆) = {X}. See the proof (ii) of 2.3.1(2).
1.7 An extremely interesting example of functorially finite subcategories is given by
radical embeddings [EHIS], which also appeared in [N].
Theorem Let Λ
φ
⊂ Γ be artin algebras with JΛ = JΓ.
(1) Xφ := addφ
∗(modΓ) satisfies Xφ-resol.dim (modΛ) ≤ 1 and X
op
φ -resol.dim (modΛ
op) ≤
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1.
(2) Y+φ := addHomΛ(Γ,modΛ) and Y
−
φ := addΓ⊗Λ (modΛ) coincide with modΓ.
(3) φ∗ induces a full faithful functor C ′ := modΓ/[modΓ/JΓ]→ C := modΛ/[modΛ/JΛ],
and C ′ forms a rejective subcategory of C.
Proof We shall use the notations in 1.3. We only show the right-hand side assertion.
(1) Since CφJΛ = 0 holds, JΛHomΛ(Cφ, X) = 0 holds for any X ∈ modΛ. Hence
HomΛ(Cφ, X) ∈ addΛ(Λ/JΛ) ⊆ addΛ(Γ/JΓ) ⊆ Xφ implies Xφ-resol.dim (modΛ) ≤ 1 by
1.3.1(1).
(2)(3) A Γ-module is semisimple if and only if it is semisimple as a Λ-module. For
any X ∈ modΛ, we have the following commutative diagram of exact sequences, where
the upper sequence is a Xφ-resolution and we put X
− := HomΛ(Γ, X).
0−−−−→HomΛ(Cφ, X)−−−−→ X
− ǫ
−
X−−−−→ X
‖ ∪b ∪a
(∗) 0−−−−→HomΛ(Cφ, X)−−−−→socX
−−−−−→socX
Since a factors through ǫ−X by socX ∈ Xφ, the sequence (∗) is split exact, and
the diagram is pull-back. We shall show (2). By 1.3.1, we have an exact sequence
0 → Y
δ+
Y→ Y − → HomΓ(Dφ, Y ) → 0 for any Y ∈ modΓ. The induced sequence 0 →
socY
δ+
Y→ socY − → HomΓ(Dφ, Y ) should be split exact since lengthΛ φ
∗HomΓ(Dφ, Y ) =
lengthΛHomΛ(Cφ, φ
∗Y ) = lengthΛ socY
−−lengthΛ socY holds by (∗) and 1.3.1(4). Thus
δ+Y : Y → Y
− is also a split monomorphism.
We shall show (3). Fix any X ∈ modΛ and Y ∈ modΓ. Assume that g ∈
HomΓ(Y,X
−) corresponds to f ∈ HomΛ(φ
∗Y,X). Then f factors through modΛ/JΛ
if and only if f factors through a if and only if g factors through b if and only if g factors
through modΓ/JΓ. This means that ǫ
−
X induces an isomorphism C
′(Y,X−) → C(Y,X).
Thus the functor φ∗ : C ′ → C and its right adjoint ( )− : C → C′ are well-defined. If
X ∈ modΓ, then we have isomorphisms C′(Y,X)
δ+
X→ C′(Y,X−)
ǫ−
X→ C(Y,X) by (2), so the
functor φ∗ : C′ → C is full faithful. To show that ǫ
−
X is monic in C, assume hǫ
−
X = 0 in
C. Then there exists h′ such that hǫ
−
X = h
′a. Since above diagram is pull-back, h factors
through b. Thus C′ is a right rejective subcategory of C.
2 Rejective chain
In this section, we will study a chain of (left, right) rejective subcategories. We will
collect general facts on (left, right) rejective subcategories.
2.1 Let C be an additive category and C ′′ ⊆ C′ subcategories of C.
(1) If C′′ is a (left, right) rejective subcategory of C, then it is a (left, right) rejective
subcategory of C′.
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(2) If C′ is a (left, right) rejective subcategory of C, then C′ /[C′′] is a (left, right)
rejective subcategory of C /[C′′].
(3) If C′′ is a rejective subcategory of C′ and C′ is a rejective subcategory of C, then
C′′ is a rejective subcategory of C.
(4) Assume that C′′ is a right (resp. left) rejective subcategory of C′ with a counit ǫ′−
(resp. unit ǫ′+) such that ǫ′−X (resp. ǫ
′+
X) is monic (resp. epic) in C for any X ∈ C
′. If C ′
is a right (resp. left) rejective subcategory of C, then C′′ is a right (resp. left) rejective
subcategory of C.
(5) Assume that C′ is a semisimple functorially finite subcategory of C. Then C′ is a
right rejective subcategory of C if and only if C′ is a left rejective subcategory of C.
(6) Assume that both of C′ and C′′ are (left, right) rejective subcategory of C, and
C′′ is a cosemisimple subcategory of C′. Then any subcategory D with C′′ ⊆ D ⊆ C ′ is a
(left, right) rejective subcategory of C.
Proof (1) Immediate.
(2) Since C( , X−)
·ǫ−
X−→ [C′]( , X) is an isomorphism for anyX ∈ C, so is [C′′]( , X−)
·ǫ−
X−→
[C′′]( , X). Thus so is C /[C′′]( , X−)
·ǫ−
X−→ C /[C ′′]( , X).
(4) Immediate since ǫ′−X−ǫ
−
X gives a monic right C
′′-approximation of X .
(3) By (4), we only have to show that any monomorphism a ∈ C′(X, Y ) in C ′ is still
monic in C. Assume that b ∈ C(Z,X) satisfies ba = 0. Take b′ such that b = ǫ
+
Zb
′. Then
ǫ+Zb
′a = 0 implies b′a = 0. Since b′ is a morphism in C ′, we obtain b′ = 0 and b = 0.
(5) We only show the ‘if’ part. Take a minimal right C′-approximation Y
f
→ X of
X ∈ C. Assume that a ∈ C(Z, Y ) satisfies af = 0. Take a′ such that a = ǫ
+
Za
′. Then
ǫ+Za
′f = 0 implies a′f = 0. Since f is minimal, a′ is in JC′ = 0. Thus a = 0.
(6) For any X ∈ C, decompose a monic right C′-approximation ǫ
−
X =
(
f1
f2
)
: X− =
Y1 ⊕ Y2 → X such that Y1 ∈ D and Y2 has no direct summand in indD. Take a monic
right C′-approximation g ∈ C(Z, Y2). Since C
′′ is a cosemisimple rejective subcategory of
C′ by (1), C( , Z)
·g
→ JC( , Y2) is an isomorphism on C
′ by 1.5.1. Thus
(
f1
gf2
)
: Y1⊕Z → X
gives a monic right D-approximation.
2.2 Definition Let C be an additive category and C′ = Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = C
a chain of subcategories. We call it a (half, left, right) rejective chain of length m if
Cn+1 is a cosemisimple (left or right, left, right) rejective subcategory of Cn for any n
(0 ≤ n < m) (§1.5). A left (resp. right) rejective chain is called total if each Cn is a left
(resp. right) rejective subcategory of C.3 Any rejective chain is total left and total right
by 2.1(3). By 2.2.1 below, any chain defined above can be refined to a saturated chain
3Right rejective chains in [I5;2.6] mean our total right rejective chains, and right rejective chains in
[I3;2.2] mean our Λ-total right rejective chains (see 2.3.3). We note here that, for the validity of the
assertion [I4;2.1], one should assume that the chain there is total (see 3.5.1(1)). The main result [I4;2.2]
and its proof are valid since the chain constructed there was Λ-total (see 2.5.1(1)).
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which satisfies #(ind Cn \ ind Cn+1) = 1 for any n.
Now assume that Λ is an artin algebra or order, and C is a subcategory of MΛ. We
call C maximal if C = 0 holds (artin algebra case) or C = lat Γ holds for some hereditary
overring Γ of Λ (order case). We call the chain above complete if C ′ is maximal. On the
other hand, assume that the chain above is left (resp. right) rejective with a unit ǫ+n
(resp. ǫ−n ) of the natural inclusion Cn+1 → Cn. We call the chain Λ-total if ǫ
+
n,X (resp.
ǫ−n,X) is epic (resp. monic) in MΛ for any X ∈ Cn.
Any Λ-total left (resp. right) rejective chain is total by 2.1(4), and the converse
holds if DΛ ∈ C (resp. Λ ∈ C). Although totality depends only on the categorical
structure of C, Λ-totality depends on the exact structure in MΛ. If Λ is an order in a
semisimple algebra, then any left (resp. right) rejective chain is Λ-total, since a morphism
f ∈ HomΛ(X, Y ) is epic (resp. monic) in MΛ if and only if 0→ EndΛ(Y )
f ·
→ HomΛ(X, Y )
(resp. 0→ EndΛ(X)
·f
→ HomΛ(X, Y )) is exact.
2.2.1 Let C′ = Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = C be a chain of subcategories of C. Take any
chain Cn+1 = Cn,ln ⊆ · · · ⊆ Cn,1 ⊆ Cn,0 = Cn of subcategories of Cn for each n (0 ≤ n < m),
and consider the refined chain C′ = Cm−1,lm−1 ⊆ Cm−1,lm−1−1 ⊆ · · · ⊆ C0,1 ⊆ C0,0 = C. If
the original chain is a (half, left, right, total right, total left) rejective chain, then so is
the refined chain by 2.1(6).
2.2.2 The theorem below plays an important role in this paper. We shall give in 3.3
corresponding results for (not necessarily total) left (resp. right) rejective chains.
Theorem Let Λ be an artin algebra or order, and C a finite subcategory of MΛ.
Assume that C has a complete Λ-total left (resp. right) rejective chain of length m > 0.
Then C-resol.dimMΛ < m(+1) (resp. C
op-resol.dimMopΛ < m(+1)) and gl.dim(mod C) ≤
m(+1) hold, where +1 are added if Λ is an order.
Proof We only show the left-hand side assertion.
(i) Let 0→ Z
f
→ Y → X be an exact sequence with X ∈ MΛ, Y ∈ Cn and f ∈ JMΛ .
We shall show that Z has a right C-approximation of the form W → Z with W ∈ Cn+1.
We only have to show that any morphism a : W → Z with W ∈ Cl (l ≥ n) factors
through Cl+1. Since af ∈ JMΛ(W,Y ), there exists b such that af = ǫ
+
l,W b for the left
Cl+1-approximation ǫ
+
l,W of W ∈ Cl. Since ǫ
+
l,W is epic in MΛ, there exists c such that
b = cf . Thus a = ǫ+l,W c holds.
(ii) Cm is a rejective subcategory of MΛ by 1.6.4. By (i), any X ∈ MΛ has a
right C-resolution 0 → Ym → Ym−1 → · · · → Y0 → X with Yn ∈ Cn for any n.
Thus C-resol.dimMΛ < m(+1) holds. For the latter assertion, we can assume ei-
ther m > 1 holds or Λ is an order. The proof of 1.1.1(1) implies gl.dim(mod C) ≤
2 + sup{C-resol.dimZ}, where Z ∈ MΛ has an exact sequence 0 → Z
a
→ Y → X with
X, Y ∈ C and a ∈ JMΛ . Again by (i), Z has a right C-resolution 0→ Ym → · · · → Y1 → Z
with Yn ∈ Cn for any n. Thus C-resol.dimZ < m− 1(+1) and gl.dim(mod C) ≤ m(+1).
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2.2.3 Example (1) Let Λ be an artin algebra and 0 = Im ⊆ Im−1 ⊆ · · · ⊆
I0 = Λ a chain of two-sided ideals of Λ such that InJΛ ⊆ In+1 for any n. Put
Cn := addΛ(
⊕m−n
i=0 Λ/Ii). Then 0 = Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 gives a Λ-total left rejective
chain. Thus gl.dimEndΛ(
⊕m
i=0 Λ/Ii) ≤ m holds by 2.2.2. The case when In = J
n
Λ is a clas-
sical example of Auslander [A1], and Dlab-Ringel [DR3] proved that EndΛ(
⊕m
i=0 Λ/J
i
Λ)
is a quasi-hereditary algebra (see 3.5.1).
(2) Let Λ be an order in a semisimple algebra and Λ = Λ0 ⊆ Λ1 ⊆ · · · ⊆ Λm a
chain of overorders of Λ such that Λm is hereditary and JΛn ∈ lat Λn+1 for any n. Put
Cn := addΛ(
⊕m−n
i=0 Λi). Then Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 gives a Λ-total left rejective chain.
Thus gl.dimEndΛ(
⊕m
i=0 Λi) ≤ m + 1 holds by 2.2.2. Any order has such a chain by
putting Λn+1 := Ol(JΛn) = {x ∈ Λ˜ | xJΛn ⊆ JΛn} [K].
Proof Any X ∈ ind C0 \ ind C1 can be written X = Λe for a primitive idempotent e
of Λ. We shall show that C1 is a cosemisimple left rejective subcategory of C0 by 1.5.1.
(1) The natural surjection f : Λe→ Λe/Im−1e induces a surjection C0(Λe/Im−1e, )
f ·
→
JC1(Λe, ) since any a ∈ JC0(Λe,Λ/Ii) satisfies a(Im−1e) = 0.
(2) Any a ∈ JC0(Λe,Λi) satisfies a(Λ1e) ⊆ Λi by a(Λe) ⊆ JΛ (i = 0) and Λ1 ⊆ Λi (i >
0). Thus the natural injection f : Λe→ Λ1e indues a surjection C0(Λ1e, )
f ·
→ JC1(Λe, ).
2.3 Definition Let Λ be an artin algebra or order, and C a subcategory of MΛ. Al-
though in general (left, right) rejective subcategories of C cannot be characterized simply
as in 1.5.2, we will give a simple criterion for a subcategory C ′ of C to be cosemisimple
right (resp. left) rejective.
(1) Define a functor FC : MΛ → MΛ with a natural transformation ǫ
− : FC → 1
by FCX :=
∑
Y ∈C, f∈JMΛ
(Y,X) f(Y ) =
∑
Y ∈C Y JMΛ(Y,X) and the natural inclusion ǫ
−
X :
FCX → X . Moreover, using the duality D : MΛ ↔ MΛop, we define a functor GC :
MΛ → MΛ with a natural transformation ǫ
+ : 1 → GC by GCX := DFD C(DX) and
ǫ+X := D(ǫ
−
DX).
(2) For X ∈ ind C, ǫ
−
X (resp. ǫ
+
X) is an isomorphism if and only if any exact sequence
0 → Z → Y → X → 0 (resp. 0 → X → Y → Z → 0) in modΛ with Y ∈ C and
Z ∈ MΛ splits. We call such X splitting projective (resp. injective) in C [AS2]. Moreover,
if X is not isomorphic to FCX (resp. GCX), then we define a subcategory C
′ of C by
ind C′ = ind C \{X}. We call this process to get C′ from C a right (resp. left) cancellation,
and we call a left or right cancellation a half cancellation. Our construction generalize
preprojective partition [AS2,3] of Auslander-Smalo to arbitrary C.
2.3.1 Proposition Let Λ be an artin algebra or order in a semisimple algebra, and
C a subcategory of MΛ.
(1) Let C′ be a subcategory of C. If FCX ∈ C
′ (resp. GCX ∈ C
′) holds for any
X ∈ ind C \ ind C′, then C′ is a cosemisimple right (resp. left) rejective subcategory of C.
(2) If C is a non-maximal (2.2) covariantly (resp. contravariantly) finite subcategory
of MΛ, then C has a splitting projective (resp. injective) object X ∈ ind C which is not
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isomorphic to FCX (resp. GCX). Thus a right (resp. left) cancellation is applicable to C.
(3) Assume that FC (resp. GC) gives an endofunctor of C. Then any subcategory of C
obtained by a right (resp. left) cancellation is cosemisimple right (resp. left) rejective.
Proof (1) Fix X ∈ ind C \ ind C ′. Then FCX ∈ C
′ implies C( , FCX)ǫ
−
X ⊆ JC( , X).
By the construction of FC, C( , FCX)
·ǫ−
X−→ JC( , X) is an isomorphism on C. Thus C
′ is a
cosemisimple right rejective subcategory of C by 1.5.1.
(2)(i) We will show the existence of splitting projective object [AS2].
Let f : Λ→ X be a minimal left C-approximation of Λ. Then X 6= 0 holds by C 6= 0.
We will show that FCX 6= X holds. Otherwise, there exists a surjection a ∈ JC(Y,X).
We can take b such that f = ba. Since f is a left C-approximation, there exists c such
that b = fc. then f(1− ca) = 0 implies that ca is an automorphism, a contradiction.
(ii) Assume that X ∈ ind C is splitting projective and isomorphic to FCX . This is
impossible for the artin algebra case, so we consider the order case. Put X0 := X and
Xn+1 := FCXn for n ≥ 0. Let f ∈ JEndΛ(X) be the composition of the isomorphism
X → FCX and ǫ
−
X . Since Xn = f
n(X) holds, we obtain
⋂
n≥0Xn = 0. Now let ∆
be a maximal overorder of EndΛ(X) and assume Y := X∆ 6= X . Since there exists
a surjection X l → Y for some l > 0, any morphism Y → Xn factors through Xn+1.
This implies HomΛ(Y,X) = 0, a contradiction. Thus EndΛ(X) is a maximal order, and
addX = lat∆ holds for some maximal overring ∆ of Λ. Since any morphism Z → Xn
with Z ∈ ind C \{X} factors through Xn+1, we obtain HomΛ(Z,X) = 0. This implies
C = C′× lat∆ for C′ := add(ind C \{X}). Applying the same argument to C′, we shall
obtain a desired splitting projective object by the non-maximality of C.
(3) Since FCX ∈ C
′ holds by the construction, the assertion follows from (1).
2.3.2 Let Λ be an artin algebra or order, and C a subcategory of MΛ.
(1) Assume that C is closed under factor modules (resp. submodules). Then FC (resp.
GC) gives an endofunctor of C. Any subcategory of C obtained by a right (resp. left)
cancellation is closed under factor modules (resp. submodules).
(2) Assume that Λ is an artin algebra and C is closed under images. Then FC (resp.
GC) gives an endofunctor of C. Any subcategory of C obtained by a half cancellation is
closed under images.
Proof (1) Since there exists a surjection Y → FCX with Y ∈ C, the former
assertion follows. Let P ∈ ind C be splitting projective and C′ a subcategory of C such
that ind C′ = ind C \{P}. Take any surjection Y → X with Y ∈ C′ and X ∈ MΛ. Then
X ∈ C holds, and P is not a direct summand of X by FCP 6= P . Thus X ∈ C
′.
(2) Similar argument as in the proof of (1) works.
2.3.3 By (1) below, the definition of right rejective chains given in [I3;2.2] is equivalent
to our Λ-total right rejective chain in 2.2.
Theorem Let Λ be an artin algebra or order, and C a finite subcategory of MΛ.
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(1) Assume that C is closed under factor modules (resp. submodules). Then any suc-
cessive right (resp. left) cancellation gives a complete Λ-total right (resp. left) rejective
chain consisting of subcategories which are closed under factor modules (resp. submod-
ules). Conversely, any saturated complete Λ-total right (resp. left) rejective chain of C
is obtained by a successive right (resp. left) cancellation.
(2) If Λ is an artin algebra and C is closed under images, then any successive half
(resp. left, right) cancellation gives a complete half (resp. Λ-total right, Λ-total left)
rejective chain consisting of subcategories which are closed under images.
Proof We only have to show the latter part of (1) since other assertions are imme-
diate from 2.3.1(2)(3) and 2.3.2. Assume that C′ ⊃ C′′ is a consecutive two terms in a
saturated Λ-total right rejective chain of C and {X} := ind C′ \ ind C′′. Let f : X− → X
be a right C′′-approximation of X which is monic in MΛ. Since X
− ( X holds, we
obtain FC′X = X
− 6= X and X is splitting projective.
2.3.4 Example In this subsection, we shall see that a few well-known examples
of (left, right) rejective chains are given by 2.3.3. We notice that Rejection Lemma of
Drozd-Kirichenco 1.6.5 is a left and right cancellation simultaneously.
(1) Let Λ be an artin algebra of finite representation type. In [DR4], Dlab-Ringel
constructed chains of subcategories of modΛ by using (i) Roiter measure, (ii) dual Roiter
measure [Roi][G][R3], (iii) preinjective partition, or (iv) preprojective partition [AS2,3].
In the chain constructed by (i) or (iii) (resp. (ii) or (iv)), each subcategories were closed
under submodules (resp. factor modules). Thus the chain is a Λ-total left (resp. right)
rejective by 2.3.3. On the other hand, Dlab-Ringel proved that the chain gives a heredity
chain of the Auslander algebra of Λ. This follows from their more general theorem on
splitting filtrations [DR4], which will be explained in 3.7 from our categorical viewpoint.
(2) Let Λ0 be a cyclic Nakayama artin algebra. Then any indecomposable Λ0-module
is local-colocal. Take X ∈ ind(modΛ0) with a maximal length. Then one can easily
show X ∈ pr Λ0 ∩ in Λ0. Thus there exists a factor algebra Λ1 of Λ0 such that {X} =
ind(modΛ0)− ind(modΛ1) by 1.6.5, and Λ1 is a cyclic Nakayama again. Repeating this
process, we obtain a complete rejective chain 0 = modΛm ⊂ · · · ⊂ modΛ1 ⊂ modΛ0.
(3) We call an order Λ Gorenstein if Λ ∈ inΛ, and Bass if any overorder of Λ is
Gorenstein [DKR]. By definition, any overorder of a Bass order is Bass.
Let Λ0 be a Bass order in a semisimple algebra. Then pr Λ0 = inΛ0 holds since
Λ0 is Gorenstein. Thus, if Λ0 is not maximal, then there exist X ∈ ind(pr Λ0) and an
overorder Λ1 of Λ0 such that {X} = ind(lat Λ0) − ind(lat Λ1) by 1.6.5. Repeating this
process, we obtain a complete rejective chain latΛm ⊂ · · · ⊂ lat Λ1 ⊂ lat Λ0 since any
increasing chain of overorders of Λ0 stops. Such a chain was called a Bass chain, and
plays a crucial role in the theory of Bass orders [DK][HN][Ro].
2.4 In this section, we shall apply 2.3.1 to construct rejective chains for more general
classes of subcategories of MΛ, which are not necessarily closed under factor modules
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(resp. submodules). In fact, the class of subcategories satisfying the condition in 2.4.1
below is much larger than that in 2.3.3. Our results 2.4.1 and 2.4.2 are immediate
coonsequence of the following kew theorem.
Theorem Let Λ be an artin algebra or order, and C a finite subcategory of MΛ.
Assume that FC′(C
′) ⊆ C (resp. GC′(C
′) ⊆ C) holds for any subcategory C′ of C. Then
any successive right (resp. left) cancellation gives a complete Λ-total right (resp. left)
rejective chain of C.
Proof Let P be splitting projective in C and C′ a subcategory of C such that
ind C′ = ind C \{P}. By 2.3.1(2)(3), we only have to show that FC′′(C
′′) ⊆ C ′ holds for
any subcategory C′′ of C′. For any X ∈ C ′′, P is not a direct summand of FC′′X by
FCP 6= P . Since FC′′X ∈ C holds by our assumption, we obtain FC′′X ∈ C
′.
2.4.1 Corollary (1) Let Λ be an artin algebra and C a finite subcategory of modΛ.
Assume that any submodule (resp. factor module) of any X ∈ ind C is contained in C.
Then C has a complete Λ-total right (resp. left) rejective chain.
(2) Let Λ be an order and C a finite subcategory of lat Λ. Assume that Y ∈ C holds
for any X ∈ ind C and Y ∈ lat Λ such that Y˜ is a submodule (resp. factor module) of
X˜. Then C has a complete Λ-total right (resp. left) rejective chain.
2.4.2 The result (1) below played a crucial role in the proof of Solomon’s conjecture
on zeta functions of orders [I3,5].
Corollary Let Λ be an artin algebra (resp. order).
(1) For n ∈ N, put C(n) := add{X ∈ indMΛ | lengthΛX < n (resp. lengthΛ˜ X˜ < n)}.
If # ind C(n) < ∞, then C(n) has a complete Λ-total left rejective chain and a complete
Λ-total right rejective chain.
(2) For M ∈ MΛ, put CM := add{X ∈ indMΛ | X (resp. X˜) is a submodule of M
(resp. M˜)} and CM := add{X ∈ indMΛ | X (resp. X˜) is a factor module of M (resp.
M˜)}. If # ind CM <∞, then CM has a complete Λ-total right rejective chain. Dually, if
# ind CM <∞, then CM has a complete Λ-total left rejective chain.
2.5 Let Λ be an artin algebra or order. We shall construct a rejective chain for an
arbitrary given M0 := M ∈ MΛ. Define Mn inductively by (i) (resp. (ii)) below. Fix
m > 0 and put Cn := addΛ(
⊕m
i=nMi). Then Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = C forms a Λ-total
right (resp. left) rejective chain.
(i) Decompose Mn = Xn ⊕ Yn arbitrary, and take arbitrary factor module Zn ∈ MΛ
of a direct sum of copies of Mn. Put Mn+1 :=MnJMΛ(Mn, Xn)⊕ Yn ⊕ Zn.
(ii) Decompose Mn = Xn ⊕ Yn arbitrary, and take arbitrary submodule Zn ∈ MΛ of
a direct sum of copies of Mn. Put Mn+1 := D((DMn)JMΛ(DMn, DXn))⊕ Yn ⊕ Zn.
Proof Mn+1 is a factor module of a direct sum of copies of Mn. Thus so is Mi for
any i (i > n). In particular, MiJMΛ(Mi, X) ⊆ MnJMΛ(Mn, X) holds for any X ∈ MΛ
and i (i > n), and we obtain FCn(X) =MnJMΛ(Mn, X). Fix X ∈ ind Cn \ ind Cn+1. Then
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X ∈ addXn holds. Thus FCn(X) = MnJMΛ(Mn, X) ∈ addMn+1 ⊆ Cn+1 implies that
Cn+1 is a cosemisimple right rejective subcategory of Cn by 2.3.1(1).
2.5.1 Theorem (cf. [I4;2.2])Let Λ be an artin algebra or order in a semisimple alge-
bra, andM0 :=M ∈ MΛ. PutMn+1 :=MnJEndΛ(Mn) (resp. Mn+1 := D((DMn)JEndΛ(DMn)))
inductively. Then there exists m > 0 such that Cn := addΛ(
⊕m
i=nMi) gives a complete
Λ-total right (resp. left) rejective chain Cm ⊆ Cm−1 ⊆ · · · ⊆ C0.
Proof The chain is Λ-total right (resp. left) rejective since we can obtain it by
putting Xn =Mn, Yn = Zn = 0 in each step in 2.5. We only have to show the complete-
ness. For the artin algebra case, Mm = 0 holds for sufficiently large m and such m gives
a complete chain. Let us consider the order case. Put ∆n := EndΛ(Mn). By definition,
∆n+1 = EndΛ(MnJ∆n) ⊇ End∆n(J∆n) ⊇ ∆n holds. Since any increasing chain of orders
in a semisimple algebra stops, there exists m such that ∆m = ∆n holds for any n > m.
In this case, End∆m(J∆m) = ∆m holds, and this implies that ∆m is a hereditary order
[CR]. Thus Γ := End∆opm (Mm) is a hereditary overring of Λ such that lat Γ = addMm,
and we have shown the assertion.
2.5.2 Corollary Let Λ be an artin algebra or order in a semisimple algebra. Then
any M ∈ MΛ is contained in a finite subcategories C of MΛ such that C has a complete
Λ-total right (resp. left) rejective chain. Moreover, gl.dim(mod C) < ∞ holds, and
gl.dim(mod C) ≤ lengthΛMEndΛ(M) holds if Λ is an artin algebra.
Proof The inequality follows from 2.2.2 and the construction in 2.5.1 since Mm = 0
holds for m := lengthΛMEndΛ(M).
3 Quasi-hereditary algebras and Global dimension
3.1 There exists a bijection between equivalence classes of Krull-Schmidt categories
C with additive generators M and Morita-equivalence classes of semiperfect rings Γ,
which is given by C 7→ C(M,M) and the converse is given by Γ 7→ pr Γ.
Assume that C corresponds to Γ. For idempotents e and f of Γ, we say that e is
equivalent to f if addΓ(Γe) = addΓ(Γf) holds. Then the set of subcategories C
′ of C,
the set of idempotent ideals I of Γ, and the set of equivalence classes of idempotents
e correspond bijectively. This is given by C ′ 7→ I := [C ′](M,M), and I 7→ e such that
I = ΓeΓ. In this case, C ′ corresponds to the ring eΓe.
3.2 Theorem Let Γ be a basic semiperfect ring, e an idempotent e of Γ, Γ′ := eΓe
and Γ := Γ/ΓeΓ. Assume that C and C′ correspond to Γ and Γ′ respectively by 3.1.
(1) C′ is a coreflective (resp. reflective) subcategory of C if and only if eΓ ∈ pr Γ′
(resp. Γe ∈ pr Γ′op).
(2) C′ is a right (resp. left) rejective subcategory of C if and only if ΓeΓ ∈ pr Γ (resp.
ΓeΓ ∈ pr Γop). Then 0 ≤ gl.dimΓ− gl.dimΓ′ ≤ gl.dimΓ + 2.
(3) C′ is a cosemisimple right (resp. left) rejective subcategory of C if and only if
JΓ(1 − e) ∈ addΓ(Γe) (resp. (1 − e)JΓ ∈ add(eΓ)Γ). Then 0 ≤ gl.dimΓ − gl.dimΓ
′ ≤ 2
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holds, where the right inequality is strict if HomΓ(Γ(1− e),Γe) = 0.
(4) If C ′ is a rejective subcategory of C, then gl.dimΓ ≤ max{gl.dimΓ+2, gl.dimΓ′}.
3.2.1 Let X : 0→ Xn → Xn−1 → · · · → X0
f
→ X−1 → 0 be a complex of Γ-modules.
(1) If X is exact, then pdΓX−1 ≤ max{i+ pdΓXi | 0 ≤ i ≤ n}.
(2) If Xi ∈ pr Γ for any i ≥ 0, then pdΓX−1 ≤ max{i+1+pdΓH
i(X) | −1 ≤ i ≤ n}.
Proof Since both are easily shown inductively, we only show (2). Considering
the complex 0 → Xn → Xn−1 → · · · → X1 → Ker f → 0, we obtain pdΓKer f ≤
max{i+ pdΓH
i(X) | 0 ≤ i ≤ n}. Then the exact sequence 0→ Ker f → X0
f
→ X−1 →
H−1(X)→ 0 shows the assertion.
3.2.2 Lemma Let Γ be a ring, e an idempotent of Γ, Γ′ := eΓe and Γ := Γ/ΓeΓ.
Then − pdΓ′(eΓ) ≤ gl.dimΓ − gl.dimΓ
′ ≤ gl.dimΓ + pdΓ Γ + 1 holds, where the right
inequality is strict if HomΓ(Γ(1− e),Γe) = 0 (cf. [APT]).
Proof (i) We will show the left inequality. We can assume n := gl.dimΓ < ∞.
Take a projective resolution 0 → Pn → Pn−1 → · · · → P0 → X → 0 of X ∈ modΓ.
Taking eΓ⊗Γ , we obtain an exact sequence 0→ ePn → ePn−1 → · · · → eP0 → eX → 0
of Γ′-modules. Thus pd Γ′(eX) ≤ n+pdΓ′(eΓ) holds by 3.2.1(1). This implies gl.dimΓ
′ ≤
gl.dimΓ + pdΓ′(eΓ) since the functor eΓ⊗Γ : modΓ→ modΓ
′ is dense.
(ii) We will show the right inequality. We can assume n := gl.dimΓ′ < ∞. For
X ∈ modΓ, take a projective resolution A : 0→ Pn → Pn−1 → · · · → P0 → eX → 0 of
Γ′-modules. From A, we obtain a complex B : 0 → Γe ⊗Γ′ Pn → Γe ⊗Γ′ Pn−1 → · · · →
Γe⊗Γ′ P0 → X → 0. Since eΓ⊗ΓB = A holds, any homology of B are Γ-modules. Thus
we obtain pdΓX ≤ sup{pdΓ Y | Y ∈ modΓ} + n + 1 by 3.2.1(2). Taking a projective
resolution of Y ∈ modΓ as a Γ-module, we obtain pdΓ Y ≤ gl.dimΓ+pdΓ Γ by 3.2.1(1).
Thus we obtain gl.dimΓ ≤ gl.dimΓ′ + gl.dimΓ + pdΓ Γ + 1.
3.2.3 Proof of 3.2 (1) C′ is a coreflective subcategory of C if and only if there exists
a ∈ C(P,Γ) with P ∈ C′ such that C(Γe, P )
·a
→ C(Γe,Γ) is an isomorphism if and only if
there exists an isomorphism eP → eΓ of Γ′-modules with P ∈ C′ if and only if eΓ ∈ pr Γ′.
(2) C′ is a right rejective subcategory of C if and only if there exists a ∈ C(P,Γ)
with P ∈ C′ such that P = C(Γ, P )
·a
→ [C ′](Γ,Γ) = ΓeΓ is an isomorphism if and only if
ΓeΓ ∈ addΓ(Γe) if and only if ΓeΓ ∈ pr Γ. The latter assertion follows from 3.2.2 since
ΓeΓ ∈ pr Γ implies pdΓ Γ ≤ 1 and pdΓ′(eΓ) = 0 by eΓeΓ = eΓ.
(3) Put f := 1−e. By 1.5.1, C′ is a cosemisimple right rejective subcategory of C if and
only if there exists a ∈ C(P,Γf) with P ∈ C′ such that P = C(Γ, P )
·a
→ JC(Γ,Γf) = JΓf
is an isomorphism if and only if JΓf ∈ addΓ(Γe).
(4) We can assume n := gl.dimΓ′ < ∞. For any X ∈ modΓ, take a projective
resolution A : 0→ Pn → Pn−1 → · · · → P0 → eX → 0 of a Γ
′-module eX . From A, we
obtain a complex B : 0→ Γe⊗Γ′ Pn → Γe⊗Γ′ Pn−1 → · · · → Γe⊗Γ′ P0 → X → 0. Take
an epic left C′-approximation f : Γ → P with P ∈ C′ = addΓ(Γe). Then we obtain the
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following commutative diagram, whose vertical maps are isomorphisms.
B :0→ Γe⊗Γ′ Pn →· · ·
g
→ Γe⊗Γ′ P0 →X→0
↑f · ↑f ·
0→HomΓ(P,Γe⊗Γ′ Pn)→· · ·→HomΓ(P,Γe⊗Γ′ P0)
Since HomΓ(Γe,B) = A holds, the lower sequence is exact by P ∈ addΓ(Γe). Thus we
obtain H i(B) = 0 except i = 0, 1. We have an exact sequence 0 → H0(B) → Cok g →
X → H−1(B) → 0 with pdΓCok g ≤ n. Since H
i(B) is a Γ-module, pdΓH
i(B) ≤
gl.dimΓ + 1 holds. Thus we have pdΓX ≤ max{gl.dimΓ + 2, n}.
3.3 Theorem Assume that C corresponds to Γ by 3.1.
(1) Assume that Γ is an artin algebra. If C has a complete total right (resp. left)
rejective chain of length m, then gl.dimΓ ≤ m. If C has a complete half rejective chain
of length m, then gl.dimΓ ≤ 2m− 2.
(2) Assume that Γ is an order in a semisimple algebra. If C has a complete half
rejective chain of length m, then gl.dimΓ ≤ m+ 1.
Proof All assertions follow from 3.2(3) except the former assertion of (1). It follows
from 2.2.2 since the equivalence C = prΓ (resp. C = inΓ) makes the chain Γ-total.
3.3.1 Example Let

R R R ··· R R
J R R ··· R R
J2 J R ··· R R
··· ··· ··· ··· ···
Jn−2 Jn−3 Jn−4 ··· R R
Jn−1 Jn−2 Jn−3 ··· J R
 ⊆ Γ ⊆ Mn(R) be R-orders with
J = JR. Then Γ has a complete total right (resp. left) rejective chain of length n − 2.
Thus gl.dimΛ ≤ n− 1 holds, a classical result of Jategaonkar [J].
Proof Without loss of generality, we can assume that Γ is basic. Let ei be an
idempotent of Γ with (i, i)-th entry 1 and other entries 0. Then JΓen = Γen−1 holds.
Thus addΓ(Γ(1 − en)) is a cosemisimple right rejective subcategory of pr Γ by 3.2(3).
Since (e1 + e2)Γ(e1 + e2) is hereditary, the assertion follows inductively.
3.4 We recall two classes of algebras closely related to rejective chains. One is quasi-
hereditary algebras of Cline-Parshall-Scott [CPS1,2], and another is neat algebras of
Agoston-Dlab-Wakamatsu [ADW].
(1) A two-sided ideal I of an artin algebra Γ is called heredity if I2 = I, IJΓI = 0
and I ∈ pr Γ. This condition is left-right symmetric since the last condition is equivalent
to I ∈ pr Γop by 2.1(5). An artin algebra Γ is called quasi-hereditary if it has a heredity
chain, which is a chain 0 = Im ⊆ Im−1 ⊆ · · · ⊆ I0 = Γ of ideals of Γ such that In−1/In is
a heredity ideal of Γ/In for any n (0 < n ≤ m).
An order Γ is called quasi-hereditary if there exists an idempotent e of Γ such that
eΓe is a maximal order and Γ/ΓeΓ is a quasi-hereditary artin algebra [KW].
(2) An idempotent f of an artin algebra Γ is called neat if ExtiΓ((Γ/JΓ)f, (Γ/JΓ)f) = 0
holds for any i > 0. This is equivalent to that ExtiΓop(f(Γ/JΓ), f(Γ/JΓ)) = 0 holds for
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any i > 0 since D((Γ/JΓ)f) = f(Γ/JΓ). An artin algebra Γ is called neat if it has a neat
sequence (f1, f2, · · · , fm), which is a complete set of orthogonal idempotents of Γ such
that ft is a neat idempotent of ǫtΓǫt for ǫt := ft + ft+1 + · · ·+ fm for any t (1 ≤ t ≤ m).
It is known that any quasi-hereditary algebra is neat [ADW].
3.4.1 Let us recall theorems in [CPS1,2] and [ADW;prop.2] concerning on the global
dimension. For completeness, we shall give a quick proof of them.
Theorem Let Γ be a basic artin algebra.
(1) If I is a heredity ideal of Γ, then 0 ≤ gl.dimΓ − gl.dimΓ/I ≤ 2 holds. Conse-
quently, if Γ is a quasi-hereditary algebra with a chain 0 = Im ⊆ Im−1 ⊆ · · · ⊆ I0 = Γ,
then gl.dimΓ ≤ 2m− 2 holds.
(2) If f be a neat idempotent of Γ, then 1
2
(gl.dimΓ′+1) ≤ gl.dimΓ ≤ 2(gl.dimΓ′+1)
holds for e := 1 − f and Γ′ := eΓe. Consequently, if Γ is a neat algebra with a neat
sequence (f1, f2, · · · , fm), then gl.dimΓ ≤ 2
m − 2 holds.
Proof (1) Put I = ΓeΓ. Then the assertion follows from 3.2.2 since Γ′ is semisimple.
(2) Let P be a minimal projective resolution of a Γ-module JΓf . Since f is neat,
all terms in P are in addΓ(Γe). Since the functor eΓ⊗Γ : addΓ(Γe) → pr Γ
′ is an
equivalence, eΓ ⊗Γ P gives a minimal projective resolution of a Γ
′-module eJΓf . Thus
we obtain pdΓ(JΓf) = pdΓ′(eJΓf) = pdΓ′(eΓ).
By 3.2.2, we obtain gl.dimΓ′−gl.dimΓ ≤ pdΓ′(eΓ) = pdΓ(JΓf) ≤ gl.dimΓ−1. On the
other hand, since Γ is semisimple, we obtain gl.dimΓ−gl.dimΓ′ ≤ gl.dimΓ+pdΓ Γ+1 ≤
pdΓ(ΓeΓ) + 2 = pdΓ(ΓeΓf) + 2 = pdΓ(JΓf) + 2 = pdΓ′(eΓ) + 2 ≤ gl.dimΓ
′ + 2, where
we used ΓeΓf = JΓf since addΓ(Γe) is a cosemisimple subcategory of pr Γ.
3.5 Assume that C corresponds to an artin algebra or order Γ by 3.1.
(1) We have a bijection between semisimple rejective subcategories C′ of C and hered-
ity ideals I of Γ. A heredity chain corresponds to a chain Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = C of
subcategories of C such that Cn /[Cn+1] is a semisimple rejective subcategory of C /[Cn+1]
for any n (0 ≤ n < m) and Cm is maximal in the sense of 2.2.
(2) For a chain 0 = Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = C of subcategories of C, take an
idempotent en of Γ which corresponds to the subcategory Cn of C by 3.1. We call the
chain neat if (f1, f2, · · · , fm) is an neat sequence for fn := en−1− en. We have a bijection
between neat sequences of Γ and neat chains of C.
3.5.1 Theorem (1) Any complete total right (resp. left) rejective chain is a heredity
chain. As a conclusion, the categories appeared in 2.2.3, 2.3.3(1), 2.3.4, 2.4, 2.4.1, 2.4.2,
2.5.1 and 2.5.2 are quasi-hereditary.
(2) Any complete half rejective chain is a neat chain. As a conclusion, the category
appeared in 2.3.3(2) is neat.
Proof (1) Let 0 = Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = C be a total right rejective chain. By
2.1(1)(2), Cn2 /[Cn3] is a right rejective subcategory of Cn1 /[Cn3] for any n1 ≥ n2 ≥ n3.
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In particular, the chain is heredity.
(2) Let C′ be a cosemisimple right rejective subcategory of C corresponding to an
idempotent e of Γ by 3.1. We only have to show that f := 1− e is an neat idempotent.
By 3.2(3), 0 → JΓf → Γf → (Γ/JΓ)f → 0 is a projective resolution of (Γ/JΓ)f with
JΓf ∈ addΓ(Γe). This implies pdΓ((Γ/JΓ)f) ≤ 1 and Ext
1
Γ((Γ/JΓ)f, (Γ/JΓ)f) = 0.
3.5.2 Immediately we obtain the theorem below, where the artin algebra case was
conjectured by Ringel [Xi1] and proved in [I4;1.1].
Corollary Let Λ be an artin algebra or order in a semisimple algebra. For any
M ∈ MΛ, there exists N ∈ MΛ such that EndΛ(M ⊕N) is quasi-hereditary.
3.5.3 Let Γ be an artin algebra or order. By 3.5.1, the following implications hold,
where (QH) menas that Γ is quasi-hereditary, (NT) means that Γ is neat, and (RC) (resp.
(TRRC),(RRC),(HRC),...) means that Γ has a rejective (resp. total right rejective, right
rejective, half rejective,...) chain. We shall see in 3.5.4 that all implications are strict.
(RC) ✏
✏✶
PPq
(TRRC)
(TLRC)
(QH) (NT)
(RRC)
(LRC)
(HRC)✲ ✛
✲
✲
PPq
✏✏✶
PPq
✏✏✶
3.5.4 Examples (1) Let Γ be the algebra defined by the quiver below with relations
bc = ca = dab = 0. Then the indecomposable left and right projective modules have the
form below. Then Γ is (RRC) with a right rejective chain {3} ⊂ {2, 3} ⊂ {1, 2, 3}, but
not (QH)(LRC)(TRRC).
✲✲❅
❅■  ✠3 1
2 ab
c
d
1
2
3
1
2
2
3
1
2
3
1 1
2
1
3 3
2
1
2
1
3
2
1
3
2
1
(2) Let Γ be the algebra defined by the quiver below with relations dc = bca = bcd =
ca = 0. Then the indecomposable left and right projective modules have the form below.
Thus Γ is (QH) with a heredity chain {2} ⊂ {1, 2} ⊂ {1, 2, 3}, but not (HRC) since it
has no cosemisimple left (resp. right) rejective subcategory.
✛ ✲❅
❅■  ✠3 1
2 ab
c
d
1
2 3
3
1
2
3
1
3
1
3
1
3
2
1
2
1
3
2 1
1 3
(3) Let k ( K be a finite extension of fields and J := tK[[t]] ⊂ ∆ := k + J ⊂ O :=
K[[t]]. Let Γ :=
(
O O O O
J ∆ O O
J2 t∆ ∆ ∆
J2 J2 J ∆
)
be a k[[t]]-order. Then Γ is (HRC) with a half rejective
chain {1} ⊂ {1, 2} ⊂ {1, 2, 3} ⊂ {1, 2, 3, 4}, where i corresponds to an idempotent with
(i, i)-th entry 1 and other entries 0. But Γ is neither (RRC) nor (LRC).
3.6 Any artin algebra Γ with gl.dimΓ ≤ 2 is quasi-hereditary by Dlab-Ringel [DR2],
and any order Γ with gl.dimΓ ≤ 2 is also quasi-hereditary by Ko¨nig-Wiedemann [KW].
More strongly, we will that such ring has a complete total right rejective chain (3.5.1).
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Theorem Let Γ be an artin algebra or order, and C := pr Γ. If gl.dimΓ ≤ 2 holds,
then C has a complete total right (resp. left) rejective chain.
3.6.1 Lemma Let Γ be an artin algebra with gl.dimΓ = n (2 ≤ n <∞). Then there
exists a simple Γ-module S with pdΓ S = n− 1.
Proof We can take a non-zero Γ-module X with pdΓX = n − 1. Assume that
X is not simple. Thus X has a proper simple submodule S, and we obtain an exact
sequence 0 → S → X → X/S → 0. By an exact sequence ExtnΓ(X, ) → Ext
n
Γ(S, ) →
Extn+1Γ (X/S, ), we obtain pdΓ S < n. If pdΓ S < n−1, then we obtain pdΓ(X/S) = n−1
by an exact sequence Extn−1Γ (X/S, )→ Ext
n−1
Γ (X, )→ Ext
n−1
Γ (S, )→ Ext
n
Γ(X/S, )→
ExtnΓ(X, ). Replacing X by X/S and repeating this argument, we obtain the assertion.
3.6.2 Proof of 3.6 We can assume Γ is non-semisimple basic. By 3.6.1, we can take
a primitive idempotent f of Γ such that pdΓ S = 1 for S := (Γ/JΓ)f . Put e := 1 − f ,
C′ := addΓ(Γe) ⊂ C = prΓ and Γ
′ := eΓe. Then C′ is a cosemisimple right rejective
subcategory of C and gl.dimΓ′ ≤ 2 holds by 3.2(3). By 2.1(4), we only have to show
that any monomorphism a : P1 → P0 in C
′ is still monic in C. Since gl.dimΓ ≤ 2, we
have an exact sequence 0→ P2 → P1
a
→ P0 in modΓ with P2 ∈ pr Γ. Since a is monic in
C′, eP2 = HomΓ(Γe, P2) = 0 holds. Thus P2 is a module over a semisimple ring Γ/ΓeΓ.
This implies that P2 is isomorphic to S
n for some n ≥ 0. If n > 0, then S ∈ pr Γ, a
contradiction to pdΓ S = 1. Thus n = 0 and P2 = 0 holds.
3.7 Example Let Λ be an artin algebra of finite representation type. We call a chain
0 = Cm ⊆ Cm−1 ⊆ · · · ⊆ C0 = modΛ a splitting chain if Cn+1 is closed under either factor
modules or submodules, and is a cosemisimple subcategory of Cn for any n (0 ≤ n < m).
Any splitting filtration of Dlab-Ringel [DR4] gives a splitting chain. Now, 1.5.2 implies
that any Cn is a left or right rejective subcategory of modΛ. Thus 2.1(1) implies that
any splitting chain is a half rejective chain. On the other hand, 2.1(2)(5) implies that
Cn /[Cn+1] is a semisimple rejective subcategory of modΛ/[Cn+1] for any n. By 3.5(1), we
conclude that any splitting chain is a heredity chain, a theorem of Dlab-Ringel [DR4].
4 The function rΛ and Representation dimension
4.1 Definition Again assume that Λ is an artin algebra and MΛ := modΛ, or Λ is
an order and MΛ := latΛ. Put gΛ(M) := gl.dimEndΛ(M) and rΛ(M) := inf{gΛ(M ⊕
N) | N ∈ MΛ}. By 4.1.1 below (cf. [I4;1.2]), rΛ gives a function MΛ → N≥0. We often
regard gΛ and rΛ as functions on the set of finite subcategories of MΛ. Then rΛ(C
′) ≤
rΛ(C) holds for finite subcategories C
′ ⊆ C. Put |rΛ| := sup{rΛ(X) | X ∈ MΛ}. We call
rep.dimΛ := rΛ(Λ ⊕ DΛ) the representation dimension of Λ, which was introduced by
Auslander [A1] for artin algebras.
4.1.1 Theorem Let Λ be an artin algebra or order in a semisimple algebra. Then
rΛ(X) <∞ holds for any X ∈ MΛ.
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Proof Immediate from 2.5.2.
4.1.2 For a subcategory C of MΛ, recall that we write C-resol.dimMΛ ≤ m if, for
any X ∈ MΛ, there exists a complex Mm → · · · → M1 → M0 → X such that Mi ∈ C
and 0 → MΛ( ,Mm) → · · · → MΛ( ,M1) → MΛ( ,M0) → MΛ( , X) → 0 is exact on C
(1.1). Let us recall 1.1.2 below, which gives us a method to calculate rΛ [A1][EHIS].
Theorem Let Λ be an artin algebra or order in a semisimple algebra, M ∈ MΛ and
C := addM . Then Cop-resol.dimM
op
Λ ≥ max{gΛ(M)− 2, 0} ≤ C-resol.dimMΛ, where the
left (resp. right) equality holds if Λ ∈ C (resp. DΛ ∈ C).
4.1.3 Immediately, we obtain Auslander’s theorem [A1] below. It is easily checked
that rep.dimΛ ≤ 1 and |rΛ| ≤ 1 occurs only when Λ is semisimple (algebra case) or Λ is
hereditary (order case).
Theorem Let Λ be an artin algebra or order in a semisimple algebra. Then rep.dimΛ ≤
2 if and only if |rΛ| ≤ 2 if and only if Λ is representation-finite (§0.3).
Proof Assume that a finite subcategory C of MΛ satisfies Λ ⊕ DΛ ∈ C. By 4.1.2,
gΛ(C) ≤ 2 is equivalent to C-resol.dimMΛ = 0 which means that, for any X ∈ MΛ, there
exists a morphism Y
f
→ X such that Y ∈ C and MΛ( , Y )
·f
→ MΛ( , X) is an isomorphism
on C. This is equivalent to that f is an isomorphism by Λ ∈ C. Thus gΛ(C) ≤ 2 is
equivalent to C = MΛ. Thus we obtain the assertion.
4.1.4 Example Let Λ be an artin algebra with the Loewy length LL(Λ).
(1) rΛ(Λ) ≤ gΛ(
⊕LL(Λ)
i=0 Λ/J
i
Λ) ≤ LL(Λ) holds by 2.2.3(1). In particular, rep.dimΛ ≤
LL(Λ) holds if Λ is selfinjective [A1].
(2) If Λ is hereditary, then rep.dimΛ ≤ gΛ(Λ ⊕ DΛ) ≤ 3 holds [A1]. On the other
hand, if J2Λ = 0, then Λ is stably equivalent to a hereditary algebra [ARS], and we can
obtain Auslander’s result rep.dimΛ ≤ 3 [A1] by 4.2(2) below. Several classes of algebras
are known to have the representation dimension at most three [Xi1][CP][H] (see also 4.4).
Proof (2) By 4.1.2, we only have to show that C := add(Λ ⊕ DΛ) satisfies
C-resol.dimMΛ ≤ 1. Take X ∈ indMΛ\ ind C. Then a projective resolution 0 → P1 →
P0 → X → 0 gives a right C-resolution since HomΛ(DΛ, X) = 0 holds by gl.dimΛ ≤ 1.
4.2 Let Λ be an artin algebra or order and Γ an artin algebra or order. We say that
Λ is finitely equivalent to Γ if there exists finite subcategories (1.1) X and X ′ of MΛ and
MΓ respectively such that MΛ/[X ] is equivalent to MΓ/[X
′]. Especially, when X = [pr Λ]
and X ′ = pr Γ, we say that Λ is stably equivalent to Γ [ARS]. We shall prove the theorem
below in 5.6, where (2) is a result of Xiangqian [X]. It is also valid even if Λ is an artin
algebra and Γ is an order.
Theorem Let Λ be an artin algebra or order and Γ an artin algebra or order. Assume
that they are not representation-finite.
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(1) If Λ is finitely equivalent to Γ, then |rΛ| = |rΓ|.
(2) If Λ is stably equivalent to Γ, then rep.dimΛ = rep.dimΓ.
4.3 Let Λ be a hereditary artin algebra with the underlying valued quiver Q. Then Λ
is representation-finite if and only ifQ is Dynkin. We call Λ tame if Q is extended Dynkin,
and wild otherwise [DR1][R1]. When Λ is tame, we call EndΛ(T ) a tame concealed algebra
for any preprojective tilting Λ-module T [R2;4.3].
Theorem If Λ is a tame hereditary algebra, then |rΛ| = rep.dimΛ = 3. More
generally, if Γ is a tame concealed algebra, then |rΓ| = rep.dimΓ = 3.
Proof (1) We will show |rΛ| ≤ 3. For X ∈ modΛ, we denote by subX the
subcategory of modΛ consisting submodules of a direct sum of copies of X . We denote
by P (resp. R, I) the category of preprojective (resp. regular, preinjective) Λ-modules
[DR1]. Put d(X, Y ) := dimHomΛ(X, Y ) for X, Y ∈ modΛ. We denote by τ
+
Λ the
Auslander translate with the inverse τ−Λ [ARS].
(i) We will show # ind(R∩ subX) <∞ and # ind(P ∩ subX) <∞ for any X ∈ R.
The former assertion is easy since R is a direct sum of subcategories corresponding to
tubes [DR1][R1]. We shall show the latter one. We can take p > 0 such that X = τ+pΛ X .
Put c := max{d(Y,X) | Y ∈ ind(add(
⊕p−1
i=0 τ
−i
Λ Λ))}. Then d(Y,X) ≤ c holds for any Y ∈
ind(P ∩ subX) since d(Y,X) = d(τ
+
Λ Y, τ
+
ΛX) holds for any Y ∈ ind(modΛ)\ prΛ. Fix
Y ∈ ind(P ∩ subX) and take a basis {fi}1≤i≤d(Y,X) of HomΛ(Y,X). Then (f1, · · · , fd(Y,X)) :
Y → Xd(Y,X) should be injective. Thus dimY ≤ d(Y,X) dimX ≤ c dimX holds. Since
there are only finitely many Y ∈ indP with dimY ≤ c dimX , the assertion follows.
(ii) Fix any P ⊕ N ⊕ I ∈ modΛ with P ∈ P, N ∈ R and I ∈ I. We can put
R∩ subN = addN ′ and P ∩ subN ′ = addQ by (i). Let P ′ (resp. I ′) be the direct sum
of X ∈ indP (resp. X ∈ ind I) such that HomΛ(X,Q) 6= 0 (resp. HomΛ(I,X) 6= 0). By
4.1.2, we only have to show C-resol.dim (modΛ) ≤ 1 for C := add(P ′ ⊕N ′ ⊕ I ′).
Fix any X ∈ ind(modΛ). We can assume X /∈ add I ′, so HomΛ(I
′, X) = 0 holds.
Consider the following commutative diagram of exact sequences, where f is a right
(addN ′)-approximation of X and g is a right (addP ′)-approximation of X .
0−−−−→Y−−−−→N0
f
−−−−→X
‖ ↑ ↑g
0−−−−→Y−−−−→ Z −−−−→P0
Then Y ∈ subN ′ ⊆ add(P ′ ⊕ N ′) holds by our choice. Since any indecomposable
direct summand W of Z satifsies W ∈ addY or HomΛ(W,P0) 6= 0. In both cases,
W ∈ add(P ′ ⊕ N ′) holds by our choice. Thus Z ∈ add(P ′ ⊕ N ′) holds, and 0 → Z →
P0 ⊕N0
(gf)
→ X gives a right C-resolution of X .
(2) We will show |rΓ| ≤ 3. Let Γ = EndΛ(T ) for a preprojective tilting Λ-module T ,
which defines a torsion theory (T ,F) on modΛ and a splitting torsion theory (X ,Y) on
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modΓ. Let C be a subcategory of modΛ such that ind C = ind(modΛ)\ ind T . Then
C is finite [R2]. By Tilting theorem, X is equivalent to F ⊆ C and Y = modΓ/[X ] is
equivalent to T = modΛ/[C]. Thus Λ and Γ are finitely equivalent, and |rΓ| = |rΛ| = 3
holds by (1) and 4.2(1).
4.4 The theorem of Erdmann-Holm-Schro¨er and the author [EHIS] is generalized
as follows. For the convenience of readers, we shall give a proof. For simplicity, put
C+D := add(C ∪D) for subcategories C and D of MΛ.
Theorem Let Λ
φ
⊂ Γ be artin algebras or orders. Assume that Γ is representation-
finite and JΛ is an ideal (resp. left ideal, right ideal) of Γ. Then rep.dimΛ ≤ 3 (resp.
rΛ(Λ) ≤ 3, rΛ(DΛ) ≤ 3) holds.
Proof We shall use the notations in 1.3. Put C := prΛ + Xφ+ inΛ. (For the case
when JΛ is a left (resp. right) ideal of Γ, put C := pr Λ + Xφ (resp. C := Xφ+ inΛ)
and apply a similar argument). By 4.1.2, we only have to show C-resol.dimMΛ ≤ 1. Fix
X ∈ indMΛ\ ind C. By 1.7(1), a right Xφ-approximation of X gives an exact sequence
0 → HomΛ(Cφ, X) → X
−
ǫ−
X→ X → Ext1Λ(Cφ, X). Since CφJΛ = 0 holds, Ext
i
Λ(Cφ, X) is
a semisimple Λ-module. Taking the projective cover of Cok ǫ−X , we obtain the following
pull-back diagram.
0−−−−→HomΛ(Cφ, X)−−−−→X
− ǫ
−
X−−−−→X−−−−→Cok ǫ−X−−−−→0
‖ ↑ ↑f ‖
0−−−−→HomΛ(Cφ, X)−−−−→ Y −−−−→P−−−−→P/JΛP−−−−→0
Then f induces a morphism g : JΛP → Im ǫ
−
X . Since JΛP ∈ Xφ holds by our
assumption, g factors through X−. Thus Y is isomorphic to JΛP ⊕HomΛ(Cφ, X) ∈ Xφ.
Taking the mapping cone, we obtain a right (pr Λ + Xφ)-resolution 0 → Y → P ⊕
X−
( f
ǫ
−
X
)
→ X → 0 (∗). Now take any a ∈ HomΛ(DΛ, X). Then Da ∈ HomΛop(DX,Λ)
factors through JΛ since DX is not projective. Thus a factors through the natural map
DΛ→ DJΛ. Since DJΛ ∈ Xφ holds by our assumption, a factors through ǫ
−
X . Thus (∗)
is a right C-resolution.
4.4.1 Let us give a proof of [EHIS;1.4] from our categorical viewpoint.
Corollary Let Λ
φ
⊂ Γ be artin algebras with JΛ = JΓ. Assume that Γ is representation-
finite and N is an additive generator of modΓ. Then EndΛ(Λ ⊕ φ
∗N ⊕ DΛ) is quasi-
hereditary.
Proof We have a chain C′ := modΛ/JΛ ⊆ C2 := Xφ ⊆ C1 := Xφ+ inΛ ⊆
C := pr Λ + Xφ+ inΛ. By 1.6.1(1), C
′ is a semisimple rejective subcategory of C. By
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1.7(3), C2 /[C
′] is equivalent to modΓ/[modΓ/JΓ]. By 3.2(2), gl.dim(modΓ) ≤ 2 im-
plies gl.dim(mod C2 /[C
′]) ≤ 2. By 3.6, C2 has a heredity chain 0 ⊆ C
′ = Cm ⊆ · · · ⊆
C3 ⊆ C2. Since C2 /[C
′] is a rejective subcategory of C /[C′] by 1.7(3), the induced chain
0 ⊆ Cm−1 /[C
′] ⊆ · · · ⊆ C3 /[C
′] ⊆ C2 /[C
′] consists of rejective subcategories of C /[C ′]
by 2.1(3). Now C2 is a cosemisimple (left rejective) subcategory of C1 by DJΛ ∈ C2,
and C1 is a cosemisimple right rejective subcategory of C by JΛ ∈ C2. Thus C1 /[C2] is a
semisimple rejective subcategory of C /[C2] by 2.1(2)(5). Consequently, C has a heredity
chain 0 ⊆ C′ = Cm ⊆ · · · ⊆ C3 ⊆ C2 ⊆ C1 ⊆ C.
4.4.2 Example (1) An order Λ is called Ba¨ckstro¨m if there exists a hereditary
overorder Γ such that JΛ = JΓ. By 4.4, rep.dimΛ ≤ 3 folds for any Ba¨ckstro¨m or-
ders. The representation theory of Ba¨ckstro¨m orders were studied by Ringel-Roggenkamp
[RR], and it is shown that the representation type of Λ can be determined by a certain
associated valued quiver of Λ. This result can be explained by the result 4.4.3 below in
[I8] since the associated valued quiver of Λ is defined as the associated valued quiver of
the hereditary algebra
(
Γ/JΓ Γ/JΓ
0 Λ/JΛ
)
.
(2) In [EHIS], the representation dimension of a special biserial algebras is shown to
be at most 3 by applying 4.4. Now let us consider the representation dimension of a
clannish algebra A over a field k [CB]. Then there exists a Ba¨ckstro¨m k[[t]]-order Λ with
a hereditary overorder Γ and an ideal I of Γ such that with JΛ = JΓ and A = Λ/I by
[I7;1.3(3)]. Since B := Γ/I is a cyclic Nakayama algebra with JA = JB ⊂ A ⊂ B, we
obtain that B is representation-finite and rep.dimA ≤ 3 by 4.4.
4.4.3 Theorem Let Λ be a Ba¨ckstro¨m order and Γ the hereditary overorder of Λ such
that JΛ = JΓ. Then Λ is stably equivalent to the finite dimensional hereditary algebra(
Γ/JΓ Γ/JΓ
0 Λ/JΛ
)
.
4.5 Definition We shall introduce two homological invariant of Λ which is closely
related to the function rΛ. Let Λ and Γ be artin algebras or orders.
(1) We write Λ  Γ if there exists P ∈ pr Γ such that EndΓ(P ) is Morita-equivalent
to Λ. Obviously,  gives a partial order on the set of Morita-equivalence classes of
artin algebras and those of orders. Define the expanded dimension of Λ by exp.dimΛ :=
inf{gl.dimΓ | Λ  Γ}. This concept first appeared in Auslander’s observation in [A1]
such that exp.dimΛ is finite for any artin algebra Λ by 2.2.3(1).
(2) Let C be a subcategory ofMΛ. We define the weak resolution dimensionwresol.dim C
as the minimal number n ≥ 0 which satisfies the following equivalent conditions (cf. 1.1).
(i) There exists M ∈ MΛ such that, for any X ∈ C, there exists an exact sequence
0→ Mn → · · · →M0 → Y → 0 with Mi ∈ addM and X ∈ addY .
(ii) There exists M ∈ MΛ such that, for any X ∈ C, there exists an exact sequence
0→ Y →M0 → · · · →Mn → 0 with Mi ∈ addM and X ∈ addY .
Here wresol.dim(modΛ) + 2 coincides with rwrep.dimΛ in [Rou].
Proof (2)(i)⇒(ii) We shall show that N := Ω−nM ⊕ DΛ satisfies the condition
31
(ii). Put M−1 := Y for simplicity. Assume that we have an exact sequence 0→M
′
n−i →
· · · → M ′−1 → N−2 → · · · → N−i−1 → 0 with M
′
j ∈ add(Mj ⊕ DΛ) and Nj ∈ addN .
Consider the following commutative diagram, where the lower sequence is an injective
resolution.
0→M ′n−i→M
′
n−i−1→· · ·→M
′
−1→N−2→· · ·→N−i→ N−i−1 →0
‖ ↓ ↓ ↓ ↓ ↓
0→M ′n−i→ In−i−1 →· · ·→ I−1 → I−2→· · ·→ I−i→Ω
−nM ′n−i→0
Taking the mapping cone, we obtain an exact sequence 0→M ′n−i−1 → · · · →M
′
−1 →
N−2 → · · · → N−i−2 → 0 with M
′
j ∈ add(Mj ⊕DΛ) and Nj ∈ addN . The sequence for
i = n + 1 shows (ii).
4.5.1 Let Λ be an artin algebra or order.
(1) For n = 0, 1, exp.dimΛ = n if and only if rΛ(Λ) = n if and only if gl.dimΛ = n.
(2) exp.dimEndΛ(X) ≤ rΛ(X) holds for any X ∈ MΛ.
(3) wresol.dim(modΛ) ≤ exp.dimΛ ≤ rΛ(Λ) ≤ min{gl.dimΛ, rep.dimΛ,LL(Λ)}.
(4) wresol.dimX2 ≤ max{exp.dimΛ− 2, 0} holds for X2 := addΩ
2(modΛ).
(5) If φ : Λ→ Γ is a quasi-split morphism of artin algebras (1.6), then wresol.dimMΛ ≤
wresol.dimMΓ.
Proof (1) If Γ  Λ and gl.dimΛ ≤ 1, then gl.dimΓ ≤ 1.
(2) For any Y , put Γ := EndΛ(X ⊕ Y ) and P := HomΛ(X ⊕ Y,X) ∈ pr Γ. Since
EndΓ(P ) = EndΛ(X) holds, we obtain EndΛ(X)  Γ.
(4) Put n := exp.dimΛ and m := max{n − 2, 0}. Take Γ and P ∈ pr Γ with
gl.dimΓ = n and Λ = EndΛ(P ). We will show that M := HomΓ(P,Γ) satisfies 4.5(2)(i).
For any X ∈ X2, take a morphism f ∈ HomΓ(P
′, P ′′) in addP such that 0 → Y →
HomΓ(P, P
′)
·f
→ HomΓ(P, P
′′) is exact and X ∈ addY . By pdΓKer f ≤ m, we can take
a projective resolution 0 → Pm → · · · → P0 → Ker f → 0. Then we obtain the desired
sequence 0→ HomΓ(P, Pm)→ · · · → HomΓ(P, P0)→ Y → 0.
(3) The inequality wresol.dimmodΛ ≤ exp.dimΛ follows from the argument in the
proof of (4). Other inequalities follows from (2) and 4.1.4(1).
(5) If M ∈ MΓ satisfies the condition in 4.5(2)(i), then so does φ
∗M ∈ MΛ.
4.6 Rouquier’s theorem below [Rou;6.10,6.9] gave the first example of algebras with
representation dimension greater than 3. Although his quite interesting proof uses Koszul
duality in derived categories essentially, it would be a natural problem to give a direct
proof. Consequently, exp.dimΛ and rΛ(Λ) is also n+ 1 by 4.5.1(3)(4).
Theorem Let k be a field and Λ = ∧(kn) the exterior algebra with n > 0. Then
wresol.dim(modΛ) + 2 = rep.dimΛ = n+ 1.
4.6.1 Example We can obtain many classes of artin algebras with large representa-
tion dimension by using 4.6. Again let Λ = ∧(kn) be the exterior algebra with n > 0.
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(1) An artin algebra Γ with Λ  Γ satisfies n + 1 = exp.dimΛ ≤ exp.dimΓ ≤
rep.dimΓ by 4.5.1(3).
(2) If φ : Λ→ Γ is a quasi-split morphism of artin algebras, then n−1 = wresol.dim(modΛ) ≤
wresol.dim(modΓ) ≤ rep.dimΓ by 4.5.1(5).
4.6.2 The concept of controlled wild algebras was introduced in [Han]. Any controlled
wild algebra is wild, and Ringel conjectured that the converse holds. It is known that
any wild hereditary algebra is controlled wild.
Theorem If Λ is a controlled wild algebra, then |rΛ| =∞.
Proof For any artin algebra Γ, there exists M ∈ modΛ and an ideal I of EndΛ(M)
such that EndΛ(M) = Γ ⊕ I [Han;2.3]. Considering the case Γ is the exterior alge-
bra over n-dimensional vector space, we obtain n − 1 ≤ wresol.dim(modEndΛ(M)) ≤
exp.dimEndΛ(M) ≤ rΛ(M) ≤ |rΛ| by 4.6.1(2) and 4.5.1(2)(3). Thus |rΛ| =∞ holds.
4.6.3 Corollary Let Λ be a finite dimensional hereditary algebra or a Ba¨ckstro¨m
order (4.4.2). Then the value of |rΛ| is given as follows.
associated valued quiver Dynkin extended Dynkin else
|rΛ| ≤ 2 3 ∞
Proof For the hereditary case, the assertion follows from 4.1.2, 4.3 and 4.6.2. Thus
4.2 and 4.4.3 shows the Ba¨ckstro¨m case.
4.6.4 Question Does any wild algebra satify |rΛ| = ∞? By 4.6.2, this is true if
Ringel’s conjecture is true. On the other hand, does any tame algebra satify |rΛ| <∞?
Also, it is an interesting question whether any tame algebra satifies rep.dimΛ ≤ 3 or
not. These questions can be regarded as a part of the study of tame algebras in terms
of endomorphism rings.
4.7 Let Λ be an artin algebra or order and n ≥ 0. We call Λ reflexive-finite if Λ
has only finitely many indecomposable reflexive modules. Put Xn := addΩ
n(modΛ).
Recall that X ∈ modΛ is called n-torsionfree if ExtiΛ(TrX,Λ) = 0 holds for any i
(0 < i ≤ n) [AB]. It is well-known that X is 1-torsionfree (resp. 2-torsionfree) if and only
if it is torsionless (resp. reflexive). One can easily check that any n-tosionfree module
is contained in Ωn(modΛ). Conversely, it is known that Xn consists of n-torsionfree
modules if Λ is an (n− 1)-Gorenstein ring [AR3,4][FGR], for example.
4.7.1 Theorem Let Λ be an artin algebra or order, and n ≥ 2. Assume that Xn has
an additive generator M that is n-torsionfree. Then gΛ(M) ≤ n and rΛ(Λ) ≤ n hold.
Proof Put Γ := EndΛ(M). For any X ∈ modΓ, take a projective resolution P : 0→
ΩnX → Pn−1 → · · · → P0 → X → 0. Then there exists a complex A : Mn−1 → · · · →
M0 is modΛ in addΛM and HomΛ(M,A) gives P . By Λ ∈ addM , A is exact. Since each
Mi is n-torionfree, there exists an exact sequence 0→ Mi → Pi,0 → · · · → Pi,n which is
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a left (pr Λ)-resolution. Thus we can consider the following commutative diagram.
0−−−−→Ker f−−−−→ Mn−1
f
−−−−→ Mn−2 −−−−→· · ·−−−−→M1 −−−−→M0
↓ ↓ ↓ ↓
Pn−1,0 −−−−→ Pn−2,0 −−−−→· · ·−−−−→P1,0−−−−→P0,0
↓ ↓ ↓
Pn−1,1 −−−−→ Pn−2,1 −−−−→· · ·−−−−→P1,1
↓ ↓
· · · · · ·
↓ ↓
Pn−1,n−2−−−−→Pn−2,n−2
↓
Pn−1,n−1
Taking a mapping cone, we obtain Ker f ∈ Xn = addM . Thus we obtain Ω
nX =
HomΛ(M,Ker f) ∈ pr Γ and pdΓX ≤ n.
4.7.2 Theorem (1) Let Λ be an artin algebra. Then rΛ(Λ) ≤ 2 implies indX2 <∞,
and the converse holds if X2 consists of reflexive Λ-modules. In particular, if Λ is 1-
Gorenstein, then rΛ(Λ) ≤ 2 if and only if Λ is reflexive-finite (4.7).
(2) Let Λ be an order in a semisimple algebra. Then rΛ(Λ) ≤ 2 if and only if
exp.dimΛ ≤ 2 if and only if Λ is reflexive-finite.
Proof (1) By 4.7.1, we only have to show the former assertion. Assume that Γ :=
EndΛ(Λ⊕X) satisfies gl.dimΓ ≤ 2. Then P := HomΛ(Λ⊕X,Λ) satisfies EndΓ(P ) = Λ,
and P := HomΓ(P, ) : pr Γ → modΛ is full faithful. We only have to show P(pr Γ) ⊇
Ω2(modΛ). For any projective resolution 0 → Ω2X → P1
f
→ P0 → X → 0 in modΛ,
there exists a morphism g : Q1 → Q0 in addΓ P such that f = Pg. Since gl.dimΓ ≤ 2,
Ker g ∈ pr Γ holds. Thus we have Ω2X = P(Ker g) ∈ P(pr Γ).
(2) Since Λ is an order in semisimple algebra, Λ is 1-Gorenstein (e.g. 4.9) and X2 is
the category of reflexive Λ-modules. By 4.7.1 and 4.5.1(3), we only have to show that
exp.dimΛ ≤ 2 implies that X2 has an additive generator. Assume that an order Γ and
P ∈ pr Γ satisfy gl.dimΓ ≤ 2 and EndΓ(P ) = Λ. Assume that an idempotent e of Γ
satisfies P ∈ addΓ(Γe) and JΓ(1 − e) ∈ pr Γ. Then Γ
′ := eΓe and P ′ := eP ∈ pr Γ′
satisfy gl.dimΓ′ ≤ 2 and EndΓ′(P
′) = Λ by 3.2(3), so we can replace (Γ, P ) by (Γ′, P ′).
Repeating this procedure, we can assume that any simple Γ-modules S with pdΓ S ≤ 1 is
a factor module of P . Then it is easily checked that anyX ∈ modΓ with HomΓ(P,X) = 0
satisfies ExtiΓ(X,Γ) = 0 for i = 0, 1 by [I2;III.2.2.1]. Thus P := HomΓ(P, ) : pr Γ →
modΛ is full faithful by [I6;2.2.1]. Now P(pr Γ) ⊇ Ω2(modΛ) follows from the argument
in the proof of (1).
4.8 Let fin.dimΛ := sup{pdX | X ∈ modΛ, pdX <∞} be the finitistic dimension
of Λ [B]. The finitistic dimension conjecture (FDC) asserts that fin.dimΛ < ∞ holds
for any artin algebra Λ. We refer to [Z] for known results and the relationship to other
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homological conjecture. Recently, Igusa-Todorov [IT] introduced a function ψΛ and
applied it to prove (FDC) for artin algebras with rep.dimΛ ≤ 3. Their result is valid for
much larger class of rings including orders. We shall give its proof for the completeness.
We refer [EHIS] and [Xi1,2] for approach to (FDC) using Igusa-Todorov’s theorem.
Theorem Let Λ be an artin algebra or order, and Xn := addΩ
n(modΛ). If wresol.dimXn ≤
1 holds for some n, then fin.dimΛ < ∞. Thus rep.dimΛ ≤ 3 (resp. rΛ(Λ) ≤ 3,
exp.dimΛ ≤ 3) implies fin.dimΛ <∞.
4.8.1 Lemma Let Λ be a noetherian ring such that modΛ forms a Krull-Schmidt
category and ExtiΛ(X, Y ) ∈ modEndΛ(X) holds for any X, Y ∈ modΛ and i ≥ 0. Then
there exists a function ψΛ : modΛ→ N≥0 with the following properties.
(i) If pdX <∞, then ψΛ(X) = pdX.
(ii) addX ⊆ addY implies ψΛ(X) ≤ ψΛ(Y ).
(iii) If 0→ X → Y → Z → 0 is exact with pdZ <∞, then pdZ ≤ ψΛ(X ⊕ Y ) + 1.
Proof For X ∈ modΛ, put aX(i) := i + sup{pdY | Y ∈ addΩ
iX, pdY < ∞} ∈
N≥0. Then aX(0) ≤ aX(1) ≤ aX(2) ≤ · · · holds. We denote by GX the free abelian group
with the basis ind(addX)\ ind(pr Λ), which is a finite set since modΛ is Krull-Schmidt.
Then Ω gives an element of EndZ(GX). Since GX is a finitely generated Z-module,
there exists m ∈ N≥0 such that Ω : Ω
nGX → Ω
n+1GX is an isomorphism for any n
(n ≥ m). We denote φΛ(X) the minimal value of m with this property. We shall show
that ψΛ(X) := aX(φΛ(X)) satisfies the desired properties.
If pdX < ∞, then φΛ(X) = pdX and φΛ(X) = aX(pdX) = pdX holds. If
addX ⊆ addY , then GX ⊆ GY implies φΛ(X) ≤ φΛ(Y ) and ψΛ(X) = aX(φΛ(X)) ≤
aY (φΛ(X)) ≤ aY (φΛ(Y )) = ψΛ(Y ). We shall show (iii). Considering the (pdZ)-th
syzygies of the given exact sequences, we obtain ΩpdZ(X − Y ) = 0 in GX⊕Y . By the
definition of e := φΛ(X ⊕ Y ), we have Ω
e(X − Y ) = 0 in GX⊕Y . Thus the exact
sequence of e-th syzygies has the form 0 → W ⊕ P
f
→ W ⊕ P ′ → ΩeX → 0 for some
W ∈ modΛ and P, P ′ ∈ pr Λ. Then pdΩeX ≤ pdW + 1 holds. Cancelling the trivial
direct summand of complexes, we can assume f ∈ JmodΛ. Now we have a long exact
sequence · · · → ExtiΛ(Ω
eX, ) → ExtiΛ(W, )
f
→ ExtiΛ(W, ) → · · ·. Using Nakayama’s
lemma on EndΛ(W )-modules, we obtain pdW ≤ pdΩ
eX . Since W is a direct summand
of ΩeY , we have pdX−1 ≤ e+pdΩeX−1 ≤ e+pdW ≤ aX⊕Y (e) = ψΛ(X⊕Y ) holds.
4.8.2 Proof of 4.8 By 4.5.1(3)(4), we only have to show the former assertion.
Let M ∈ MΛ be in 4.5(2)(i). For any X ∈ modΛ with pdX < ∞, take an exact
sequence 0 → M1 → M0 → Y → 0 with Mi ∈ addM and Ω
nX ∈ addY . Then
pdX ≤ pdY + n ≤ ψΛ(M1 ⊕M0) + n + 1 = ψΛ(M) + n+ 1 holds by 4.8.1(ii)(iii).
4.9 Let Γ be an order in a semisimple algebra. Any X ∈ lat Λ has a minimal relative-
injective resolution 0→ Γ→ I0(X)→ I1(X)→ · · · with Ii(X) ∈ in Γ, which is a dual of
a minimal projective resolution. In this case, Fujita [F] proved that a minimal injective
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resolution of X is given by 0→ X → X⊗RK → I0(X)⊗R (K/R)→ I1(X)⊗R (K/R)→
· · ·. Putting X := Γ, we obtain that Γ is always 1-Gorenstein, and Γ is 2-Gorenstein if
and only if I0(Γ) ∈ pr Γ [FGR].
We denote by A(Λ) the set of Morita-equivalence classes of orders Γ in semisim-
ple algebras such that Γ is 2-Gorenstein and EndΓ(I0(Γ))
op is Morita-equivalent to Λ.
The theorem below shows that our definition of rep.dimΛ given in 4.1 is surely one-
dimensional analogy of the representation dimension of artin algebras defined in [A1].
Theorem Let Λ be an order in a semisimple algebra. ThenA(Λ) = {EndΛ(M) |M ∈
lat Λ, Λ⊕DΛ ∈ addM} holds. Thus rep.dimΛ = inf{gl.dimΓ | Γ ∈ A(Λ)} holds.
Proof For M ∈ lat Λ with Λ⊕DΛ ∈ addM , we will show Γ := EndΛ(M) ∈ A(Λ).
Put Ii := Ii(M). Then add I0 = inΛ holds by DΛ ∈ addM . We have an exact sequence
0 → Γ → HomΛ(M, I0)
f
→ HomΛ(M, I1) of Γ-modules such that f is in Jlat Γ. Since
HomΛ(M,DΛ) = DM = DHomΛ(Λ,M) ∈ in Γ holds by Λ ∈ addM , we obtain I0(Γ) =
HomΛ(M, I0). Since HomΛ(M, I0) ∈ pr Γ holds by DΛ ∈ addM , Γ is 2-Gorenstein.
Moreover, EndΓ(I0(Γ)) = EndΛ(I0) is Morita-equivalent to EndΛ(DΛ) = Λ
op.
Conversely, take Γ ∈ A(Λ). We can assume Λ = EndΓ(I0(Γ))
op = EndΓop(DI0(Γ)).
ThenM := DI0(Γ) ∈ lat Λ is a projective-injective Γ
op-module. ThusDΛ = DEndΓop(M) ∈
addΛDHomΓop(M,DΓ) = addΛM and Λ = EndΓop(M) ∈ addΛHomΓop(Γ,M) = addΛM
holds. We obtain Λ ⊕ DΛ ∈ addΛM . Put P := HomΓop(M,Γ) ∈ pr Γ. It is easily
checked that any X ∈ modΓ with HomΓ(P,X) = 0 satisfies Ext
i
Γ(X,Γ) = 0 for i = 0, 1
by [I2;III.2.2.1]. Thus the functor HomΓ(P, ) : pr Γ→ modΛ is full faithful by [I6;2.2.1],
and Γ = EndΓ(Γ) = EndΛ(HomΓ(P,Γ)) = EndΛ(M) holds.
5 Auslander-Reiten theory and Finite equivalence
Throughtout this section, let Λ be an artin algebra or order in a semisimple algebra,
and MΛ the category in 0.1.
5.1 To study the factor categories of MΛ, it is convenient to introduce the concept
of τ -categories [I2]. Recall that a Krull-Schmidt category C is called a τ -category if the
following conditions are satisfied.
(i) Any X ∈ ind C has a complex (X ]C := (τ
+
C X → θ
+
C X → X) in C such that
C( , τ+C X) → C( , θ
+
C X) → JC( , X) → 0 gives a first two terms of a minimal projective
resolution in mod C. If τ+C X 6= 0, then C(X, )→ C(θ
+
C X, )→ JC(τ
+
C X, )→ 0 is exact.
(ii) Any X ∈ ind C has a complex [X)C := (X → θ
−
C X → τ
−
C X) in C such that
C(τ−C X, ) → C(θ
−
C X, ) → JC(X, ) → 0 gives a first two terms of a minimal projective
resolution in mod Cop. If τ−C X 6= 0, then C( , X)→ C( , θ
−
C X)→ JC( , τ
−
C X)→ 0 is exact.
Put ind+1 C := {X ∈ ind C | τ
+
C X = 0} and ind
−
1 C := {X ∈ ind C | τ
−
C X = 0}. Then
τ+C gives a bijection between ind C \ ind
+
1 C → ind C \ ind
−
1 C with the inverse τ
−
C [I2;I.2.3].
For any X ∈ ind C \ ind
+
1 C, the complexes (X ]C and [τ
+
C X)C are isomorphic.
5.1.1 Example [I2;I.2.2](1) Let Λ be an artin algebra or order in a semisimple
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algebra. Then MΛ forms a τ -category by Auslander-Reiten theory (5.2.2).
(2) Let Q be a translation quiver. Then the mesh category of Q forms a τ -category.
5.1.2 Let C and C′ be τ -categories and F : C → C′ an equivalence of categories. Then
F induces bijections ind+1 C → ind
+
1 C
′ and ind−1 C → ind
−
1 C
′. Moreover, τ+C′◦FX = F◦τ
+
C X
holds for any X ∈ ind C \ ind
+
1 C.
Proof Since ind+1 and ind
−
1 are defined categoircally, the former assertion follows.
Similarly, the complex τ+C X → θ
+
C X → X is preserved by F.
5.1.3 Proposition [I2;II.1.4] Let C be a τ -category and C′ a subcategory of C. Then
C := C /[C ′] forms a τ -category again. We regard ind C as a disjoint union of ind C′ and
ind(C /[C′]). We denote by ( ) : C → C the natural functor. Let X ∈ ind C \ ind C ′.
(1) (X ]C = (0 → 0 → X) if θ
+
C X ∈ C
′, and (X ]C = (X ]C othewise. Dually, [X)C =
(X → 0→ 0) if θ−C X ∈ C
′, and [X)C = [X)C otherwise.
(2) X is contained in ind−1 C if and only if either τ
−
C X ∈ C
′ or θ−C X ∈ C
′ holds. Hence
ind−1 C is a disjoint union of three subsets ind
−
1 C \ ind C
′, τ+C (ind C
′ \ ind+1 C)\ ind C
′ and
sC′(C) := {X ∈ ind C \ ind C
′ | θ−C X ∈ C
′, τ−C X /∈ C
′}.
(3) X is contained in ind+1 C if and only if either τ
+
C X ∈ C
′ or θ+C X ∈ C
′ holds. Hence
ind+1 C is a disjoint union of three subsets ind
+
1 C \ ind C
′, τ−C (ind C
′ \ ind−1 C)\ ind C
′ and
sC
′
(C) := {X ∈ ind C \ ind C′ | θ+C X ∈ C
′, τ+C X /∈ C
′}.
5.2 Auslander-Reiten theory
We recall well-known results in Auslander-Reiten theory [ARS]. We call MΛ :=
MΛ/[pr Λ] the stable category of Λ, and MΛ := MΛ/[inΛ] the costable category of Λ. In
both cases of artin algebras and orders, we have an equivalence τ+Λ : MΛ → MΛ called the
Auslander translate. It induces a bijection indMΛ\ ind(pr Λ) → indMΛ\ ind(in Λ). The
existence of a functorial isomorphism DMΛ(X, Y ) → Ext
1
Λ(Y, τ
+
ΛX) for any X, Y ∈ MΛ
called Auslander-Reiten isomorphism is one of the most important theorem in the rep-
resentation theory. This immediately implies the following existence theorem of almost
split sequences.
5.2.1 Theorem Let Λ be an artin algebra or order in a semisimple algebra. For
any X ∈ indMΛ\ ind(prΛ), there exists an exact sequence 0→ τ
+
ΛX → θ
+
ΛX → X → 0
such that 0 → MΛ( , τ
+
ΛX) → MΛ( , θ
+
ΛX) → JMΛ( , X) → 0 and 0 → MΛ(X, ) →
MΛ(θ
+
ΛX, )→ JMΛ(τ
+
ΛX, )→ 0 are exact.
5.2.2 Consequently, MΛ forms a τ -category with ind
+
1 MΛ = ind(pr Λ) and ind
−
1 MΛ =
ind(inΛ). In fact, for any P ∈ ind(pr Λ) and I ∈ ind(in Λ), the sequence 0 → JΛX →
X and X → D((DX)JΛ) → 0 induces isomorphisms MΛ( , JΛX) → JMΛ( , X) and
MΛ(D((DX)JΛ), )→ JMΛ(X, ) on MΛ.
5.3 Relative homology
Let us recall relative homology theory of Auslander-Solberg [ASo]. There exists
a bijection between functorially finite subcategories X of MΛ such that Λ ∈ X and
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functorially finite subcategories Y of MΛ such that DΛ ∈ Y , where the correspondense is
given by indY \ ind(in Λ) = τ+Λ (indX \ ind(prΛ)). In the rest, fix such a pair (X ,Y) and
put M
Λ
:= MΛ/[X ] and MΛ := MΛ/[Y ]. Then the Auslander translate τ
+
Λ still induces
equivalences M
Λ
→ MΛ and X /[pr Λ]→ Y /[in Λ].
We denote by M
Λ
(X, Y ) the set of morphisms in M
Λ
. For X,Z ∈ MΛ, we denote by
FX (X,Z) (resp. F
Y(X,Z)) the subset of Ext1Λ(X,Z) consisting of 0→ Z → Y → X → 0
such that MΛ( , Y ) → MΛ( , X) → 0 is exact on X (resp. MΛ(Y, ) → MΛ(Z, ) → 0 is
exact on Y). Then the Auslander-Reiten isomorphism implies that FX = F
Y holds, and
FX gives an additive subfunctor of Ext
1
Λ( , ). Put Ext
i
FX
(X,Z) := FX (Ω
i−1
X X,Z) , where
ΩX is defined in 1.1. A main theorem in [ASo] is the relative version below of Auslander-
Reiten isomorphism. This immediately implies that indecomposable projective objects
in modM
Λ
are M
Λ
( , X) for X ∈ indMΛ\ indX , and indecomposable injective objects
in modM
Λ
are FX ( , X) for X ∈ indMΛ\ indY .
5.3.1 Theorem There exists a functorial isomorphism DM
Λ
(X, Y ) → FX (Y, τ
+
ΛX)
for any X, Y ∈ MΛ.
5.3.2 Theorem Let M ∈ modM
Λ
. We denote by 0 → MΛ( , Z)
·g
→ MΛ( , Y )
·f
→
MΛ( , X)→M → 0 the minimal projective resolution of M in modMΛ.
(1) A projective resolution of M in modM
Λ
is given by the sequence below, where the
first two terms M
Λ
( , Y )
·f
→ M
Λ
( , X)→M → 0 is minimal.
· · · → M
Λ
( ,Ω2XX)→ MΛ( ,ΩXZ)→ MΛ( ,ΩXY )→ MΛ( ,ΩXX)→
M
Λ
( , Z)
·g
→ M
Λ
( , Y )
·f
→ M
Λ
( , X)→M → 0
(2) An injective resolution of M in modM
Λ
is given by sequence below, where the
first two terms 0→M → Ext1FX ( , Z)→ Ext
1
FX
( , Y ) is minimal.
0→M → Ext1FX ( , Z)→ Ext
1
FX
( , Y )→ Ext1FX ( , X)
→ Ext2FX ( , Z)→ Ext
2
FX
( , Y )→ Ext2FX ( , X)→ Ext
3
FX
( , Z)→ · · ·
Proof (1) was proved in 1.1.3 except the minimality, which follows from the fact
that f and g are in JMΛ. (2) is the Matlis dual of (1) by 5.3.1.
5.4 We again fix a pair (X ,Y) of subcategories of MΛ as in 5.3.
(1) sX (MΛ) = {X ∈ indMΛ\(indX ∪ indY) | θ
−
ΛX ∈ X} = s
Y(MΛ) = {X ∈
indMΛ\(indX ∪ indY) | θ
+
ΛX ∈ Y} holds, where we use the notations in 5.1.3.
(2) ind−1 MΛ = (indY \ indX ) ∪ sX (MΛ) and ind
+
1 MΛ = (indX \ indY) ∪ sX (MΛ)
hold by 5.1.3. In particular, putting ŝX (MΛ) := indX ∪ indY ∪sX (MΛ), we obtain
M
Λ
/[ind−1 MΛ] = MΛ/[ŝX (MΛ)] = MΛ/[ind
+
1 MΛ].
5.4.1 Proposition Let C and C ′ be finite subcategories of MΛ such that X ⊆ C
′ ⊆
C ⊆ C′+add sX (MΛ). Then C-resol.dimMΛ ≤ C
′-resol.dimMΛ.
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Proof We shall use the induction on C-resol.dimX . We can assumeX ∈ indMΛ\ ind C.
Since Λ ∈ X , a right C′-approximation of X gives an exact sequence 0 → ΩC′X →
Y
f
→ X → 0. Since any a ∈ MΛ(Z,X) with Z ∈ ind C \ ind C
′ factors throught
g : Z → θ−ΛZ by X /∈ C, there exists a
′ such that a = ga′. Since θ−ΛZ ∈ X holds
by Z ∈ sX (MΛ), there exists a
′′ such that a′ = a′′f . Thus a = (ga′′)f holds. This
implies that f is a right C-approximation of X . Thus the inductive assumption shows
C-resol.dimX = C-resol.dimΩC′X +1 ≤ C
′-resol.dimΩC′X +1 = C
′-resol.dimX .
5.5 Let us state the main theorem in this section. Let Λ and Γ be artin algebras or
orders in semisimple algebras, (X ,Y) and (X ′,Y ′) pairs of finite subcategories of MΛ and
MΓ respectively satisfying the same condition in 5.3. Put ŝX (MΛ) := indX ∪ indY ∪sX (MΛ)
and ŝX ′(MΓ) := indX
′ ∪ indY ′ ∪sX ′(MΓ), which are finite sets.
Theorem Let F : M
Λ
:= MΛ/[X ]→ MΓ := MΓ/[X
′] be an equivalence of categories.
(1) F induces a bijection indMΛ\ŝX (MΛ)→ indMΓ\ŝX ′(MΓ).
(2) Let C and C′ be finite subcategories of MΛ and MΓ respectively such that X ⊂
C, X ′ ⊂ C′ and F(ind C \ indX ) = ind C′ \ indX ′. Then ŝX (MΛ) ⊂ C if and only if
ŝX ′(MΓ) ⊂ C
′. In this case, gΛ(C) = gΓ(C
′) and rΛ(C) = rΓ(C
′) hold.
5.5.1 G := τ+Γ ◦ F ◦ τ
−
Λ gives an equivalence MΛ := MΛ/[Y ] → MΓ := MΓ/[Y
′].
Thus we have bijections F : indMΛ\ indX → indMΓ\ indX
′ and G : indMΛ\ indY →
indMΓ\ indY
′. Define a subfunctor FX ′ of Ext
1
Γ( , ) by 5.3.
(1) The induced equivalence F : modM
Λ
→ modM
Γ
satisfies FM
Λ
( , X) = M
Γ
( , FX)
and FFX ( , X) = FX ′( ,GX).
(2) The following diagram is commutative, where the horizontal equivalences are
induced by 5.1.2 and the vertical identities are given by 5.4(2).
M
Λ
/[ind−1 MΛ]
F−−−−→M
Γ
/[ind−1 MΓ]
‖ ‖
MΛ/[ŝX (MΛ)] MΓ/[ŝX ′(MΓ)]
‖ ‖
MΛ/[ind
+
1 MΛ]
G−−−−→MΓ/[ind
+
1 MΓ]
Proof (1) FFX ( , X) = F(DMΛ(τ
−
ΛX, )) = DMΓ(F ◦ τ
−
ΛX, ) = FX ′( ,GX) by 5.3.1.
(2) Since GX = τ+Γ ◦ F ◦ τ
−
ΛX = FX holds for any X ∈ indMΛ\ ind
−
1 MΛ
by 5.1.2 and
5.1.3(1), the commutativity follows.
5.5.2 We denote by 0 → MΛ( , Z) → MΛ( , Y ) → MΛ( , X) → M → 0 the minimal
projective resolution of M ∈ modM
Λ
in modMΛ, and by 0→ MΓ( , Z
′)→ MΓ( , Y
′)→
MΓ( , X
′)→ FM → 0 the minimal projective resolution of FM ∈ modM
Γ
in modMΓ.
(1) X and X ′ has no direct summand in indX and indX ′ respectively, and FX = X ′.
(2) GY = Y
′
holds in MΓ, and FY = Y
′ holds in M
Γ
.
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(3) Z and Z ′ has no direct summand in indY and indY ′ respectively, and GZ = Z ′.
Proof By 5.3.2, a minimal projective resolution and a minimal injective resolution
ofM in modM
Λ
are given by M
Λ
( , Y )→ M
Λ
( , Z)→M → 0 and 0→M → FX ( , X)→
FX ( , Y ). Similarly, those of FM in modMΓ is given by MΓ( , Y
′)→ M
Γ
( , Z ′)→ FM → 0
and 0→ FM → FX ′( , X
′)→ FX ′( , Y
′). Thus the assertion follows from 5.5.1(1).
5.5.3 Proof of 5.5 (1) and the former assertion of (2) follow from 5.5.1(2). We
will show the latter assertion of (2). By 4.1.2, we only have to show C-resol.dimX ≥
C′-resol.dim FX inductively. We can assume X ∈ indMΛ\ ind C. Take an exact sequence
0 → Z → Y
f
→ X → 0 such that f is a minimal right C-approximation of X . Then
0 → MΛ( , Z) → MΛ( , Y ) → MΛ( , X) → M → 0 gives a minimal projective resolution
of M ∈ modM
Λ
in modMΛ. Now take a minimal projective resolution 0→ MΓ( , Z
′)→
MΓ( , Y
′)
·f ′
→ MΓ( , X
′) → FM → 0 of FM ∈ modM
Γ
in modMΓ, which is induced by
an exact sequence 0 → Z ′ → Y ′
f ′
→ X ′ → 0. Then X ′ = FX , Y ′ = FY and Z ′ = GZ
hold by 5.5.2. Thus Y ′ ∈ C ′ holds. Since FM = 0 holds on ind C′ = F(ind C \ indX ) ∪
indX ′, f ′ is a right C′-approximation of X ′ = FX . By 5.5.1(2), Z ′ = GZ coincides with
FZ up to a direct sum of modules in ŝX ′(MΓ) ⊂ C
′. Thus the inductive assumption
shows C-resol.dimX = C-resol.dimZ +1 ≥ C′-resol.dim FZ +1 = C ′-resol.dimZ ′+1 ≥
C′-resol.dim FX .
5.6 Proof of 4.2 (1) Obviously we can assume Λ ∈ X and Γ ∈ X ′. Since ŝX (MΛ)
and ŝX ′(MΓ) are finite sets, |rΛ| = |rΓ| follows immediately from 5.5(2).
(2) We shall apply 5.5 to the case X = prΛ, Y = inΛ, X ′ = pr Γ and Y ′ = inΓ. Thus
ŝX (MΛ) = ind(pr Λ)∪ ind(in Λ)∪sX (MΛ) and ŝX ′(MΓ) = ind(pr Γ)∪ ind(in Γ)∪sX ′(MΓ).
Take a finite subcategory C of MΛ such that Λ ⊕ DΛ ∈ C and rep.dimΛ = gΛ(C). By
5.4.1, we can assume ŝX (MΛ) ⊂ C. Define the corresponding finite subcategory C
′ of MΓ
by 5.5. Since Γ⊕DΓ ∈ add ŝX ′(MΓ) ⊆ C
′ holds, we obtain rep.dimΓ ≤ gΓ(C
′) = gΛ(C) =
rep.dimΛ. Exchanging Λ and Γ, we obtain rep.dimΛ = rep.dimΓ.
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