Abstract -The Goertzel Algorithm provides an efficient mechanism for tone detection in signal processing. However, on Wireless Sensor Network nodes, there is often not sufficient processing power to implement this using floating-point arithmetic, so fixed-point implementations are used. In this paper we compare the quality of the results for a typical audio application with different resolutions of fixed-point support using MATLAB. We also provide performance figures based on implementing this on a representative sensor node platform. Our results show that, for this application-space, 16-bit fixed-point arithmetic provides the best tradeoff of accuracy against performance. No previous work has addressed this specific aspect of implementating the Goertzel algorithm.
I Introduction
The Goertzel algorithm [1] provides efficent tone detection in a signal. It can be regarded as the evaluation of a single bin of the FFT, or as a narrow-band filter. It is suitable for use in low power, embedded-systems where the FFT is not viable or not necessary. Multiple tones can be detected by running the algorithm multiple times, unlike the FFT which calculates for all bins simultaneously. Examples include structural health monitoring [2] , instrument tuning [3] , power metering [4] and active damping [5] , voice [6] and underwater communications [7] , security applications such as fingerprint identification [10] , and mobile applications such as crowd counting [8] and gesture sensing [9] .
In low-cost systems without a FPU, fixed-point arithmetic can be used as a high-speed alternative to floating-point software emulation, as long as the problems of overflow and underflow are avoided (due to the restricted range of values that can be represented) [11] . In general, fixed-point will suffer from reduced accuracy due to the inability to represent the same range of values as a floating-point representation of the same bit-width.
In this paper we address the issue of determining how best to implement the Goertzel Algorithm on a low power, 8-bit CPU, representing a typical Wireless Sensor Network (WSN) node. There are two questions: what accuracy can be achieved for different bit-widths, and how to evaluate and compare the results (in order to select the optimal solution). We present accuracy results from executing fixed-point Goertzel in MATLAB, performance results from implementing the algorithm on an 8-bit Atmel CPU, and a generic procedure for evaluating the results. For the scenario presented, a 16-bit fixed-point representation provides the best balance between performance and accuracy.
II Related Work
The basic algorithm [1] is defined as:
Where a k is the k th sample, x is the target frequency, C is the signal amplitude at that frequency, and S is the phase.
The Goertzel algorithm was introduced in the 1950s as an efficient technique for determining the magnitude of a component at a known frequency. It is still being used in applications today, a testament to its value. For example, in [19] it is applied to dual tone multiple frequency DTMF [16] [17] detection using an FPGA device. This particular application domain has been dominated by this algorithm since the 1970s [18] . Other applications included spectral analysis for violin tuning [3] and it has formed the analytical basis for a number of non-uniform spectral analysis techniques that have been proposed in recent times. Furthermore, its sample-by-sample analysis means that effectively it is a "sliding" frequency analysis technique without requiring buffering of the input data. This makes it very attractive for real-time implementations on low complexity hardware.
III Fixed-Point Implementation
The C-language fixed-point implementation uses in-line functions to implement the basic arithmetic operations requried for the Goertzel algorithm. The simple add and subtract operations can be performed using the normal C operators. The multiply and divide operations require more complex code to minimise underflow, and to multiple/divide the result to maintain the fixedpoint position. A sqrt function is also required: this was implemented using an iterative 2-variable approximation [12] .
On an 8-bit CPU there is no benefit to using precisions that are not a multiple of 8. Most of the load and store operations are 8-bit, as are the mathematical operations. For completeness, however, we have evaluated the algorithm with fixed points widths using fixed-point widths of 6-16 bits.
As the purpose of the experiments is to compare the different implementations, rather than produce an optimal system, no windowing function [13] [14] has been applied.
IV Results
The results shown here were collected using MATLAB TM to compare the accuracy of the different fixed-point sizes against floating-point, which was used as a accuracy reference point (shown in the figures as a width of 17).
a) Experimental Setup
Three test signals were used. A noise-free, singletone to evaluate the accuracy of each implementation; multiple noise-free tones to evaluate the quality of separation; and a single tone with added noise to evaluate robustness (shown in Fig. 1 ). 
b) Accuracy Results
The results are presented here for the three different test signals. Eqn. 1 was used to assess the relative accuracy (RA) of the result produced by the different algorithms (v i ) compared to the double implementation result (v ref ) at each bin value i.
Single Tone Signal
The comparative results for the different width arithmetics are shown in Fig. 2 . This shows the output of the Goertzel Algorithm (Frequency axis) for each of the different widths of fixed-point arithmetic (Number of Bits axis); the double results provide a baseline for comparison, and are shown as a width of 17. Below 10-bits, artefacts become obvious. Note that float provided almost identical results to double, and so are not included. An accuracy comparison is presented in Table 1 . The key factor here is that below 12 bits the accuracy of results drops below 99%, and below 8 bits significant errors are introduced by the lack of precision. (5) 9.06E-06 fixed-point (6) 3.42E-04 fixed-point (7) 1.31E-01 fixed-point (8) 7.53E-01 fixed-point (9) 8.34E-01 fixed-point (10) 9.36E-01 fixed-point (11) 9.77E-01 fixed-point (12) 9.94E-01 fixed-point (13) 9.98E-01 fixed-point (14) 1.00E+00 fixed-point (15) 9.97E-01 fixed-point (16) 9.97E-01 floating point 1.00
Multi-Tone Signal
The comparative results for the different widths with three tones are shown in Fig. 3 . The double results again provide the baseline for comparison. Note that below a width of 9 bits, significant aftefacts are introduced. 
Single-Tone, Noisy Signal
The comparative results for the different arithmetics for a single tone with added noise are shown in Fig. 4 . The double results again provide the baseline for comparison. Note that below a width of 8 bits, significant aftefacts are introduced. 
c) Performance Results
The basic performance of the add, subtract, multiply, divide, and sqrt functions was measured on an Atmega128-RFA1 1 node using the 16-MHz clock (providing single-cycle precision and accuracy), for comparison against the full Goertzel function execution times. Some of the key results are shown in Table 2 . Note that these figures include the fetch and store operations also, which have a significant impact in an 8-bit architecture. The Goertzel function add() is called once per data sample (to process that sample) -and the function getMag() is called once per block (to get the magnitude of the response). The execution time of the Goeetzel algorithm add value() and get magnitude() functions was also measured on the same system, as shown in Tables 3 and 4 . These show the strong motivation for using fixed-point arithmetic on such a platform. The figures are averaged over 4,000 calls to add() and 200 calls to getMag(). Note that additional, common overheads reduce the difference between the basic execution times of the raw arithmetic and the execution times of the Goertzel function. The total CPU cost (CP U in μs-per-second) for processing the Goertzel function can be described by Eqn. 2, where sr is the sample rate and br is the block rate.
Substituting the measured values from Table 3 The results clearly show the benefit of the 16-bit fixed-point arithmetic. The slight reduction in accuracy is not important in the context of the Goertzel Algorithm, and produces a significant performance improvement over the more accurate results. Using floating-point (emulated in software) is not a feasible option on this platform with a 20kHz sampling rate as the CPU is not fast enough to keep up with the data (greater than 100% utilisation). The improved accuracy-speed factor for 8-bit fixed point does not compensate for the very poor frequency resolution (as shown in Figs. 2-4) .
V Conclusions and Future Work
In this paper we present new results comparing the accuracy the Goertzel Algorithm with different precisions of fixed-point arithmetic. This is important for 8-bit CPUs where the low bus bandwidth imposes significant extra costs for wider values (i.e. multi-byte arithmetic).
This work provides a methodology and results for selecting an appropriate tradeoff between the quality of the results against the speed of execution (compared to a double implementation). The conclusion of this paper is that for the scenario presented, a 16-bit fixed-point implementation of the Goertzel algorithm provides the best tradeoff between performance and accuracy. Floating-point implementations are not feasible at this sampling rate.
Future work will include measurement of the effectiveness of these results in a real-world tonedetection application on the Atmega128-RFA1 WSN platform, a comparison when a highefficiency windowing function has been applied (e.g. Dolph-Chebyshev [15] ), and futher consideration of the 8-bit fixed-point problems to see if these can be overcome in order to realise the significant performance benefits. The figures show some promise for at least a partial 8-bit implementation which would be a very significant result for 8-bit systems allowing very high-speed processing of multiple tones.
