Let {~t} be a stationary normal sequence with zero means, unit A variances, and covariances r t = E ~s ~s+t' let {~t} be independent A and standard normal, and write M = max ~t' !-1 = max ~t. In this n l~t~n n l~t~n paper we find bounds on I P (Mn ~ u) -P (Mn ~ u) I which are roughly of the order
Introduction and discussion of the results
The asymptotic theory of extremes of independent and of stationary normal sequences has found many applications as testified e.g. by the books by Gumbel (1958) and Leadbetter, Lindgren & Rootzen (1982) and the references therein. However, for practical use of asymptotic theory, it is important to know the rate of convergence. The aim of this paper is to study in some detail the rate of convergence in extremal results for dependent stationary normal sequences. For the independent case, the reader is referred to the papers by Hall (1979) and Nair (1981) .
Let ~1'~2' ... be a stationary normal sequence, which for convenience will be assumed to have zero means and unit variances,and let r t =E ~s~s+t be its covariance function. Further, let ~1'~2' ... be an "associated independent sequence", i.e. a sequence of independent standard normal variables, write M = max· ~t ' n l~t~n M = max ~t' and let 1> be the standard normal distribution funcn l<t<n tion.-The first main result of this paper (Theorem 3.1) is that, for u given by n(l-q,(u ))=K, n n (1.1) sup I P (Mn =< u) -P (M < u) I < 4R u>u n = = n = n Here Rn depends on K and the covariances {r t } in a rather complicated way (given by (2.3) below). The leading term of Rn is determined by the largest covariance p=sup{O,r l ,r 2 , ... } and for p > ° it is of the order (~) (l-p)/(l+p) (log n)P/(l+p) , while for p = ° the order is -2 -1 log n n which is improved to the order l/n in the case when in addition only finitely many of the rt's are non-zero. Next, it is shown that if only finitely many rt's are non-zero and if un -+00 in such a way that P (Mn ~ un) converges to a non-trivial limit (or equi valently if n (1 -<P (u » -+ K, for some constant K > 0), then In particular this shows that the bound in (1.1) is of the right order, at least in these cases.
It is often instructive to consider u as a "level" and to study the exceedances of the level by {;t} -the connection with the maximum of course being that 1-1 is less than u if and only if n there are no exceedances of u by ;l".";n. More generally, we will consider the time-normalized point processes of exceedances (1) (r) of r levels u ~ ... ~ u by; l' ... ';n' defined for j = 1, ... I r as N~j) (B) ='#{t~l; t/nEB, ;t >u(j)} for Borel sets Bc [O,l] , where #{ ... } is the cardinality of the set within brackets. The reader is referred to e.g. Kallenberg (1976) or to the appendix of Leadbetter, Lindgren & Rootzen (1979) for definitions and information about point processes. Further, we will write N = (N(l) , ... ,N(r» and will consider it as a random variable in n n n the appropriate product space. The second main result (Theorem 4.1) is a representation theorem for N . Let N be defined from n n -3 -A {~t} in the same way as N n is defined from {~t}. Then we show, using an idea of Serfling (1976) , that there exist versions of N n and N n such that (1. 2) P (N * ~ ) ~ 16r 2 R n n n and similarly N is approximated by a vector of "successively n more severely thinned Poisson processes". (It may deserve mention that this approach seems potentially useful also in connection with other problems than the one studied here.) One easy corollary concerns M~k), the k-th largest among ~l' ... '~n and is that sup
where of course Mn is the k-th largest among ~l' ... '~n.
Much of the interest in extremes of normal sequences has been centered on the double exponential limit of the distribution of k Mn' i.e. that, for a n =(21ogn)2, bn=an-{log logn+log4n}/(2a n ),
-x P(a (M -b ) __ <x) -+exp{-e }, n -+ 00 , n n n which is known to hold if r log n -+ 0, or in even more general It is easily seen, by combining (1.1) with Hall's results (1.4), (1.5) that for dependent sequences the rate of convergence in (1.3), under appropriate conditions, is of the order (log log n) 21 log n or lllog n, i.e. equally slow as for independent sequences.
For dependent sequences the quantity P (M n ;, u), however, is more difficult to evaluate, and perhaps the most interesting consequence of (1.1) is that it demonstrates that the approximation of A n P (Mn ~ u) by P (Mn;' u) = <1i (u) is reasonably accurate, at least when the maximal covariance p is not too close to one. Similarly, (1.2) measures how well quite complicated probabilities, concerning the -5 -point processes, can be approximated by assuming independence.
The organization of the paper is as follows. Section 2 contains some notation and three "technical" lemmas in which most of the necessary estimates are proved. In Section 3 the elementary case, the speed of convergence of the distribution of the maximum, is treated in a fairly complete way. In the next section, Section 4, the representation theorem for the point processes of exceedances is established together with some corollaries, and finally, Section 5 contains a short discussion of possible avenues for finding improved approximations of the probabilities of interest.
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Technical preliminaries
The estimates of this section contain some fairly involved constants, which for easy reference we will collect here. With notat ion as in the introduction, let and, in case p > 0, let v be the number of t' s such that r t = p.
We will throughout, without further comment, assume that the supremum is attained so that v ~ 1. In particular this is the case if r t -+ 0 as t -+00, and then also v < 00. If P = 0 let v < 00 be the number of non-zero rt's. For the second order terms, define pi to be the supremum for t ~ 1 of the r t I s which satisfy r t :l: p, if this quantity is positive, and zero otherwise, and let (2.1)
and put o=sup{lr11, Ir 2 1, ••. }. The main factor, Rn' in the bounds has a slightly different appearance in the three cases (i) p > a,
(ii) p = 0, v = 00, and (iii) p = 0, v < 00, and in addition depends on a constant K, which will be introduced below,
As a starting point for the estimates we will use the important identity ( 2.4) -00
The main proofs use the right-hand inequality in (2.6) to estimate the expression in (2.5). However, we will also see that often not much is lost by this.
Lemma 2.1 Let u > 0, suppose r =1= 0, I r I < 1, write p = max{ 0, r} and let c, c' be given by (2.2). Then
{c'(r) e -u 1 (l+r) _ e -u } .
Suppose that furthermore u > 1. Then 1 ( i i) 0 ,;;; ! 1jJ hr (u) dh o and, if r,; P' for some constant O.s pi < 1, then
e-u /(l+hr)dh = u2r c r e u2 0 (l-hr) 3/2 and the second inequality in (i) follows at once, since the last integral in (2.7) is positive. Moreover, (2-hr) (l+hr) 1/2 (l-hr) -3/2
.::: c"(p) (1-h 2 r2) -1/2, as is easily checked, and hence ( 2.8)
Inserting (2.8) into (2.7) we obtain that
which proves the first inequality in (i).
To prove (ii) we will use that ( 2.9)
and similarly, for r < 0, p = 0,
and hence (ii) holds in either case. Finally, it is immediate that, for u ~ 1, -10 -
by (2.9), which proves (iii).
o
The main lemma now follows easily. In it we will only consider a restricted range of u-values (which may even be empty for small n). The remaining range of u's of interest to us is easier to treat, as shown in the proof of Theorem 3.1 below.
Lemma 2.2 Suppose that for some constant K > 0,
for R given by (2.3) (i), (ii), and (iii) , respectively, for p > 0, n for p = 0, v = 00, and for p = 0, v < 00.
Proof First, by (2.9) and (2.10),
i.e.
( 2 . 12)
Now, suppose that p > O.Using Lemma 2.1 (ii) to bound summands with r t = p and Lemma 2.1 (iii) to bound the remaining summands we have that
t where I' denotes surrunation over all tE{l, ••. ,n} such that r t =1= p.
by assumption and (2.12), we have that
and that
Inserting this into (2.13) we obtain, with 8=sup{lr11,lr21, ... } -1 -1
and € = 2 (p -p' ) (1 + p) (1 + P , ) , 
in the estimation of the quantity F' (h) defined there, where n n Thus, since the bounds for the rate of convergence will be proved for u,; un' they will apply to the upper part of the range of variation of P (M n ~ u), and by taking K large an arbitrarily large part of this range is covered j but at the cost of a poorer bound. To complete the proof we will show that (3.3), rather trivially, is satisfied also for u > 2 (1 + p) -1/2 (log n/K) 1/2. In fact ( 3 .4) I P (M n ;;; u) -P (M n ;;; u)
by Boole IS inequality. As an easy corollary to the theorem we shall prove that an analogue of Hall's result (1.5) holds also for dependent sequences, under appropriate conditions. Corollary 3.2 Suppose that {~t} is stationary normal, with zero means, unit variances, and covariances {r t } such that ( 3 .5) 2 2 1 (l-p')/(l+p') (log n) (log log n) (-) n as n ~ 00, where p' is defined on P. 6
Then for a~,b~,cl' and C 2 satisfying (1.5) -x o < Cl ~ lim inf {sup log niP (a~ (Mn -b~) ~ x) -exp{ -e } I } n ~ 00 x ~ lim sup{sup log n I P(a~ (Mn -b~) .:::: x) -exp{ -e -x} I} n ~ 00 x and the order l/log n of convergence cannot be improved by choosing other norming constants than ai, b l • In particular, for n n a = (2 log n) 1/2, b = a -{log log n -log 47T}/(2a ) , n n n n -18 -
. . . . . . , 16 e log n Proof By (1.5) and (1.4) it is sufficient to prove that
We first note that (3.5) implies that 8 = sup{ I r 11 , 1 r 2 I , ••• } < 1
(since otherwise r t would be periodic, which contradicts (3.5)).
Now, it is straightforward to check that if the constant K in the bound R is chosen as K = K = 2 log log n, and if (3.5) holds, then n n R = 0 (l/log n), so that n ( 3 .7)
for u given by n(l-!f.>(u)) =K =2loglogn. n n n Furthermore, for u < u ,
it follows that A sup 1 P (Mn ~ u) -P (Mn ~ u) 1 = 0 (l/log n) u<u = n which together with (3.7) proves (3.6). We will now find a precise asymptotic expression for P (Mn ;; u) P (M n ;; u) in the case when r t = 0 if I t I > m, for some constant m < 00, i. e. when the sequence is m-dependent. This will show that, at least for such sequences, these rates are of the right order.
00
If p=O, v=oo, and Lt=Olr t l <00, the bound given by Theorem 3.1 is of the order 1 -log n n It seems unlikely that this is the correct order, but the loss does not seem important, since clearly the rate of convergence cannot be better than lln, in general. 3.1, P (Mn ,; un) rv P (M n ,; un) = <j) (un) -+ e . , n -+ 00 , it follows that -21-(3.11)
J= n s t n -K -+e as n -+ co , uniformly in s,t, and h.
Next , given that F: = F: = u , "€k is normal with variance not excees t n ding one and mean un (hr k _ s + hr k _ t ) / (1 + hr s-t). We will temporarily assume that (3.12 ) 0< E ~ I-max h(r k _ s +r k _ t )/(l +hr s _ t ) , k=l=s,t for some constant E which does not depend on k,s,t, or h. Then
kEI n s n = n and by (3.10) and (3.11),
as n -+ co, uniformly in s,t, and h. Now, if p=O then (3.12) is satisfied, with E=l, and hence, by ( 2 . 5 ) and ( 3 . 13) , (3.14)
"'e n --e 2'lTu 2
where we have used Lemma 2.1 (i) in the fourth step and that -u 2 /2 (21T) -1/2 e n /u '" 1 -1> (u ) '" K/n in the last step.
n n This proves (3.9) , and we next suppose that p>O and let I" denote the sum over s, t such that 1;;; s < t ;;; nand r s-t = p. In the same way as in (3.14) we then have that Comparing the asymptotic expressions for P (M < u ) -P (M < u ) n= n n= n with the bounds of Theorem 3.1 we see that the bounds asymptoti-K cally are too large by a factor 4 e . Here the factor 4 is due to inaccuracies in the estimates (2.9) and (2.12) and could easily be reduced by restricting the range of u further. The factor e K is due to the estimate (2.6), as was seen in the proof of Theorem 3.3, and could conceivably be reduced along similar lines as in that proof, but perhaps at the expense of a considerable increase in the complexity of proofs. 3) ) N converges in distribution n to a certain successively more severely thinned Poisson process (which will be described below). To formulate results about the rate of convergence of the distribution of N , and, more generally, n to find useful ways to measure the distance between the distributions of two point processes seems to be an interesting and nontrivial question, but here we will partly circumvent this issue by using a "representation" approach. More precisely, we will construct two processes which have the same distribution as Nand n N n , respectively, and whose realisations are identical with high probability. Following common usage, we will refer to these pro-A cesses as ve~~ion~ of Nand N and, since it does not lead to n n any confusion, we will use the same letter to denote processes which are versions of one another. Since, for each if N(i) is concentrated on the set {l/n"."n/n} n while the probability is zero that N(i) has a point in {l/n, ... ,n/n}, it is not possible to construct versions of Nand n N with realizations which are identical with a probability tending to one. However, such a construction is possible if N is "'(i) first discretized as follows; for each i, l ; i ; r, let N n be concentrated on {l/n, ... ,n/n} with N(i) ({t/n}) =N(i) « (t-l)/n,t/n)), 
e-TTk/k:.
k>£/cS(l/n)
Part (ii) now follows at once from (4.7) and (4.8). 
A comment on improved approximations
As noted above, the approximation errors in Theorems 3.1 and 4.1
(l-p)/(l+p)
. } are roughly of the order (l/n) ,wlth p=max{O,r l ,r 2 , ... , provided r t decreases sufficiently fast as t -+ 00. For p small, this seems quite satisfactory, but for p close to one it would be useful to have more accurate approximations. Considering e.g.
A P (M n ,; u), and P (Mn ,; u) as a first order term in the approximation of it, one possibility would be to find a second order term, similar to the right hand side of (3.8), and then to find a bound for the error in the second order approximation of P (M n ,; u). This, although perhaps feasible, seems likely to incur considerable extra complications to the already somewhat involved calculations of this paper.
Another possibility would be to approximate Mn by the maximum, say Mn' of some other dependent stationary sequence {tt} which in some way is easier to handle than the original sequence {~t}. If {tt} has zero means, unit variances, and covariances rt=Etsts+t' an analogue of (2.4) is valid, namely One consequence of the convergence of N for any r, is that n asymptotically the locations of the k-th largest values are uniformly distributed. An interesting question is to find a bound for the rate of this convergence, which is conjectured to be of the same order as the convergences treated in this paper.
