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  es méthodes statistiques sont aujourd’hui utilisées dans presque tous les 
secteurs de l’activité humaine et font partie des connaissances  de base de 
l’ingénieur, du gestionnaire, de l’économiste, du chercheur, etc. 
Parmi les nombreuses applications, on peut citer dans l’industrie : la fiabilité des 
matériels, le contrôle de qualité, la prévision ; et dans l’économie et les sciences 
humaines : les modèles économétriques, les sondages, les enquêtes d’opinion, etc. 
Le mot statistique désigne à la fois un ensemble de données d’observation et l’activité 
qui consiste dans leur recueil, leur traitement et leur interprétation. 
 
 Individus, variables 
Faire de la statistique suppose que l’on étudie un ensemble d’objets sur lesquels 
on observe des caractéristiques appelées variables. 
La notion fondamentale en statistique est celle  d’ensemble d’objets appelé population. 
Ces objets sont appelés individus ou unités statistiques. 
Les variables sont de deux types : 
-Les variables quantitatives ou numériques qui s’expriment par des nombres 
réels (par exemple, l’âge, le poids, le salaire, le nombre de pièces d’un logement). 
-Les variables qualitatives qui s’expriment par l’appartenance  à une modalité 
ou catégorie (par exemple, catégorie socioprofessionnelle d’un actif, réponse à un 
questionnaire). 
 
La statistique traite des propriétés des populations plus que celles d’individus 
particuliers : ainsi pour une population de pièces usinées, on s’intéressera à la 
proportion de pièces défectueuses et non au caractère défectueux de la pièce N°51. 
Le calcul des  probabilités est donc un des outils essentiels pour pouvoir extrapoler à 
la population les résultats constatés sur l’échantillon (une partie de la population) mais 
on ne peut y réduire la statistique : à coté  du calcul des probabilités la statistique 
utilise des mathématiques assez classiques (algèbre linéaire, géométrie euclidienne,…) 
et, de  plus en plus, l’informatique. Le développement récent de l’informatique a 
révolutionné la pratique de la statistique en permettant la prise en charge de données 
multidimensionnelles ainsi que l’exploration rapide par simulation de nombreuses 
hypothèses. 
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La démarche statistique 
Après le recueil des données, la démarche statistique consiste à traiter et 
interpréter les informations recueillies. Elle comporte deux grands aspects : l’aspect 
descriptif ou exploratoire et l’aspect inférentiel ou décisionnel. 
 
Le but de la statistique inférentielle ou mathématique est d’étendre les propriétés 
constatées sur l’échantillon à la population toute entière et de valider ou d’infirmer des 
hypothèses a priori. Le calcul des probabilités joue un rôle fondamental. 
 
Le but de la statistique descriptive ou exploratoire est de résumer, synthétiser, 
structurer l’information contenue dans les données. Elle utilise pour cela des 
représentations des données sous forme de tableaux, de graphiques, d’indicateurs 
numériques. 
 
La statistique descriptive s’est enrichie ces dernières années de nombreuses 
techniques de visualisation de données multidimensionnelles (n individus, p 
variables) : c’est l’analyse des données qui est une des branches les plus vivantes de la 
discipline statistique. Les modèles probabilistes ne jouent ici qu’un rôle très restreint, 
voire nul. 
 
L’analyse des données 
L’analyse des données  s’applique à des résultats statistiques bruts, dont elle 
vise à faciliter le maniement ; elle se situe immédiatement en aval de la production de 
ces résultats, et immédiatement en amont de leur présentation littéraire qu’elle prépare, 
des raisonnements probabilistes (dans un souci d’inférence) que l’on peut effectuer sur 
eux et des études proprement économiques, sociologiques ou autres qu’ils peuvent 
nourrir. 
 
Les outils traditionnels de la statistique descriptive, premiers pas de l’analyse 
des données (histogrammes et graphiques divers, calculs de moyennes et de 
dispersions, etc.), sont à la fois d’une grande utilité pratique et d’une grande simplicité 
intellectuelle. Mais le développement des moyens automatiques de production 
d’information a progressivement noyé le statisticien sous une masse croissante de 
résultats. Pour dominer cette masse, un développement de la statistique descriptive  
était nécessaire, et les moyens informatiques de calcul rendirent ce développement 
possible. 
 L’analyse des données contient deux grands groupes de méthodes : les méthodes 
d’analyse factorielle et les méthodes de classification automatique. 
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La classification automatique porte sur des ensembles d’individus qu’il s’agi de 
regrouper en catégories homogènes. La nature des variables observées sur chaque 
individu, et la façon  dont on calcule l’homogénéité des catégories, varient d’une  
méthode à une autre. Le résultat de la classification se présente sous la forme d’un 
« arbre » renversé  (les branches dirigées vers le bas), qui schématise les divers 
regroupements d’individus. 
 
L’analyse factorielle porte sur des  nuages de points dont on cherche à trouver 
les directions d’allongement maximal (axes factoriels). Elle implique une démarche 
principalement géométrique ou algébrique. Elle permet de voir que ces nuages de 
points n’ont pas généralement la forme ellipsoïdale correspondant à l’hypothèse   la 
plus souvent admise, celle d’une loi  normale multidimensionnelle. 
 
Les diverses analyses factorielles 
L’analyse en composantes principales est la plus ancienne des méthodes 
d’analyse des données (Hotelling, 1933,[1]). Considérons n individus repérés par un 
indice i (i = 1,…, n) sur lesquels on étudie p variables numériques  repérées par un 
indice j (j = 1,..., p). Ces  individus, pondérés par des poids pi , forment alors un 
 nuage  N de n points dans l’espace à p dimensions. 
Le principe de la méthode consiste à obtenir une représentation  approchée du nuage  
N des individus dans un sous-espace de dimension faible k (k < p). La recherche de ce 
sous-espace se fait pas à pas et on cherche une droite d1   maximisant  la dispersion du 
nuage projeté sur d1 avec itérations sous contrainte d’orthogonalité. Les droites d1 , d2 
,… ainsi obtenues sont dites axes principaux. Le nuage  N pourra être visualisé par 
projection des individus sur le premier plan factoriel  (d1,  d2 ) par exemple. Par dualité,  
la création de nouveaux axes portant le maximum de dispersion du nuage revient à 
l’introduction de nouvelles variables les composantes principales c1, c2, etc. 
combinaisons linéaires des anciennes qui sont de dispersions maximales, non corrélées 
deux à deux. 
 
Lorsque n individus sont décrits par deux ensembles de variables (en nombre p 
et q respectivement) on peut chercher à examiner les liens existant entre ces deux 
ensembles afin de savoir s’ils mesurent ou non les mêmes propriétés. C’est l’objectif 
de l’analyse canonique. 
 
L’analyse des correspondances a été proposée en France par J.P. Benzekri 
(1973, [2]) dans le but d’étudier la liaison (dite encore  correspondance) entre deux 
variables  qualitatives : par exemple l’étude de la ventilation des habitants d’Alger 
selon leur quartier  d’habitation  et  leur catégorie socioprofessionnelle. 
Sur le plan mathématique, on considère l’analyse des correspondances soit comme une 
analyse en composantes principales avec une métrique spéciale, la métrique du χ2, soit 
comme une variante de l’analyse canonique. 
141414 
 
   Revue Campus N°2 14 
 
L’analyse des correspondances multiples est une technique de description de 
données qualitatives : on considère n individus décrits par p variables Y1 ,…,Yp  à 
m1,…,mp     catégories. Cette méthode est particulièrement bien adaptée à l’exploration               
d’enquêtes où les questions sont à réponses multiples. 
Le but des méthodes de discrimination consiste à prédire une variable qualitative à k 
catégories à l’aide de p variables numériques (les prédicteurs). 
 
Les données consistent en n observations réparties en k classes et décrites par p 
variables explicatives. 
 
L’analyse discriminante présente deux aspects : 
- descriptif : chercher quelles sont les combinaisons linéaires des variables  Yi 
qui permettent de séparer le mieux possible les k catégories et donne une 
représentation graphique qui rende compte au mieux de cette séparation. 
- décisionnel : un nouvel individu se présente pour lequel on connaît les valeurs 
des prédicteurs. Il s’agit alors de décider dans quelle catégorie il faut l’affecter. 
    
 Ces deux aspects correspondent en gros à la distinction entre méthodes 
géométriques et méthodes probabilistes. Parmi les applications de l’analyse 
discriminante, on peut citer par exemple, l’aide à la décision en médecine : à partir de 
mesures de laboratoire, on cherche une fonction permettant de prédire au mieux le 
type d’affection d’un malade, ou son évolution probable afin d’orienter le traitement. 
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