proved accuracy of the quintic spline strongly suggests that it be used in place of the cubic spline.
On numerous other tests, h ~ convergence of the quintic spline y to Y was always obtained for h sufficiently small. Approximate solutions for several problems were also obtained using Numerov's method and uniform mesh spacing. In almost all cases, the present method had lower error than Numerov's method by a factor of three or more.
The spline method is well suited to changing the mesh size during computer runs. For example, an N may be chosen, a uniform mesh set up, and the equations solved for the yn • If the mesh size is then halved, the old solution may be used as a good initial guess for the new y atld y' using eqs. (2) and (7). After solving for the new y, Richardson's deferred approach to the hmit may be used to estimate the error as 1/15 the difference between new and old y(x). This information may be used to decide whether to stop, reduce h, or change to a nonuniform mesh.
RECEIVED APRIL, 1968; REVISED NOVEMBER, 1968 l. Introduction Pentadiagonal matrices arise frequently in numerical analysis. They are usually encountered in approximations to fourth derivatives and in high order approximations to second derivatives. It seems relevant, therefore, to investigate the structure of the determinant of such a matrix with the hope of developing a good method for determining (1)
where we assume that
Properties of the Matrix
Definition. The product i.e. the matrix containing the indicated rows and columns. It is clear that any cycle must contain s~-j.~+j+2. But now, to return to the index i, we cannot use the indices i + j or i + j + 2. From the band structure of S it is clear that no other indices are available to return to i.
LEMMA 2. In a principal submatrix of S consisting of k consecutive indices, k >_ 3, there are exactly two nonzero k -cycles.
PROOF. Clearly, it suffices to show this for the principal submatrix S[1, 2, ... , k].
At the index i, 1 < i < k --2, we can proceed to either i + 1 or i + 2. If i + 1 is chosen, then we must return by the index i + 2. Then there is no choice except to proceed to i + 3. If i + 2 is chosen, we must reserve i + 1 for the return. Hence, we must proceed to i + 4.
Then, starting at i = 1 by either s12 or s13, we have only the two k-cycles
in the case k is even, and
in the case k is odd. We denote (3) by Cy(1, k) and (4) by the suggestive notation Cry (1, k). This notation is prompted by the fact that transposing the indices of the elements of the product Cy(1, k) gives the cycle Cry(l, k ).
For notational convenience let us define the quantities
We see that these are just the one-cycles, two-cycles, and three-cycles of S. By assumption, b~ ~ 0 (i = 1, 2, ..-, n--1). The key to the recursive relation lies in the fact that all cycles of length greater than 3 can be written in terms of the quantities in (5). This fact is proved in the following lemma.
LEMMA 3. For the matrix S defined in (1) the following Hence (6) is true for m = 2. Assume (6) is true for all m < k--1. Then
Therefore,
Cy (1, 2k + 1) = s12" • • S2k--2.~kS2k.2k+lS~k+l.~k--l" " "S31,
Hence (6) is true for m = k and therefore true for all m = 2, 3, ... , [½n] . Clearly, we also have the formulas
It is also clear that expressions similar to (6) and (7) hold when the initial index, 1, is replaced by the arbitrary number i.
The Recursive Relation

Letusden°teS(~2""~)
of a determinant formula of Maybee [1] , we have that
where ~C (n, k) is the sum of all cycles of length k 'conraining the index n. But, from the previous lemmas we know that there are exactly two nonzero cycles of length k with index n, hence
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Conununications of the ACM Let us write out the sum in (8) for n even, i.e. n = 2m. 
The expressions multiplying c~_~ ~nd t c~-1, respectively, are c~-3 b~_2 ek-4 , n --2), then the recursive relation can be simplified greatly. For, adding (ck-2/bk-2) dk-~ to dk and expanding, we eliminate the term containing e k-3 • We arrive at the 6-term recursive relation and the algorithm becomes the well-known 3-term relation for computing the determinant of a tridiagonal matrix. For S not cyclically symmetric, a 7-term recursive relation may be derived which eliminates the factors ek-3 and ek-3 from (10). It is very complicated and is not given here.
