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Abstract
The paper is devoted to a model of compact cyclic edge-coloring of graphs. This variant of edge-coloring ﬁnds its applications in
modeling schedules in production systems, in which production proceeds in a cyclic way. We point out optimal colorings for some
graph classes and we construct graphs which cannot be colored in a compact cyclic manner. Moreover, we prove some theoretical
properties of considered coloring model such as upper bounds on the number of colors in optimal compact cyclic coloring.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Minimizing the length of schedule in a biprocessor tasks system is one of many applications of edge-coloring
of graphs. This scheduling model consists of a number of processors and tasks. Each task requires the use of two
preassigned processors for its completion. A schedule is such an assignment of time intervals to the tasks that in every
moment each processor performs at most one task. We assume that all the tasks are non-preemptive and of unit length.
The problem of minimizing the length of a schedule can be formulated in terms of edge-coloring of a graph associated
with the system. Such a graph is constructed in the following way: each processor is represented by a vertex and each
task is represented by an edge joining the vertices corresponding to the processors preassigned to that task. It occurs
that the problem of constructing a schedule of minimum length in a system of biprocessor tasks is equivalent to the
problem of optimal edge-coloring of that graph [7].
In many automated production systems the production is organized in a cyclic way, i.e. the same production schedule
of length T is repeated continuously every T units of time. In this case we may assume that a task whose processing
starts at the end of one production cycle and completes in the following one is not preempted. Such a procedure enables
us to reduce the length of the schedule. We use circular edge-coloring deﬁned below for modeling schedules in a cyclic
biprocessor tasks system.
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For every positive integer k, let Zk denote the set {0, . . . , k − 1} with addition and multiplication modulo k, denoted
by ⊕k and k , respectively. We introduce a norm ‖ · ‖k in Zk given by
‖x‖k = min{x, k − x}
for each x ∈ Zk .
Circular edge-coloring is obtained by transferring the coloringmodel introduced in [3,11] from vertex to edge variant.
Deﬁnition 1. Let G be a graph and let k2d be positive integers. Then (k, d)-edge-coloring of graph G is any
assignment c : E(G) → Zk such that for every two adjacent edges e1 and e2 we have ‖c(e1) − c(e2)‖kd. The
circular chromatic index ′c(G) of graph G is deﬁned to be the inﬁmum of the ratio of k/d for which there exists a
(k, d)-edge-coloring of G.
Equivalently, the circular chromatic index can be deﬁned using the notion of circular edge-coloring.
Deﬁnition 2. Let G be a graph and let r2 be a real number. We denote by Cr a circle of circumference r . Then r-
circular edge-coloringof graphG is any assignment c of openunit length arc ofCr to each edge such that c(e1)∩c(e2)=∅
for each pair of adjacent edges e1, e2.
The circular chromatic index is equal to the inﬁmum of r for which there exists an r-circular edge-coloring [6,15].
In many production systems an additional requirement of lack of interrupts on each processor is required. We say
that such a schedule is compact and it can be modeled using compact variant of edge-coloring studied in [1,4,5,10]
under the name interval edge-coloring. In cyclic systems a compactness constraint is less restrictive. We accept two
types of schedules for a single processor. First, a processor is allowed to have two idle intervals per cycle, one in the
beginning and one in the end of the production system, like in a standard compact schedule. Moreover, a processor can
be idle in exactly one single interval somewhere in the middle of the production cycle. Compact cyclic schedules are
modeled using compact cyclic variant of edge-coloring.
Let B(v) denote the set of edges incident to v ∈ V (G). We say that an edge-coloring c : E(G) → N is compact at
vertex v, whenever c(B(v)), i.e. the set of colors assigned to the edges incident to v, forms a set of consecutive integers.
Moreover, an edge-coloring c is said to be compact, if it is compact at each vertex.
In a similar way we deﬁne compact cyclic colorings. Let k2d be positive integers. We deﬁne (k, d)-arc to be any
subset of Zk of the form
{a0⊕kid : i = 0, 1, . . . , s − 1},
where a0 ∈ Zk and sk/d. We say that a (k, d)-coloring c is compact at vertex v ∈ V (G), whenever c(B(v)) forms a
(k, d)-arc. Moreover, a (k, d)-coloring c fulﬁlling the compactness criterion at each v ∈ V (G) is said to be compact.
An example of a compact (7, 2)-coloring of a graph is depicted in Fig. 1(a). Moreover, Fig. 1(b) illustrates a compact
cyclic schedule corresponding to that coloring as a Gantt chart. Pi denotes the processor represented by vertex vi and
Jij denotes the job executed on processors Pi and Pj . In particular, we have c(B(v2))={1, 3, 6}={6⊕72i : i=0, 1, 2}.
It occurs that not every graph can be colored in a compact way. Therefore, we say that a graph is compactly colorable,
if it possesses a compact edge-coloring. In a similar way, we can construct graphs that do not have compact cyclic
edge-colorings, which motivates us to provide a deﬁnition of compact cyclic colorability. We say that a graph G is
compactly cyclically colorable, if there exists a pair of positive integers k and d such that a compact (k, d)-coloring
of G can be constructed. It is known that both problems of determining whether a given graph is compactly colorable
or compactly cyclically colorable are NP-complete [5,8]. If a graph G is compactly cyclically colorable, we deﬁne
′cc(G) to be the inﬁmum of the ratio k/d, for which a compact (k, d)-coloring exists. The following inequalities result
immediately from the deﬁnitions
(G)′c(G)′cc(G), (1)
where (G) denotes the maximum vertex degree of graph G.
The majority of results in this topic found in the literature are devoted to the applications of the considered coloring
model in a cyclic version of open-shop scheduling with no-wait and no-idle constraints [8,13,14]. In this paper, we







































Fig. 1. (a) Example of compact (7, 2)-edge-coloring of some graph; (b) a schedule corresponding to that coloring.
consider some general properties of compact cyclic edge-coloring. In particular, we derive upper bounds on k in every
compact (k, d)-coloring. Then, we construct optimal compact cyclic colorings for some classes of graphs. Finally, we
give examples of graphs which cannot be colored in a compact cyclic way.
2. Properties of compact cyclic edge-colorings
In virtue of Vizing theorem [12], for every graph G we have ′(G) = (G) or ′(G) = (G) + 1. This gives rise
to a division of all graphs into two classes: Class 1 graphs fulﬁlling ′(G) = (G) and Class 2 graphs, for which
′(G)=(G)+ 1. It is known that each compactly colorable graph is of Class 1. Therefore, following [4,5], by Class
0 we mean all graphs that are compactly colorable. Notice that every compact coloring with colors 0, 1, . . . , k − 1 is
in fact compact (k, 1)-coloring, thus each Class 0 graph is compactly cyclically colorable. The following result gives
us ′cc(G) for these graphs.
Theorem 3. For every Class 0 graph G we have ′cc(G) = (G).
Proof. Let c : E(G) → N be a compact edge-coloring ofG. We deﬁne c¯ : E(G) → Z(G) by c¯(e)=c(e)(mod(G))
for every e ∈ E(G). We claim that c¯ is a compact ((G), 1)-coloring.
Let e1 and e2 be two adjacent edges. It follows from the compactness criterion that |c(e1)−c(e2)|<(G). Therefore,
c¯(e1) 
= c¯(e2), which gives us ‖c¯(e1) − c¯(e2)‖(G)1. Thus, c¯ is ((G), 1)-coloring.
Let v be a ﬁxed vertex of G. Since c is compact at v, c(B(v)) is a set of consecutive integers. Therefore,
c(B(v)) = {a0 + i : i = 0, . . . , deg(v) − 1} for some positive integer a0. Let a¯0 = a0 mod(G). We have c¯(B(v)) =
{a¯0⊕(G)i:i = 0, . . . ,(G) − 1}, which implies that c¯(B(v)) is a ((G), 1)-arc. Thus, c¯ is compact at every
vertex v. 
In the case of standard (k, d)-edge-colorings, whenever we have a (k, d)-coloring of a given graphG for some k and
d, we can construct a (k′, d ′)-coloring for every positive integers k′ and d ′ such that k/dk′/d ′. A similar property
does not hold in the case of compact cyclic coloring. For example cycle C3 has a compact (3, 1)-coloring, while no
compact (4, 1)-coloring exists.
However, using the following theorem, we can restrict our considerations of compact (k, d)-colorings to pairs k, d
of co-prime integers.
Theorem 4. Let G be a given graph. If G has a compact (k, d)-coloring for some k and d, then it also has a compact
(k′, d ′)-coloring, where k′ = k/ gcd(k, d), d ′ = d/ gcd(k, d).
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Proof. Let c be a compact (k, d)-coloring of G. We claim that c¯(e)=c(e)/ gcd(k, d) is a compact (k′, d ′)-coloring.
Let v be a vertex of G. Since c is compact, c(B(v)) = {a0⊕kid : i = 0, . . . , deg(v) − 1} for some a0 ∈ Zk . Let
a¯0 = a0/ gcd(k, d). We have d = d ′ · gcd(k, d), which implies
B(c¯(v)) = {a¯0⊕k′ id ′ : i = 0, . . . , deg(v) − 1}. 
The following results claim that if G is a graph not belonging to Class 0, one can consider compact (k, d)-colorings
with k bounded by the cardinality of E(G) only.
Theorem 5. Let G be a graph and c its compact (k, d)-coloring, where gcd(k, d) = 1. If there exists a color x ∈ Zk
such that no edge is colored with x, i.e. c(e) 
= x for any e ∈ E(G), then G is of Class 0.
Proof. We can assume, possibly rotating the colors, that x = 0. Since gcd(k, d) = 1, for every y ∈ Zk there exists
exactly one z(y) ∈ Zk such that z(y)kd = y. Let us deﬁne c¯(e) = z(c(e)) for each edge e ∈ E(G). We claim that c¯
is a compact coloring with colors 1, . . . , k − 1.
Obviously, c¯(e) 
= 0 for any edge e. Consider a ﬁxed vertex v. Since c is a compact (k, d)-coloring, we have
c(B(v)) = {a0⊕kid : i = 0, . . . , deg(v) − 1}. Therefore, c¯(B(v)) = {z(a0)⊕ki : i = 0, . . . , deg(v) − 1}. However, 0
does not belong to c¯(B(v)), thus c¯(B(v)) = {z(a0) + i : i = 0, . . . , deg(v) − 1}. We have proved that c¯ is a compact
coloring, which implies that G is of Class 0. 
Corollary 6. If G is a compactly cyclically colorable graph outside Class 0, then G has no compact (k, d)-coloring
for k > |E(G)| and gcd(k, d) = 1. Therefore,
′cc(G) = min
k |E(G)|{k/d : there exists (k, d) − coloring}.
In particular, ′cc(G) |E(G)|.
In the following theorems we derive more upper bounds on parameter k. We begin with proving the following fact.
Theorem 7. Let G be a graph, c its compact (k, d)-coloring and let P = (u0, . . . , up) be a path contained in G. Then
c({up−1, up}) = c({u0, u1})⊕kAd (2)




(deg(ui) − 1). (3)
Proof. We have that c is a compact (k, d)-coloring, therefore c(B(ui)) = {ci⊕kjd : j = 0, . . . , deg(ui) − 1} for each
i = 2, . . . , p− 1. This implies that c({ui, ui+1})= c({ui−1, ui})⊕kaid, where ai ∈ Zk and ‖ai‖k deg(ui)− 1. Thus,





Inequality (3) follows from ‖ai‖k deg(ui) − 1 and the triangle inequality. 
Theorem 8. Let G be a compactly cyclically colorable graph not belonging to Class 0 and let k2d be positive co-
prime integers. If G has a compact (k, d)-coloring, then k satisﬁes k/2((G)−1)(diam(G)+1), where diam(G)
denotes the diameter of graph G. In particular, ′cc(G)2((G) − 1)(diam(G) + 1) + 1.
Proof. Let c be a compact (k, d)-coloring, where gcd(k, d) = 1. By Theorem 5 there exist edges e1 and e2 such
that c(e1) = 0 and c(e2) = dkk/2. Consider the shortest path joining these two edges. We denote its consecutive
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where ai ∈ Zk and ‖ai‖k deg(ui)− 1, i = 1, . . . , p − 1. On the other hand, c(e2)= dkk/2, which together with
gcd(k, d) = 1 implies
p−1∑
i=1





‖ai‖k((G) − 1)(p − 1),
which completes the proof, since pdiam(G) + 2. 
In the next result, applying the same technique of proofs as used in [5], we obtain an upper bound on the parameter
k which is linear in terms of the number of vertices.
Theorem 9. LetGbe a compactly cyclically colorable graphnot belonging toClass0and such that |V (G)|3.Assume
that k2d are positive co-prime integers. Then if G has a compact (k, d)-coloring, k satisﬁes k/23|V (G)| − 6.
In particular, ′cc(G)6|V (G)| − 11.
Proof. Let, in the analogous way as in the proof of the previous theorem, c be a compact (k, d)-coloring, where
gcd(k, d) = 1 and let u0, . . . , up be a consecutive vertices of the shortest path P joining the edges e1 = {u0, u1} and
e2 = {up−1, up}, satisfying c(e1) = 0 and c(e2) = k/2kd.
For i = 1, . . . , p − 1 we denote by Bi the smallest set of vertices adjacent to ui such that
c({{ui, u} : u ∈ Bi}) ∪ {c({ui−1, ui}), c({ui, ui+1})}









where ‖ai‖k = |Bi | + 1.
Notice that vertex ui does not belong to Bj , for i, j = 1, . . . , p − 1, since otherwise it would be possible to shorten
the path P . For the same reason, u0 /∈Bi for i 
= 2 and up /∈Bi for i 
= p − 2. Similarly, Bi ∩ Bj = ∅ for i and j such
that |i − j |> 2. This implies that every vertex v /∈ {u0, up} is one of vertices u1, …, up−1 or is a member of at most
three sets Bi . Therefore,
p−1∑
i=1
(|Bi | + 1)3|V (G)| − 2(p + 1). (7)




(|Bi | + 1)3|V (G)| − 2(p + 1)3|V (G)| − 6.  (8)
Note that whenever graphG is triangle free, we haveBi ∩Bj =∅ for |i−j |=1. Therefore, by making slight changes
to the proof of Theorem 9 we improve the bound for triangle free and in particular for bipartite graphs.
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Corollary 10. For every cyclically colorable triangle-free graph G not belonging to Class 0 on at least three vertices,
there does not exist any compact (k, d)-coloring for k and d satisfying gcd(k, d) = 1 and k/22|V (G)| − 3. In
particular, ′cc(G)4|V (G)| − 5.
3. The value of ′cc(G) for some graphs
There are knownmany graph classes, which are compactly colorable. Theorem3 gives us the value of ′cc(G) for these
graphs. In particular, bipartite cacti, complete bipartite graphs, bipartite (2, r)-biregular graphs, bipartite outerplanar
graphs and fans belong to Class 0 [5], which implies that for these graphs ′cc(G)=(G). For Class 2 graphs we know
that ′c(G)>(G) [6,15], thus no such graphs have compact ((G), 1)-coloring. However, within Class 1 we can give
examples of graphs which are not compactly colorable despite that ′cc(G) = (G).
Theorem 11. Rosettes Mk and wheels Wk are compactly cyclically colorable. Moreover, ′cc(Wk) = (Wk) and
′cc(Mk) = (Mk).
Proof. For every wheel Wn its compact ((Wn), 1)-coloring is shown in Fig. 2. On the other hand, Giaro et al. [5]
noticed that wheel Wn does not belong to Class 0 for n ∈ N\{1, 2, 3, 4, 7, 10} (see also [2]).
Rosette Mk is deﬁned as follows:
V (Mk) = {v, x0, x1, x2} ∪ {wij : i ∈ {0, 1, 2}, j ∈ {0, . . . , k − 1}},




{{xi, wkj } : k 
= i, j ∈ {0, . . . , k − 1}}.
Graph M5 is depicted in Fig. 3. It is known [4] that Mk is outside Class 0 for k5.
Suppose that k is odd. We construct a compact (3k, 1)-coloring c of Mk: ﬁrst, we color the edges incident to the




ik for j = 0,
ik⊕3k(j + 1) for j = 1, . . . , k − 2,
ik⊕3k(k + 1) for j = k − 1.
Secondly, we color the rest of the edges, in such a way that for every i, j the set of colors assigned to the edges
incident to wij forms a set of three cyclically consecutive integers. This guarantees both, the lack of conﬂicts and the
compactness at vertices wij .
c({xi⊕31, wij }) =
⎧⎪⎨
⎪⎩
ik + 1 for j = 0,
c({v,wij })⊕3k(−1)(j+1) for j = 1, . . . , k − 2,
ik⊕3k(k − 1) for j = k − 1,
c({xi⊕32, wij }) =
⎧⎪⎨
⎪⎩
ik + 2 for j = 0,
c({v,wij })⊕3k(−1)j for j = 1, . . . , k − 2,
ik⊕3kk for j = k − 1.
Notice that for a ﬁxed i both sets of colors {c({xi⊕3k1, wij }) : j ∈ Z3k} and {c({xi⊕3k2, wij }) : j ∈ Z3k} are identical
to {ik⊕3ks : s = 1, . . . , k}. Therefore, there are no conﬂicts and c is compact at vertices xi . Fig. 3 illustrates the
constructed compact (15, 1)-edge-coloring of M5.
In the case k is even, ﬁrst we assign the same colors as described above to all the edges despite {xi⊕31, wik−1} and{xi⊕32, wik−1}. Then we color edges {xi⊕31, wik−1} with ik⊕3kk and edges {xi⊕32, wik−1} with ik⊕3k(k − 1). We
check that c is compact (3k, 1)-edge-coloring, in the same way as above. 




















































Fig. 3. Rosette M5 and its compact (15, 1)-coloring.
Now let us consider k-regular graph G. If G belongs to Class 1, then it is obviously in Class 0, hence ′cc(G) = k.
Therefore, we assume that G is a Class 2 graph. Let c be its (k + 1)-coloring with colors 0, . . . , k. Notice that since
every vertex degree is k, the set c(B(v)) is (k+1, 1)-arc for each vertex v. Therefore, c can be considered as a compact
(k + 1, 1)-edge-coloring. On the other hand, no Class 2 graph belongs to Class 0, thus all such graphs are compactly
cyclically colorable but are not compactly colorable. In the following theorem we establish the value of ′cc for some
Class 2 graphs: odd complete graphs K2k+1, odd cycles C2k+1 and necklaces Np which are shown in Fig. 4.
Theorem 12. ′cc(K2k+1) = 2k + 1, ′cc(C2k+1) = 2 + 1/k, ′cc(Np) = 3 + 1/p.
Proof. For complete graphswe have ′c(K2k+1)=2k+1, therefore ′cc(K2k+1)2k+1.Moreover,K2k+1 is 2k-regular,
thus it has a compact (2k + 1, 1)-coloring, which implies cc(K2k+1) = 2k + 1.
For odd cycleswe have ′cc(C2k+1)′c(C2k+1)=2+1/k. Denote the consecutive vertices of the cycle by v0, . . . , v2k .
Then, c({vi, vi⊕2k+11}) = i2k+1k gives us a compact (2k + 1, k)-coloring.
Necklaces Np are graphs introduced in [9]. They are obtained by taking p diamonds D1, . . . , Dp, and joining them
as shown in Fig. 4. In the same paper the author proved that ′c(Np)= 3+ 1/p. He constructed a (3p + 1, p)-coloring































Fig. 5. The Petersen graph P .
of Np and showed that it is optimal. Such a coloring of ith diamond Di is presented in Fig. 4. We notice that it is
compact, which yields ′cc(Np) = 3 + 1/p. 
In the following theoremwe claim that ′cc(P )=4, where P denotes the Petersen graph. This seems to be interesting,
since the circular chromatic index of P is equal to 11/3 [6].
Theorem 13. The Petersen graph P is compactly cyclically colorable. Moreover, ′cc(P ) = 4.
Proof. The Petersen graph is 3-regular, thus it has a compact (4, 1)-coloring. Therefore, it sufﬁces to show that no
compact (k, d)-coloring exists for any k/d < 4.
Suppose to the contrary that there is such a pair of integers k and d and a compact (k, d)-coloring c. Denote the
vertices of P as shown in Fig. 5. Theorem 8 yields k13. Moreover, we have ′cc(P )′c(P ) = 11/3, thus we obtain
k = 11 and d = 3. Theorem 5 implies the existence of two edges of colors 0 and 4 = 5k3, respectively. Theorem
7 yields that each path containing these two edges has the length at least 4. Moreover, there exists an edge of color
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7 = 6k3 and each path containing this edge and the edge of color 0 has the length at least 4. Discarding symmetric
conﬁgurations, we may assume that these edges are uniquely placed in graph P , as shown in Fig. 5. We notice that
no edge adjacent to {v4, v2} can get color 7, without violating Theorem 7. Therefore, each of these edges must be
assigned colors 1 or 9. In the same way each edge adjacent to {u3, v3} must be colored with 10 or 2. However, no pair
of adjacent edges can obtain the following conﬁgurations of colors: 10, 1, or 10, 9, or 2, 1. Therefore, c({u2, v2}) =
c({u4, v4})=9 and c({u3, u4})=c({u3, u2})=2, which cannot happen since the two edges incident to u3 cannot have the
same color. 
One can observe that every connected graphGwith(G)=2 is either a path or a cycle, thus it is compactly cyclically
colorable. We show that every connected graph of maximum degree 3 is compactly cyclically colorable as well.
Theorem 14. Let G be a connected graph with (G) = 3. Then G is compactly cyclically colorable. Moreover,
′cc(G)4.
Proof. To prove the theorem we show that every such graph has a compact (4, 1)-coloring. Suppose that there exists
a counterexample graph G. We assume that G is the smallest possible graph not fulﬁlling our claim. One can observe
that such a graph must have a vertex u of degree 2. Otherwise any (4, 1)-coloring (which exists by Vizing theorem)
would be compact. Denote the vertices adjacent to u by v1 and v2. We consider two cases: either removing {v1, u}
disconnects G or not.
If the deletion of {v1, u} preserves the connectness of G, then graph G-{v1, u} must have a compact (4, 1)-coloring
c. Without loss of generality, we can assume that the degree of v1 in graph G is equal to 3 and that the edges incident to
v1 are colored with colors 0 and 1. In such a situation, by coloring an edge {u, v1} with one of colors 2 or 3, depending
on the color of {v2, u}, we extend c to compact (4, 1)-coloring of the whole graph G.
In the second case, if the deletion of {u, v1} disconnects graph G, we have two possible situations. If at least one
of the components is of degree 3, then it has a compact (4, 1)-coloring. Using the same argument as in the previous
case, we extend this coloring to the whole graph. If both components are of degree at most 2, then G is either a tree
of degree 3 or a cycle with a tree rooted to one of its vertices. One can easily observe that for every such graph there
exists a (4, 1)-coloring. 
4. Graphs with no compact cyclic colorings
As it has been remarked in the introduction, not every graph possesses a compact cyclic coloring. Suppose that G
is a graph outside Class 0. Consider the disjoint union of graph G and a star K1,s . If there exists a compact (k, d)-
edge-coloring c of graph G ∪ K1,s , then obviously ks. On the other hand, assignment c restricted to G is a compact
(k, d)-edge-coloring of G. Therefore, we have k2((G) − 1)(diam(G) + 1) + 1 by Theorem 8. This implies that if
s > 2((G)− 1)(diam(G)+ 1)+ 1, then G∪K1,s is not compactly cyclically colorable. Now we construct examples
of connected graphs with no compact cyclic colorings.
Theorem 15. Let G be a graph not belonging to Class 0 and let v be any of its vertices of degree 1. Then there exists
an integer p such that graph G with p pendant edges attached to vertex v has no compact (k, d)-coloring for any pair
of integers k, d.
Proof. Denote by G′ the graph obtained from G by connecting p pendant edges at vertex v. One can observe that
by restricting every compact (k, d)-coloring of G′ to the edges of G provides a compact (k, d)-coloring of G. This
follows from the fact that the compactness criterion at vertex v of degree 1 is fulﬁlled in a trivial way. Let p=2((G)−
1)(diam(G) + 1) + 1 and let k and d be co-prime integers such that a compact (k, d)-coloring of G′ exists. Since
(G′)p + 1, parameter k must satisfy k2((G) − 1)(diam(G) + 1) + 2. However, using Theorems 4 and 8 we
get that the latter inequality cannot hold for any compact (k, d)-coloring of G. 
RosetteMk , k6 with a pendant edge attached to the central vertex and complete graphK2n+1, n2 with a pendant
edge connected to any vertex are not compactly colorable [4,5]. This, together with Theorem 15 yields the following
corollary.
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Table 1
Compactly cyclically colorable graphs and their ′cc(G) as compared to ′c(G)
Graph family ′c(G) ′cc(G)
Class 0 graphs (G) (G)
Wheels Wn (Wn) (Wn)
Rosettes Mk (Mk) (Mk)
Odd complete graphs K2n+1 2n + 1 2n + 1
Odd cycles C2n+1 2 + 1/n 2 + 1/n
Necklaces Np 3 + 1/p 3 + 1/p
The Petersen graph P 11/3 4
Connected graphs, (G) = 3 4 4
r-regular graphs  r + 1  r + 1
Corollary 16. Both the rosette Mk with a star K1,p connected to the central vertex, where k6, p24k + 1 and the
complete graph K2n+1 with a star K1,p connected to one of its vertices, where n> 1, p12n + 1 are not compactly
cyclically colorable.
Finally, we construct yet another family of connected graphs which are not compactly cyclically colorable.
Theorem 17. Let n be any integer such that n5. A graph M ′n obtained from rosette Mn by connecting n+ 8 pendant
edges to the central vertex v does not have any compact (k, d)-coloring for any pair of integers k and d.
Proof. Assume that there exists a compact (k, d)-coloring c of graph M ′n for some k and d. Denote the vertices of the
rosette as shown in Fig 3. We have deg(v)= 4n+ 8, thus k/d4n+ 8. Consider any two edges {v,wij } and {v,wst }.
There exists p such that vertex xp is adjacent to both wij and wst . From Theorem 7 we have
c({vwst }) = c({vwij }) + Ad, (9)
where A ∈ Zk satisﬁes
‖A‖k(deg(wst ) − 1) + (deg(xp) − 1) + (deg(wij ) − 1) = 2n + 3. (10)
On the other hand, there are 3n vertices wij and we have k(4n + 8)d and 3n> 2n + 4, thus there exists a pair of
vertices wij and wst such that ‖c({v,wij }) − c({v,wst })‖k(2n + 4)d. This contradicts (9) and (10). 
5. Concluding remarks
Table 1 gathers families of cyclically colorable graphs for which either exact value or estimates on ′cc were es-
tablished. For the classic compact edge-coloring model there are known families of graphs for which the difference
between the minimum number of colors and(G) is arbitrarily large [5]. Therefore, it would be interesting to construct
graphs with similar properties for compact cyclic colorings.
Another problem of interest is to construct the smallest graph and the smallest connected graph which are not
compactly cyclically colorable. Results from Section 3 imply that such a connected graph has the maximum vertex
degree at least 4.
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