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El desarrollo de soluciones computacionales aplicadas a problemas relacionados con el 
sonido y la música es un área de investigación emergente.!!
Actualmente existen múltiples ámbitos de problemas en esta área del conocimiento, entre 
ellos: el procesado de audio, desarrollo de interfaces musicales, modelización de la 
interpretación musical, descripción del sonido y de la música, etc. Entre las disciplinas 
científicas más populares para tratar con estos problemas podemos encontrar el 
Aprendizaje Automático, Tecnologías Semánticas, Interacción Hombre Máquina y 
Procesado de Señal.!
Un problema actual es el llamado genéricamente ‘Onset detection’ o detección en sonido 
de inicios de nota. El objetivo final de todo el proceso es conseguir una lista de instantes 
de tiempos en los que, presumiblemente, comienzan las notas. Existen multitud de 
aplicaciones que demandan una solución a este problema, como por ejemplo: la 
transcripción automática, el análisis de la estructura y frases musicales, la evaluación de 
la similitud musical, el análisis del rendimiento expresivo y la recuperación de información 
musical.!
Como parte de un Trabajo de Introducción a la Investigación previo al desarrollo de este 
proyecto, se ha revisado el estado del arte más reciente del problema ‘Onset detection’ y 
se ha presentado un conjunto de datos en un formato muy cercano al contexto real que 
permitirá ilustrar este problema. También se ha planteado un proceso de re-ordenación de 
estos datos a un formato más estándar que favorezca su análisis y se ha descrito la 
metodología de evaluación de la efectividad de los métodos que se usará. Estas tareas 
son, a grandes rasgos, las que han permitido obtener una base de conocimiento sobre el 
problema y sus soluciones potenciales, y acometer el estudio experimental que propone 
este Trabajo Final de Máster. !!
Este proyecto pretende diseñar un marco experimental que permita evaluar soluciones al 
problema ‘Onset detection’. Cada solución contemplará, potencialmente, métodos de 
transformación de los datos, de aprendizaje y detección (clasificación), y de análisis de la 
efectividad de los resultados. Finalmente, se realizará una comparación de los métodos 
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En este primer capítulo se describen los motivos por los que se consideró oportuno 
investigar la detección automática de comienzos de notas musicales en ficheros de audio. 
Además, se introduce brevemente el estado del arte del problema, se presentan de 
manera concisa los objetivos principales del trabajo y finalmente se detalla como se ha 
organizado el presente documento.!!
1.1. Motivación!!
La música se define como el arte de organizar sensible y lógicamente una combinación 
coherente de sonidos y silencios utilizando los principios fundamentales de la melodía, la 
armonía y el ritmo, mediante la intervención de complejos procesos psicoanímicos. El 
objetivo de este arte es provocar una experiencia estética en el oyente, y expresar 
sentimientos, emociones, pensamientos o ideas. La música es, por tanto, un estímulo que 
afecta a la percepción del individuo. El oyente percibe, interpreta, siente y responde a 
cada estímulo musical. Ejemplos claros y evidentes son gestos como mover la cabeza, 
llevar el ritmo con los pies o chasquear los dedos. !!
En todo caso, la atención del individuo se centra en cada nota de la secuencia musical, la 
cual ocurre tras un cambio o transición desde la nota que le precede. Sin cambio, no 
puede haber significado musical. Por lo tanto, una condición necesaria que permite al ser 
humano comportarse de esta forma es su capacidad para percibir los puntos de partida de 
las notas musicales.!!
Existen estudios computacionales relacionadas con el sonido y la música que tratan de 
imitar, de una manera artificial, los mecanismos naturales del ser humano para descubrir 
estos inicios de notas musicales. Entre las disciplinas científicas más populares que 
abordan esta cuestión podemos encontrar el Aprendizaje Automático, Tecnologías 
Semánticas, Interacción Hombre-Máquina y el Procesado de Señal.!!
Una de las denominaciones que recibe este problema en el ámbito del procesamiento de 
señales es ‘Onset detection’, el cual es cada vez más estudiado por parte de la 
comunidad científica. Formalmente, esta tarea se define como la detección automática del 
instante de inicio de un evento en una señal. Un subdomino muy tratado en la literatura es 
el llamado ‘Audio Onset Detection’ o ‘Music Onset Detection’, el cual se centra en la 
detección automática de inicios de nota en la señal de audio. El objetivo de este proceso 
es conseguir una lista de instantes de tiempos en los que, presumiblemente, comienzan 
las notas. !!
Para concluir, la detección automática de inicios de nota en señales de audio abre nuevas 
posibilidades a multitud de aplicaciones que demandan una solución a este problema 
como, por ejemplo, la transcripción automática, el análisis de la estructura de frases 
musicales, la evaluación de la similitud musical entre dos o más piezas, el análisis del 
rendimiento expresivo o la recuperación de información musical. Por estos motivos se 
considera de gran interés el estudio de este problema y la realización de trabajos como el 
que recoge este documento.!!!!!
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1.2. Resumen del estado del arte!!!
Actualmente existen dos planteamientos distintos que abordan la detección de inicios de 
nota en señales de audio: el primero propone utilizar únicamente técnicas de procesado 
de señal mientras que el segundo incluye trabajos que aplican métodos de aprendizaje 
automático.!!
Las propuestas que usan puramente técnicas de procesado de señal tratan de encontrar 
la característica o características físicas, o ecuaciones, que mejor describen el evento. 
Investigaciones que se han centrado en este tipo de técnicas han planteado varias 
características a tener en cuenta como, por ejemplo, la detección de cambios en el 
dominio de la energía y de la fase de las señales sonoras [1]. El estudio de los cambios 
de energía es más útil en la detección de comienzos bien definidos, generalmente 
producidos por instrumentos de percusión, mientras que los cambios basados en fase son 
capaces de detectar inicios suaves, que denotan el comienzo de una excitación pero 
pueden no indicar un cambio en la energía de la señal. En otra investigación [2] se ha 
propuesto el uso combinado de la información de la energía y de la fase para la detección 
de comienzos de notas musicales. Este método mejora los resultados de los enfoques 
separados basados en energía o fases.!!
Por otra parte, las técnicas de aprendizaje automático se utilizan para construir las 
mejores fronteras de decisión entre fragmentos de audio que contienen inicios de nota y 
fragmentos que no los contienen. Estas técnicas son aplicadas comúnmente sobre 
características de audio para detectar los patrones de inicios de notas en un dominio de 
dimensiones superiores. Por poner algún ejemplo, en [3] se investiga las capacidades de 
dos métodos de aprendizaje automático como son las máquinas de vectores soporte 
(SVM) y las redes neuronales (NN) en función de dos parámetros del contexto musical 
(tono y tempo). Además, en ese estudio se proponen distintas formas de incorporar 
información del tono y del tempo a las técnicas de aprendizaje automático. Otros estudios 
sugieren diferentes métodos como, por ejemplo, el uso de los k vecinos más próximos [4] 
o técnicas basadas en boosting [5].!!
Todos estos métodos presentados han sido evaluados y probados en entornos fuera de 
línea (offline). Una tendencia en esta área de investigación, que ha tomado bastante 
importancia en los últimos años, ha sido la de modificar los métodos ya existentes para 
permitir una ejecución en línea (online). Estos estudios han concluido que los métodos de 
detección basados en la energía y la fase son adecuados para entornos online ya que son 
fáciles de implementar y presentan un coste computacional modesto. Por contra, los 
métodos basados en técnicas de aprendizaje automático dependen de un gran conjunto 
de datos de entrenamiento y demandan mayor uso de recursos computacionales con lo 
que, en su mayoría, son inadecuados para entornos online. Por poner un ejemplo de este 
tipo de técnicas, en [6] se comparan cuatro métodos de detección de comienzo de nota 
basadas en la energía de la señal y se propone un método para escenarios en línea. !!!!!!!!!
 6
1.3. Objetivos!!
El objetivo general de este proyecto es la evaluación de métodos de aprendizaje 
automático en la solución del problema ‘Onset detection’. Los objetivos concretos 
son los siguientes:!
• Evaluar técnicas de pre-procesado de datos atendiendo a la efectividad para 
gestionar las complejidades subyacentes.!
• Evaluar técnicas de aprendizaje y clasificación atendiendo a la efectividad para 
resolver el problema de interés.!
• Identificar herramientas adecuadas para la visualización y comparación de 
resultados.!
• Proponer directrices que permitan abordar de forma integral y efectiva el 
problema de ‘Onset detection’.!
!
1.4. Organización del documento!!
En esta sección se describen los distintos capítulos que componen la estructura de la 
memoria:!!
• Definición y caracterización del problema: se define el concepto de onset y se 
explica cómo plantear un problema genérico de detección automática de onsets. Para 
acabar, se discuten ciertas complejidades inherentes al problema.!!
• Metodología: se describe la metodología seguida para preparar y generar el marco 
experimental necesario para llevar a cabo este trabajo.!!
• Análisis de resultados: se realiza una recopilación y análisis de los resultados 
obtenidos.!!
• Conclusiones y trabajo futuro: se discuten las conclusiones finales después de la 





































Capítulo 2: Definición y caracterización del problema!!
En este segundo capítulo se resume los conceptos teóricos básicos del problema, que se 
abordaron en el anterior Trabajo de Iniciación a la Investigación (TII). En primer lugar, se 
define el concepto de onset. A continuación, se sintetiza cómo plantear un problema 
genérico de detección automática de onsets a partir de una colección de datos con una 
organización muy cercana a la realidad del fenómeno musical. Finalmente, se presentan 
ciertas complejidades inherentes al problema. !!
2.1. Definición de onset!!
Como se ha comentado en el capítulo anterior, la localización y detección de onsets es un 
procedimiento muy útil para un gran número de aplicaciones. !!
Un onset se define como el momento en el que comienza una nota musical dentro de una 
señal de audio. La idea de onset es bastante ambigua por lo que cada investigador suele 
hacer una interpretación diferente del instante de tiempo que se debe etiquetar. Es buen 
momento para introducir y hacer una clara distinción entre tres conceptos físicos 
relacionados y que pueden llevar a confusión: ataque, transitorio y onset. La Figura 1 
muestra cómo se podría diferenciar estos conceptos en el caso simple de una nota 
aislada.!!
• Ataque: Para una nota es el intervalo de tiempo en el que la envolvente de amplitud 
incrementa.!!
• Transitorio: Este concepto es más complejo de describir con precisión. 
Informalmente, los transitorios son intervalos cortos durante los cuales la señal 
evoluciona rápidamente, en muchas ocasiones de una forma impredecible y no 
trivial. Para el caso de los instrumentos musicales, el transitorio a menudo coincide 
con el periodo durante el cual la excitación (por ejemplo, un golpe de martillo en un 
piano) tiene lugar y luego se amortigua, dejando sólo la lenta decadencia en las 
frecuencias de resonancia del cuerpo. Un problema importante es el tiempo de 
resolución útil, ya que el oído humano no puede distinguir entre dos transitorios 
separados menos de 10 ms. !!
• Onset: Es un único instante de tiempo discreto elegido para marcar el origen de un 
transitorio. En muchos casos coincide con el inicio de un transitorio, o con el instante 
de tiempo más temprano en el que el transitorio puede ser detectado de forma fiable.!!! !!!!!!!!!!
Figura 1: Ataque, transitorio y onset en el caso ideal de una nota simple.!
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2.2. Anotaciones manuales!!
Para poder implementar cualquier sistema de detección automática se necesita, además 
de las señales a analizar, los instantes de tiempo anotados por personas expertas en los 
que ocurren los onsets en cada señal. Estos tiempos de referencia se obtienen mediante 
un proceso manual y laborioso, que requiere tiempo y concentración por parte del experto 
que lo realiza.!!
El etiquetado manual de onsets en señales de audio se refiere al establecimiento de los 
instantes exactos de tiempo en los que un oyente humano considera que existen 
comienzos de notas, también denominado ground truth. En la literatura se puede observar 
que las mismas señales de prueba, etiquetadas por diferentes personas, producen 
instantes de referencia diferentes, mostrando una gran dependencia del método utilizado 
para etiquetar, de las características de la señal, y del propio oyente. De estos estudios se 
concluye que la evaluación de un sistema de detección automática de onsets en señales 
de audio es una cuestión compleja y, por lo tanto, nada trivial.!!
2.3. Planteamiento del problema de detección automática del 
onset!!
El objetivo de esta sección es explicar cómo plantear un problema genérico de detección 
automática de onsets (abstracción), a partir de una colección de datos con una 
organización muy cercana a la realidad del fenómeno musical. !!
Cada fichero de audio se divide en pequeños segmentos (frames) contiguos de 46 
milisegundos de duración, que posteriormente serán analizados para comprobar si 
contienen o no un inicio de nota (detección de onset). !!
Desde un punto de vista del reconocimiento de patrones clásico, cada segmento será 
tratado como un prototipo descrito por un vector de diez características que representan 
distintos aspectos físicos de las señales de audio y, usando la información del ground 
truth, cada frame será etiquetado como onset (contiene un inicio de nota) o no onset (no 
contiene un inicio de nota). De esta forma, la tarea original se habrá convertido en un 
problema equivalente de dos clases. El aspecto o formato al cual llegamos es típico en 
aprendizaje automático y queda reflejado en la Figura 2.!!
Las etiquetas de los frames vienen determinadas por los instantes de tiempo del ground 
truth. Como ya se ha comentado previamente, estos aparecen en ficheros de texto aparte 
y tienen el mismo nombre que el fichero de audio correspondiente. Por cada línea existe 
una notación temporal que indica el instante en el que comienza una nota (onset) en el 
fichero de audio relacionado. Por lo tanto, la cantidad de líneas representa la cantidad de 
onsets. El problema es que estos datos no están alineados con la resolución de 
segmentos establecida (46 ms), como consecuencia de que son anotaciones totalmente 
manuales. Mediante varios scripts, desarrollados en el pasado TII, se estableció una 
correspondencia entre estas anotaciones y los frames extraídos del fichero de audio, 
atendiendo a  varios criterios de clasificación. El primer criterio, y el más cercano a la 
definición de onset, consiste en alinear cada tiempo anotado con el frame más próximo, 
según su posición temporal en el fichero de audio. A este criterio se le ha llamado 
etiquetado estándar. El segundo criterio, que supone asumir cierto error o incertidumbre 
en las anotaciones manuales, marca como onset a todos aquellos frames cuyos instantes 
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de tiempo disten a +/-50ms de la notación temporal del onset más próxima. A este criterio 
se le ha llamado etiquetado extendido. !!
La colección consta de quince ficheros de audio, descritos en la Tabla 1, con sus 
respectivos archivos de ground truth.! !
!
Tabla 1: Piezas musicales analizadas. En rojo la proporción de muestras etiquetadas como onset 














































































































3 For Two 8096 843 2383
4 Jive 4368 856 1770
5 Lounge Away 3424 700 1387
6 RM-J001-MID 4376 859 1734
7 RM-J002-MID 8128 867 1807
8 RM-J003-MID 3520 691 1349
9 RM-J004-MID 3584 1069 2234
10 RM-J005-MID 3984 709 1436
11 RM-J006-MID 3432 690 1476
12 RM-J007-MID 4672 818 1494
13 RM-J008-MID 4744 590 1266
14 RM-J009-MID 4760 595 1283
15 RM-J010-MID 4528 571 1229
!
Figura 2: Formato final para el correcto procesado de un sistema de aprendizaje automático.!!!
2.4. Naturaleza de la clase y desbalance!!
Como ya se ha comentado en anteriores secciones, es posible dividir una señal de audio 
en muestras (frames) de unos pocos milisegundos de duración y a partir de aquí clasificar 
cada una de ellas en función de si contiene un onset o no. !!
Una característica muy importante es que se esperan muchos más frames que no tienen 
onsets que frames que sí los contienen. Por lo tanto, estamos ante un problema de 
clasificación desbalanceado. Un primer motivo es la propia naturaleza y definición de 
onset, ya que especifica un único instante de tiempo discreto elegido para marcar el 
origen de un transitorio. Un segundo motivo es el método automático elegido para alinear 
los tiempos de ground truth con los tiempos de las muestras. Si el criterio es hacer 
corresponder cada anotación de tiempo del ground truth con una única muestra en la 
señal de audio original, se conseguirá un etiquetado más próximo a la propia definición de 
onset y a la propia intuición del oyente experto (etiquetado estándar), aunque se obtendrá 
una cantidad minoritaria de muestras etiquetadas como onset.!
 !
Sin embargo, también sería posible asumir cierta incertidumbre en los tiempos 
seleccionados por el observador experto, ya que la elección de los instantes de tiempo del 
ground truth depende del oyente y de las técnicas concretas que hayan utilizado. En este 
caso, dado un instante de ground truth, además del frame más próximo,  podrían 
etiquetarse como onset aquellos frames contiguos suficientemente próximos al instante de 
ground truth según un umbral. Esta forma de etiquetar se ha denominado en este 
trabajo etiquetado extendido. !!
En el pasado TII se realizó un estudio cuyos resultados demuestran que existe un 
desbalance importante para el problema original. Cada audio presenta sus propias 
características musicales que lo hacen único y que influyen en el número de inicios de 
notas finales detectados. Se puede resumir que el desbalance medio para el conjunto de 
ficheros ronda la relación 1:5 en el caso del etiquetado estándar (aproximadamente el 
17% de onsets). Por otro lado, se observa que con el etiquetado extendido se obtiene una 










muestra 1 Atributo 1 Atributo 2 … Atributo 10 Etiqueta de clase
muestra 2 Atributo 1 Atributo 2 … Atributo 10 Etiqueta de clase
Capítulo 3: Metodología!
!
En este tercer capítulo se describe la metodología seguida para preparar y generar el 
marco experimental necesario para llevar a cabo este trabajo. El primer paso en este 
proceso ha sido el tratamiento automático de la asimetría sobre los ficheros de audio 
mediante diferentes técnicas ya presentadas en el pasado TII y la generación de nuevos 
conjuntos de entrenamiento con clases balanceadas. En segundo lugar se ha modelado 
una serie de escenarios de experimentación que permitirán establecer diversas pruebas 
sobre cada fichero. Seguidamente, se ha realizado un proceso de detección automática 
de onsets (clasificación binaria) sobre estos escenarios, cuyos resultados han dado lugar 
a ciertas métricas que valoran el rendimiento final del sistema.!!!
3.1. Tratamiento automático de la asimetría!!
La asimetría entre clases puede ser una dificultad añadida para los detectores 
automáticos de onsets a la hora de generar un modelo de clasificación lo más preciso 
posible. Incrementando de manera artificial muestras de la clase minoritaria (SMOTE) [7] 
o reduciendo muestras de la clase mayoritaria (Undersampling) [8], se puede ayudar a 
aumentar la robustez del modelo y, consecuentemente, a mejorar el rendimiento del 
sistema. Por este motivo, se realizó un proceso previo dónde se ha ampliado la base de 
datos de partida con nuevos ficheros de entrenamiento, producto de aplicar estas técnicas 
de re-muestreo sobre los conjuntos de datos originales de los archivos de audio con 
etiquetado estándar y extendido.!! !
!
Figura 3: Técnicas de tratamiento de la asimetría utilizadas para cada combinación de archivo de 
audio y tipo de etiquetado.!!!
Como se puede apreciar en la Figura 3 se definen seis tipos de ficheros por cada 
combinación de archivo de audio y técnica de etiquetado. Por otro lado, el término ‘neutro’ 
hace referencia a la no aplicación de ninguna técnica de re-muestreo, es decir, al uso del 
conjunto de datos original en cada caso. Por último, es interesante indicar que para los 
nuevos ficheros basados en SMOTE y Undersampling se han creado múltiples versiones. 
La razón se explicará más adelante en la sección 3.4.!!
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3.2. Preparación de conjuntos de entrenamiento: Leaving one 
FILE out!!!
Para preparar los conjuntos de entrenamiento se ha adaptado una técnica muy utilizada 
en el ámbito de la inteligencia artificial y que recibe genéricamente el nombre de ‘Leaving 
one out’. Esta técnica consiste en separar los datos de forma que para cada iteración se 
tenga una sola muestra de prueba. Sin embargo, en nuestro caso, en lugar de una 
muestra, se apartará un archivo de audio íntegro,  mientras el resto de archivos 
conformará el conjunto de datos de entrenamiento. Esta es la razón por la que hemos 
propuesto el nombre ‘Leaving one FILE out’. Por lo tanto, y de manera generalizada, cada 
fichero original se considerará conjunto de  test en múltiples experimentos en los que el 
resto de ficheros de audio, a través de sus versiones resultantes de un mismo tipo de re-
muestreo, se agruparán para formar conjuntos de entrenamiento. En la Figura 4 se puede 
ver el esquema general para el problema.!!
La primera columna representa todos los ficheros originales con etiquetado estándar. La 
segunda columna denota los nuevos ficheros generados para cada archivo de audio 
original según una combinación concreta de tipo de etiquetado y método de desbalance 
(por ejemplo, etiquetado estándar + SMOTE). Por otro lado, la tercera columna representa 
al archivo original desempeñando el rol de conjunto de prueba en cada iteración y, 
finalmente, el último grupo de columnas muestra la combinación de las versiones re-
muestreadas de ficheros que se unen para formar el conjunto de entrenamiento 
complementario al archivo original elegido como test.!!
3.3. Clasificadores!!
En esta sección se describen brevemente los algoritmos de clasificación utilizados para 
llevar a cabo la detección automática de onsets. Los algoritmos han sido básicamente 
dos: ‘K-nearest neighbour’ (K-NN) [9] para K=1,3 y ‘Support Vector Machine’ (SVM) [10]. !!
El algoritmo K-NN va a clasificar un nuevo frame o muestra en la clase  más frecuente 
entre sus K vecinos más próximos dentro del conjunto de entrenamiento. Se trata de una 
idea muy sencilla, intuitiva y fácil de  implementar, por lo que es un algoritmo muy 
extendido. Además, K-NN se define como un algoritmo perezoso (lazy) ya que durante el 
entrenamiento sólo guarda las instancias de manera local y no construye ningún modelo 
global. En cuanto a sus limitaciones, es muy sensible a los atributos irrelevantes, al 
incremento de la dimensionalidad, al ruido y su rendimiento depende de la función de 
distancia que implemente. !!
K-NN es, en cierta medida, complementario a las SVM ya que estas últimas son capaces 
de construir un modelo global a partir de ejemplos de entrenamiento y predecir la clase de 
las nuevas muestras. Dicho modelo consiste en un hiperplano que separe de forma 
óptima las muestras de dos clases, potencialmente proyectadas sobre un espacio de 
mayor dimensionalidad. El criterio de optimalidad está determinado por la búsqueda del 
hiperplano que maximiza la distancia (margen) a las muestras más próximas de ambas 
clases, las cuales se denominan vectores soporte.!!
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! Figura 4: Esquema general del ‘Leaving one FILE out’.!!
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3.4. Estimación fiable de medidas de rendimiento!!
Un experimento va a consistir en entrenar un cierto clasificador mediante un conjunto de 
entrenamiento como el descrito en la Sección 3.2, y la clasificación del conjunto de 
pruebas (o test) correspondiente (un archivo de audio original). Como resultado del 
proceso, se obtendrá una serie de predicciones de etiquetas de clase para las muestras 
de test. A partir de aquí se inicia un proceso que consiste en comparar, muestra a 
muestra, las etiquetas de clase reales asociadas originalmente a las muestras de test con 
las predicciones realizadas por el clasificador. De esta forma se calculan los índices True 
Positive (TP), True Negative (TN), False Positive (FP) y False Negative (FN). A partir de 
aquí es posible calcular de manera sencilla los valores para las medidas Recall = TP / (TP 
+ FN), Precisión = TP / (TP + FP), Especifidad = TN / (TN + FP), F-measure = (Recall * 
Precisión) / (Precisión + Recall) y Accuracy = (TP + TN) / (TP + FP + TN + FN), cuyos 
significados aparecen descritos en la memoria del TII previo a este TFM. La Tabla 2 
resume los índices y medidas obtenidas por cada experimento.!!! !
!
Tabla 2: Índices y medidas obtenidas por cada experimento.!!!
Teniendo en cuenta la componente aleatoria de los métodos de re-muestreo, cada tipo de 
experimento según configuraciones de datos definidas en la Sección 3.2, determinado por 
cierta combinación de un método de etiquetado y una estrategia de re-muestreo descrita 
en la sección 3.1, se repite 10 veces. El objetivo es calcular valores medios de las 
medidas de rendimiento explicadas antes, los cuales se suponen más fiables que los 
resultados individuales de experimentos particulares. La Figura 5 resume la cantidad de 
experimentos realizados:! !
!
Figura 5: Número de pruebas realizadas por cada fichero de audio original.!!!!
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A continuación se explica más detalladamente el significado de las repeticiones realizadas 
para clasificar un conjunto concreto de prueba, vinculado a un fichero de audio original:!!
• “Etiquetado estándar + SMOTE”, 10 repeticiones con 10 conjuntos de entrenamiento, 
cada uno de ellos creados a partir del uso de SMOTE sobre los 14 ficheros 
restantes con etiquetado estándar.!!
• “Etiquetado extendido + SMOTE”, 10 repeticiones con 10 conjuntos de 
entrenamiento, cada uno de ellos creados a partir del uso de SMOTE sobre los 
14 ficheros restantes con etiquetado extendido.!!
• “Etiquetado estándar + Undersampling”, 10 repeticiones con 10 conjuntos de 
entrenamiento, cada uno de ellos creados a partir del uso de Undersampling 
sobre los 14 ficheros restantes con etiquetado estándar.!!
• “Etiquetado extendido + Undersampling”, 10 repeticiones con 10 conjuntos de 
entrenamiento, cada uno de ellos creados a partir del uso de Undersampling 
sobre los 14 ficheros restantes con etiquetado extendido.!!
• “Etiquetado estándar + Neutro”, 1 prueba con el conjunto de entrenamiento definido 
por la unión de las 14 versiones con el etiquetado estándar del resto de ficheros 
(excepto el mismo).!!
• “Etiquetado extendido + Neutro”, 1 prueba con el conjunto de entrenamiento definido 
por la unión de las 14 versiones con etiquetado extendido del resto de ficheros 
(excepto el mismo).!!!
El motivo por el cual se decide realizar múltiples pruebas sobre las técnicas de SMOTE y 
Undersampling es por el hecho de que estos métodos presentan cierta aleatoriedad a la 
hora de generar o destruir muestras, por lo que se busca, al final del proceso, un 
resultado promedio menos dependiente de las singularidades de cada proceso aleatorio.!!
Finalmente, las medidas de rendimiento obtenidas para cada experimento se han 
analizado, en primer lugar, a nivel individual de fichero y, finalmente, a nivel general. Este 














































Capítulo 4: Análisis de resultados!!!
En este cuarto capítulo se realiza una recopilación y análisis de los resultados obtenidos, 
los cuales han sido distribuidos en dos secciones. En la primera de ellas se presentan las 
soluciones individuales por cada fichero. En la segunda sección se realiza un resumen del 
rendimiento del proceso de detección automática de onsets a nivel general.!!!
4.1. Resultados individuales!!
Para organizar los distintos resultados de clasificación que se obtienen por cada fichero 
de audio se utiliza una tabla como la que se puede visualizar en la Figura 6. En ella se 
pueden observar tres grandes bloques horizontales, uno por cada algoritmo de 
clasificación utilizado. De la misma manera, si se analiza la tabla de manera vertical se 
pueden apreciar tres grandes bloques, que corresponden con las tres estrategias de re-
muestreo utilizadas, SMOTE, Undersampling y Neutro, respectivamente. Además, cada 
bloque vertical se vuelve a dividir en dos, en función de la técnica de etiquetado (estándar 
o extendido) que ha intervenido en la formación de los sucesivos archivos de 
entrenamiento. Se estructura, de esta forma, todo el conjunto de configuraciones de datos 
definidas en el anterior Capítulo 3 Sección 2. De esta organización surgen dieciocho 
unidades o bloques básicos por cada combinación de <algoritmo de clasificación - técnica 
de etiquetado - estrategia de re-muestreo>, constando cada una de ellas de una fila, de 
forma que:!!!
• Media: Corresponde con el promedio de las diez repeticiones del experimento 
determinado  por la combinación de métodos que define cada bloque.!!
• Prueba: Corresponde con el único experimento en el que interviene el conjunto de 
entrenamiento construido a partir de los ficheros originales, a los que no se les ha 
aplicado ninguna técnica de re-muestreo.!!!
Finalmente, cada unidad o bloque se divide en nueve columnas que van a contener los 
valores de los índices y medidas de rendimiento presentadas en el Capítulo 3 Sección 4. 
A continuación, en la Tabla 3 se muestran los resultados individuales por cada fichero. 
Para su mejor visualización se ha dividido la estructura en tres partes, cada una de las 
cuales contiene los resultados obtenidos por estrategia de re-muestreo.!
Figura 6: Esquema general para la organización de los resultados de detección automática de 



































































Tabla 3: Resultados individuales por fichero de audio.!!
Una vez presentados los resultados individuales es momento de realizar un primer 
análisis de los mismos, siempre intentando tener en cuenta los distintos puntos de vista 
con los que se puede enfocar el problema. Ha habido una combinación de tipo de 
etiquetado y clasificador cuyos resultados han destacado con respecto a los producidos 
por cualquier otra combinación. Se trata de la técnica de etiquetado estándar y las SVM. 
Se han obtenido resultados dispares en función de los distintos conjuntos de 
entrenamiento afectados por SMOTE, Undersampling  y Neutro utilizados para entrenar al 
clasificador. La combinación formada por la técnica de etiquetado estándar, la estrategia 
de re-muestreo neutra y el clasificador SVM ha resultado ser, generalmente, la que ha 
producido valores más altos de precisión de toda la experimentación realizada además de 
obtener buenos resultados en cuanto a accuracy. El inconveniente principal que 
presentan las soluciones derivadas de esta combinación es que producen resultados muy 
sesgados hacia la clase negativa (no onset), lo cual se traduce en que se dejan por el 
camino muchísimos frames que deberían ser detectados como onset. Dicho de otra 
forma, logra muy buenos resultados en la clase negativa y en aquellos indicadores que 
dependen de la tasa global de aciertos, pero sus resultados en la clase positiva (detección 
de onsets), que es la que realmente interesa, son muy bajos. Estos resultados confirman 
que medidas como el accuracy, analizadas fuera de contexto, pueden conducir a 
resultados engañosos. Las técnicas de re-muestreo SMOTE y Undersampling aplicadas 
sobre los conjuntos de entrenamiento han corregido esta tendencia, aumentando los 
índices de TP pero a cambio de reducir un poco la precisión en la detección, ya que 
también han incrementado los índices de FP. Generalmente, son preferibles resultados 
más equilibrados como los generados por estas técnicas, obteniendo rendimientos 






En las Figuras 7, 8 y 9 se resume gráficamente los resultados producidos por las 
combinaciones de técnica de etiquetado estándar y clasificador SVM en función de las 
tres estrategias de re-muestreo para las medidas recall, precisión y accuracy.!!
Figura 7: Valores de Accuracy para cada fichero de audio, producidos por la combinación de la 
técnica de etiquetado estándar y el clasificador SVM en función de las distintas estrategias de re-
muestreo utilizadas.!
Figura 8: Valores de Recall para cada fichero de audio, producidos por la combinación de la 
técnica de etiquetado estándar y el clasificador SVM en función de las distintas estrategias de re-
muestreo utilizadas.!
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Figura 9: Valores de Precisión para cada fichero de audio, producidos por la combinación de la 
técnica de etiquetado estándar y el clasificador SVM en función de las distintas estrategias de re-
muestreo utilizadas.!!!
En la Figura 7 se observan los valores de accuracy obtenidos para las distintas 
estrategias de re-muestreo. Como tendencia general, los conjuntos de entrenamiento 
neutros han obtenido valores mayores, aunque hay varias excepciones como son los 
casos de Abyss y ForTwo donde SMOTE y Undersampling han sido mejores. Más 
adelante se ofrecen posibles razones que explicarían este comportamiento.  !!
Por un lado, en la Figura 8 se puede observar un incremento muy considerable del Recall 
al entrenar el clasificador SVM con conjuntos de entrenamiento afectados por estrategias 
de re-muestreo como SMOTE y Undersampling. Una conclusión interesante que se extrae 
es que los métodos de re-muestreo mejoran mucho el rendimiento de los detectores pues, 
manteniendo prácticamente el mismo accuracy que el método neutro, mejoran muchísimo 
el recall (que es la tasa de aciertos en la clase de interés, es decir, la tasa de detección de 
onsets).!!
Por otro lado, en la Figura 9 se puede comprobar, de manera gráfica, que los conjuntos de 
entrenamiento neutros generan resultados globalmente más precisos que los afectados 
por SMOTE y Undersampling, aunque más sesgados hacia la clase negativa.!!
Finalmente destacar el archivo de audio ForTwo, pues ha dado lugar a los mejores 
resultados de detección automática de onsets de todo el trabajo gracias a las combinación 
<Estándar-SMOTE-SVM>.  Una posible razón podría encontrarse en la relación que se 
establece entre el número de frames y el número de onsets anotados manualmente por el 
oyente experto (ver Tabla 1), por lo que deducimos que se trata de un audio con un tempo 
largo, donde el espacio de tiempo entre cada nota es mayor que en el resto de audios y 
puede existir menor incertidumbre a la hora de anotar o de detectar el inicio de cada nota. 
Dada la naturaleza secuencial de los frames, un desbalance en el conjunto de pruebas 
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entre las clases del problema, podría estar relacionado con un mayor espaciado de los 
inicios de notas y, por tanto, con una mayor probabilidad de detectarlos. Otro posible 
motivo puede ser la misma sencillez de esta obra. En primer lugar, se trata de 
interpretaciones realizadas mediante un único instrumento como es el piano, de manera 
que, físicamente, el problema de detección se delimita a un sonido y unas frecuencias 
singulares. En segundo lugar, existe una escasa percepción de distintas notas sonando al 
mismo tiempo, siendo la mayoría de ellas de duración breve y producidas como 
acompañamiento melódico, por lo que las transiciones entre notas son más fáciles de 
detectar. Estos hechos facilitan la compactación de la estructura de la clase onset y, de 
esta forma, que SMOTE pueda tener más éxito, ya que esta estrategia de re-muestreo 
crea nuevas muestras a partir de las ya existentes y, si éstas no son ruidosas, las nuevas 
muestras representarán con mayor fidelidad las peculiaridades físicas de las originales.!!!
4.2. Resultados generales!!!
Se han resumido las quince tablas de resultados individuales en una única tabla resumen. 
Este nuevo bloque muestra una visión global de todo el proceso de clasificación 
producido. Para organizar los nuevos resultados se ha utilizado el mismo esquema usado 
para estructurar los resultados de cada fichero individual (Figura 6). Cada fila de datos en 
esta nueva tabla se obtiene calculando la media aritmética de los datos de la misma fila 
en cada una de las quince tablas individuales. Como se puede observar,, se ignoran los 
índices básicos (TP, TN, FP, FN) y se tienen en cuenta únicamente las medidas de 
rendimiento (recall, precisión, especifidad, f-measure y accuracy). A continuación se 
muestran en la Tabla 4 los resultados globales de todo el proceso de experimentación 






Tabla 4: Resultados generales de la experimentación realizada.!!!
Por lo que respecta al análisis general, en primer lugar, como se ha podido deducir de los 
resultados individuales, el algoritmo de detección SVM ha cosechado siempre los mejores 
resultados en cuanto a precisión en la detección de onsets, especifidad y exactitud 
(accuracy) de la clasificación, y en todas las medidas de rendimiento (incluyendo recall y 
f-measure) en combinaciones distintas a la <Estándar-Neutro>. Para esta combinación 
particular, el algoritmo K-NN para sus versiones K=1,3 ha obtenido mejores resultados 
únicamente para recall y f-measure que las SVM, por lo que se considera que ha ofrecido 
un rendimiento menos sesgado que las máquinas de vector soporte. !!
Por otro lado, desde el punto de vista de las técnicas de etiquetado, destacar que las 
versiones extendidas han conseguido un aumento significativo del número de TP, pero a 
cambio de incrementar desproporcionadamente el número de FP, es decir, se etiqueta 
muchos más frames como onset cuando realmente no lo son, incluso este 
comportamiento se ve incrementado al entrenar al clasificador con conjuntos de 
entrenamientos afectados por estrategias de re-muestreo como SMOTE y Undersampling. 
De esta forma el tipo de etiquetado estándar ofrece mejores resultados que el etiquetado 
extendido en cuanto a medidas como precisión, especifidad, f-measure y exactitud en la 
clasificación.!!
Para acabar con el análisis general y desde la perspectiva de las estrategias de re-
muestreo, recalcar lo ya mencionado en la discusión de la sección anterior. Los conjuntos 
de entrenamiento formados por ficheros de audio originales (neutros) han ayudado a 
construir modelos de clasificación con mayor valor de precisión, aunque más sesgados 
hacia la clase negativa (valores de recall muy pobres). Generan muy pocos FP pero 
también muy pocos TP (onsets). Las estrategias SMOTE y Undersampling mejoran este 
déficit (recall y f-measure) a cambio de un descenso de la precisión. Finalmente, en la 
Figura 10 se observa una comparativa de los resultados generales, donde se puede 
apreciar gráficamente las tendencias comentadas con anterioridad.!
 
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!Figura 10: Comparativa de los resultados generales producidos por la combinación de la técnica 








































Capítulo 5: Conclusiones y trabajo futuro!!
La detección automática de onsets es una poderosa herramienta en el campo de la 
informática musical y tiene, como se ha explicado a lo largo de este trabajo, un gran 
número de campos de aplicación. A día de hoy la detección automática de onsets sigue 
siendo un problema abierto. Existen multitud de enfoques al problema desde hace 
muchos años, pero a día de hoy, aunque se ha mejorado bastante en porcentajes de 
detección correcta gracias a la potencia de los ordenadores, aún no existe una 
metodología de referencia. Además, la naturaleza y características de las señales 
musicales es muy amplia y diferente, y no todos los detectores funcionan bien en todos 
los casos.!
Este estudio forma parte de un trabajo de investigación que se ha llevado a cabo, 
prácticamente, a lo largo de todo un año. Corresponde con la continuación del Trabajo de 
Iniciación a la Investigación (TII) donde, a grandes rasgos, se realizó una revisión del 
estado del arte más reciente y se definió y se caracterizó el problema. Además, fue en 
este TII donde se introdujo un estudio de soluciones al problema de detección automática 
de onsets que ha sido llevado a caba en este TFM.!
El principal objetivo ha sido desarrollar distintos escenarios de experimentación para 
comprobar como las técnicas de aprendizaje automático pueden ayudar a resolver este 
problema.!
En primer lugar, se ha producido una transformación de los datos mediante distintas 
estrategias de re-muestreo sobre el conjunto de ficheros de audio que se han usado como 
conjunto de entrenamiento, con el objetivo de corregir la situación inicial de desequilibrio 
entre clases. En segundo lugar, se ha seleccionado un conjunto de algoritmos de 
clasificación, bien conocidos en el ámbito del aprendizaje automático, para iniciar un 
proceso de detección automática de onsets. Éstos han sido el algoritmo de los K vecinos 
más cercanos (K-NN) y las máquinas de vectores soporte (SVM), cuyo aprendizaje se ha 
realizado sobre conjuntos de entrenamiento creados a partir de distintas técnicas de 
etiquetado y estrategias de re-muestreo, con el objetivo de, en primer lugar, analizar el 
rendimiento de cada clasificador y, finalmente, encontrar la combinación que produzca la 
mejor detección posible.!
De este trabajo se puede concluir que las SVM son un buen algoritmo de aprendizaje y 
detección para este problema, obteniendo índices más que aceptables de TP, TN, FP y 
FN. Por otro lado, la técnica de etiquetado extendida, ideada en el pasado TII como 
alternativa a la visión más estricta de alineación de frames, no ha dado los resultados que 
se esperaban. Asumir cierta incertidumbre en la elección, por parte del oyente experto, del 
instante de tiempo donde presumiblemente se inicia una nota, ha derivado en modelos de 
clasificación más complejos y menos precisos. De esta forma, se ha ayudado a aumentar 
el número de onsets correctamente etiquetados, pero se ha producido un exceso 
desproporcionado de muestras mal etiquetadas como onsets (FP). Sería interesante 
estudiar esta técnica de etiqueta extendido usando umbrales más pequeños (<50 ms), de 
modo que se cubra más moderadamente el principio de incertidumbre en las anotaciones. !
Contrariamente, la técnica de etiquetado estándar ha pecado de rigurosidad. Los 
clasificadores han generado modelos que han considerado muy pocos frames como 
onset, (muy pocos TP). De esta forma, se han producido clasificaciones muy sesgadas 
hacia la clase negativa, pero, afortunadamente, han podido ser corregidas mediante 
distintas estrategias de re-muestreo como SMOTE o Undersampling. !
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En definitiva, las técnicas de aprendizaje automático pueden dar una buena solución al 
problema de detección automática de onsets. El principal inconveniente es el origen 
subjetivo sobre el que se cimienta el estudio y es que, a día de hoy, se necesita del 
conocimiento y la experiencia de un oyente experto para generar el primer modelo de 
clasificación. De todas formas, los resultados podrían mejorarse mediante un estudio de 
selección de características y eliminación de información redundante y, lógicamente, 
mediante la experimentación con otros detectores, técnicas de etiquetado y estrategias de 
re-muestreo. Además, ya todo como futuro trabajo, sería interesante un estudio para 
evaluar el grado de coincidencia de distintos expertos en el proceso de obtener 
anotaciones manuales. El objetivo sería conocer la fiabilidad de las anotaciones manuales 
y, con esta información, definir un umbral apropiado y así, posiblemente, evitar los 
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