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Abstract
This thesis investigates the motion and breakup of droplets in low-Reynolds-number ﬂows,
focusing on two aspects. In the ﬁrst part, we study the breakup of droplets in subcritical
ﬂow conditions, when there exists a linearly stable solution for the droplet shape, but a ﬁnite
amplitude perturbation might trigger instabilities. Thus, there exists a ﬁnite basin of attraction
of the stable solution, whose boundary separates droplets that break from those recovering
the stable shape. Our effort is mostly devoted to the exploration of the state space in which the
basin boundary is deﬁned. To this end, we proceed by adapting theories initially developed
to study laminar-turbulent transition, namely nonmodal analysis and edge tracking. We
study the inﬂuence of non-normal effects in the breakup of a rising droplet, showing that
the optimal shapes found with nonmodal analysis are more efﬁcient in triggering breakup
than initially ellipsoidal droplets. Afterwards, we investigate the relevance of edge state in the
breakup of droplets in uniaxial extensional ﬂows, ﬁnding that edge states select the path toward
breakup. The exploration of the bifurcation diagram reveals a similar situation for biaxial
extensional ﬂows, where droplets are squeezed along the axis instead of being extended. In the
second part we develop a joint chemical-hydrodynamics model to study the motion of bubble-
propelled conical microswimmers. We conclude that the chemistry and the hydrodynamics
partially decouple. In fact, chemistry dictates the time scale at which the microswimmer
moves while the hydrodynamics governs the attained displacement. We furthermore ﬁnd the
geometrical and chemical parameters that optimize the swimming velocity. The effects of
bubble deformability are then included. In this case, the swimming velocity is optimal for
small cone opening angles. Furthermore, we ﬁnd that the swimming efﬁciency, measured in
displacement attained per fuel consumption, decreases when the bubble is more deformable.
Finally, we study the motion of a sphere inﬂating close to a wall, which is relevant to the study
of conical microswimmers and allows us to revisit the classical settling sphere problem. We
ﬁnd that depending on the boundary conditions imposed on the sphere, whether it is a rigid
shell or a perfect free-shear bubble, the sphere-wall gap will close or open in time.
Key words: low Reynolds number ﬂows, droplet breakup, nonlinear instabilities, catalytic
microswimmers, self-propulsion, boundary integral method.
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Riassunto
Questa tesi investiga la rottura di gocce in ﬂussi a basso numero di Reynolds e si concentra
su due aspetti. Nella prima parte, studiamo la rottura di gocce in ﬂussi subcritici, quando
esiste una soluzione linearmente stabile per la forma della goccia, ma una perturbazione di
ampiezza ﬁnita può innescare delle instabilità. Di conseguenza, esiste un bacino di attrazione
di taglia ﬁnita della soluzione stabile, i cui conﬁni separano gocce che si rompono da quelle
che ritornano alla forma stabile. I nostri sforzi sono dedicati soprattutto all’esplorazione dello
spazio di stato in cui il conﬁne del bacino di attrazione è deﬁnito. A questo ﬁne, procediamo
adattando teorie inizialmente sviluppate per studiare la transizione laminare-turbolenta,
in particolare l’analisi non modale e la tecnica dell’edge-tracking. L’inﬂuenza di effetti non
normali è studiata nel caso della rottura di una goccia che trasla in un ﬂuido altrimenti in
quiete, dove dimostriamo che le forme ottimali trovate con l’analisi non modale sono più
efﬁcienti nell’innescare instabilità rispetto a gocce inizialmente ellissoidali. Successivamente,
investighiamo la rilevanza degli edge state nella rottura di una goccia in un ﬂusso estensionale,
dove troviamo che gli edge state selezionano il percorso che porta alla rottura della goccia.
L’esplorazione del diagramma di biforcazione rivela che una situazione simile si veriﬁca in
un ﬂusso estensionale biassiale, dove le gocce sono compresse nella direzione assiale invece
che elongate. Nella seconda parte sviluppiamo un modello che considera gli effetti chimici
e idrodinamici nella propulsione di micronuotatori conici. Concludiamo osservando che la
chimica e l’idrodinamica sono, in questo caso, disaccoppiate. Infatti, la chimica detta il tempo
di movimento caratteristico mentre l’idrodinamica governa lo spostamento ottenuto. Inoltre,
troviamo il valore ottimale dei parametri che dettano la massima velocità del micronuotatore.
Quindi, includiamo gli effetti della deformazione della bolla. In questo caso, la velocità è
massima per piccoli angoli di apertura del corpo conico. Inoltre, troviamo che l’efﬁcienza del
micronuotaore, misurata in spostamento ottenuto per carburante consumato, diminuisce
quando la bolla diventa più deformabile. Inﬁne, studiamo il movimento di una bolla sferica
che si gonﬁa vicino ad un muro, fenomeno rilevante sia per lo studio dei micronuotatori conici
sia perché ci permette di rivisitare il classico caso di una sfera che si deposita. Troviamo che,
se imponiamo condizioni al contorno di no-slip o free-shear sulla superﬁcie della bolla, la
distanza tra essa e il muro diminuisce o aumenta nel tempo.
Parole chiave: ﬂussi a basso numero di Reynolds, rottura di gocce, instabilità nonlineari,
micronuotatori catalitici, auto-propulsione, metodo degli elementi di frontiera.
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1 Introduction
1.1 Droplet breakup in low-Reynolds-number ﬂows
The study of droplet breakup at low Reynolds number dates back to the work of G.I. Taylor [1],
Acrivos [2], Happel & Brenner [3] and further numerical and experimental studies [4, 5, 6, 7].
Droplet deformation results from two competing effects, the viscous forces stretching and
shearing the droplet, and the surface tension forces reducing its deformation in order to
minimize the droplet surface area, as in the case of a droplet elongated by an external ﬂow
shown in Figure 1.1a. When the ratio between viscous forces and surface tension forces is
sufﬁciently large, the droplet may deform until breaking into smaller droplets, as in the case
an initially ellipsoidal droplet rising due to gravitational forces or the relaxation of a very
elongated droplet in a quiescent ﬂuid (see Figure 1.1d-e respectively). A particular case of
breakup is the so-called tip streaming, where a thin jet is produced from the pointed tip of a
droplet, as shown in Figure 1.1b. As will be explained later more in detail, such a rich interfacial
dynamics and diversity of droplet shapes results from the interface conditions, which are
nonlinear and introduce a memory in the ﬂow. Namely, droplets with different initial shapes
undergo different time evolutions. For example, as shown if Figure 1.1c, two toroidal droplets
of same volume might relax to a spherical shape or develop instabilities leading to breakup,
depending on their initial shape.
Recently, there has been a renewed excitement in the ﬁeld due to the promising applications
of droplet-based microﬂuidics, emerging both in the context of industrial and academic
research [15]. In fact, the low Reynolds number regime enables precise control of many
complex phenomena like droplet formation, droplet coalescence and droplet transport. Even
more importantly, droplet microﬂuidics has the advantage of manipulating small amounts
of costly or dangerous substances. Some applications which beneﬁt from droplet-based
microﬂuidics are biology research, in controlling cells transport when executing cell analysis,
or the chemical industry, in mixing small amount of reagents (see Figure 1.2b-c). However,
generating a high number of monodispersed droplets, as in Figure 1.2a-b-c, requires a deep
understanding of the ﬂuid-mechanics involved. For example, in Figure 1.2d, a tip streaming
1
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Figure 1.1 – Deformable droplet in low Reynolds number ﬂows. (a) Droplet deforming in an
extensional ﬂow [1]. (b) Tip streaming, a small jet is produced at the droplet tip [8]. (c) Relaxing
toroidal droplets (seen from above) recovering a spherical shape or breaking-up depending
on the initial shape [9]. (d) The instability of a droplet rising in a gravitational ﬁeld which
develops an elongated tail, ﬁnally leading to breakup [10]. (e) An elongated thread break up
while relaxing in an otherwise quiescent ﬂuid [11].
Figure 1.2 – Droplet based microﬂuidics. (a) Droplets are generated in a microﬂuidic device,
from www.dolomite-microﬂuidics.com. (b) Cells encapsulated in droplets [12]. (c) Mixing in
droplet [13]. (d) Tip streaming in microﬂuidics [14].
2
1.1. Droplet breakup in low-Reynolds-number ﬂows
Figure 1.3 – Sketch of a droplet in a low Reynolds number ﬂow.
jet occurs after droplet pinch-off and contaminates the suspending ﬂuid with undesirable
droplets.
In order to understand the fundamental physical ingredients inﬂuencing droplet breakup,
we now introduce the equations governing the ﬂuid motion. Referring to ﬁgure 1.3, we
consider the general case of an unbounded droplet of ﬂuid 1, volume 43πR
3, viscosity μ1 and
density ρ1 suspended into ﬂuid 2 of viscosity μ2 and density ρ2. The droplet is subjected to a
gravitational ﬁeld −gez and a ﬂow of characteristic velocity Vext. The non-dimensional ﬂuids
velocity and pressure, modiﬁed by the hydrostatic term, (u1,p1) and (u2,p2) are found by
solving the Stokes equations, a limiting case of the Navier-Stokes equations where inertia is
neglected. This assumption is justiﬁed considering that, at microscale, the Reynolds number
Re= ρ2RVext/μ2comparing inertial to viscous effects is often very small, Re< 10−2. Taking the
reference scales
[L]=R, [V ]= γ
μ2
, [P ]= γ
R
, (1.1)
where γ is the surface tension, the non-dimensional Stokes equations write
−∇p1+λ∇u1 = 0, ∇·u1 = 0,
−∇p2+∇u2 = 0, ∇·u2 = 0,
(1.2)
where λ=μ1/μ2 is the viscosity ratio between inner and outer ﬂuid. The interface conditions,
coupling ﬂuid 1 and 2, read
(σ2−σ1) ·n= (∇s ·n)n+Bo z n, (1.3)
u1 =u2, (1.4)
where σ is the stress tensor, n is normal vector to the interface and ∇s = (I−nn)∇ is the
surface gradient operator. Equation (1.3) & (1.4) are the discontinuity of normal stresses due
to surface tension and gravity and the continuity of velocity respectively. The Bond number
Bo = (ρ2 − ρ1)gR2/γ compares gravity to surface tension effects. The far ﬁeld boundary
3
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Figure 1.4 – Schematic representation of the basin of attraction of a droplet relaxing in an
otherwise quiescent ﬂuid. Depending whether the initial condition lies inside or outside the
basin of attraction, the droplet relaxes toward the stable spherical shape (case A) or breaks
into smaller droplets (case B). Pictures are taken from [11, 5].
condition imposes a far ﬁeld ﬂow
u2 →Ca f(x), p2 → 0 for x→∞ (1.5)
where f(x) is an arbitrary function. The capillary number Ca=μ2Vext/γ compares the viscous
effects due to the external ﬂow of characteristic velocity Vext to the surface tension effects.
Finally, the time evolution of the droplet surface xs is dictated by its own velocity us , through
the impermeability condition
dxs
dt
= [(us −udrop) ·n]n+udrop, (1.6)
where udrop is the velocity of the droplet center of mass. Namely, the ﬁrst term on the right
hand side is responsible for the droplet change in shape due to displacements normal to the
interface while the second term accounts for the droplet translation. This equation of motion
is a nonlinear because of the curvature in (1.3) and because of the advection of the material
points of the surface given by dxs/dt= ∂xs/∂t+us ·∇sxs. Therefore equation (1.6) is a nonlinear
dynamical system for the time evolution of the droplet interface, similarly to the case of the
Navier-Stokes equations, where the time evolution of the velocity ﬁeld is a nonlinear function
of the current velocity ﬁeld [16]. Thus, interfacial ﬂows exhibit a rich transient dynamics and
might even show multiplicity of steady solutions because of the nonlinearity embedded in the
interface conditions. Note that this is fundamentally different from the path instabilities of
bubbles at ﬁnite Reynolds number [17, 18, 19], where the unstable evolution is given by the
interplay between the ﬁxed-shape bubble and the wake developing due to inertial effects.
Nonlinear dynamical systems are characterized by the fact that the temporal growth of pertur-
bations depends on their initial amplitude [20, 21, 22]. For example, let’s consider a spherical
droplet in a quiescent ﬂuid, the spherical shape is stable and small deformations of the droplet
shape will exponentially decay in time [23, 24]. Referring to ﬁgure 1.4, this behavior can be
analyzed with the linearized dynamics around the spherical solution. However, when the
initial droplet elongation is large, the linearized dynamics is not able to capture the time
4
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Figure 1.5 – (a) Energy gainG versus time in a simple model having two degrees of freedom.
The two eigenvectors of the system A and B decay in time because are stable while their sum
transiently increases at short time. The inset shows the eigenvectors which are non-normal. (b)
Optimal gainGmax at versus time horizon T for Couette ﬂow at Re= 350, taken from [25]. Solid
lines show the linear evolution ofG for three optimal initial conditions (v1,v2,v3), maximizing
the energy gain at different time horizons.
evolution. In fact, nonlinearities start to play a dominant role and, depending on the initial
amplitude of the perturbation, the time evolution might lead to completely different results.
For example, case A in Figure 1.4 shows a stable evolution while case B becomes unstable
and lead to breakup with formation of smaller droplets. Finite amplitude perturbations there-
fore deﬁne a basin of attraction of the spherical solution, whose boundary separate droplets
relaxing toward it from droplets breaking-up. Due to the high dimensionality of the state
space of inﬁnite droplet shapes in which the basin boundary is deﬁned, it is an extremely
challenging task to a-priori determine whether a droplet shape will undergo breakup or not.
In the following paragraph, we will introduced theories which have provided insights for the
understanding of nonlinear transition in single phase laminar ﬂows. Our aim will be than to
adapt such theories to investigate droplet breakup at low Reynolds number.
1.1.1 Learning from transition to turbulence: non-normal effects and edge states
Many laminar ﬂows are linearly stable but undergo transition to turbulence due to ﬁnite
amplitude perturbations, as for example pipe ﬂow and Couette ﬂow. In the past years, many
efforts have been devoted to study laminar-turbulent transition and to better deﬁne the basin
of attraction of the linearly stable solution. In this section, we introduce the results from these
studies, that will lay the foundation for our work in droplet breakup in low-Reynolds-number
ﬂow.
The ﬁrst approach that we describe is the so-called nonmodal analysis. In fact, one deﬁciency
of classical linear stability analysis is that it monitors the temporal evolution of single modes,
hence the name modal, without considering their interaction. It has been shown [25, 26] that,
despite all modes being stable and thus decaying in time, their interaction might lead to a
5
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Non-normal effects
Relevance of non-normality
for the nonlinear dynamics
Relevance of edge state
for the nonlinear dynamics
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Figure 1.6 – (a) Non-normal eigenvector basis, leading to transient growth of energy at short
time. (b) When nonmodal analysis is successful, it provides optimal shapes undergoing
transition with small perturbation energy. (c) Edge states are unstable states whose stable
manifold forms the basin boundary.
transient energy gain at short time (see Figure 1.5a). This linear ampliﬁcation mechanism is
possible only when the eigenvector basis in non-normal.
Non modal analysis has been frequently used to investigate whenever the transition to turbu-
lence is affected from transient effects. Although once turbulence is established, it is sustained
by the energy transport exerted by the nonlinear term of the Navier-Stokes equation, transient
linear effects can indeed play an important role in the transition regime. This approach has
given good results for many conﬁgurations [26], where a linear transient growth of energy
has been found responsible for the escape of the laminar state, thus triggering nonlinearities
sustaining the turbulent state. More precisely, the energy gain is deﬁned as
G(t )= E(t )
E(0)
, (1.7)
where E is a scalar quantity which measures the growth of the instability, usually the perturba-
tion kinetic energy. Furthermore, adjoint-based theory [26] provides the maximum gain that
is possible to obtain at time horizon T
Gmax(T )=max
x0
E(T )
E(0)
, (1.8)
where x0 is the optimal initial condition whose linear evolution maximize G at time T . For
example in Figure 1.5b we report the optimal gain for Couette ﬂow. Almost surprisingly,
linear nonmodal analysis is sometimes capable to give insights about the nonlinear transition,
although there is no a priori guarantee of its effectiveness, since the transition is sometimes
entirely dictated by nonlinear mechanisms. A sketch of this concept is shown in Figure 1.6,
where we show schematically the results from nonmodal analysis and their possible link to
the exploration of the basin of attraction. Indeed, linear nonmodal analysis can sometimes
provide optimal initial conditions which succeed in triggering transition with small energy of
the perturbation, somehow pointing into the direction where the distance between the basin
6
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Figure 1.7 – Transition to turbulence in pipe ﬂow at Re= 1900, the ﬁgures are taken from [27].
Cross-sectional instantaneous axial velocity uz and uz ±0.07 isosurfaces of (a) the edge state
and (b) the turbulent state, respectively. The axial positions of the visualized cross-sections
are indicated by rings. Red, green and blue indicate regions where the streamwise ﬂow speed
is higher than, similar to or lower than for the corresponding parabolic proﬁle.
boundary and the stable state is minimal 1.6b.
As said previously, nonmodal analysis is not always successful in describing nonlinear transi-
tion. For this reason, other tools have been developed to study the evolution of ﬁnite amplitude
perturbations in linearly stable ﬂows. In particular, there has been in the past few years a
development of numerical methods to track unstable states lying on the basin boundary, so
called edge states. Edge states are unstable steady states embedded in the basin boundary,
whose stable manifold form the basin boundary. Therefore, they are unstable in only one
direction perpendicular to the basin boundary. Since they are stable but for one direction,
they are mostly attracting during the transient evolution of dynamical system and often guide
the transition to turbulence in shear ﬂows [28] and pipe ﬂows [27]. For example, an edge state
in pipe ﬂow is shown in Figure 1.7a. The resemblance of snapshots of the turbulent state
shown in Figure 1.7b to the edge state suggests that the transition and turbulence structured
are inﬂuenced by the nonlinear state.
1.1.2 In this thesis: Droplet breakup in a simple domains
The principal aimof this thesis is to have a better understanding of ﬁnite amplitude instabilities
leading to droplet breakup. In this regime, where a stable droplet shape exists, very little is
known about the basin boundary delimiting droplets that break up from those transiently
returning to the steady state. Compared to the vast amount of previous studies concerning
droplet breakup, our novelty consists in adapting theories developed to study transition to
turbulence in subcritical laminar ﬂows to the droplet phenomenon.
We proceed by considering canonical ﬂows, for example a rising droplet or a droplet in an
extensional ﬂow. In both cases, there is a stable solution that undergoes breakup for a critical
amplitude of the perturbation. In these simple ﬂows, we develop the framework to perform
nonmodal analysis (for the rising droplet), showing that linear energy ampliﬁcation favors
nonlinear instabilities. For the droplet in extensional ﬂow, we compute the edge state and
unravel, for the ﬁrst time to our knowledge, a large part of the bifurcation diagram, ﬁnding
7
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edge states that guide droplet breakup via an end-pinching mechanisms that has been indeed
previously observed in experiments [5]. Furthermore, we ﬁnd left-right non-symmetric steady
shapes that, following our conjecture, might inﬂuence the tip streaming phenomenon.
Finally, we consider the case where a droplet is compressed in an axisymmetric manner, in a
so-called bi-axial extensional ﬂow. In this case, the bifurcation diagram is qualitatively similar
to the one for the extensional ﬂow. However, the bifurcation diagram suggests that for a certain
subcritical capillary number, edge states might be toroidal droplets.
1.2 Swimming at low Reynolds number
Swimming at the microscale plays an important role in many biological processes, for instance
marine microbes regulate the ocean ecosystem [29] and certain types of bacteria contribute
to protect the human body from diseases [30]. From the engineering point of view, it is im-
portant and fascinating to design and manufacture synthetic micro/nano swimmers capable
of achieving similar functions. Indeed, in the last decade, synthetic swimmers have been
designed thanks to the new micro-fabrication techniques. Their ability to operate at small
scale make them ideal to execute bio-medical operations inside the human body [31, 32], as
well as to carry on complex tasks in microﬂuidics applications [33, 34, 35].
Nevertheless their small size poses great challenges regarding their manufacturing and the
design of effective propulsion strategies, since the hydrodynamics of micro-swimmers is very
different from the hydrodynamic of swimming at the macro scale.
The main feature of swimming at the microscale is that viscous effects prevail over inertial
effects. To compare quantitatively the two effects we deﬁne the Reynolds number, a non-
dimensional number given by the ratio between the inertial and viscous forces Re = ρUL/μ,
where ρ and μ are the density and viscosity of the ambient ﬂuid and L andU are the typical
length and velocity scale of the swimmer. The order of magnitude of the Reynolds number for
micro-swimmers is Re < 10−1, while for humans swimming in water is Re ≈ 104. The crucial
consequence of neglecting inertia is that the equations for the ﬂuid motion become linear and
independent of time, these properties lead to kinematic reversibility [36]. This means that by
reversing the direction of the micro-swimmer motion, the ﬂow streamlines are not modiﬁed
and only the direction of the ﬂow changes, as stated in the scallop theorem [37]. Therefore a
reciprocal movement would generate an equal forward and backward motion, resulting in an
overall zero net translation. This imposes strong constraints on swimming at the microscale,
since a non-reciprocal motion is needed in order to achieve a net displacement.
Biological swimmers have developed different strategies to perform non-reciprocal move-
ments. E. Coli uses a relatively stiff helix rotated by a motor embedded in its body [38], sperm
cells of many species adopt a ﬂexible ﬁlament undergoing a wave-like motion due to molecu-
lar motors distributed along the length of the ﬁlament [39]. Other micro-swimmers propel
themselves due to thousands of cilias distributed on their surface beating in a coordinated
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Figure 1.8 – Self-propelled catalytic micro-swimmers: (a) A rod [41] and (b) a Janus Particle
moving because of a chemical asymmetry on their surface [42]. (c) A microrocket attains a
displacement by ejecting bubbles from its larger opening [43].
manner, as in the case of Paramecium [40].
The non-reciprocal motion exploited by biological micro-swimmers is difﬁcult to achieve in ar-
tiﬁcial devices, because it is extremely challenging to manufacture micron-sized moving parts.
Therefore other propulsion strategies for synthetic micro-swimmers have been considered,
since a net displacement is also obtained by a geometrical or chemical asymmetry. The main
typologies of synthetic micro-swimmers employ these two features, catalitically converting
chemical energy into propulsion energy. Rod-shaped micro-swimmers and Janus particles
move by generating an asymmetry in chemical species concentration [44], see ﬁgure 1.8a-b.
A third typology are microrockets, conical-shaped micro-swimmers propelled by bubbles
moving toward their larger opening due to the asymmetric conﬁnement imposed by their
conical structure, sketched in ﬁgure 1.8(c).
1.2.1 Conical microswimmers: state of the art
Microrockets, or conical microswimmers, are emerging as one of the most promising micro-
swimmers. Their high swimming velocity, up to 50 body length per second, positions them
among the fastest microswimmers. Furthermore, their structure enables them to carry easily
micro-objects, usually on the external cone surface. In Figure 1.9, we show the most common
microfabrication procedures to build microrockets.
Microrockets have shown promising results for several engineering applications, for example
drug delivery. Experimental studies have indeed demonstrated that microrockets can carry
small micro-particles and cells and transport them through micro channels, see ﬁgure 1.10a-b.
Usually, the loading of the cargo and the control of the direction of motion are executed by
applying an external magnetic ﬁeld [34]. A chemical treatment on the external part of the cone
surface enables it to capture nanoparticles. In [47] this conﬁguration has been used to carry
9
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(a) (b)
Figure 1.9 – Conical microswimmers fabrication techniques. (a) Self rolling of thin ﬁlms[45].
(b) Template-assisted electrodeposition[46].
(a)
(b)
(c)
Figure 1.10 – Microrockets transporting a cargo: (a-b) Micro-objects transportation inmicroﬂu-
idics channels [34], selecting whether to pick-up the cargo or not (orange circle) depending
on its chemical composition. (c) In vivo study of drug-delivery in the mouse stomach [47].
nano-particles for drug delivery purposes (see Figure 1.10c).
The propulsion of conical swimmers is obtained via a catalytic decomposition, transforming
chemical energy into propulsion energy. These micro-swimmers are composed of a cone,
internally coated with a catalysts. When immersed in fuel (usually hydrogen peroxide but other
reaction are sometimes needed for bio-compatibility), the active part starts to catalytically
decompose the hydrogen peroxide into water and molecular oxygen 2H2O2 → 2H2O+2O2 [42]
(see ﬁgure 1.8(c)). As a results of the catalytic decomposition, oxygen bubbles are generated
and their growth inside the conical body propels the microswimmer.
1.2.2 In this thesis: Conical microswimmers
In this thesis we study the motion of a single conical microswimmer. In fact, despite the vast
amount of experimental studies, their fundamental propulsion mechanisms remain quite
unclear. Therefore, we proceed by solving numerically a joint chemical-hydrodynamic model
for the hydrogen peroxide diffusion and ﬂuid motion, assuming the the generated bubble
are spherical. This allows us to identify the optimal geometrical and chemical parameters
optimizing the swimming velocity. Furthermore, we conclude that the hydrodynamics and
the chemistry decouple, the ﬁrst setting the displacement attained by the microrocket while
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the second the time scale of such displacement.
Afterwards, we relax the assumption on the sphericity of the bubble, considering a deformable
one. This introduce a new time scale in the problem, given by the characteristic time relaxation
of the interface. We ﬁnd two different phases of the bubble growth with different characteristic,
when the bubble is inside the cone and undergoes geometrical conﬁnement and when exists
the cone, restoring its spherical shape.
Finally, we study the fundamental problem of a bubble inﬂating close to a wall. This simpliﬁed
problem is the ﬁrst step toward understanding the dynamics of the lubrication ﬁlm in bubble
conﬁned in conical microswimmers.
1.3 Outline and personal contribution
In Chapter 2 we describe the numerical method utilized in all our work, which encompasses
classical developments as well as some novelties that I have introduced. Novelties include the
possibility of computing steady droplet shapes via a Newton method and to perform linear
stability analysis of the droplet shape itself.
Part I: Droplet breakup in simple domains
In Chapter 3 we study the inﬂuence of non-normality in the breakup of a rising droplet. We
show that optimal shapes found with nonmodal analysis are more efﬁcient than ellipsoids
in triggering breakup. In this study, I have developed the DNS code and run the simulations
while L. Zhu have carried out the linear analysis. Together with the co-authors, I have analyzed
the results and written the manuscript.
In Chapter 4 we study the relevance of edge states in the breakup of droplets in uni-axial
extensional ﬂows. We ﬁnd that edge states select the path toward breakup and that this
mechanism is robust for a wide variety of ﬂow parameters. In this study, I have developed
DNS code, the Newton method based continuation algorithm for computing the bifurcation
diagram and to carry on linear stability analysis. I have analyzed the results with the co-authors
and written the manuscript with input from the co-authors.
In Chapter 5 we complement Chapter 4, carrying out the exploration of the bifurcation
diagram of a droplet in an extensional ﬂow. In particular, we focus on the particular case
where the external ﬂow is halted, comparing with ellipsoidal droplet relaxation, and when it
compresses the droplet along the axis instead of elongating it. This study is technically based
on the tools developed in Chapter 4.
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Part II: Conical microswimmers
In Chapter 6 we develop a joint chemical-hydrodynamics model to study the motion of
bubble propelled conical microswimmers, neglecting bubble deformability. We ﬁnd that in
this system the chemistry, dictating the bubble growth rate, and the hydrodynamics partially
decouple. Moreover, we ﬁnd the geometrical and chemical parameters that optimize the
swimming velocity. In this study, I have developed the numerical code to compute the gas
diffusion and ﬂuid motion around the microswimmer. Together with the co-authors, I have
analyzed the results and written the manuscript.
In Chapter 7 we introduce the interface deformation in the system studied in Chapter 6. In
this case, the swimming velocity is optimal for cone opening angles θ ≈ 1◦ but it does not
vary much as long as the this angle is kept small. Furthermore, we ﬁnd that the swimming
efﬁciency, measured in displacement attained per fuel consumptions, decreases when the
bubble is more deformable. In this study, I have developed the DNS code and derived the
empirical model described in section 2.4.2. Together with the co-authors, I have written the
manuscript and analyzed the results.
In Chapter 8 we study the motion of a sphere inﬂating close to a wall. This fundamental
problem is relevant to the study of conical microswimmers, where a bubble grows in conﬁned
environment. We ﬁnd that depending on the boundary conditions on the sphere, whether it
is a rigid shell or a perfect free-shear bubble, the sphere-wall gap will close or open in time.
In this study I have developed the DNS code and, together with S. Michelin, carried out the
lubrication analysis. Together with my co-authors, I have analyzed the results and written the
manuscript.
In Chapter 9 we draw the conclusions of this thesis and we illustrate future perspectives.
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2.1 The boundary integral equation for Stokes ﬂows
It is well known that linear piecewise constant coefﬁcients PDEs can be expressed as Boundary
Integral Equations [48, 49]. In this section, we report the classical derivations that lead to the
Boundary Integral Equation (BIE) for Stokes ﬂows with a focus on the motion of particles and
deformable droplets.
2.1.1 The boundary integral equation for the ﬂuid velocity
This section follows the derivation in [49], section 2.3. We consider a domain of arbitrary shape
and volume V , containing a ﬂuid of viscosity μ (see Figure 2.1). The domain boundaries S are
smooth, therefore the normal vector n pointing inside the ﬂuid domain is always well deﬁned.
Lorentz reciprocal theorem states [49] that two different solutions of the Stokes equations (7.2)
(u,σ) and (u′,σ′) satisfy the relation
∇· [u′ ·σ−u ·σ′]= 0. (2.1)
Figure 2.1 – Physical domain: a ﬂuid volume V of viscosity μ is bounded by the domain
boundary S = S1+S2.
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Integrating (2.1) on the domain V and using divergence theorem we obtain the following
equality∫
V
∇[u′ ·σ−u ·σ′]dV =
∫
S
[u′ ·σ−u ·σ′] ·ndS = 0, (2.2)
where S = S1 + S2 (we consider in Figure 2.1 two surfaces S1 and S2 just to show that the
boundary integral equation works also for non-connected domains with ’holes"). Without loss
of generality we can specify u′ and σ′ as the Stokes solutions at x= (x, y,z) due to a forcing g
located at x0, namely
u′(x)= 1
8πμ
G(x,x0) ·g(x0), (2.3)
σ′(x)= 1
8π
T(x,x0) ·g(x0), (2.4)
where G and T are the Green’s functions of Stokes equations (also referred as Stokeslet and
Stresslet), which read
Gi j =
δi j
d
+ xˆi xˆ j
d3
, for i , j = x, y,z
Ti jk =−6
xˆi xˆ j xˆk
d5
, for i , j ,k = x, y,z
where xˆ= x−x0 and d = |x−x0|. Substituting equations (2.3) and (2.4) in (2.2), we ﬁnd∫
S
[G ·σ−μu ·T] ·ndS = 0. (2.5)
In order to compute the ﬂuid velocity at x0 ∈V , we consider a sphere of radius ε and volume
Vε centered in x0 (see Figure 2.1). On the sphere surface Sε, the Stokeslet and Stresslet write as
Gi j ≈
δi j
ε
+ xˆi xˆ j
ε3
, (2.6)
Ti jk ≈−6
xˆi xˆ j xˆk
ε5
. (2.7)
Therefore, equation (2.5) rewrites as∫
S
[Gi j (x,x0)σik (x)−μui (x)Ti jk (x,x0)]nk (x)dS(x) (2.8)
=−
∫
Sε
[(
δi j +
xˆi xˆ j
ε2
)
σik (x)+6μui (x)
xˆi xˆ j xˆk
ε4
]
xˆkdΩ(x), (2.9)
where we have expressed dS(x)= ε2dΩ(x) with dΩ being the solid angle, and nk = xˆk/ε. Since
xˆ scales like ε, as ε tend to zero, the stress term in the right hand side integral vanishes and the
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velocity term converges to a ﬁnite value. Therefore, equation (2.9) becomes∫
S
[Gi j (x,x0)σik (x)−μui (x)Ti jk (x,x0)]nk (x)dS(x) (2.10)
=−6μui (x0)
∫
Sε
xˆi xˆ j xˆk
ε6
xˆkdS(x), (2.11)
=−6μui (x0) 1
ε4
∫
Sε
xˆi xˆ j dS(x), (2.12)
Using the divergence theorem we develop the remaining part of the right hand side∫
Sε
xˆi xˆ j dS(x)= ε
∫
Sε
xˆi n j dS(x)= ε
∫
Vε
∂xˆi
∂x j
dV (x)= δi j 4
3
πε4. (2.13)
Therefore substituting in equation (2.10) we ﬁnally obtain∫
S
[−Gi j (x,x0)σik (x)+μui (x)Ti jk (x,x0)]nk (x)dS(x)=8πμui (x0)δi j , (2.14)
=8πμuj (x0), (2.15)
and, rearranging the terms and exploiting the symmetry property Gi j (x,x0)=Gji (x0,x), we
ﬁnally obtain the boundary integral equation for the velocity uj in a point of the ﬂuid domain
x0
8πμuj (x0)=−
∫
S
G j i (x0,x)σik (x)nk (x)dS(x)︸ ︷︷ ︸
single layer potential
+μ
∫
S
ui (x)Ti jk (x,x0)nk (x)dS(x)︸ ︷︷ ︸
double layer potential
. (2.16)
The ﬁrst integral on the right hand side is called as single-layer potential and the second
integral is called as double-layer potential. The former represents a boundary distribution of
point forces, while the latter represents a boundary distribution of point sources and point
force dipoles [50].
As we will see in next sections, we are mostly interested in the velocities on the boundaries,
for example to ﬁnd a droplet or particle velocity. Therefore, it is crucial to write the boundary
integral equation for a point x0 lying on S. Therefore we employ the integral identity
lim
x0→S
∫
S
Ti jk (x,x0)nk (x)dS(x)=±4πδi j ui (x)+
∫PV
S
ui (x)Ti jk (x,x0)nk (x)dS(x), (2.17)
where the sign depends on the orientation of the normal vector and PV indicates the Cauchy
principal value integral. Substituting (2.17) in (2.16), we obtain the velocity on the boundary S
as
4πμuj (x0)=−
∫
S
G j i (x0,x)σik (x)nk (x)dS(x)+μ
∫PV
S
ui (x)Ti jk (x,x0)nk (x)dS(x). (2.18)
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Other useful integral identities that will be used in the next section are
∫
S
Ti jk (x,x0)nk (x)dS(x)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
8πδi j when x0 is enclosed by S
4πδi j when x0 is on S
0 when x0 is outside S
(2.19)
when x0 lies on S the integral on the left hand side is a principal-value integral. Note that (2.17)
and (2.19) have been derived considering that the normal vector n is directed outward the
volume enclosed by the surface, as in the case of S1. These results are readily usable con-
sidering the surface S2, simply by chancing the sign of the normal vector. To conclude,
equations (2.5), (2.16) & (2.18) are used to describe the ﬂow on a point x0 respectively outside,
inside or on the boundary of the domain.
2.1.2 The boundary integral equation for the pressure
As previously shown for the ﬂuid velocity, we hereby show the boundary integral equation
for the ﬂuid pressure [49, 50]. Considering as before a point x0 in the ﬂuid domain, the ﬂuid
pressure p is written as
8πμp(x0)=−
∫
S
Pi (x0,x)σik (x)nk (x)dS(x)+μ
∫
S
ui (x)Πik (x0,x)nk (x)dS(x), (2.20)
where
Pi (x,x0)= 2 xˆi
r 3
(2.21)
Πik (x0,x)= 4
(
−δik
r 3
+3 xˆi xˆk
r 5
)
(2.22)
are the pressure ﬁelds associated to the Stokeslet G and Stresslet T respectively. Note that P
andΠ have higher order of the singularity compared to G and T. This feature might create
numerical problems when evaluating the pressure ﬁeld.
2.1.3 Droplet in unbounded domain
Let’s consider a droplet of ﬂuid 1 and viscosity μ1 suspended in ﬂuid 2 of viscosity μ2 with
undisturbed velocity u∞. The ﬂuid motion at a point x0 in the ﬂuid 2 (see Figure 2.2) is
expressed with equation (2.16) for the ﬂuid domain 2, namely
8πμ2uj (x0)=8πμ2u∞j −
∫
S
G j i (x0,x)σ
(2)
ik (x)nk (x)dS(x)
+μ2
∫
S
u(2)i (x)Ti jk (x,x0)nk (x)dS(x).
(2.23)
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Figure 2.2 – Physical domain: drop of ﬂuid 1 suspended in ﬂuid 2.
where u∞ is a far-ﬁeld velocity, that can be added as a background ﬂow given the linearity
of Stokes equations [49, 50]. However, since in this case there is also ﬂuid 1, we can as well
write (2.16) for domain 1 as
0=
∫
S
G j i (x0,x)σ
(1)
ik (x)nk (x)dS(x)
−μ1
∫
S
u(1)i (x)Ti jk (x,x0)nk (x)dS(x).
(2.24)
The signs change because the normal vector point outside the domain. Summing up equa-
tion (2.23) and (2.24) and assuming continuity of the velocity at the interface (1.4), we obtain
the velocity in x0 due to the ﬂow in the two control volumes
8πμ2uj (x0)=8πμ2u∞j −
∫
S
G j i (x0,x)(σ
(2)
ik (x)−σ(1)ik (x))nk (x)dS(x)
+ (μ2−μ1)
∫
S
ui (x)Ti jk (x,x0)nk (x)dS(x),
(2.25)
Note that the ﬂuid velocity is now expressed as a function of the traction difference across the
interface, deﬁned in (1.3). This proves to be very useful when the traction difference can be
calculated from the droplet geometry, as for a droplet with Laplace law (or other constitutive
laws in the case of elastic capsules of vesicles [51]). Furthermore, by using equation (2.17), we
can calculate the interface velocity as
4π(μ2+μ1)uj (x0)=8πμ2u∞j −
∫
S
G j i (x0,x)(σ
(2)
ik (x)−σ(1)ik (x))nk (x)dS(x)
+ (μ2−μ1)
∫PV
S
ui (x)Ti jk (x,x0)nk (x)dS(x).
(2.26)
Note that equation (2.26) can be readily used for bounded domain by simply adding an integral
for the external boundary.
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Figure 2.3 – Physical domain: Particle moving with velocity U in an unbounded ﬂuid domain.
2.1.4 BIE for the ﬂow generated by amoving rigid particle
Let’s consider a rigid particle which is moving with velocity U=V+Ω×x in Stokes ﬂow (see
ﬁgure 2.3). The ﬂuid velocity in a point x0 of the domain is given by equation (2.16) integrated
on the surface S. However, since the velocity on the particle surface is uniform we can take it
out of the integration. Therefore the double layer vanishes using equation (2.19) because x0
lies outside the surface S. Therefore the boundary integral equation writes
8πμuj (x0)=−
∫
S
G j i (x0,x)σik (x)nk (x)dS(x). (2.27)
For a point x0 on the particle surface, the double layer vanishes using (2.17) & (2.19)
Ui
∫
S
Ti jk (x,x0)nk (x)dS(x)= 4πUiδi j +Ui
∫PV
S
Ti jk (x,x0)nk (x)dS(x)︸ ︷︷ ︸
−4πδi j
= 0. (2.28)
Therefore, since uj (x0)=Uj , we obtain
8πμUj =−
∫
S
G j i (x0,x)σik (x)nk (x)dS(x). (2.29)
To conclude, the ﬂow due to rigid particle is described only by the single layer potential. In
section 2.2.3 we will see that this might cause numerical problems and we will discuss how to
avoid those issues.
2.1.5 Axisymmetric Stokes ﬂow
When the ﬂow is axisymmetric, it is possible to integrate equation (2.16) in the azimuthal
direction (see section (2.4) of [49] for the detailed derivation), obtaining the boundary integral
equation in the cylindrical coordinate system (r,θ,z)
8πμuj (x0)=
∫
l
Mj i (x0,x) fi (x)dS(x)+
μ
∫
l
ui (x)qj ik (x0,x)nk (x)dS(x) for i , j ,k = z,r.
(2.30)
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where M and q are the Green’s functions after azimuthal integration and fi =σiknk . Physically,
M represents the ﬂow in x0 due to a ring of point forces in x and q represents a ﬂow due to a
ring of point sources and point dipoles. Note that the integration is performed now on the line
l , that describes the axisymmetric surface shape in the plane containing the axis.
Proceeding by analogy, we can integrate equation (2.18) in the azimuthal direction in order to
ﬁnd the boundary velocity of an axisymmetric boundary
4πuj (x0)μ=−
∫
l
Mj i (x0,x)Δ fi (x)dS(x)+μ
∫
l
ui (x)Qji (x0,x)dS(x), (2.31)
where we have introducedQji = qj iknk . The last passage will be important in the numerical
implementation illustrated in section 2.2.1, sinceQji is actually non-singular (note that the
the double layer is not PV ), as will be later explained in section 2.4.1. Similarly, the expression
for the ﬂuid motion due to an axisymmetric droplet and a background ﬂow u∞ is found by
integrating equation (2.26) in the azimuthal direction
4πuj (x0)(μ1+μ2)= 8πu∞j −
∫
l
Mj i (x0,x)Δ fi (x)dS(x)
+ (μ2−μ1)
∫
l
ui (x)Qji (x0,x)dS(x),
(2.32)
and for a particle is found by integrating equation (2.29) in the azimuthal direction
8πUj (x0)μ=−
∫
l
Mj i (x0,x)Δ fi (x)dS(x), (2.33)
note that particles in axisymmetric ﬂows can only move along the axis, meaning thatUr = 0.
The main analogies between the boundary integral equations in 3D and in axisymmetric
domain are summed up in Figure 2.4.
The mathematical expression for the Stokeslet reads
M= r
(
I10+ zˆ2I30 zˆ(r I30− r0I31)
zˆ(r I31− r0I30) I11+ (r 2+ r 20 )I31− r r0(I30+ I32)
)
(2.34)
where zˆ = z− z0 and
Imn(zˆ,r,r0)= 4k
m
(4r r0)m/2
∫π/2
0
(2cos2ω−1)n
(1−k2 cos2ω)m/2dω, (2.35)
and
k2 = 4r r0
zˆ2+ (r + r0)2
. (2.36)
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Figure 2.4 – Analogies between full 3D and axisymmetric ﬂows.
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The integration of Imn results in elliptic integrals of the ﬁrst and second kind, for instance
Mzz = 2k
√
r
r0
(
F (k)+ zˆ
2
d2
E(k)
)
, (2.37)
where d =
√
zˆ2+ (r − r0)2 and
F (k)=
∫π/2
0
dω	
1−k2 cos2ω
, E(k)=
∫π/2
0
√
1−k2 cos2ωdω, (2.38)
are the complete elliptic integral of the ﬁrst and second kind. Using the same notation, the
Stresslet is written as⎛
⎜⎝ qzzzqzzr = qzr z
qzr r
⎞
⎟⎠=−6r zˆ
⎛
⎜⎝ zˆ
2I50
zˆ(r I50− r0I51)
r 20 I52+ r 2I50−2r r0I51
⎞
⎟⎠ , (2.39)
and ⎛
⎜⎝ qr zzqr zr = qrr z
qr r r
⎞
⎟⎠=−6r
⎛
⎜⎝ zˆ
2(r I51− r0I50)
zˆ[(r 2+ r 20 )I51− r r0(I50+ I52)]
r 3I51− r 2r0(I50+2I52)+ r r 20 (I53+2I51)− r 30 I52
⎞
⎟⎠ . (2.40)
The BEMLIB library [50] provides these integrals in a form suitable for computer implementa-
tion. Furthermore we point out two important features which are crucial for carrying on an
accurate numerical implementation: the diagonal term of the Stokeslet are weakly singular
∼ logd , and the Stresslet is strongly singular ∼ 1/d .
Similarly, when computing the pressure we integrate equation (2.20) in the azimuthal direction
obtaining
8πp(x0)=−
∫
l
Li (x0,x) fi (x)dl (x)+μ
∫
l
ui (x)Ni j (x0,x)nj (x)dl (x), (2.41)
where L represents the pressure in x0 due to a ring of point forces in x and N represents the
pressure due to a ring of point sources and point dipoles. Following the same procedure as
before we ﬁnd
L(x0,x)=−2r
(
zˆ I30
r I30− r0I31
)
, (2.42)
and
N(x0,x)=−4r
(
−I30+3zˆ2I50 3zˆ(r I50− r0I51)
3zˆ(r I50− r0I51) −I30−6r0r I51+3r 20 I52+3r 2I50
)
. (2.43)
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Figure 2.5 – Names of equations and numerical methods.
2.2 The axisymmetric Boundary Integral Method
In this section we illustrate classical discretization methods for numerically solving boundary
integral equations [50]. We will refer only to the class of axisymmetric problems. Terminol-
ogy wise, the discretized form of the boundary integral equation is called Boundary Integral
Method (BIM) and low and higher order discretization are called Boundary Element Method
(BEM) and Spectral Boundary Integral Method (Spectral BIM) respectively (see Figure 2.5).
Note that in the following we will refer to non-dimensional integral equation, therefore we
introduce the viscosity ratio λ=μ1/μ2, the capillary number Ca and Bond number Bo intro-
duced in section 1.1. Ca and Bo set the intensity of the externally applied external ﬂow and of
the gravity forces respectively, as shown in equation (1.3).
2.2.1 Boundary ElementMethod implementation
Moving boundary problems require the discretization of the boundary geometry and the
approximation of the variables along the boundary itself. Referring to the sketch in ﬁgure 2.6,
four cases are most common:
• (a) Straight constant (P0) elements. The boundary is split into N straight elements
and the variables are assumed to be constant along the elements. The functions for
the velocities and stresses become 2N ×1 vectors, corresponding to the values in the
midpoints of the elements.
• (b) Straight linear (P1) elements. The boundary is split into N straight elements and
the variables are assumed to vary linearly along the element. The functions for the
22
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Figure 2.6 – Schematic representation of different discretization for the geometry and the
dependent variables: (a) Constant straight elements. (b) Linear straight elements. (c) Curved
constant elements (d) Curved linear elements. Lines represent a boundary split into the mesh
elements and large red circles the collocation points.
velocities and stresses become (2N +2)×1 vectors, corresponding to the values at the
end-points of the elements.
• (c) Curved constant (P0) elements. The boundary is split into N curved elements, for
example cubic splines, and the variables are assumed to be constant along the element.
The functions for the velocities and stresses become 2N ×1 vectors, corresponding to
the values in the midpoints of the elements.
• (d) Curved linear (P1) elements. The boundary is split into N curved elements, for
example cubic splines, and the variables are assumed to to vary linearly along the
element length. The functions for the velocities and stresses become (2N+2)×1 vectors,
corresponding to the values at the end-points of the elements.
In the case of P0 elements, the discretized functions write
x=
⎛
⎜⎜⎜⎜⎝
x1
x2
...
xN
⎞
⎟⎟⎟⎟⎠ , u=
⎛
⎜⎜⎜⎜⎝
u(x1)
u(x2)
...
u(xN )
⎞
⎟⎟⎟⎟⎠ , f=
⎛
⎜⎜⎜⎜⎝
f(x1)
f(x2)
...
u(xN )
⎞
⎟⎟⎟⎟⎠ , (2.44)
where
xn =
(
zn
rn
)
, un =
(
uz(xn)
ur (xn)
)
, fn =
(
fz(xn)
fr (xn)
)
. (2.45)
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Generally, it is convenient to use P1 elements for deformable objects (drops or capsules),
because the solution already provides the node velocity itself, while it is more convenient to
implement P0 for non deformable objects. Considering the simplest implementation (straight
P0 elements), the geometry is divided in N elements of length Δln , hence the discretized
boundary integral equations (2.31), for the velocity on the mth element rewrites in non-
dimensional form as
4πum =
N∑
n=1
[
−fn
∫
Δln
M(xm ,x)dl (x)+un
∫
Δln
Q(xm ,x)dl (x)
]
for m = 1, . . . ,N . (2.46)
where the integrals are computed with a six point Gauss-Legendre quadrature rule [52]. When
n = m the diagonal terms of M are singular, therefore Gauss-Legendre integration might
become inaccurate. To prevent this, we use standard techniques for singular treatment, for
instance one can verify that Mzz(x0,x) → −2logd as x → x0. Following [50], we split the
singular integral into two parts, namely∫
Δln
Mzz(xm ,x)dl (x)=
∫
Δln
(
Mzz(xm ,x)+2logd
)
dl (x)−2Δln
(
log(Δln/2)−1
)
, (2.47)
doing so, the ﬁrst integral on the right hand side is not singular and can be integrate with
standard techniques. Grouping the integrals on the discretized elements, we obtain the single
and double layer operators
Smn =
∫
Δln
M(xm ,x)dl (x), (2.48)
Dmn =
∫
Δln
Q(xm ,x)dl (x), (2.49)
(2.50)
and equation (2.46) rewrites
4πu=−Sf+Du. (2.51)
Depending whetheru or f is known, equation (2.51) results in the discretized Fredholm integral
of ﬁrst or second kind respectively. For example, knowing f, leads to
(D−4πI)︸ ︷︷ ︸
2N×2N
u︸︷︷︸
2N×1
= Sf︸︷︷︸
2N×1
→Au= b, (2.52)
which can be solved by inverting the inﬂuence matrix A for the unknown velocities u. Similarly,
one can prescribe the velocity and solve for the stresses. Other geometry or variables dis-
cretizations lead to similar matrices, the reader interested in the details of the implementation
can refer to Ref. [50].
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2.2.2 Deformable droplets and bubbles
In our numerical implementation for deformable droplets and bubbles we always use curved
(cubic splines) P1 elements, as in [53, 6, 7], where the interface coordinates z(s) and r (s) are
parametrized by the independent variable s. This implementation has the main advantage
that all geometrical quantities vary smoothly along the discretized interface. For example,
the unit normal vector and the interface curvature, appearing in the interface boundary
condition (1.3), can be directly computed using the analytical formula
n= 1	
z ′2+ r ′2
(
r ′
−z ′
)
, ∇s ·n= z
′r ′′ − z ′′r ′
(z ′2+ r ′2)3/2 −
z ′
r
	
z ′2+ r ′2
. (2.53)
After discretization, equation (2.32) writes in non-dimensional form as
4πu(1+λ)= 8πu∞−Sf+ (1−λ)Du, (2.54)
where S and D were deﬁned in (2.48) & (2.49) respectively. In order to validate our implemen-
tation, we compare our numerical results with the literature. A simple case to start with is
a droplet rising in an quiescent heavier ﬂuid due to gravity. It is well know that a spherical
droplet is a solution of this ﬂow [54, 3]. Rearranging equation (2.54), the inﬂuence matrix
writes
A= 4π(1+λ)I− (1−λ)D, (2.55)
and the right hand side
b=−Sf. (2.56)
Clearly, when λ= 1, equation (2.54) is greatly simpliﬁed because the double layer potential
cancels out. Otherwise, since f is given by the droplet geometry by equation (1.3) and imposing
no external ﬂow (Ca= 0), we can ﬁnd the interface velocities by matrix inverting the inﬂuence
matrix. In Figure 2.7 we show the numerical solution for N = 100 compared to the analytical
result, ﬁnding good agreement, and we verify the convergence over the number of elements.
Furthermore, we want to validate the transient evolution of the droplet shape. Therefore, we
impose the non-dimensional extensional ﬂow u∞(x)=Caez−Ca/2er , where Ca is the capillary
number setting the strength of the ﬂow (Bo= 0). The inﬂuence matrix is given by
A= 4π(1+λ)I− (1−λ)D, (2.57)
with right hand side
b= 8πu∞−Sf. (2.58)
Imposing f with equation (1.3) the interface velocity is found by matrix inversion. Afterward,
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Figure 2.7 – Convergence study for the rising velocity of a spherical droplet in a gravitational
ﬁeld compared to the analytical result, for Bo= 1 and varying the viscosity. The inset shows
streamlines and intensity of the velocity ﬁeld of the numerical solution (half-left) and the
analytical solution (half-right), isoviscosity case.
the interface is advanced in time with its own velocity (see equation (1.6)) with a second
order explicit Runge Kutta solver. Figure 2.8a shows the time evolution of the deformation
parameter D = (a−b)/(a+b) (where a is the major axis and b the minor axis) for Ca= 0.05.
Starting from initially spherical droplet, the droplet shape settles on a steady state after a
certain time. As expected, the dynamics of a more viscous droplets is slower. In Figure 2.8b,
we show the deformation parameter of the steady state Df for different capillary numbers
and viscosity ratios. Our simulation are validated with the results in [53]. As a ﬁnal note, we
would like to point out that the time integration introduces errors as mesh distortion and
unphysical volume variation due to numerical error. Therefore, remeshing algorithms and
other techniques are often necessary in order to maintain good accuracy throughout the
simulation. These techniques will be described in detail in section 2.2.4, 2.2.5 and 2.2.6.
2.2.3 Rigid particles in ﬂows
When solving for a ﬂow around a rigid non-moving boundary, we make non-dimensional and
discretize equation (2.33) and set the particle velocity equal to zero, and write
0= 8πu∞−Sf, (2.59)
26
2.2. The axisymmetric Boundary Integral Method
0 0.05 0.1 0.15 0.2
0
0.1
0.2
0.3
0.4
=10
=1
=0.1
=0
Stone et al.100
10
-7
10
-5
10
-3
10
-1
0 20 40 60 80
0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
Figure 2.8 – (a) Deformation parameter versus time starting from spherical droplets for differ-
ent viscosity ratio, λ= [0,0.1,1,10] (see inset in Figure 2.8b). The inset shows the L∞ norm of
the velocity normal to the interace. (b) Deformation parameter of the steady shape versus Ca
for different viscosity ratios, the dots are the results from [53]. The inset shows droplet shapes
for Ca= 0.05,0.1 and λ= 10.
where u∞ is an axial uniform velocity, such that u∞ =Uez . Note that this is equivalent to a
moving particle with velocity −u∞. We can ﬁnd stresses acting on the surface by inverting the
inﬂuence matrix A= S with right hand side b= 8πu∞. In Figure 2.9 we show the comparison
with analytically known ﬂow around a sphere whenU = 1, and the convergence of the force
exerted on the sphere Fs = 6μUR on the number of elements.
A crucial feature of the ﬂow around rigid particles is that the integral equation is ill-posed and
might result in an inﬁnite number of solutions. Mathematically, this comes from the fact that
the single layer operator contains a neutral eigenvalue [50]. Interestingly, we have noticed this
problem does not arise for a spherical particle (it seems not to arise for front-back symmetric
particles). Therefore we focus on the ﬂow around a non front-back symmetric particle and we
observe that the normal stress fn = f ·n from the solution undergoes huge variations when
changing the discretization (see Figure 2.10a) as a consequence of the neutral eigenvalue.
Physically, this might be interpreted as an arbitrary uniform pressure inside the particle.
We can avoid this indetermination and the existence of inﬁnite solutions following [50], by
imposing the solvability condition∫
l
fndl =C , (2.60)
whereC is an arbitrary constant. In principle, considering the linear system Af= b, one could
simply replace one line of A with the discretized solvability condition. Unfortunately, this
would not result in an accurate solution becauseA is not precisely singular due to discretization
errors (the "neutral" eigenvalue is not exactly zero). Again following [50], we perform so called
singular preconditioning. Namely, we build the preconditioning matrix with the neutral
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Figure 2.9 – Convergence study for a spherical particle immersed in a ﬂow compared to
the analytical result. The inset shows streamlines and intensity of the velocity ﬁeld of the
numerical solution (upper-half) and the analytical solution (lower-half).
eigenvector v
P= I−vvT , (2.61)
and we modify the discretized equation by applying P on both sides
AP f= bP , (2.62)
whereAP =PA andbP =Pb. Now the inﬂuencematrixAP has a zero eigenvalue tomachine pre-
cision. Therefore we substitute a line of the linear system AP with the integral constraint (2.60).
With this treatement, the inﬂuence matrix is not singular anymore and an accurate solution
is possible. For example, we can immediately verify that the result does not change with the
discretization (see Figure 2.10b).
2.2.4 Remeshing algorithms
Changing the number and distribution of mesh elements is necessary in order to maintain
good accuracy during a simulation. This procedure is fairly easy for axisymmetric geometries
because the mesh is simply constituted by a line. However, from the developer point of view,
this is still one of the most time consuming routine to implement, mostly because of the large
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Figure 2.10 – Stresses normal to the particle surface for different number of mesh elements.
(a) Without solvability condition. (b) With singular preconditioning and solvability condi-
tion (2.62). The inset shows streamlines and intensity of the velocity ﬁeld.
amount of different algorithms that one can adopt and the need of tailoring an algorithm to
the speciﬁc simulation case. Based on our experience, we hereby sum up our opinions on the
most suited remeshing algorithms for different situations. First of all, boundary geometries
can be divided in two subgroups:
• Geometries whose shape is known analytically (for example lines and circles).
• Geometries whose shape is not known analytically (i.e. deformable objects like droplets
or capsules).
In the ﬁrst case, we have observed that the best choice seems to be an adaptive criterion
based on the proximity of two objects. Namely, when two objects come close, the facing mesh
elements are split into two. In ﬁgure 2.11a we report an example for a sphere in a pipe, where
the number of nodes are increased (by splitting the elements) for the portion of the sphere
close to the pipe wall.
In the case of deformable droplets the situation is more complicated as the mesh node can
move tangentially along the interface. For example, in the case of buoyant droplet, the nodes
will tend to cluster in the bottom part of the droplet and sparsen in the upper part. An easy
way to reduce mesh deformation is to advect the nodes with their normal velocity only as in
equation (1.6), thus minimizing the clustering. However this is not always sufﬁcient and it
is often necessary to resort to an active modiﬁcation of the mesh. We mostly follow classic
methods, for example moving the nodes along an interpolating line (for example a cubic
spline) in order to maintain a given distribution or to increase the node density in speciﬁc
regions, for example the curvature value can be used as distribution weight in order to cluster
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Figure 2.11 – Our remeshing strategies (the wall-mesh is not shown). (a) Sphere in a pipe:
elements are split into two when are close to other objects. (b) Deformable droplet in a pipe:
elements size follows a distribution based on the wall-drop distance.
nodes in high curvature regions. In Figure 2.11b the mesh elements of a droplet in a pipe is
distributed based on the wall-drop distance. We have noticed that, for deformable objects, it
is detrimental in term of accuracy to have abrupt changes in mesh size and therefore we use
smooth distributions.
In some cases we have used more sophisticated techniques, so called passive mesh stabi-
lization, where an artiﬁcial velocity ﬁeld is added on top of the physical one in order to
minimize mesh distortions [55, 56]. The artiﬁcial velocity ﬁeld is chosen in such a way to
modify the mesh displacement along the interface, hence maintaining the physical interface
displacement unchanged.
2.2.5 Volume correction
When the simulation lasts for a long (physical) time, the droplet volume might change as a
result of the summation of small errors accumulated during the time integration. In order to
remove this error, we resize the droplet at every iteration by uniformely displacing the nodes
along the direction normal to the interface, similar to Refs. [57, 58]. In our implementation, the
value of such displacement is found by Newton iterations. This method does not inﬂuence the
physical time evolution as long as the resizing is much smaller then the characteristic interface
motion. At every time step, the volume change is typically less than 10−8 times the droplet
volume. In ﬁgure 2.12 we compare a simulation with/without volume correction algorithm.
The simulation is the same as that shown is ﬁgure 2.8 for the isoviscosity case.
2.2.6 Deﬂation technique for inviscid droplets
When λ= 0, the double layer potential present a neutral eigenmode which will change the
volume of the bubble unphysically [49, 59]. A solution to this is proposed in [59] with a
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Figure 2.12 – Volume variation for a droplet in extensional ﬂow, Ca = 0.1 and λ = 1. The
dashed line is the error when the volume correction is not activated while the solid one when
is activated.
deﬂation technique. In practice, we add
nj (x0)
(∫
l
ui (x)ni (x)dl (x)−Q
)
= 0 (2.63)
to the right hand side of equation (2.32), where Q is the bubble rate of inﬂation. For the
extensional ﬂow we setQ = 0. In ﬁgure 2.13 we can see that if the deﬂation is not actuated, the
droplet volume changes unphysically already after 2 units of time. This technique might be
employed for obtaining inﬂating/deﬂating bubbles by imposingQ = 0.
2.2.7 Spectral Boundary Integral Method
In this section we illustrate higher order discretization methods, so called Spectral Boundary
Integral Method (Spectral BIM). In particular, we implement a spectral collocation method,
where the interface location z(s) and r (s), velocity u(s) and stresses f(s) are parametrized by
s ∈ [0,1] along the interface (see Figure 2.14). We ﬁrst consider the isoviscosity droplet case
λ= 1 in order to simplify the boundary integral equation. The boundary integral equation for
the interface velocity (2.32) in non-dimensional form writes
8πuj (x0)=8πu∞j (x0)−
∫1
0
Mji (x0,x)Δ fi (x)h(x)ds. (2.64)
where h =
	
z ′2+ r ′2 is the metrics term. As shown in ﬁgure 2.14, the interface is discretized
with Gauss-Legendre nodes [52, 60] mapped on s ∈ [0,1]. Choosing N collocation points, the
integration along s reads
8πum =8πu∞m −
N∑
n=1
M(xm ,xn) ·Δfnwnhn (2.65)
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Figure 2.13 – Volume error for a bubble in an extensional ﬂow, Ca= 0.1 and λ= 0. The solid
line refers to the error when the deﬂation technique is applied and the dashed line when is
not applied. The inset shows the corresponding bubble shapes at t = 2.
where xn is the coordinate of the nth node and wn is the corresponding integration weight [52,
60]. Written in matrix from, equation (2.65) writes
8πu=8πu∞m −SΔf, (2.66)
where
Smn =wnhn
(
Mzz(xm ,xn) Mzr (xm ,xn)
Mrz(xm ,xn) Mrr (xm ,xn)
)
. (2.67)
Contrary to low orders methods, here velocities and stresses (as well the droplet shape itself)
are represented by high order polynomials, giving higher accuracy. Problems arise when n =m
since the Green’s function become singular (and contrary to low order methods, in this case
the grid point for x0 and x really coincide!), we will therefore remove the singularity with the
integral identity
∫1
0
M(x0,x)· f (s)n h(s)ds =
∫1
0
M(x0,x)·n[ f (x)− f (x0)]h(s)ds+ f (x0)
∫1
0
M(x0,x) ·nh(s)ds︸ ︷︷ ︸
0
,
(2.68)
where Δf= f (s)n and the second integral on the right hand side is zero because M is a diver-
gence free ﬁeld [61] (note that this singular treatment works only when the traction difference
tangent to the interface is zero). The ﬁrst integral on the right hand side is non-singular
and can be integrated accurately (when x= x0 the value of the integrand is zero). Therefore
equation (2.66) becomes
8πu=8πu∞m −S◦Δf′, (2.69)
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Figure 2.14 – A sphere meshed with Gauss-Legendre nodes in the axisymmetric domain. (a)
Physical and (b) parametric domain.
where ◦ indicates the Hadamard product and
Δ f ′mn = [ f (xn)− f (xm)]
(
nz(xn) nr (xn)
nz(xn) nr (xn)
)
, (2.70)
and the term on the diagonal of S◦Δf′ are directly set to zero.
What described for the single layer operator can be directly used to compute the double layer
operator. Namely, the discretized double layer operator read
Dmn =wnhn
(
Qzz(xm ,xn) Qzr (xm ,xn)
Qr z(xm ,xn) Qrr (xm ,xn)
)
. (2.71)
Technically, the only difference lies in the singularity of the double layer potential. In fact, the
kernel qj ik of the double layer contains a strong singularity that is regularized by the normal
vector, meaning that Qji = qj iknk is non-singular. Therefore the integral can be computed
without any special treatment. However, it is necessary to evaluate the non-singular kernels
in x = x0. This is not completely trivial and we refer to 2.4.1 for a detailed explanation. In
ﬁgure 2.15a we validate the code implementation with the analytical solution for a rising
droplet and the results in ﬁgure 2.7 with low order discretization. Note that the error does
not converge exponentially because the integrand in the single layer, even if it is non singular,
is not smooth because of singularities in higher order terms (this was already observed in
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Figure 2.15 – Validation Spectral BIM. (a) Convergence of the velocity of a rising spherical
droplet and compared to BEM of ﬁgure 2.7. (b) Validation of a droplet in extensional ﬂow with
Ref.[53].
previous studies [58]). In ﬁgure 2.15b we validate also for a droplet in extensional ﬂow.
2.2.8 Remeshing in the Spectral BIM
As explained before in section 2.2.4, remeshing is needed in order to prevent nodes from
clustering. This is a problem because it means that the metrics term h(s) in equation (2.64),
relating the physical space to the spectral grid, becomes a high order (or even non-smooth)
function, leading to a loss in accuracy. The metric term is physically represented as the arc-
lenght derivative and the most favorable situation is when the arc-lenght discretization is
coincident with the spectral grid discretization and therefore h(s)= 1. This in general is not
the case, for example when drawing an ellipse
z = a cos(πs), (2.72)
r = b sin(πs), (2.73)
the arc-lenght does not correspond exactly to the spectral grid, as shown in ﬁgure 2.16. Replac-
ing the points in the right place while maintaining the spectral accuracy is not a trivial task.
The proposed strategy is to displace the grid point in order to satisfy the nonlinear equation
h(s)−1= 0, (2.74)
This equation can be solved with Newton method. In ﬁgure 2.16 we compare an ellipsoidal
shape before and after remeshing. As shown in the graph, the satisfaction of equation (2.74) is
excellent after remeshing. This remeshing strategy is typically applied when the L2 norm of
equation (2.74) is greater than 10−4.
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Figure 2.16 – Remeshing of an ellipsoid. The remeshing algorithm acts in order to optimize
the mapping between the arc-lenght and the spectral grid.
2.3 Newtonmethod and linear stability analysis
Newton method is useful in order to identify solutions of a set of nonlinear differential equa-
tions, it is also possible to identify unstable solutions which are not observable in a DNS. This
is usually employed together with continuation method, in order to identify bifurcations and
different solution branches. We implement Newton method in the framework of BIM, as done
already in the literature [62, 63, 64].
As a recap, the Newton method solves numerically a nonlinear R→ R equation f (x) = 0
by iteratively solving the linearized equation. Namely, starting from an initial guess x0 the
linearized equation writes
f (x0+dx)≈ f (x0)+ d f
dx︸︷︷︸
J
dx, (2.75)
where we have neglected higher oder terms. Setting equation (2.75) to zero, we can ﬁnd the
solution to the linearized system as
dx =−J−1 f (x0), (2.76)
and a new solution is found as x1 = x0 +dx. Iterating this procedure, the method rapidly
converges to the nonlinear solution, provided that the initial guess is close enough. The
method is readily generalizable to a system of nonlinear equations.
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Figure 2.17 – Uniform discretization in θ ∈ [0,π]. Every mesh point has one degrees of free-
dom for the position along the direction set by θ. (a) Physical domain with a sketch of the
displacement of one mesh point and (b) correspondent interface position versus θ.
2.3.1 A well posed Newtonmethod for deformable droplets
A steady shape of the droplet is reached when the velocity normal to the interface u(n) =u ·n
vanishes, this comes from the impermeability condition (1.6). Discretizing the interface in N
collocation points, this condition gives N equations
u(n)i = 0, i = 1, . . . ,N . (2.77)
At ﬁrst, it might seem that we will not have enough equations for the degrees of freedom of
the problem. In fact, for every mesh point we have two degrees of freedom, axial and radial
position. It is therefore important to use a parametrization of the interface having only one
degree of freedom per point. For this purpose we will ﬁrst use polar coordinates, where every
mesh point is allowed to move only in one direction (see Figure 2.17). However, it is not
always possible to describe the droplet shape in polar coordinate, we will discuss this issue in
section 2.3.4.
At this stage, the reader might get confused between the parametrization used to solve the
boundary integral equations and the one used in the Newton method. Here we clarify this
point: the Newton method requires a problem with N equations and N unknowns, hence
the need for the polar coordinate parametrization. However, the nonlinear function (in this
case the normal velocity) can be computed by any mean or numerical method (in our case
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Boundary Integral Method in curvilinear coordinates). Our algorithm performs the following
operations:
1. Choose an initial droplet shape and discretize it in N points. This results in a vector
ρ0 = (ρ1, . . . ,ρN ).
2. Compute the residuals of the nonlinear function R = u(n) (normal velocity) with a
numerical method. In our case we use the Boundary Integral Method but one could use
another numerical method either (for example ﬁnite element methods).
3. Compute the Jacobian J. As we will see, the Jacobian is computed numerically by ﬁnite
differences and requires special treatment in order to enforce the conservation of the
droplet volume. Computing J requires N evaluations of the nonlinear function (again,
one can use his favorite numerical method to compute the nonlinear function, we use
the Boundary Integral method).
4. Solve the linearized equation dρ = J−1R in order to ﬁnd the droplet shape variation dρ.
5. Update the droplet shape ρ1 =ρ0+dρ and restart from (2) with this new guess. Usually
we consider that the solution has converged when ||R||∞ < 10−10. Less than 10 iterations
are normally sufﬁcient in order to satisfy this criterion.
2.3.2 BEM based Newtonmethod with singular preconditioning
As previously explained in section 2.3.1, the aim of our Newton method is to ﬁnd the zeros
of (2.77), which is a nonlinear function of the interface position ρ, taking N mesh point we
write the normal velocity u(n) =u ·n as
u(n)i =Fi (ρ1, . . . ,ρN )= 0, i = 1, . . . ,N . (2.78)
The Jacobian (computed using ﬁnite differences with Δh = 10−5) thus write as
Ji j =
∂u(n)i
∂ρ j
≈ ui (ρ1, . . . ,ρ j +Δh, . . . ,ρN )−ui (ρ1, . . . ,ρN )
Δh
i , j = 1, . . . ,N . (2.79)
However, solving the nonlinear system with this Jacobian will not work, because there are
inﬁnitely many droplets of different volumes which are a solution of (2.78). Mathematically
this means that the J has a neutral eigenvalue, whose associated eigenmode correspond-
ing to shapes spanning the family of possible solutions with different volumes. Therefore,
following [62], we ﬁx the volume of the droplet
V = 2
3
π
∫π
0
ρ3 sinθdθ, (2.80)
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and we get to the following system of equations
Fi (ρ1, . . . ,ρN )=u(n)i = 0, i = 1, . . . ,N , (2.81)
G (ρ1, . . . ,ρN )= 2
3
π
∫π
0
ρ3 sinθdθ−V = 0. (2.82)
This system has more equations that unknowns and it is therefore overdetermined. However
as we have mentioned before, since there is one neutral eigenmode, we can simply replace
one equation for the normal velocity with volume conservation. Writing the problem in term
of residuals we get
Ri (ρ)=u(n)i = 0, i = 1, . . . ,N −1, (2.83)
RN (ρ)= 2
3
π
∫π
0
ρ3 sinθdθ−V = 0. (2.84)
and the Jacobian where one line has been replaced with the linearized volume constraint ∂G∂ρ j
now writes as
JVi j =
∂Ri
∂ρ j
i , j = 1, . . . ,N . (2.85)
While this was the strategy implemented in [62], it seems not to work well in our case. In
ﬁgure 2.18 we show results from this implementation for a droplet in extensional ﬂow. From a
mathematical point of view, the Newton method works correctly, after few iterations the L∞
norm of the residuals is less than 10−10 and a droplet shape of the correct volume is obtained
(see Figure 2.18a). However, if we now look closer at the droplet shape, we can notice a bump
in the curvature K (see Figure 2.18b) corresponding to the matrix line where the volume
constraint has been replaced. Consequently, the normal velocity is not very small in this
node (see inset of Figure 2.18b). This situation is mathematically analogous to ﬁnding the
stresses on a rigid particle described in section 2.2.3, in fact we want to eliminate a neutral
eigenvalue with an integral condition but we run into trouble because the eigenvalue is not
precisely zero due to discretization errors. We propose therefore the same treatment, namely
we precondition the Jacobian in such a way that the eigenvalue becomes zero and then we
replace one line with the Jacobian of (2.84). Denoting v the column vector containing the
neutral eigenvector, we build the preconditioning matrix P= vvT and deﬁne
JP =PJ, RP =PR (2.86)
as the preconditioned Jacobian and residuals. Now the Jacobian is singular to machine
precision and we can add the volume constraint, thus obtaining the Jacobian JVP . The results
using this method are reported in Figure 2.19. The converged shape looks almost identical
to the one in ﬁgure 2.18, however a closer look at the curvature (see ﬁgure 2.19c) reveals that
there are no bumps. Also the normal velocity of the converged shape, despite only being
converged around a value of 10−6 and not to machine precision, is smooth.
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Figure 2.18 – Newton method based on BEM. The volume conservation constraint causes a
discontinuity in the interface shape highlighted by an unphysical bump in the curvature. (b)
Inﬁnity norm of the residuals versus number of Newton Method iteration. The inset shows the
converged droplet shape. (b) Curvature of the converged shape, the circle highlight a bump in
the curvature. The inset shows the velocity normal to the interface.
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Figure 2.19 – Newton method based on BEM with singular pre-conditioning of the Jacobian for
a drolpet in extensional ﬂow, Ca= 0.1, λ= 1 and N = 50. The volume conservation constraint
does not cause any discontinuity in the interface shape. (a) Inﬁnity norm of the residuals
versus number of Newton method iteration. The inset shows the converged droplet shape. (b)
Curvature of the converged shape. The inset shows the velocity normal to the interface.
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To conclude, we have used a BEM based Newton method, computing the Jacobian by ﬁnite
difference and using singular preconditioning. This method is able to converge to smooth
physical solutions for a droplet in extensional ﬂow, although the velocity normal to the inter-
face remains of the order of 10−6 and converges slowly only when increasing the number of
elements. In next sections we will describe a more accurate implementation based on the
Spectral Boundary Integral Method.
2.3.3 Spectral BIM based Newtonmethod
In this section we adapt the implementation of [51], developed for vesicles, to our deformable
droplet case. Namely, we represent the droplet shape with N Legendre modes (ρˆ1, . . . , ρˆN )
and usually 2N collocation points for dealiasing [58, 65, 51]. Motivated by the fact that the
system seems to be overdetermined when imposing drop volume V , we solve the system of
N −1 degrees of freedom imposing the 1st mode amplitude in order to conserve volume. Our
discretized system of the equation is
uˆ(n)i =Fi (ρˆ0, . . . , ρˆN−1)= 0, i = 0, . . . ,N −1 (2.87)
and it would have therefore N degrees of freedom but we can ﬁx one with volume conservation
ρˆ0 =G (V , ρˆ1, . . . , ρˆN−1). (2.88)
In this way the system has now N −1 degrees of freedom, namely
uˆ(n)i =Fi (ρˆ1, . . . , ρˆN−1,G (V , ρˆ1, . . . , ρˆN−1))= 0, i = 1, . . . ,N −1 (2.89)
The Jacobian of the nonlinear system of equations is now given as
Ji j = ∂uˆi
∂ρˆ j
. i , j = 1, . . . ,N −1, (2.90)
and computed with ﬁnite differences as before. With this strategy, the Newton method works
extremely well and the residuals converge rapidly to machine precision (see Figure 2.20a),
obtaining a very smooth shape and consequently smooth curvature (see Figure 2.20b). Note
that we include in the residuals also uˆ0 which does not explicitly appear in the Newton method
but still converges to machine precision (see inset of Figure 2.20b). The physical reason for
this is that, once (uˆ1, . . . , uˆN−1) are zero, than uˆ0 has to be zero in order to respect volume
conservation.
2.3.4 The novelty: Newtonmethod for overturning droplet geometries
As we have mentioned before, it is not always possible to describe the droplet shape in polar
coordinates (see Figure 2.21a), still we need a representation where the Newton method
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Figure 2.20 – Newton method based on Spectral BIM for a droplet in extensional ﬂow, Bo= 1,
λ= 1 and N = 30. The volume conservation constraint does not cause any discontinuity in
the interface shape. (a) Inﬁnity norm of the normal velocity modes versus number of Newton
method iteration. The inset shows the converged solution. (b) Curvature of the converged
shape. The inset shows the normal velocity modes.
is well posed. In this section we introduce an implementation that we have developed to
overcome this issue. Namely, the droplet shape is described as a perturbation of the initial
guess (base shape xB ). Such perturbation is applied only in the normal direction nB (s), the
only direction causing a modiﬁcation of the droplet shape. Namely, considering a base shape
xB = [zB (s),rB (s)], parametrized by s as in section 2.2.7, a perturbation δ(s) will be applied as
xB (s)+δ(s)nB (s) (see Figure 2.21b). By doing so, it is possible to describe any droplet shape,
provided that it does not overturn compared to the base shape xB , meaning that the interface
points of the ﬁnal shape have to be identiﬁed uniquely by a normal displacement of the
interface points of the initial guess.
The discretized system of the equations, including the volume conservation as in previous
section, is
uˆ(n)i =Fi (δˆ1, . . . , δˆN−1,G (V , δˆ1, . . . , δˆN−1))= 0, i = 1, . . . ,N −1 (2.91)
The Jacobian of the nonlinear system of equations is now given as
Ji j = ∂uˆi
∂δˆ j
. i , j = 1, . . . ,N −1, (2.92)
and computed with ﬁnite differences as before. As in the previous section, the Newton method
converges rapidly to machine precision (see Figure 2.22a), with the advantage of being able to
describe overtuning shapes.
As a ﬁnal note, we would like to point out that the same strategy for conserving the droplet
volume might be employed to impose other physical quantities. In the following we make
an example for a rising spherical droplet (as the case studied in section 2.2.2). The moving
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Figure 2.21 – (a) Elongated droplet where the representation in polar coordinates fails, ρ(θ)
is not a function of θ because it overturns. (b) Sketch of perturbation of the base shape by
displacing the interface in the normal direction.
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Figure 2.22 – Newton method based on Spectral BIM for a droplet in extensional ﬂow, Ca= 0.1,
λ = 1 and N = 30. Th representation in the direction normal to the interface allows for
computing overturning shapes. (a) Inﬁnity norm of the normal velocity modes versus number
of Newton method iteration. The inset shows the converged solution. (b) Curvature of the
converged shape. The inset shows the normal velocity modes.
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Figure 2.23 – Newton method for a rising droplet,Ca = 1, λ= 1 and N = 30. The center of mass
is constrained to the origin. (a) Inﬁnity norm of the normal velocity modes versus number
of Newton method iteration. The inset shows the converged solution. (b) Curvature of the
converged shape. The inset shows the normal velocity modes.
spherical droplet is a solution of the system of equation, however, in order to obtain a ﬁxed
(non-moving shape) as a solution one can solve the equations in the co-moving frame of
reference of the droplet. In this case, there are inﬁnite many solutions of the different axial
position of the droplet and in order to have a converging Newton method we have to impose
the axial location. We employ a similar strategy to what done before for the droplet volume,
namely we suppress one degree of freedom in order to impose the axial location of the droplet
zcm. Therefore, δˆ0 and δˆ1 are found imposing volume conservation and center ofmass location
δˆ0 =G (V , δˆ1, . . . , δˆN−1), (2.93)
δˆ1 =H (zcm, δˆ0, δˆ2, . . . , δˆN−1). (2.94)
We show the results in ﬁgure 2.23, where starting from an ellipsoidal droplet, the Newton
method converge rapidly to the spherical solution.
2.3.5 Linear stability analysis
Linear stability analysis is necessary to investigate the stability of the steady solutions obtained
for instance with Newton method. Having already computed the linearized operator (the
Jacobian), we can now proceed to linear stability analysis simply by computing the eigenvalues
of J. We use the ansatz η= ηˆ(s)exp(σt ) for the interface perturbations in the normal direction,
obtaining from perturbing (2.91), the eigenvalue problem
σηˆ= Jηˆ. (2.95)
The real part of σ determines the temporal evolution of the eigenmode (unstable when is
positive and stable when negative) while the imaginary one the spatial evolution. In ﬁgure 2.24
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Figure 2.24 – Stability analysis for a droplet in an extensional ﬂow, Ca = 0.1 and λ = 1. (a)
Eigenvalue spectra: there is one unstable eigenvalue. (b) Eigenmode associated to the unstable
eigenvalue. The inset shows the eigenmode superimposed to the base state. (c) Eigenmode
associated to the least stable eigenvalue. The inset shows the eigenmode superimposed to the
base state.
we plot the results of the linear stability analysis from the previously computed steady state
solution. The eigenvalue spectra reveals (see Figure 2.24a) the existence of one unstable
eigenvalue. Physically, the unstable eigenmode is a rigid body displacement (see Figure 2.24b)
that is known to exist in extensional ﬂow [66]. Therefore, strictly speaking about shape
instabilities, this droplet is stable. We show also the least stable mode (see Figure 2.24c) which
elongates the droplet.
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Figure 2.25 – Sketch of the domain. As (z,r )→ (z0,r0), the Green’s functions become singular.
2.4 Appendix
2.4.1 Appendix I: Study of the leading order singularity of Stokes kernels
We inspect the singularities of the Green’s function of axisymmetric Stokes ﬂow. Considering
the sketch in ﬁgure 2.25, the function become singular when (z,r )→ (z0,r0). The knowledge on
the behavior of the function close to (z0,r0) is crucial especially when using spectral method,
due to details that have been explained in section 2.2.7. Considering ﬁgure 2.25 we zoom on
the boundary of the domain (for example the droplet interface) and we go from cartesian to
a local polar coordinate where zˆ = z− z0 = εcosθ, r = r0+εsinθ and ε=
√
zˆ2+ (r − r0)2. The
boundary can be locally considered a straight line, as ε→ 0 the Green’s functions become
singular.
Special functions
As explained in section 2.1.5, the Green’s function for axisymmetric Stokes ﬂows contain
special functions, the so called elliptic integrals of ﬁrst and second kind F (k) and E (k), deﬁned
in equation (2.38). In order to study the leading order singularities it s necessary to know the
expansion of F (k) and E(k) as k → 1
F (k)= log
(
1	
1−k2
)
+ψ(1/2)+O(k2) E(k)= 1+O(k2)
whereψ denotes the digamma function andψ(0.5)= log(4). The corresponding expansions as
ε→ 0 are given by
F (k(ε))=− logε+ log(8r0)+ sinθ
2r0
ε+O(ε2), E(k(ε))= 1+O(ε2). (2.96)
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Stokeslet
The extended form of equation (2.34) reads
Mzz = 2k
√
r
r0
(
F (k)+ zˆ
2
ε2
E(k)
)
, (2.97)
Mzr = k zˆ
(r r0)1/2
[
F (k)− (r 20 − r 2+ zˆ2)
E(k)
ε2
]
, (2.98)
Mrz =−k zˆ
r0
(
r
r0
)1/2[
F (k)+ (r 20 − r 2− zˆ2)
E(k)
ε2
]
, (2.99)
Mrr = k
r0r
√
r
r0
{
(r 20 + r 2+2zˆ2)F (k)− [2zˆ4+3zˆ2(r 20 + r 2)+ (r 20 − r 2)2]
E(k)
ε2
}
. (2.100)
As ε→ 0 the Stokeslet becomes
Mzz =−2logε+ log(8r0)+cos2θ+O(ε), (2.101)
Mzr = sin(2θ)+O(ε), (2.102)
Mrz = sin(2θ)+O(ε), (2.103)
Mrr =−2logε+2log(8r0)−2(cos2θ+2)+O(ε). (2.104)
These expansions give us the leading order of the singularity and also the value of the non-
singular functions in (z0,r0). For example, the zeroth order of Mzz is needed in order to
evaluate the non-singular function Mzz +2logε= log(8r0)+cos2θ+O(ε) in (z0,r0).
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Stresslet
We now proceed in a similar way for the Stresslet, the Green’s function appearing in the double
layer potential. The extended form of equations (2.39) and (2.40) read
qzzz =− zˆ
3rk5
4(r r0)5/2
[
2(2−k2)
(1−k2)2 E(k)−
F (k)
1−k2
]
, (2.105)
qzzr = qzr z = r zˆ
2k5
4(r r0)5/2
[(
r
1−k2 −
r0(2−k2)
(1−k2)k2
)
F (k)
−
(
2r
2−k2
(1−k2)2 −2r0
1−k2+k4
(1−k2)2k2
)
E(k)
]
, (2.106)
qzr r = r zˆk
5
4(r r0)5/2
[(
r 20
k4+8k2−8
k4(1−k2) +2r
2 1
1−k2 −2r r0
2−k2
k2(1−k2)
)
F (k)
+
(
r 20
2k6−12k2+8
k4(1−k2)2 −2r
2 2−k2
(1−k2)2 +2r r0
2−2k2+2k4
k2(1−k2)2
)
E(k)
]
, (2.107)
qr zz = r zˆk
5
4(r r0)5/2
[(
r
2−k2
(1−k2)k2 − r0
1
1−k2
)
F (k)
+
(
−r 2−2k
2+2k4
k2(1−k2)2 +2r0
2−k2
(1−k2)2
)
E(k)
]
, (2.108)
qr zr = qrr z = r zˆk
5
4(r r0)5/2
[(
(r 20 + r 2)
2−k2
k2(1−k2) − r r0
2k4+8k2−8
(1−k2)k4
)
F (k)
+
(
− (r 2+ r 20 )
2−2k2+2k4
k2(1−k2)2 + r r0
4k6−4k4−12k2+8
k4(1−k2)2
)
E(k)
]
, (2.109)
qrr r = k
5
4(r r0)5/2
[(
r 3
2−k2
(1−k2)k2 − r
2r0
3k4+16k2−16
k4(1−k2)
+ r r 20
−3k6−26k4+96k2−64
k2(1−k2) − r
3
0
k4+8k2−8
k4(1−k2)
)
F (k)
+
(
r 3
−2+2k2−2k4
k2(1−k2)2 − r
2r0
6k6−4k4−24k2+16
k4(1−k2)2
− r r 20
6k8−2k6−62k4+128k2−64
k6(1−k2)2 − r
3
0
2k6−12k2+8
(1−k2)2k4
)
E(k)
]
. (2.110)
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As ε→ 0, the leading order terms are
qzzz =−8cos
3θ
ε
−4cos
3θ sinθ
r0
+O(ε), (2.111)
qzzr = qzr z =−8cos
2θ sinθ
ε
+2cos2θ1+2sin
2θ
r0
+O(ε), (2.112)
qzr r =−8cosθ sin
2θ
ε
+12cosθ sin
3θ
r0
−4cosθ sinθ(1+4sin
2θ)
r0
+O(ε), (2.113)
qr zz =−8cos
2θ sinθ
ε
+12cos
2θ sin2θ
r0
+2cos2θ1−8sin
2θ
r0
+O(ε), (2.114)
qr zr = qrr z =−8cosθ sin
2θ
ε
−4cosθ sin
3θ
r0
+O(ε), (2.115)
qrr r =−8sin
3θ
ε
−4sin
4θ
r0
+ 6
r0
−2sin
2θ
r0
+O(ε). (2.116)
As expected, the leading order singularity of the Stresslet is 1/ε. However, we have to consider
that the integrand is actually a sum of Stresslets, namelyQji = qj iknk . Therefore, considering
the expression of the normal vector to a curve
nz =−sinθ− cosθ
ε′(0)
ε+O(ε2),
nr = cosθ− sinθ
ε′(0)
ε+O(ε2),
one can see that the integrand is actually non-singular
Qzz = qzzznz +qzzr nr = 2cos2θ4r0−ε
′(0)cosθ
r0ε′(0)
+O(ε), (2.117)
Qzr = qzr znz +qzr r nr = sin(2θ)4r0−ε
′(0)cosθ
r0ε′(0)
+O(ε), (2.118)
Qr z = qr zznz +qr zr nr = sin(2θ)4r0−ε
′(0)cosθ
r0ε′(0)
+O(ε), (2.119)
Qrr = qrr znz +qrr r nr = 16r0 sin
2θ+ε′(0)(11cosθ+cos(3θ))
2r0ε′(0)
+O(ε). (2.120)
More often, the domain boundaries are represented in curvilinear coordinates [z(s),r (s)].
For this reason it is necessary to express cosθ, sinθ and ε′(0) in the more general z(s),r (s)
curvilinear system of coordinates, with s ∈ [0,1]. After developing the calculations we obtain
cosθ = −z
′
	
z ′2+ r ′2
, (2.121)
sinθ = −r
′
	
z ′2+ r ′2
, (2.122)
dε
dθ
∣∣∣
0
= 2(z
′2+ r ′2)3/2
z ′′r ′ − r ′′z ′ . (2.123)
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Simulation time
Computation of the
Green’s functions
Build single and double
layer potential
Figure 2.26 – Time spent in the ﬁrst ten (from longer to shorter time) subroutines of the code.
This expressions allow the calculation of equation (2.117) (2.118) (2.119) (2.120) in curvilinear
coordinates.
2.4.2 Appendix II: Computational efﬁciency of BIM
We hereby make a few considerations about the computational efﬁciency of the Boundary
Integral Method. We focus in particular on the simulation reported in ﬁgure 2.8a for λ= 10,
which represents well a typical simulation. In Figure 2.26 we show the time spent in every
routine of the code. First of all, the total time of the simulation is ≈ 23s. Interestingly, most
of the time is spent to build the single and double layer operators (≈ 14s) and not to solve
the linear system. Even more surprising, a considerable amount of time (≈ 7.5s) is spent to
compute the (analytically known!) Green’s functions. This is because of the complexity of the
Green’s functions that include elliptic integrals.
The consideration that we make are general to most of the simulation that we have performed.
The only exception is that. when the geometry is extremely complicated, the remesh algorithm
can take a signiﬁcant amount of computational time altought it never exceeds 20% of the total
duration of the simulation.
49



3 The stability of a rising droplet: an
inertialess non-modal growth mecha-
nism
G. Gallino1, L. Zhu1,2,3 and F. Gallaire1
1Laboratory of Fluid Mechanics and Instabilities, EPFL, CH1015 Lausanne, Switzerland
2Linné Flow Centre and Swedish e-Science Research Centre (SeRC), KTH Mechanics, SE 10044
Stockholm Sweden
3Department of Mechanical and Aerospace Engineering, Princeton University, NJ 08544, USA
Journal of Fluid Mechanics, 786 (2016): R2.
Prior modal stability analysis [4] predicted that a rising or sedimenting droplet in a viscous
ﬂuid is stable in the presence of surface tension no matter how small, in contrast to experi-
mental and numerical results. By performing a non-modal stability analysis, we demonstrate
the potential for transient growth of the interfacial energy of a rising droplet in the limit of
inertialess Stokes equations. The predicted critical capillary numbers for transient growth
agree well with those for unstable shape evolution of droplets found in the direct numerical
simulations of [6]. Boundary integral simulations are used to delineate the critical amplitude
of the most destabilizing perturbations. The critical amplitude is negatively correlated with
the linear optimal energy growth, implying that the transient growth is responsible for reduc-
ing the necessary perturbation amplitude required to escape the basin of attraction of the
spherical solution.
3.1 Introduction
The instability of capillary interfaces has long been an intriguing topic in ﬂuid mechanics.
Perhaps one of the earliest investigated interfacial instability phenomena is the Rayleigh-
Taylor instability, where a denser ﬂuid located above a lighter one protrudes into the latter
due to any arbitrary small perturbation of the initially ﬂat interface. However, this protrusion
is not always observed when a droplet rises or sediments into another density-contrasted
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ﬂuid. According to [67] and [54], a spherical translating droplet is a solution of this problem
in the Stokes regime, regardless of the presence or magnitude of the surface tension. What
remains unknown, however, is the existence of other equilibrium shapes of the droplet and
the inﬂuence of surface tension on the stability of the spherical solution.
Experiments were conducted by [4] to examine this issue. Two patterns of shape instability
were observed: depending on the viscosity ratio λ, a protrusion or an indentation at the rear
of droplet was seen to grow with time. [4] also performed a linear stability analysis assuming
that the droplet underwent small deformations. A linear operator depending on the viscosity
ratio λ and capillary number Ca (inversely scaling with the surface tension) was derived
which governs the linearised droplet shape evolution. It was found that, irrespective of the
value of Ca, i.e. even for arbitrary small surface tension, the eigenvalues of the operator had
negative real part, pointing to a linearly stable shape. The authors recognized that this linear
stability study contradicted their experiments showing instabilities with ﬁnite surface tension;
Direct numerical simulations (DNS) [6] also reported the unstable shape evolution of slightly
disturbed droplets in the presence of sufﬁcient surface tension (Ca< 10). Recent numerical
work has examined the effect of surfactants [68] and viscoelasticity [69] on this scenario.
The contradiction between the theory and experiments/DNS is somewhat reminiscent of the
case of the ﬁngering instability of a ﬁlm ﬂowing down an inclined plane: the experimentally-
measured [70, 71] critical inclination angle triggering instability was found to be well below
that obtained from the linear theory. [72] discovered that the traditional spectrum analysis
failed to capture the short-time but signiﬁcant energy ampliﬁcation of the perturbations
near the contact line. They pinpointed the missing mechanism by performing a so-called
non-modal analysis, borrowed from the transient growth theory founded and developed in
the early 1990s for hydrodynamic stability analysis [25, 73, 74], to identify and interpret the
short-time energy ampliﬁcation.
The non-modal tools of stability theory have been used to explain the discrepancies between
the theoretically computed critical Reynolds number and the experimentally-observed coun-
terpart in a variety of wall-bounded shear ﬂows [75]. The traditional eigenvalue analysis as also
used in [4], i.e. the so-called modal approach, can sometimes fail to interpret real ﬂow dynam-
ics as the spectrum of the linear operator only dictates the asymptotic fate of the perturbations
without considering their short-term dynamics [26]. The non-modal analysis, in contrast, is
able to capture the short-time perturbation characteristics and determine the most dangerous
initial conditions leading to the optimal energy growth. In addition to its great success in the
traditional hydrodynamic stability analysis, it has been also used to elucidate complex ﬂow
instability problems including capillary interfaces [76], thermal-acoustic interactions [77, 78]
and viscoelasticity [79].
In this paper, we perform a non-modal analysis to investigate the shape instability of a rising
droplet in an ambient ﬂuid, neglecting inertial effects. After introducing the linearised equa-
tions and operator in Sec. 3.2 and the non-modal approaches in Sec. 3.3, we demonstrate the
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existence of transient growth and predict the critical capillary numbers required for instability
to become possible in Sec. 3.4. In Sec. 3.5, we conduct in-house DNS to compute the nonlinear
shape evolutions of the droplets initiated with the linear optimal perturbations and identify
the minimal amplitudes leading eventually to instability. We further analyse the relationship
between the optimal growth and the critical amplitude of perturbation. We ﬁnally examine
how the instability pattern is related to the viscosity ratio and propose a phenomenological
explanation in Sec. 3.6.
3.2 Governing equations and linearisation
We study the dynamics of a buoyant droplet rising in an ambient ﬂuid in the Stokes regime.
The droplet is assumed to be axisymmetric and the axis is along the z direction with gravity
g = −gez . The two Newtonian immiscible ﬂuids, one carrying the droplet (ﬂuid 2), and
the other constituting the droplet (ﬂuid 1) are characterized by different densities ρ2 > ρ1,
inducing (without loss of generality) an upward migration of the droplet. Likewise, their
viscosities are μ2 and μ1 respectively, with a ratio λ=μ1/μ2. The interface between the two
ﬂuids has a uniform and constant surface tension coefﬁcient γ. The undeformed state of the
droplet is a sphere of radius a and terminal velocityUter = a
2g (ρ2−ρ1)
μ2
1+λ
3(1+3λ/2) [24]. We use a
andUter as the reference length and velocity scales, and μ2Uter/a as the reference scale for p
and σ, the modiﬁed pressure (removing the hydrostatic part) and the corresponding stress
tensor respectively [16]. Hence, the governing equations for the non-dimensional velocity and
pressure ﬁeld inside the droplet
(
u1,p1
)
and that outside the droplet
(
u2,p2
)
are written as
∇·u1 = 0,−∇p1+λ∇2u1 = 0,
∇·u2 = 0,−∇p2+∇2u2 = 0, (3.1)
where the velocity is zero at inﬁnity and the boundary conditions on the interface are
u1 =u2,
σ2 ·n−σ1 ·n= [∇s ·n/Ca+3z (1+3λ/2)/(1+λ)]n. (3.2)
Here, n is the unit normal vector pointing from the interface towards the carrier ﬂuid and
Ca=μ2Uter/γ is the capillary number indicating the ratio of the viscous effect with respect to
the surface tension effect.
Following [4], the interface of an axisymmetric droplet undergoing small deformation can be
expressed in polar coordinates as
R (θ)= 1+δ
∞∑
n=2
(2n+1) fnPn (cosθ) , (3.3)
where θ is the polar angle measured from the rear of droplet, R(θ) is the polar distance (see
ﬁgure 7.1), δ indicates the amplitude of the deformation, the Pn are the nth-order Legendre
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Figure 3.1 – An axisymmetric droplet rising in the quiescent ﬂuid, along the axial (z) direction.
The ﬂuid inside and outside is labelled as ﬂuid 1 and ﬂuid 2 respectively, so as their dynamic
viscosities (μ1, μ2) and densities (ρ1, ρ2). The polar coordinates R (θ) are used to represent its
shape, where θ is measured from its rear stagnation point. L and B is the axis length along the
revolution axis and orthogonal directions.
polynomials and the fn are the corresponding coefﬁcients. The ﬁrst two terms P0 and P1
are removed such that the volume of the droplet is conserved and its centroid stays at the
origin [4]. To advance the interface, the kinematic condition ∂R(θ, t )/∂t =u(θ, t ) ·n is applied.
Following [4] and linearising the governing equations and truncating the series expansion, the
evolution of the droplet can be obtained by solving a system of ordinary differential equations,
df/dt=Af, (3.4)
where the shape coefﬁcient f= ( f2, f3, ..., fm+1)T is a truncated vector and A is an m×m matrix
depending on λ and Ca. It should be noted that the shape of the droplet can be expressed
by a unique series of coefﬁcients fδ and vice versa; for a certain f, the effective shape varies
signiﬁcantly with the amplitude and sign of δ. For the truncation of f we use m = 1000
throughout our study: extensive tests using larger values of m conﬁrm that our results are
independent of this truncation level.
3.3 Non-modal analysis: Theory
As shown by the modal analysis of [4], the operator A has a stable spectrum with all of its
eigenvalues having negative real parts, irrespective of the magnitude of the surface tension, as
long as the capillary number is ﬁnite. This model analysis predicts the long-term behaviour of
the disturbance but in the short-term limit it is only valid if the linear operator A is normal,
i.e. its eigenvectors are orthogonal. In the case of a non-normal operator, even though
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the amplitudes of all eigenmodes decay exponentially, their nonorthogonality can lead to
a transient energy growth over a short time. We indeed found that A was non-normal. The
optimal growthGmax of the initial energy (L2 norm) over a chosen time interval [0,T ] [75] is
Gmax(T )=max
f(0)
[
G (T )= ||f(T )||2||f (0) ||2
]
= ||exp(TA)||2, (3.5)
where f (0) denotes the initial perturbation. Gmax(T ) represents the maximum ampliﬁcation
of the initial energy at a target time (the so-called horizon) T where the optimization has been
performed over all possible perturbations f (0). The optimal initial perturbation for horizon
T will be denoted fopt[T ] (0). The quantity G
max is the envelope of all individual gain proﬁles,
indicating the presence of transient growth whenGmax (T )> 1 for some T .
Compared with the L2 norm in equ. 3.5, it is natural to introduce a physically-driven form of
energy, designed for the physical problem at hand. In the present study, the variation of surface
area of the droplet ΔS is chosen as the target energy, since γΔS indicates the interfacial energy
throughout the evolution: ΔS is zero only for a spherical droplet and is positive otherwise. The
surface area is S = 2π∫π0 R2 sinθ√1+ [(1/R)(∂R/∂θ)]2dθ. Assuming small deformation and
thus 1R
∂R
∂θ  1, a Taylor expansion yields
S = 2π
∫π
0
R2 sinθ
(
1+ 1
2R2
(
∂R
∂θ
)2)
dθ. (3.6)
Plugging 3.3 into 3.6, the area variation ΔS = S−4π is found to be
ΔS/
(
2πδ2
)= fTMΔSf+o (δ2) , (3.7)
where MΔS is the so-called weight matrix [26] of size m×m, with entries
MΔS
(
i , j
)= 2δKi j (2i +1)+ 12 (2i +1)(2 j +1)
∫π
0
P ′i (cosθ)P
′
j (cosθ)sin
3θdθ. (3.8)
The optimal growth of ΔS can now be deﬁned as
GmaxΔS (T )=maxf(0)
[
GΔS (T )=
	
ΔS (T )	
ΔS (0)
]
=max
f(0)
[
GΔS (T )=
√
fTMΔSf√
fT (0)MΔSf (0)
]
. (3.9)
By Cholesky decomposition MΔS = FTF, the above equation is formulated as
GmaxΔS (T )=maxf(0)
[
GΔS (T )= ||Ff (T ) ||2||Ff (0) ||2
]
. (3.10)
In a similar way to how the asymptotic stability (t →∞) is determined by the eigenvalues of
the evolution operator A, the maximum instantaneous growth rate of the perturbation energy
at t = 0+ can be determined algebraically, expanding the matrix exponential exp(tA)≈ I + tA
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at t = 0+. The growth rate of the excess area ΔS is then
1
ΔS
dΔS
dt
∣∣∣
t=0+
= f
T(0)
[
ATFTF+FTFA] f(0)
fT(0)FTFf(0)
. (3.11)
By introducing h= Ff(0), the maximum growth rate of ΔS is formulated as
max
1
ΔS
dΔS
dt
∣∣∣
t=0+
=max
h
hT
[
FAF−1+ (FAF−1)T]h
hTh
, (3.12)
which becomes the optimization of a Rayleigh quotient with respect to h. Because FAF−1+(
FAF−1
)T
is a symmetric operator, the maximum is given by its largest eigenvalue,
max
1	
ΔS
d
	
ΔS
dt
∣∣∣
t=0+
= smax
[
1
2
(
FAF−1+ (FAF−1)T)] , (3.13)
where smax [·] denotes the largest eigenvalue. This maximum instantaneous growth rate is
commonly called the numerical abscissa [80], which is closely linked to the numerical range
WΔS (A,F) deﬁned as the set of all Rayleigh quotients,
WΔS (A,F)≡ {z : z =
(
FAF−1p,p
)
/
(
p,p
)
}. (3.14)
The numerical range is the convex hull of the spectrum for a normal operator (and is therefore
always in the stable half plane zr < 0 for a stable operator) , but can extend signiﬁcantly to even
protrude into the unstable half-plane zr > 0 for stable non-normal operators. Its maximum
protrusion is equal to the numerical abscissa and thus determines the maximum energy
growth rate at t = 0+.
3.4 Non-modal analysis: results
3.4.1 Transient growth and numerical range
In ﬁgure 3.2, we show the optimal growth of the interfacial energy GmaxΔS (T ) for viscosity of
ratios λ = 0.5 and 5, varying the capillary number Ca. The threshold value of Ca to yield
transient growth is between 4 and 5, in accordance with the rightmost boundary of the
numerical range (see inset) depicted in the complex plane (zr ,zi ). The boundary is almost
tangent to zr = 0 at Ca≈ 4.9 forλ= 0.5 and Ca≈ 4.53 forλ= 5 representing the critical capillary
number Cac above which the maximum energy growth rate at t = 0, maxf(0) 1	ΔS
d
	
ΔS
dt |t=0+ , is
positive, guaranteeing transient growth.
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Figure 3.2 – The optimal growth of the interfacial energyGmaxΔS (T ) versus the nondimensional
time T , for viscosity ratio λ= 0.5 (a) and λ= 5 (b); for each case, four capillary number Cas
are shown and for the highest Ca, the time Tmax corresponding to the peak energy growth is
marked. The inset shows the boundary of the numerical range (zr ,zi ).
3.4.2 Linear growth and shape evolutions
Non-modal analysis not only predicts the maximum energy growth over a particular time
interval, but also provides the optimal perturbation, i.e. the initial shape coefﬁcients fopt[T ] (0)
that ensure the optimal gain at horizon T . Figure 3.3 depicts the individual energy gains
GΔS for four optimal initial conditions f
opt
[T ] (0) corresponding to T = 0.2, 1.05, 3.95 and 5.45,
with λ = 0.5 and Ca = 6. Their gain proﬁles are tangent to GmaxΔS (T ) at t = T . The optimal
perturbation targeting T = Tmax = 2.95 coincides with the optimal growthGmaxΔS at its peak.
Assuming small deformation amplitude and integrating equ. 3.4 in time, the linear shape
evolution is readily reconstructed for the droplets with the four optimal initial conditions,
depicted in ﬁgure 3.3, at time t = 0 (dashed), 2.5,5,7.5,10 (light solid) and the target time
t = T (solid); the evolution is shown for negative/positive δ in (a)/(c). For both signs, the
initial perturbation is mainly introduced near the tail (θ = 0) of the droplet where the interface
is respectively ﬂattened for δ < 0 and stretched for δ > 0 while the front part of the droplet
remains spherical. In accordance with the modal analysis implying a linearly stable evolution,
the perturbations eventually decay and the droplets ﬁnally recover a spherical shape.
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Figure 3.3 – Linear growthGΔS of the interfacial energy of the droplets with an optimal initial
perturbation fopt[T ] (0) for the target times T = 0.2, 1.05, 2.95 and 5.45; the solid curve indicates
the optimal growth GmaxΔS (T ) and it reaches its peak at T = Tmax = 2.95. The linear shape
evolution of the perturbations are shown for negative and positive δ, on the left and right
panel respectively.
3.5 Nonlinear analysis
3.5.1 Nonlinear energy growth and shape evolution using DNS
As the droplets deform more and more on increasing the initial perturbation amplitude,
nonlinearities become signiﬁcant and the droplet evolution cannot be adequately described
by the linearised equations. We resort to DNS to address the non-linear dynamics using a
three-dimensional axisymmetric boundary integral implementation, following the standard
approach of [6].
We focus on the droplets ofλ= 0.5 andCa= 6with the optimal perturbation fopt[Tmax] (0) achieving
the peak of the optimal energy growth GmaxΔS at Tmax. Two slightly different magnitudes of
perturbation δ= 0.0496,0.0505 are chosen for the positive δ and similarly δ=−0.122,−0.126
for the negative case. Their energy growthGΔS (t )=
√
ΔS(t )
ΔS(0) is plotted in ﬁgure 3.4a, together
with the linear counterpartGΔS (t ) using equ. 3.7. The linear and non-linear energy growth
share the same trend in the initial growing phase t < 3, but differ as the former is approximated
by a truncated Taylor expansion. For the two values of δ with the same sign but slightly
different magnitude, the energy growth curves almost collapse before reaching their peaks
at t ≈ 4, but diverge afterwards; GΔS decays for the smaller magnitudes δ = −0.122 and
δ= 0.0496 indicating stable evolutions but maintains a sustained value around 1 for larger
initial amplitudes δ=−0.126 and δ= 0.0505, implying the onset of instability.
The shape evolutions of droplets are shown in ﬁgure 3.4b. For δ = −0.122 and −0.126, no
signiﬁcant difference is observed for 0 < t < 7.5: an inward cavity develops at the rear and
sharpens; it is subsequently smoothed out and disappears for δ = −0.122 while it keeps
60
3.5. Nonlinear analysis
0 2 4 6 8 10
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.55
Figure 3.4 – (a): Nonlinear energy growthGΔS of the droplets with the optimal perturbation
fopt[T ] (0) for the target time T = Tmax = 2.95; the solid curve indicates the linear energy growth.
For positive δ,GΔS of droplets with δ= 0.0496 and 0.0505 are shown, the former/latter being
stable/unstable; for negative δ, the chosen value leading to stable and unstable evolution
is δ = −0.122 and δ = −0.126 respectively. (b): The shape evolutions of the corresponding
droplets.
growing to form a long indentation for δ=−0.126. These two values of δ bound a threshold
initial amplitude required to excite nonlinear instabilities. A similar trend is found for positive
values of δ, while the instability arises through the formation of a dripping tail.
It becomes natural to introduce δc, the critical magnitude of the perturbation above/be-
low which the evolution of the drop is unstable/stable. Parametric computations are con-
ducted to identify δ±c within a conﬁdence interval (for instance δ+c ∈ [0.0496,0.0505] and
δ−c ∈ [−0.122,−0.126] as in ﬁgure 3.4). Searching in both directions, the critical amplitude
is then deﬁned as δc = min(|δ+c |, |δ−c |). When λ = 0.5 and Ca = 6, |δ−c | > |δ+c |, implying that
the instability tends to favour an initially stretched tail with respect to a ﬂattened bottom;
otherwise when λ= 5 the situation reverses (|δ−c | < |δ+c |), as discussed in next section.
3.5.2 Critical amplitude of the perturbation δc
Following the description of the previous paragraph, the critical deformation amplitude δc (T )
can be determined for any targeting time T and associated optimal initial perturbation fopt[T ] (0).
The critical deformation amplitude δc (T ) is plotted in ﬁgure 3.5 for Ca= 6 and both λ= 0.5
and λ= 5, together with the optimal growthGmaxΔS . The critical deformation amplitude δc is
negatively correlated withGmaxΔS and corresponds to a target time T slightly larger than Tmax
where the peak transient growth is reached. This shows that the transient growth reduces the
threshold non-linearity needed to trigger instabilities and consequently the critical magnitude
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Figure 3.5 – The critical perturbation magnitude δc for: (a): (λ,Ca)= (0.5,6) and (b): (λ,Ca)=
(5,6). The upper and lower limits of δc (measured by the left scale) are plotted versus the
target time T , with a curve ﬁtted to show the trend. Accordingly, the linear energy growthGΔS
(measured by the right scale) is provided. δPc and δ
O
c is the critical magnitude for an initially
prolate and oblate respectively.
of the initial perturbation.
We also determined the critical amplitudeδP/Oc for an initially prolate (P) / oblate (O) ellipsoidal
droplet to be unstable, as reported in ﬁgure 3.5. When the ﬂuid inside the droplet is less viscous
than the one outside, i.e. λ< 1, an initially prolate droplet is more unstable, δPc is less than half
that of an oblate droplet δOc ; the trend reverses as λ> 1. Such an observation is in agreement
with the results of [6] using DNS (see ﬁg. 11 of their paper). As expected, the minimum δc
using the optimal perturbations is smaller than min(δPc ,δ
O
c ) based on the limited family of
ellipsoidal shapes.
So far, we have analysed the critical amplitude δc of perturbations exhibiting transient energy
growth. We would like to know how it varies as the transient growth decreases and even disap-
pears as it is suppressed by high surface tension. In addition to Ca= 6, the time-dependence
of δc is shown in ﬁgure 3.6 for Ca= 4,5. As expected, δc increases with decreasing Ca, by a
factor of approximately 3, varying from the highest to the lowest Ca. With respect to T , δc
varies non-monotonically for Ca= 5,6 showing transient growth. In the absence of transient
growth, like for Ca= 4, δc increases with T monotonically. Indeed, without transient growth,
the energy decays monotonically and Tmax = 0, hence the minimum δc appears at T ≈ 0.
3.6 Conclusion and discussions
In this paper, we have performed non-modal analysis and DNS to investigate the shape
instabilities of an intertialess rising droplet which tends to recover the spherical shape, the
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Figure 3.6 – Akin to ﬁgure 3.5, adding δc of two smaller Cas for (a): λ= 0.5 and (b): λ= 5.
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Figure 3.7 – The ﬂow ﬁeld co-moving with the droplet, using the optimal initial coefﬁcient
fopt[Tmax] (0) , when (λ,Ca)= (0.5,6), (a): δ=−0.126 and (b): δ= 0.0505. The red dot indicates the
stagnation point of the ﬂow.
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attractor solution, due to surface tension. For sufﬁciently low surface tension, transient
growth of the interfacial energy arises and leads to a bypass transition. This reduces the
initial disturbance amplitude required to trigger instability, hence signiﬁcantly decreasing the
threshold magnitude of perturbation for the droplet to escape the basin of attraction. This
magnitude is negatively correlated to the optimal growth of the interfacial energy.
We now compare our results with the work of [6] who employed DNS to identify the critical
capillary number Cac leading to shape instabilities of an initially prolate or oblate ellipsoidal
sedimenting droplet; the magnitude of perturbation is Δ = L−BL+B (see ﬁgure 7.1). For their
lowest magnitude |Δ| = 1/21 considered, Cac ∈ (4,5) for λ= 0.1,0.5 and 5, indeed close to our
prediction: Cac ≈ 5.42, 4.9 and 4.53 respectively for the same λ. Additionally, [6] observed that
for a viscosity ratio λ< 1/λ> 1, the ﬁrst unstable pattern appears as a protrusion/indentation
developing near the tail of the droplet that is initially a prolate/oblate. The trend holds in our
case even though we search over all possibilities for the most ’dangerous’ initial perturbation
instead of using an initially ellipsoidal shape. This is also reﬂected from the initial shapes:
as λ< 1/λ> 1, the optimal shape shares a common feature with an oblate/prolate ellipsoid,
namely its rear interface is compressed/stretched.
To explain the dependence of the instability patterns on the viscosity ratio λ, let us focus on
the velocity ﬁeld near the tail of the droplet (see ﬁgure 3.7), where the ﬂow resembles a uniaxial
extensional ﬂow, drawing the tip into the drop on the top side and pulling it outwards on the
other side. We suggest that this imbalance induces the onset of the shape instability. The
internal (respectively external) viscous force on the tip is μ1∂u
tip
z /∂z (respectively μ2∂u
tip
z /∂z).
When μ1 < μ2, i.e. λ < 1, the external viscous effect overcomes the internal one, hence the
perturbation tends to be stretched outward to form a protrusion; otherwise, when λ> 1, it is
prone to be sucked inwards to form an indentation.
Developed originally for hydrodynamic stability analysis, non-modal tools have here demon-
strated the predictive capacity for the inertialess shape instabilities of capillary interfaces.
This work might stimulate the application of non-modal analysis for complex multiphase ﬂow
instabilities even at low Reynolds number.
Acknowledgements
L.Z. thanks Francesco Viola for the helpful discussions. We thank the anonymous referee for
pointing out an incorrect coefﬁcient in our previous derivation. Computer time from SCITAS
at EPFL is acknowledged, and the European Research Council is acknowledged for funding
the work through a starting grant (ERC SimCoMiCs 280117).
64
4 Edge states control droplet breakup
in subcritical extensional ﬂows
G. Gallino1, T. M. Schneider2 and F. Gallaire1
1Laboratory of Fluid Mechanics and Instabilities, EPFL, 1015 Lausanne, Switzerland
2Emergent Complexity in Physical Systems Laboratory, EPFL, 1015 Lausanne, Switzerland
Accepted in Physical Review Fluids.
A ﬂuid droplet suspended in an extensional ﬂow of moderate intensity may break into pieces,
depending on the amplitude of the initial droplet deformation. In subcritical uniaxial exten-
sional ﬂow the nonbreaking base state is linearly stable, implying that only a ﬁnite-amplitude
perturbation can trigger breakup. Consequently, the stable base solution is surrounded by
its ﬁnite basin of attraction. The basin boundary, which separates initial droplet shapes re-
turning to the non-breaking base state from those becoming unstable and breaking up, is
characterized using edge tracking techniques. We numerically construct the edge state, a
dynamically unstable equilibrium whose stable manifold forms the basin boundary. The edge
state equilibrium controls if the droplet breaks and selects a unique path towards breakup.
This path physically corresponds to the well-known end-pinching mechanism. Our results
thereby rationalize the dynamics observed experimentally [H. A. Stone and L. G. Leal, J. Fluid
Mech. 206, 223 (1989)].
4.1 Introduction
The shape of a droplet in low-Reynolds-number ﬂows results from two competing effects, the
viscous forces stretching the droplet and the surface tension forces reducing its deformation
in order to minimize the droplet surface area. When the ratio between viscous forces and
surface tension forces, deﬁned as the capillary number Ca, is large, the droplet may deform
until breaking into smaller droplets [81, 66, 82].
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Taylor was the ﬁrst to systematically study this phenomenon, by placing a liquid drop in ﬂow
ﬁelds generated by counter-rotating rollers [1]. Imposing a hyperbolic ﬂow, he observed that
when the capillary number exceeds a critical value Cacrit, the droplet always breaks. Consistent
results were later obtained in experimental [83, 84] and numerical [85] studies. At the critical
capillary number, the nonbreaking equilibrium state, or base state, undergoes a saddle-node
bifurcation [86, 87] and no longer exists for Ca>Cacrit. Interestingly, the droplet can break up
even for a subcritical value of Ca, depending on its initial shape [11, 53, 5]. The dependence of
the droplet stability upon the initial shape indicates the existence of a ﬁnite basin of attraction
surrounding the base state. Initial droplet shapes evolving towards the base state are separated
from those breaking apart by the basin boundary, a co-dimension one manifold in the state
space spanned by all possible droplet shapes.
Due to the high dimensionality of the state space and the inﬁnite number of possible initial
shapes, it is challenging to characterize the basin of attraction and predict if a droplet breaks up.
The situation is however analogous to other high-dimensional nonlinear dynamical systems
characterized by a ﬁnite basin of attraction, such as in pipe ﬂow and plane Couette ﬂow,
where the laminar base ﬂow is linearly stable and a ﬁnite-amplitude perturbation is needed
to trigger turbulence. In the latter cases, recent studies have demonstrated the relevance of
unstable equilibrium states embedded in the basin boundary. Of speciﬁc importance are edge
states [28, 88], unstable equilibria in the basin boundary with only a single unstable direction.
These edge states are attracting for the dynamics conﬁned to the basin boundary but unstable
in the direction perpendicular to the boundary. Their signiﬁcance lies in their guiding role for
the transition between laminar and turbulent ﬂows.
In this letter we show that an unstable edge state equilibrium embedded in the basin boundary
of the base state governs the break-up dynamics of a droplet in a subcritical uniaxial exten-
sional ﬂow. In fact, the unstable direction of the edge state selects an almost unique path
towards droplet breakup.
4.2 Numerical method
We consider a droplet of ﬂuid 1 and unperturbed radius R suspended in ﬂuid 2, the viscosity
ratio between the two ﬂuids is λ=μ1/μ2 and the surface tension γ. The characteristic length
scale of the problem is R and the velocity scale γ/μ2. After nondimensionalization, the
axisymmetric droplet shape is expressed in cylindrical coordinates as x= [z(t , s),r (t , s)], with z
the axial and r the radial coordinates, t the time, and s ∈ [0,1] the spatial curvilinear coordinate
along the droplet’s meridian (see ﬁgure 7.1).
The unknown interface velocity u = [uz(t , s),ur (t , s)] on a point of the interface x0 is deter-
mined by solving the Stokes equations in ﬂuids 1 and 2. The creeping ﬂow equations can be
recast into a boundary integral equation [66, 49]. Consequently, the interface velocity is given
by an integration along the droplet interface of arc length l ,
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Figure 4.1 – Sketch of the axisymmetric droplet, its parametrization, and the coordinate system.
The arrows indicate the direction of the extensional ﬂow.
4π(1+λ)u(x0)= 8πu∞−
∫l
0
M(x,x0) ·Δf(x)dl (x)+ (1−λ)
∫l
0
u(x) ·q(x,x0) ·n(x)dl (x),
(4.1)
where M and q are the velocity and stress Green’s functions of axisymmetric Stokes ﬂow
respectively [50], n is the normal vector pointing into the suspending ﬂuid andΔf(x)= (∇s ·n)n
is the discontinuity in normal stresses scaled by γ/R. In the far ﬁeld we impose vanishing
pressure p → 0 and the uniaxial extensional ﬂow u∞ = Γ ·x0 where, in cylindrical coordinates
(z,r ) and omitting the θ direction,
Γ= Ca
2
(
2 0
0 −1
)
.
The capillary number Ca=μ2GR/γ andG are, respectively, the nondimensional and dimen-
sional velocity gradients. The droplet interface evolves in time under the impermeability
condition
dx
dt
= [(u−udrop) ·n]n, (4.2)
whereudrop is the velocity of the center ofmass of the droplet. Focusing on shape deformations,
we describe the system in the frame of reference comoving with the droplet, thus enforcing
z-translational symmetry [66].
Equation (4.1) is discretized using a pseudospectral scheme in which the interface coordinates
x(s), velocity u(s) and normal stresses Δf(s) are represented by Legendre polynomials. For
direct numerical simulations (DNS), we integrate equation (4.2) with a second-order Runge-
Kutta scheme. Typically, 100 modes are sufﬁcient for the spatial discretization and the time
step is Δt = 2×10−3. Similar to previous studies [62, 51], we develop a Newton solver in order
to ﬁnd the roots of equation (4.2), which allows for the computation of unstable steady states
and rigorous linear stability analysis. The code has been validated against Refs. [53, 6, 7, 89].
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4.3 Results
4.3.1 Edge tracking
To follow orbits in the basin boundary and compute the edge state we adapt the edge tracking
techniques used in shear ﬂows [88] and other ﬁelds [90, 91]: We consider two slightly different
initially ellipsoidal droplets for Ca= 0.1 and λ= 1. One labeled a0 in ﬁgure 4.2a approaches
the base state and another one, labeled b0, eventually breaks apart. Consequently, the two
droplets, both of identical volume, deﬁne two initial conditions on either side of the basin
boundary. For ﬁxed volume, the shape of an ellipsoidal droplet is uniquely deﬁned by the
droplet half-length L, so iterative bisecting in L allows to construct a pair of arbitrarily close
initial conditions on opposite sides of the basin boundary. Orbits starting from those initial
conditions bracket and approximate an edge orbit that neither returns to the base state nor
evolves towards breakup but remains in the basin boundary. When the distance between the
bracketing orbits becomes larger than a set threshold (usually 10−4 measured in the difference
of surface area), the approximation of the edge orbit is reﬁned and a new initial condition
is created by bisecting between the current shapes 1. Iterating this procedure allows us to
numerically follow an edge orbit in the basin boundary for arbitrary time. Two iterations are
reported in ﬁgure 4.2 with initial conditions c0 (long-dashed) and d0 (dashed-dotted).
After short time the edge orbit settles to a shape of constant L, indicating that a locally
attracting equilibrium state in the basin boundary, the edge state, has been reached. We have
veriﬁed the existence of the nonlinear edge state equilibrium by Newton iteration, reaching
convergence to machine precision in a few iterations. The bracketing orbits transiently
approach the edge state (shape a1, b1, c0 and d0), as evidenced by the low values of the
residuals shown in ﬁgure 4.2b, before evolving towards breakup or approaching the base
state. As expected, the growth rate of the residuals shows an exponential behavior close to
the edge state and to the base state. For both bracketing orbits, the least stable eigenvalue
σE2 of the edge state governs the attractive dynamics, while its unstable eigenvalue σ
E
1 drives
the dynamics when departing from it. Likewise, when the droplet approaches the stable base
state, the decay of the residuals is dictated by its least stable eigenvalue σB1 . It is noteworthy
that the exponential growth (or decay) is maintained also far from the equilibrium states.
The ﬂow ﬁelds associated to the equilibrium states are qualitatively similar to each other (see
ﬁgure 4.3a-b). Namely, the external ﬂow induces a ﬂuid motion along the interface toward
the droplet caps, which is compensated by a recirculation along the axis driven by a pressure
gradient (decreasing from the caps toward the droplet center). The equilibrium states exist
when the ﬂow along the interface is equal to the recirculating one, although they might be
stable or unstable. If a slight droplet elongation increases/decreases the recirculating ﬂow, the
droplet is stable/unstable.
1Technically, a convex combination followed by resizing to enforce volume conservation is used to interpolate
between the shapes along the two previous orbits. Iterative bisection in the weight parameter of the convex
combination yields a new initial condition for bracketing the orbit.
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Figure 4.2 – Edge tracking orbits for Ca= 0.1 and λ= 1. (a) Droplet elongation versus time, the
orbits reach the stable base state or break up through the end-pinching mechanism. Triangles
denote the initial shapes and dots subsequent snapshots. (b) Corresponding normal velocity
residuals measured in the L∞ norm versus time, the growth and decay rates are given by the
most unstable and least stable eigenvalues of the edge state and the base state σE1 , σ
E
2 and σ
B
1
respectively.
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Figure 4.3 – Pressure ﬁeld and velocity streamlines for the base state (a) and the edge state
(b) for Ca = 0.1 and λ = 1. (c-d) Change in pressure along the z−axis when the base state
is perturbed with its least stable eigenmode (c) and the edge state with its most unstable
eigenmode (d), the insets show the shape of the base state and the edge state (solid line) and
their shapes after the modes are superimposed (dashed line). The interface motion is depicted
by the arrows.
When the base state is perturbed with its least stable eigenmode, the pressure along the axis
decreases more in the center than at the caps (see ﬁgure 4.3c), therefore the recirculation
becomes stronger due to the lower pressure in the droplet center, producing an interface
displacement that restores the base state shape. When the edge state is perturbed with its
most unstable eigenmode, the pressure along the axis increases in the center and decreases
at the caps (see ﬁgure 4.3d), therefore the recirculation becomes weaker due to the higher
pressure in the droplet center, producing an unstable droplet elongation that leads to breakup.
To demonstrate the dynamical relevance of the edge state, we consider a two dimensional
cut of the state space, following [87, 92]. To this end, we project the local droplet radius
ρ(s)=
	
z2+ r 2 onto the second and fourth Legendre polynomials, obtaining the coefﬁcients
f2 and f4. The state-space representation of the orbits in ﬁgure 4.2 is plotted in ﬁgure 4.4.
All orbits are attracted towards the edge state along its stable manifold, which forms the basin
boundary. After passing close to the edge state, the orbit leaves along the one-dimensional
unstable manifold. Depending on which side of the basin boundary the initial condition is
located, the orbit either approaches the base state or evolves towards breakup along an almost
unique path. The state-space visualization thus shows the guiding role of the edge state and
its stable manifold which controls if a droplet undergoes breakup.
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Figure 4.4 – Edge tracking orbits in state space ( f2, f4) for the cases shown in ﬁgure 4.2, where
f2 and f4 are the droplet radius projections onto the second and fourth Legendre polynomials.
The star and the square symbols indicate the locations of the edge state and stable base state
respectively.
4.3.2 Bifurcation diagram
In order to track equilibrium solutions (i.e. the base state and the edge state) when varying
the capillary number, we apply a continuation method based on our Newton algorithm. In
particular, we implement pseudo arc-length continuation, which consists in adding the con-
tinuation parameter, in our case the capillary number, as unknown in the Newton iteration
and constraining the solution along the tangent to the solution branch curve [93, 94]. The
bifurcation diagram is shown in Figure 4.5: starting from the edge state for Ca= 0.1 and de-
creasing Ca, the droplet elongation of the equilibrium state ﬁrst increases and then decreases,
with a concavity developing in the central part of the droplet. When Ca < 0.07, a second
unstable eigenvalue appears, see for instance the eigenvalue spectra for the edge state at
Ca= 0.1 compared to Ca= 0.05 which are shown in the top-right and top-left inset of ﬁgure 4.5
respectively. These states have more than one unstable eigendirection, and are thus not edge
states in the strict sense of being an attractor for the dynamics within the basin boundary.
However, the states dynamically still act like edge states for two reasons: ﬁrst, the second
unstable eigenvalue is very small compared to the ﬁrst one with the ratio being less than
10−2, second, the eigenmode associated to the second unstable eigenvalue is asymmetric
and therefore it is not excited by the symmetric initial shapes hereby considered (eigenvalues
associated to symmetric/non-symmetric modes are denoted by circles/crosses in the inset
of ﬁgure 4.5). When the capillary number is increased, the edge state droplet elongation de-
creases. A saddle node bifurcation is encountered when Cacrit = 0.1203, as already discussed in
previous studies [95, 86, 87]. The saddle node bifurcation connects the stable solution branch
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Figure 4.5 – Elongation of the droplet versus the capillary number for λ = 1, the solid and
dashed lines indicate the stable and unstable branches respectively. Stable and unstable
droplet shapes are plotted for Ca = 0.05 and Ca = 0.1 (solid line), superimposing the most
unstable mode (dashed line). The eigenvalue spectra is also reported, circles indicate eigenval-
ues corresponding to symmetric modes while crosses to asymmetric modes. The translational
symmetry is canceled by constraining the droplet center of mass in the origin.
(solid line) with the unstable branch of the edge states (dashed-dotted line). The bifurcation
diagram shows that, for every subcritical capillary number, there exists an edge state sharing
similar properties with the one found for Ca= 0.1. We omit edge states for very low capillary
numbers since their computations become challenging due to the increasing concavity of
the droplet neck. Calculation attempts at increased numerical resolution suggest that the
concavity always increases as the capillary number decreases, leading us to speculate that
in the limit of Ca= 0 the edge state may develop a cusp and correspond to two equally-sized
spherical droplets in contact.
4.3.3 Numerical experiment: sudden change in ﬂow conditions
In experiments, the breakup of droplets in subcritical conditions is often a consequence of
a sudden change in the ﬂow [11, 53, 5]. For instance, an elongated droplet can result from
a supercritical ﬂow, which selects the initial condition for a subsequent subcritical ﬂow. We
address this situation by repeating the numerical experiment performed in Stone and Leal
(1989) and we verify the relevance of the edge state for the dynamics (see Supplemental
Material video 2). Namely, a droplet is placed in a slightly supercritical ﬂow set by Casuper =
2See Supplemental Material for the animation of the numerical experiment illustrated in ﬁgure 4.6, from left to
right: droplet elongation versus time, state space orbits and droplet shapes
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0.125 and evolved in time with equation (4.2). Since no base state exists for the selected
capillary number, the droplet elongates until it breaks. However, if one applies a step change
on the ﬂow by setting Casub = Casuper/2, the droplet approaches a steady state or becomes
unstable, depending on its initial elongation. This is illustrated in ﬁgure 4.6a, with the blue
solid line representing the droplet elongation for Casuper and the dashed lines for Casub =
Casuper/2 (in order of increasing initial elongation: orange long-dashed, yellow dotted, purple
short-dashed, green dotted-dashed). We demonstrate the relevance of the edge state in
ﬁgure 4.6b by showing the orbits in state space. All the orbits are transiently attracted to the
edge state, which selects an almost unique path towards breakup. The path along the unstable
manifold of the edge state evolves towards an elongated droplet whose ends eventually pinch
off (see for instance state h3 in ﬁgure 4.6b).
The unique path thereby explains the robustness of the end-pinching mechanism for droplet
breakup commonly observed in experiments. Repeating the Stone & Leal experiment thus
stresses the relevance of the edge state and also shows that its shape was indeed already
observed experimentally and named the "dogbone" shape [5].
It is worth-noting that the edge state, while it explains the robustness of the end-pinching
mechanism, does not yield a critical value for the droplet elongation. In fact, the critical
elongation depends on the droplet shape itself: some initial droplet shapes are stable when
more elongated than the edge state (for instance e0 and f0 in ﬁgure 4.6) while others become
unstable when less elongated, as reported in ﬁgure 4.7a. At the same time this shows that one
scalar parameter (here the droplet elongation) is not sufﬁcient to describe the basin boundary
of this high-dimensional system. However, even if these initial droplet shapes differ in term of
initial elongation, they undergo a similar time evolution which is guided by the edge state and
leads to the base state or break up through the end-pinching mechanism (see ﬁgure 4.7b).
4.3.4 Inﬂuence of the viscosity ratio
We verify that the guiding role of the edge state is robust when the viscosity ratio is varied.
Continuation of nonlinear equilibrium states in the capillary number for different viscosity
ratios are shown in ﬁgure 4.8. The critical capillary number increases with decreasing viscosity
ratio [96, 84] allowing for more elongated stable base states [66]. For slender droplets, the
critical capillary number depends on the viscosity ratio as Cacrit = 0.148λ−1/6, based on slender
body theory [96]. We ﬁnd a compatible scaling based on our fully nonlinear computations, as
shown in the inset of ﬁgure 4.8. The dynamics at subcritical Ca discussed above is robust for
all non-zero viscosity ratios: A ﬁnite deformation of the stable base state is required to trigger
the breakup and its dynamics is controlled by the edge state, which remains connected to the
base state via a saddle-node bifurcation at Cacrit. In the λ→ 0 limit corresponding to an ideal
bubble with vanishing viscosity there is no ﬁnite critical capillary number but the base state
remains stable for all Ca and a ﬁnite deformation is required to trigger the breakup dynamics.
Remarkably, the unstable upper branch of edge states still exists although it stays separated
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Figure 4.6 – Step change from a supercritical ﬂow Casuper = 0.125 (solid line) to a subcritical
ﬂow Casub = Casuper/2 (dashed lines), λ = 1. (a) Elongation of the droplet versus time and
corresponding shapes, the horizontal lines indicate the elongation of the unstable equilibrium
(edge state) Lu and stable equilibrium (base state) Ls for Casub = Casuper/2. (b) State space
orbits, the edge state selects the path towards the base state or end-pinching. The edge state
and the base state are plotted and indicated respectively by the star and square symbols.
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Figure 4.8 – Droplet elongation L versus capillary number Ca. Each line corresponds to a
different viscosity ratio λ, crosses indicate the critical capillary number. Inset: log-log plot of
Cacrit versus λ ∈ [0.02,1] (dashed line) compared with the theoretical prediction of [96] (solid
line).
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5 Further exploration of the parameter
space of a droplet in an extensional
ﬂow
5.1 Introduction
The objective of this chapter is to extend the study of a droplet in an extensional ﬂow, carried
out in chapter 4. In particular, we want to investigate the regions of the bifurcation diagram,
which remained unexplored. Considering ﬁgure 5.1, three cases are of interest:
• When the number of unstable eigenvalues, along the unstable branch in Figure 4.5,
passes from one to two, a second bifurcation happens. In section 5.2, we will investigated
the new solution branch, where droplet shapes become non-symmetric. The symme-
try breaking associated to this second bifurcation leads to droplet shape resembling
droplets undergoing the well known tip-streaming [99, 82, 100, 101, 102]. We conjecture
that these unstable shapes, that were, to our best knowledge, never observed before,
might contribuite in tip streaming.
• When the externally applied ﬂow is suddendly halted (Ca = 0) the droplet relaxes in
an otherwise quiescent ﬂow. Droplet relaxation has been studied theoretically [23]
experimentally [11] and numerically [53]. More recently, droplet relaxation has been
employed to measure forces at the microscale [103]. The objective of section 5.3 is
to investigate whether the theory of ellipsoidal relaxation holds for droplets that are
initially elongated by an extensional ﬂow.
• When the capillary number is negative, the ﬂow is called biaxial extensional ﬂow and it
corresponds to a compression of the droplets along the axial direction. This ﬂow has
been studied numerically in [104] and theoretically in [105]. The aim of section 5.4 is to
draw the bifurcation diagram for negative capillary numbers and to study its inﬂuence
on the dynamics.
77
Chapter 5. Further exploration of the parameter space of a droplet in an extensional ﬂow
Figure 5.1 – Reproduction of Figure 4.5 highlighting the unexplored regions of the bifurcation
diagram and the corresponding sections.
5.2 Symmetry breaking bifurcation
In section 4.3 we have brieﬂy mentioned that for Ca≈ 0.05, the number of unstable eigenvalue
of the unstable branch in Figure 4.5 changes (from 1 to 2 in the direction of decreasing capillary
number). Usually, a change in the number of unstable eigenvalues changes corresponds to a
bifurcation [94]. In order to follow this new branch of solution we proceed as follows: passing
from one to two unstable eigenvalues, there is solution for which this second eigenvalue is
neutral (less than 10−3 in our numerical procedure), when this happens we superimpose the
associated neutral eigenmode to the current solution, thus switching branch. We show the
results in Figure 5.2: the droplet shapes belonging to the new branch are still axisymmetric
but they are z →−z non-symmetric. Interestingly, these non-symmetric droplets are steady
solutions in a symmetric driven ﬂow. Studying the number of eigenvalue of the different
branches, we conclude that this is a subcritical pitchfork bifurcation, which is best observable
when plotting the droplet center of mass position zcm versus the capillary number Ca (see
Figure 5.2). The inset of Figure 5.2 shows the eigenvalue spectra for Ca= 0.09, and the droplet
shape with the two unstable eigenmodes superimposed.
The new solution branch subsequently goes through a series of folds (see Figure 5.3a). At each
fold the number of unstable eigenvalue increases by one and, physically, the droplet develops
a sharper tip until we stop our calculations because of the prohibitive resolution required to
resolve it numerically. Figure 5.3b shows the droplet tip at the folds, and an almost fractal
structure is observed: at every fold the droplet either elongates (shapes b and d) or develops a
new concavity (shapes c and e). Tentatives to rescale the droplet tip, in order to investigate
whether the droplet shape might be self-similar were unsuccessful. An attempt is shown in
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Figure 5.2 – Bifurcation diagram (L and center of mass location zcm versus Ca) for a droplet in
an extensional ﬂow with a pitchfork bifurcation occurring at Ca≈ 0.078, plotting zcm reveals
the pitchfork bifurcation. The inset shows the eigenvalue spectra . The line style corresponds
to the number of unstable eigenvalues: solid line (0 unstable eigenvalue), dashed-dotted line
(1 unstable eigenvalue), dashed line (2 unstable eigenvalues), grey line (more than 2 unstable
eigenvalues).
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Figure 5.3 – (a) Solution branch of the non-symmetric solution, the inset shows the droplet
shapes at the folds. (b) Zoom of the droplet right tip. (c) Rescaled droplet tip such that the ﬁrst
neck coincides.
Figure 5.3c, where z and r are rescaled by the coordinate of the ﬁrst neck (zn ,rn).
To conclude, we have found (for the ﬁrst time, to our knowledge) a pitchfork bifurcation in
the bifurcation diagram of a droplet in a uniaxial extensional ﬂow. The second bifurcation
is a symmetry breaking bifurcation (subcritical pitchfork). Since this new branch is always
unstable (having 2 or more unstable eigenvalues), such solutions are not expected to prevail
in real experiments. However, these unstable states strongly resemble droplets undergoing tip
streaming [99, 82, 100, 101, 102], a complex phenomenon which remains not entirely under-
stood. We conjecture that these unstable states might eventually help in the understanding of
the tip streaming phenomenon.
5.3 The relaxation of a droplet in a quiescent ﬂow
We consider two droplet relaxation situations. In the ﬁrst setting the droplet is initially el-
lipsoidal (or only slightly different from an ellipsoid) and in the second it is an initially very
elongated thread. The former well represents when the droplet is transiently extended by
a subcritical extensional ﬂow and the latter when the droplet is extended by a supercritical
extensional ﬂow. In this section we will use the deformation parameter D = (a−b)/(a+b),
where a and b are respectively the major and minor axis of the droplet.
5.3.1 Relaxation of initially ellipsoidal droplets
Let us ﬁrst consider a large initial ellipsoidal deformation. Our objective is ﬁrst to see whether
initially ellipsoidal droplet relax as axisymmetric ellipsoid, i.e. ellipses in the (z,r ) plane. In
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Figure 5.4 – Relaxation of an initially ellipsoidal droplet D0 = 0.6 and λ= 1. (a) Droplet relax-
ation over time and (b) corresponding deformation parameter, dots correspond to shapes of
the same color. (c) Sketch showing the locations where the curvature is measured. Relaxation
path in the state space of the (d) in plane curvature K1, (e) azimuthal curvature K2 and (f) their
sum K respectively.
order to check if the droplet relax as an ellipsoid, we plot the curvature values at speciﬁc
locations of the droplet interface. In particular, as in [106], we monitor the curvature K at
precise locations, namely K east and K north (see sketch in ﬁgure 5.4c). In the following, we will
monitor the droplet relaxation in the state space deﬁned by (K north,K east+K north). Since the
ellipsoidal path in the state space is known analytically, we can directly check if the droplet
relaxes as an ellipsoid. An example of this comparison is reported in ﬁgure 5.4d-e-f. Because
of the axisymmetric geometry of the drop, the curvature (see Figure 5.4f) can be decomposed
into the in-plane curvature K1 and the azimuthal curvature K2. See equation (2.53) for the
in-plane and azimuthal curvatures formula. These contributions are add up in Figure| 5.4
which shows that an initially elongated droplet does not relax as an ellipse. Moreover, since
K east1 +K north1 is always smaller than in the case of ellipsoidal relaxation, and K east2 +K north2 is
larger, the resulting K east+K north transiently crosses the ellipsoidal path.
We now consider far less deformed initial states. Obviously, the small deformation theory
from [24] works extremely well for small D0 (see Figure 5.5a-b), and the time scale or relaxation
is given by
τr = (2λ+3)(19λ+16)
40(1+λ) . (5.1)
As expected, as the initial deformation becomes larger (see Figure 5.6a), the time evolution
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Figure 5.5 – Relaxation of initially slightly ellipsoidal droplet (D0 = 0.091) for λ ∈ [0.01,100]. (a)
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Figure 5.6 – Relaxation of initially ellipsoidal droplets λ= 1. Time evolution of (a) D(t ) and (b)
δ(t ) for different D0 ∈ [0.007,0.47]. (c) Corresponding trajectories in the (K north,K north+K east)
state space, the black dashed line indicate the family of ellipsoids.
of D departs from the exponential relaxation predicted by the theory. Interestingly, using
the deformation parameter δ = b/a − 1 (as in [103]) the exponential relaxation holds for
larger D0 (see Figure 5.6b). This highlights the problematics that might arise in choosing
one deformation parameter instead of another one (for example δ or D) and the consequent
difﬁculty in picking up the parameter which makes the problem most linear. In ﬁgure 5.6c, we
report the graphs in the (K north,K east+K north) plane for the λ= 1 case. There is a departure
from the ellipsoidal path drop having initial deformation D0 = 0.47. This results shows that
when the droplet is initially quite elongated, the departure from the ellipsoidal relaxation path
is considerable.
In real experiments, the initial shape is not an ellipse but is dictated by the ﬂow history. Here,
we consider the case where a droplet is elongated by extensional ﬂow that is subsequently
halted. In ﬁgure 5.7 we select the initial shape by choosing the steady droplet shape in an
extensional ﬂow at different capillary number. As shown in Figure 4.5, higher deformations
correspond to higher capillary number. Interestingly, droplet trajectories do not to follow the
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Figure 5.7 – Droplet relaxation starting from steady state of a droplet in an extensional ﬂow,
higher initial defromation corresponds to higher capillary number. Time evolution of (a) D(t )
and (b) δ(t). (c) Droplet relaxation in the (K north,K north+K east) state space. The solid black
line indicates the steady state for a droplet in extensional ﬂow for Ca ∈ [0.05,0.12] and the
dashed line the family of ellipsoid.
ellipsoidal relaxation path but, even for small initial deformations, ﬁrst depart from it until
converging to the spherical shape (see Figure 5.7c).
In conclusion, when D0 is large, initially ellipsoidal droplet deviate from the ellipsoidal relax-
ation path. In addition, more natural initial shapes selected by the steady states in extensional
ﬂow are not precisely elliptical and therefore their path always differ from the elliptic relax-
ation.
5.3.2 Relaxation of initially non-ellipsoidal droplets
When the droplet is put in a supercritical extensional ﬂow, the initial droplet shape can be very
elongated and lead to breakup, which is fundamentally different from the cases considered in
previous section, where the spherical droplet shape was always recovered. We hereby perform
the same numerical experiment of ﬁgure 4.6, where the initial droplet shape is selected by
halting a supercritical extensional ﬂow at a certain time. This numerical experiment is similar
to the one carried out in section 4.3.3, where the ﬂow was halved. In ﬁgure 5.8 we see that
whether the extensional ﬂow is halted at t = 58 or t = 60, the droplet retrieves the spherical
shape or breaks-up. The interface dynamics is as follows: ﬁrst the elongated thread shrinks
and the caps move toward the axis droplet center and then, depending if the droplet is stable
or unstable, the spherical shape is retrieved or breakup happens. In the case of stable drops,
we can distinguish two different regimes (see Figure 5.8b): ﬁrst the deformation parameter D
is of O(1) and the caps move toward the droplet center. Afterwards, D decreases exponentially
and this second phase is similar to the relaxation of an initially ellipsoidal droplets.
5.4 Biaxial extensional ﬂow
In this section we study the case when the capillary number is negative in the extensional
ﬂow. This ﬂow is called biaxial extensional ﬂow [104, 107]. In this ﬂow conditions, the droplet
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Figure 5.9 – Sketch of a droplet in a biaxial extensional ﬂow.
is compressed along the axis of symmetry and acquires an oblate-like shape (see Figure 5.9).
Prior studies [104, 105] have investigated the bifurcation diagram: similarly (but reversed) to
uniaxial extensional ﬂow, the droplet compresses in a disk-like shape as the intensity of the
ﬂow increases. Beyond a critical capillary number, no steady solution is found and the droplet
breaks, no matter which initial condition was chosen. In Figure 5.10 we report the bifurcation
diagram for λ= 1, as in chapter 4, we are able to turn around the saddle node bifurcation and
to explore an unstable branch, which was, to our knowledge, never reported in the literature.
A qualitatively different feature from the uniaxial extensional ﬂow is that the unstable branch
cannot be continued when L becomes zero. We conjecture that this might be related to a
change in topology of the droplet interface, which points to the idea that for Ca>−0.36 the
unstable branch is constituted by toroidal droplets. Currently we are not able to investigate
this hypothesis because our algorithm is designed only for a simply connected domain.
In Figure 5.11 we investigate the effect of a sudden variation of the imposed ﬂow ,as in
Figure 4.5 for the uniaxial extensional ﬂow. Namely, we impose a supercritical ﬂow where Ca=
−0.4 and we change the ﬂow condition at a different time, setting the initial droplet shape for
the subsequent subcritical ﬂow. For the latter, we investigate two subcritical capillary number:
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Figure 5.10 – Bifurcation diagram of a droplet in a biaxial extensional ﬂow, λ= 1. The solid
line shows the stable solution branch and the dashes-sotted line the unstable branch. The
inset show droplet shapes for Ca=−0.2 and Ca=−0.38 (stable and unstable) with the most
unstable mode superimposed in red.
one for which there exists an unstable state (Ca = −0.38) and the other one (Ca = −0.35)
for which we are not able to ﬁnd the unstable state (that we speculate might be a toroidal
droplet). As expected, when the capillary number is smaller, it is necessary to start from a
more squeezed initial shape in order to trigger breakup. From this numerical experiment,
it appears the the droplet half width L has to be much smaller in order to trigger breakup
when Ca=−0.35 as compared to Ca=−0.38 (almost 10 times smaller). We conjecture that this
difference might come from the different unstable shapes belonging to the unstable branch,
elongated droplet for Ca = −0.38 and (maybe) toroidal droplet for Ca = −0.35. This aspect
surely calls for further investigations.
In Figure 5.12, we investigate the inﬂuence of the viscosity ratio upon the bifurcation diagram.
In the range that we study, where λ ∈ [0.1,10], the bifurcation diagram is qualitatively similar.
The critical capillary number decreases (i.e. the ﬂow intensity increases) as the viscosity ratio
decreases. Interestingly, the droplet shape at the critical capillary number does not vary much
(see inset in ﬁgure 5.12), contrary to what happens for uniaxial extensional ﬂow, as already
noted in [104, 105]. Considering future developments, we would like to verify whether there
exists a fold in the λ= 0 case. Numerically, we didn’t ﬁnd any fold by numerical continuation,
even if we couldn’t study extremely large ﬂow intensities due to numerical challenges (the
droplet squeezes a lot and becomes very thin). This problemmightmaybe tackled theoretically,
although, in contrast to the case of uniaxial extensional ﬂow, where slender body theory shows
that there is no fold in the inviscid droplet case [96], we are not aware of theoretical frameworks
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Figure 5.11 – Step change in the ﬂow condition from supercritical ﬂow Ca=−0.4 (solid blue
line) to subcritical ﬂow at (a) Ca = −0.35 and (a) Ca = −0.38, λ = 1. Dotted lines denote
trajectories leading to the steady stable state while dashed lines to breakup. The insets show
snapshots of the droplet shape corresponding to the black circles.
to compute the ﬂow due to a sheet-like droplet.
5.5 Conclusions
Even is the extremely simple case where a droplet is suspended in an unbounded domain
where a linear extensional ﬂow is imposed, the non-linearity embedded in the interface condi-
tions gives rise to a rich dynamics and an intricate bifurcation diagram. This has been ﬁrst
shown in chapter 4 and has been further investigated here. In particular, we have investigated
a symmetry breaking occurring in uniaxial extensional ﬂow (section 5.2), showing that the
droplet shapes undergoes a seemingly fractal thinning of the droplet tip which resembles
droplets undergoing tip streaming. In section 5.3 we have investigated the relaxation of an
initially extended droplet in a quiescent ﬂow. We have compared our results with the theory of
ellipsoidal droplet relaxation and veriﬁed its validity for initial droplet shapes set by a uniaxial
extensional ﬂow. In the last section, we have considered the case when the capillary number
of the extensional ﬂow is negative, so called biaxial extensional ﬂow or compressional ﬂow.
In this ﬂow the droplet is squeezed along its axis and becomes oblate. We have studied the
bifurcation diagram and observed that for high (but still subcritical) intensity of the ﬂow there
are two possible solutions, one stable and the second, more elongated, unstable. For low ﬂow
intensity, we conjecture that the unstable shape, if it continues to exists, might be a toroidal
droplet. This qualitative difference might lead to a different transient dynamics of the droplet
shape between strong and weak subcritical ﬂows. In future work, we would also like to address
the validity on the assumptions of considering an axisymmetric droplet, as one could image
that instabilities might develop along the azimuthal direction, similarly to the Saffmann-Taylor
instability.
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A popular method to induce synthetic propulsion at the microscale is to use the forces created
by surface-produced gas bubbles inside the asymmetric body of a catalytic swimmer (re-
ferred to in the literature as microrocket). Gas bubbles nucleate and grow within the catalytic
swimmer and migrate toward one of its opening under the effect of asymmetric geometric
conﬁnement, thus generating a net hydrodynamic force which propels the device. In this
paper we use numerical simulations to develop a joint chemical (diffusive) and hydrody-
namic (Stokes) analysis of the bubble growth within a conical catalytic microrocket and of
the associated bubble and microrocket motion. Our computational model allows us to solve
for the bubble dynamics over one full bubble cycle ranging from its nucleation to its exiting
the conical rocket and therefore to identify the propulsion characteristics as function of all
design parameters, including geometry and chemical activity of the motor, surface tension
phenomena, and all physicochemical constants. Our results suggest that hydrodynamics and
chemistry partially decouple in the motion of the bubbles, with hydrodynamics determining
the distance travelled by the microrocket over each cycle while chemistry setting the bubble
ejection frequency. Our numerical model ﬁnally allows us to identify an optimal microrocket
shape and size for which the swimming velocity (distance travelled per cycle duration) is
maximized.
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6.1 Introduction
Artiﬁcial microswimmers have recently attracted much attention across many scientiﬁc disci-
plines: from a fundamental point of view, they represent alternatives to biological systems
(e.g. bacteria, algae) to characterize and control individual propulsion at the micron scale and
collective organization in so-called active ﬂuids. They also present many opportunities for
engineering applications, in particular in the biomedical context to perform such tasks as
drug delivery [108, 109], nanosurgery [110], cell sorting [111, 34]. Two of the main challenges
are to overcome the restrictions inherent to propulsion in highly-viscous environments such
as reversibility and symmetry-breaking [36] as well as miniaturization.
Proposed designs can currently be classiﬁed into two broad categories, namely (i) actuated
systems which rely on an externally-imposed forcing, most often at the macroscopic level,
in order to self-propel (e.g. an unsteady magnetic or acoustic ﬁeld [112, 113, 114]) and (ii)
catalytic (or fuel-based) systems which rely on local physico-chemical processes (e.g. chemical
reactions at their surface) to convert chemical energy into a mechanical displacement [115,
116, 117, 118]. For the latter, this energy conversion may follow different routes, a popular one
being the generation of gas bubbles whose growth and dynamics enable propulsion [119].
These so-called microrockets represent one of the most promising designs for applications. In
contrast with active phoretic colloids [120, 121, 122, 123] that swim exploiting local physico-
chemical gradients in order to generate hydrodynamic forcing [124], microrockets move
due to the production of gas bubbles inside the asymmetric body of the swimmer. More
precisely, bubbles nucleate and grow within the catalytic motor and migrate toward one of
its opening under the effect of the asymmetric geometric conﬁnement, thus generating a net
hydrodynamic force which propels the device.
Such conﬁguration has been studied experimentally, focusing primarily on the rocket velocity
and resulting trajectory [125, 126, 127]. In parallel, the ﬁrst in-vivo application of this technol-
ogy for drug delivery was recently conducted [47]. Fundamental understanding is still needed
of the role played by the different hydrodynamic and chemical mechanisms involved as well
as their couplings, in order to identify optimal design rules for such microrockets. Several
studies have proposed partial modeling of the problem, focusing more speciﬁcally on the
motion of the bubble inside the rocket [128, 129] or during and after its ejection [130, 131].
The purpose of the present work is to propose a detailed chemical and hydrodynamic analysis
of the bubble growth within the catalytic microrocket, and associated bubble and microrocket
motion, in order to identify the role of the different design parameters in setting the propulsion
speed. To this end, we propose an accurate numerical simulation of the dissolved gas diffusion
and ﬂuid motion both inside and outside a conical catalytic microrocket, assuming that the
predominance of capillary effects ensures that the bubble remains spherical while translating
inside the conical body. Focusing speciﬁcally on the bubble growth within the motor, we
monitor the bubble dynamics over one bubble cycle ranging from its nucleation to its exiting
the conical rocket. The propulsion characteristics are clearly identiﬁed in terms of the design
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characteristics (i.e. geometry and chemical activity of the motor, surface tension phenomena,
ambient conditions).
The bubble dynamics is observed to be composed of two different phases, which are character-
ized in detail in terms of bubble and microrocket motion as well as hydrodynamic signature,
an information of particular importance which conditions the hydrodynamic interaction of
the artiﬁcial swimmer with its environment (e.g. boundaries or other swimmers) and critically
inﬂuences its trajectory and its control. Our results further suggest that for such bubbles, hy-
drodynamics and chemistry partially decouple, the former determining the distance travelled
by the microrocket over each cycle, while the latter determines the cycle duration or bubble
ejection frequency. Moreover, we are able to identify an optimal microrocket shape and size
for which the swimming velocity is maximized.
6.2 Model
The dynamics of an isolated microrocket is considered here in a ﬂuid of density ρ = 103 kgm−3
and dynamic viscosity μ = 10−3 Pa s (i.e. water). The axisymmetric microrocket geometry
is that of a cone of radius R = 1μm, aspect ratio ξ= L/R, thickness h/R and opening angle
θ (see Figure 6.1). Throughout this study we use cylindrical coordinates (r,z) measured in
units of cone radius R, and set ξ= 10 and h/R = 0.2, which are compatible with experimental
designs [128, 130, 119]. The inner surface of the cone is chemically-active and catalyses a
chemical reaction. One of the products of this reaction is a soluble gas. We pickO2 as a speciﬁc
example, produced by the decomposition of hydrogen peroxide on platinum, which diffuses
in the liquid with molecular diffusivity D = 2×10−9m2 s−2; note that our modeling approach
is generic and easily applicable to other chemical situations. The production of oxygen on the
surface of the catalyst is modelled here as a ﬁxed molar ﬂuxA = 10−2mol m−2 s−1 (considering
the experimental data in [128]). The rate of production of the gas is large enough that the ﬂuid
is saturated so that a spherical gas bubble of radius rb(t ) grows within the rocket. Throughout
this study, we consider the dynamics of a bubble on the axis of symmetry (see Section 6.3.1
for more details). The viscosity and density of the gas are negligible compared to that of the
liquid, and, although in experimental conditions the surface tension value is often affected by
the presence of surfactants, we initially consider γ= 7.2×10−2N m−1. In section 6.3.5, we will
then systematically vary the value of γ in order to study the effect of surfactants, which play a
crucial role in real applications by stabilizing the bubble.
Based on the above characteristics and the experimentally-measured microrocket velocity
Uc ∼ 5× 10−4m s−1 [128, 130, 119], the effect of inertia and gravity can be neglected (the
Reynolds Re = ρUcR/μ ∼ 5×10−4 and Bond numbers Bo = gR2ρ/γ ∼ 10−6 are both small).
The Peclet number Pe=RUc/D ∼ 0.2 is less than one and we may neglect gas advection and
unsteady diffusion within the rocket as a ﬁrst approximation. Finally, because the typical
hydrodynamic stresses are negligible compared to those due to surface tension (the capillary
number Ca= μUc/γ∼ 10−5 is small), the bubble is expected to remain spherical during its
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Figure 6.1 – Microrocket: (a) Dissolved oxygen (O2) is produced by the decomposition of
hydrogen peroxide onto a platinum-coated surface. The saturated oxygen environment in the
conﬁned motor leads to bubble nucleation and growth. Bubbles exit from the larger opening
while the microrocket is propelled in the opposite direction. (b) Schematic of the problem
and side view of the axisymmetric microrocket in a plane containing the central axis. Red
solid surfaces are inert (no oxygen production) while reactive surface where oxygen emission
occurs are shown as dashed purple lines.
entire evolution and hydrodynamic effects do not contribute to the bubble inner pressure.
6.2.1 Gas diffusion
Following these dimensional considerations, the non-dimensional dissolved gas concentra-
tion c(x), relative to its far-ﬁeld concentration and measured in units of AR/D, satisﬁes the
steady diffusion equation in the liquid domainΩ,
∇2c = 0, (6.1)
and decays in the far-ﬁeld (c → 0 for x→∞). The dissolved gas is produced through chemical
reaction on the inner surface of the cone, and c(x) therefore also satisﬁes
−n ·∇c = 0 for x ∈ ∂Ω1, (6.2)
−n ·∇c = 1 for x ∈ ∂Ω2. (6.3)
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where ∂Ω1 and ∂Ω2 refer to the inert and active cone surfaces respectively (see Figure 6.1b). At
the bubble surface, the dissolved gas is in thermodynamic equilibrium with the gas pressure
inside the bubble, and c is therefore given byHenry’s law c =Hccpb , where Hcc =HcpDγ/R2A
is the non-dimensional volatility constant and pb is the pressure inside the bubble measured
in units of γ/R. The volatility constant is an intrinsic property of the dissolved gas (e.g. Hcp =
4×10−7kg m−3 Pa−1 for oxygen in water [132]). The bubble pressure pb is given by Laplace law
(Ca 1), so that in non-dimensional form
c =Hcc
(
β+ 2
rb
)
for x ∈ ∂Ω3, (6.4)
where β = p˜0R/γ is the ratio between the dimensional ambient pressure p˜0 and capillary
pressure. Equations (6.1)–(6.4) determine c(x) uniquely. Using this solution, the ﬂux of
dissolved gas into the bubble is computed as
Q =
∫
∂Ω3
(n ·∇c)dS. (6.5)
Using mass conservation of the gas species and the ideal gas law, the time evolution of the
bubble radius is ﬁnally determined in non-dimensional form as
drb
dt
= Q
3βr 2b +4rb
, (6.6)
where the time is measured in units of 4πγ/3ART0, R = 8.314 J mol−1K−1 is the universal gas
constant and T0 ∼ 293 K is the ambient (room) temperature.
6.2.2 Hydrodynamics
The change in bubble size imposed by the chemical reaction and gas diffusion dynamics,
equation (6.6), sets the ﬂuid into motion within the rocket. Since Re 1, the non-dimensional
ﬂuid velocity u and hydrodynamic pressure ﬁeld p (now measured in units of 3ART0R/4πγ
and 3μART0/4πγ, respectively) satisfy the incompressible Stokes’ equations in the liquid
domainΩ
−∇p+∇2u= 0, ∇·u= 0. (6.7)
The cone and bubble are translating along the axis of symmetry with respective velocities
Uc = z˙cez and Ub = z˙bez , with zc (t ) and zb(t ) the axial positions of the cone’s narrow opening
and of the bubble center, respectively. One of the main purposes of this paper is to compute
the time-dependent values of both Uc and Ub . At the surface of the solid cone, the no-slip
boundary condition imposes the boundary condition
u=Uc for x ∈ ∂Ω1,∂Ω2, (6.8)
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and the hydrodynamic ﬂow decays in the far-ﬁeld (u→ 0 and p → p0 as x→∞). The bubble
is inﬂating while translating, and its surface is free of any tangential stress, so that mixed
boundary conditions must be satisﬁed
u ·n=Ub ·n+
drb
dt
and (I−nn) ·σ ·n= 0 for x ∈ ∂Ω3, (6.9)
with n the normal unit vector to the bubble surface. The coupling between chemistry and
hydrodynamics enters only in equation (6.9) through the inﬂation rate. The problem is closed
by imposing that the cone and the bubble are each force-free during their axisymmetric
translation along the axis (inertia is negligible here, as explained previously)∫
∂Ω1+∂Ω2
(n ·σ ·ez)dS=
∫
∂Ω3
(n ·σ ·ez)dS= 0, (6.10)
a closure relationship which implicitly determines the instantaneous values of the bubble and
cone velocities.
6.2.3 Numerical method and validation
Both the diffusion (Laplace) and hydrodynamic (Stokes) equations are solved numerically
using axisymmetric Boundary Element Methods. The boundary integral equation for the
axisymmetric solute concentration on the boundaries is classically written for x0 ∈ ∂Ω as (see
equation (4.5.5) in Ref. [50])
c(x0)=−2
∫
∂Ω
G(x,x0)[n(x) ·∇c(x)]r (x)dl(x)+2
∫PV
∂Ω
c(x)[n(x) ·∇G(x,x0)]r(x)dl(x), (6.11)
where G(x,x0) is the axisymmetric Green’s function of the Laplace equation (see equation
(4.5.6) in Ref. [50]), PV denotes the principal-value integral andn is the normal vector pointing
into the liquid domain Ω, whose boundaries ∂Ω consists in the cone and bubble surfaces.
Discretizing these boundaries into N piecewise constants elements, and applying boundary
conditions, equations (6.2) and (6.3), equation (6.11) provides a N ×N linear system for the
value of the concentration on each element, which is solved using classical matrix inversion
techniques.
Similarly, using the fundamental integral representation of Stokes ﬂows [49], the ﬂuid velocity
u is expressed on the boundaries ∂Ω as
4πu(x0)=−
∫
∂Ω
M(x,x0) · f(x)dl (x)+
∫PV
∂Ω
n(x) ·q(x,x0) ·u(x)dl (x), (6.12)
where M and q are the axisymmetric Stokeslet and associated stress respectively (we follow
the notation in Ref. [49]) and f=σ ·n is the traction acting on the boundaries. Equation (6.12)
can be rewritten more conveniently on the cone and bubble surface respectively, by using the
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no-slip and mixed boundary conditions respectively, equations (6.8) and (6.9), as [133, 134]
4πurel(x0)=−
∫
∂Ω
M(x,x0) · f(x)dl (x)+
∫PV
∂Ω3
n(x) ·q(x,x0) ·urel(x)dl (x)−8πUb (6.13)
for x0 ∈ ∂Ω3,
0=−
∫
∂Ω
M(x,x0) · f(x)dl (x)+
∫
∂Ω3
n(x) ·q(x,x0) ·urel(x)dl (x)−8πUc (6.14)
for x0 ∈ ∂Ω1+∂Ω2,
where urel is the relative velocity of the bubble surface to its center of mass whose normal
component is set by the bubble growth rate, urel ·n= r˙b . The principal value integral appears
only in equation (6.13), when x0 belongs to the integration path ∂Ω3.
When discretizing the boundaries into N piecewise constant elements, equations (6.13) and
(6.14), together with the force-free conditions equation (6.10), provide a (2N +2)× (2N +2) for
(i) the axial and radial components of the ﬂuid traction on the cone surface, (ii) the tangential
relative ﬂuid velocity and normal traction on the bubble surface and (iii) the bubble and
cone axial velocities. A particular technical point deserves special attention: when x→ x0 the
Green’s function in equations (6.11), (6.12), (6.13) and (6.14) become singular and special (but
classical) treatment is needed in order to maintain good accuracy [50, 49].
The Laplace and Stokes solvers described above were validated by computing the chemical
ﬁeld around a Janus particle and its swimming velocity due to diffusiophoretic effects and a
good agreement was found with the analytical solution [135].
The bubble is growing within a conﬁned environment. As observed in Section 6.3, the liquid
gap between the bubble and cone may become small during the bubble formation and
expulsion. Adaptive mesh reﬁnement is therefore needed to maintain sufﬁcient numerical
accuracy: the elements are split into two when their size is larger than the gap. However,
accurately resolving the hydrodynamic stresses when the bubble approaches the cone wall
would require a prohibitive number of mesh elements for thin gaps. The physical effect of
these hydrodynamic lubrication stresses is however essential to prevent overlap between the
bubble and cone surfaces. We therefore introduce short-ranged repulsive forces to prevent
such overlap numerically. The force-free conditions along the axial direction now write
F = 2π
∫
∂Ω1+∂Ω2
r (n ·σ ·ez)dl=−2π
∫
∂Ω3
r(n ·σ ·ez)dl, (6.15)
where, similarly to what was done in Ref. [57], the axial repulsive force F is deﬁned as
F =
⎧⎪⎨
⎪⎩
B
eδ−d −1
eδ−1
|d ·ez |
d
for d ≤ δ
0 for d > δ
(6.16)
where d is the minimum distance vector between the bubble and the cone and d = ||d||.
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This simply adds a repulsive interaction between the bubble and cone and the global system
remains overall force-free. In the following, B = 107 and δ = 0.1 are used; varying these
parameters does not signiﬁcantly affect the numerical results. The system of ﬁrst order
differential equations for rb(t), zc (t) and zb(t) is marched in time using Matlab’s ODE23t
routine, which uses a semi-implicit, adaptive time-stepping scheme.
6.3 Results
6.3.1 Dissolved gas distribution and bubble growth
Figure 6.2 – Dissolved gas concentration inside and around the microrocket for (a) θ = 0◦ and
(b) θ = 5◦. (c) Effect of the presence of the bubble on the local dissolved gas concentration
for θ = 0◦. The top panel is the concentration with no bubble while the central and bottom
panels show the concentration around a growing (1) or shrinking (2) bubble, and (d) the
associated evolution of the bubble radius. The black arrows indicate the direction of the
diffusive ﬂux of dissolved gas. (e) Critical radius as a function of bubble position along
the axis for θ = 0◦ obtained numerically results (with error bars) or from the estimation
rcrit = 2Hcc/(c(z,0)−βHcc ). For all panels, Hcc = 0.1 and β= 1.
When θ = 0◦, the microrocket is cylindrical and the concentration of dissolved gas is left-right
symmetric with a maximum in the center of the microrocket due to the geometric conﬁnement
(Figure 6.2a). When θ = 0◦, the left-right symmetry is broken and the maximum concentration
moves toward the smaller cone opening (Figure 6.2b). It is worth noting that the overall
concentration level becomes smaller due to the increased dissolved gas diffusion out of the
cone resulting from the weaker conﬁnement.
We are now interested in understanding how the chemical ﬁeld generated by the microrocket
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impacts and controls the growth of a bubble. To this end, it should be reminded that a
gas bubble placed in a uniform concentration of dissolved gas shrinks (resp. grows) when
its surface concentration cb is higher (resp. lower) than the background concentration c∞.
Namely, when cb < c∞ the diffusive ﬂux of gas species is oriented toward the bubble and vice
versa. Since cb decreases as the bubble radius rb increases, see equation (6.4), large bubbles
are more likely to grow than small bubbles.
In the microrocket geometry, a bubble located outside the cone will shrink more easily than
one located inside, due to the lower level of gas concentration outside the rocket. But even
when a bubble is inside the conical microrocket, it is still expected to shrink if its concentration
is higher than the background concentration established by the microrocket (e.g. for small
enough bubbles). The concentration of the bubble surface is set by the thermodynamic equi-
librium at the bubble surface (Henry’s law, equation 6.4) and it increases when Hcc (inversely
proportional to the surface ﬂux A ) or β increase. Based on experimental estimates [128, 131],
we set Hcc = 0.1 and β = 1 and numerically compute the net ﬂux of dissolved gas into the
bubble in order to determine whether a bubble will grow or shrink depending on its radius and
axial position. For each bubble position, a critical radius rcrit(zb) is identiﬁed as the minimum
radius for which bubble growth is observed at a ﬁxed location (Figure 6.2e).
Throughout this study, an axisymmetric problem is considered where the bubble center
is located on the axis of symmetry. This assumption seems reasonable when considering
an inertialess bubble translating in a channel [136], although it neglects the initial bubble
migration from the catalyst surface, where it most likely nucleates, toward the axis. Bubble
nucleation on a catalyst surface considered in some recent studies [132] is a complex physico-
chemical phenomenon which is beyond the scope of the present study, that focuses on the
coupling of gas diffusion and hydrodynamics resulting in the rocket propulsion.
Figure 6.2c shows the dissolved gas concentration for a bubble of radius slightly larger
(resp. smaller) than rcrit, corresponding to a growing (resp. shrinking) bubble. The gas concen-
tration around the bubble is locally lower (resp. higher) due to the bubble presence, as a result
of the diffusive ﬂux of gas toward (resp. away from) the bubble (the ﬂux direction is indicated
with arrows in the lower panels of Figure 6.2c).
The critical radii found numerically are small compared to the cone size. Assuming further
that the bubble is small compared to the local length scale for the gas concentration changes
with no bubble, the bubble is expected to grow if its surface concentration, equation (6.4),
is lower than the local background concentration (i.e. when the bubble is not present). This
provides an estimate of the critical radius as rcrit = 2Hcc/(c(z,0)−βHcc ). This estimate agrees
qualitatively with the numerical solution (see Figure 6.2e): the estimated critical radius is of
the same order as the numerical solution, and is smaller in the middle of the motor, where the
concentration is higher. The quantitative discrepancy most likely arises from ﬁnite-size effects
of the bubble: while critical radii are small compared to the cone radius, they are not negligible
over the characteristic length scale introduced by the local gas concentration gradients within
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the conical motor.
In the following simulations, the initial bubble conditions (radius and position) are chosen as
those for the smallest bubble that can grow: its position zb(0) and radius rb(0) are identiﬁed
by the location of the minimum of the critical radius rcrit along the axis and the corresponding
critical radius. A small constant C0 = 0.1 is added to rb(0) in order to ensure bubble growth
and avoid spurious bubble shrinking due to numerical inaccuracy.
6.3.2 Deﬁnition and dynamics of the bubble cycle
Starting from the initial conditions described in the previous section, the diffusion and hy-
drodynamic equations are solved numerically, and the bubble and motor displacements are
investigated during a single bubble cycle, i.e. the growth of a single bubble. This bubble cycle
is deﬁned starting from the initial condition described previously (nucleation) and ﬁnishing
when the bubble center exits the cone (Figure 6.3a). The bubble cycle is shown in video #1 of
the Supporting Information.
The evolution of the bubble and cone displacements zb(t) and zc (t), as well as that of the
bubble radius rb(t), are shown over one bubble cycle in Figure 6.3b-c for ﬁxed H
cc , β and
cone geometry. The bubble is initially small and not conﬁned by the cone geometry. It is
growing, thanks to the absorption of dissolved gas by diffusion at its surface, thereby lowering
the concentration in its vicinity. In this ﬁrst, not geometrically-conﬁned phase, the bubble
growth pushes ﬂuid out through the small and large openings of the cone and both the cone
and bubble displacements are small. Hydrodynamically, the microroket is a so-called “pusher”
during this phase (see Figure 6.3f). Like swimming bacteria, it pushes ﬂuid away along its axis
of symmetry while pumping ﬂuid toward it in the equatorial plane [36].
A transition to a second phase is observed for t ≈ 0.12 when the bubble has grown sufﬁciently
for the conﬁnement by the walls of the motor to become signiﬁcant. As it continues growing
under the effect of the dissolved gas diffusion, the bubble translates rapidly toward the larger
opening. Figure 6.3b shows that most of the cone displacement occurs during this second
phase. Because of the fast relative translation of the conﬁned bubble with respect to the
motor, ﬂuid is sucked in from the smaller opening and pushed out of the rocket at the larger
opening (Figure 6.3e). Overall, the hydrodynamic signature of the microrocket is reversed in
this phase as it now acts as a so-called “puller” although higher-order contributions to the
hydrodynamic signature create more complex ﬂow structures in the vicinity of the rocket such
as the recirculation zone in the back (see Figure 6.3g). We conjecture that these different (and
unsteady) ﬂow signatures might play an important role in the ﬂow-mixing generated by the
displacement of the microrocket [137]. When the bubble exits the cone, the bubble cycle ends.
Following the bubble motion toward the exit, the concentration of dissolved gas within the
microrocket recovers its initial levels, allowing for a new bubble cycle (Figure 6.3d).
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Figure 6.3 – Chemical and bubble dynamics over one bubble cycle for Hcc = 0.1, β= 1 and
θ = 2◦: (a) Sketch of one bubble cycle, starting when the bubble is in the initial position and
ending when it exists the cone. (b,c) Time-dependence of the cone and bubble positions. (d)
Time-dependence of the bubble radius rb . (d,e) Snapshots of the dissolved gas concentration
and velocity ﬁeld (streamlines and intensity) for the four instants in panels (b,c). (f,g) Large
scale velocity ﬁeld which is a pusher/puller when the bubble is non-conﬁned/conﬁned while
the arrows indicate the swimming direction.
6.3.3 Inﬂuence of physico-chemical properties on themicrorocket displacement
As emphasized above, the chemical properties of the catalyst and gas species (e.g. the ﬂux of
dissolved gas A or it volatility Hcp ) and the background pressure p˜0 inﬂuence the magnitude
of the dissolved gas concentration within the microrocket and at the bubble surface. The
effect of such quantities, and of their non-dimensional counterpart Hcc and β, on the motor
and bubble dynamics is investigated in Figure 6.4 for a given rocket geometry.
Increasing the value of Hcc (see Figure 6.4a and 6.4c) is equivalent to reducing the chemical
activity of the catalyst, A , or increasing the gas volatility. For instance, recent experimental
studies have shown that enhanced surface activity can be achieved by varying the roughness
of the catalysts [138, 139]. Although we consider in our model only smooth surfaces, such
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Figure 6.4 – Inﬂuence of the physico-chemical parameters for θ = 2◦. Evolution in time of (a,b)
the bubble position zb(t ) and (c,d) the cone position zc (t ) for different values of (a,c) H
cc and
(b,d) β. In (a,c) β= 1 and in (b,d) Hcc = 0.1. In each panel, the ﬁgure on the right show the
evolution of zb or zc with respect to rb .
effects could be described, as a ﬁrst approximation, by a decrease of the effective value of
Hcc . Figure 6.4a and c show that the total displacement of the bubble over one cycle is almost
unchanged when Hcc is varied. Changing Hcc modiﬁes however the duration of the bubble
cycle. Moreover, for Hcc = 2, the bubble stops inﬂating before leaving the cone (the diffusive
ﬂux of gas at its boundary is not sufﬁciently large); in that case, the bubble cycle is not closed
and the microrocket will not be able to reach a continuous motion. Similarly, the time required
for a full bubble cycle is observed to increase with β, but this does not signiﬁcantly affect the
total displacement (Figure 6.4b,d).
This independence of the kinematic displacement from the chemical characteristics is an
illustration of the decoupling between the chemical and hydrodynamic problems due to
the negligible deformation of the spherical bubble. The shape of the bubble is here solely
described by the growth of its radius, and because the bubble grows monotonously, a bubble
cycle can be parameterized by the bubble size (rather than time) starting from the initial critical
radius and up to its ﬁnal radius at the exit. At leading order, the latter is solely determined by
the cone geometry since the bubble surface is very close to the wall in the second part of the
cycle. Starting from given initial conditions, the subsequent bubble and motor displacements
depend only on the bubble radius (see ﬁgures on the right of each panel of Figure 6.4), and
hydrodynamics and geometry are observed to fully determine the total displacement of the
motor, Δzc .
In contrast, the chemical problem, set by the properties Hcc and β, does affect the bubble
growth rate by setting the amplitude of the dissolved gas ﬂux, Q, and the duration of the
bubble cycle, ΔT , is therefore set by the chemical and diffusion dynamics. This decoupling
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between the hydrodynamic and chemical problems obviously breaks down when the bubble
is unable to exit the cone (e.g. for large values of Hcc ).
6.3.4 Microrocket displacement andaverage velocity for different opening angles
With this understanding, we now turn to the role of motor geometry and study the dependence
of the average velocity, U¯ = Δzc/ΔT , on the opening angle, ﬁxing the values Hcc = 0.1 and
β= 1. The cone displacement is plotted as a function time for different opening angles θ on
Figure 6.5. The total displacement achieved over one bubble cycle is observed to increase
with the opening angle, θ, whereas the ejection frequency deﬁned as 1/ΔT decreases with
θ (Figure 6.5b). As a result, the average velocity U¯ becomes negligible for small and large
opening angles, because either the displacement is too small (small angles) or the cycle period
diverges (large angles). As a result, an optimal opening angle θopt = 10◦ is identiﬁed for which
U¯ is maximum, as shown in Figure 6.5c.
Figure 6.5 – Impact of the value of the opening angle, θ, on the propulsion over one cycle for
Hcc = 0.1 and β = 1. (a) Evolution with time of the microrocket displacement for different
opening angles. (b) Inﬂuence of the opening angle, θ, on the total cone displacement over the
cycle, Δzc , and bubble ejection frequency, 1/ΔT . (c) Corresponding evolution of the average
cone velocity, U¯ =Δzc/ΔT . The maximum value is reached for θ = 10◦.
6.3.5 Optimalmicrorocket design
In Figure 6.6a we extend the results of Section 6.3.3 and plot the variation of the average
velocity with the physico-chemical parameters Hcc and β. Given the results of Figure 6.4, it
comes as no surprise that the average velocity is a decreasing function of both Hcc and β,
since an increase in either of those parameters effectively increases the bubble cycle period
until it becomes inﬁnite (i.e. the bubble stops inﬂating before reaching the cone exit).
Although this map provides useful information and physical insight, since both Hcc and β
combine different parameters that are critical in experimental applications, it is not sufﬁcient
to disentangle the role of dimensional characteristics such as the cone radius, R , the chemical
activity, A , or surface tension, γ, which can be tuned during the fabrication process of the
motor (R, A ) or by using surfactants (γ). In Figure 6.6a, we overlap lines following the
variations R, γ and A , respectively, all other parameters being held constants and equal to
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Figure 6.6 – Effect of the microrocket radius, R, chemical activity, A , and surface tension, γ,
on the propulsion: (a) Average microrocket velocity (non-dimensional) versus Hcc and β; the
red diamond corresponds to the reference conditions Hcc = 0.1 and β= 1, and coloured lines
correspond to variations of the indicated dimensional parameter, all other remaining ﬁxed.
(b,c) Evolution of the average microrocket velocity, non-dimensional, U¯ , and dimensional,
U¯dim, with (b) motor radius R and (c) surface tension, γ, around the reference conditions
denoted by a red diamond (see panel a).
those introduced in section 6.2, starting from Hcc = 0.1 and β= 1 for which a motor radius
R = 1μm and surface tension γ = 7.2×10−2 N m−1 lead to an average dimensional velocity
U¯dim = 4.2×10−4m s−1 (we refer to this in the following as the “reference conditions”). The
variations of the corresponding average velocity, U¯ , along these lines are shown in Figure 6.6b-
c, together with the corresponding dimensional velocity, U¯dim. One should note that the motor
radii maximizing the non-dimensional and dimensional average velocities differ slightly,
the former reaching its peak for a radius slightly larger than the reference conﬁguration,
while the latter peaks at lower values of R. Similarly, the non-dimensional velocity increases
monotonically with surface tension γ, while the dimensional velocity presents a maximum at
intermediate values of γ. This is a result of the reference velocity scale chosen here, namely
3RART0/4πγ so that U¯dim ∼ (R/γ)U¯ . Similarly, since U¯ remains almost constant with A (see
ﬁgure 6.6a), U¯dim ∼A U¯ increases monotonically with A as is observed experimentally [130].
Focusing on the inﬂuence of the microrocket size, an increase of R leads to a decrease in the
non-dimensional velocity U¯ as it inhibits bubble growth (β is increased, corresponding to
an increase in the relative inﬂuence of the ambient pressure on the bubble inner pressure
and surface concentration). But increasing R also leads to a larger dimensional velocity for
ﬁxed Hcc and β. The competition of these two mechanisms results to negligible values of the
dimensional velocity for both small and large R, and in the existence of an optimal motor
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radius.
Figure 6.7 – Optimal microrocket design: (a) Evolution of the average dimensional velocity with
the cone radius around the reference conditions for different opening angles. (b) Evolution
with cone opening angle θ of the average velocity, U¯maxdim , and corresponding cone radius at
which the maximum is attained, Rmax.
We now repeat such a numerical experiment for different opening angles θ, retrieving a family
of curves (R,U¯dim) (Figure 6.7a) and identifying for each value of θ, the optimal dimensional
velocity, U¯maxdim , and the optimal radius, R
max. As the cone angle increases, the maximum
average velocity U¯maxdim is reached for a smaller cone radius, i.e. R
max is a decreasing function of
θ (Figure 6.7b). In order towork in optimal conditions, largermicrorockets are thus required for
smaller opening angles. Furthermore, a global optimum U¯maxdim = 4.78×10−4m s−1 is identiﬁed
for θ = 10◦, to which corresponds a cone radius Ropt ≈ 1.2×10−6m.
6.3.6 Perspectives: many bubbles interaction
In this section, we show preliminary results for the propulsion of the microrocket in the case
where many bubbles are present in the cone. This scenario is of interest for real applications
where a train of closely spaced bubbles is observed to exit the microrocket.
The results presented below use the same parameters as in section 6.3.2 and more systematic
investigations will be addressed in our future work. In order for the problem to remain
tractable, we also enforce two additional rules:
• After the nucleation of the ﬁrst bubble, which occurs as explained in section 6.3.1,
subsequent bubbles nucleate on the axis when the concentration exceeds a threshold
value, cN , with radius rb(0) = 2Hcc/(cN −βHcc )+0.1, similarly to section 6.3.1. The
value cN = 20 was chosen as an illustration; note that this value does not derive from
thermodynamic considerations, as it is challenging to precisely determine how bubble
nucleation occurs on catalyst surfaces [132]. Instead, the value of cN is a tuning param-
eter selected in order to obtain a bubble ejection frequency compatible with the one
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observed in experiments [128].
• The presence of multiple bubbles increases signiﬁcantly the computational complexity
of the system, thus the number of coexisting bubble is limited to two. Namely, when
a third bubble nucleates, we eliminate the bubble farthest away from the cone. We
expect that this assumption will not strongly affect these preliminary results, because
eliminated bubbles have already exited the cone and therefore weakly contribute to the
cone displacement and the chemical environment within the cone. In fact, when out of
the cone, bubbles receive a small chemical ﬂux (or even shrink, see Figure 6.8b) which
leads to a small ﬂuid displacement (see intensity of the ﬂuid velocity in Figure 6.8d,
snapshots 3 and 4).
Under these two rules, we illustrate our computational results for θ = 2◦, Hcc = 0.1 and β= 1 in
Figure 6.8. The ﬁrst part of the simulation is identical to the results illustrated in section 6.3.2,
namely a slow cone displacement when the ﬁrst bubble B1 is not conﬁned followed by a
sharp cone acceleration during the conﬁned phase. At time t = 0.152 a second bubble B2
nucleates because max(c(z,0))> cN . Running very long simulations, we observe that from this
instant the dynamics repeats periodically roughly every 0.16 unit of time (see video #2 in the
Supporting Information). In order to investigate the microrocket dynamics, we can therefore
focus on the periodic dynamics that deﬁnes the bubble cycle (shaded region in Figure 6.8a-b
and corresponding snapshots in Figure 6.8c-d).
The nucleation of bubble B2 lowers the local concentration but does not strongly affect the
ﬂow because of its small size compared to B1. In fact, B1 keeps translating toward the larger
opening, generating a ﬂow that drags B2 along. Subsequently, B1 exits the cone and B2 inﬂates
but it does not yet feel the conﬁnement: in this phase the cone displaces slowly because
none of the two bubbles are geometrically conﬁned. When B2 becomes larger, it translates
because of the geometrical conﬁnement and pushes B1 out of the cone. Because B1 is now
completely outside the cone, it absorbs less chemical ﬂux and eventually shrinks. Finally, B2
keeps inﬂating and translating while the concentration in the left part of the cone recovers its
original higher level. Shortly after t = 0.31, a third bubble B3 nucleates and the bubble cycle
starts again. The computed average microrocket velocity is U¯ ≈ 4.6, which is larger than that
obtained in section 6.3.2, where U¯ ≈ 4. This difference is mostly due to the fact that, when B2
is inside the cone but is not geometrically conﬁned (see snapshot 2 in Figure 6.8c-d), B1 is
still partially conﬁned and provides thrust to the microrocket. This situation is considerably
different from the one-bubble case, where almost no thrust is provided while the bubble is not
conﬁned. In fact, the displacement attained when the bubbles are not strongly conﬁned is
considerably smaller in the one-bubble case (Δzc = 0.017 from t = 0 to t ≈ 0.12) compared to
the two-bubble case (Δzc = 0.163 from t = 0.155 to t ≈ 0.29).
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Figure 6.8 – Chemical concentration and bubble dynamics when many bubble are present
in the cone for the parameters Hcc = 0.1, β= 1 and θ = 2◦: (a) Time-dependence of the cone
position, with the shaded region highlighting one bubble cycle; (b) Time-dependence of the
bubble radius, rb , with each line describing a different bubble; (c,d) Snapshots of the dissolved
gas concentration and velocity ﬁeld (streamlines and intensity) at the four instants shown in
panels (a)
6.4 Conclusions
In summary, in this paper we have used numerical simulations to develop a joint chemical
and hydrodynamic analysis of the bubble growth within a conical catalytic microrocket and
of the associated bubble and microrocket motion. Our computations have revealed number
of important physical features. First, we have found that most of the displacement of the
microrocket is attained when the bubble is strongly conﬁned by the conical-shaped swimmer.
Second, we have shown that the chemical and the hydrodynamic problem can be decoupled:
the chemical problem determines the bubble ejection frequency while the hydrodynamic
problem determines the microrocket displacement. Finally, we have systematically studied
the microrocket swimming velocity, ﬁnding the optimal cone shape and size which maximize
it.
In our future work, we plan to explore the relevance of the bubble deformation and the
interaction between many bubbles, both relevant to real applications where a lot of bubbles
are seen to be emitted close to each other. Preliminary computational results seem to indicate
that, although the presence of many bubbles slighly modify the quantitative performance of
the motor, it does not alter the qualitative picture obtained for the one-bubble case where a
periodic bubble cycle establishes and essentially all the microrocket displacement is obtained
when bubbles are geometrically conﬁned by the conical-shaped swimmer. Overall, our results
shed light on the fundamental chemical and hydrodynamic processes of the propulsion of
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catalytic conical swimmers andwill allow the experimental design of optimal bubble-propelled
microrockets.
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7.1 Introduction
Self-propelling artiﬁcial micro-swimmers have attracted the attention of the researchers for
their utilization in a number of biomedical applications, for example drug delivery [108, 109,
119], nanosurgery [31] and cell sorting [111, 34]. Among the most promising micro-swimmers
are those converting chemical energy into propulsion energy, via a catalytic decomposition of
fuel (usually oxygen peroxide); the chemical reaction produces oxygen bubbles that propel
the swimmer. We consider a conical-shaped swimmer, where the bubbles forming inside the
cone move toward its larger opening to minimize the interfacial energy. This conﬁguration
has been studied experimentally, focusing on the swimmer speed and the trajectory attained,
while the ﬁrst in vivo use of this technology for drug delivery has been conducted [47]. An
important aspect is the modeling of the micro-swimmer motion, some studies concentrate
on the movement of the bubble when still inside the cone [128], others consider mainly the
locomotion due to the bubble exiting the cone [130, 131]. In contrast to Chapter 6, we relax
the assumption on the bubble sphericity, considering a deformable bubble. This enables
us to study in detail the hydrodynamics of the swimmer motion. In particular we underline
the nontrivial dependency of the swimming velocity on the characteristics of the bubble
(deformability and nucleation position) and on the geometry of the swimmer. We identify
three distinct periods during the bubble evolution: immediately after nucleation the bubble is
109
Chapter 7. The hydrodynamics of amicrorocket propelled by a deformable bubble
Figure 7.1 – Sketch of the geometrical conﬁguration.
spherical and its inﬂation barely affects the swimming speed; then the bubble starts to deform
due to the conﬁnement gradient generating a pressure that propels the swimmer; in the last
period it exits the cone producing an increase in the swimmer velocity. Our results shed light
on the fundamental hydrodynamics of the propulsion of catalytic conical swimmers and may
help to improve the efﬁciency of these machines.
7.2 Model
We compute the motion of a conical shaped microswimmer due to the inﬂation of a de-
formable bubble of volume VB (t ). The cone geometry is measured in unit of the cone opening
radiusR (see Figure 7.1) and its shape is deﬁned by its opening angle θ and aspect ratio ξ= L/R .
In this study we ﬁx ξ= 10, which is the most common design in experiment [111, 130, 128],
and study the microrocket velocity for different θ. The molar ﬂux emitted from the catalyst is
n˙ =A ξR2, where A = 102mol m−2s−1 [128] is the molar ﬂux per surface area and it is a mate-
rial property of the catalyst. In order to simplify the problem, we consider that A is constant
throughout the simulation and that all chemical ﬂux is direct to a growing bubble inside the
cone. The motion of the suspending ﬂuid of viscosity μ is triggered by the bubble growth and it
is found by solving Stokes equations [36], because inertia and gravity are negligible (Re≈ 10−4
and Bo≈ 10−6 based on the average cone velocity of U¯ = 10−4 m/s, measured experimentally
in [128]). The viscosity of the bubble is negligible compared to the one of the suspending ﬂuid
and the surface tension for the air-water interface is γ= 7.2×10−2 N/m. In this study, we will
investigate the inﬂuence of the cone geometry (varying the opening angle θ) and the bubble
deformability on the swimming velocity.
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7.2.1 Hydrodynamics
In order to ﬁnd the swimming velocity of the microrocket, we solve for the ﬂuid motion by
resolving the Stokes equation. Considering the following reference scales,
[U ]= γ
μ
[L]=R [T ]= Rμ
γ
[P ]= γ
R
. (7.1)
the non-dimensional Stokes equations, for ﬂuid velocity u and pressure p, write as
−∇p+∇2u= 0, ∇·u= 0, (7.2)
imposing, on the cone surface S2, a rigid body translation with velocity Uc = z˙cez in the in the
axial direction
u=Uc , for x ∈ S2. (7.3)
On the bubble surface S1, we impose the discontinuity of normal stress due to surface tension
and disjoining pressureΠ
σ ·n−pBn= (∇s ·n)n+Π(x) x ∈ S1 (7.4)
where σ is the stress tensor, pB is the gas pressure inside the bubble, n is the normal vector
pointing into the supsending ﬂuid and ∇s = (I−nn)∇ is the surface gradient operator. The
disjoining pressure at the location x ∈ S1 of the bubble interface due to the proximity to the
cone surface is modeled as in [57], namely
Π(x)=
⎧⎪⎨
⎪⎩
∫
S2
B
eδ−r −1
eδ−1
x−y
d
dS(y) for d ≤ δ
0 for d > δ
(7.5)
where d = |x−y| and δ and B are the range and the magnitude of the force. This law mimics
the repulsion due to an electric double layer potential [140]. The bubble volumeVB is imposed
as a global constraint and varies following the ideal gas law (variables indicated by tilde denote
dimensional quantities)
d(p˜BV˜B )
d t˜
= n˙RT0, (7.6)
=A ξR2RT0, (7.7)
where n˙ is the molar ﬂow rate, R is the ideal gas constant and T0 = 300K is the ambient room
temperature. When imposing the molar ﬂux, the volume increase is found by assuming that
the internal bubble pressure is the one of a spherical bubble of equivalent volume
p˜B = p˜0+ 2γ
( 34π V˜B )
1/3
, (7.8)
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Substituting equation (7.8) into (7.6) and making the variables non dimensional, we obtain
dVB
dt
= Ca
β+CV −1/3B
(7.9)
where Ca= A ξRRT0γ
μ
γ is the capillary number and β=
p0R
γ and the constantC = 43( 34π )1/3 . Physi-
cally the capillary number is the ratio between the velocity A ξRRT0γ coming from the bubble
inﬂation due to the chemical inﬂux and the chacteristic velocity of deformation of the interface
γ/μ. Finally the cone velocity is found by imposing that the system is globally force free (as
expected in Stokes ﬂow), implying that the net force on the bubble due to the repulsive forces
is applied back on the cone∫
S2
f ·ezdS+
∫
S1
Π ·ezdS = 0. (7.10)
For a given geometry (cone-bubble shape and position), equations from (7.2) to (7.10) can be
solved numerically (see next section for details of the numerical implementation). This gives
the cone velocity Uc and the bubble interface velocity. The time evolution of the system is
found by solving
dz
dt
=Uc ·ez , (7.11)
dx
dt
=u for x ∈ S1 (7.12)
The initial conditions is a bubble of size R0 placed in z0, the non-dimensional number of the
problem are the capillary number Ca, the intensityB and activation distance δ of the disjoining
pressure and the pressure ratio β. The capillary number Ca =A ξRRT0μ/γ2, based on the
molar ﬂow rate, lies approximately in the range Ca ∈ 10−5−10−4, at most Ca ∈ [10−4−10−3]. We
considerCa ∈ [10−3,5×10−1], larger than in real applications, due to the increasing stiffness
of the problem for smaller capillary numbers. However, large capillary numbers might be
of interest when considering enhanced catalysts [138] resulting in larger A . Similarly the
intensity of the disjoining pressure is set to B = 10 and the activation distance to δ = 0.2,
both larger than typical experimental values, in order to ease the numerical simulation by
having a thicker ﬁlm. Finally, we ﬁx β= 1, which is considered a representative value of this
system [141]. We expect these choices to slightly inﬂuence the quantitative results of our study
but still provide physical insights into this system.
7.2.2 Numerical method
Assuming axisymmetric ﬂow, we re-write equation (7.2) as a boundary integral equation [49]
on the domain contour in the meridional plane: l1 and l2 corresponding to S1 and S2 respec-
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tively. The velocity on a point x0 lying on the interface is given as
4πu(x0)=−
∫
l1
M(x0,x) ·Δf(x)dl +
∫PV
l1
n(x) ·q(x0,x) ·u(x)dl−∫
l2
M(x0,x) · f(x)dl +n(x0)
(∫
l1
u(x) ·n(x)dl − V˙B
)
,
(7.13)
where Δf=σ ·n−pBn. When x0 lies on the cone wall
8πz˙cez =−
∫
l1
M(x0,x) ·Δf(x)dl +
∫
l1
n(x) ·q(x0,x) ·u(x)dl−∫
l2
M(x0,x) · f(x)dl +n(x0)
(∫
l1
u(x) ·n(x)dl − V˙B
)
.
(7.14)
The Green’s functions M and q are the axisymmetric velocity and stress ﬁelds obtained from a
ring of point forces acting in x, as explained in detail in Chapter 2 and Ref. [49, 50]. The third
term on the right hand side of (7.13) & (7.14) has to be treated in order to remove a neutral
mode in the operator [50] (by applying an integral constraint after singular preconditioning,
as explained in Chapter 2 and Ref. [50]). The last term on the right hand side is responsible for
the bubble inﬂation [59]. The force free condition (7.10) writes as∫
l2
r f ·ezdl +
∫
l1
rΠ ·ezdl = 0. (7.15)
The cone geometry is then discretized into Nw straight constant elements and the bubble
into Nb curved linear elements. Discretization of equation (7.13), (7.14) & (7.15), employing
P0 elements of the cone surface and P1 elements on the bubble surface [50], gives a (2Nw +
2Nb +3)× (2Nw +2Nb +3) linear system that can be solved numerically for the stresses on the
cone surface, the interface velocity and the cone velocity. Converged results are reached by
choosing Nw = 124 and Nb = 20 for a bubble of initial radius R0 = 0.5. Subsequently, due to the
bubble inﬂation and deformation, mesh elements are added both on the deformable bubble
and on the wall, in order to keep high accuracy in the lubrication ﬁlm region, see Chapter 2 for
detailed explanations. The time evolution of the system is found by solving equations (7.11)
& (7.12) with second order Runge-Kutta scheme.
7.3 Velocity ﬁeld andmicrorocket velocity over one bubble cycle
A typical bubble evolution and associated cone motion is depicted in ﬁgure 7.2 for Ca= 0.01
and θ = 1◦. The bubble cycle starts when the bubble is inside the microrocket and it ends
when it exists, recovering a spherical shape (see snapshots in Figure 7.2a-d). Intuitively, since
the bubble tends to recover a spherical shape in order to minimize its surface energy, we
can propose the interpretation that a deformed bubble is storing energy that will be released
into propulsion energy at a certain point. In particular we monitor the excess surface area
ΔA = A− AB (the current surface area A minus the surface area A0 of a spherical bubble of
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same volume), which is scalar quantity describing the degree of bubble deformation: ΔA is
zero for spherical bubbles and larger than zero for deformed ones. The behavior of ΔA along
the bubble cycle allows us to deﬁne three different phases:
• Phase I (Spherical phase): the bubble is spherical and not conﬁned (from t = 0 to
t ≈ 700). As shown in Figure 7.2a, the ﬂuid is expelled from opening of the cone, due
to the inﬂation of the bubble. During this phase ΔA is almost equal to zero and the
cone-bubble displaces very slowly.
• Phase I I (Migration phase): the bubble is geometrically conﬁned and squeezed inside
the cone (from t ≈ 700 to t ≈ 2100). As shown in Figure 7.2b-c, the bubble starts to
translate fast due to the geometrical conﬁnement, this causes the ﬂuid to be sucked
from the smaller cone opening. During this phase the bubble becomes more and more
squeezed, as ΔA increases (see Figure 7.2e). The cone and bubble velocity increase (see
Figure 7.2f-g) due to the increasing geometrical conﬁnement.
• Phase I I I (Recoil phase): ﬁnally, the bubble exits the cone and during what we call
recoil phase, from t ≈ 2100 to t ≈ 2600, when the bubble rapidly restores its spherical
shape (see Figure 7.2d). This phase clearly starts when ΔA is maximum and continues
when ΔA decreases recovering the spherical shape. During this phase, the rapid release
of energy due to bubble relaxation leads to the maximum cone and bubble velocity (i.e
maximum slope of cone and bubble displacement in ﬁgure 7.2f and 7.2g).
The cone velocity behavior over one bubble cycle that we have reported seems to provide an
explanation to the unsteady cone velocity observed experimentally [128]. Namely, the cone
displaces relatively slow during phase I and I I while it displaces much faster during phase
I I I due to the large release of surface energy. In Figure 7.3 we report the far ﬁeld velocity,
created by (a) the cone, (b) the bubble and (c) the sum of the two at t = 1000. The cone and
bubble contribute to the velocity ﬁeld with a Stokeslet contribution [36], because they are
not force free due the disjoining pressure term in (7.4) (see Figure 7.3a-c-d-f). However, the
microswimmer is globally force free due to equation (7.15), leading to a stresslet-like velocity
ﬁeld (see Figure 7.3c-f).
7.4 Inﬂuence of the opening angle
7.4.1 Direct numerical simulations
The opening angle of the cone is an important design parameter. In this section we vary it
and look at its effect on the average microrocket velocity U¯ . We ﬁrst ﬁx Ca = 0.01 and vary
θ, Figure 7.4a shows snapshots of the time evolution for different opening angle. We can
observe that the bubble cycle duration Δt is smaller for θ = 1◦, pointing to the fact that there
might be some non-monotonic behavior when varying the opening angle. First, we notice
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Figure 7.2 – Bubble cycle for Ca = 0.01 and θ = 1◦. (a-b-c-d) Snapshots along the bubble
cycle, velocity magnitude and streamlines from bubble nucleation to when the bubble exists
the cone. (e) Cone and (f) bubble position. (g) Excess surface area. Vertical lines show the
separation between phase I , I I and I I I .
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Figure 7.3 – Far ﬁeld streamlines and velocity intensity at t = 1000, Ca= 0.01, θ = 1◦. (a-b-c)
Cone, bubble and cone-bubble generated velocity ﬁeld respectively and (d-e-f) corresponding
far ﬁeld decay.
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Figure 7.4 – (a) Snapshots of the time evolution for three opening angle θ = [0.25,1,2], Ca= 0.01,
and corresponding (b) excess surface area (c) cone position and (d) bubble position.
that the excess surface area at the beginning of the recoiling phase is larger for smaller θ,
because the geometrical conﬁnement is larger for smaller θ (see Figure 7.4b). Therefore,
while recoiling, bubble releases more energy for smaller θ which leads to higher ﬂuid velocity
(in fact, both bubble and cone displace faster, see Figure 7.4c-d). Therefore, it seems that
the non-monotonic behavior of the bubble cycle duration comes from phase I and I I , as
suggested by the non-monotonic start-point of the recoiling phase as shown in Figure 7.4b.
In Figure 7.5, we investigate more in depth where the non-monotonicity comes from. First
of all, the average velocity U¯ =Δzc/Δt shows indeed an optimum for θ ≈ 1◦. This optimum
is dictated by a mimimum in Δt , while Δzc increases almost monotonically, as shown in
Figure 7.5a-b. More speciﬁcally, the minimum in Δt is given by a minimum in ΔtI+I I (the
duration of phase I and I I ), while ΔtI I I (the duration of phase I I I ) increases monotoni-
cally. Therefore, the non-monotonic average velocity, with a maximum for θ ≈ 1◦ shown in
ﬁgure 7.5c, is dictated almost exclusively by phase I and I I . In fact, while the third phase
exhibits a monotonic decrease of the average velocity U¯I I I =ΔzI I Ic /ΔtI I I in θ (ΔtI I I monoton-
ically increases and ΔzI I Ic monotonically decreases), the ﬁrst two phases show an optimum
for U¯I+I I = ΔzI+I Ic /ΔtI+I I . This optimum is non-trivial to explain and we will attempt an
investigation with a simpliﬁed model in next section.
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Figure 7.5 – Relevance of the two phases over one bubble cycle: (a) Bubble cycle duration
Δt and duration of ﬁrst and second phase ΔtI+I I and third phase ΔtI I I , respectively. (b)
Cone displacement over one bubble cycle Δzc , cone displacement over the ﬁrst and second
phase ΔzI+I Ic and third phase ΔzI I Ic . (c) Microrocket average velocity over one bubble cycle U¯ ,
average velocity over the ﬁrst and second phase U¯I+I I and third phase U¯I I I .
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Figure 7.6 – Microrocket average velocity versus cone angle θ for Ca= [0.01,0.05,0.1].
In ﬁgure 7.6 we plot the average velocity versus the opening angle for different capillary num-
bers. The optimum exists for all capillary numbers considered and it is attained approximately
for θ ≈ 1◦. Interestingly, the average velocity does not vary much (at least keeping θ < 4◦),
pointing to the idea that, when increasing θ, a reduced performance of the second phase is
somehow counterbalanced by an improved performance of the ﬁrst phase. This might explain
the robustness in the microrocket swimming velocity observed in experiments, even when
using different fabrication techniques that might result in different opening angles.
7.4.2 An empirical spring-likemodel for conﬁned bubbles
The objective of this section is to understand why there is an optimal angle for the swimming
velocity. We focus on the modeling of the phase I I , where the optimum originates, while
phase I is probably not important because it appears as independent of θ. We proceed
empirically, by drawing an analogy between a simple spring, where the force is proportional to
the displacement due to Hooke’s law F ∼ dx, and a bubble where we impose that a restoring
force is exerted when the bubble is deformed and that this force is proportional to the excess
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Figure 7.7 – Spring-bubble empirical model. (a) Sketch of Hooke’s law. (b) Sketch of the
analogy to Hooke’s law for bubbles where F ∼ΔA. (c) Bubble of volume V0 squeezed in cones
of different opening angles. (d) Excess area ΔA versus θ assuming that the droplet is made
of a conical section and two spherical caps. (e) Axial forces Fz versus θ for different bubble
volumes VB = [1.3,1.4,1.5].
area F ∼ΔA (see ﬁgure 7.7a). Note that by assuming this linear behavior we are neglecting
all the details of the lubrication ﬁlm that could modify this scaling. Assuming small θ, the
force acting on the cone wall in the axial direction due to the restoring force of the bubble (see
Figure 7.7b) writes
Fz
θ
∼ΔA→ Fz ∼ΔA θ. (7.16)
For a given volume, the excess area decreases when the opening angle increases because
the geometrical conﬁnement decreases. In ﬁgure 7.7d we compute numerically the excess
area assuming that the bubble is made by a cone section closed by spherical caps whose
center of mass is placed in the middle on the cone. Fixing the volume and ﬁlm thickness, the
bubble shape is uniquely determined. For small θ the excess surface area seems to decrease
exponentially, although we have not yet attempted to show it analytically. Therefore, Fz shows
a non-monotonic behavior as a function of θ. Namely, Fz(0) = 0 because the projection
of the force in the axial direction is null and it is small for sufﬁciently large θ because the
exponential decrease of ΔA dominates over the linear increase of the projection angle (see
Figure 7.7e). Thus, assuming that the microrocket velocity scales linearly with Fz and that its
drag is constant when varying θ, these two effects explain the non-monotonic behavior of the
microrocket velocity observed in the previous section. As will become clear in next section, we
can take into account the variation of capillary number by imposing different bubble volumes,
as shown in ﬁgure 7.7e.
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Figure 7.8 – (a) Snapshots for the time evolution at different capillary numbers, θ = 1◦. (b)
Cone position versus time, black to light grey line for increasing capillary numbers Ca =
[0.001,0.005,0.01,0.05,0.1,0.5]. (c) Average velocity versus capillary number.
7.5 Inﬂuence of the capillary number
In Figure 7.8a we show the results of many simulations at different capillary numbers. When
increasing the capillary number, the bubble inﬂates more rapidly. The consequence are two-
fold: the bubble cycle is shorter and the cone displacement is larger. Both effects contribute
to the increase of the average velocity as a function of the capillary number (see Figure 7.8b),
seemingly with a scaling U¯ ∼ Ca0.75. Results for different opening angles (i.e θ = 2◦) show
apparently the same scaling. As a consequence, a change in chemical ﬂux (say ten times) will
not result in the same variation of the swimming velocity due to the slight sublinearity of the
scaling. We have not yet been able to explain the physical origin of this scaling.
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Figure 7.9 – Cone position versus time when (a) zb(0)= 4 and (b) zb(0)= 2. The insets show
snapshots corresponding to the circles.
7.6 Critical threshold for sustained bubble ejection
In this section we study the inﬂuence of the initial bubble position on the bubble cycle.
Focussing this time on Ca=0.1, we report two cases where zb(0)= 4 and zb(0)= 2. When zb(0)=
4 the bubble cycle is similar to what previously observed (zb(0)= 5 in all previous simulations,
corresponding to the middle of the cone), but when zb(0) = 2 the bubble exits from the
smaller opening, as shown in ﬁgure 7.9. This situation might reproduce an issue reported in
experiments, where the bubble exits from the smaller opening and a unidirectional motion is
not attained [130]. In fact, when the bubble exits from the smaller opening, the microrocket
displaces from right to left. For smaller capillary number this problem is less present because
bubbles deform less and soon start to translate toward the larger opening. Since the capillary
number increases for higher chemical ﬂuxes n˙ = A ξ, using enhanced catalysts or longer
microrockets might worsen this phenomenon and become a serious challenge to achieve a
sustained bubble cycle.
7.7 Conclusions
We have investigated numerically the motion of a catalytic microrocket due to the inﬂation
of a deformable bubble. We have identiﬁed a physical quantity, the excess surface area,
which deﬁnes three phases of the bubble growth and corresponding microrocket motion. The
different phases correspond to low micorocket velocity, when the bubble is conﬁned, and
to high microrocket velocity, when the bubble exits and recoils. By studying the inﬂuence
of the different phases when varying the design parameters (as the opening angle of the
cone), we have identiﬁed optimal working condition and we have concluded that these
conditions are robust for small opening angles. This leads to the conclusion that as long as
the opening angle is small (θ < 4◦), there is no particular need of optimimizing this parameter
from the hydrodynamic point of view. This weak optimum has been physically explained
with an empirical model. Moreover, we have observed a sublinear scaling of the average
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swimming velocity with the capillary number. As a consequence, enhanced catalysts, which
are extensively studied, would possibly lead to an increase of velocity but a decrease of
efﬁciency. Finally, we have analyzed the dependence of the swimming velocity upon the initial
bubble position: in particular, when a bubble is close to the smaller opening it might exit from
there causing a microrocket motion in the "wrong" direction. This phenomenon, that has
been observed in the literature [130], is more likely to happen at high capillary number, which
might pose technological problems when increasing Ca with enhanced catalysts surfaces [138].
In future work, we plan to couple the chemical problem treated already in Chapter #, with
non-trivial hydrodynamics introduced by the bubble deformability and studied here.
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8.1 Introduction
The motion of spherical objects close to boundaries is a classical problem in ﬂuid mechan-
ics [142, 143, 48] and it is relevant to many disciplines, for example sedimentation of blood
cells in biology [144] or the rise of bubbles toward the free surfaces of the sea, which is crucial
for the marine-atmospheric ecosystem [145, 146]. Since the dynamics is dominated by the
lubrication ﬁlm established in the sphere-boundary gap, lubrication theory is the right tool
to analyze these problems. In particular, lubrication theory is able to answer the question: is
there sphere-boundary contact in ﬁnite time? In the aforementioned cases, there is no contact
in ﬁnite time for a sedimenting spheres [24] while there is for bubble moving towards the sea
free surface [147].
In this study we investigate a slightly different problem, where a spherical bubble inﬂates
close to a wall. This situation is relevant for applications, for example boiling and bubble-
propelled microswimmers studied in Chapter 6 & 7. Contrary to the aforementioned cases,
where the ﬁlm drainage and contact with the wall is generated by imposing an external force,
here the driving mechanism is the bubble growth and the resistance of surrounding ﬂuid that
compresses the lubrication ﬁlm. The small scales at which the phenomena happen justify the
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assumptions of considering a spherical bubble, assuming that surface tension dominates over
viscous dissipation.
We proceed by ﬁrst solving numerically the governing equations and than we develop the
lubrication analysis. We identify different regimes in which the bubble-wall gap closes or not
in ﬁnite time depending on the bubble boundary conditions.
8.2 Description of the problem
We consider here the ﬂuid motion and resulting displacement of a growing or shrinking gas
bubble near a ﬁxed ﬂat inﬁnite boundary ∂Ωw (see Figure 8.1). The bubble radius a(t) and
the sphere-wall distance d(t) are measured in unit of initial bubble radius a0. The ﬂuid has
density ρ and dynamic viscosity η. The rate of change of the bubble a˙, measured in units of
initial rate a˙0, is prescribed here and may result from gas dissolution within the bulk ﬂuid
or phase transition (e.g. evaporation) at the liquid-gas interface. Inertial effects and bubble
deformation are neglected (i.e. Re = a˙0a0/ν 1 and Ca = ηa˙0/γ 1). Using a time scale
T = a0/a˙0 of the variations in bubble radius, the hydrodynamic problem can be written in
non-dimensional form as
∇2u=∇p, ∇·u= 0. (8.1)
The impermeability condition at the surface of the bubble can be written
u ·n=U ·n+ a˙ on ∂Ωb , u= 0 on ∂Ωw (8.2)
with n the local unit normal vector pointing into the ﬂuid domain and U = (a˙ + d˙)ez the
translation velocity of the center of the bubble.
To close the problem for (u,p,U), an additional condition must be applied on each boundary
to describe the nature of the surface (e.g. perfect slip, no-slip...). To account for impurity of
the bubble and keep the most general framework, we consider in the following a slip-length
model, i.e.
(I−nn) · (u−uref)=λ(I−nn) · (∇u+∇uT ) ·n on ∂Ωb , (8.3)
where λ is the slip-length on the bubble, and characterize the purity of the interface: λ=∞
corresponds to a perfect slip condition and a “clean” bubble, while λ= 0 is equivalent to an
inﬂating spherical shell (e.g. armored bubble with large surface concentration of surfactants).
In the following, it will also be referred to as the “rigid shell” limit: for an inﬂating sphere, this
should be understood as a system for which the relative tangential velocity is strictly zero
while the normal relative velocity is given by a˙.
In the previous equation, uref =U+ a˙n is the reference velocity of the rigid shell from which
the slip length model is deﬁned. Finally, the ﬂow velocity must satisfy the no-slip boundary
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Figure 8.1 – Sketch of a sphere inﬂating next to a solid wall.
Figure 8.2 – Schematic representation of the different components of the force acting on an
inﬂating sphere: FT is the force from the translation and FI from an inﬂation while the gap is
kept constant.
condition u= 0 on the wall, ∂Ωw .
Once the velocity and pressure ﬁeld have been obtained by solving the previous hydrodynamic
problem, the total hydrodynamic force on the bubble can be computed by integrating the
hydrodynamic stress on the bubble surface. Because of the axisymmetry of the problem,
F= Fez and using the linearity of Stokes ﬂow, it can be written at each time:
F = ez ·
∫
∂Ωb
σ ·ndS= FT+FI, (8.4)
where FT and FI are the forces associated with the translation of the bubble and the increase
of its radius holding the minimum bubble-wall distance constant, as sketched in Figure 8.2.
8.3 Numerical results
We solve equations from (8.1) to (8.3) numerically with the boundary element method, to-
gether with the force free condition. The implementation is explained in detail in Chapter 2 & 6.
The only technical difference is that we use special Green’s functions that take into account
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Figure 8.3 – Sphere-wall gap evolution versus sphere size calculated numerically starting from
the initial condition d(0)= 1. (a) A rigid shell and (b) a bubble.
the presence of the wall, as done in [148]. This allows us to avoid meshing the wall. With this
numerical method we are restricted to the case of "clean bubble", λ=∞, and "rigid shell",
λ= 0.
The results for these two cases are shown in Figure 8.3, where we plot the gap size d versus
the bubble radius a. Therefore, given the linearity of Stokes equation, these curves are valid
for every a˙. Interestingly, we obtain a very different behavior in the rigid shell case and in the
bubble case. In the ﬁrst case, the sphere-wall distance decreases monotonically, at least until
we are able to carry on our numerical simulation (simulations become computationally more
expensive for smaller d). In the second case, d is non-monotonic, meaning that when the gap
is small, the wall starts to repel the bubble interface. This unexpected behavior is investigated
in detail in next section by lubrication theory.
8.4 Lubrication theory
In the limit of small gap width ε 1, lubrication theory can be used to solve for the ﬂow ﬁeld
within the thin layer of ﬂuid separating the inﬂating bubble from the wall. This thin ﬁlm is
described in polar coordinates by the position of the bubble’s surface z = h(r, t ).
Without any approximation on the thickness of the ﬁlm, the impermeability condition at the
bubble surface write
uz(r,h)= ∂h
∂t
+ur (r,h)∂h
∂r
· (8.5)
Similarly, using the deﬁnition of the tangential and normal unit vectors t and n,
t= er +h
′ez	
1+h′2
, n= h
′er −ez	
1+h′2
(8.6)
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and that of the reference surface velocity uref = (a˙+ d˙)ez + a˙n, Eq. (8.3) can be written here in
the general case as
λ
[
(1−h′2)
(
∂uz
∂r
+ ∂ur
∂z
)
+2h′
(
∂uz
∂z
+ ∂ur
∂r
)]
+(ur+h′uz)
√
1+h′2 = h′
√
1+h′2 (d˙ + a˙) . (8.7)
In the lubrication assumption, the typical ﬁlm thickness h is much smaller than the scale of
its variations in the radial direction and so is its slope. In that limit,
h(r, t )= d(t )+a(t )−
√
a(t )2− r 2 = d + r
2
2a(t )
+O (ε3/2) , (8.8)
and the lubrication framework is only valid within a O(
	
ad) region located near the axis of
symmetry [24]. Therefore, in the lubrication limit h ∼ d and r ∼ dε−1/2.
The lubrication problem considered here is in fact composed of two different problems, the
ﬁrst one for translation (forced by d˙) and the second one for inﬂation (forced by a˙). Because of
the incompressibility of the ﬂuid, noting V the vertical velocity scale, at leading order uz ∼V
and ur ∼ V ε−1/2. The impermeability condition, Eq. (8.5), sets the velocity scale in each
problem, respectively as V ∼ d˙ (translation) and V ∼ εa˙ (inﬂation). Keeping only dominant
contributions for each problem, the dynamic boundary condition (8.7) can be ﬁnally written
at leading order as
λ
∂ur
∂z
+ur = h′a˙. (8.9)
At leading order in ε, the equations of motion for the ﬂuid write in non-dimensional form:
1
r
∂(rur )
∂r
+ ∂uz
∂z
= 0, (8.10)
∂p
∂r
= ∂
2ur
∂z2
, (8.11)
∂p
∂z
= 0, (8.12)
In the following, we focus on the leading order problem remembering that second order
contributions areO(ε) smaller. Solving the previous system follows then the classical approach.
Since p is independent of z, the radial and vertical velocities proﬁle are obtained as
ur = z
2
2
∂p
∂r
+αz, uz =− z
3
6r
∂
∂r
(
r
∂p
∂r
)
− z
2
2r
∂(rα)
∂r
, (8.13)
where α(r, t ) is determined by the dynamic boundary condition, Eq. (8.9),
α=−h(h+2λ)
2(h+λ)
∂p
∂r
+ a˙
h+λ
∂h
∂r
· (8.14)
Using these results, as well as Eqs. (8.5) and (8.8), the Reynolds equation is obtained at leading
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order as
∂h
∂t
= 1
12r
∂
∂r
[
rh3
(
h+4λ
h+λ
)
∂p
∂r
− 6rh
2a˙
h+λ
∂h
∂r
]
= d˙ − (h−d)a˙
a
· (8.15)
This equation can be integrated in r (since ∂p∂r = 0 on the axis by symmetry), and using
∂h
∂r = r /a+O(ε3/2), we obtain at leading order
∂p
∂r
=
[
6a(h+λ)d˙
h3(h+4λ) +
3a˙[h2+ (d −λ)h+λd ]
h3(h+4λ)
]
∂h
∂r
· (8.16)
Integrating once more in r , the dominant pressure proﬁle is obtained within the thin lubricat-
ing ﬁlm as
p(r )= p∞+ 3a˙
64λ2
[
(3d −20λ) log
(
1+ 4λ
h
)
− 8dλ
2
h2
+ 4λ(4λ−3d)
h
]
+ 3ad˙
32λ2
[
3log
(
1+ 4λ
h
)
− 8λ
2
h2
− 12λ
h
] (8.17)
with p∞ an O(1) function of time only related to the pressure outside the lubricating ﬁlm. In
particular, in the two limit cases of a rigid shell or clean bubble, this proﬁle simpliﬁes as
p(r )= p∞− 3ad˙
h2
− 3(d +2h)a˙
2h2
λ= 0 (rigid shell), (8.18)
p(r )= p∞− 3ad˙
4h2
+ 3(2h−d)a˙
8h2
λ=∞ (clean bubble). (8.19)
The dominant contribution to the vertical force on the bubble from the lubrication ﬁlm is
given by the pressure contribution and can be evaluated by integrating the pressure force over
the region 0≤ r ≤R with 	ad R  a:
Flub =2π
∫R
0
r p(r )dr= 2πa
∫h(R)
d
p(h)dh
=
[
3πaa˙
8λ
{
(3d −20λ)
[(
1+ h
4λ
)
log
(
1+ 4λ
h
)
−1
]
+ 2dλ
h
−16λ logh
}
+ 3πa
2d˙
4λ
{
3
[(
1+ h
4λ
)
log
(
1+ 4λ
h
)
−1
]
+ 2λ
h
}]h(R)
d
+O(1). (8.20)
The dominant terms in the previous expression arise from the central region (r = 0 and h = d).
Expanding equation (8.20), when ε = d/a is small, yields the leading order contribution of
the lubrication force. The leading order force due to the translation of the sphere is found by
expanding the second term on the right hand side of (8.20)
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Figure 8.4 – Force due to pure translation for a rigid shell and for a bubble. Lubrication theory
and BEM simulation.
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Figure 8.5 – Force due to pure inﬂation (ﬁxed gap) for a rigid shell and for a bubble. Lubrication
theory and BEM simulation.
Fλ>0T
ad˙
=−3π
2ε
π+O(logε) λ> 0, (8.21)
Fλ=0T
ad˙
=−6π
ε
+O(logε) λ= 0, (8.22)
respectively for non-zero and zero slip length. Expanding the ﬁrst term on the right hand side
of (8.20), we obtain the leading order force due to inﬂation as
Fλ>0I
aa˙
=−3
2
π logε+O(1) λ> 0, (8.23)
Fλ=0I
aa˙
= 6π logε+O(1) λ= 0, (8.24)
respectively for non-zero and zero slip length. Interestingly, for non-zero slip lenght the scaling
does not depend on λ, meaning that spheres with λ = 0 behave similarly for small ε. The
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Figure 8.6 – Normalized gap velocity for a rigid shell and a bubble. Lubrication theory and
BEM simulation.
scalings for a rigid shell and a bubble compare well with the results from the full solution
obtained numerically , as shown in Figure 8.4 and 8.5.
We use equations from (8.21) to (8.24) to ﬁnd the gap velocity by applying the force free
condition FT +FI = 0. Thus, we obtain the gap velocity as
d˙
a˙ε
=− logε+O(1) λ> 0, (8.25)
d˙
a˙ε
= logε+O(1) λ= 0, (8.26)
for a bubble or a rigid shell respectively. For inﬂating spheres, the gap velocity is positive in
the case of a bubble (logε< 0) while it is negative for a rigid shell. In ﬁgure 8.6 we report the
comparison between lubrication theory and numerical simulations. The discrepancy between
numerics and lubrication theory is due to the O(1) error in the logarithmic scaling of the force
for pure inﬂation (see Figure 8.5). As a direct consequence of this, the absolute error on the
gap velocity in Figure 8.6 does not decrease when ε is smaller. Nevertheless, the qualitative
features of the system are captured by the lubrication analysis, with a rigid shell approaching
the wall and a clean bubble being repelled.
8.5 Physical explanation: ﬂow ﬁeld within the gap
The main (and somewhat surprising) outcome of the previous analysis is that the force experi-
enced by a growing bubble near a wall when the ﬂuid gap width is held ﬁxed can reverse sign
depending on the wall proximity and slip length; as a result, and for a thin lubrication gap
and a clean bubble, a force-free growing bubble is repelled by the conﬁning wall in contrast
with what happens for a rigid shell or for weaker conﬁnement. This reversal stems from
a fundamentally-different behavior of the ﬂow ﬁeld within the thin gap (d  a) for a rigid
interface and for a stress-free one. This difference in the ﬂow properties is described on
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Figure 8.7 – Velocity ﬁeld during inﬂation when the gap is kept ﬁxed at ε= [2,0.2,0.02]. The
left/right column is for a rigid shell/bubble. Bottom ﬁgures show a zoom of the velocity ﬁeld
in the gap for ε= 0.02. In all cases a˙ = 1.
Figure 8.7 where the streamlines and velocity magnitude are shown for the two limit cases of
surfaces with zero and inﬁnite slip length (respectively, no-slip and free surfaces) and varying
gap width. Far from the wall, the inﬂation of the bubble while holding its bottom pole ﬁxed
leads in both cases to the formation of a recirculation torus around the axis of symmetry
of the problem (closed streamlines). More precisely, the ﬂuid domain can be divided into
two different regions: (i) an expanding region where the streamlines leave the bubble surface
outward, as a result of the bubble inﬂation and (ii) a recirculating region where ﬂuid is pumped
in from below the bubble and expelled out on the side (recirculating torus). Far from the wall,
the topology of the recirculating regions is roughly similar for both λ= 0 and λ=∞, with the
main difference being only a weaker ﬂow velocity behind a clean surface which allows for ﬂuid
slip and is therefore less efﬁcient in driving a tangential ﬂuid motion.
The two limits λ= 0 and λ=∞ differ however fundamentally in the behaviour of this recircu-
131
Chapter 8. Themotion of a bubble inﬂating next to a wall
lation zone when the distance to the wall is reduced. In the case of a no-slip boundary (λ= 0),
a recirculation torus whose size scales with the radius of the bubble is maintained around
the bubble and within the thin lubricating ﬁlm when ε→ 0. This is only possible because the
sphere’s surface can sustain a net shear stress and continue driving the ﬂuid tangentially to
its surface and out of the gap. This reversal of direction in the ﬂow within the lubrication gap
is only possible if the pressure gradient within the lubrication ﬁlm is oriented outward (i.e.
the pressure within the ﬁlm is lower than the outer pressure), which is consistent with the
lubrication analysis, Eq. (8.18). This leads to the attraction of the inﬂating shell by the wall.
In contrast, in the case of a no-stress boundary (λ=∞), the recirculation torus still exists but
scales with the lubrication gap, as the bubble’s surface can only exert normal stress on the
ﬂuid. In the limit ε→ 0, it is therefore conﬁned to the immediate vicinity of the axis and its
impact essentially vanishes. The pressure gradient within the lubrication gap is then oriented
inward as predicted by the lubrication analysis, Eq. (8.19), leading to a larger pressure than in
the outer region and a repulsion of the bubble from the wall.
8.6 Conclusions
In summary, we have studied numerically and theoretically the ﬂow due to a bubble inﬂating
close to a rigid wall. We have found that the ﬂow in the lubrication ﬁlm is fundamentally
different for a "rigid shell" and for a "clean bubble". This difference causes the sphere-wall
gap to decreases in time in the rigid shell case, contrary to the "clean bubble" case where the
gap size increases in time.
These ﬁndings shed light on the dynamics of bubbles inﬂating close to boundaries and might
provide insights to guide the theoretical exploration of more complex geometry as conical
microswimmers, studied in Chapter 6 & 7. In future work, we would like to address the
inﬂuence of bubble deformability on this system.
132
9 Conclusions and perspectives
In this Thesis we have ﬁrst studied the breakup of droplets in canonical low Reynolds number
ﬂows, where we have proceeded by adapting theories developed to study laminar-turbulent
transition to our problem. This transfer of knowledge across different communities has lead
to new ﬁndings and insights, and in particular in the exploration of the basin of attraction
separating droplets that break from those reaching a stable state. Secondly, we have studied
the propulsion of conical catalytic microswimmers. This has allowed us to gain insights about
the propulsion mechanism of these microswimmers and to ﬁnd the optimal parameters for
maximum swimming velocity. In the following, we sum up the main results of Part I and Part
II and we propose future developments of this work.
In Part I we have considered a droplet in an extensional ﬂow and a buoyant droplet translating
in an otherwise quiescent ﬂuid. Considering simple domains has allowed us to reduce the
physical ingredients at play and to rigorously adapt theories initially designed to study laminar-
turbulent transition, to droplet breakup in low Reynolds number ﬂows. In particular, our
effort have been devoted to the exploration of the state space in which the basin boundary
is deﬁned. In Chapter 3, we have shown that the surface deformation of a droplet rising
in a quiescent ﬂuid exhibits transient growth due to non-normal effects. The results from
nonmodal analysis have revealed the region of state space where the distance between the
basin boundary and the base state is (locally) minimal and small perturbations are sufﬁcient
to trigger breakup. Therefore, we have been able to design optimal initial droplet shapes that
undergo breakup with smaller initial perturbation energy, compared for example to ellipsoidal
initial conditions. Furthermore, these results provide a proof of concept about the relevance
of linear nonmodal analysis in droplet breakup at low Reynolds number. In Chapter 4, we
have pursued the basin boundary exploration by identifying edge states of a droplet in an
extensional ﬂow, resorting the the edge tracking technique. We have shown that edge states
guide droplet breakup and lead to the well known end-pinching mechanism. The exploration
of the bifurcation diagram, also complemented in Chapter 5, has allowed us to conclude
that these ﬁndings are robust for every subcritical capillary number, even when the ﬂow
compresses the droplet along its axis instead of stretching it. These results are summed up in
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Figure 9.1 – Schematic representation of the studies carried out in Part I on the exploration
the state space of droplets breaking-up in low Reynolds number ﬂows: from building blocks
to more realistic ﬂow conﬁgurations. (a-b-c-d) Reprint of results from chapter 3, 4 & 5: edge
states and bifurcation diagram for a droplet in an extensional ﬂow and nonmodal analysis for
a rising droplet. Future perspectives include considering (e) 3D effects and (f) geometrical
conﬁnement, which are relevant in applications.
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Figure 9.2 – Edge tracking for a rising droplet, Ca= 6 and λ= 1. (a) Edge tracking trajectories,
excess surface area ΔS versus time. (b) Edge state shape, where a small tail develops in the
rear part of the droplet.
Figure 9.1, where we also underline our research approach employed in this part. In fact, we
have proceeded by considering simple ﬂow conﬁgurations that, in our view, should constitute
the building blocks for applying these methods in more complex physical situations. Our effort
is therefore currently directed in two directions: on the fundamental side, we wish to focus
on the study and the exploration of the basin boundary in simple ﬂow conﬁgurations. On
the applications side, we would like to start including physical ingredients that are important
in real conﬁgurations, for example by studying the role of geometrical conﬁnement and 3D
effects both playing an important role in applications like microﬂuidics [149]. Currently, we
are working on ﬁnding the edge state of a rising droplet. This is challenging because of the
small structures that form and require very high mesh resolution. Preliminary results are
shown in Figure 9.2, where we show the edge tracking trajectories and the edge state shape.
This case is of particular interest because, contrary to the extensional ﬂow, the spherical shape
is a stable solution for every capillary number [4]. Therefore, like in Couette or plane Poiseuille
ﬂow, there is no simple branch-tracking approach that allow to connect unstable branches to
this unconditionally linear stable base state.
In Part II we have studied the motion of an isolated catalytic conical microswimmer. This
system is rich of physical ingredients as it includes hydrodynamics of conﬁned inﬂating
bubbles, chemistry and bubble nucleation. In fact, we have conducted this study in an almost
opposite approach when compared to Part I. We have started in Chapter 6 by studying a
spherical bubble inﬂating inside a cone, due to an inﬂux of chemical species generated on the
cone wall. We have proceeded by retaining most of the physical ingredients and formulate
some assumptions (i.e. constraining the spherical bubble geometry and imposing a nucleation
criterion) in order to make the problem tractable. This study has led to the interesting ﬁnding
that the chemistry sets the characteristic time scale of the microswimmer motion while the
hydrodynamics sets the displacement attained within this time. Furthermore, we have been
able to determine parameter values that optimize the swimming velocity. Since the physics
here is complicated and there is an interplay between many aspects of it, our approach in
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Figure 9.3 – Schematic representation of the studies carried out in Part II on the motion of
a conical microswimmer: from a general but simpliﬁed investigation to considering sub-
problems. (a-b-c) Reprint of results from chapter 6, 7 & 8. Future perspectives include
considering many (c) bubble interactions, (d) the inﬂation of deformable bubble close to
boundaries and (e) a theoretical approach to the motion of bubbles in conical tubes.
136
future work will be to simplify this problem in sub-problems. We have already started this
process in Chapter 7 & 8, where we have ﬁrst considered the effect of the bubble deformability
upon the propulsion and then considered the inﬂation of spherical bubble next to a wall.
These are the ﬁrst steps to build a more fundamental understanding of these microswimmers,
as sketched in Figure 9.3. Next steps would be to consider the motion of a bubble inside a non-
moving cone, in analogy with the Bretherton problem [150]. A similar study has been carried
out in [151] in Hele-Shaw conﬁguration. This will lead to a better fundamental understanding
of conical microswimmers motion and ideally to the development of a complete theoretical
model for the microswimmer motion. A theoretical model could even allow us to study the
collective motion of conical microswimmers, a task which is otherwise computationally too
demanding. Finally, similarly to part I, the dynamics might becomes intrinsically 3D in certain
situations, for example when many bubbles interact and when nucleation occurs on the cone
surface. This will require carrying out full 3D simulations of this system.
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