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A linear homogeneous ODE is constructed, among whose solutions are all 
products of solutions of two given linear homogeneous ODE’s L,“[u] = 0, 
M,,]v] = 0, in some classes. Its order is the minimum and its coefftcients can be 
obtained by a finite number of rational operations and differentiations on the coef- 
ficients of L,, M,. The problem is considered (locally) both in the real and in the 
complex domain, around an isolated singularity. Examples are also given. 
1. INTR~DLJCTI~N 
The problem of constructing the linear, homogeneous, ordinary differential 
equation (DE) whose solutions are the products of the solutions of two given 
linear, homogeneous, ordinary DE’s, of orders m, n, respectively, has been 
considered by many authors, especially in the case m = n = 2. The aim was 
to derive the power series expansions for the products of some Special 
Functions, integrating by series the resulting 3 rd- or 4 th-order DE (see 113; 
14a, pp. 144-149; 17; and 21, pp. 147-1491 for Bessel functions, and (22, 
pp. 418-4191 for Mathieu functions; [ 14b, pp. 129-1301). The same 
procedure also permits proving, as a side-product, some remarkable identities 
for finite sums of certain quantities [ 171, integral formulas (see 1161 for 
Laguerre and Hermite polynomials), or other formulas (see 13, 15, 18 1 for 
hypergeometric functions, [20, p. 941 for confluent hypergeometric functions 
and (8, pp. 83-94; 12, pp. 94-103 1 for spherical harmonics). 
Several authors also derive in general the 3rd- or 4 th-order DE for the 
products of the solutions of two given 2nd-order DE’s 112, 13, 16, 2 11, and 
in 1161 it is emphasized that the same method could be used for the more 
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general case m = n > 2. Finally, in [2a] a matrix approach is proposed 
which turns out to be convenient also for the general case of orders m, n. 
The knowledge of such DE’s “for the products” reduces their solution to 
that of lower order DE’s. 
We recall that Appell [ 1 ] is generally referred to as the first important 
contributor to this subject: he constructed, in particular, the DE’s having as 
a fundamental system the set uf, uluz, U: and the set u:, u~u,, u,u~, ui, 
where U, , u2 are two linearly independent solutions of a given 2nd.order DE. 
Let 
L,[u] := drn) - ]g, aj(x) G-j) = 0, (1.1) 
M,[u] := !I(“) - 2 bk(X) U(“-k) = 0 
k=l 
(1.2) 
be the two given DE’s, where aj, b, are conveniently “smooth” functions in 
an interval I. 
The general procedure indicated in [2a] does not always lead to a mnth- 
order DE, whenever we start from two given DE’s of order m, n. This indeed 
happens if and only f the Wronskian determinant of all of the mn functions 
obtained by multiplying m linearly independent solutions of (1.1) with n 
linearly independent solutions of (1.2) vanishes nowhere in Z (or, at least, in 
a subinterval of Z). 
There arise, therefore, the following problems: (a) which is the minimum 
order of the DE “for the products,” say, PN[z] = 0, when the DE’s (1.1) 
(1.2) vary in some class? and (b) which is the actual order, when we 
consider two Jixed DE’s in that class? Moreover, (c) how can the operator 
ic;; be expressed in terms of the coefficients of L,, M, ? 
In Section 2 we construct 9$, following a method proposed in [ 161. In 
Section 3 we obtain an estimate for the order N, while Theorem 3.2 gives an 
answer to question (b). In Section 4, finally, we collect some observations 
and applications. 
2. THE CONSTRUCTION OF THE DIFFERENTIAL EQUATION “FOR THE 
PRODUCTS" 
Throughout this section we assume all the smoothness properties that we 
need, for the coefficients aj, b, in (1. I), (1.2), in some interval I. Moreover, 
the order N of the DE “for the products” 5$[z] = 0 is taken as known. 
Question (c), raised at the end of Section 1, is answered in the following 
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THEOREM 2.1. (i) The coefJcients c,(x) (h = 1. 2,..., N) of &Iz 1 can 
be obtained by a&rite number of rational operations and dtfferentiations on 
a,i@), bk(x). 
(ii) They can be computed explicitly’ from (2.23) and the recurrent 
relations (2. IO), (2.12). 
Proof: (i) Recall the following lemma (see, e.g., [2a, p. 131): 
LEMMA 2.2. Suppose that U, V are m x m and n X n matrix-solutions of 
U’ = A(x) U, U(x,> = I, > 
V’ = B(x) V, V(x,) = I, 3 
(2.1) 
respectively, where A(x) and B(x) are two given m x m and n X n integrable 
matrix-valued functions on an interval I, x0 E I. I, denotes the m x m 
identity matrix. 
Then the Cauchy problem 
Z’=AZ + ZB’, Z(x,) = c, (2.2) 
where Z, C are m x n matrices, C = const. has the unique solution 
z = ucv“. (2.3) 
Equation (2.2) is equivalent to mn scalar DE’s and can be written in 
vectorial form, as follows. 
If 9 is the linear operator which takes every m X n matrix Z into the 
column-vector C := Y(Z) = [ZTZ[ ..a Zi]‘, where Zj denotes thejth row in 
Z, then 
i' = M(x) i, &J = i, 3 (2.4) 
where M = A @ I,, + I, @ B, &, = ,Y(C’). 
Here T denotes the transpose and @ the Kronecker (or tensor) product of 
matrices (see, e.g., [2b, p. 238; 11, p. 81). M is a mn x mn matrix. 
Now, if Z = {z. ).= Jk J 1.2 ,..., m:  k= I.? ,.... II) 
CT = ILL ... Cm,], then: 
u = {u,jk}, v = (v,jk}, c = {cjj,}, 
(2.5) 
Suppose that the systems in (2.1) are equivalent to the scalar DE’s 
in (1. l), (1.2), respectively. Let A, B be, for instance, the companion 
matrices of the characteristic polynomials A” - CJY!i aj(x) A”-.‘, 
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I” - c;=, bk(X) An-k, (see, e.g., [II, p. 521). Then u,,.~u, (r= 1,2 ,..., m), 
vls = U, (s = 1,2,..., n), are fundamental systems of solutions of (l.l), (1.2) 
and (2.5) represents the (generic) linear combination of all their products. 
On the other hand, it is well known that every component of the vector [ in 
(2.4) satisfies a linear homogeneous ODE, whose order is at most mn. Such 
an equation is obtained by an elimination procedure, and this requires only a 
finite number of rational operations and differentiations on the entries of M 
and therefore on uj, b,. Thus (i) is proved. 
Remark 2.3. This conclusion can be reached, for the case L, E M,, i.e., 
for the DE “for the squares,” as an application of Appell’s Theorem (see ] 1, 
p, 2121). 
(ii) The method we follow to construct explicitly the DE for 5, is 
suggested by Palama in [ 16, Section l]. 
We write z = uv in the most general linear homogeneous ODE of order 
p := mn, 
D 
Pp[z] := c,(x) z@) - 2 Ch(X) ,$-h) = 0 (p := mn), (2.6) 
h=l 
and express the derivatives uCrntr) for r = 0, 1, 2,...,p - m, and vCnts) for 
s=O, 1,2 ,..., p-n, in terms of u(‘+]) (j= 1, 2,..., m) and v(+~) 
(k = 1, 2 ,..., n), respectively, by using (l.l), (1.2). 
Setting 
~(m+~) := 2 uJ’l(x) u(+j) (r = 0, 1, 2 ,..., p - m), (2.7) 
j=l 
v(n+s) := -$, /,~‘(x)v’“-k’ (s=O, 1,2 ,..., p-n), (2.8) 
where 
ago’ := Uj(X) (j = 1, 2 ,..., m), 
gyx) := bk(X) (k = 1, 2 ,..., n), 
(2.9) 
and, differentiating in (2.7), we obtain 
Ub?I+‘+l) _ ;: [rl 
- L aj 
. U(mtl-j) + 2 a;,rl’ . U(m-j) 
j=l j=l 
=: ,g, ajr+1’(x) . d-j), 
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Therefore we have the recurrent relations (in r, for each fixed j) 
a!‘+ II - 
J - 
i 
aja’,rl + a:‘]’ + a,!?, (j = 1, 2 ,..., m - I), 
a,a\‘l + a:” (j = m), 
(r = 0, 1,2 ,..., p-m- 1 ), 
(2.10) 
with the initial values 
a!O1 = a. 
J J (j = 1, 2 ,..., m). (2.11) 
Similarly we have for the byI’s: 
q+u - b,bl”’ + by + b[“l - 
b,b[,“J + b’s]’ 
k+l (k= l~L**~n-- 11, (s=o 1 2 
n (k = n), 
> 3 ,***, 
p-n-l) 
3 
(2.12) 
bf”l = b 
k k [k = 1, 2 ,..., n). (2.13) 
Now we proceed to substitute (2.7), (2.8) in (2.6) with z = UV. Setting 
q(x) : = aj,m-rT 
r = 0, 1 ,..., m - 1, 
aJr-ml(x), r=m,m + l,..., p, 
(p := mn), 
where aj,k is the Kronecker delta-symbol, and similarly 
Pi34 := /;*l;‘;;;x), 
s = 0, l)...) n - 1) 
s = n, n + l,..., p, 
we obtain 
q)[uv] = c,(x) i (; ) u(‘)v(P-‘1 
r=O 
- Cl CL(X) yg (P; “) U(r)v(P-h-r) 
Jg, g aJ”(X>/?p(X) ZP-j)v(n-k) 
(2.14) 
(2.15) 
- $ CL(X) yg (“, “) J$l g, aJ:r1(x)wh-r1(4 U(m-i)v(“-k) 
= 0. (2.16) 
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Considering (2.16) as an identity with respect to u”‘-~)u’~~~) 
(j = 1, 2 )...) m; k = 1, 2 )...) n), we determine the c~(x)‘s as rational functions 
of ajrl and @I and therefore of aj, b, and their derivatives up to some orders 
(cf. part (i)): 
aj”(X) pip-l’(x) 
(j = 1, 2 ,..., m; k = 1, 2 ,..., n). (2.17) 
For each x E Z this is a system of p linear homogeneous equations for the 
p + 1 unknowns cR(x) (h = 0, 1, 2 ,..., p). 
Writing, for brevity: 
r+‘(x) * pip-h-r’(x), 
G18) 
(1, h = 1, ‘L.., P>, 
where we mean that the pairs (j, k) are ordered, in an arbitrary way, in a 
linear array (Z), e.g., I= (k - 1) m + j, and 
H(x) := (H,,h(X)l, z-(x) := [z-,(x) z-*(x) * * ’ T,(x) 1 r, 
c(x) := [c,(x)c*(x) ... c,(x)y, 
(2.19) 
we have 
H(x) c(x) = co(x) T(x). (2.20) 
If there exists x0 E Z such that det H(x,) # 0, then det H(x) # 0 in some 
interval .Z(x,) E Z (by continuity) and (2.20) can be solved for c(x), 
x E .Z(x,), setting co(x) = 1. In this case we obtain a DE of maximal order 
p = mn. If det H(x) = 0 in Z, we set co(x) = 0 and consider all minors of 
order p - 1 in the p x (p - 1) matrix K”’ := [H,(x) H3(x) a.. liZp(x where 
H,.(x) denotes the rth column in H(x). If at least one of them does not 
vanish identically in Z, we consider the corresponding (p - 1) x (p - 1) 
matrix in K”), say, H . ‘I) Suppose that this has been obtained by striking out 
the sth row in K”‘. Consider the system 
H”‘(x) c”)(x) = -c,(x) I-“‘(x), (2.21) 
for c(l) := [czcJ ..a c,]‘, where Z(i) denotes the (p - 1)column vector 
obtained from H, by cancellation of the sth element. 
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Then we set c,(x)- 1 and solve (2.21) for c”). The DE obtained in this 
case will have order mn - 1. 
If all the minors above vanish identically in I, we proceed in a similar 
way, setting c,(x) = 0 in (2.21) and considering all minors of order p - 2 ii 
the p x (p - 2) matrix K”’ := (H3(x) H4(x) .. . H,,(x)), etc. 
In general, we will obtain some system 
H’@(x) C(~)(X) = -q,(x) l-‘@(x), (2.22) 
where Hc4’ is a (p-q) x (p-q) submatrix of K’q’, K’q’ being the 
p x (p - q) matrix obtained from H(x) by striking out its first q columns; 
c’4) .- .- lcq+,cq+* *.. cpl’ and Z’q) denotes the qth column in H(x), after 
cancellation of the entries cancelled in K’q’ to obtain H’@. 
Suppose one knows that the DE to be constructed has order N (N< mn). 
Then there exists q such that det H@‘(x) # 0 in some .Z E I. Setting c&x) = 1 
in (2.22), we can solve it for c’~‘(x), x E .Z, obtaining (as q =p - N) 
Ch(X) = - 
det Hr-N”(x) 
det Hcp-‘“‘(x) 
(h=p-N+ I,p-N+L..,p), (2.23) 
where Hrpx’(x) denotes the matrix obtained from H’pp”’ by replacing its 
hth column by Z’p-N’. u 
EXAMPLE 2.4. In order to illustrate the procedure outlined in (ii) above, 
we consider the case m = n = 2, i.e., the DE for the products of solutions of 
z4”=a,u’+a2u, v” = b, v’ + b, v, (2.24) 
in I. We know that the order of such a DE is N <p := mn = 4 (cf. part (i) 
above). From (2. IO), (2.11), we have 
a1 
[Ol = a IO1 - 
1’ a2 - a2 ; al,” = a: + ai + a,, a~‘J=a,a2 +a;; 
a12’ = a,<a: + a: + a,) + (a: + a; + a*)’ + ala2 + a; 
=u:+3a,a~+2a,a2+2a;+aI’, (2.25) 
aI’] = a,<4 + a; + a,) + (a, a2 + a;)’ 
=a:a2+a:+2a;a2+a,a;+aS’, 
while the same relations hold for the byI’s, by replacing b by a in (2.25). 
H(x), c(x) and T(x) in system (2.20) now become (using (2.14), (2.15)) 
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c(x) =Ic,(x> c*(x) c&f) 4w~ 
4~“’ + 6a b + 46”’ 1 I 1 I 
4~“’ + 6a b + 6”’ T(x) = 2 2 ’ ’ I 1 u\” + 6a,b, + 465” ’ up’ + 6a, b, + by’ 
(2.26) 
Computing 
det H(x) = - 3(a: - b:) - 6(a, - b2) + 2(a\” -b\“) 
= 2(u; - b;) - (a; - b;) - 4(u, - b,), 
(2.27) 
we observe that, in particular (but not necessarily), det H(x) = 0 when 
u,(x) = b,(x) and az(x) = b,(x) in I, i.e., whenever the two given DE’s 
coincide. 
If det H(x,) # 0 for some x0 E I, the DE for the products will have order 
N= 4 and can be constructed in some interval J(x,) s I. Its coeffkients 
CI(X) (h = l,..., 4) can be evaluated from (2.20), (2.26). 
If det H(x) = 0 in I, we set c,(x) 3 0 in (2.20) and consider 
K”’ ._ .- (2.28) 
Note that there are nonvanishing minors of order 3 for any u,~, b,. This 
shows that the DE for the products has order N > 3, when m = n = 2. 
Let us choose any nonvanishing 3 X 3 minor in (2.28). If H”‘(x) denotes 
the corresponding matrix, e.g., 
H(l) = (2.29) 
we solve the system 
H”‘(x) c(‘)(x) = -c,(x) T”‘(x) (2.30) 
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for c ‘I) := [c2cjc4j7, being 
As det H”‘(x) = 2, setting c,(x) E 1 in (2.30), we obtain 
(2.3 1) 
cz = -+(a, + b,) 
cj = f(3a,b, + bf - 6a, - 2b, - 2bj) 
q=f[a,a, + b,b, -t 3(u,b, +a,b,)-2(a; + b;)]. 
(2.32) 
The apparent asymmetry in c, vanishes by virtue of condition det H(x) E 0 
(see (2.27)). In fact the c,,‘s have to be symmetric functions of ai, b,, in this 
case. 
Indeed: 
and 
k, = 3a, b, - 2(u, + b,) + b; - 4a, - 261, 
Therefore 
y := 6: - 4a, - 2b[ = a: - 4b, - 2a’ 1’ 
y = ;[(a: + b:) - 4(a, + 6,) - 2(u; + b;)], 
and so 
c3 = $[a; + b; + 6a, b, - 8(a, + b,) - 2(a; + b;)]. 
In particular, if a,(x)= b,(x)- 0, we have (cf., e.g., I2a, p. 121) 
c2 E 0, c3 = -2(a, + b,), c4 = -(a; + b;), 
I.e., 
$[z] = z”’ - 2(a, i- 6,) z’ - (a; + b;) z = 0. 
3. AN ESTIMATE FORTHE ORDER N 
The answer to question (a), raised at the end of Section 1, is contained in 
the following 
THEOREM 3.1. Let (1. 1 ), (1.2) be two linear, homogeneous, ordinary 
DE’s, whose orders are m, n, respectively, and with real-valued coeflcients 
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aj(x) (j = 1, 2 ,..., m), bk(x) (k = 1, 2 ,.,., n), aj E Cmcn- “(I), b, E Cn(m-l)(l), I 
being an open, real interval. Then a linear, homogeneous, ordinary DE can 
be constructed in some interval J G I, such that all products of the solutions 
of (1.1) and (1.2) are among its solutions and its order N is the lowest 
possible. Moreover, such a DE has the following properties: 
(i) m+n- l<N<mn; 
(ii) its coefjcients are in the class C’(J), 1 := mn -N, 0 < I< mn 
-(m + n) + 1. 
Proof. Hereafter uj(x) (j = 1, 2 ,..., m) and q,(x) (k = 1,2 ,..., n) denote 
two fundamental systems for (1.1) and (1.2), respectively. Consider 
the mn x mn matrix W(w, 3 wz,..., wmJ(xo> := {%,“(dl,,“=,,* )..., mn = 
rW~-“~Xoh”=1 2 , , ..,mn, where x0 E I and the w$) := w, denote the 
functions ujvk (j= l,..., m; k = 1,2 ,..., n) arranged in any order, 
e.g., ~I~,,u1v2,.‘.,ulv,; 2422, I ..., u,v,;...; u,v I,..., u,v,. Therefore 
W(w, 2 wz,..., w,,)(x,) is the Wronskian matrix of the mn functions ujvk, at 
x0. It exists because of the regularity assumed for aj(x), bk(x) in I; in its 
entries us”’ for r > m and v~)(.q,) for s > n are computed by using (1. l), 
(1.2). The corresponding Wronskian determinant will be denoted by 
W(w, > w2 ,..., w,,). 
Suppose that the initial values ujrP’)(xO) (j, r = 1, 2,..., m), v~-‘)(xO) 
(k, s = 1, 2 ,..., n) are such that W(u,, u2 ,..., Us) = I,, W(v,, v2 ,..., uJ(x,) 
= I,, where I, denotes the p x p identity matrix. 
This choice does not entail loss of generality, as changing fundamental 
systems in (l.l), (1.2) amounts to multiplying the Wronskian determinants 
by some nonzero constants. In fact, if the Wronskians of u,, u2,..., u, and 
v,, v2 ,..., U, are W(u,, u2 ,..., urn) and W(u,, u2 ,..., v,J, respectively, then the 
Wronskians of I,, d, ,..., u”, and t?,, 6, ,,.., fin, being ii = Cu, 6 = Dv, u := 
I u*u* **a %A*~ 
T  v := [v1v2 ‘*a II,]*, zI:= [ii,u’, *-. zq*, v’:= [v’,iJ* *-. IT,] ) 
where C, D are m x m and n X n constant matrices, with det C # 0, 
det D f 0, are (det C) W(u,, u2 ,..., u,) and (det D) W(v,, v2,..., v,). 
Now, this turns out to be a particular transformation of the fundamental 
system in the DE for the products. It is easy to verify that W(w, , w, ,..., w,,) 
is taken into (det(C @ D)) W(w,, We,..., w,,) = (det C)” (det D)“’ 
W(w,, WZ,..‘, wmn), where C @ D is the Kronecker product of C and D (see, 
e.g., 111, pp.8-9, 14))’ 
Investigating the structure of the matrix W(w, , w2,..., w,,)(x,), we see that 
(u, u,J(@-l)(xO) = a,,, (k,,u = 1, 2,..., n), where 6,,, is the Kronecker delta- 
I By this observation we can choose x,, in the interval where the construction 
outlined in Section 2(ii) can be done and still assume W(u,, Us,..., u,)(x,)= I,, 
W(u,, u2 ,..., UJX,) = I,. 
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symbol and we have assumed n <tn. Moreover, (njpn)“’ “(x~) = 0 
(j = 2, 3 ,..., m; p = 1, 2 ,..., n +j - 2), while (u~u,)(“‘~- “(x,,) # 0. In fact, in 
(UjU,)‘k’(X,) = ” ( i ) Ujh)(X()) ULkeh’(X()) 
hXll 
(j = 2, 3 ,..., m), 
we have u~~)(x~) = 0 for h = 0, l,..., j - 2, and therefore (u~u,)(~)(.Y~) = 0 for 
j = 2, 3,..., m and k<j-2. 
For k > j - 1, u)~)&,) can be different from zero, but (u~u,)‘~‘(x~) 
vanishes again, provided that the indices k - h corresponding to h >j - 1, 
i.e., k - h = 0, I,..., k-j, k-j + 1 are such that k - h < k -j + 1 < n - 2: 
in fact in this case we have uik-“‘(x,,) = 0. This happens whenever 
k < n + j - 3, while for k = n + j - 2 we obtain 
(UjU,)(r~+.~-2)(Xo) = n jTyy 2 ) = 
i 
Cn +j - 2)! 
(j- l)! (n - l)! 
~ o. 
Therefore we can single out a nonzero minor of order m + n - 1: it is 
formed by the n x n principal minor placed at the upper left-hand corner, by 
the m - 1 columns (u,~u,,)(“- ‘)(x,)) (j = 2, 3 ,..., m; p = I, 2 ,..., n + j - 2), and 
completed in an obvious way. 
This shows that there exists a Wronskian matrix, submatrix of 
W(w, 9 wz,-, wm,), of order N > m + n - 1, whose determinant does not 
vanish at x0. Let W(z, ,..., zN)(xO) be this matrix, being (z r, z2 ,..., zN) some 
subset of (w,, w2 ,..., w,,). By continuity there exists an interval .I(+,) g I 
where W@,(x), z?(x) ,..., Z&K)) := det(W(z,, z2 ,..., z,)(x)) # 0. Therefore 
(see, e.g., [4, pp. 83-841) there exists a unique normalized DE, with 
continuous coefftcients, having the zj(x)‘s as a fundamental system: 
yiJ(z) := 
W,(x), z2(x>,..., z,(x), z) 
W(z,(x), z2(x) )...) z,w(x)) 
N 
=z WI _ \’ 
Cl 
Ch(X) zch’ h, = 0 (in J). (3.1) 
Here c,, = W,/ W, W, being obtained from W by replacing z,:“~“’ by ~1,“. 
Therefore the lower estimate in (i) holds. 
Equations u , (m’ = 0 ZI(‘) = 0 provide an example in which the minimum 
order occurs. 
This estimate is “the best possible” and when N = m -t n - 1 the set 
U,UI, u,u* )...) u, vn; u2v,; u3v,; . ..) . U,U, above can be taken as fundamental. 
Observe finally that (3.1) contains the zj’s (j= 1, 2,..., N) and their 
derivatives up to the Nth order, and therefore it involves (because of (1. I), 
(1.2)) polynomial combinations of the ais and their derivatives up to the 
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(N- m)th order, as well as the bk’s and their derivatives up to the 
(N - n)th. It follows from the assumptions in Theorem 3.1 that 
u!~-~), biN-‘) E C’(I), where 
(i.1) belong to C’(J) 
1 := mn -N, and therefore the coefficients in 
and O< l<mn - (m + n) + 1. Thus (ii) is also 
proved. I 
From the proof of Theorem 3.1 it is clear that N is the maximum order of 
the nonvanishing minors of W(w,, w2 ,.,., w,,)(x,) which are Wronskians of 
some of the functions w,, w2 ,..., w,,. In other words, we have considered all 
the principal minors in W(w,, w2 ,..., w,,) and m every other Wronskian 
matrix obtained from it by permuting the functions w,, We,..., w,,,,, in all 
possible ways. 
It results that 
N < rank W(w,, w2 ,..., w,,)(x,). (3.2) 
However, we can go further: 
THEOREM 3.2. Under the hypotheses in Theorem 3.1, for two given DE’s 
the actual order is determined as 
N = rank W(w,, w2 ,..., w,,)(x), (3.3) 
where x is an arbitrary point in the interval J in Theorem 3.1. 
Proof: For any set of n functions u,, Us,..., u,, differentiable q times in 
the interval J, q > n - 1, define 
M&u,, uz,..., u,) := (u,i,k}~~~:; :::: ;+I = {u);‘-“pe;.; *:::. p,“. . . . 
Thus M,- ,(u,, uz ,..., u,J = W(u,, u2 ,..., u,,). 
A theorem by D. R. Curt6 [7, Theorem VII, p. 2931 states that, if 
W(u, 3 u, ,**a, u”)(x) = det M,-,(u,, u *,..., u,)(x) E 0 in J, then every n-rowed 
determinant of M,(u,, u2 ,..., Us) also vanishes identically in J. 
From this follows (3.3). In fact, suppose that there exists a submatrix M 
of W(W,) w* )...) w,,)(x), of order r > N, whose determinant does not vanish 
identically in J. Considering the matrix M,,- ,(wj,, w,~*,..., wj,)(x), where 
j, ,j, ,..., j, are the column numbers of M, W(W,~, , wj *,..., wj,)(x) cannot 
be identically zero in J (by Curtiss’ theorem) and therefore 
w(wj, 3 wj,,.**, wj,)(xl) # 0 for some x, E J and hence in some interval 
J, G J, by continuity. This contradicts the assumption that N is the 
maximum order of the Wronskians nonvanishing in J. 1 
In particular, the matrix W(w,, w2,..., w,,)(x) has constant rank in J. 
Some observations are now in order. 
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(A) The lower estimate in (i), N> m + n - 1, can also be obtained by a 
theorem due to I. Connell [6] and concerned with generic vector spaces. 
Assume k = C and K = C(u, ,..., u,, u ,,..., uJ, in his notations. Here we 
mean that ui ,..., u, and U, ,..., v, are C-bases for the vector spaces spanned 
by the solutions of (l.l), (1.2), respectively. 
The field K above, i.e., the quotient jield of the rational functions in the 
indeterminates u ,,..., u,, ZJ ,,..., v, with coefficients in C, satisfies all 
hypotheses required by Connell’s theorem: in particular k is algebraically 
closed in K, with these choices (see, e.g., [5, pp. 214, 216; 10, pp. 163-1641). 
However, Theorem 3.1 gives more information in the case considered here, 
since analytical results, in addition to those purely algebraic, are derived. 
Moreover, the actual dimension N is also computed (Theorem 3.2): this 
answers question (b) at the end of Section 1. 
(B) The regularity hypotheses on U,~, b, in Theorem 3.1 can be somewhat 
relaxed, as shown in the following 
COROLLARY 3.3. Conditions ai E C m(n-“v)~ b, E W’-‘)(Z) in 
Theorem 3.1 can be replaced by the weaker ni E CN-“‘(I), b, E C-“(Z). In 
this case we obtain I = 0 in Theorem 3.1 (ii). 
In fact, above we wrote the whole mn x mn Wronskian matrix, while only 
a N x N particular submatrix is needed; however, we did not know this N 
from the beginning. 
Consider, for q = 2, 3 ,..., mn, all the subsets of q functions among the mn 
uj vk’s (j = 1, 2 ,..., m; k = 1, 2 ,..., n). We will find a number q = N and N 
functions (if N < mn) such that their Wronskian determinant is different 
from zero at x,,, while those relative to any N + 1 functions obtained adding 
to them any of the remaining functions vanish. Thus we have determined N 
and we can form the DE by simple insertion of these N functions for the z,i)s 
in (3.1). This involves only the derivatives of uj and 6, up to the (N - m)th 
and (N - n)th orders, respectively, and therefore we can replace the 
regularity hypotheses in Theorem 3.1 by aj E CNem(Z), 6, E CN-n(Z). In (ii) 
we have I= 0, in this case. m 
We can assert further 
COROLLARY 3.4. Suppose that the regularity conditions on a,i, b, are 
reduced to a!N-m-“, bkNPn-” E AC(I*), where Z* L I is an arbitrary 
compact inter&l. Then Theorem 3.1 holds, by interpreting the DE for the 
products in the sense of Caratheodory. 
In fact, in this case the proof above holds, but the coefficients of (3.1) are 
just in the class L’(Z*), as aiN-““, biNN-” exist a.e. in Z* and belong to 
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L ‘(I*), while the other aj (r), bp’ are at least in C’(I*). We have to interpret 
this DE “in the sense of Caratheodory” (see, e.g., (4, pp. 42-431). 1 
COROLLARY 3.5. Denote by c,, (h = 1, 2,..., N) the coeflcients in the DE 
(3.1). rf aj, b, E P(I), then ch E P(J); if aj, b, E H(Q), the set of the 
holomorphic functions in the open simply connected set Q C_ C, R replacing I 
in Theorem 3.1, then c,, E H(R*), for some R* E a. 
COROLLARY 3.6. Theorem 3.1 holds also for analytic DE’s, with 
aj, b, E H(Q\{aJ), w  h ere Q is a disk with center a, and a is a regular (or 
fuchsian) singularity.’ The DE for the products also has a fuchsian 
singularity there. 
In fact, the result first proved in a neighborhood of x0, x0 # a, contained 
in Q\{a), can be extended in a whole annulus around a, by analytic con- 
tinuation. 
Moreover, recall that a necessary and sufficient condition in order that a 
given DE has at x = a (at most) a fuchsian singularity is that no solution 
becomes unbounded faster than some negative power of x, as x + a 14, 
pp. 124-1251. As products of such functions also become unbounded no 
faster than some negative power, we conclude that the DE for the products 
also has a fuchsian singularity at x = a. I 
The construction of Section 2 can also be carried out. 
(C) Consider, near (1. l), (1.2), two other DE’s of the same orders m, n, 
respectively, with aj(x), bk(x) replaced by 
N’;’ 
a?(x) := 1 
a,!“(xo) 
r=O 
r, (x -xoY (j = 1, 2,..., m;N’=N-m), 
b:(x) := z N”; ’ bi?fo) (x _ xo)s (k = 1, 2,..., n; N” = N - n). 
s=O 
They have polynomial coefficients and assume at x0 the same values as al(x), 
bk(x). The same happens for the derivatives at x0, up to the orders N’ - 1, 
N” - 1, respectively. 
Therefore, if we consider also for these DE’s two sets of linearly 
independent solutions u,+(x) (j= 1, 2 ,..., m), u:(x) (k = 1, 2 ,..., n), with 
W(uT, uf ,..., u,*)(xo) = I,, W(U~ , UC ,..., v,*)(xo) = I,,, we obtain the same 
matrix W(w:, wf ,..., w&)(x0) = W(w,, w2 ,..., wm,,)(xo), where the w,T’s 
(v = 1, 2,..., mn) denote the uJ? v$‘s and, in particular, the same order 
N* = N for the DE’s for the products. 
2 We mean here that x = a is a singularity of the first kind, in the terminology of (4 1 
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In other words, the C-vector spaces spanned by the u,? cz’s and by the 
ujuk’s are isomorphic, having the same dimension. The interval J in the proof 
of Theorem 3.1 and its analogue J *, however, can be different, and the coef- 
ficients in the DE for the products are polynomials, in the second case. 
4. SOME FURTHER OBSERVATIONS 
(A) The necessary and sufficient condition for which the order of the DE 
for the products, in the case m = II = 2, is the minimum (i.e., the 3rd one) in 
Z can be easily stated. 
In fact, the transformation u = U exp($ j;, a,(<) d<}, u = 
Vexp($ ~~,b,(<)&}, xEZ, takes (l.l), (1.2) with m= n = 2 into 
U” + P(x) U = 0, V” + Q(x) V = 0, where 
P=)a;-+a:-a,, Q=jb;-$b;-b, 
and preserves the linear dependence and independence of the solutions, as 
well as of their products, in Z (and in every subinterval of Z). It follows 
immediately that the required condition is P(x) z Q(x) in Z (see, e.g., [ 2 1, 
p. 1451). 
Therefore, the DE for the products of the solutions of (1. l), (1.2) with 
m = n = 2 reduces to the 3rd order @ 
a, - 6, = +(a; - bl) - {(ai - bf) (in 0, (4.1) 
(cf. Example 2.4). 
Remark 4.1. It is not necessary that the two DE’s coincide to have the 
minimal order. 
If this is the case, bj(x) = aj(x) in Z (j = 1, 2), then (4.1) is trivially 
satisfied, but there are other possibilities, e.g.: 
(i) If bj(x) = 0 in Z (j = 1, 2), then (by (4.1)) 
a2=la,--- 1. lr I,2 
(ii) While b,(x) 3 a,(x) in Z implies b,(x) = a2(x) (by 
(4.1)), the converse is not true. In fact b,(x) E a,(x) in 
Z requires 
6’ -b,(x) 6 + a2 = 0 (in 0, (4.2) 
where 6(x) := +(b,(x) -a,(x)], and therefore u,(x) = 6, (x) in Z or 
a,(x) = b,(x) - 2 exp{J& b,(r) d<}{s” exp{l&, b,(v) dq} dr}-‘, in some inter- 
val I’ c I. 
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(B) Theorem 3.1 can be applied repeatedly to several DE’s (having 
conveniently regular coefficients). This iteration yields the DE satisfied by 
the products of the solutions of all such DE’s 
If we denote by U, and U, V,, the vector spaces spanned by the u,i)s and 
by the U~U~S, respectively, we have 
dim U,,, V, =: N, m+n-l<N<mn 
(cf. [ 6 I). Similarly, 
dim U, V, W, =: M, m+n+p-2<M<rnnp, 
so that, in general, 
dim U(‘),‘J(*’ . . . U(k) =*N 
ml ml nlk * 3 t m,.-k+ 1 <N< 1’1 m,. (4.3) I- I r-= I 
In particular, taking k DE’s of the same order m, we have 
dim UC” ,‘J2’ . . . U(k) =* N m m m *) k(m- l)+ 1 <N<mk. (4.4) 
Considering k times the same mth-order DE, we obtain the DE for the kth 
powers of the solutions of such an equation. In this case the upper bound for 
the order can be lowered: 
N< N,,, := 
k+m-1 k+m-1 (k+m- l)! 
m-l k = k!(m - l)! ’ (4.5) 
Here the symmetries in (CT!, ciui)” have been exploited. 
In [ 191 a DE is constructed; whose solutions are the kth powers of the 
solutions of a given 2nd-order DE. From (4.4), we have k + 1 < N < 2k. In 
[ 191 it has been proved directfy that the minimal case N = k + 1 occurs. 
Here we have an alternative proof, because (4.5) yields N,< N,., = k + 1. 
Remark 4.2. The estimate N < N,,, = m(m + 1)/2 is not redundant. In 
fact, not even when the two DE’s coincide do we necessarily attain the 
minimum, 2m - 1 (see Examples 4.3 below, with vj = uj (j = 1, 2,..., n = m)). 
This is true for m = 2 (cf. Remark 4.1). 
(C) EXAMPLES 4.3. We have the following classes of examples for the 
“maximal” and the “minimal” cases: 
(j = 1, 2 ,..., m), vk = u, UmCk-‘) (k = 1, 2 ,..., n), and 
u = v UkP ’ (k = 1, 2 ,..., n), and 
a:e arbitrary and U is any function 
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nonc~nstant in every interval I’ c I, of class C”(Z), u,(x) # 0, o,(x) # 0 in 
some interval .Z, G I, with N = mn in (a) and N = m + n - 1 in (b). 
In fact, there are N functions ujv,, say z,, z2 ,..., z,,,, such that 
wz,,z * )...) ZN) = (u, v,)” W( 1, u, u* )...) L+ 1). 
On the other hand, CF:i ci U’(x) f 0 in .I,, for any constants ci, C 1 ci/ > 0. 
Then Cy:J ci U’(x) # 0 for some x = x, E J, and hence in some interval 
.Z*(x,,) c J, . As this is also true in every interval J* G J,, we conclude (see, 
e.g., 19, p.481) that W(l, U, U* ,..., VP’)+0 in J, and therefore 
W(z, 3 -3 ,-.., z,)#O in J,. 
Remark 4.4. Taking, in particular, U, = v, = 1, U = eX in the Examples 
above, we see that aZZ cases are represented also confining ourselves to DE’s 
with constant coeflcients. 
The Examples show that the maximal and the minimal cases are not 
unique. 
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