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 Abstract  
 
In this paper, the field prediction inside biological bodies exposed to electromagnetic incident 
waves is addressed by considering inverse scattering techniques. In particular, the aim is to evaluate 
the possibility of limiting the test area in order to strongly reduce the computational time, ensuring, 
at the same time, a quite accurate solution. The approach is based on separating the scattering 
contributions of the region under test and the other part of the biological body. The starting point is 
represented by the inverse-scattering equations, which are recast as a functional to be minimized. A 
Green's function approach is then developed in order to include an approximate knowledge (a 
model) of the biological body. The possible application of the approach for diagnostic purposes is 
also discussed. 
 
 
1. Introduction. 
 
In the last years, there has been a growing interest in numerical methods for determining the 
internal field and related quantities (e.g., the specific absorption rate (SAR)) of biological bodies 
exposed to electromagnetic radiation, especially due to mobile phones. Potentialities and limitations 
of several classical methods have been discussed in a wide number of papers (see, for example, 
papers [1]-[4] and the references therein). Among them, one can mention, with an "historical" 
sorting, the method of moments (MM) [5], the finite element method (FEM) [6], the finite 
difference time domain (FDTD) method [3] and a large number of recently proposed hybrid 
methods, which are aimed to reduce some limiting factor of the previous classical methods and, 
sometimes, to combine the advantages of two or more basic formulations (e.g., MM-FEM, MM-
FDTD) in order to deal with different parts of the body under test [2].  
The above-mentioned methods are applied to solve the integral/differential equations of the 
electromagnetic scattering problem, which represent the mathematical starting point of the 
approaches for field prediction in biological applications. 
These methods, which have been used with great success in several applications, are based on a 
forward scattering formulation, in which the geometric and dielectric characteristics of the body 
under test are assumed to represent completely known information. However, it has been shown in 
several works that small uncertainties in the geometric/dielectric properties of the body may result 
in significant differences in the field distributions. From this point of view, it is not surprising that 
results different from the expected ones have been obtained anytime that more sophisticated models 
of the source and of the biological body have been introduced.  
The possibility of considering a specific biological body, quite independently from a complete 
knowledge of the geometric and dielectric properties of its structures has suggested the study of 
inverse approaches for the field prediction [7]. These approaches are based on the inverse scattering 
problem, as opposed to the classical methods, which are based, as previously mentioned, on the 
forward scattering approach. 
To apply an inverse scattering method, one needs to know the scattered electric field at certain 
locations outside the biological body under test. However, although the measurement of field values 
does not represent anymore a technical problem, it should be realized that this requirement 
constitutes a limiting factor of the approach. The major limitation of the approach is however 
represented by the computational difficulties inherent any numerical inverse problem. Such 
difficulties are related to the ill-posed nature of the problems [8]. We will discuss this point later on. 
Nevertheless, the great potential advantage of the approach is related to the possibility of predicting 
the internal field, in principle, without any knowledge of the internal structure of the biological 
body. Obviously, if some information on the body is available, it can be inserted as a priori 
knowledge, usually allowing a speed up of the computation and a significant reduction of the ill-
conditioning of the problem. 
Moreover, the inverse approach is also of interest for diagnostic purposes. In fact, in this case, the 
internal field is not of interest, but the geometric and dielectric properties of internal organs have to 
be retrieved. The key point is that both the field and the geometric/dielectric properties are unknown 
in the inverse scattering approach (except in the case in which some a priori information is 
available, e.g., a CT image of the body defining boundaries between different biological tissues). 
As previously mentioned, the inverse scattering problem is usually strongly ill-posed. The 
numerical counterpart of the problem is ill-conditioned. Consequently, small errors in the 
measurement data result in large errors in the field prediction. To this end, the inverse problem is 
commonly recast as a global optimization problem, in which a suitable functional is defined and 
minimized [9]. The functional can take into account both the "data equation" (which relates the 
measured samples of the external field to the internal field and the dielectric properties) and the 
"state equation" (which imposes that the internal field and the dielectric properties be consistent 
with the unperturbed exposure field). The state equation can be also considered as a regularization 
term in the functional to be minimized. Other regularization terms can be added in order to reduce 
the search space of the minimization procedure. These terms can include the a priori information on 
the model. In practical applications, they are usually very important.  
Finally, the functional is minimized by using a deterministic method (e.g., the conjugate gradient 
method) or a stochastic approach (e.g., the genetic algorithm). In the present paper, following an 
approach previously developed by the same authors, a hybrid genetic algorithm is applied [10]. 
In the hybrid genetic algorithm, the classic stochastic scheme of the genetic algorithm is combined 
with a deterministic method in order to speed up the convergence of the iterative process. It is well 
known that stochastic methods are usually computationally much more heavy than deterministic 
approaches, although they are in principle able to find the global solution, relatively independently 
on the starting point. 
 
2. Mathematical Formulation  
 
Let us consider the cross section of a biological body, which is indicated by A.  The distributions of 
the following dielectric parameters characterize the biological body: 
rε : Relative dielectric permittivity; 
σ : Electric conductivity [S/m].  
Both distributions are inhomogeneous and these quantities depends on the transversal coordinates x 
and y. Nonmagnetic tissues are assumed ( 0μ=μ ). 
The biological bodies in exposed to an incident field (assumed here to be transverse-magnetic 
polarized). It should be noted that, in diagnostic applications, this field is produced by suitable 
applicators.  
A complete discretization of the body is at present impossible for computational reasons. Moreover, 
in several applications (e.g., in the case of exposure from mobile phones), the accurate distribution 
of the field is only really needed in limited regions of the biological body. The same holds for 
diagnostic purposes, where the region to be inspected is usually limited to an organ or a limited part 
of the body [11][12]. There are several possible approaches to take into account the above 
consideration. The simplest one is to neglect some regions of the body cross section. The other 
more sophisticated approach is to use the proper Green's function [13] (in discretized form) for the 
model. In practice, a model of the cross section is assumed to be known, and the "scattering" is 
attributed to a limited region of the body, which is investigated by considering as unknown the 
internal field and/or the dielectric parameters (more precisely, the variations of these parameters 
with respect to the assumed model).  
The cross section A is partitioned into  partitions not overlapping. It results , where  
denotes the area of the n-th partition of A, whose center is indicated by . The interest 
area includes N (≤P) subdomains indexed by n = 1,..., N.  
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Each subdomain is characterized by the complex dielectric permittivity 
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As previously mentioned, the scattered electric field is measured at M locations inside a proper 
observation domain O not overlapping with A.  The measured values of the scattered electric field 
are denoted by  (transverse-magnetic conditions are assumed; consequently, the above quantity 
refers to the axial component of the field vector).  The M values  are related to the internal field 
to be predicted by the following integral equation [14] 
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where  denotes the total internal field in the n-th subdomain of A,tnE ( )m,G xx0  is Green's function 
for free space, and  indicates the location of the m-th measurement point.  mx
As mentioned in the Introduction, the simplest approach to deal with a reduced test area is to choose 
it in order that the effect of the presence of the P-N subdomains N+1,N+2,...,P be negligible. This 
approach is possible, although with a certain degree of approximation, in imaging applications, 
where the incident field is fixed by the operator, or in the field prediction inside exposed bodies 
when the illumination conditions allows a priori to infer that limited regions of high field are 
present (e.g., in the case of mobile phones).  A numerical assessment concerning this approach is 
reported in Section 3. In this case, the summation in equation (2) is "limited" to index N. Equation 
(2) results in an inverse scattering problem, which is linear, if 
nr
~ε is known, otherwise it is 
nonlinear. This inverse problem can be solved by using one of the recently developed iterative 
approaches (see, for example, [15] and the references therein). 
In the second approach, based on a numerically computed Green's function, one assumes that 
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where  denotes the relative dielectric permittivity of a model of cross section. The other part of 
the scatterer is assumed to be exactly characterized by the known model. For the "object" 
constituted by 
0
nr
~ε
nr
~εΔ , n = 1,...,N, the "propagation medium" is an inhomogeneous medium 
characterized by 0
nr
~ε  for n = 1,...,P.  
In this case, the inverse scattering problem is governed by the following equation 
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where the inhomogeneous Green's function ( )mN ,G xx can be obtained by solving off line and once 
for all the following integral equation  
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Solving equation (5) corresponds to solve a classic forward scattering problem. When the values of 
the inhomogeneous Green's function have been calculated by solving (5), the inverse scattering 
problem can be re-formulated by using (4), exactly as previously described. 
As discussed in the Introduction, due to the ill-conditioning of the inverse problem, the "state 
equation" is usually associated to the "data equation" (equation (2), with P replaced by N, or 
equation (4)). The state equation imposes that the internal field and the dielectric properties be 
consistent with the unperturbed exposure field, and it is given by 
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where  denotes the total internal field in the n-th subdomain;  indicates the incident field at the 
center of the q-th subdomain;  is the total field in the same subdomain of the known model 
(which constitutes the incident field for the "excess of permittivity"); finally, , if  n = q, 
, otherwise. 
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Once again, equations (6) and (7) are linear or nonlinear under the same conditions of equations (2) 
and (4).  
The simultaneous solution of the "data" and "state" equations is obtained by defining a suitable 
functional [9]. In this way, the inverse scattering problem is recasts as an optimization problem. The 
functional has the following form 
 
datastate RRJ β+α=                                                                     (8) 
 
where  and denotes the square norms of the residuals of the "data equation" ((2), with P 
replaced by N, or (4)) and the "state equation" ((6) or (7)). 
dataR stateR
The minimization of J is performed by using an hybrid genetic algorithm, in which the classic 
stochastic approach is combined with a conjugate gradient method in order to speed up the 
convergence of the iterative process. This minimization method has been described in details in 
[10]. 
 
3. Numerical results 
 
Let us consider the geometrical configuration shown in Figure 1, where the cross section of a 
human head model is surrounded by several measurement points (located on a circumference of 
radius r  = 0.14 m, at angular positions given by iϑ = - 3/4π-i(3π/2M-2), i = 1,...,M (observation 
domain O)). The head model is the same used in [7]. For simplicity, the head cross section is 
included in square domain, DI, which is partitioned into P subdomains (in practice, since the "air" 
subdomains are treated as the other subdomains, DI is "equivalent" to region A). A reduce area R is 
defined, which corresponds to the first N subdomains (test area). The numerical data for the first 
assessment are the following: P = 32 × 32, M = 32, the incident wave is: 1) a uniform plane wave 
(simulating far-field illumination conditions); 2) a cylindrical wave produced by a line currents 
(simulating near-field illumination conditions in the transversal plane).  
 
 
 
Fig. 1 Problem configuration. Head model, test area, and measurement points 
 
The test area is obtained by considering only n rows and m columns of the partitioned domain, 
corresponding to the test region nearest to the source. The dimension of R is defined as a function of 
n and m. In particular, it is denoted by R = R(n,m). Consequently, the number of subdomains of a 
certain test area R(n,m) is given by N = mn, and R(32,32) ≡ DI. 
The following errors parameters are defined in order to evaluate the approximation 
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where denotes the total electric field predicted in the partition corresponding to the i-th row 
and the j-th column, considering the whole cross section DI,  and is the same field value in 
the case in which only the test are R(n,m) is considered. 
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Fig. 2. Errors parameters related to the field prediction,Θ  and Ω  (equations (9) and (10)) for 
different values of R(n,n). Plane-wave (far-field) illumination conditions. 
 
Figure 2 gives the errors on the field prediction (plane wave illumination) for various dimensions of 
R, in the case in which m=n. This figure provides indications concerning the possibility of reducing 
the test area for a given expected accuracy in the field prediction. Analogous considerations can be 
drawn from Figure 3, which refers the near-field illumination conditions. The global information 
represented by parameters Θ  and  can be verified by considering Figure 4, in which the 
computed scattered electric field is plotted along (a) the x axis and (b) the y axis for various reduced 
domains R. 
Ω
 
 
 
Fig. 3. Errors parameters related to the field prediction,Θ  and Ω  (equations (9) and (10)) for 
different values of R(n,n). Cylindrical-wave (near-field) illumination conditions. 
 
Fig. 4. Amplitude of the scattered electric field computed along the x and y axes for different 
reduced test areas. Comparison with the results obtained for the complete cross section. 
 
Concerning the approach based on the inhomogeneous Green's function, it has been applied with 
reference to the model of a human thorax described in [12]. In this case, the frequency is f = 433 
MHz and a uniform plane wave illumination is considered. To make more realistic the simulation, 
the scattered data (at the measurement points) have been affected by a Gaussian noise with zero 
mean values and corresponding to a signal-to-noise ratio of 30 dBs. A "change" in the dielectric 
configuration has been assumed. In particular, a square region inside the muscle tissue, 
corresponding to 25 discretization subdomains, has been considered. For this reduced region R(5,5), 
we assumed =Δ
nr
ε~ -1.8 + j2.91 , n = 1,...,N (=25).  Starting by the unperturbed configuration, the 
inhomogeneous Green's function has been calculated by using equation (5). The inverse problem 
has been solved as described in Section 2 and the results are provided in Figure 5. In particular, the 
figure shows the (a) original and (b) predicted total electric field (after 100 iterations of the inverse 
procedure). As can be seen, a very good agreement has been obtained.  
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(a)                                                                         (b) 
Fig. 5. Distribution of the total electric field (amplitude) inside the cross section.  
(a) Original distribution. (b) Predicted distribution.  
4. Conclusions 
 
In this paper, the use of an inverse approach for the field prediction inside biological bodies has 
been discussed. The need for reducing the test area leads to consider specific approaches based on 
models of the biological body under test. For the case in which only an internal region can be 
considered important for the prediction or in medical imaging applications, a simple domain 
truncation can be applied. On the contrary, when more accurate (linear or nonlinear) predictions are 
required, the approach based on the off-line computation of an inhomogeneous Green's function can 
be applied. In this case, the test region is considered as the "object" to be inspected, which is located 
into an inhomogeneous propagation medium constituted by an assumed known model of the whole 
cross section. Due to the strong ill-conditioning of the inverse problem, the results presented in this 
paper are still preliminary. However, in the authors' opinion, the potential advantages of the 
approach are very significant, allowing the approach to be further explored. 
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