Abstract. We are dealing with possibly degenerate second-order parabolic operators whose coefficients are infinitely differentiable with respect to the space variables and only measurable with respect to the time variable. We impose the Hörmander condition on the diffusion coefficients and prove that the solutions of the corresponding equations with right-hand sides which are infinitely differentiable in the space variables in a space-time domain have also this property.
Introduction
In this article we are dealing with possibly degenerate second-order parabolic operators whose coefficients are infinitely differentiable with respect to the space variables and only measurable with respect to the time variable. Such operators arise, in particular, in the theory of stochastic diffusion processes and in filtering theory of partially observable diffusion processes. We impose the Hörmander condition on the diffusion coefficients and prove that the solutions of the corresponding equations with right-hand sides which are infinitely differentiable in the space variables in a space-time domain have also this property. One can say that we are proving a restricted hypoellipticity for our operators. The author intends to use this result to prove some kind of restricted hypoellipticity for stochastic partial differential equations.
The problem of hypoellipticity was solved by Hörmander (see the references in [5] ) and attracted attention of very many researchers. In particular, there is a probabilistic approach to proving Hörmander's hypoellipticity theorem initiated by Malliavin and extremely well presented in [4] .
The exposition below basically follows the lines designed by Hörmander with substantial impact of Kohn and Oleinik and Radkevic (see [5, 7, 10, 11] ). It would be very interesting to find a probabilistic proof of our results. So far, a few attempts by the author failed although the author of [12] succeeded in doing that in case the coefficients and their spatial derivatives are of class C 1 in (t, x). Later the probabilistic approach allowed the authors of [2] to weaken the continuity hypotheses with respect to t to just Hölder continuity.
On the other hand, it is worth mentioning an interesting artile [1] where the authors do basically some of the same steps as we do here but under global (restricted) Hörmander's condition and with some of the arguments which the author of the present article could not quite follow, because some steps seem to be missing (see, for instance, our comment in parentheses below (5.2)). Another difference between our results and those in [1] is that we prove infinite differentiability of any generalized solution and not only of measure-valued ones.
Our main result is stated in Section 2 and proved in Section 6 preceded by Section 5 where we prove the main a priori estimate. Section 3 consists of one-page collection of well-known facts from the theory of pseudo-differential operators. In Section 4 we give estimates for the commutators of some operators and also prove a simple and rather weak a priori estimate for parabolic degenerate equations.
In conclusion we introduce some basic notation. By R d we denote a Euclidean space of dimension d, x = (x 1 , ..., x d ) is a generic point of R d . All functions are assumed to be real valued. We denote by Du the gradient of u, D 2 u its Hessian,
First steps, main ideas, and the main result
Introduce BC ∞ b as the set of real-valued or R d -valued measurable vector-
such that for each t ∈ (0, 1), σ(t, x) is infinitely differentiable with respect to x, and for any multi-index α we have
Let d 1 ≥ 1 be an integer and let
be some given operators with coefficients
We use (u, v) 0 and u 0 for the scalar product and the norm in L 2 = L 2 (Q). Set
To explain what we mean by u(0+, ·) recall that if u, ∂ t u ∈ L 2 , then there exists a v such that u = v (a.e.) in Q and
In the same way, u(1−, ·) is well defined. The following simple fact is true.
Lemma 2.1. There is a constant N such that for any u ∈ H 1,2
or, equivalently, for any u ∈ H 1,2 such that
Proof. We multiply Lu = f through by u and integrate. We get
Next, we integrate by parts and use that the derivatives of σ are assumed to be bounded. Then we obtain
where
and to get (2.3), it only remains to combine the above results. The lemma is proved.
Remark 2.2. Later on we will use the fact that the above proof can be organized differently. We have
where L ′ 0 is a first-order differential operator with respect to x whose coef-
Indeed, it suffices to use (2.2) and the inequality (Lu, u) 0 ≤ Lu 0 u 0 .
If we knew that for any
in Q, then (2.4) would imply
where f = Lu. Next, one can hope to estimate second-order derivatives of u by differentiating the equation Lu = f (if u, f are smooth enough), hopefully getting a "good" equation for u x , so that
Keeping dreaming along the same lines, one arrives at
for any multi-index α. This shows that one has a control on smoothness of u in terms of L 2 given that f is smooth. Sobolev's embedding theorems show that one has a control on smoothness of u in the uniform norm as well. This turns out to be quite sufficient for proving that u is infinitely differentiable in x with the derivatives square integrable in t. Then the fact that, for each t, u(t, x) is infinitely differentiable in x follows after integrating in t the relation Lu = f . It turns out that the assumption related to (2.5) can be relaxed and the estimate as strong as (2.4) is not needed. It suffices to have, say
in Q and such that for each k = 1, ..., m and any u ∈ H 1,2 we have
where δ ∈ (0, 1) and N are independent of k and u, and · −δ is the negative norm of order −δ. In that case instead of (2.6) we would have
and this allows for iterations as is outlined above. Then in case Lu = f ∈ BC ∞ b one could again differentiate this equation and obtain estimates of higher-order derivatives.
Hörmander discovered that in his situation of elliptic operators with smooth coefficients one can obtain (2.8) for L k , k = 0, ..., d 1 , for their commutators, and then for the commutators of higher order. Then under the condition that, a finite number of thus obtained vector fields generates the whole space, one comes to global estimates like (2.7) and some additional but almost standard effort is needed in order to show that if, say, u is a generalized function in a domain such that Lu = 0 then u is infinitely differentiable with respect to x in this domain.
As we have mentioned, we are following arguments in [7] and [10] . However unlike [10] , in our setting we could not obtain (2.8) for L 0 and, therefore, we are basically bound to the restricted version of arguments in [10] mimicking those in [7] . Accordingly, set
Also we denote by Lie n the set of (finite) linear combinations of elements of L n with real-valued coefficients of class
Observe that the operator L 0 is not explicitly included into Lie n . Fix a domain G ⊂ Q.
Everywhere in the paper we impose the following.
Assumption 2.4. There exists an n ∈ {0, 1, ...} such that for any ζ ∈ C ∞ 0 (G) we have ζD i ∈ Lie n for any i = 1, ..., d.
In order to state our main result we introduce the necessary function spaces. Let D(Q) be the set of generalized functions on Q. We work in the usual scale of Sobolev-Hilbert spaces defined for any m ∈ R by
Also introduce H 1,m as the set of functions u ∈ H m such that u(t, ·) ∈ H m−1 for any t ∈ (0, 1) and there exists an f ∈ H m−2 such that for any φ ∈ C ∞ 0 (R d ) and any t ∈ (0, 1) we have
(2.10)
In case (2.10) holds we, naturally, write ∂ t u = f . Briefly, one can write that
The above more detailed definition just makes it precise what we mean by ∂ t u and also emphasizes the fact that for u ∈ H 1,m the distributions u(t, ·) are uniquely defined for any t ∈ (0, 1). Observe that what was said above about functions in H 1,2 remains true for functions in H 1,2 , the latter being just the collection of the modifications of elements of H 1,2 as described before Lemma 2.1 or in the following remark.
Remark 2.5. One knows (see, for instance, Theorem 3 in §5.9.
) holds for almost all t ∈ (0, 1), then there exists v ∈ H 1,m such that v(t, ·) is a uniformly continuous H m−1 -valued function on (0, 1), the distributions v and u coincide on Q and (2.10) holds for all t and φ ∈ C ∞ 0 (R d ) if we replace u with v. In particular, this explains that the condition u(0+, ·) = 0 in (2.11) makes sense.
Remark 2.6. The space H 1,m is a Hilbert space with squared norm u 2 m + ∂ t u 2 m−2 . One may wonder why the H m−2 -norm and not a different norm of ∂ t u is entering the H 1,m -norm of u. The reason is that we are going to deal with equations Lu = f and with L 2 -estimates of their spacial derivatives, say of order m, in terms of f and lower order norms of u. In such situation the L 2 -norm of spacial derivatives of ∂ t u of order m − 2 is obtained from the equation itself.
By the way, also observe that almost obviously Λ n H 1,m = H 1,m−n and Λ n ∂ t = ∂ t Λ n for all m, n ∈ R.
Here is our main result. If G is an open subset of R d , then by C ∞ b (G) we mean the set of infinitely differentiable functions on G each of whose derivatives of any order is bounded in D.
Theorem 2.7. Let u be a generalized function on G such that for an m ∈ R we have uζ ∈ H 1,m for any ζ ∈ C ∞ 0 (G). Take a c ∈ BC ∞ b and assume that
for any ζ ∈ C ∞ 0 (G). Furthermore, if, for some a, b, r ∈ (0, 1) and Γ = (a, b) × B r , where B r = {x ∈ R d : |x| < r}, we haveΓ ⊂ G then for any t ∈ (a, b) we have u(t, ·) ∈ C ∞ b (B r ) and for any multi-index α
Remark 2.8. It is easy to understand from our arguments how the left-hand side of (2.13) can be estimated in terms of (L + c)u and u. Let ζ ∈ C ∞ 0 (G) be such that ζ = 1 on an open set containingΓ. Then it turns out that for any α and k such that 2(k − |α| − 2) > d the left-hand side of (2.13) is less than a constant independent of u times
Let m ∈ R and let A be a linear operator defined on ∪ n H n , mapping it into itself, and such that, for any n ∈ R, it is a bounded operator mapping H n into H n+m . Then we say that A is an operator of order (at most) m and write ord A = m.
There is a theory of so-called pseudo-differential operators (see [5] ). We will be most interested in particlar cases of such operators given by (i) Λ m , which is a pseudo-differential operator of order m, (ii) the pseudo-differential oprator of order zero which is multiplication by an infinitely differentiable function on R d , whose any derivative of any order is bounded, (iii) the first order pseudo-differential operators
products of not more than seven of the above operators, and their finite linear combinations.
Denote by S m the set of pseudo-differential operators of order m. and recall a few facts from the theory of pseudo-differential operators. We borrow the next lemma from [5] . 
We also use a result on pointwise multipliers (see, for instance, [13] ). 
Preliminary estimates
Here is a result of simple manipulations. 
functions, n ∈ R, and let A ∈ S n . Then there is a constant N such that for any
Proof. We proceed as in Remark 2.2, introduce
and observe that ord
After that it suffices to use (4.1) and (4.2) and the fact that · H n ≤ · H 0 for n ≤ 0. The lemma is proved.
Since the operators L k satisfy (4.3) (with ε = 1), applying repeatedly Corollary 4.3 and then using Lemma 3.2, we get the following. Theorem 4.4. Let n ∈ {0, 1, ...} and L a ∈ Lie n . Then there are constants ε ∈ (0, 1] and N such that for all u ∈ H 1,2 we have
Estimate (4.5) will play the role of (2.8) and will allow us to proceed as it is explained after Corollary 2.3.
We will also use the following lemma which does not require any Hörmander's condition. The lemma is quite elementary, although as happens often with simple facts, its proof is rather long. Before stating it we remind the reader a classical fact (see, for instance, Section 5 of [8] ). Theorem 4.5. Let c be a real-valued function belonging to BC ∞ b and δ > 0. Then for any m ∈ R and any f ∈ H m there is a unique u ∈ H 1,m+2 such that cu + Lu + δ∆u = f .
Here is the lemma. 6) where N is independent of u and δ, and the set
is everywhere dense in H m .
Proof. First let m ≥ 0. The usual change of the unknown function v(t, x) = e λt u(t, x) sows that to prove (4.6) it suffices to show that there are λ > 0 and N (independent of u) such that
(4.8)
Take u ∈ H 1,m+2 and define f = Lu + (c + λ)u. To estimate derivatives of order ≤ m of u we differentiate this equation several times and then integrate by parts. Actually, we can make a shortcut using Lemma 2.1. So, let α be a multi-index with |α| ≤ m. We have
Here by usual calculus
with b αi m andb αi t being certain usual differential operators of order ≤ m. Also D α u ∈ H 1,2 . Hence from (4.9) by Lemma 2.1 we have
By remembering that ab ≤ δa 2 + δ −1 b 2 and using this to estimate the products of norms in (4.10), we get where N 1 is independent of u and λ. By taking λ 0 = 2N 1 , we finish the proof of (4.8) and (4.6) for m ≥ 0 if δ = 0. From the above argument it is not hard to see that, actually, (4.8) and (4.6) hold for any δ > 0 with the same constants λ 0 and N .
To prove (4.6) for m ≤ 0 we first prove the second assertion of the lemma, which we need to do only for δ = 0 in light of Theorem 4.5. Furthermore, since the spaces H are nested it suffices to prove the denseness only for m ≥ 0. As above we need only find a λ > 0 such that
is everywhere dense in H m . The number λ 0 , found above, depends on m, and we can write λ 0 = λ 0 (m). Without loss of generality we assume that λ 0 (m) is an increasing function of m ≥ 0 and we prove that the set (4.11) is dense in H m for m ≥ 0 if λ = λ 0 (m + 2).
By Theorem 4.5 for δ > 0
Therefore, for any f ∈ H m+2 and δ > 0, one can find u δ ∈ H 1,m+4 such that
In addition, (remember λ = λ 0 (m + 2)),
Hence,
This along with the fact that H m+2 is dense in H m shows that (4.11) is dense in H m . Thus, (4.7) is also dense in H m . Now we prove (4.6) in the remaining case by using duality. Take m ≥ 0 and observe that for v ∈ H 0
(4.12) LetȞ 1,m be the collection of u(1 − t, x), where u ∈ H 1,m . By reversing the time variable and using the above result one easily proves that the set
is everywhere dense in H m . Therefore, for any f with f m ≤ 1 we can find a sequence u n ∈Ȟ 1,m+2 such that f n := L * u n + cǔ n → f in H m . By (4.6) applied in reversed time we get u n m ≤ N f n m with N independent of f and u n . This proves that there is a constant N such that the set { f m ≤ 1} is a subset of the closure in H m of
and the lemma is proved.
Remark 4.7. Actually, the lemma is true for all m rather than for integers only. However, the proof of this requires more manipulations based on the theory of pseudo-differential operators and is not so elementary as the above one, the result of which is quite sufficient for our purposes.
The main estimate in a particular case
Throughout this section we suppose that a stronger condition than Assumption 2.4 is satisfied. Namely, we suppose that there exists an integer n such that, D i ∈ Lie n for any i = 1, ..., d.
Observe that
This, together with Theorem 4.4, leads to the following.
Corollary 5.1. There are constants ε ∈ (0, 1] and N such that for all u ∈ H 1,2 we have
We thus get (2.8) and we may proceed as is explained in Section 2 moving to (2.9) and then starting differentiating the equation in order to obtain a priori estimates of higher order derivatives.
However, in Theorem 2.7 we are only given that u is in a negative space and we want to show step by step that its smoothness is by at least ε better, then by 2ε better and so on. That is why we want to derive from Corollary 5.1 that, with the same ε ∈ (0, 1] for any m ∈ R, there is a constant N such that for all u ∈ H 1,m+2
(this step is missing in [1] and in [6] ). In Section 2 we explained the idea of proving (5.2) on the basis of (5.1) by differentiating the equation Lu = f . Since we are interested in estimates in H m not only for m ≥ 0, we apply the operator Λ m to both sides of the equation Lu = f . Actually, this amounts to substituting Λ m u instead of u in (5.1).
If u ∈ H 1,m+2 , then Λ m u ∈ H 1,2 and after substituting we get
Here we get into some trouble since Lemma 3.1 only says that ord [L, Λ m ] may be = m + 1 > m + ε, so that we cannot absorb [L, Λ m ]u 0 into either u m+ε or u m . The help comes from "calculus", which shows that [L, Λ m ] has a special form.
Lemma 5.2 allows us to organize (5.3) differently.
Lemma 5.3. Let m, n ∈ R and A m ∈ S m . Then there is a constant N such that for any u ∈ H 1,m+n+2 we have
Proof. Observe that
It follows that it only remains to
and the lemma is proved. An extra term with L k u on the right in (5.4) suggests that we look back at (2.4). Indeed, it turns out that, by using (2.2), one can get a somewhat stronger estimate of L k u than what is needed at this stage. We mean
which, along with (5.4) with n = 0 and the first inequality in (5.3) would certainly finish the proof of (5.2).
Theorem 5.4. Take ε from Corollary 5.1 and let c ∈ BC ∞ b . Then for any m, n ∈ R, there is a constant N such that for all u ∈ H 1,m+2
Proof. We are going to prove that for any m, p ∈ R, there is a constant N such that for all u ∈ H 1,m+2
This looks like a weaker estimate than (5.6), but actually by taking p = n−1 in (5.7) and observing that
we obtain (5.6). Next, if we have (5.7) for p = m, then for larger p we get it because then · m ≤ · p . On the other hand, iterating (5.7) with p = m, we get it for all p ≤ m. Hence it suffices to concentrate on p = m. In this situation the observation that Lu m ≤ (L + c)u m + N u m allows us to assume that c ≡ 0.
We have
where ord [L k , Λ m+ε/2 ] ≤ m + ε/2, so that by interpolation
Owing to (2.2) and (5.4), we write for
Thus,
m+ε , which along with the first inequality in (5.3) and (5.4) shows that
m+ε . It follows that
and since again by interpolation inequalities
we obtain (5.7) with p = m. The theorem is proved.
Proof of Theorem 2.7
We derive Theorem 2.7 from an "interior" version of Theorem 5.4. There is a way to localize the result of Theorem 5.4 by using methods from the theory of pseudo-differential operators and the specific features of the problem. We prefer to give a more universal and absolutely standard proof which works in a great variety of situations regardless of what kind of global estimates are obtained in Hölder or Sobolev spaces.
We need a special cut-off function which is used in the statement and the proof of the following lemma bearing on interior estimates. Take an infinitely differentiable function h(p) of one variable p ∈ R such that h(p) = 1 for p ≤ 1, h(p) = 0 for p ≥ 2, and 0 ≤ h ≤ 1. For any r > 0 define
and for (t 0 , x 0 ) ∈ Q set
Observe that ζ t 0 ,x 0 r (t, x) = 1 for (t, x) ∈ Q t 0 ,x 0 r and ζ r (t, x) = 0 outside Q t 0 ,x 0 3r/2 , where
and for any c ∈ BC ∞ b , m, n ∈ R, with n ≤ m, and r ≤ R
, where N, α > 0 are independent of u and r (as a matter of fact, one can take α = 2τ + 2τ (1 + m − n)ε −1 with τ = max(|m|, |n|) + 3).
Proof. Take R so small that (6.1) holds and observe that changing L outside Q
Observe that owing to Assumption 2.4 for any i = 1, ..., d we have (1 − ζ)D i ∈ Lie n and the formula e i = (1 − ζ)e i + ζe i shows that
3R had only one purpose to be able to formally apply Theorem 5.4. Now fix r ≤ R and for integers j ≥ 0 define
r j+1 , and for τ := max(|m|, |n|) + 3
where N is independent of j and r. All such constants below are denoted by N without specifying each time that they are independent of j and r. Actually, (6.3) holds for any τ with N depending on τ . Our particular choice of it is dictated by Lemma 3.2. To finish with notation, let f = (L + c)u.
by assumption, we can substitute uζ j in (5.6). Then we get
Here owing to (6.3) and Lemma 3.2 Next, we use the interpolation inequality v k ≤ γ l−k v l +γ p−k v p for any γ > 0 if k is between l and p (which immediately follows from the inequality a 2k ≤ a 2l + a 2p ). Then for any δ > 0
where again by (6.3)
Therefore, by introducing a parameter γ > 0, which will be specified later, defining δ from the equation r −τ 2 τ j δ ε/2 = γ, and setting α = 2τ + 2τ (1 + m − n)ε −1 , we find
where N (γ) depends on γ but is independent of u, r, j. Similarly, Hence coming back to (6.5), we get 6) where M := ζ 2r f m + ζ 2r u n . Now we chose γ so that γ2 α = 1/2, multiply both parts of (6.6) by γ j , sum up for j = 0, 1, 2, .... Then we obtain
and as above in light of (6.3)
which along with the inequality γ2 τ < 1 and the fact that ζ t 0 ,x 0 2R u ∈ H m+2 yield that S < ∞. This shows that (6.7) coincides with (6.2) and the lemma is proved.
Proof of Theorem 2.7. To prove the first assertion it suffices to show that for any (t 0 , x 0 ) ∈ G there is a function ζ ∈ C ∞ 0 (G) which equals one in a neighborhood of (t 0 , x 0 ) and is such that ζu ∈ H 1,k for all k.
Fix a point (t 0 , x 0 ) ∈ G, take R and ε from Lemma 6.1, and reduce R if necessary so that v := ζ t 0 ,x 0 R u ∈ H 1,m .
Next, define f = Lv + cv and observe that, since v ∈ H 1,m , we have f ∈ H m−2 . Therefore by 
