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Abstract---Our concern in this paper is the improvement of lo~on properties of multiquadrlc 
interpolation  a multivariate integer grid. 
1. INTRODUCTION 
In [1], the following result was proved. Let ~(z; d) = (r 2 + d 2) ,/2, where r = Ilzll is the Euclidean 
norm of x E R n and d is a real number. For 8 - 1, this is called the multiquadric radial function, 
whereas for s = -1,  it is called the inverse multiquadric radial function. 
THEOREM. Suppose we are given a tea/number d and odd/ntegers s and n such that both 8 + n 
and n are positive. Then, there exists a sequence {ct} l¢ I .  C R such that l=tl = o (( l+Igl l)  -3"-=°) 
and the function 
x( , )= ~c ,#( - -~;d) ,  ,es" ,  (1.1) 
t£I".  
sat/sties 
and 
x(O = 6o~, t e z", (z.2) 
Ix(=)l = o(( I  + r)-s"-2'). (1.3) 
The function X is called a Lagrange f~nction as it yields an interpolation operator 
(II)(~) = ~ S(0x(~-  t), • e s", (1.4) 
lEZ ~ 
which matches ~f at all integer lattice vectors in Z n. The numerical effectiveness of (1.4) on 
admissible data {f ( f )}tez ,  depends on the decay of X(z) as []zll --* co. In this article, we 
show how to accelerate the decay of the Lag~ange functions by the simple device of judiciously 
combining integer translates of @(z;d) corresponding to different values of d. In fact, we will 
show in Section 2 that any prescribed algebraic decay can be achieved by this technique. 
2. MAIN RESULT 
Our principal result is the following theorem. Let dl,d2,. . .  ,dN be real numbers. We shall 
denote ~(z;dj)  by ~j(z).  We always suppose s and the dimension  are odd integers, s being 
larger than -n .  
THEOREM 1. Given a positive integer N and rea/numbers 0 < dl < d2 < ... < dN, set 
L :--- 3n + 2s + 2N - 2. There exist sequences {~}lez- C R, j - 1, 2, . . . ,  N, that satisfy 
I~] - O((1 + Ill]D -L) for each j,  such that the function 
N 
x(x)= Z; Z; 0, 
j : I I EZ  ~ 
a R", (2.1) 
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is given by an absolutely convergent series which utidies (1.2) and 
Ix(=)l = o((1 + r) -L) .  (2.2) 
As remarked earlier, this theorem is known in the case N = 1 [I]. 
PROOF. We begin by setting 
N 1 
a.i := ~7 n-" 1~ d~' t  ' J = 1,2 , . . . ,N ,  (2.3) 
l= l  z#.i 
for our sequence dx < d2 < ".. < tiN. It should be noted that these coefficients are, up to a factor 
of dj ""-=, the coefficients of the (N - 1) st order divided difference of a function at the points 
d]. This divided difference annihilates polynoro/al terms of order at roost N-  2 in the Taylor 
expansion of a function. This is the salient fact which we shall use in the proof by applying these 
divided differences to the generalized Fourier transform of the multiquadric function, sad thereby 
eliminating terms in the expansion of the Fourier transform which dictate the slower decay of X 
as given in (1.3). 
Using these constants we introduce 2~r-periodic functions 
cJ(z) = E~=I  ah°'h(Z) ' z e [--~r, lr] n, (2.4) 
where 
o~(=)-  ~ ,~.~(llz -.,-2~'tll), z e [--,w]", (2.5) 
IEZ" 
and Sj is the radial part of distributional Fourier trmsform of @j. Next, define the function X 
by its Fourier transform, namely 
N ~(=) := ~ ~(=),~(,,) = ~(il=li) 
where ~ is the radial part of the distributional Fourier transform of @ := ~-~v=x a~@j. We will 
show that ~ is an absolutely integrable function, so that X will be given by 
X(Z) = ~1 f=,, exp(iz • t),l~(t) dr, z E R n, (2.7) 
thereby establishin 8 that it is continuous and bounded. In order to establish that ;~ is absolutely 
integrable, we will show first that the denominator in (2.4) has no zero for z E [-w, w]n. To this 
end, we note that the distributional Fourier transform of @j is 
[2, p. 532] where i¢ is a constant that depends only on n and s. Here, K(n+,)Is denotes a modified 
Bessel function, see [3]. Now, we apply fommla 8.433 (7.) of [4, p. 959] to (2.8) in order to rewrite 
(2.8) as 
Hence, it is sufficient to show that 
N co 
4 <' +'- '"" d,, 
j=1 IEZ" 
r>O.  
= ~ [ - , ,  ~]", (2.0) 
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has no zero. This will be the case if 
N 
j=1 
(2.10) 
has no zero for t E (0, oo), because if (2.10) has no zero, then 
N 
E. ,  E + + =.e) } 
j= l  /EZ"  
cannot have a zero. Consequently, (2.9) cannot be zero. Now, (2.10) can be rewritten as 
N 
~"~(ajd~j+')(d~)-(n+')14e-'d', t e (0, co). 
/=1 
(2.11) 
By definition (2.3), the expression (2.11) is the (N - 1) st order divided difference of the function 
z ~ z-(n+')14e -'v~, z E Ida, ~] ,  
2 at d~,~,~, . . . ,d~.  Therefore (2.11) is, for some ~ ~ [d,,d~], 
1 d N-1 
(~- 1)! d~- ,  : "/~t~-~"+')/':"') ' (2.12) 
see [5, p. 47]. To see that (2.12) is nonzero we first observe that for any nonnegative integer k, 
the  /gth derivative of the function z ~-* z -(n+')/4 has the sign (-1) k on the positive real axis. 
The function z ~-* c -zv~ has the same property as long as t > 0. Therefore, the sign of (2.12) is 
(-1)N-~. 
Next, we observe that ~ is in fact an absolutely integrable function. Integrability over any 
Rn\Bc(0), where B,(0) is a ball of radius ~ about 0, is a consequence of the exponential decay and 
the positivity of the modified Bessel functions (see [4]), and the 2f-periodidty of the denominator 
in (2.4). In order to prove integrability over Be(0), we set ,h = (n + s)/2 and use the following 
expansion 8.446 in [4, p. 961] for the modified Bessel function K~: 
K~(2,) =½"-' z ~ E(_ I ) ,  I ' ( rh -  k) 
,_-0 r(k + 1)( : )  ~- '  
oo z2 . {In z - ½Xb(/¢ -I- 1) - }Xb(rh + k -I- 1)}, 
+ (-1)~+' ~ r(k + 1)r(~ + k + 1) 
k----0 
(2.13) 
where ~b is Euler's ~ function. We conclude in particular that 
N 
l im rn+'~Cr) = 2~-',r(~) ~,i;  
r-~0 
j---1 
and so ~ is integrable over any Be(0). Therefore, (2.7) is a well-deflned and continuous function. 
To prove (2.2), we use the fact that ~ has the following expansion, via. 
C~ C2 C(,,+,)/~ + f(r~ ) + r2(N_~)g(r~) log r, 
#(r)  = ~ + r,+,_~--- ~ +- - .+  r2 
where f and g ate analytic functions in a neighborhood of the origin, where each Cj is a real 
number and Cx - 2m-x~P(rh) ~-~.~v=x aj. The proof of this follows directly from (2.13) and the 
fact that 
N 
a i~ +'+2z = 0, t = 0 ,1 , . . . ,  N - 2. 
j~ l  
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We claim that C1 # 0. In fact, we will show 
N 
(--1) N-1 ~ aj  > O. 
j=l  
To see this, we observe that 
N N 
ai = ~(a i~+' )d ;  " - '  
(2.14) 
Pltool~. The first claim is a consequence of Corollary 14 in [1] whereas (2.17) follows from 
Theorem 14 in [6]. | 
As a final remark we point out that Theorem 1 can also be proved in the setting of periodic 
grids [7]. In that case, the goal is to interpolate, for distinct numbers a0 := 0, ax,a2,. . .  ,aM • 
(0, 1) n, on the periodic grid GM := {j + ak : j • Z n, k = 0, 1, 2, . . . ,  M} instead of the simple 
multi-integer g id I n. The result is as follows. Since its proof is similar to the proof of Theorem 1, 
we omit it. 
THe.OItEM 3. For a given integer N and reM numbers 0 < dl < d~ < ... < du, there exist 
sequences {~k'n}zez,, C R, j = 1,2,...  ,N, k, m = 0,1,2,. . .  ,M,  that sa~is~ la~"l - o((1 + 
IltU)-L), where L -- 3n + 2s + 2N - 2,/'or each j, k, and m, such that the functions 
N M 
, , , , ,(x): Z :  a. - O, 
j----1 k_--O,q~ 1',~ 
are absolutely" convergent series and satisfy 
Xm(k + af) = 60ki~qm, k • Z", m, q = O, 1,2,. . . ,  M, 
and 
Ix,.(~)l = o((1 + ,-)- ~). 
I I s -  x,,sll~ = O(h"*') ,  h > o. (2.17) 
,4----1 j----1 
Thus, the sum on the left-hand side is the (N - 1) at order divided difference of the function 
z , - .  z - ( "+ ' ) /2 ,  z ~ Ida, ~] ,  
at <,  ,q, dL. . . ,  ,eN. Thus we conclude that (2.14) is indeed true. Hence, we may ~pply Theorem 7 
in [1] to # and conclude that 
x(x) = o( (1+ r)-~-2"-2~+2). (2.15) 
That X satisfies (1.2), has the form (2.1), and its coefficients satisfy t~t = o((1 + I~,)-L), 
follows from Proposition 3, Theorem 10 and Corollary 11 in [1], respectively. This proves that 
the theorem is true. | 
We remark that this theorem also applies to the radial basis functions 
• (z; d) = (r 2 + d2) '/2 ln(r 2 + d 2) 
in even dimensions, where s has to be an even integer > -n ,  because it also has a distributional 
Fourier transform of the form (2.8). This is the salient property of Oj which we have used in the 
proof of the theorem. 
THe.O~M 2. Let ~j, N, and X, he as in Theorem 1. Then, the interpolation operator (1.4) is 
exact for polynomials f of degree less than n + s. Moreover, if  f is (n + s)-times continuously 
differentiable and has bounded ( n + s)-order derivatives, then 
(Xh/)(~) = ~/ (Sh)x (h - '~-  ~), • • e", (2.16) 
j E I "  
satis~es 
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