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1. Introduction and statement of the results
The present work focuses on the Random Conductance Model (RCM) with i.i.d. con-
ductances on the grid Zd. Explicitly, let Ed be the set of non oriented nearest-neighbor
bonds, i.e. Ed = {e = {x, y} : x, y ∈ Zd, |x − y| = 1}. Let (ωe)e∈Ed be a family of i.i.d.
(non-negative) conductances defined on a probability space (Ω,P). The expectation with
respect to P is denoted by E. We write ωe = ωxy = ω(x, y) and x ∼ y if {x, y} ∈ Ed. For
any realization of the environment ω ∈ Ω, set
pi(x) =
∑
y:|x−y|=1
ωxy, Pω(x, y) =
ωxy
pi(x)
, pi(A) =
∑
x∈A
pi(x). (1.1)
With these settings, we associate X = (Xn) the Markov chain with state-space Zd and
transition probability Pω(x, y) and let P
x
ω denote the quenched law of X, started from x
with
P xω (X0 = x) = 1 (1.2)
Let Pnω denote the n-th power of the transition kernel Pω, i.e.,
Pnω(x, y) = P
x
ω (Xn = y). (1.3)
X is then a random walk in the random environment ω.
Assume that P(ωe > 0) > pc(d) where pc(d) is the critical value for Bernoulli bond
percolation on Zd, and let C be the infinite cluster where bonds are open if they have
positive conductances (see [6]). When P(ωe > 0) is sufficiently close to one, the set Zd \C
is a union of finite clusters.
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2 BOUKHADRA
Let o ∈ Zd denote the origin and define the conditional measure
Po(·) := P(· | o ∈ C ). (1.4)
The RCM model (see [7]) has witnessed an intense research activity in recent years.
The particularity of the RCM is what we call anomalous behavior of the probability
of return in the sense that its decay at time 2n is slower than the standard one, i.e.
slower than n−d/2. This phenomenon that depends on the environment law P was first
observed and investigated for the case of annealed (averaged on the environment) return
probabilities in Fontes and Mathieu [5]. The reason for such behavior for a random walk
among random conductances is the trapping effect of clusters of small conductances in
the environment (these clusters are often referred to as holes). Then, for the quenched
(P-a.s.) case, we have [1] where it was proved anomalous decay for d ≥ 5 for heavy-tailed
conductances. Afterwards, in [3]–[4], it has been shown that the transition from a normal
decay with rate n−d/2 to a slower decay happens in the class of power tail laws of the
environment. As for d = 4, there is still anomality which has been established in [2].
In the present work, our main result is the following which basically reconsiders and
improves the result and techniques in [3].
Theorem 1.1 Let d ≥ 2 and α ∈ (0, 1/2). Suppose that the environment is governed by
bounded i.i.d. random conductances such that P(ωe ∈ [0, 1]) = 1 and
(4d− 2) lim
u→0
logP
(
ωb ∈ [u, 2u]
)
log u
< α, (C)
Then, there exists c > 0, such that Po-a.s. for any n large enough, we have
P2nω (o, o) ≥ c pi(o)n−(2+α(d−1)) (1.5)
Remarks 1.2 (1) The lower bound (1.5) is to be compared with general upper bounds
from [1, Theorem 2.1], and the general lower bound P2nω (o, o) ≥ c n−d/2 (see for example
[3, Remark 1.3]). Then we observe that we always have a normal decay in d = 2, 3 and
our lower bound (1.5) is interesting for d ≥ 5 and
α <
1
2
d− 4
d− 1
(2) In the special case with i.i.d. polynomial lower tail conductances, i.e.
P(ωe < u) = uγ(1 + o(1)), u→ 0, (LP)
one can easily see that the condition (C) becomes γ < α/(4d− 2). This last condition on
γ and the estimate (1.5) yield
lim inf
n
logP2nω (o, o)
log n
≥ −2− (d− 1)(4d− 2)γ. (1.6)
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2. Proof of Theorem 1.1
Henceforth, we let d ≥ 2 and assume that the conductances {ωe, e ∈ Ed} are i.i.d.
random variables with ωe ∈ [0, 1] a.s. and P(ωe > 0) > pc(d). Let C denote the infinite
cluster along positive conductances. (See [6]).
Henceforth, we call a box centered at the origin Br of radius r on Zd, the set
Br = [−r, r]d ∩ Zd,
and ∂Br the frontier of Br, that is, the sites of Br with a neighbor outside Br.
Now pick a ξ > 0 such that P(ωe ≥ ξ) > pc(d). There exists then almost surely a
unique infinite cluster of bonds with conductances larger than ξ that we denote by Cξ.
It also represents the set of all sites in Zd that have a path to infinity along edges with
conductances at least ξ. Note that Cξ ⊂ C . When ξ is small enough, the components of
C \Cξ that we call holes are finite a.s. and in a box of radius n, they have logarithmic size
(see [4, Lemma 4.1]). For x ∈ C , call Hx be the set of vertices in the finite component
of C \ Cξ containing x. The condition (C) supposes that the conductances law is heavy
tailed and hence
⋃
ξ>0 Cξ = Zd.
We are now interested in the expected time spent by the random walk in a box Br.
First, we have to consider the so called coarse-grained walk Xξ which records the succes-
sive visits of X to Cξ. Set T0 := 0 and define
T`+1 := inf{n > T0 + . . .+ T` : Xn ∈ Cξ} − (T0 + . . .+ T`), ` ≥ 1. (2.1)
For ξ small enough, all components of C \ Cξ are finite a.s., and then T` <∞ a.s. for all
`. These visits occur at the locations
Xξ` := XT0+···+T` . (2.2)
The sequence (Xξn) is a Markov chain on Cξ with transition kernel given by
Pξ(x, y) := P
x
ω (XT1 = y). (2.3)
We easily check that the restriction of the measure pi to Cξ is invariant and reversible for
the Markov chain on Cξ induced by Pξ. Set τˆr = inf{` ≥ 0 : Xξ` /∈ Br}.
Lemma 2.1 For almost every ω ∈ {o ∈ C }, for ξ small enough, there exists c =
c(d, ξ) <∞ such that for any r large enough,
Eoω
(
τˆr
) ≤ c r2 (2.4)
Proof. Let r > 0 and set n = c∗r2 where c∗ > 0 is chosen later. Choose ξ small enough
such that {o ∈ Cξ} and [4, Lemma 4.1] holds. From [1, Lemma 3.2], the return probabil-
ities decay of Xξ is standard. Thus for x ∈ Cξ ∩Br, we have for n large enough
P xω (X
ξ
n ∈ Br) ≤
∑
y∈Cξ∩Br
Pnξ (x, y) ≤ c1c2n−d/2rd ≤
1
2
, (2.5)
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where we choose c∗ ≥ (2c1c2)2/d. Hence, P xω (τˆr > n) ≤ 1/2, and the Markov property
then gives, for k a positive integer,
P oω(τˆr > (k + 1)n) ≤ P oω
(
P
Xξkn
ω (τˆr > n); τˆr > kn
)
≤ 1
2
P oω(τˆr > kn). (2.6)
Hence by induction, we have P oω(τˆr > kn) ≤ 1/2k, which yields
Eoω(τˆr) =
∑
k≥0
Eoω
(
τˆr; kn < τˆr ≤ (k + 1)n
) ≤ n∑
k
k + 1
2k
≤ c n

Recall Hy. Then, for any x ∈ Cξ, set
Fx =
⋃
y:ωxy>0
Hy, F
′
x = {x} ∪Fx
and let
Gx = F
′
x
⋃ ⋃
y∈Cξ,y∼x
F ′y.
Note that Gx is the set of sites where X can be hidden before stepping again onto the
strong component Cξ. Then, for Hr = inf{k ≥ 0 : Xk ∈ ∂Br} we have:
Lemma 2.2 For P-a.e. ω ∈ {o ∈ C }, for ξ > 0 small enough, there exists c = c(d, ξ) <
∞ such that for r large enough, we have
Eoω
(
Hr
) ≤ c r2 sup
x∈Cξ∩Br
|Gx|. (2.7)
Proof. Choose ξ small enough such that Lemma 2.1 holds. Then, observe that
Hr ≤ τr ≤
τˆr∑
`=0
T`. (2.8)
By the Markov property, we obtain therefore
Eoω
( τˆr∑
`=0
T`
)
≤ Eoω
( τˆr∑
`=0
EX
ξ
` (T1)
)
≤ sup
x∈Cξ∩Br
Ex(T1)E
o
ω
(
τˆr
)
(2.9)
Then use Lemma 2.1 and [1, Lemma 3.8] to get the desired estimate. 
For the following, we introduce a special configuration of the environment that we
call trap. Explicitly, let An be the event in the environment defined as follows: an edge
e = {y, z} with conductance ωe ≥ c > 0, which we call the strong edge, is such that for
any e′ 6= e incident with either y or z, ωe′ ∈ [1/n, 2/n]. The configuration An is then
made up of a strong edge and of 4d− 2 weak edges with conductances of order 1/n. Let
An(x) be the event on the space of environments that x is a vertex neighboring a trap
edge, which trap is situated outside the hypercubic box Bmaxxi , where the xi, i = 1, . . . , d
are the associated coordinates of x. We say that the walk will meet a trap An at a time
k if we have An(Xk).
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As we proceeded in recent works (see [3]–[2]), to get the anomalous lower bound (1.5),
we let the walk fall into a trap. The following lemma proves that the walk before exiting
a box Bnα will meet a.s. a trap An.
Lemma 2.3 Suppose that the condition (C) holds and set r = nα. Then, there exist
constants c, β such that for P-a.e ω ∈ {o ∈ C }, there exists N = N(ω) < ∞ a.s. such
that for all n ≥ N ,
P oω
( r/3−1⋂
k=0
An(XH3k)c
)
≤ e−cnβ . (2.10)
Proof. Let α > 0 and set r = nα. Set P = P×P oω. By construction, the events An(XH3k)
are P-independent, and we have for every k,
P
(An(XH3k)) ≥ P(An) ≥ P(ωe ≥ 1/2)P(ωe ∈ [1/n, 2/n])4d−2. (2.11)
Therefore, it comes that for n large enough
P
r/3−3⋂
k=0
An(XH3k)c
 ≤ exp(− cnαP(ωe ∈ [1/n, 2/n])4d−2). (2.12)
Then set p(ω) = P oω
(⋂r/3−3
k=0 An(XH3k)c
)
and observe that for positive c′, β that we choose
later, Chebychev inequality yields
P
(
ω : p(ω) > e−c
′nβ
)
≤ ec′nβE(p(ω)) ≤ exp (c′nβ − cnαP(ωe ∈ [1/n, 2/n])4d−2).
Thus the claim follows by Borel-Cantelli lemma if (C) holds and we choose in the last
expression c′ = c/2 and
β = α− (4d− 2) lim
u→0
logP(ωb ∈ [u, 2u])
log u
.

Let r ≥ 3 and define K as the first rank such that An(H3k) happens, i.e.
K = inf{k ∈ {0, . . . , r/3− 1} : An(XH3k)}; with inf ∅ =∞.
Lemma 2.4 Let α ∈ (0, 1/2) and r = nα. Then Po-a.e. ω, there exists c = c(d, ξ) > 0
such that for n large enough, we have
P oω(Xn ∈ B3(K+1) \B3K) ≥ c n−1 (2.13)
Proof. Let {y, z} be the strong edge of the trap An and define the events
Dn = ∩nj=1
{
Xj ∈ {y, z}
}
.
Note that P oω(Dn) ≥ (1− (4d− 2)/n)n ≥ e−(4d−2)/2.
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If the walk crosses the edge of a trap An with conductance larger than n−1, it will cost
a probability larger than 1/(2dn). Then the Markov property and Chebychev inequality
give the following
P oω
(
Xn ∈ B3(K+1) \B3K
) ≥ Eoω(1{H3K<n} PXH3Kω (XH3K+1 = y)P yω(Dn);K <∞)
≥ e
−(4d−2)/2
2d
n−1 P oω
(
H3K < n,K <∞
)
=
e−(4d−2)/2
2d
n−1
(
P oω
(
K <∞)− n−1Eoω(H3K ;K <∞))
On the one hand, remark that by Lemma 2.3, P oω
(
K < ∞) tends to 1. On the other
hand, from [4, Lemma 4.1] and Borel-Cantelli, for n large enough
sup
x∈Cξ∩Bnα
|Gx| ≤ (log n)2d. (2.14)
Then Lemma 2.2 yields that for ξ small enough and n large enough
n−1Eoω
(
H3K ;K <∞
) ≤ n−1Eoω(Hr) ≤ c (log n)2d n2α−1 (2.15)
which tends to 0 for α < 1/2. And the claim follows. 
We are now ready for the proof of Theorem.
Proof of Theorem 1.1. Let α ∈ (0, 1/2). Set r = nα and B◦k = B3(k+1)\B3k. Now observe
that by the Markov property and reversibility, we have
P2nω (o, o) ≥
r/3−1∑
k=0
∑
x∈B◦k
Pnω(o, x)P
n
ω(x, o) ≥
r/3−1∑
k=0
∑
x∈B◦k
Pnω(o, x)
2 pi(o)
pi(x)
(2.16)
Bounding pi(x) ≤ 2d and using Cauchy–Schwarz, we get
P2nω (o, o) ≥
pi(o)
2d
r/3−1∑
k=0
|B◦k|−1P oω
(
Xn ∈ B◦k
)2
. (2.17)
Since for all k ∈ {0, . . . , r/3− 1}, |B◦k| ≤ cnα(d−1), and using K, we obtain that
the r.h.s. of (2.17) ≥ c pi(o)n−α(d−1) P oω
(
Xn ∈ B◦K
)2
. (2.18)
Then Lemma 2.4 yields the result. 
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