We study some amalgamation classes introduced by Cherlin in the appendix of [Che98] and prove the simplicity of the automorphism groups of the Fraïssé limits of these classes. We employ the machinery of stationary independence relations used by Tent and Ziegler in [TZ13a].
Introduction

Overview
Given a relational language L, a countable L-structure M is homogeneous if every partial isomorphism between finite substructures of M extends to an automorphism of M. Some examples include the random graph, the generic k-uniform hypergraph, the rationals with linear order etc. Fraïssé's Theorem [Fra53] provides one way of constructing homogeneous structures by establishing a one-to-one correspondence between such structures and amalgamation classes (see Definition 1.4). We call the homogeneous structure the Fraïssé limit of the corresponding amalgamation class. For example, the random graph is the Fraïssé limit of the set of all finite graphs, the Urysohn space is the completion of the Fraïssé limit of the set of all finite rational-valued metric spaces.
Given finite L-structures A, B, C where B ⊆ A, C, the free amalgam of A, C over B is the L-structure D on the disjoint union of A, C over B and for each relation R ∈ L, R D = R A ∪ R C . An amalgamation class C is free if it is closed under taking free amalgams, i.e. for A, B, C ∈ C such that B can be embedded in A, C, the free amalgam of A, C over B is also in C. A homogeneous structure is free if it is the Fraïssé limit of a free amalgamation class. The following theorem about free homogeneous structures was proved by Macpherson and Tent [MT11] using ideas and results from model theory and topological groups: Tent and Ziegler [TZ13a] generalised the theorem to a weaker notion of free homogeneous structures, namely a homogeneous structure with a stationary independence relation. They applied their method to the Urysohn space, which is not free, but has a local stationary independence relation. They also used their approach to show that the isometry group of the bounded Urysohn space is simple in [TZ13b] . In this paper, we apply their method to the Fraïssé limits of all amalgamation classes given by Cherlin in the appendix of [Che98] . Cherlin's classes satisfy a weaker property, called semi-free amalgamation, defined as follows: Definition 1.2. Given a relational language L, let C be an amalgamation class of finite L-structures. We say C is a semi-free amalgamation class if there exists L ′ L such that for any finite structures A, B, C ∈ C and embeddings f 1 : B → A, f 2 : B → C, there exist D ∈ C and embeddings g 1 : A → D, g 2 : C → D such that g 1 f 1 (B) = g 2 f 2 (B) = g 1 (A) ∩ g 2 (C) and for any a ∈ g 1 (A) \ g 1 f 1 (B), c ∈ g 2 (C) \ g 2 f 2 (B), if a, c are related by some R ∈ L, then R ∈ L ′ . We call L ′ the set of solutions. We can view a free amalgamation class as a special case of semi-free amalgamation classes.
In this paper, we will only consider a language L consisting of binary, symmetric and irreflexive relations and classes of complete L-structures. We say an L-structure A is complete if every two distinct elements a, b ∈ A are related by exactly one relation. We denote this relation by r(a, b).
In the appendix of [Che98] , Cherlin identified 28 semi-free amalgamation classes of complete structures for languages consisting of three and four relations, specified by triangle constraints, which are defined as the following: Definition 1.3. An L-structure is a triangle if it is a complete structure on three points. Let S be a set of triangles. We define F orb c (S) to be the set of all complete structures that do not embed any triangle from S. We call S the set of forbidden triangles of F orb c (S).
We can think of the structures in F orb c (S) as complete edge-coloured graphs that do not embed some coloured triangles by taking the elements of the structures as vertices and the relations as colours. Throughout this paper, S is assumed to be a set of forbidden triangles such that the corresponding F orb c (S) is a semi-free amalgamation class. Then we can take its Fraïssé limit and denote it by M S .
Our main goal is to prove the simplicity of the automorphism groups of M S for S listed in the appendix of [Che98] as well as some general cases. We will define two conditions on S and show that 27 of the 28 examples in Cherlin's list satisfy either one of the conditions in Section 2. These conditions also apply to some general cases where the language consists of more relations. We will show in Section 3 that, if either one of these conditions on S is satisfied, we can find a stationary independence relation on M S . We then apply Tent and Ziegler's methods to show the simplicity of Aut(M S ) in Section 4 and 5. As part of the proof, we find it convenient to verify that M S has weakly elimination of imaginaries. This is done in Section 4. The main result of this paper is stated in Corollary 5.4. The remaining case in Cherlin's list will be examined in Section 6.
Background
In this section, we introduce some concepts in model theory for readers not familar with them.
We first fix a first-order relational language L, which is specified by a set of relation symbols {R i : i ∈ I} and each R i has arity r i ∈ N. Then an L-structure is a set A together with a subset R A i ⊆ A r i for each i ∈ I representing the structure on A. In this paper, since the graphs we are working on are all undirected and loopless, the relations are always binary, i.e. r i = 2 for all i, symmetric and irreflexive. An L-structure B is a substructure of A if B ⊆ A and R B i ∩ A r i = R A i for each i ∈ I. For example, if A is a graph, then a substructure of A is an induced subgraph.
Let A, B be finite substructures of M, we use the notation AB to denote the substructure of M on the underlying set A ∪ B. We also simplify the notation {a}B to aB. Let G = Aut(M) and denote the pointwise stabiliser of B by G (B) and the setwise stabiliser of B by G {B} . For a homogeneous structure M, an n-type over B corresponds to a G (B) -orbit of an n-tuple. Its set of realisation is the corresponding orbit. For a ∈ M n , the type of a over B, denoted by tp(a/B), is the type over B whose corresponding G (B) -orbit contains a. We call its set of realsiations the locus of a over B and denote it by loc(a/B). Hence, a, a ′ have the same type over B if they lie in the same G (B) -orbit, i.e. there exists an automorphism of M that takes a to a ′ and fixes B pointwise. We say a type is algebraic if its set of realisations is finite, and non-algebraic otherwise.
In this paper, the structures we study are all homogeneous and are constructed from amalgamation classes, which are defined as follows: Definition 1.4. A set of finite L-structures C is an amalgamation class if it satisfies the following conditions:
(i) it is closed under isomorphism and there are countably many isomorphism types.
(ii) if A ∈ C and B is a substructure of A, then B ∈ C.
(iii) (Joint embedding property) if A, B ∈ C, then there exist C ∈ C and embeddings f 1 : A → C, f 2 : B → C (iv) (Amalgamation property) if A, B, C ∈ C and f 1 : B → A, f 2 : B → C are embeddings, then there exist D ∈ C and embeddings
In the amalgamation property, we can take the embeddings to be inclusion maps. Hence in this paper, when we have an amalgamation class C and say that B is a substructure of A, C for A, B, C ∈ C, the precise meaning is that there are embeddings from B to A, C as in the amalgamation property. Since L is relational, it is enough to check all A, B, C ∈ C such that |A \ B| = |C \ B| = 1 in verifying the amalgamation property.
Fraïssé's theorem gives a one-to-one correspondence between homogeneous structures and amalgamation classes. The theorem states that given an amalgamation class C, we can construct a countable homogeneous structure M, whose class of isomorphism types of finite substructures is C. Conversely, the set of all isomorphism types of finite substructures of an homogeneous structure M forms an amalgamation class, called the age of M. By the construction in the proof of Fraïssé's theorem, the homogeneous structure satisfies the Extension Property: if A ⊆ M and f : A → B is an embedding where B ∈ C, then there is an embedding g : B → M such that g(f (a)) = a for all a ∈ A.
Some Remarks
We make some remarks about overlaps between this work and [Ara+17] , which studies metrically homogeneous graphs. For any undirected graph, we can put a metric on the graph by defining the distance between any two vertices to be the length of the shortest path between them. A graph is metrically homogeneous if it is homogeneous as a metric space. Cherlin [Che11] produced a list of such graphs, which is conjectured to be complete.
In [Che11] , Cherlin noted that some of the graphs M S we study in this paper can be regarded as metrically homogeneous graphs by interpreting the relations as distances. Moreover, some of the graphs can be interpreted as metrically homogeneous graphs in different ways. More precisely, in the list given in Section 2, #1 to #8, #15 to #18 and #22 to #24 in the list are metrically homogeneous if we let Y = 4, R = 3, G = 2, X = 1; #22, #23 and #25 produce different metrically homogeneous graphs if interpreting X = 4, R = 3, G = 2, Y = 1. This interpretation also works for #21 and #26. #26 also has interpretation G = 4, R = 3, Y = 2, X = 1. The full list can be found in [Che11] .
[ Ara+17] showed that all metrically homogeneous graphs with some exceptions in Cherlin's catalogue have the Ramsey property by finding a 'completion algorithm', which also provides a stationary independence relation on the Fraïssé limit of the class. This work overlaps with some of the results in this paper. The completion algorithm is somewhat similar to our prioritised semi-free amalgamation process, defined in the next section, and it would be interesting to investigate this further. [HKN17] generalised their results to Conant's generalised metric spaces [Con15] .
Semi-Free Amalgamation classes
In [Che98] , Cherlin surveyed and studied the classification of all countable homogeneous directed graphs. In its appendix, Cherlin produced a list of semi-free amalgamation classes for languages consisting of three and four binary relations, excluding free amalgamation classes and those with a nontrivial equivalence relation on the vertices. We provide Cherlin's list below. Each entry in the list is a set of forbidden triangles S and we study F orb c (S), the set of all complete structures that do not embed any triangle from S, as defined in Definition 1.3. To avoid any confusion in the notation, we change some of the letters used in Cherlin's original list: It can be checked that any amalgamation can be completed by a proper subset L ′ ⊂ L. Hence, F orb c (S) is a semi-free amalgamation class for each S in the list. Note that in [Che98] , Cherlin stated that we can find a set of solutions L ′ consisting of two relations for every amalgamation class in the list. However, this is not possible for # 26. It can be shown that we may take L ′ = {R, G} in all the cases except for # 26. We will prove that L ′ = {R, G, Y } for # 26 in Section 6.
We now look at some examples of these amalgamation classes.
Example 2.1. Taking # 11 as an example, to check that we may take L ′ = {R, G}, we want to show that any amalgamation problem can be completed by either R or G, i.e. there does not exist an amalgamation aB, cB over some finite set B such that (a, c) cannot be coloured by R or G. Suppose we have such an amalgamation. Then there exists b 1 , b 2 ∈ B such that ab 1 c forbids r(a, c) = R and ab 2 c forbids r(a, c) = G. Since the only forbidden triangles containing R, G are RXX, GGX, we may assume without loss of generality that r(a, b 1 ) = r(b 1 , c) = X and r(a, b 2 ) = G, r(b 2 , c) = X, as shown in the graph below. However, we cannot find a colour for b 1 b 2 without creating a forbidden triangle as b 1 ab 2 forbids r(b 1 , b 2 ) = G because of the forbidden triangle GGX and b 1 cb 2 forbids r(b 1 , b 2 ) ∈ {R, Y, X} because of the forbidden triangles RXX, Y XX, XXX. Therefore, such an amalgamation problem does not exist. Thus, we may take L ′ = {R, G}. Similarly, we can prove the same statement for the other cases.
Also note that given an amalgamation problem, it is possible to have different completions. For example, if we amalgamate two R-coloured edges ab, bc over the vertex b in # 11, we can colour (a, c) by any relation as there is no forbidden triangle containing RR. However, in order to find a stationary independence relation on M S that Tent and Ziegler used in [TZ13a] , we want to find a 'unique' way of amalgamating. In order to do this, we put a linear ordering on L ′ .
For every A, B, C ∈ F orb c (S), where B ⊆ A, C, define the following way to amalgamate A and C over B: for each a ∈ A \ B, c ∈ C \ B, first check whether abc form a forbidden triangle for any b ∈ B if (a, c) ∈ R 1 . If B = ∅ or colouring (a, c) by R 1 does not form any forbidden triangle, we let r(a, c) = R 1 . Otherwise, we check the same thing for (a, c) ∈ R 2 and so on so forth. In other word, r(a, c) = R i where i is the smallest possible integer such that r(a, b)r(b, c)R i / ∈ S for any b ∈ B. Denote the resulting amalgamation by A⊗ B C. If A⊗ B C does not embed any forbidden triangle, i.e. A ⊗ B C ∈ F orb c (S), we call it the prioritised semi-free amalgamation of A, C over B. If for any A, B, C ∈ F orb c (S) where B ⊆ A, C, A ⊗ B C ∈ F orb c (S), then we say F orb c (S) is a prioritised semi-free amalgamation class with respect to the given ordering on L ′ . Example 2.3. In # 11, we may let R > G. Then r(a, c) = R in the graph below since otherwise we would have a triangle of RXX, so r(a, c) = G.
It is possible that the resulting amalgamation is not in F orb c (S). For example, in #11 with order G > R, to complete the following amalgamation, we let both (a 1 , c), (a 2 , c) ∈ G, but we would get a forbidden triangle GGX at a 1 a 2 c.
Note that in A ⊗ B C, a forbidden triangle can only appear in AC \ B as we ensure by construction that there is no forbidden triangle with a vertex from B.
To make sure A ⊗ B C ∈ F orb c (S), we can impose one of the following two conditions on S:
Definition 2.4. Fix L ′ and an ordering on L ′ . Let S be a set of forbidden triangles. We define the following conditions on S:
(⋆) S does not contain any triangle of the form
The following lemma can be checked with some quick computation. In the next two lemmas, we show that for a set of forbidden triangles S satisfying either (⋆) or (⋆⋆), the corresponding F orb c (S) forms a prioritised semi-free amalgamation class as defined in Definition 2.2. Lemma 2.6. Let S be a set of forbidden triangles satisfying (⋆). For any A, B, C ∈ F orb c (S) such that B ⊆ A, C, let A ⊗ B C be the amalgamation defined in Definition 2.2. Then A ⊗ B C ∈ F orb c (S).
Proof. Suppose there is a forbidden triangle in A ⊗ B C. Then it is either of the form acc ′ for some a ∈ A \ B, c, c ′ ∈ C \ B or aa ′ c for some a, a ′ ∈ A \ B, c ∈ C \ B.
Without loss of generality, we may assume aa ′ c is a forbidden triangle in A ⊗ B C. Since (a, c), (a ′ , c) are amalgamated by relations from L ′ , r(a, c), r(a ′ , c) ∈ L ′ . Then r(a, c)r(a ′ , c)r(a, a ′ ) is of the form R i R j R ′ ∈ S where R i , R j ∈ L ′ and R ′ ∈ L, which contradicts the condition (⋆). Therefore, we have A ⊗ B C ∈ F orb c (S).
Lemma 2.7. Let S be a set of forbidden triangles satisfying (⋆⋆). For any A, B, C ∈ F orb c (S) such that B ⊆ A, C, let A ⊗ B C be the amalgamation defined in Definition 2.2. Then A ⊗ B C ∈ F orb c (S).
Proof. Suppose there exists a forbidden triangle in AC \ B. As in the previous lemma, we may assume it is aa ′ c for some a, a ′ ∈ A \ B, c ∈ C \ B and r(a, c), r(a ′ , c) ∈ L ′ . Since the only forbidden triangle involving
Since the only forbidden triangle containing R 1 is of the form
As S contains all triangles of the form
, a ′ bc forms a forbidden triangle of the form R 2 R 2 R 1 , where R 1 ∈ L ⋆ . Hence, we cannot find a colour for a ′ b without creating a forbidden triangle. Thus, A ⊗ B C ∈ F orb c (S).
Therefore, we have shown that for S satisfying either (⋆) or (⋆⋆), F orb c (S) forms a prioritised semi-free amalgamation class as defined in Definition 2.2.
Remark 2.8.
1. For S satisfying (⋆) or (⋆⋆), S does not contain triangle involving R 1 R 1 or R 1 R 2 .
2. It can be seen in the proofs of the previous two lemmas that when S satisfies (⋆), the order on L ′ does not affect whether A ⊗ B C ∈ F orb c (S). However for S satisfying (⋆⋆), whether A ⊗ B C ∈ F orb c (S) is dependent on R 1 > R 2 .
3. The condition of S satisfying (⋆) or (⋆⋆) does not guarantee that F orb c (S) forms a semi-free amalgamation class. However, in this paper, we will only consider S such that F orb c (S) is a semi-free amalgamation class.
Stationary Independence Relations
Following [TZ13a], we consider a ternary relation among finite substructures of a homogeneous structure.
Definition 3.1. Let M be a homogeneous structure and suppose A | ⌣B C is a ternary relation among finite substructure A, B, C of M. We say that | ⌣ is a stationary independence relation if the following axioms are statisfied:
If p is a type over B and C is a finite set, then p has a realisation a such that a | ⌣B C (vi) Stationarity: If a and a ′ have the same type over B and are both independent from C over B, then a and a ′ have the same type over BC.
Then we say A is independent from C over B if A | ⌣B C.
Remark 3.2. It can be shown from the above axioms that
Hence, we can assume without loss of generality that B ⊆ A, C whenever A | ⌣B C for arbitrary A, B, C.
We now show that we can find a stationary independence relation on M S for S satisfying (⋆) or (⋆⋆). We will define A, C to be independent over B if the substructure ABC of M S agrees with the prioritised semifree amalgamation of A, C over B. In other word, we show the following theorem: For S satisfying (⋆), since (a, c) is semi-freely amalgamated over B,
) is a forbidden triangle, where r(a, c) ∈ L ′ , i.e. r(a, c) = R 1 or R 2 . However, S does not contain any triangle involving R 1 R 1 or R 1 R 2 as noted in Remark 2.8.
Symmetry: The symmetry of the independence relation follows from the symmetry of the relations in the language.
Existence: Let p be a type over B and C any finite set. Let a be a realisation of p, we can embed BC into A ⊗ B C. Then by the extention property, we may assume aB ⊗ B BC ⊆ M S and a | ⌣B C. Stationarity: Suppose a, a ′ have the same type over B and are both independent from C over B. Then aB ⊗ B BC is isomorphic to a ′ B ⊗ B BC since the relations between a, a ′ and any c ∈ C depend only on the relations between aB, a ′ B and cB respectively. Hence, aBC = aB ⊗ B BC is isomorphic to a ′ B ⊗ B C = a ′ BC, which implies a, a ′ have the same type over BC.
Remark 3.4. Note here that all the axioms but transitivity work for general S where F orb c (S) forms a prioritised semi-free amalgamation class. As we can see in the proof, transitivity is the only axiom that depends on S satisfying (⋆) or (⋆⋆).
Preparatory Result
Theorem 1.1 was proved in [TZ13a] , which uses the result from [MT11] that a non-trivial automorphism of a free homogeneous structure does not fix the set of realisations of any non-algebraic type pointwise. In this section, we will prove the same statement for M S , where S satisfies either (⋆) or (⋆⋆).
For readers familiar with model theory, the idea in this section comes from imaginary elements. Since the proof here does not directly involve them, I refer interested readers to Section 16.4 and 16.5 in [Poi00] . We will show that our structure M S has the intersection property, defined in the following. Note that for our structure M S , the intersection property is equivalent to having weakly elimination of imaginaries by Theorem 16.17 in [Poi00] . We will use this property of M S to prove that any non-trivial automorphism of M S does not fix the set of realisations of any non-algebraic type pointwise.
Definition 4.1. Let M be a relational homogeneous structure and G = Aut(M). We say that M has the intersection property, if for all finite subsets A, B ⊆ M,
Note that if g ∈ G (A) , G (B) , then g fixes A ∩ B pointwise. So, we always have G (A) , G (B) ≤ G (A∩B) . Hence, we only need to show the reverse inclusion.
Proposition 4.2. Let M be a relational homogeneous structure and G = Aut(M). Suppose
for all finite A, B ⊆ M such that |A \ B| = |B \ A| = 1. Then (4.1) holds for all finite subsets A, B ⊆ M, i.e. M has the intersection property.
Proof. We prove this by induction on n = |A \ B| + |B \ A|. The inductionBy monotonicity, we have A ′ | ⌣A∩B B and A ′ | ⌣A∩B gB. We also have tp(B/A ∩ B) = tp(gB/A ∩ B). So, by stationarity, tp(B/A ′ ) = tp(gB/A ′ ), i.e. there is h ∈ G (A ′ ) such that hB = gB. Then g ∈ hG (B) and hence, g ∈ G (A ′ ) , G (B) ≤ G (A) , G (B) . Therefore, G (A∩B) ≤ G (A) , G (B) .
Since Proof. If b ∈ B, the statement is trivial. Let b / ∈ B, since a | ⌣bB c, we have abBc = a ⊗ bB c. To show that a | ⌣B c, we want to show that (a, c) is coloured by the same relation in both a ⊗ B c and a ⊗ bB c. Suppose on the contrary, (a, c) ∈ R i in a ⊗ B c for some R i ∈ L ′ and (a, c) / ∈ R i in a ⊗ bB c, this implies that R i r(a, b)r(b, c) forms a forbidden triangle.
For
For S satisfying (⋆⋆), since L ′ = {R 1 , R 2 } with R 1 > R 2 , the only possibility of (a, c) / ∈ R i in a ⊗ bB c is when i = 1. Then R 1 r(a, b)r(b, c) is a forbidden triangle in S. Since r(a, b) ∈ L ′ , r(a, b) = R 1 or R 2 . However, S does not contain any triangle involving R 1 R 1 or R 1 R 2 as noted in Remark 2.8.
Therefore, given the assumption, it can be deduced from a | ⌣bB c that a | ⌣B c.
Theorem 4.5. For any a, c ∈ M S and finite subset B ⊆ M S ,
Hence, by Proposition 4.2, M S has weakly elimination of imaginaries.
Proof. By existence, we can find c ′ realising tp(c/aB) such that c ′ | ⌣aB c. Then there exists k ∈ G (aB) such that kc = c ′ and hence,
We can also find c ′′ realising tp(c/c ′ B) such that c ′′ | ⌣c ′ B c. Then there exists h ∈ G (c ′ B) such that hc = c ′′ and hence, G (c ′′ B) = hG (cB) h −1 . So we have
Since c ′ | ⌣aB c, we have r(c ′ , c) ∈ L ′ . By the previous lemma, we can obtain c ′′ | ⌣B c from c ′′ | ⌣c ′ B c. Then by Lemma 4.3, G (c ′′ B) , G (cB) = G (B) . Thus, We now prove that if g ∈ Aut(M S ) fixes some infinite locus setwise, then it fixes its minimal defining set setwise. Let P be some locus and B ⊆ M finite. We say B is a defining set for P if P is a union of G (B) -orbits.
Corollary 4.7. For any a ∈ M S and finite subset B ⊆ M S such that P = loc(a/B), the set of realisation of tp(a/B), is infinite. Suppose B is a minimal set for defining P . If an automorphism g fixes P setwise, then g fixes B setwise.
Proof. Let P = loc(a/B) be the set of realisations of p. Without loss of generality, we may assume B is a minimal defining set for P . Let c ∈ M S be such that c | ⌣ B. Then r(c, b) = R 1 for every b ∈ B. Claim 1: if g fixes loc(a/B) pointwise, then g fixes loc(c/B) pointwise. For c 1 , c 2 ∈ loc(c/B) distinct, there exists a ′ ∈ loc(a/B) such that r(c 1 , a ′ ) = R 1 , r(c 2 , a ′ ) = R 2 since r(c 1 , b) = r(c 2 , b) = R 1 for every b ∈ B and there does not exist forbidden triangle containing R 1 R 1 or R 1 R 2 as observed in Remark 2.8. Since ga ′ = a ′ , gc 1 = c 2 .
Since loc(c/B) contains every point in M S that is in relation R 1 from B, g fixes loc(c/B) setwise. Therefore, gc 1 = c 1 , i.e. g fixes loc(c/B) pointwise.
Claim 2: if g fixes loc(c/B) pointwise, then g = 1. For x, y / ∈ B distinct, there exists c ′ realise tp(c/B) such that r(x, c ′ ) = R 1 , r(y, c ′ ) = R 2 since r(b, c ′ ) = R 1 for every b ∈ B and there does not exist forbidden triangle containing R 1 R 1 or R 1 R 2 . As gc ′ = c ′ , gx = y. By Lemma 4.7, g fixes B setwise, gx / ∈ B. Therefore, gx = x for every x / ∈ B.
Therefore, combining the above two claims, we have the required result.
Remark 4.9. Suppose S is such that F orb c (S) is a semi-free amalgamation class. The arguments in this section only depend on S satisfying Lemma 4.4 and that S does not contain triangles involving R 1 R 1 or R 1 R 2 . In fact, R 2 can be replaced by any R i ∈ L ′ .
We have shown that for any non-trivial g ∈ Aut(M S ) and any nonalgebraic type p over some finite set B, g moves some realisation a of p. We can then define a new type q over aB which is defined the same over B as p. This is possible because of the amalgamation property. Since we can repeat this process countably many times, g moves infinitely many realisations of p.
Simplicity of the Automorphism Groups
In this section, with the help of automorphisms that move almost maximally, defined below, we apply the following theorem from [TZ13a] , which Tent and Ziegler used to study the automorphism group of the Urysohn Space.
Definition 5.1. Let M be a homogeneous structure with a stationary independence relation | ⌣ . We say that g ∈ Aut(M) moves almost maximally if every 1-type over a finite set X has a realisation a such that a | ⌣X ga. 
This immediately implies the following:
Corollary 5.4. Let S be a set of forbidden triangles satisfying (⋆) or (⋆⋆) and F orb c (S) the set of all finite L-structures that do not embed any triangle from S. Let M S be the Fraïssé limit of F orb c (S), then Aut(M S ) is simple. In particular, if 1 = g ∈ Aut(M S ), then every element of Aut(M S ) can be written as a product of 64 conjugates of g ±1 . Hence, if S is any set in Cherlin's list given in Section 2, except for # 26, then Aut(M S ) is simple since it satisfies either (⋆) or (⋆⋆).
In order to prove Theorem 5.3, we show the following results.
Lemma 5.5. Let S be a set of forbidden triangle such that F orb c (S) is a semi-free amalgamation class. Let M S be its Fraïssé limit. Then given any non-trivial g ∈ Aut(M S ), we can construct h ∈ Aut(M S ) such that for any non-algebraic 1-type p over some finite set X, there exist infinitely many realisations a of p such that r(a,
Proof. List all 1-types over a finite set as p 1 , p 2 , .... We start with the empty map and use a back-and-forth construction to build h. Suppose at the some stage, we have a partial isomorphismh : A → B such that for any p j ∈ {p 1 , ..., p i−1 }, there exists a realisation a of p j such that r(a, [h, g]a) ∈ L ′ . Let p := p i be a 1-type over X. We want to extendh such that p has a realisation a such that r(a, [h, g]a) ∈ L ′ . We may assume X ⊆ A by extendingh.
Since p is non-algebraic, by Proposition 4.8, p has a realisation a such that a / ∈ A ∪ g −1 (aA) andh · tp(a/A) has a realisation b such that b / ∈ B∪g −1 (bB). Extendh by sending a to b. It is well-defined sinceh·tp(a/A) = tp(b/B).
By the extension property, there exists a realisation c ofh −1 · tp(gb/bB) such that c and ga are semi-freely amalgamated over aA. Since b / ∈ g −1 (bB) andh · tp(c/aA) = tp(gb/bB), we have c / ∈ aA. We also have ga / ∈ aA, hence (c, ga) is coloured using relations from L ′ , i.e. r(c, ga) ∈ L ′ .
Extendh by sending c to gb. Sinceh · tp(c/aA) = tp(gb/bB),h is a well-defined partal isomorphism. Then c =h −1 gha and we have
At every other step, we can make sure X ⊂ B by extendingh. Let h be the union of allh over each step, it is an automorphism since it is well defined and bijective as we made sure every finite subset of M is contained in both domain and image.
Theorem 5.6. Let S be a set of forbidden triangles satisfying (⋆) or (⋆⋆) and F orb c (S) the set of all finite complete L-structures that does not embed any triangle from S. Let M S be its Fraïssé limit. For any A, B, C ⊆ M S , let A | ⌣B C if ABC = AB ⊗ B BC where AB ⊗ B BC is the prioritised semi-free amalgamation defined in Definition 2.2. Let g ∈ Aut(M S ) be an automorphism of M S such that for any non-algebraic 1-type p over some finite set, there exist infinitely many realisations a of p with r(a, ga) ∈ L ′ . Then there exists k ∈ Aut(M S ) such that [k, g] moves almost maximally.
Proof. We again use a back-and-forth construction as in the previous proof. Suppose at some stage, we have a partial isomorphismk : A → B. We want to extendk so thatk moves some given 1-type p almost maximally. We may assume p is non-algebraic.
We may also assume X ⊆ A andkX ⊆ g −1 B by extendingk, then we havek −1 gkX ⊆ A.
By the existence axiom of | ⌣ and the assumption about g, there exists a realisation a of p such that r(a, ga) ∈ L ′ and a | ⌣ 6 The Remaining Case
In this section, we will first show that in #26, with L ′ = {R, G, Y }, F orb c (S) forms a prioritised semi-free amalgamation class. In fact, {R, G, Y } is the only possible set of soltions for F orb c (S) to be a semi-free amalgamation class. Then we can find a stationary independence relation on M S and finally we will prove the simplicity of the automorphism group of M S .
Lemma 6.1. Let S be as in #26 with the order G > R > Y on L ′ = {R, G, Y }. For any A, B, C ∈ F orb c (S) such that B ⊆ A, C, let A ⊗ B C be the prioritised semi-free amalgamation defined in Definition 2.2. Then A ⊗ B C ∈ F orb c (S).
Proof. Suppose there exists a forbidden triangle in A ⊗ B C. As a forbidden triangle can only appear in AC \ B by construction, we may assume aa ′ c is a forbidden triangle in A ⊗ B C for some a, a ′ ∈ A \ B, c ∈ C \ B. Since r(a, c), r(a ′ , c) ∈ L ′ , these are not X and hence, there are five possible cases for r(a, c)r(a ′ , c)r(a, a ′ ), as listed below. In each case, since r(a, c) = G, there exists b ∈ B that forbids (a, c) to be coloured by G. (a ′ , b) is the edge where we cannot find any relation and hence we have a contradiction. Note that we don't have to prove the case r(a, c)r(a ′ , c)r(a, a ′ ) = RY Y since we can find b ′ ∈ B such that r(b ′ , a)r(b ′ , c) = XX and the same argument holds. Similarly for r(a, c)r(a ′ , c)r(a, a ′ ) = GY X.
Lemma 6.2. Let S be as in #26 and F orb c (S) be the set of all complete L-structures that do not embed any triangle in S. Then {R, G, Y } is the only possible set of soltions for F orb c (S) to be a semi-free amalgamation class.
Proof. Since in the previous lemma, we showed that with L ′ = {R, G, Y }, F orb c (S) forms a prioritised semi-free amalgamation class, it remains to show that L ′ has to contain G, R, Y by finding amalgamations where each of them is the only choice.
In the following amalgamation, (a, c) has to be coloured by G as Y Y forbids it to be coloured R or X and GX forbids it to be coloured Y . Hence Therefore, we can find a stationary independece relation on M S for #26.
Now we want to show that for any non-trivial g ∈ Aut(M S ), we can find h, k ∈ Aut(M S ) such that [k, [h, g]] moves almost maximally. As noted in Remark 4.9, the arguments in Section 4 are based on two extra conditions, one being Lemma 4.4 and the other being S containing no triangle involving R 1 R 1 or R 1 R 2 . The latter one holds for # 26 since there is no forbidden triangle containing GG or RG. Lemma 4.4 does not hold for # 26 as noted in Remark 4.6, but we prove a stronger version with an extra condition in the following and then the rest of argument in Section 4 holds for # 26 by Remark 4.6. The proofs in Section 5 are based on section 4 and Lemma 4.4. The extra condition can be satisfied by adding one step in the proof of Theorem 5.6, which will be shown after the lemma. Proof. If b ∈ B, the statement is trivial. Let b / ∈ B. As in Lemma 4.4, to show that a | ⌣B c, we want to show that (a, c) is coloured by the same relation in both aB ⊗ B cB and aB ⊗ bB cB.
