ABSTRACT: This paper introduces and discusses types of interactivity that can be used in digital mapping environments. The interactivity types are placed in the framework of geographic visualization (GVis) in order to extend the GVis emphasis on exploratory, interactive and private functions of spatial displays. After defining interactivity in general, four categories of interactivity are proposed: with (1) the Data; (2) the Data Representation; (3) the Temporal Dimension; and (4) Contextualizing Interaction. Three benefits of this typology are discussed. First, interactivity types can be combined to build an interactive environment. More powerful interactive mapping environments not only employ more interactivity types, but combine types from different categories. Second, the typology allows cartographers to compare and critique different mapping and GIS environments and gives cartography educators and students a mechanism for understanding the different types of interactivity, as well as a set of concepts for imagining and creating new interactive environments. Third, a typology of interactivity gives interface designers a mechanism with which to identify needs and measure interface effectiveness. In order to examine these issues in practice, two common interactive mapping environments are briefly examined to determine the interactivity types employed, and a measurable difference of interactive potential is obtained.
Introduction
This paper provides a preliminary typology of interactivity appropriate for geographic visualization (GVis or geovisualization).
1 Geovisualization arose from efforts in the 1980s to scientifically visualize the large volumes of data then emerging from space-based remote sensing platforms and other data collection devices (McCormick et al. 1987) . As applied by cartographers and geographers, visualization in scientific computing (ViSC) initially was extended to explicitly include human problem solving:
"Geographic visualization will be defined here as the use of concrete visual representationswhether on paper or through computer displays or other media-to make spatial contexts and problems visible, so as to engage the most powerful human information-processing abilities, those associated with vision" (MacEachren 1992, p. 101) .
Geovisualization can therefore be defined as a method and approach for the visualization of geographic data in order to explore patterns, generate hypotheses, recognize connections or disruptions, and identify trends. While it is technically conceivable to conduct GVis in a non-digital media (Knowles 2000) , more recent work has tended to emphasize environments with a high degree of interactivity between the user and the display. Geographic visualization is often characterized in the following tripartite scheme: as highly interactive, highly exploratory, and typically pursued privately, that is, in the research lab (MacEachren 1995; MacEachren and Taylor 1994) . The original Working Group on Visualization of the International Cartographic Association (ICA) employed the notion of "cartography 3 " to capture this tripartite nature of true cartographic visualization (the working group is now known as the Commission on Visualization and Virtual Environments, see MacEachren and Kraak 2001) . These three aspects differentiate GVis from traditional, static cartography, which is marked by low interactivity, the presentation or communication of known information, and is done publicly (that is, it is published).
A clear example of the exploration of unknowns is knowledge discovery in databases (KDD) or data mining (Fayyad et al.1996; Frawley et al.1992 ) which identifies and extracts useful information from databases. Yet it is less clear what it means to speak of interactivity, especially to distinguish "higher" from "lower" interactivity. One objection which has been made to GVis is that it does not provide anything new because ordinary traditional maps can also be interacted with. Examples of such interactivity may include looking over them, comparing them to the environment, tracing routes across them, navigating with them, judging areal extent or change, and so on. Here the user is interacting with the map in quite sophisticated ways, which demands a high cognitive load. Despite this it appears advantageous to retain a distinct meaning for interactivity in a typical geovisualization environment if only because there are additional types of interactivity therein.
In this paper I provide a preliminary typology of interactivity which might be employed in GVis and turn aside the claim that GVis cannot uniquely provide high levels of interactivity. It shall be seen that the interactivity discussed is beyond the capability of the static map environment and that, therefore, GVis does truly offer something new (though this should be read as an expansion of the cartographer's toolbox, not as a replacement of traditional techniques). In addition, it is possible to combine these types of interactivity in interesting ways in order to make more sophisticated interactive environments. However, interactive mapping environments vary widely in sophistication, as a brief examination of two popular systems (MapQuest and ArcView) indicates. The typology outlined here will enable the development of a formal way of assessing the level of sophistication, and will help conceptualize other interactive environments built from the basic types.
A Definition of Interactivity
Interactivity has been employed widely in GVis and has an intuitive appeal. Users report that interactivity increases enjoyment of mapping and, once exposed to it, students rate it favorably (Krygier et al. 1997) . Nevertheless there is a surprising degree of variation in the literature in its usage and how it is employed. For Asche and Herrman for example, "any interactive mapping requires an electronic mapping system, the heart of which is a high performance graphics computer, optionally complemented by optical storage facilities" (1994, p. 238, emphasis added), a view which excludes user "interactivity" with paper maps. As we saw earlier, users do "interact" with paper maps, but it is not clear if this is the same kind of interactivity as that of computer-based mapping. Thus, it is worth briefly examining how the latter has been discussed in the GVis literature. Cartwright et al. (2001) distinguish between interactivity in general and the interactivity of technology. What is interactive in computer technology is not the technology itself, but rather its interface. It is important to correctly design this interface and take into account the special requirements of geospatial visualization versus non-spatial visualization. For instance, where the data interface is itself spatial (e.g., a map), the issue may arise that the "phenomenon being represented is also the one being used for navigation" (Cartwright et al. 2001, p. 46) , which could cause confusion. Another sense in which computer-based mapping requires a different conception of interactivity is that it may be highly distributed. This means that a single resource may be accessed by many people at once, possibly in a collaborative environment (Crampton 2000) . Such specialized interaction with spatial data also raises important usability issues (Slocum et al. 2001 ). Many of these issues are cognitive, such as how well people can navigate or orient themselves using interactive interfaces which include sound, 3D, or the sense of being totally immersed in the environment. Slocum et al. (2001) also highlight the need for new interactivity options for modifying objects not available in two-dimensional maps, such as "picking up objects and rotating them" (p. 63). Asche and Herrman (1994) examine extensions of interactivity from paper mapping that they argue are "essential for effective interactive map use" (p. 239). Although they state that these extensions are specifically for exploring data, their range of functionality is wider and includes "viewing, browsing … exploration … manipulation and visualization" (p. 239). These extensions of interactivity are ranked according to functional complexity (from "restricted" to "full range"). First, restricted interactivity includes viewing and browsing activities such as user-defined selection of map area or scale, zoom level or scrolling across the map. Comparisons may be made by viewing "two or more maps simultaneously in separate windows" (p. 239). These types of interactivity are "characterized by a low degree of user interaction" (p. 239). A second, more complex level of interactivity is afforded by database interaction. This includes interacting with the graphic content or structure of the system, such as getting access to different layers of information or varying the degree of detail displayed according to the context. For example, a road network map of the state of Georgia may show only selected major roads around Atlanta (where road densities are high) but all roads in rural areas. As the user zooms in on Atlanta, however, more secondary roads are displayed as the scale increases. Alternatively, the mapping environment may tailor itself toward different users (perhaps based on a user profile) such as students, children or analysts. The third set of extensions in computer-based mapping comprise analytical capabilities. This is the "highest" level and includes manipulation, management, analysis, linking selected data with external information, and graphic redesign. At this level of interactivity the user is truly "actively involved not only in the evaluation of spatial data, but also in the visualization of geographic information" (p. 240).
MacEachren (1995) and his colleagues (e.g., MacEachren and Taylor 1994; MacEachren and Kraak 2001) have integrated Bertin's (1983) semiotic approach with the map's cognitive, functional, and social context. They suggest that some kinds of interactivity are inherently more powerful than others. For example, MacEachren et al. (1998, p. 88 ) cite focusing, brushing, and linking as "among the more important" implementations of interactivity. Similarly, Buja et al. (1996) identify focusing, linking, and arranging views (e.g., a scatterplot matrix) as three primary classes of interactivity. These distinctions emphasize map use (rather than map kinds), and suggests a range or continuum of interactivity uses (low to high). For example, MacEachren (1994) identifies "You are Here" maps used in the mall for low interactivity, whereas scientists using geo-collaborative tools over the Internet are highly interactive (for recent progress reports on collaborative geovisualization, see MacEachren 2000; 2001).
Monmonier's graphic scripts emphasize to an even greater degree how map interactivity is structured in by map use in a particular situation (Monmonier 1992; . Monmonier suggests that using interactive maps is akin to a conversation between two or more people, that is, there is a narrative "script" which can frame map use or inquiry (see also Gersmehl 1990) . The narrative metaphor emphasizes the sequence in which users interact with the geovisualization environment. Many of today's dynamic scripting software packages employ this metaphor, such as Macromedia Director and Flash. The sequence itself need not be, and probably would not be, linear but could branch off or return to previously visited positions as one does when surfing the web. However, its advantage is that it acknowledges that a user's interactivity has a past and anticipated future, as well as a present. Map interactivity is thus temporally context-dependent, as well as spatially context-dependent. Krygier et al. (1997) suggest a range of possibilities in which multimedia resources may be interactively employed. Their typology of interactivity cross-matches resource forms (e.g., imagery, maps, and diagrams) with resource functions (static, animated, sequential, hierarchical, conditional) as shown in Figure 1 . Krygier et al. (1997) appeal to the work of Bertin (1983) and his visual variables as semiotic devices. They argue that such a semiotic approach can clarify (or at least standardize) symbology and is, therefore, especially appropriate in collaborative projects where clear communication about goals and findings may be essential for the participants. The resource functions in Krygier et al. (1997) are also ordered by degree of interactivity: static, animated, sequential, hierarchical, conditional. They argue that static functions cannot be considered to be truly interactive and are akin to slides or overheads. Animated resources "express change or motion when activated by the user" (Krygier et al. 1997, p. 27) , in their example interactivity is limited to starting or stopping the presentation. Sequential, hierarchical, and conditional resource functions describe different ways of encountering the data: as a sequence, as a hierarchical decision tree, or conditional upon previous decisions. The latter appears to coincide with Monmonier's narratives (1992 Monmonier's narratives ( , 1994 . So, for example, in a conditional function a certain resource may be available if certain decisions have previously been made (e.g., an animated map of Ohio will be available if the user "drills down" to it from a map of the United States).
Both Monmonier (1992) and Krygier et al. (1997) argue for the importance of conditional interactivity (or the user's temporal context). This argument can be extended to state that a user's decision-making and choices are conditioned by what the user has already learned and what they still need to know (or would like to know). In this sense a user is always in the "middle of a condition" situated by the past and oriented toward the future. At the same time the user is also concerned with spatial exploration. For example, we might use an interactive isarithmic map of global population density, where we need to know which areas of the world are densely populated. Since density is a function of area, we need to carefully choose an appropriate projection of the world. Examining this map we notice that Europe is densely populated and zoom in to that region, then a particular country within the region, then a particular projection for that country, then we choose an appropriate datum for that projection, and so on. The choices which are presented to us in this sequence are conditional on our earlier decision-making (we do not know what datum to choose until we decide what country to focus on). This example demonstrates the spatio-temporal "situation" of the user's interactivity, that is, a moment in history (DiBiase et al. 1992) . A fully fledged interactive mapping environment would presumably offer tools or procedures which allow the user to manage their previously gained information (where they have been), focus on what is not yet known (where they want to go), and communicate their current situation.
From these brief examples it is clear that interactivity is a nebulous term. However, authors concur that some types of interactivity are "higher" or more complex than others. Furthermore, a user's interactivity is highly context dependent and situational. In this paper I shall offer a very general definition of interactivity applicable to GVis and develop a working typology of possible elements or types of interactivity that may be employed in computer mapping or GIS.
As a preliminary clarification, we will define interactivity in GVis simply as a system that changes its visual data display in response to user input. This system response needs to be within a short interval (<1s) in order to maintain the sense of interactivity in real time. User input may be from single or multiple users on the same system (e.g., the web), and the display may show single or multiple views. The critical component is that the visual display responds (changes) according to user input. This definition neatly separates traditional static maps from GVis, and at the same time emphasizes the visual component as the primary means of analysis, as opposed to sound-based environments (e.g., Krygier 1994), or haptic environments where interface elements are literally "ready to hand" (e.g., for visually impaired users, see Golledge 1991; Blades et al. 1999) .
Highly interactive geovisualization systems can be further defined not only as those systems that incorporate more kinds of interactivity, but those that combine different types of interactivity to enable more sophisticated enquiries. By definition, highly interactive geovisualization will also include at least some of the more complex uses identified in the literature, such as context-determined interactivity or brushing. Less interactive geovisualization will logically include fewer types of interactivity and fewer opportunities to combine the different types.
What kinds of tasks are people engaged in when they do geovisualization? A preliminary set of five levels of tasks is given in Figure 2 . The purpose of this ordinal ranking is to sort from high to low the level of complexity and sophistication which geovisualization tasks may have. Although derived from the literature above (see also Carr 1998; Cleveland 1994; Kosslyn 1994; Buja et al. 1996) , this ranking is by no means complete. It is offered as a useful first step in distinguishing more powerful from less powerful interactivity.
Figure 2. Increasing sophistication of interactivity tasks.
At the low end of the scale are tasks involving examination, that is, looking at or inspecting something. It is a way of interacting with the data representation itself. On this ranking, to examine something interactively is the least sophisticated or powerful task one may be engaged in with a GVis. This does not imply that it is a trivial task. It concentrates on letting the user look at what is there, perhaps from multiple perspectives (front-back-side), by turning the object in a 3D environment, by changing the lighting conditions, and so on. Although similar in some respects to visually inspecting a paper map, it is still a more sophisticated level of interaction (e.g., on a paper maps one cannot rescale a shaded relief map's vertical exaggeration).
A slightly higher level of difficulty or sophistication is required to perform a comparison because it requires the simultaneous apprehension of two or more data displays rather than one. Where there are many such comparisons we can label this technique "small multiples" (Tufte 1983; . Small multiples are used to make spatial or chronological comparisons. Tufte argues that "at the heart of quantitative reasoning is a single question : Compared to what?" (1990, p. 67, original emphasis) . As he showed in one well known example, an apparent significant reduction in a state's auto accidents due to a new policy can seem much less significant if placed in different contexts, such as even sharper drops in the accident rates of nearby states (Tufte 1983, pp. 74-75) .
A middle level of interactive task is exemplified by (re)ordering or (re)sorting spatial data. In addition to viewing the data, one performs a direct manipulation of the data. In statistics, for example, one can dynamically allocate data according to some threshold value (or multiple threshold values) to sort individual data into particular "bins" in a scatterplot matrix (Carr et al. 1987 ). This task is analogous to sorting the mail at the post office, where letters with different geographic destinations are allocated into different slots or bins. Also in a geovisualization context one may display data dynamically by varying the threshold for statistical correlation between variables (e.g., between income and home Internet access). This is a method for flexibly varying category breaks. As one dynamically varies the threshold from high to low correlation, data across the map will appear or fade out. In this case the sorting is between two conditions, "visible" or "invisible" depending on the threshold. Such a technique may alleviate the commonly encountered situation where a value falls just outside a certain category, which would normally exclude it from display (e.g., a correlation of 0.74 where the cutoff value is 0.75). Moving an interactive slider bar of correlation strength would reveal these less significant yet potentially relevant areas on the map.
One other common sorting activity is to sort along a timeline, that is, to reorder events in a chronological sequence. Here one may take data ordered in one way (e.g., alphabetically) and reorder them chronologically. If this chronology is also ordered spatially then a powerful interpretive tool is possible.
The Vietnam Veteran's Memorial in Washington, D.C., is a good example of such a temporal-spatial arrangement. The Memorial shows the names of all the U.S. military personnel who died in the war arranged chronologically over the space of the Memorial. According to the designer, Maya Ying Lin, "locating specific names would be like finding bodies on a battlefield" (quoted in Tufte 1990, p. 43) . In general, reordering routines are an essential part of any quantitative analysis and include standardizing the data (e.g., applying a logarithm), statistically classifying them (e.g., by quantiles or standard deviation), and using different color schemes to mark different phenomena.
Moving to higher-level interactive tasks we encounter data extraction or suppression. Extracting (or "highlighting") and suppressing (or "filtering") data occurs when the user identifies a subset of data and wishes to highlight or delete it. It involves making an initial inspection of the data, possibly reordering them, and then making a choice about the data's relevance. For example, in selecting which teams qualify for the NCAA basketball playoffs, the initial criteria might be to select teams with a winning percentage of 60 percent. However, this might yield too many teams, so the data can be reordered by difficulty of the opposition─a weighting process. Teams who did reasonably well against tough opposition may end up qualifying over teams with better winning percentages but with lighter schedules. These choices (weightings) will be informed by prior experience (outcomes in previous years) and what is still unknown but anticipated (a dramatic final game). Brushing and data mining (KDD) can be seen as specialized examples of this highlighting and filtering. If we reinterpret the example given earlier of choosing the right projection datum, we will see that it involves making a series of choices based on increasing knowledge. In a sense, all spatial display involves choices--it is not possible to map everything. But here we underline the interactive choices the user makes in a GVis to pursue a particular project or engage in a task, rather than the prior choices about what data goes into the GVis (i.e., generalization).
The highest level of interactivity sophistication is manipulating the data to test cause and effect. With cause and effect, one is interested in analyzing the strength and nature of relationships. Research on "linking" best illustrates this technique (Cook et al. 1997; Monmonier 1994) . In linking, two or more datasets are dynamically interactive so that changes in one have effects on the other. In Monmonier's example, a scatterplot matrix showing the number of female employees versus the number of females voting per state is dynamically linked to a choropleth map. As one moves a selection marquee box around the scatterplot (for example highlighting the top right quadrant where numbers of females voting and employed are high), the appropriate states are highlighted on the map. This allows one to test whether there is a spatial pattern to the data. Conversely, one can highlight specific states on the map (e.g., those on the west coast) to see if they bunch together on the scatterplot. Carr et al. (1998) extended this classic idea to incorporate the power of small multiples, which they label "linked micromaps." Linked micromaps (LM) allow more sophisticated analysis by linking many maps together dynamically.
A Preliminary Typology of Interactivity
Following this ranking we can now derive a preliminary typology of interactivity. Four interactivity types are identified, with (1) the Data; (2) the Data Representation; (3) the Temporal Dimension; and (4) Contextualizing Interaction. [See Figure 3 .] These types of interactivity are an attempt to provide a useful overview of the possible approaches in common usage today in geovisualization. As noted above, an interactive environment may make available more than one type of interactivity through combination, e.g., it may be possible to change the camera viewpoint (Interaction with Data Representation), and to filter out data (Interaction with the Data), or to combine data layers (Contextualizing Interaction) by highlighting certain data (Interaction with the Data). The typology is also structured according to the ranking derived in the previous section of low, middling, and high levels of interactivity. 
Interaction with the Data Representation
With interaction with the data representation, the user obtains different views (perspectives) of the data by manipulating their "look." In general, these types of interactivity are rated as less interactive, and correlate with examining the data in Figure 2 .
Lighting
The lighting effects over a scene can have considerable influence over the degree of difficulty in interpretation or pattern recognition. This factor may range from something as simple as angle of illumination over a shaded relief map (top left is culturally typical in most applications) to more sophisticated manipulation of lighting attributes such as wavelength representation on remotely sensed imagery. In the latter case, this includes shadows and reflectance interpretation. Since interpretation of shadows can be surprisingly problematic even for adults (Downs and Liben 1991) , a mechanism which allows dynamic manipulation of this variable may often be warranted.
Changing Viewpoint ("Camera")
In this process a "model and camera" metaphor is adopted (Gersmehl 1990) , with the user's viewpoint provided by a virtual camera or view on the data scene. A change in the camera's position relative to the data provides a different view of that data. For example, the camera may swing around the back of a 3D building or look across a 3D scatterplot from a different angle.
Changing Orientation of Data
Extending the model and camera metaphor to consider how the model (data) can be re-oriented also allows a new perspective. If the camera is held in the same position, the data can be "paraded" in front of the viewer, or a subset of the data may be re-oriented with other data held constant. Scrolling a map is a simple example. The viewer's position is held constant but the data can be made to move around. In a 3D environment such as VRML the interface can provide tools to "turn" the landscape, perhaps from an initial planimetric view to a perspective view (Kraak 2001) or from north at the top to south at the top.
Zoom In/Zoom Out
This category of interaction is most easily demonstrated in online mapping where one can zoom in to street level and zoom out to regional maps. In other words, the geographic scale of the data can be changed. This process is not limited to geographic displays; one could zoom in to a 3D graph to look at a local portion of the data or zoom out for an overall perspective. Tufte (1990) labels this a macro/micro viewpoint on the data. Two conceptual issues of some concern are (1) how to change scale smoothly (von Wyss 1996) and how to store data at different scales (presuming that a "scaleless" database is not feasible). In VRML and similar scene modeling environments the notion of scale changes is known as "Levels of Detail" (LOD). As the user moves through this environment, different levels of detail become visible, which can give the user a powerful sense of control (Fairbairn and Parsley 1997) .
Re-scaling
This term refers to resetting the scaling parameters of the data display from, for example, linear/linear to log/log in a statistical graph. One objective in examining data is to standardize them so that they may be compared. In a geographic application, data are often normalized by area or percent (Slocum 1999) . In mapping race across a city, for example, one would want to standardize the number of people in each racial category by total number of people to derive racial densities, rather than raw counts. Because the number of people living in different enumeration units is likely to vary widely (e.g., from city to suburb to exurb), and the size of enumeration units is also not constant, counts do not reveal density fluctuations. This is a fundamental principle of choropleth mapping because the densities of shading on the map are cognitively parallel to the densities of data.
Remapping Symbols
The concept of remapping symbols is to reset or change the symbolization scheme, as, for example, when a symbol's color is changed using a color lookup table. These capabilities are employed in many map designs. For example, image processing software such as Photoshop can reset symbol colors according to whether the map will be published in hard copy or on the web. Certain colors do not display well in certain web browsers and a map's colors could be dynamically reset according to which browser was used to view it. However, symbol remapping also includes changes in other aspects of visual variables such as size, shape, and orientation. Many mapping and GIS packages provide this functionality. Examples are switching proportional symbols from squares to circles, changing color ramp schemes, or loading special predefined color schemes developed by third parties (as in the case of ArcView legends).
Interacting with the Temporal Dimension
Of all the four major categories of interaction presented here, dynamic mapping is the most prototypical. By explicitly incorporating movement into the map they are direct opposites of static traditional cartography. Dynamic maps refer to "displays that change continuously, either with or without user control" (Slocum et al. 2001, p. 64 ). An animated map is a form of dynamic map where the user may have little opportunity to control the display. An example is a canned fly-by (a fly-through is where the user can control the route taken, speed, altitude, etc.). Within this category there are different degrees of interactivity permissible, and again, they can be used by themselves or in tandem with other techniques. For this reason the interactivity types have been assigned a "medium" level of interactivity. Some dynamic variables have already been identified in the literature, such as scene duration, rate of change between scenes, and scene order (DiBiase et al. 1992) . However, these variables may best be considered as design variables for motion rather than as interactivity types per se because there is little or no inherent interactivity embedded in them (although they could be used interactively). There is little doubt, however, that motion variables would be extremely useful in designing a dynamic mapping environment and naturally complement the dynamic and animated types of interactivity suggested here. Navigation Navigation through the physical environment has received extensive attention from cartographers and has been shown to be comprised of cognitive decisions operating on mental representations and processes (Crampton 1992) . Cognitive spatial decision-making is analogous to using a physical map (it has even been suggested that we possess an "internal GIS" which assists our spatial decision-making (Golledge and Stimson 1997, p. 236) ). In an interactive mapping environment the user is faced with choices about which route to take through the virtual landscape. Different landscape scenes are displayed according to the navigation and way-finding choices are made by the user. These landscapes can be extremely abstract (and might be better termed "dataspaces") or they can be more naturalistic. Examples of the former category are spatially based interfaces which represent non-spatial data, such as hypertext stories constructed in Apple's HyperCard software (Landow 1992) . These map-like interfaces provide linkages between themes and narrative branches in the story.
Examples of the latter category are the three-dimensional campus maps created through VRML (Fairbairn and Parsely 1997) . A user may have a true 3D position within this landscape by occupying an X, Y location with any Z, or height. By its nature, a user navigating through a representation of either a physical or abstract landscape is sequentially comparing past and presently viewed data, and perhaps anticipating (predicting) what comes next. In the conceptual schema of interactivity sophistication ( Figure  2 ) this activity therefore touches on examining, comparing, and perhaps ordering (past, present, future). As such, navigation fits well the medium level of interactivity.
Fly-bys or Fly-throughs
As the name indicates, a fly-by or fly-through is an animated journey through a terrain (environment or datascape). It is a consecutive sequence of views (frames) of a terrain which give the appearance of moving through the landscape. At least 15-24 frames a second (fps) are required to give this appearance. In its most basic form the fly-by is not highly interactive, but instead presents a finished animation which the user can view. The route through the data is not manipulatable; however, some interactivity is usually available (e.g., in a QuickTime movie) such as speed of animation, direction (forwards or backwards), and frameby-frame advance through the animation. These features give the sense of controlling a finished movie.
In more sophisticated forms, for which the term "fly-through" might be reserved, viewers can choose their own route through the terrain or datascape by making way-finding decisions. For example, in a VRML 3D map of an environment the viewer can manipulate speed and scale, as well as the typical attributes of flight (heading or direction, banking or turning left/right, and pitch or up/down). A fly-through might additionally allow the user to experience modes of navigation not usually available in the physical world, such as floating, passing through physical objects, burrowing underground, etc. It remains a question for further research to what degree these non-bodily movements utilize cognitive maps or whether such cognitive maps are different from those of physical spaces.
Toggling
In some instances one may be very interested in the details of the changes between one time period and the next (e.g., in urban growth patterns). "Toggling" is a technique of switching back and forth between time periods to highlight those changes.
Sorting
In an interactive mapping environment the data can be sorted or ordered in many ways at the command of the user. This sorting and resorting (or re-expression, Tukey 1977) is a powerful method of analysis which may reveal trends which would otherwise remain hidden. One of the most provocative methods of resorting is to array data referring to events at different times along some other variable than their chronological sequence, for example magnitude. This approach was employed by DiBiase et al. (1992) in a visualization of global earthquake data. Data for all significant events were compiled for the last one hundred years and animated in chronological sequence. However, when the data were re-expressed in terms of magnitude it was much clearer which regions of the world tended to experience larger or smaller events. This spatial pattern had been occluded in a strictly temporal display.
Interaction with the Data
In this category of interaction the primary emphasis is on the data. In general, levels of interactivity are high. As is well established, in large datasets it is critical to be able to identify, discover, and select pertinent patterns in the data (Westphal and Blaxton 1998) . Four types of interactivity are identified here, all of which are highly interactive.
Database Querying and Data Mining
The goal of data mining, or knowledge discovery in databases (KDD), is to discover hidden patterns and trends, especially in databases of appreciable size (>1 terabyte). Data mining is a process of "interactive discovery" (Westphal and Blaxton 1998, 16 ) and has been defined as "the nontrivial extraction of implicit, previously unknown, and potentially useful information from data" (Frawley et al. 1992, 58) . Unlike traditional approaches in statistics data mining does not develop and test a hypothesis. Rather it performs analyses to test relationships from which one may later hypothesize. For example, Google, the web-based search engine, uses complex analyses of how web pages are interlinked to determine relevance. If a page is linked to, it receives a "vote" in the ranking. The more links to a page, the higher it is ranked. But pages on which a link appears that are themselves highly ranked influence the voting more heavily. Therefore it is better to get one link from a popular site (e.g., Yahoo!) than dozens of links from less popular sites. Moreover, Google performs context-based text analysis to match the terms of the query, even if it is vaguely phrased (e.g., "what is GIS?") and then integrates the two methods to provide a result.
Note that data mining is conceptually related to one of the fundamental aspects of GVis--exploration of unknowns. This is as distinct from the presentation of known patterns of data to be found as the goal of traditional communications-based cartography.
Brushing
Geographic, statistical and temporal brushing: Geographic brushing is a long-standing type of interactivity (Monmonier 1989; . The object is to explore correlations between statistical and geographic patterns. An active swath or brush can be moved across a map, and all enumeration units within the area of the brush will be highlighted on an associated statistical plot, typically a scatterplot (Tukey 1977) . This would reveal any statistical regularities in geographic regions. Because three brushes (geographic, statistical, temporal) are interlinked, one can also explore the data by brushing the time bar to see geographic patterns (e.g., when states were struck by cholera to determine if the disease diffused hierarchically or contagiously), or one can examine patterns in the statistical scatterplot by brushing the map.
Filtering
Filtering data is a process of generalization in which data are excluded, simplified, or omitted from the display. For example, data which have a low statistical confidence can be filtered out (excluded). The ability of filtering to remove irrelevant or insignificant data from large datasets is a powerful technique. An everyday illustration are e-mail filters that allow users to exclude the numerous commercial e-mails sent to them on a daily basis. Filtering is conceptually related to the processes of generalization long employed and recognized by cartographers: "the act of generalization gives the map its raison d'etre" (Robinson et al. 1995, p. 450) . For example, in a study of earthquakes we might only be interested in mapping those above a certain magnitude.
Highlighting
Highlighting data (or focusing, Buja et al. 1996; MacEachren et al. 1998 ) is the conceptual opposite of filtering, that is, it emphasizes or typifies certain data, for example by flashing the correct landing runway on the aircraft's screen.
Because choices involving filtering and highlighting are powerful types of interactivity, some research has examined ways in which users can be guided or assisted in their choices. Although avatars, sages (Cartwright 1999) , or intelligent agents are sometimes suggested in this regard, it may be that graphic narratives (Monmonier 1994) or "wizards" (quasi-expert systems) work better (Andrienko and Andrienko 1999). As we saw earlier, when interactivity is understood as a spatio-temporal "situation," that is, within context, and when interactive systems provide context-sensitive tools, then making sense of the data is easier. For this reason a fourth category of interaction to do with context is discussed next.
Contextualizing Interaction
The context in which information appears is critical to analysis. The conclusions one is likely to draw from the data are very much affected by context. This does not mean that everything is relative, but it does emphasize the importance of how decision-making can be framed by a particular situation. Therefore, it is extremely important in interactive systems to freely manipulate context. Given the ability of GVis systems to provide multiple perspectives on the data in order to explore unknowns there seems little reason why multiple contexts cannot be provided by multiple maps. Indeed, Monmonier (1991, p. 3) argues that the era of the "single map solution" to a problem is past. In different contexts the same data can be made to look very different (e.g., depending on geographic scale or categorization system), and novice users may not fully grasp the reason for these differences. It must be emphasized then that the goal of GVis is not necessarily to provide the right solution but is, rather, a set of tools which can be deployed and used to illuminate the data in many different contexts.
Context can be thought of in a narrow or a wide sense. In the limited sense, context refers to how data are selected or compared. It is this technical sense which is discussed below. But there is also a larger sense in which data can be contextualized: with the current emphasis on knowledge construction in GVis, one must acknowledge that different contexts (e.g., different cultures or societies) will construct knowledge differently, perhaps even with the same tools. As I have argued elsewhere, this opens the door for considering maps as social constructions rather than communication devices (Crampton 2001) . This understanding gives grounds for treating mapping as a political or even philosophical activity of "finding our place in the world."
Multiple Views
A system that can provide multiple views of the same data, either simultaneously or sequentially, is able to provide better insights into the data. Multiple views of the same data avoid the trap of much traditional cartography, which often sought a single, optimal map. For example, global data can be simultaneously mapped and displayed on different projections, such as equal area or equidistant.
Combining Data Layers
The combination of data layers for analysis is a common feature of GIS. Typically one combines two or more data layers to provide a new layer. For example, one might query the GIS to combine a data layer of average household income and travel times to produce a new layer showing households with an average income over $85,000 who are less than 15 minutes drive time from a new store location.
Window Juxtaposition
Different windows of the system may be juxtaposed in order to view multiple perspectives on the data. These could be radically different (e.g., an animation versus an overhead view with the flight route marked) or quite similar (e.g., two windows showing cross-sections at different depths or times (e.g., in a brain scan).
Linking
Linking is a technique which connects or indexes one set of data with another. Unlike brushing, its conceptual cousin, linking need not be dynamic. In addition, linking is far more inclusive than brushing. Two examples from the recent literature can be given. In linked micromap plots (LM plots), a series of small maps can be indexed against statistical summaries . The interesting features of LM plots are the index between the maps and the statistical plots (provided by a linked legend); sorting of the units of study; partitioning of the data into panels; and joint areas of emphasis on both the maps and plots. A more dynamic example is provided by the work of several authors on linking software such as ArcView and Xgobi, a package for exploring multivariate data in graphic form (e.g., Cook et al. 1997) . Different kinds of links can be established between the software, such as the "variogram cloud" used for exploring a dataset for spatial dependence.
Examination of Two Interactive Mapping Environments
This section presents a brief review of two interactive mapping environments in common usage today, using the categories of interactivity variables discussed above. These environments are MapQuest.com and ArcView 3.2 from ESRI. Although these two systems are not examined in detail, it is apparent that they offer very different degrees of data interactivity.
MapQuest.com
MapQuest.com is a popular web-based map request service (perhaps as many as 300 million individualized maps and up to 40 million sets of driving instructions per month, see MapQuest.com 2002) . Since its purchase by the AOL/Time Warner Network it has become a (small) part of the number two web presence. In fact, it is so popular it could be considered the largest map publishing company in history, far eclipsing the USGS, NIMA or Rand McNally (Crampton 1998) o Window juxtaposition. Despite its popularity, MapQuest provides only rudimentary interactivity: only three types of interactivity (one in each of three categories) and no temporal interactivity. Of these three types, two are highly interactive but seldom used (highlighting and window juxtaposition although the capability to see an aerial photograph of the mapped area is an often overlooked capability). Highlighting is accomplished by means of placing marker icons on places of interest such as schools, origin or destination of a route, etc. The map can be zoomed in (very large scale) or zoomed out (small scale). Finally, one can place different web browser windows next to each other with maps at different scales or locations (strictly speaking this is not a feature provided by MapQuest but the online mapping environment itself). It is striking that despite its popularity it is not possible to combine interactivity types in MapQuest. The public may therefore be gaining an unnecessarily constrained idea of the range of interactivity.
ArcView GIS 3.2 ESRI claims it has a million users globally (ESRI 2002) . Most of these are using ArcView, although the company is in the middle of a transition to its new ArcGIS product suite. Since ArcView 3.2 is still commonly employed in an educational environment it is appropriate to assess it here. As might be expected in a well established GIS, ArcView is particularly good at providing tools for contextualizing data: combining data layers and linking data together. These are highly interactive abilities which imply that the GIS is a powerful environment for exploring the data and providing comparisons. Equally, ArcView provides a relatively rich set of interactivity for manipulating the look of the data or how it is represented. Through its legend editor, one can rescale proportional symbols or change color schemes, and through the theme properties one can reproject the data. Fewer opportunities are provided for directly manipulating the data, such as querying the data (either clicking on an enumeration unit with the Info tool or establishing a more formal query with the query builder, which combines querying with highlighting and filtering).
If we were to rate ArcView, it can clearly be seen to provide a richer interactive environment than MapQuest.com. One marked advantage is that it is possible to combine interactivity variables in ArcView. For example, one can combine or display different data layers and highlight different data values on a choropleth map. In this case, a possible query might be "show me all the places above a certain population density combined with a layer locating geological stability," if one were interested in deciding on possible sites for locating a nuclear waste treatment plant. The most obvious omission are tools for dealing with data on the temporal dimension. ArcView is also relatively weak on analytical tools at the higher end of the interactivity power scale, such as testing strength of cause and effect. Despite its undoubted popularity (tellingly over the more advanced ArcInfo), it is clear that ArcView does not provide a full suite of interactivity but rather provides tools for display, basic querying, and data manipulation. However, as mentioned above, ArcView is extensible, in that additional functionality can be enabled through extra modules, user scripts, and linking with data exploration software such as Xgobi.
Summary
This paper provides a preliminary typology of interactivity for geographic visualization (GVis). Four categories of interactivity are identified that are neither mutually exclusive nor exhaustive. Within each major category, several types of interactivity are suggested and defined. As the example of MapQuest demonstrates, a mapping environment with only a limited set of interactivity types can still prove to be popular. Yet both MapQuest and ArcView provide more interactivity than traditional static maps, and more ways to combine interactivity. Also explicit in the typology is a ranking of the powerfulness of interactivity; Low, Medium, or High. Not all types of interactivity are equally useful, and the ranking captures this notion. Although it is possible to further refine this scale by assigning a numerical score to different types of interactivity (e.g., "linking" is 4.8 and "lighting" is 1.3 as an anonymous referee of this paper suggested), an ordinal ranking is perhaps sufficient at this stage.
I have discussed three reasons for developing such a ranked typology. First, GVis is conceptually different from traditional, static mapping because it is thought to have "high" or more powerful levels of interactivity (eg., MacEachren et al. 1998) . It has also been suggested that "the ability to prompt instantaneous changes in maps (i.e., interactivity) results not only in a quantitative difference in the number of things a user can make visible, but also in a qualitative difference in the way users think" (MacEachren and Kraak 1997, p. 335, emphasis added) . In this sense interactivity plays a central role in the GVis research program of the ICA Commission on Visualization and Virtual Environments identified in a Special Issue of this journal (MacEachren and Kraak 2001) . Despite this centrality in the literature, interactivity has yet to be formally defined and conceptualized. There has to date been little effort to provide a readily applicable set of concepts that would allow the power of interactivity (and hence of geographic visualization) to be articulated, nor is there yet a good grasp of its limitations compared to static mapping practices. The present ranked typology of interactivity addresses for the first time both quantitative and qualitative aspects of interactivity.
Second, a typology allows one to identify the differences between computer mapping systems. A brief look at two popular interactive mapping environments, MapQuest and ArcView, reveals a wide range of available interactivity. Using this typology, systems can be evaluated in terms of suitability for a given research program or user objectives. In the case of an extensible environment such as ArcView and ArcGIS, "missing" or weakly implemented functionality can be more easily conceptualized and provided (e.g., through extensions and scripts). The typology also allows a standard means of describing the purpose and functionality of extensions provided by third parties. In like manner, the typology provides a means for cartography instructors and students to understand different mapping environments and to conceptualize and discuss their strengths and weaknesses. As users of ESRI products are faced with the decision of whether (or when) to upgrade to ArcGIS, a side-by-side comparison of interactivity functionality would be useful. (ArcGIS was released too late to be included in this paper.) Conversely, users deciding between competing GIS or mapping software packages can use strength of interactivity tools as one criterion for their decision.
Third and finally, a typology of interactivity gives interface designers a mechanism with which to identify needs and measure interface effectiveness. As Cartwright et al. (2001) noted in the special issue of Cartography and Geographic Information Science on geovisualization, the shift from a cartographercentric model of mapping to a user-centric model of mapping, which is implicit in GVis, creates a significant dilemma: while "it is possible to create highly interactive maps, the 'design' and manipulation of which are left to users, no theory of interactive geovisualization has yet been developed, no general guidelines exist, and we have very limited knowledge of the impact of interactivity on how people think or make decisions with interactive environments" (p. 56). Although the present typology is preliminary and no doubt incomplete, it is offered with the purpose of furthering the theory and practice of interactive geovisualization.
