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ABSTRACT 
In the present paper we investigate properties of a general notion of independence 
and we use some of the results obtained to solve certain problems in combinatorial 
analysis concerned with the existence of systems of representatives. 
P. Hall's celebrated theorem on systems of distinct representatives 
[9] has stimulated the growth of a considerable literature, which we 
surveyed in a recent expository article [18]. In the present paper we seek 
to elucidate a number of problems related to Hall's theorem by linking 
the study of questions concerning systems of representatives to the axio- 
matic notion of independence introduced by Whitney [26] and exploited 
by Rado [23] and to a particular ealization of this notion which will 
be discussed fully in Sections 2 and 3. 
1. RECAPITULATION OF KNOWN RESULTS 
In this section we shall collect for the convenience of the reader a 
series of results which will be used in the subsequent argument. 
1.1. We begin with some definitions. Let E, I be sets. By the family 
?i = (x i  : i ~ I) of elements of E we shall understand the mapping of 
I into E which associates the element x~ of E with the element i of I. 
Parentheses will be used for families and braces for sets. In speaking 
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about families, we shall habitually permit ourselves a certain latitude of 
expression. Thus, for example, we shall say that the subfamily 
2 '  = (x~ : i ~ I ' )  of 2 is "contained" in the subfamily 2"  = (xi : i e I " )  
i f I '  c I " .  It will often be convenient to denote the subfamily (x~ : i ~ I ' )  
of 2 by 2( I ' ) .  When we refer to a collection of k elements of  the family 2, 
we mean a subfamily (xq ..... xik), where il .... , i~ are k distinct elements 
of I (though x i l ,  .... x~ k need not, of course, be distinct). By the cardinal 
number of a family, we shall understand the cardinal number of its 
index set. The cardinal number of a set A will be denoted by I A 1. 
Let 9~ = (A~ : ie  I) be a family of  subsets of the set E. A family 
(x 5 : j ~ J) of  elements of  E is called a system of  representatives 1 of 
9~ if, for some bijection 0i J - -~ I, the relations xj e A0(j) (j  e J) are 
valid. If, in addition, the x~ are distinct, then we speak of a system of  
distinct representatiues. A subset of E will be called a transuersal of 9~ 
if it is the range of a system of distinct representatives of 9~. Again, a 
subset of  E is called a partial transuersal (PT) of ~ if it is a transversal 
of some subfamily of 9~. (A transversal is thus a special partial transver- 
sal.) APT  will be called maximal if it is not properly contained in any PT. 
A subfamily of 9~ will be called maximal ~ (with respect o 9~) if it possesses 
a transversal but is not properly contained in any subfamily with the 
same property. 
Next, let 9.i, 23 .... be families of subsets of E (possibly with different 
index sets). I f  (xj : j c J) is a system of representatives of each of these 
families, then it is called a system of  common representatiues (SCR) 
of 9~, 23 . . . . .  Again, if a subset E* of E is a transversal of each of the fa- 
milies 9~, 23 .... , then we say that E* is a common transversal (CT) of  
these families. I f  W, 23', ... are subfamilies of ~, 23, ..., respectively, and 
if E* is a CT o f~ ' ,  23', .... then we say that E* is a eommonpartial trans- 
versal (CPT) of 9~, 23, .... 
1.2. The basic result on the existence of transversals, which is due 
to P. Hall [9], reads as follows. 
THEOREM 1.1. Let 9~ = (Ai : 1 < i < n) be a family of  n subsets of  a 
set E. Then 9~ possesses a transversal i f  and only if, for  each k with 1 ~ k 
1 Our terminology is not identical with that employed in [18]. However, the differ- 
ences are unimportant since all theorems retain their validity when interpreted in the 
sense of the present definitions. 
2 The term used in [22] was "R-maximal". 
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< n, the union of any k A's contains at least k elements, i.e. 
l u A~I~I I I  
/el 
for each subset I of {1 ..... n}. 
A strikingly simple proof of this result has been given by Halmos and 
Vaughan [10]. When the family 9~ is infinite, Theorem 1.1 retains its 
validity provided that the individual sets are finite. This discovery, 
made originally by Marshall Hall, Jr. [7] and subsequently by other 
writers, may be stated thus. 
THEOREM 1.2. Let ~ = (Ai : i ~ I) be a family of finite subsets of a 
set E. Then the following statements are equivalent: 
(i) 9i possesses a transversal. 
(ii) Every finite subfamily of 9i possesses a transversal. 
(iii) 9.I satisfies "Hall's condition": for each natural number k < [ I I, 
the union of any k A's contains at least k elements. 
A different generalization of Theorem 1.1, which relates to partial 
transversals, is due to O. Ore [19]. 
THEOREM 1.3. Let 0 < k < n and let 9I = (A~ : 1 < i < n) be a family 
of subsets of E. Then 9I possesses a PT consisting of k elements if and 
only if 
I w m~l _> l I l -- (n -- k) 
for each I ___ {1 ..... n}. 
It is an easy matter to deduce this result from Theorem 1.1 by consider- 
ing the family (A~ L) P: 1 < i < n), where P is an arbitrary set of 
n - k elements which has no intersection with E. (Cf. the argument in 
[17].) 
1.3. Next, we consider criteria relating to systems of common repre- 
sentatives of two families. 
THEOREM 1.4. The families (A~: 1 < i<n) ,  (Bi: 1 <i<n)  of 
subsets of E possess a SCR if and only if, for each k with 1 < k < n, the 
union of any k A's intersects at least k B's. 
330 MIRSKY AND PERFECT 
This easy consequence of Theorem 1.1 was noted by P. Hall [9]. 
The transfinite generalization of Theorem 1.4 runs as follows. 
THEOREM 1.5. Let 91 = (Ai : i 6 I), ~ = (B~ : j ~ J)  be two infinite 
families of subsets of E; and suppose that each A intersects only a finite 
number of B' s and each B intersects only a finite number of A' s. The follow- 
ing statements are then equivalent. 
(i) 9i and 2~ possess a SCR. 
(ii) For each natural number k, the union of any k A's intersects at 
least k B's and the union of any k B's intersects at least k A's. 
(iii) For each finite subfamily 91' of 91, there exists a subfamily ~' of ~ 
such that 91' and ~' possess a SCR; for each finite subfamily ~"  of ~, 
there exists a subfamily 91" of 91 such that 91" and ~8" possess a SCR. 
The equivalence of (i) and (ii) in this theorem was proved, in essence, 
by de Bruijn [3] and, independently, by Everett and Whaples [4]. Once this 
is established, the equivalence of these statements to (iii) becomes ob- 
vious. 
1.4. Let E be a set, and denote by ge the collection of all subsets of E. 
We shall call certain sets in gO" independent in the sense of Whitney (cf. 
[26]) or, more briefly, W-independent if the class of these sets satisfies 
the following axioms (which are modeled on properties of linear inde- 
pendence in vector spaces). 
W1. The empty set is W-independent. 
W2 9 Every subset of a W-independent set is W-independent. 
W3. I f  {X 1 . . . .  , xk} and {Yl, ..., Yk§ are W-independent sets of k 
and k + 1 elements, respectively, then, for some i with 1 < i < k + 1, 
{xl ..... xk,  Yi} is a W-indepedent set of k + 1 elements. 
W4. I f  E '  _c E and if every finite subset of E '  is W-independent, 
then E'  is W-independent 3. 
R. Rado [23] established the following greatly strengthened form of 
Hall 's theorem (Theorem 1.1). 
THEOREM 1.6. Let 91 ~- (Ai : 1 < i < n) be a family of n subsets of a 
set E. Then 91possesses a W-independent transversal i f and only if, for each 
3 The axiom W4 does not, in fact, appear in Whitney's list since this writer was only 
concerned with finite sets. However, the axiom is implicit in Rado's paper [24]. 
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k with 1 ~ k ~ n, the union of any k A's  contains a set o fk  W-independent 
elements. 
It may be of interest to note that this result admits of a transfinite 
extension (the proof  of  which makes use of  the axiom W4). To be more 
explicit, by combining Theorem 1.6 with Rado's selection principle 
([24], Lemma 1), we are able to infer that the infinite family (Ai : i e I) 
of finite subsets of E possesses a W-independent transversal i f  and only if, 
for each natural number k, the union of any k A' s contains a set of k W-in- 
dependent elements? 
1.5. We conclude this introductory section by referring to a mapping 
theorem which will be crucial to many of our subsequent arguments. 
THEOREM 1.7. Let X, Y, X' ,  Y '  be sets with X'  _~ X, Y '  ~ Y and let 
0 : X'  --~ Y, ~p: Y '  --~ X be mappings. Then there exist sets Xo, Yo with 
X'  _c Xo ~X,  Y '  - Yo _c y and partitions 5 Xo=X1uX2,  
Yo = Y1 u Y2 such that X1 - X',  Y2 - Y' ,  0(X1) = Y I ,  ~P(Y2) = X~. 
For a proof  of this result, see [22] (though the treatment given there 
requires that at least one of 0, ~p should be injective). It is also an easy 
matter to derive Theorem 1.7 from a result of Knaster and Tarski [14] 
(cf. [25], 146-147). 
It is useful to record, as in [22], an easy consequence of Theorem 1.7. 
THEOREM 1.8. Let X, Y, X' ,  Y '  be sets with X'  _ X, Y '  ~ Y. Let d be 
a subset of the cartesian product X • Y and let O: X '  ~ Y, ~ : Y '  -+ X 
be injective mappings such that (x, O(x))~ d (x ~ X' )  and (~p(y),y) 
d (y e Y'). Then there exist sets Xo, Yo with X'  _c Xo _c X, Y '  _c Yo 
c_ y and a bijection ~r : Xo -+ Yo such that (x, a(x)) E d (x ~ Xo). 
2. THE STRUCTURE OF INDEPENDENT SETS 
2.1. A deltoid 2 = (X, A, Y) is a triple of objects, where X, Y are 
sets and A is a subset of  the cartesian product X • y.n We shall say 
that 2 is locally right-finite if the set {y e Y: (x, y) e A} is finite for 
4 This result is closely related to Lemma 2 in [24]. 
5 When we say that X0 = 2(1 w X2 is a "partition" we imply that /(1 n X2 = 0. 
e This notion is essentially equivalent to that of an even graph. 
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each x e X and locally left-finite if {x e X: (x, y) ~ A } is finite for each 
y6Y .  
All the definitions given here and in Section 3 relate to a fixed deltoid. 
When we operate with more than one deltoid, however, it may be 
necessary to qualify the terms explained below by some phrase such 
as "with respect o ~@." 
Let A __. X and B _c y .  A mapping 0: A --+ Y is said to be admissible 
if (x, O(x)) ~ A (x ~ A); similarly a mapping ~p: B--~X is admissible if 
(~0(y), y) e A (y ~ B). A subset A of X is said to be independent if there 
exists an admissible injection of A into Y; independent subsets of Y are 
defined analogously. A set which is not independent will be called 
dependent. By convention, we shall regard the empty set as an independ- 
ent subset of both X and Y. It is, furthermore, clear that every subset 
of an independent set is independent. The axioms W1 and Wz of Section 
1.4 thus hold for "deltoid" independence. Again, Theorem 2.4 below 
shows that W4 is also satisfied under suitable conditions. Consideration 
of the "replacement axiom" Wa will be deferred until Section 5.1 ; there 
we shall see that this axiom, too, is satisfied. Thus deltoid independence 
will be seen, subject o certain restrictions, to be a realization of W-inde- 
pendence. 
Let A __c X. I f  there exists an admissible bijection of A into 7 Y, then 
we say that A is a totally independent set or, more briefly, that it is a 
total set. Total subsets of Y are defined analogously. I f  one of X, Y is 
total, then clearly so is the other. 
The subsets A, B of X, Y, respectively, are said to be linked (in symbols: 
A +-~ B) if there exists an admissible bijection of A into B. The notion 
of linkage is, of course, symmetric. Moreover, it is clear that if A, Y 
are linked, then A is total; if X, B are linked, then B is total. 
In any statement about the deltoid ~ = (X, A, Y), we can interchange 
the roles of X and Y. In this way, each theorem concerning subsets of 
X gives rise to one concerning subsets of Y, and conversely. We shall 
make repeated use of this procedure and we shall regard the two theorems 
related in the manner described as being "dual" to each other. 
We shall be principally concerned with the following interpretation-- 
the standard interpretation--of deltoid independence. With a given family 
9i = (Ai : i e I) of subsets of E, we associate the deltoid 2 = (E, A, I), 
7 The nature of the mapping isfully specified by the term "bijection" and we do not, 
therefore, need to resort o the barbarism "onto." 
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where the subset zl of E • I is defined by the requirement that (e, i) ~ d 
if and only if e ~ Ai 9 Then 2 is locally right-finite if and only if no 
element of E is contained in infinitely many A's; it is locally left-finite 
if and only if all A's are finite sets. A subset E* of E is independent if 
and only ifitis apartial transversal of 91; it is a total subset if and only if 
it is a transversal of 91. Again, a subset I* of I is independent if and only 
if the subfamily 91(I*) possesses a trasversal; it is total if and only if E 
is a transversal of 91(I*). Thus, to say that I possesses a total subset is 
equivalent o asserting that E is a partial transversal of 91. Further, 
E* and I* are linked if and only if E* is a transversal of 9.I(I*). 
From every theorem relating to deltoid independence we can, by the 
use of the standard interpretation, immediately derive two theorems 
concerning the family 91. (For clarity, these two theorems will bear the 
same number as the original theorem but will be marked with a single 
and a double asterisk.) The two theorems o derived stand in a dual re- 
lationship: either can be obtained from the other by the interchange of 
the roles of sets and elements. This underlying symmetry is not, however, 
always entirely apparent; and it is for this reason that we prefer to couch 
most of our argument in the language of deltoid independence. The three 
theorems in any group--one about deltoid independence and two about 
the family 91--differ, of course, only in their formal statement: their 
mathematical content is identical. 
2.2. When the Mapping Theorem 1.8 is framed in terms of deltoid 
independence, we arrive at the following statement. 
THEOREM 2.1. I f  (X, A, Y) is a deltoid and X', Y' are independent sub- 
sets of X, Y, respectively, then there exist linked sets Xo, Yo with X' ~ Xo 
_ X, Y' ~Yo  - -Y .  
It may be of interest o note that this result is essentially equivalent to 
Theorem 7.4.1 of Ore's book [20]. 
COROLLARY. If (X, A, Y) is a deltoid, then any maximal independent 
subset of X is linked to any maximal independent subset of Y. 
Another easy consequence of Theorem 2.1 is the following result of 
Banach [1]. 
THEOREM 2.2. Let (X, A, Y) be a deltoid; let A, B be subsets of X, Y 
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respectively; and suppose that there exist admissible injections of A into 
B and of B into A. Then A and B are linked. 
Denote by A' the set of all (x, y) in A subject o the conditions x e A, 
y 6 B; and write ~ = (X, A, Y), 2 '  = (A, A', B). Then the 2 -admis -  
sible injections pecified in the theorem are also ~'-admissible.  Hence, by 
Theorem 2.1 with X = X'  = A, Y = Y'  = B, we infer that A, B are 
linked with respect o 2 '  and so also with respect o ~@. 
Our next concern is with Hall's theorem. Let (X, A, Y) be a deltoid. 
For A _ X, write 
f (A )  = {ya  Y: (x,y) e A for some xa  A}. 
THEOREM 2.3. Let (X, A, Y) be a locally right-finite deltoid. Then the 
following statements are equivalent. 
(i) X is independent. 
(ii) Every finite subset of X is independent. 
(iii) ] f (A) [ > [ A [ for every finite subset A of X. 
To prove this result, we write F~ = {y e Y: (x, y) e A } for each x e X. 
Then ~ = (F~ : x e X) is a family of finite subsets of Y. With these 
definitions, statements (i) to (iii) above reduce to the corresponding state- 
ments (for the family 5) in Theorem 1.2. This establishes the asserted 
equivalence. 
Conversely, Hall's theorem follows at once if we apply the standard 
interpretation to the dual of Theorem 2.3. If, on the other hand, we apply 
the standard interpretation to Theorem 2.3 itself, we obtain the following 
dual of Hall's theorem. 
THEOREM 2.3*. Let g[ = (Ai : i e I) be a .family of subsets of E, and 
suppose that no element of E occurs in infinitely many A's. Then the follow- 
ing statements are equivalent. 
(i) E is a partial transversal of 92[. 
(ii) Every finite subset of E is a partial transversal of 92[. 
(iii) Every finite subset E* of E intersects at least ] E* ] sets in ~. 
We also record a generalization of Theorem 2.3 which does not take 
us effectively further but which will nevertheless prove very useful in 
Section 7. 
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THEOREM 2.4. Let (X, A, Y) be a deltoid. Let A ~_ X and suppose that, 
for each x E A, the set {y ~ Y:  (x, y) ~ d } is finite. Then the following 
statements are equivalent. (i) A is independent; (ii) every finite subset of A 
is independent; (iii) I f (A*)  I ~ I A* I for every finite subset A* of A. 
Let d '  denote the set of all pairs (x, y) in d subject o the condition 
x~A.  Write ~---- (X,A,Y) ,  2 '=  (A,A ' ,Y) .  Then ~ '  is locally 
right-finite and, furthermore, a subset of A is independent with respect 
to 2 if and only if it is independent with respect to 2 ' .  Hence, applying 
Theorem 2.3 to ~ ' ,  we obtain the assertion. 
The use of the standard interpretation now leads to the following 
result. 
THEOREM 2.4.* Let 9~ = (Ai : i ~ I) be a family of subsets of E. Let 
M ~_ E and suppose that no element of M occurs in infinitely many A's. 
Then the following statements are equivalent: (i) M is a PT of 9~; (ii) every 
finite subset of M is a PT of ~; (iii) every finite subset M* of M intersects 
at least I M* ] sets in 9~. 
2.3. We now turn to the study of total sets. 
THEOREM 2.5. Let (X, L1, Y) be a deltoid. I f  X possesses a total subset, 
then every independent subset of X is contained in some total subset. 
Let A be an independent subset of X. If X possesses a total subset, 
then Y is independent. Hence, by Theorem 2.1 with X' = A, Y' = Y, 
we infer the existence of a set Ao such that A _~ Ao ~- X and Ao ~ Y. 
Thus Ao is a total set containing A. 
It is possible to strengthen considerably the result just established. 
THEOREM 2.6. Let (X, A, Y) be a deltoid and let A, B denote an independ- 
ent subset and a total subset, respectively, of  X. Then (i) I A I ~ ] B ] ; 
(ii) there exists a total set B* such that A _~ B* _~ A u B. 
Let Y' be a subset of Y such that A ~-~ Y'. Further, we have B ~-~ Y. 
Hence IA I=tY ' I< IY I= IB I .  
To establish the second part of the theorem we note that, by hypothesis, 
there exists an admissible injection 0 :A ~ Y. Further, there exists an 
admissible bijection ~0 :Y --* B and so an admissible injection ~p :Y ~ X. 
Hence, by Theorem 1.7, there exists a set B* with A _ B* _~ X and 
partitions B* = X1 u X2, Y = Y1 • Y~ such that X~ _ A, 0(X~) ----- Y1, 
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~o(Y2) = X~. We now define the mapping ~: B* -~ Y by the equations 
~O(x) (x e xo ,  
~(x) = (~o_l(x) (x e x~). 
Then q) is an admissible bijection and so B* is total. Moreover, X1 -~ A 
and X2 = ~o(Y2) -~ ~0(Y) = B. Consequently B* = Xi u X2 -~ A • B. 
Now let 91 = (Ai : i ~ I) be a family of subsets of E. The standard 
interpretation of the preceding two theorems leads to the following re- 
suits. 
THEOREM 2.5*. I f  91possesses a transversal, then any partial transversal 
is a subset of some transversal. 
THEOREM 2.5**. Suppose that E is a partial transversal of 91. I f  the sub- 
family 91(I*) possesses a transversal, then it is contained in some subfamily 
which has E as a transversal. 
THEOREM 2.6*. I f  A is a partial transversal and B a transversal of  9I, 
then there exists a transversal B* such that A _~ B* _~ A ~9 B. 
THEOREM 2.6**. Suppose that 9101) possesses a transversal and that E 
is a transversal of  91(I2). Then there exists a set I* with I1 - I* _~ I1 ~3 I2 
and such that 910") has E as a transversal. 
3. MAXIMAL SETS 
3.1. In this section we carry a stage further the study of independent 
sets. Let 2 = (X, A, Y) be a deltoid. Then a subset of X or of Y will 
be called a maximal independent set or, more briefly, a maximal set if 
it is independent but is not properly contained in an independent set. 
The significance of this notion for our standard interpretation is clear. 
I f  9/---- (Ai : i ~ I) is a family of subsets of E, then a subset E* of E is 
maximal if and only if it is a maximal  PT of 91; a subset I* of  I is maximal 
if and only if 91(I*) is a maximal subfamily of 91. 
A maximal set clearly need not be total. Thus, if X = {1, 2}, Y = 
{1, 2, 3}, A = {(1, 1), (2, 2)}, then X is maximal  but not total with 
respect to (X, A, Y). What is, perhaps, slightly less obvious is that a 
total set need not be maximal. Thus, let X = Y ---- {1, 2, 3, ...} and let A 
be a subset of X • Y such that (x, y) ~ d if and only if x = y or x = 2y. 
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Then {2, 4, 6, ... } is a total subset of X with respect to the deltoid (X,A,Y); 
but it is not maximal since X itself is independent. (This phenomenon 
is not due to absence of local finiteness: the deltoid considered here is 
two-sidedly locally finite.) 
It should, perhaps, be pointed out that much of the material in the 
present section can be exhibited in an axiomatic context. Thus the 
conclusions of Theorems 3.1, 3.2, and 3.3 are valid not merely for 
deltoid independence but also for W-independence. Further discussion 
of related questions will be found in Rado's paper [24]. 
THEOREM 3.1. Let (X, A, Y) be a locally right-finite deltoid. Then (i) 
X-possesses at least one maximal subset; (ii) each independent subset of X 
is contained in some maximal subset. 
The proof of this result is very similar to that of the analogous tate- 
ment in linear algebra (cf. [13], 240) except that at one point we have 
to appeal to (the transfinite form of) Hall's theorem. 
The details of the argument are as follows. Let A be an independent 
subset of X. Let ~ denote the (non-empty) collection of all independent 
subsets F of X such that A _~ F. We partially order ~ by inclusion and 
consider a chain g in 5. Put C = u (F : F ~ g) and let C* be any finite 
subset of C. It follows easily that C* _~ F for some F 6 g, so that every 
finite subset of C is independent. Hence, by Theorem 2.4, C ~ ~ and so, 
by virtue of Zorn's lemma, ~ possesses a maximal element which has A 
as a subset. This establishes (ii); and (i) corresponds to the case A = 0. 
The hypothesis of local finiteness in Theorem 3.1 cannot be dispensed 
with. For let R be the set of real numbers and P the set of positive in- 
tegers, and consider the deltoid (R, R x P, P). Then a subset of R is 
clearly independent if and only if it is countable, and so no subset of R 
is maximal. In connection with part (ii) of the theorem, there remains 
this further question: if (X, A, Y) is a deltoid such that X possesses at 
least one maximal subset, does it follow that every independent subset of 
X is contained in a maximal subset? The answer is still in the negative, 
as is shown by the following example. Let N be the set of non-zero in- 
tegers and P, as above, the set of positive integers. Denote by A the 
subset of N • P specified by the requirement that (n, p) ~ A if and only 
if 1 < n <p or n = - -p ,  and consider the deltoid (N, A, P). Then N 
possesses a maximal subset, namely {-- 1, -- 2, -- 3, ... }. Again, P is 
an independent subset of N. Further, any subset of N which contains 
P is of the form P'  = P u {-- nl ,  -- n~, -- na .... }, where (n0 is an 
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increasing sequence of positive integers. It is clear that P' is independent 
if and only if there exist infinitely many positive integers different from 
all ni 9 Hence P is not contained in any maximal subset of N. 
THEOREM 3.2. Let (X, A, Y) be a deltoid. Then any two maximal subsets 
o f  X have the same cardinal number. 
Let X~, Xz be any maximal subsets of X; and let Y~ be any subset of Y 
such that X1 ~ Y1 9 Then 
I x~l = I Y~J.  
Moreover, there exist admissible injections 0 : X2 ~ Y, ~0 : Y1  ~ X. 
Hence, by Theorem 2.1, there exist linked sets Xo, Yo such that X~ ~ Xo 
X and Y1 _c Yo -~ Y. Now Xo is independent and X2 is maximal. 
Hence Xo = X2 and so X2 ~ Yo. Thus 
x~ I = Iu  I 
and also 
[Y1 [ --< [g0 l- 
We see, then, that I X1 [ < T X2 [ 9 By symmetry, [X2 [ _< [X1 [ ; and 
the assertion follows by the Schr6der-Bernstein theorem. 
To establish our next theorem, we require a preliminary result. 
LEMMA. Let (X, A, Y) be a locally right-finite deltoid. I fP  is a maximal 
and Q an independent but not a maximal subset of  X, then there exists an 
element x ~ P - Q such that Q w { x } is independent. 
Assume, on the contrary, that Q • { x } is dependent for each 
x 6 P -- Q. Then (by Theorem 2.4) there is a finite subset of Q u { x }, 
say 
x ,  01(x )  . . . .  , Om~x~(x), (3.1) 
which is dependent. We shall obtain the desired contradiction by show- 
ing that Q u { y } is dependent for each y ~ X-Q, for this will imply 
that Q is a maximal subset of X. 
Now Q u {y) is certainly dependent for y 6 P-Q in view of our initial 
hypothesis. Next, take y 6 X-P. Then, since P is maximal, P u { y } is 
dependent and so there exists a finite subset of P u { y }, say 
Y, Pl ..... P~ (3.2) 
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which is dependent. 8 I f  p l ,  ...,pk all belong to Q, then Q u (y  } is 
dependent since it possesses a dependent subset; and in that case there 
is nothing further to prove. Suppose, therefore, that 
Pa ..... Pr d~ Q, pr+l ..... p~ ~ Q, 
where r ~ 1. Taking, in turn, x = pa ..... Pr in (3.1), we see that each of 
the sets 
P l ,  Oa(pl) .. . . .  Om(p 1) (Pl) ] 
. . . . . . . . . .  I (3.3) 
pr , 01(p~), ..., O,~(p~) (p,.) 
is dependent. 
We shall next show that the set X'  with elements 
y, 01(p l ) ,  ..., Omtpx)(pl) . . . . .  01(pr), ..., Om(~,)(p~), p~+~ ..... Pk 
is dependent; it will then follow at once that Q u (y  } is dependent, 
and the proof  will be complete. 
Assume, then, that X '  is independent and let tp: X '  --* Y, ~p: {P l  , "", P r}  
Y be admissible injections. Since each of the sets listed in (3.3) is 
dependent, it follows that 
~p(pi) ~ (F(X' -- {y, Pr+l, ..., Pk}) (1 < i < r). 
Therefore the mapping a : {y, P l ,  ..., P,} --~ Y, defined by the equations 
r = ~(y), 
tr(P0 = q~(P0 (r q- 1 < i < k), 
~r(PO = ~P(PO (1 ~ i ~ r), 
is an injection and so the set (3.2) is independent. This gives the required 
contradiction. 
The lemma just proved enables us to establish an analogue of Theo- 
rem 2.6. 
THEOREM 3.3. Let (X, A, Y) be a locally right-Jinite deltoid. Let A be 
an independent and B a maximal subset of  X. Then (i) I A I ~ I B I ; (ii) 
there exists a maximal subset B* such that A _~ B* _~ A • B. 
s The integer k and the elements Pl ..... Pk may, of course, depend on y. 
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By Theorem 3.1, there exists a maximal set A'  with A ~_ A', and con- 
sequently I A I ~ I A' I 9 Moreover, by Theorem 3.2, [A' I = ]B [ and (i) 
follows. To obtain (ii), we argue as in the proof of the analogous result 
for vector spaces (cf. [13], 240). Denote by ~ the (non-empty) collection 
of all independent subsets F of X such that A _~ F _ A u B. Let 
be partially ordered by inclusion; let ~ be a chain in ~ ; and write 
C ----- u (F : F e ~). Then A _c C _ A u B. Moreover, every finite subset 
of C is independent and so, by Theorem 2.4, C is independent. Then 
C e ~ and so, by Zorn's lemma, ~ possesses a maximal element, say B*, 
which is, of course, independent and satisfies A c B* _~ A u B. 
Assume that B* is not maximal. Then, by the preceding lemma (with 
P = B, Q -- B*), we infer the existence of an element x e B -- B* such 
that B* u {x} is independent. Now x ~ (A u B) -- B* and so B* is 
not maximal in A W B, contrary to our construction. It follows, therefore, 
that B* is maximal. 
3.2. In this section we give, without further comment, the standard 
interpretations of the three preceding theorems. All statements relate to 
the family 92 = (Ai : i ~ I) of Subsets of E. 
THEOREM 3.1". Suppose that no element of E belongs to infinitely many 
A's. Then (i) 92 possesses at least one maximal PT; (ii) each PT of 92 is 
contained in some maximal PT. 
THEOREM 3.2*. Any two maximal PTs of 92 have the same cardinal num- 
ber. 
THEOREM 3.3*. Let the condition of Theorem 3.1" be satisfied. I f  A 
is a PT and B a maximal PT  of 92, then (i) [A[  ~]B]  ; (ii) there exists a 
maximalPT B* such that A c B* c A u B. 
THEOREM 3.1"*. Suppose that all sets in 92 are finite. Then O) 95[ possesses 
at least one maximal subfamily; (ii) each subfamily which possesses a
transversal is contained in some maximal subfamily, 
THEOREM 3.2**. Any two maximal subfamilies of 92 have the same cardi- 
nal number. 
THEOREM 3.3**. Suppose that all sets in 92 are finite. Let 92(J) be a sub- 
family of 92 which possesses a transversal and let 92(K) be a maximal sub- 
family of 92. Then there exists a set K* with J _c K* _c J u K such that 
92(K*) is a maximal subfamily of 9~. 
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It may be noted that Theorems 3.1"* and 3.2** were originally proved 
in [22]. 
We conclude this section by mentioning an easy result. I f  at least one 
of X, Y is finite, then a subset X'  of X is maximal with respect o the 
deltoid (X, A, Y) if and only if X '  is linked to some maximal subset of Y. 
I f  neither X nor Y is finite, then both these assertions are false. 
3.3. The last question about maximal subsets we shall discuss is con- 
cerned with the possibility of linking a collection of maximal subsets 
of  X to a single subset of  Y. 
THEOREM 3.4. Let (X, A, Y) be a deltoid. (i) Given a finite collection 
of maximal subsets of X, there exists a subset of Y which is linked to all 
these subsets of X. (ii) The above conclusion is still valid for the collection 
of ALL maximal subsets of X provided that some maximal subset of X is 
linked to only a .finite number of subsets of y9. 
Let k be a natural number; let X1 ..... Xk be maximal subsets of  X; and 
denote by Yo any independent subset of  Y (e.g. Yo = 0). Then, by 
Theorem 2.1, there exist linked sets X, Y1 such that X1 ___ X ~ X, 
Yo -~ Yi -~ Y. But X1 is maximal and so XI*-~ Y1 ~- Yo. By repeated 
application of  this result, we infer the existence of sets Yx, Y2 ..... Y2~-1 
such that 
Xr *-+ Y~ _ Y~-I (1 < r < k), 
Xr ~ Yr+k ~ Yr+k-1 (1 ~ r < k -- 1). 
Let 1 < r < k -- 1. Since Xr ~ Yr ,  there exists an admissible bijection 
~: Xr ~ Y~. Hence the injection q~: Xr ~ Y~ is also admissible. Again, 
since X~--~ Y~+k, there exists an admissible bijection 0 :Y~+k--+ Xr.  
Writing ~p = 0 I Yk,  we obtain an admissible injection ~p : Yk --~ Xr.  
By Theorem 2.2, we now infer that X~+-+ Y~ (1 < r < k -- 1). Since also 
Xk ~ Yk, it follows that the set Yk satisfies our requirements. 1~ 
To establish the second part of  the theorem, let X0 be a maximal subset 
of  X which is linked to the (different) subsets Y0, Ya ..... Ym of Y and to 
9 We indebted to Dr. J. S. Pym for the formulation and proof of the second part of 
the theorem: our original version was somewhat weaker and required a more elaborate 
argument. Dr. Pym has found a number of other results on maximal sets, and an 
account of his work is to be published in Monat. Math. 
10 The argument here owes much to the proof of Theorem 6in [22]. 
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no others. We assume, as may be done without loss of generality, that 
Yo $ Y1 ..... Yo ~ Y,,,. (3.4) 
Let Z be an independent subset of Y such that Y0 -~ Z. Then, by Theo- 
rem 2.1, thereexistl inked setsX, Zwi th  Xo --- X ~-X, Z ~ Z ~ Y. 
But Xo is maximal and so Xo +-~ Z. Hence 7. is identical with one of the 
sets Yo, Yx ..... Ym and, in view of (3.4) and the relation Yo ~ Z, 
it follows that 7. = Yo 9 Consequently Z = Yo, and thus Yo is maximal. 
The corollary to Theorem 2.1 now shows that every maximal subset of 
X is linked to Yo. 
We content ourselves with stating one of the two standard interpret- 
ations of Theorem 3.4 (ii). 
THEOREM 3.4 (ii)**. Let 9I be a family of subsets of E, and suppose that 
some maximal subfamily of 91 possesses only a finite number of transversals. 
Then all maximal subfamilies of 91 possess a CT. 
4. LINEAR REPRESENTATION OF DELTOID INDEPENDENCE 
4.1. The properties of independent and of maximal sets in a deltoid 
exhibited by Theorems 3.1, 3.2, and 3.3 bear a close resemblance to pro- 
perties of linearly independent sets and of bases in a vector space. That 
this resemblance is not purely fortuitous will emerge from the present 
section, in which it will be shown that, if (X, A, Y) is a suitably restricted 
deltoid, then X may be regarded as a (generating) subset of a vector 
space. 
THEOREM 4.1. Let (X, A, Y) be a locally right-finite deltoid. Then there 
exists a vector space V and an injective mapping ~o :X --~ V such that 
(i) a subset A of X is independent if andonly if~p(A)is a linearly independ- 
ent subset of V; (ii) A is maximal if and only if ~o(A) is a basis of V. 
More loosely, we shall describe the situation by saying that the given 
deltoid (or, to be exact, its first component) is linearly representable. 
Our investigation might conceivably throw some light on Whitney's 
problem [26] concerning the linear representability of structures in which 
the notion of independence is postulated axiomatically. 
To prove the assertion, let Z = {z~u : x ~ X, y ~ Y, (x, y) ~ A } be a 
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set of independent indeterminates over the field of rational numbers, 
and write Z = Z u {0}. Denote by F the field of rational functions, 
with rational coefficients, in the indeterminates of Z, each function in- 
volving only a finite number of indeterminates. The construction of this 
field is described in detail in [2]. 
For each x ~ X, let the (injective) mapping ~o x : Y -+ Z be defined by 
the equations 
fzzv if (x, y) ~ A, 
~Px(Y) Io i f  (x, y) r A. 
For any a l ,  cq ~ F and any Xa, x2 ~ X, let the mapping al~Ozl -t- %~ox, be 
defined by the equation 
(0~l~)xl -~ 0~2~0x2 ) (Y) = 0~lVxl(y ) ~- 0C2tDx~(y ) (Y ff Y). 
Let V denote the set of all finite linear combinations, with coefficients 
in F, of the mappings ~o x(x ~ X). Then V is a vector space over F. Let the 
(injective) mapping ~o :X --~ V be defined by ~p(x) = ~Px (x ~ X). Our aim 
is to show that V and ~o have the properties pecified in the theorem. 
Let, then, A be an independent subset of X. We shall verify that ~0(A) 
is a linearly independent subset of V. Thus we need to show that, for each 
finite A* _ A, the set ~0(A*) is linearly independent. 
Write A*= {Xl ..... xk}, where x l ,  ...,xk are distinct elements. 
Since A* is independent by hypothesis, there exist distinct elements 
Yl ..... Yk in Y such that 
(x~, y~) ~ A, ..., (xk, Yk) ~ A. (4.1) 
Let M denote the k • k matrix II v'~i(yJ) II 9 Each element of M is then 
either zero or an indeterminate in Z, and the indeterminates are inde- 
pendent. Moreover, in view of (4.1), all places on the main diagonal of 
M are occupied by indeterminates. Hence M is non-singular. Now as- 
sume that, for certain elements al, . . . ,  ak of F, not all zero, aW~l + 9 9 9 
+ ak~0x~ = 0. Then 
aWx~(yj) + . . .  + a~%,,(yj) = 0 (1 ~ j < k). 
The rows of M are therefore linearly dependent (over F). We thus arrive 
at a contradiction and conclude that ~0x~, ..., ~o~, are linearly independent, 
i.e. ~0(A*) is a linearly independent set. Hence ~0(A) is also linearly inde- 
pendent. 
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Next, let A be a dependent subset of X. Then, by Theorem 2.4, it 
possesses a finite dependent subset, say {xx .... , x~}, where Xl ..... x~ 
are distinct elements. Further, 
there exists a finite subset B 
distinct) such that (x i ,  y) r 
Hence 
since the given deltoid is locally right-finite, 
= {Yl ..... yp} of Y (where Y l ,  "",  Yp are 
A whenever 1 < i<k  and y~Y- -B .  
~Pxi(Y) = 0 (1 < i < k; y ~ Y -- B). (4.2) 
Let N be the k x p matrix 1[ ~ox,(yj) 11 (1 < i < k; 1 ~ j ~p) .  I f  its 
rows are linearly independent, hen k _< p and there exists a non-singular 
k x k submatrix, say N'  ----- II ~Px~(Y3) II (1 < i, j < k). Hence a set of 
permutation places in N'  (say the places on its main diagonal) must be 
occupied by indeterminates. Then (4.1) is satisfied and so x l , . . . ,  x~ 
are independent, contrary to hypothesis. It follows, therefore, that the 
rows of N are linearly dependent, i.e. there exist elements al ..... c~k 
of F, not all zero, such that 
a?pxl(y ~) -t- " "  -q- a~P~k(y ~) : 0 (1 < j < p). (4.3) 
Moreover, by (4.2), 
a?pxl(Y) + "'" + a~7~xk(Y) = 0 (y ~ Y -- B) (4.4) 
and so, by (4.3) and (4.4), 
Cq~xl(Y)  -~- " ' "  -]- ak~P~k(Y) = 0 (y e Y). 
Thus  (Zx~)xl -~- , - .  -~- (zk~)xk : 0 and therefore ~o(A) is a linearly dependent 
set. 
To establish the second part of the theorem, we recall the following 
fact familiar in linear algebra. I f  V is a vector space, V1 a generating subset 
of V, and V2 a maximal 11 subset of V1, then V2 is also a maximal subset 
of V. 
Now let A be a maximal subset of X. As we have seen, ~o(A) is then 
linearly independent. Assume that ~o(A) is not maximal in the vector 
space V. Then, by the result just quoted, ~o(A) is not maximal in the 
(generating) set ~o(X), i.e. there exists an element Xo in X -- A such that 
~o(A) ~o {~oxo } is linearly independent. Hence, by the first part of the 
xt By a "maximal subset" we mean a maximal linearly independent subset. 
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theorem, A ~3 {x0} is independent. This conclusion contradicts our 
hypothesis that A is maximal, and it follows therefore that ~p(A) is a 
maximal subset (i.e. a basis) of V. 
Finally, let A be an independent but not a maximal subset of X. Then 
there exists an element x0 in X -- A such that A u {Xo} is independent. 
Hence, again by the first part of the theorem, ~o(A) u {~Px0} is linearly 
independent, so that ~p(A) is not maximal in V. 
4.2. It may be of interest o observe that linear representability of
deltoids depends essentially on the local finiteness condition stated in 
Theorem 4.1. This is borne out by the following example. Let N denote 
the set of non-negative integers, P the set of positive integers, and let 
the subset A of N x P be fixed by the requirement that (n, p) ~ A if and 
only if n = 0 or n = p > 0. Then every finite subset of N is independent 
with respect o (N, A, P), but N itself is dependent. Assume now that 
there exists a vector space V and an injective mapping ~o :N --+ V such 
that any subset N* of N is independent if and only if ~o(N*) is linearly 
independent. Then ~0(N) is a linearly dependent subset of V while every 
finite subset of ~p(N) is linearly independent. This contradiction shows 
that the deltoid (N, A, P) is not linearly representable; and, of course, 
it is not locally right-finite. 
Finally, we note that Theorem 4.1 has interesting implications for the 
behavior of independent subsets of X. Roughly speaking, linear repre- 
sentability means that deltoid independence has all properties of linear 
independence. More precisely, Theorem 4.1 implies at once the validity 
of Theorems 3.1, 3.2, TM and 3.3. These follow from standard results 
in linear algebra; in particular, Theorem 3.3. is a consequence of Stei- 
nitz's replacement theorem for vector spaces of arbitrary dimension. 
5. THE WEAK REPLACEMENT THEOREM 
5.1. In Section 6, we shall need to appeal to the following result, which 
we call the "weak replacement theorem" and which may be regarded as 
an analogue of Steinitz's replacement theorem for finite-dimensional vec- 
tor spaces TM. 
12 But, in the case of Theorem 3.2, under the irrelevant condition of local finiteness. 
13 Strictly speaking, Theorem 5.1 is the analogue of a result from which Steinitz's 
theorem can be deduced immediately. 
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THEOREM 5.1. Let (X, A, Y) be a deltoid and k a natural number. I f  
{a l  . . . . .  at} and {b I . . . .  , bk+l} are two independent subsets of  X containing 
k and k 4- 1 elements, respectively, then {a l ,  ..., a t ,  bi} is an independent 
subset of k 4- 1 elements for some i with 1 < i < k 4- 1. 
This theorem appears to be a key result in a number of finite combina- 
torial problems, and it seems therefore useful to analyze its precise status. 
We shall, below, approach it by four different routes; but we begin with 
preliminary steps common to all proofs of the theorem. 
Denote the given deltoid by 2 .  Since {al, ..., at} is an independent 
set, there exist distinct elements Yl, ..., Yk in Y such that 
(al ,  Yl) @ A ..... (ak, y~) ~ A. 
Similarly, there exist distinct elements z l ,  ..., Zk+l in Y such that 
(bl,  zl) @ z], ..., (bk+l , Zk+l) t~ A. 
Write X '= {a I .... ,ale,b1, ...,bk+l}, Y '=  {Yl ..... Yk,Z1 ..... zk+l}; 
denote by A' the set of all pairs (x, y) in A for which x 6 X', y 6 Y' ;  and 
put 2 '  = (X', A', Y'). We note that any subset of X' which is inde- 
pendent with respect o 2 '  is a fortiori independent with respect o 2 .  
Consequently, we can restrict our attention to the deltoid 2 ' .  
(i) We first exhibit Theorem 5.1 as a consequence of Theorem 3.3,14 
which might be called the "strong replacement theorem" (and which 
corresponds to Steinitz's replacement theorem for vector spaces of arbit- 
rary dimension), 
Since {al, ..., ak} is independent and 2 '  is trivially locally right-finite, 
there exists, by Theorem 3.3 (ii), a maximal subset B* of X'  such that 
{al, ... , ak} ~_ B* ___ X' = {a 1 . . . . .  ak, bl ..... bk+l}. 
Now, by Theorem 3.3 (i), {al, ..., ak} is not maximal and B* therefore 
consists of at least k + 1 elements: the k a's and a certain number of 
b's, Hence, for some i, {al, ..., ak, bi} is an independent set of k § 1 
elements. 
(ii) The next approach is through the linear representation f deltoids. 
Since 2 '  is locally right-finite, Theorem 4.1 guarantees the linear re- 
14 However, the argument can be based equally well on Theorems 3.1 and 3.2. 
INDEPENDENCE AND COMBINATORIAL ANALYSIS 347 
presentability of X'.  Hence, in view of Steinitz's replacement theorem, 
{aa, ..., ak, b~} is an independent set of  k + 1 elements for a suitable 
choice of  i. Instead of relying on the general Theorem 4.1, it is also possi- 
ble to exhibit the linear representation of  X '  directly ~5 by mapping the 
elements of X '  injectively into the rows of  a certain matrix M such that 
a subset of X '  is independent if and only if the set of corresponding rows 
of M is linearly independent. 
(iii) Another proof  can be based on Theorem 2.1. Write A = {al, 
.... a~}, Z = {Z 1 . . . . .  Zk+l} .  Since A, Z are independent subsets of X',  Y' ,  
respectively, there exist (by Theorem 2.1) linked sets Ao,  Zo with 
A _~ Ao - X' ,  Z _ Zo -- Y' .  Hence 
IAol = IZo l~ IZl =k+ 1, 
and so there exists an independent set Ao which contains at least k + 1 
elements, namely the k a's and a certain number of  b's. Hence there 
exists an independent set of  exactly k -k 1 elements consisting of k a's 
and one b. 
(iv) The last proof  is direct. Let r > 0 and suppose that al = bl . . . . .  
ar = br while all other a's and b's are distinct. Now, at least one of the 
elements z~, ..., zk+x, say zh, must be different from all of  y~ ..... Yk 9 
I f  r + 1 < h < k q- 1, then aa ..... ak, bn are distinct and, since 
{a l  . . . . .  ak ,  bh}+- -~(y l  ..... Yk, zh} 16, 
it follows that {ai, ..., ak, bh} is an independent set of  k + 1 elements. 
In this case there is nothing further to prove. On the other hand, if all the 
elements zr+~,...,zk+a occur among Yl , . - . ,Y~, then at least one of 
Zl, ..., Zr, say Zl, does not;  and, since al = ba, we have 
{al .... , ak} ~ {Z l ,  Y2, --., Yk}. 
Again, at least one of the elements z l ,  ..., zk+l, say zm, must be different 
from all of z l , y2  .... ,Yk. I f  r + 1 < rn < k -k 1, then ax ..... a~,bm 
are distinct and, since 
15 This idea is implicit in [21]. 
is In the present proof, relations of linkage are interpreted elementwise. Thus the 
statement {pl ..... Pi} +-+ {ql, ..., qi} means that 
(P~ , qO ~ A '  , .... (Pi , q~) ~ A' .  
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{al ..... ak, bin} +-+ {zl, y~ ..... Yk, zm}, 
it follows that {aa ..... a , ,  bin} is an independent set of k q- 1 elements. 
In this case, then, there is nothing further to prove. On the other hand, 
if all the elements Z,+l ..... z~+a occur among za, Y2 .... , Yk, then at least 
one ofz~, ..., zr, say z 2 , does not; and, since ax = bl ,  a2 = b2, we have 
{al ..... a~} ~ {zl, z~, ys,  ..., Yk}. 
Continuing in this way, we are able to conclude after a finite number of 
steps that either {al ..... ak, b~} is an independent set of k + 1 elements 
or else that 
{al ..... ak} "~, {zl ..... zr, Yr+l .... , Yk}. 
In this latter case, at least one of the elements z~ ..... zk+~, say Zu, must 
be different from all of zl ..... zr, Yr+l, ..., Y,,  and now we plainly have 
r -k I < u < k -k 1. Hence a~ .... , ak, b, are distinct and, since 
{al,..., a~, b~ } ~ {zl .... , z f ,  Y~.+I , . . . ,  Yk, z~ }, 
we infer that {aa ..... ak, bu} is an independent set of k + 1 elements. 
The theorem is therefore stablished. 
A question first raised in Section 2.1 is now easily settled. 
THEOREM 5.2. I f  (X, A, Y) is a locally right-finite deltoid, then the class 
of independent subsets of X satisfies the axioms of W-independence. 
These axioms are listed in Section 1.4. Axiom W1 is valid by conven- 
tion; W~ holds trivially; W8 holds by Theorem 5.1 ; and W4 by Theorem 
2.4. 
We observe, then, that independence with respect o a locally finite 
deltoid is a realization of W-independence. In this context it may be of 
interest o recall that independence with respect o a locally finite deltoid 
admits, by Theorem 4.1, of linear representation: this is not true of 
W-independence in general, as was shown by Whitney [26]. 
5.2. With our standard interpretation, the theorems of Section 5.1 
assume the following form. 
THEOREM 5.1". Let 9J ------ (Ai : i ~ I) be a family of subsets of E. I f  
{al ..... ak}, {bl, ..., bk+l} are partial transversals of ~ containing k and 
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k + 1 elements, respectively, then, for some i with 1 < i < k + 1, 
{al ..... ak, bl} is a partial transversal of 91 containing k + 1 elements. 
THEOREM 5.1"*. Let 9.1 = (A~ : i e I) be a family of subsets of E. I f  
(Apl , ..., A~k ) and (Aql, ..., Aq~+l ) are subfamilies of 91 consisting of k and 
k -q- 1 sets, respectively, and possessing transversals, then, for some i with 
1 < i < k + 1, the subfamily (Awl ..... A~,  Aq,) consists of k + 1 
sets and possesses a transversal. 
THEOREM 5.2*. Let 91 ---- (A~ : i e I) be a family of subsets of E, and 
suppose that no element of E occurs in infinitely many A' s. Then the class 
of partial transversals of 91 is a class of W-independent subsets of E. 
THEOREM 5.2**. Let 91 ---- (Ai : i e I) be a family of finite subsets of E. 
Then the class of subsets of I which define subfamilies of 91 possessing trans- 
versals is a class of W-independent subsets of I. 
6. DISCUSSION OF A THEOREM OF FORD AND FULKERSON 
6.1. We owe to Ford and Fulkerson ([5], Corollary 10.9) a necessary 
and sufficient condition for the existence of a CT of two finite families. 
THEOREM 6.1. The two families 9/= (Ai : 1 < i < n), ~3 : (Bi : 
1 < i < n) of subsets ofEpossess a CT if and only if 
] (u  A~:) N (u  B j ) I>  [ I [ + [ J [ -- n (6.1) 
\ ie I  '/  jeJ - -  
for each pair I, J of subsets of {1, ..., n}. 
Ford and Fulkerson proved this result in the context of their very in- 
teresting work on flows in networks. The form of the statement suggests, 
however, the possibility of a more direct approach. Below, we shall 
exhibit Theorem 6.1 as a consequence of Rado's Theorem 1.6. We are 
not able to decide at present whether the argument admits of further 
simplification, with Hall's theorem taking the place of Rado's. 
Before we discuss the proof of Theorem 6.1, it is worth mentioning an 
analogous but easier result for systems of common representatives. Let 
the function Z be defined by the equations 
Z(x) : {10 (x ~ 0), 
(x < o). 
350 MIRSKY AND PERFECT 
It is then easy to deduce from Theorem 1.4 that 92 and 2 possess a SCR 
if and only if 
ieI #J 
for each pair I, J of subsets of {1 ..... n}. 
We now come to the proof of Theorem 6.1. The necessity of the stated 
condition is almost trivial. If the two families possess a CT, then, when 
the A's and B's have been suitably renumbered, 
x~e Ai ~ Bi (1 < i<n)  
for certain distinct elements x l , . . . ,  xn. Then, for I, J _~ {1 ..... n}, 
I(iei Ai ) (jsj ~ 
>=l {xi:ieInJ}l-~ II n J[ =[ I i  + l J I - J ig  JI ~[ I [  + I J ] -n ,  
as required. 
The proof of sufficiency is more interesting. Let a subset of E be called 
"W-independent" if it is a partial transversal of ~3. Theorem 5.2* shows 
that this terminology is in conformity with the definition of W-independ- 
ence laid down in Section 1.4. 
Assume, now, that (6.1) holds whenever I, J ~ {1 ..... n}. Let I be a 
fixed but arbitrary subset of {1 ..... n}, and write 
II] =k; uAi=A(I);B~*=A(I) NBj (1 ~ j~n) .  
ieI 
For any subset J of {1 ..... n}, we then have 
jeJ /eJ 
Hence, by Theorem 1.3, there exists a family of k B*'s which possesses 
a transversal, i.e. there exists a subfamily of k B's with a transversal con- 
tained in A(I). In other words, for any k with 1 < k < n, the union 
of any k A's contains a set of k W-independent elements. Hence, by 
Theorem 1.6, 9/ posseses a W-independent transversal, i.e. 9.1 and ~3 
possess a CT. 
6.2. We next consider two simple extensions of Theorem 6.1. 
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THEOREM 6.2. Let 0 < k < n and let 9i = (Ai : 1 < i < n), 23 = (Bi : 
1 < i < n) be two families of subsets of E. Then 91 and 23 possess a CPT 
consisting of k elements i f  and only if 
I (uA0~(uB j )  I>- - I I ]+ I J [ - - (2n-k )  
/el 3~J 
for each pair, I, J of subsets of {1 ..... n}. 
This result stands in the same relation to Theorem 6.1 as Theorem 1.3 
does to Theorem 1.1. The necessity of the stated condition is essentially 
trivial. To establish its sufficiency, we denote by P an arbitrary set of 
n -- k elements uch that P (~ E = t3 and apply Theorem 6.1 to the two 
families (A iuP :  1 < i<n) ,  (B iUP  : 1 < i<n) .  
The second extension is concerned with the case in which the index 
sets of the two families may have different cardinals. 
THEOREM 6.3. Let m < n, and let 9I = (Ai : 1 < i < m), 23 = (Bi : 
1 < i ~ n) be two families of subsets of E. Then 23possesses a transversal 
which contains a transversal of 91 if and only if both the following require- 
ments are fulfilled. (i) 23 satisfies Hall's condition; (ii) the inequality (6.1) 
is valid whenever I _~ {1, ..., m}, J _~ {1 ..... n}. 
We note that, for m = n, (i) is a consequence of (ii). Thus Theorem 6.1 
is a special case of the above result. On the other hand, if m < n, then 
conditions (i) and (ii) are independent. 
The necessity of (i) is obvious and that of (ii) follows in precisely the 
same way as the necessity of the analogous condition in Theorem 6.1. 
Next, let (i) and (ii) be given. Let Am+ 1 . . . . .  A n = E and write 
91"= (A i :  1 < i<n) .  Let I, J _ {1 ..... n}. If I ___ {1 ..... m}, then 
(6.1) holds by (ii). If, on the other hand, I $ {1 ..... m}, then, by (i), 
[( u Ai) n (u  B J ) I=/u  BJ/--> I J l>--  I I I  § t J I  -n  
i~I jeJ jeJ 
and so (6.1) is again valid. Hence, by Theorem 6.1, 91" and 23 possess a 
CT which contains, of course, a transversal of 91. 
6.3. We now turn to the problem of common transversals of three 
families. By an argument very similar to that used in Section 6.1, it is 
easy to show that, if 9 I= (Ai :  1 < i<n) ,  23= (Bi :  1 < i<n) ,  
l~ = (Ci :  1 < i < n) possess a CT, then 
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 62, 
ieI jeJ keK 
for any subsets I, J, K of {1 .... , n}. This condition is not, however, 
sufficient for the existence of a CT. For let 
A 1 = {1},  B 1 = {2},  C 1 = {3},  
A2 = {2,3}, B2 = {1,3}, Cz = {1,2}. 
Then the three families (A1, A2), (Bx, B2), (C1, C2) satisfy (6.2) but do 
not possess a CT. 
Again, if 9~, ~, g possess a SCR, then 
[( U Ai)(3 (~3 B~)~ ( U Ck )[~Z(]It q-]J I+  [ K]- 2n) 
ieI jeJ keK 
for all I, J, K _~ {1 ..... n}. However, the example just cited also shows 
that this condition is not sufficient o ensure the existence of a SCR. 
A more instructive, if slightly more complicated, example is concerned 
with the following sets: 
A I= {1}, A2= {1,2}, A3= {1, 3,4}, 
Ba = {1}, B2 = {1,3}, B8 = {1,2,4}, 
C1={1},  C2={1,4}, Cz ~- {1,2,3}. 
The three families (Aa, Az, As), (B1, B2, Bz), (C1, C2, C3) satisfy 
condition (6.2) but do not possess a CT. However, they do possess a
SCR, namely, (1, 1, 1); and any two of them have a CT. 
It might be asked why the argument leading to Theorem 6.1 does not 
establish an analogous result for three (or more) families. The reason for 
this failure is that, while the class of partial transversals of a family 
satisfies the axioms of W-independence, the class of common partial 
transversals of two families no longer enjoys this property. This circum- 
stance suggests that a search for further realizations of W-independence 
might lead to useful results; but we have, at present, nothing to contribute 
to the question. 
We conclude this section by mentioning yet another open problem. 
The equivalence of statements (i) and (iii) in Theorem 1.5 prompts the 
INDEPENDENCE AND COMBINATORIAL ANALYSIS 353 
conjecture that an analogous result is valid for common transversals. 
We are not able to decide whether this is, in fact, the case; and we content 
ourselves with recording that the use of Rado's selection principle 
([24], Lemma 1) leads to an incomplete result for common transversals 
of two infinite families. 
7. TRANSFINITE GENERALIZATION OF A THEOREM OF MENDELSOHN AND 
DULMAGE 
7.1. Mann and Ryser [15] were the first to consider the question of 
determining conditions for a finite family of sets to have a transversal 
containing certain prescribed elements. The definitive solution of their 
problem was given by Hoffman and Kuhn [11], who used the theory of 
linear programming to prove the following result. 
THEOREM 7.1. Let 91 = (A~ : 1 < i < n) be a family of subsets of a set 
E, and let M ~_ E. Then 91 possesses a transversal which has M as a subset 
i f  and only i f  both the following requirements are fulfilled. O) 91 satisfies 
Hall's condition; (ii) every subset M* of M intersects at least I M* I sets 
among A1, ..., An 9 
An alternative proof can be based on a method resembling M. Hall's 
algorithm for constructing a system of distinct representatives [8]. 
Again, Theorem 7.1 can be exhibited as a consequence of a more general 
result also due to Hoffman and Kuhn [12]. Further, it can be deduced 
from Ford and Fulkerson's Theorem 6.1. In the present context it is, 
however, more appropriate to invoke ideas on independence discussed 
in this paper. When we adopt this procedure, we find that it is just as 
easy to derive the following transfinite xtension of Theorem 7.1. 
THEOREM 7.2. Let 92[ = (Ai : i ~ I) be a family of finite subsets of a 
set E. Let M ~ E, and suppose that no element of M occurs in infinitely 
many A's. Then 9i possesses a transversal which has M as a subset if  and 
only if  both the following requirements are fulfilled. (i) 91 satisfies Hall's 
condition; (ii) every finite subset M* of M intersects at least I M* [ among 
the sets in 92i. 
This result was communicated to us by Professor Rado in 1965. 
Our proof, which is different from Professor Rado's, runs as follows. 
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By (ii) and Theorem 2.4*, M is a PT of 92. By (i) and Theorem 1.2, 92 pos- 
sesses a transversal. Hence, by Theorem 2.5", 92 possesses a transversal 
with M as a subset. This establishes the sufficiency of conditions (i) 
and (ii): their necessity holds trivially. 
7.2. In the theorem of Hoffman and Kuhn just proved, as in Hall's 
theorem, elements and sets play quite different roles. This lack of sym- 
metry was recognized and remedied by Mendelsohn and Dulmage [16], 
who proved an entirely symmetric theorem involving two finite sets of 
unspecified objects 17. This theorem contains Hall's theorem (Theorem 
1.1) and the theorem of Hoffman and Kuhn as special cases. Here we 
go a step further and derive a transfinite xtension of the theorem of 
Mendelsohn and Dulmage (expressing it, of course, in the terminology of 
the present paper). 
THEOREM 7.3. Let (X, A, Y) be a deltoid, and let X', Y' be subsets of 
X, Y,  respectiuely. For A ~_ X, B ~ Y, write 
f (A )  = {y ~ Y: (x, y) ~ A for some x ~ A}, 
g(B) = {x 6 X: (x ,y)  ~ A fo rsomey ~ B}. 
Suppose, further, that f ({x}) is finite for each x ~ X'  and that g({y}) is 
finite for each y ~ y,.18 Then the following two statements are equivalent. 
(i) There exist linked sets Xo , Yo such that X ' ~ X0 - X and Y ' ~_ Y0 
c y .  
(ii) (a) I f  (A) I >~ I A I for every finite subset A of X';  (b) I g(B) I 
[B I f  or euery finite subset B of Y'. 
When X and Y are finite, this result reduces to the theorem of Mendel- 
sohn and Dulmage mentioned above. 
The proof is easy and, in essence, amounts to little more than a combi- 
nation of Hall's theorem (Theorem 1.2) and the Mapping Theorem 1.8. 
If  (i) is satisfied, let q~: X0 -+ Yo be an admissible bijection, and let 
A, B be any finite subsets of X', Y', respectively. Now (x, ~(x))~ A 
for all x ~ X0 and, a fortiori, for all x ~ A. Then q)(x) ~f (A)  for all 
17 For an alternative treatment of this result, see [21]. 
is These conditions are certainly satisfied if (X, A, Y) is two-sidedly ocally finite. 
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x ~ A, and (ii a) follows since 9~ is injective. By considering the bijection 
~-1:Y0 ~ X0, we similarly infer the validity of (ii b). 
Next, let (ii) be satisfied. Then, by (ii a) and Theorem 2.4, it follows 
that X' is independent and, by (ii b) and the dual of Theorem 2.4, 
we infer the independence of Y'. The validity of (i) now follows as an 
immediate consequence of Theorem 2.1. 
The use of the standard interpretation leads at once to the following 
result. 
THEOREM 7.3*. Let I, I ', E, E' be sets such that I r c I, E' __q E, and 
let 9i = (Ai : i 6 I) be a family of subsets of E. Suppose that Ai is finite 
for each i ~ I' and that each element of E' belongs to at most a finite number 
of A's. Then there exist sets Io ,Eo  with I '  ___Io --- I, E' _ E0 -~ E 
such that E0 is a transuersal of the subfamily 91(10)/f and only if both the 
following conditions are satisfied. (a) For euery finite subset I* of I', 
u (Ai : i 6 I*) contains at least I I* I elements. (b) Every finite subset E* 
of E' intersects at least ] E* [ sets in 91. 
The specialization I '=  I in this result, yields the Hoffman-Kuhn- 
Rado Theorem 7.2. 
We conclude with a further result equivalent to Theorem 7.3. 
THEOREM 7.4. Let 91 = (Ai : i ~ I), ~3 ----- (B 3 : j 6 J) be two families of 
subsets of a set E; and let I' c I, J' c J. Suppose that each A~ with 
i ~ I' intersects at most a finite number of B's and that each Bj with 
j ~ J' intersects at most a finite number of A's. Then there exist sets 
Io, Jo with I '  c Io ---I, J' ___ Jo ~ J such that the subfamilies 91(Io), 
~3(Jo) possess a SCR if and only if both the following conditions are 
satisfied. 
(a) For each finite subset I* of I', the set U (Ai : i c I*) intersects 
at least I I*1B's. 
(b) For each finite subset J* of J', the set u (Bj : j 6 J*) intersects 
at least I J*l m's. 
We obtain this result by applying Theorem 7.3 to the deltoid (I, A, J), 
where A is specified by the requirement that (i, j )  ~ A if and only if 
A~ • B 5 =~ 0. Needless to say, every theorem on deltoids can be thus 
reformulated in terms of two families of sets. 
Finally we note that, for I' = I, J' = J, Theorem 7.4 reduces to the 
equivalence of statements (i) and (ii) in Theorem 1.5. 
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Note added in proof. 1. We attributed to de Bruijn the original proof  
of  the equivalence of statements (i) and (ii) in Theorem 1.5. However, 
Professor M. A. Perles has drawn our attention to earlier work by V. 
Shmushkovitch, Mat. Sb. 6 (1939), 138-147, where this result appears. 
2. Since writing the present account, we have seen a paper by 
J. Edmonds and D. R. Fulkerson, J. Res. Natl. Bur. Std. 69B (1965), 
147-153, in which Theorem 5.2* is proved for the case of  a finite index 
set. The method of  argument is different from any method used by us. 
The idea of duality is also implicit in Edmonds and Fulkerson's paper. 
3, We have recently noticed that the last proof  of  Theorem 5.1 
can be simplified appreciably if we argue by induction with respect o k. 
4. For a different proof  of  the Hof fman-Kuhn-Rado  theorem 
(Theorem 7.2) see L. Mirsky Systems of representatives with repetition, 
Proc. Cambridge Phil. Soc. (in press). 
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