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Abstract
In this paper, we consider the nonlinear elliptic systems under controllable growth condition. We use
a new method introduced by Duzaar and Grotowski, for proving partial regularity for weak solutions, based
on a generalization of the technique of harmonic approximation. We extend previous partial regularity
results under the natural growth condition to the case of the controllable growth condition, and directly
establishing the optimal Hölder exponent for the derivative of a weak solution.
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1. Introduction
In this paper we are concerned with the partial regularity for the weak solutions of nonlinear






i (x,u,Du) = Bi(x,u,Du), i = 1, . . . ,N in Ω, (1.1)
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S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42 21where Ω is a bounded domain in Rn, u and Bi taking values in RN , and Aαi (·, · ,·) has values
in RnN . To define the weak solution to (1.1), one needs to impose certain structural and regularity
conditions on Aαi and the inhomogeneity Bi , as well as to restrict u to a particular class of
functions as follows:
(H1) Aαi (x, ξ,p) are differentiable functions in p and there exists C > 0 such that∣∣∣∣∂Aαi
∂piβ
(x, ξ,p)
∣∣∣∣ C(1 + |p|2)m−22 for all (x, ξ,p) ∈ Ω ×RN ×RnN .





· ν  λ(1 + |p|2)m−22 |ν|2
for all x ∈ Ω, ξ ∈ RN and p,ν ∈ RnN .
(H3) There exist β ∈ (0,1) and K : [0,∞) → [0,∞) monotone nondecreasing such that∣∣Aαi (x, ξ,p)−Aαi (x˜, ξ˜ , p)∣∣K(|ξ |)(|x − x˜|m + |ξ − ξ˜ |m) βm (1 + |p|)m2
for all x, x˜ ∈ Ω , ξ, ξ˜ ∈ RN and p ∈ RnN ; without loss of generality we take K  1.
From (H1) and (H2) we immediately deduce the following:∣∣Aαi (x, ξ,p)−Aαi (x, ξ,p0)∣∣ C(1 + |p|2 + |p0|2)m−22 |p − p0|, (1.2)(
Aαi (x, ξ,p)−Aαi (x, ξ,p0)
) · (p − p0) λ(1 + |p|2 + |p0|2)m−22 |p − p0|2, (1.3)
for x ∈ Ω , ξ ∈ RN and p,p0 ∈ RnN .
Further (H1) allows us to deduce the existence of a function ω : [0,∞) × [0,∞) → [0,∞)
with ω(t,0) = 0 for all t such that t → ω(t, s) is monotone nondecreasing for fixed s,
s → ω(t, s) is concave and monotone nondecreasing for fixed t , and such that for all (x, ξ,p),










(x˜, ξ˜ , p˜)
∣∣∣∣ C(1 + |p|2 + |p˜|2)m−22 ω(|p|, |p − p˜|), (1.4)
e.g., see [13].
Now we require that
(B) Bi fulfill the following growth condition:∣∣Bi(x,u,p)∣∣ C(|p|m(1− 1r ) + |u|r−1 + 1), (1.5)
where r = mn
n−m if n >m, or any exponent if n = m.
Definition 1.1. By a weak solution of (1.1) under the controllable growth conditions (H1)–(H3)








for all ϕ ∈ C∞(Ω,RN).0
22 S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42Even under reasonable assumptions on Aαi and Bi , in the case of systems of equations
(i.e. N > 1) one cannot, in general, expect that weak solutions of (1.1) will be classical, i.e.
C2-solutions. This was first shown by De Giorgi [4,5]; we refer the reader to [13, Chapter 2.3]
for further discussion, as well as additional examples and references. The goal, then, is to estab-
lish partial regularity theory. We refer the reader to monographs of Giaquinta [13] and [14] for
an extensive treatment of partial regularity theory for systems of the form (1.1), as well as more
general elliptic systems. Further discussion also can be found in [16] and [18].
In most direct proofs, the crucial step of improving an inequality of Caccioppoli or reverse-







is accomplished by firstly deriving an inequality of reverse-Hölder type. Gehring’s Lemma [12]
can then be adapted to show local Lp-integrability of |Du| for some p > 2. The desired decay
of Φ is then obtained by a linearization argument. Precisely, one “freezes the coefficients” with
constant coefficients. The solution of the Dirichlet problem associated to these coefficients with
boundary data u and the solution itself can then be compared. This procedure was first carried
out by Giaquinta and Modica [15].
The technique of harmonic approximation is a related idea. The point is to show that a function
which is “approximately-harmonic,” i.e. a function g for which
∫
Ω
Dg · Dϕ dx is sufficiently
small for all test function ϕ, lies L2-close to some harmonic function. This technique has its
origins in Simon’s proof [19] of the regularity theorem of Allad [1]. On the other hand, the
author in [20] is concerned with finding a so-called ε-regularity theorem for energy minimizing
harmonic maps. The technique of harmonic approximation allows the author to simplify the
original ε-regularity theorem due to Schoen and Uhlenbeck (see [22]).
In the remarkable proof when m ≡ 2 given by Duzaar and Grotowski in [8] (or [6] and [7]), the
key difference is that the solution is compared not to the solution of the Dirichlet problem for the
system with frozen coefficients (the “A-harmonic system”), but rather to an A-harmonic function
which is close to w in L2, where w is similar to which will be defined in the proof of Lemma 4.2.
This approach necessitates a somewhat different form of the Caccioppoli inequality, but it means
that we do not need the reverse-Hölder inequalities or the complex and long Gehring Lemma.
In particular, the optimal regularity result can be obtained which we will see in the following
Remark I. Moreover, the method of A-harmonic approximation can be extended to p-growth
systems (see [9] and [10]) and parabolic systems [11].
In this paper we extend the results of [8] to the case of m > 2. The essential difficulty is to
obtain the decay estimate of






2 |Du− p0|2 + |Du− p0|m
]
dx. (1.7)
But A-harmonic approximation technique only can deal with the first term of Φ . In order
to overcome the difficulty we develop some techniques. First of all, we prove the Caccioppoli
second inequality. As mentioned above, the inequality play an important role on the proof of
the decay estimate of Φ . However, as the author’s best knowledge, there is no little literature on
the proof of the inequality under the controllable growth condition, even for the case of m ≡ 2.
Because it cannot be obtained by the same argument as [13,14] and [6–8]. Thus, the proof of
S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42 23the inequality which we deem to be of some independent interest. Our argument are adaptation
of [17] about the minimizers of quasiconvex integrals. Therefore, the results and proofs about
Caccioppoli second inequality under the controllable growth condition are new. And then com-
bining the inequality and A-harmonic approximation technique to obtain the estimation of the
first term of (1.7), and then by the method of interpolation inequality to get the estimation of the
second term of (1.7). Finally, we obtain the decay estimate of Φ and the optimal regularity. Now
we may state the main result.
Theorem 1.1. Let u ∈ W 1,m(Ω,RN) (m > 2) be a weak solution to (1.1) under the structure
assumptions (H1)–(H3) and (B). Then there exists Ω0 is open in Ω , and u ∈ C1,β(Ω0,RN).
Further Ω −Ω0 ⊂ Σ1 ∪Σ2, where
Σ1 =
{










x0 ∈ Ω: lim sup
ρ→0+
(|ux0,ρ | + ∣∣(Du)x0,ρ ∣∣)= ∞},
and in particular, Ln(Ω −Ω0) = 0.
Remark I. The fact that we obtain the optimal Hölder continuity C1,β in the regular set in one
step is new, where β is defined in (H3). Note also that our method carries through for the case
β = 1, in this case yielding u ∈ C1,α(Ω0,RN) for all α ∈ (0,1). Our result is advantage of
Tan [21].
We close this section by briefly summarizing the notation we use in this paper. As noted
above, we consider a bounded domain Ω ⊂ Rn, and maps from Ω to RN , where we take n 2,
N  1. For a given set X we denote by Ln(X) and Hk(X) its n-dimensional Lebesgue measure
and k-dimensional Hausdorff measure, respectively. We write Bρ(x0) = {x ∈ Rn: |x − x0| < ρ},
and further Bρ = Bρ(0), B = B1. For bounded X ⊂ Rn with Ln(X) > 0 we denote the average
of a given g ∈ L1(X) > 0 by −∫
X
g dx, i.e. −
∫
X








g dx. We let αn denote the volume of the unit-ball in Rn, i.e. αn = Ln(B). We
write Bil(RnN) for the space of bilinear forms on the space RnN .
The rest of this paper is organized as follows. In Section 2, we give the A-harmonic approx-
imation lemma and preliminary lemmas. In Section 3, we will prove the Caccioppoli second
inequality. In Section 4, we will give the proof of the main theorem.
2. The A-harmonic approximation technique
In this section we present the A-harmonic approximation lemma, and for completeness also
include two standard estimates from linear theory, the Poincaré’s inequality, and a result due
to Campanato [2]. We restrict ourselves here to noting that the lemma is in fact true if condi-
tion (2.2) is replaced by the (weaker) Legendre–Hadamard condition. Such a version has already
been applied in the context of geometric measure theory by F. Duzaar and K. Steffen (see [7,
Lemma 3.3] or [6, Lemma 2.1]).
24 S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42Lemma 2.1. Consider fixed positive λ and L, and n,N ∈ N with n  2. Then for any given
ε > 0 there exists δ = δ(n,N,λ,L, ε) ∈ (0,1] with the following property: for any A ∈ Bil(RnN)
satisfying
A(ν, ν) λ|ν|2 for all ν ∈ RnN (2.1)
and ∣∣A(ν, ν¯)∣∣ L|ν||ν¯| for all ν, ν¯ ∈ RnN, (2.2)

















there exists an A-harmonic function
h ∈ H =
{
w ∈ H 1,2(Bρ(x0),RN ): ρ−n
∫
Bρ(x0)






|h− g|2 dx  ε. (2.5)
Next we state the Poincaré inequality in a convenient form.
Definition 2.1. For such A ∈ Bil(RnN) we call h ∈ H 1,2(Ω,RN) A-harmonic if it satisfies∫
Ω





Lemma 2.2. There exists Cp depending only on n, without loss of generality Cp  1, such that
every u ∈ H 1,2(Bρ(x0),RN) satisfies∫
Bρ(x0)




For a proof we refer the reader to, e.g., [18, Section 7.8]; note from (7.45) in that book that
the above result follows with Cρ = 22n.
Our final tool is a standard estimate for the solutions to homogeneous second-order elliptic
systems with constant coefficients, due originally to Campanato [3, Theorem 9.2]. The result
follows from Caccioppoli’s inequality for h and its derivative of any order, Sobolev’s inequality
and Poincaré’s inequality. Note that the original result is given for equations, but extends imme-
diately to systems. For convenience we state the estimate in a slightly more general form than
that given in [3].
S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42 25Lemma 2.3. Consider A, λ and L as in Lemma 2.1. Then there exists C0 depending only on n,














3. Caccioppoli second inequality
In this section we prove the Caccioppoli second inequality. In what follows we will adopt
the argument used in [17], where the authors consider the partial regularity of minimizers of
quasiconvex integrals. First of all, we have:
Lemma 3.1. Let f (t) be a nonnegative bounded function defined for 0 T0  t  T1. Suppose
that for T0  t < s  T1, we have
f (t)A(s − t)−α +B(s − t)−β +C + θf (s),
where A,B,α,β, θ are nonnegative constants and θ < 1. Then there exists a constant C1 =
C1(θ,α,β) such that for every ρ,R: T0  ρ < R  T1, we have
f (ρ) C1
[
A(R − ρ)−α +B(R − ρ)−β +C].
For x0 ∈ Ω , u0 ∈ RN , p0 ∈ RnN , we define P = {pi(x)}, i = 1, . . . ,N , pi = ui0 +
pi0α(xα − x0α) and we simply write P = u0 + p0(x − x0).
Theorem 3.1 (Caccioppoli second inequality). Let u ∈ W 1,m(Ω,RN) be a weak solution of
systems (1.1), and the conditions in Theorem 1.1 are satisfied. Then for every x0 ∈ Ω , u0 ∈ RN





























(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ), (3.1)
where C2,C4 depending only on λ and C,C3 depending only on λ and β .
Proof. Let 0 < ρ  s < t  R and choose ς ∈ C∞0 (Bt (x0)) with ς ≡ 1 in Bs(x0), 0  ς  1,
and |Dς | c . Definet−s
26 S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42ϕ ≡ ς(u− P), ψ ≡ (1 − ς)(u− P). (3.2)
So that
ϕ +ψ = u− P, Dϕ +Dψ = Du− p0.
Since ς = 0 on ∂Bt , the ellipticity assumption (H2) implies that∫
Bt

































1 + |p0|2 + |Dϕ|2
)m−2


















































































1 + |Du|2 + |Dψ |2)m−22 |Dψ ||Dϕ|dx
Bt (x0)











= I + II + III + IV. (3.4)
Since suppDψ ⊂ Bt \Bs , and
|Dϕ|, |Dψ |C|Du− p0| + C
t − s |u− P |.




































From the assumption (H3), we have
II K
(|u0| + |p0|)(1 + |p0|)m2
∫
Bt (x0)




|Dϕ|2 dx + 1
ε
K2



































(|u0| + |p0|)(1 + |p0|)m2 ] 21−β αntn+ 2β1−βε 1−β





















|Dϕ|2 dx + 1
ε
K2











(|u0| + |p0|)(1 + |p0|)2( m2 +β)tn+2βαn.


















(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ).


















|u− P |m dx +C3′
[
K
(|u0| + |p0|)(1 + |p0|)m2 ] 21−β αntn+ 2β1−β
+C3′′K2









2 |Dϕ|2 + |Dϕ|m]dx. (3.5)
Bt\Bs
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2β
1−β  t2β for t  1, that K2  K
2
1−β (K  1), that [(1 + |p0|)m2 +β ]2 
[(1 + |p0|)m2 ]
2





































(|u0| + |p0|)(1 + |p0|)m2 ] 21−β . (3.6)
Now we fill the hole, i.e. we add C5 times the left-hand side of (3.6) to both sides of (3.6) and
we get
f (s) A
(t − s)2 +
B





























(|Du|m + |u|r + 1)dx) mm−1 (1− 1r ),
θ = C5
1 +C5 < 1.
Here the result follows at once from Lemma 3.1. 
30 S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–424. Proof of the main theorem
In this section we proceed to the proof of the partial regularity result, and hence consider
u ∈ W 1,m(Ω,RN) to be a weak solution of (1.1). We consider ρ < 1, and ϕ ∈ C∞0 (Bρ(x0),RN)






















(|p0|,Φ 1m (x0, ρ,p0))Φ 12 (x0, ρ,p0)+Φ(x0, ρ,p0)+ ρβH (|u0| + |p0|)].
(4.1)
Here and hereafter, we define




































Aαi (x0, u0,Du)−Aαi (x,u,Du)
) ·Dαϕi dx +
∫
Bρ(x0)
Bi(·, u,Du) · ϕi dx.






















































Bi(·, u,Du) · ϕi dx. (4.2)
























































1 + |p0|2 + |Du− p0|2
)m−2
2 ω
(|p0|, |Du− p0|)] 1m



















































(|Du|m(1− 1r ) + |u|r−1 + 1)|ϕ|dx.
Using Hölder’s and Jensen’s inequalities together with m











































































































































We abbreviate K(|u0| + |p0|) by κ and estimate, using (H3), Young’s inequality, κ  1 and
ρ  1:
































|v|β(1 + |Du|)m2 dx
ρ 0







2 |v|β dx + 2m2 −1
∫
Bρ(x0)





(R − ρ)2 |v|


















(R − ρ)2 |v|




+ 2m2 [κ(1 + |p0|)m2 ] 21−β αnρn+β, (4.5)




2−β  ρβ for ρ  1. By
Lemma 2.2 we can further estimate from (4.5),
III  2m2 Cp
∫
Bρ(x0)




+ 2m2 [κ(1 + |p0|)m2 ] 21−β αnρn+β.
Since κ2(1 + |p0|)m2 +β  [κ(1 + |p0|)m2 ]
2
1−β , we can combine the above estimates to obtain
II + III  2m2 Cp
∫
Bρ(x0)




+ 2m2 +1[κ(1 + |p0|)m2 ] 21−β αnρn+β, (4.6)








|Du|m(1− 1r )|ϕ|dx +C
∫
Bρ(x0)
∣∣u− u0 − p0(x − x0)∣∣r−1|ϕ|dx
+Cαnρn+1
[

























1 + (|u0| + |p0|)r−1]

































































1 + (|u0| + |p0|)r−1 + |p0|m]αn. (4.7)
Now note that H(t) is monotone nondecreasing and takes values in [1,∞). Combining (4.3),

















(|p0|,Φ 1m (x0, ρ,p0))Φ 12 (x0, ρ,p0)+Φ(x0, ρ,p0)+ ρβH (|u0| + |p0|)],
for C6 = 2n(2C(1 + |p0|2)m−22 + 2m2 Cp). 
Lemma 4.2. Consider u satisfying the conditions of Theorem 3.1 and β fixed. Then we can find
positive constants C13, C14 and δ, and θ ∈ (0,1) (with C13 depend only on n,N,λ, and C and
with C14, θ , and δ depending only on these quantities as well as β) such that the smallness
conditions ρ  ρ1
ω





















1 + |ux0,ρ | +
∣∣(Du)x0,ρ∣∣) δ2 ,















S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42 35Proof. For ε > 0 to be determined later, we take δ = δ(n,N,λ,C, ε) ∈ (0,1] to be correspond-
ing constant from the A-harmonic approximation lemma, Lemma 2.1, and set
w(x) = u(x)− ux0,ρ − p0(x − x0)






























|Dw|2 dx  αn
C26
 1. (4.9)




(|p0|,Φ 1m (x0, ρ,p0))+Φ 12 (x0, ρ,p0) δ2 (4.10)
is satisfied, inequalities (4.8) and (4.9) allow us to apply the A-harmonic approximation
















|Dh|2 dx  1. (4.12)








|Dh|2 dx  C0
ρ2
.
For θ ∈ (0, 14 ] (we will later fix θ ). Taylor’s theorem applied to h at x0 thus yields
sup
x∈B2θρ(x0)
∣∣h(x)− h(x0)−Dh(x0)(x − x0)∣∣2  C0
ρ2
(2θρ)4 = 16C0θ4ρ2. (4.13)








|w − h|2 dx +
∫
B2θρ(x0)






= 2−n−1θ−n−2ε + 4C0αnθ2. (4.14)
Setting γ = C6(Φ(x0, ρ,p0) + 4δ−2ρ2βH 2(|ux0,ρ | + |p0|))
1
2 and recalling that the mean-

















Φ(x0, ρ,p0)+ 4δ−2ρ2βH 2
(|ux0,ρ | + |p0|))
 C7
(
θ−n−2ε + θ2)(Φ(x0, ρ,p0)+ 4δ−2ρ2βH 2(|ux0,ρ | + |p0|)), (4.15)
where C7 = (2−n−1 + 4αnC0)C26 (depending on n,N,λ and L). Note that C7  1. Here we have
used (4.14) in obtaining the second-last inequality.




1 + ∣∣p0 + γDh(x0)∣∣2)m−22 ∣∣Du− (p0 + γDh(x0))∣∣2






1 + ∣∣p0 + γDh(x0)∣∣2)m−22










(|ux0,2θρ | + ∣∣p0 + γDh(x0)∣∣)(1 + ∣∣p0 + γDh(x0)∣∣)m2 ) 2(1−β)
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( ∫
B2θρ
(|Du|m + |u|r + 1)dx) mm−1 (1− 1r )
 C3αn(2θρ)n+2βH




(|Du|m + |u|r + 1)dx) mm−1 (1− 1r )
= F1 + F2, (4.17)





Φ(x0, ρ,p0)+ 4δ−2ρ2βH 2
(|ux0,ρ | + |p0|)) 12 . (4.18)
Further by using Lemma 2.2 (note that u(x)− ux0,ρ − p0(x − x0) has mean value 0 on Bρ(x0))
we have














∣∣u− ux0,ρ − p0(x − x0)∣∣2dx) 12








Φ(x0, ρ,p0)+ 4δ−2ρ2βH 2
(|ux0,ρ | + |p0|)) 12 . (4.19)
Thus, noting ρ  1, we combine (4.18) and (4.19) to obtain
|ux0,2θρ | +
∣∣p0 + γDh(x0)∣∣












Φ(x0, ρ,p0)+ 4δ−2ρ2βH 2
(|ux0,ρ | + |p0|)) 12 .





























(|ux0,ρ | + |p0|)δ−1  12 . (4.21)





Then we see from (4.17), (4.20) and (4.21), recalling also that H  1,
F1  C3αn(2θρ)n+2βH
(






1 + |ux0,ρ | + |p0|
)
,
for C8 = max{2n+2βC3,1} depending on n,λ and β .










m−1 (1− 1r ) + |p0| m
2


















m−1 (1− 1r )(αn(2θρ)n) mm−1 (1− 1r )
+ |p0| m
2












m−1 (1− 1r )(θρ)n+
n
m−1 (1−mr )
+ (θ−nΦ(x0, ρ,p0)) r−1m−1 (θρ)n+n( r−1m−1 −1) + |p0|m(r−1)m−1 (θρ)n+n( r−1m−1 −1)
+ |p0| m
2
m−1 (1− 1r )(θρ)n+
n
m−1 (1−mr ) + (θρ)n+ nm−1 (1−mr )},
where C9 = C82n max{α
m




n }. By using (4.22) and noting nm−1 (1 − mr ) > 2,
n( r−1
m−1 − 1) > 2 and θρ < 1, β ∈ (0,1), we have
F2  C9αn
{





m−1 + |p0| m
2
m−1 (1− 1r ))(θρ)n+2β .
Since r−1









(|ux0,ρ | + |p0|)(θρ)n+2β.





1 + |ux0,ρ | + |p0|
)
,
for C10 = C8 +C9.
Then we go on to estimating −
∫
Bθρ(x0)




(p0 + γDh(x0))|m dx, we have to compute
∫
B2θρ(x0)
|u(x) − ux0,2θρ − (p0 + γDh(x0))(x −
x0)|m dx.
For 2 < m < n (n  3) we have 2 < m < m∗ = nm
n−m . Therefore we can find t ∈ [0,1] such
that
m = 2(1 − t)+m∗t.
S. Chen, Z. Tan / J. Math. Anal. Appl. 335 (2007) 20–42 39Using Sobolev’s inequality, Caccioppoli’s inequality and Young’s inequality together with (4.15),




























∣∣Du− (p0 + γDh(x0))∣∣m dx
)t
. (4.23)
Hence, from (4.15), (4.18), (4.23), we can obtain∫
Bθρ(x0)
(





































1 + |ux0,ρ | + |p0|
)
,




We have then from (4.15), (4.16), (4.23) and the estimate of F , assuming that (4.20) and (4.21)













∣∣Du− (p0 + γDh(x0))∣∣m
)
dxθρ 0
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(









θ−n−2ε + θ2)Φ(x0, ρ,p0)
+ (2C12δ−2 +C10)(θρ)2βH 2(r−1)m−1 (1 + |ux0,ρ | + |p0|). (4.24)
We now set C12 = α−1n C11  1 (depending on n,N,λ,C and β), and we then fix θ ∈ (0, 14 ]
such that C12θ2  12θ2β . We then set ε = θn+4, which fixes δ ∈ (0,1]. (Note that θ, ε and δ
depend on the same parameters as C12.)
Taking p0 = (Du)x0,ρ in (4.23) and writing Φ(z,R) for Φ(z,R, (Du)z,R) we have
Φ(x0, θρ) C12θ2Φ(x0, ρ)







1 + |ux0,ρ | + |p0|
)
. (4.25)
Noting that C12θ2  12θ2β , and setting C13 = 2C12δ−2 + C10 (with C13  1, depending on n,
N,λ,C and β), as long as the smallness conditions:
ω


















1 + |ux0,ρ | +
∣∣(Du)x0,ρ∣∣) 12δ, (4.28)






(with the same dependence as C13).

















We now set H0 = H(1 + M1), and choose ρ0 > 0 (depending on the same quantities as t0,























Assume that we have, for some ρ ∈ (0, ρ0],
|ux0,ρ | +
∣∣(Du)x0,ρ∣∣< 12M1 and Φ(x0, ρ) < 12 t0. (4.30)
Then (4.26)–(4.28) are satisfied, and so we can conclude from (4.25)










Actually the conclusion would still hold if the factors of 12 were not present in (4.30), but we
have made the condition move restrictive for later purposes.






< t0 and |ux0,θj ρ | +
∣∣(Du)x0,θj ρ∣∣<M1. (4.31)












































by (4.30) and by the choice of ρ0. We further calculate
|ux0,θj ρ | +







































where we have used (4.33) and (4.30) in obtaining the second inequality, and (4.27) for the final
inequality.
From (4.33) and (4.34) we see that we have established (4.31) for all j ∈ N . Now it is stan-
dard to deduce from (4.33) that ρ → Φ(x0, ρ) can be dominated, for ρ ∈ (0, ρ0], by a constant
times ρ2β . Since (4.30) will continue to hold for any x sufficiently close to x0, we see that the
growth estimate is also valid for any x sufficiently close to x0. From [2, Theorem 2] we then
infer the desired partial regularity result (cf. [13, p. 127]). 
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