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INTRODUCTION 
In [l], Courant and Hilbert, quoting an earlier work of Friedrichs [2], give 
a dual relationship for a simple type of unconstrained variational problem. 
More recently Hanson [3], Kreindler [4], Pearson [5] and [6], and Ringlee [7] 
have given dual formulations for different forms of the control problem. 
In this note, we give a dual formulation for a class of variational problems 
with differential inequality constraints. Both fixed end point and free boundary 
value problems are considered. Our results include a converse duality 
theorem-theorem 3, which is the main result of this paper. 
Hanson [3] pointed out that some of the duality theorems of mathematical 
programming have analogues in the variational calculus. This relationship 
between mathematical programming and the classical calculus of variations 
is explored and extended. In essence, it is shown that our duality theorems 
can be considered as dynamic generalizations of corresponding (static) 
duality theorems of mathematical programming. Since mathematical pro- 
gramming and the classical calculus of variations have undergone inde- 
pendent development, it is felt that the mutual adaption of ideas and tech- 
niques may prove fruitful. 
DUALITY 
Letf(t, X, x’) be a (real) scalar function with continuous derivatives up to 
and including the second order with respect to each of its arguments and let 
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Q(t, x, x’) be an m-dimensional function which similarly has continuous 
derivatives up to and including the second order. x is an n-dimensional 
function of t; prime denotes derivative with respect to t. 
Consider the determination of a piecewise smooth extremal x = x(t), 
to < t < t, , for the following modified Lagrange problem: 
Problem I (Primal) = P 
Minimize 
s 
:f(t, X, x’) dt (1) 
Subject to x(t,) = x,, , 41) = 31 (2) 
and 
Q(t, x, x’) 3 0. (3) 
Consider also the determination of an n + m dimensional extremal 
(x, 4 = (x(t), W)), to < t d t, , for the following maximization problem: 
Problem II (Dual) = D 
Maximize 
I 
t1 
to Lf (4 x, x’) - h(t) Q(t, x, x’)> dt (4) 
Subject to x(to) = x0 , x(G) = Xl (5) 
f&, x, 4 - WI QeP, x, x’) = $ Lf&, x $1 - 40 Qdt, x, 41 (6) 
h(t) 2 0. (7) 
Here x(t) is an n-dimensional piecewise smooth function and h(t) is an m-di- 
mensional function continuous except possibly for values of t corresponding 
to corners of x(t). For values of t corresponding to corners of x(t), (6) must 
be satisfied for unique right- and left-hand limits. 
No notational distinction is made between row and column vectors. Sub- 
scripts denote partial derivatives; superscripts denote vector components. 
Thus 
fi - AQoc = $ [fi* - hQz*l 
means 
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THEOREM 1. If f is convex and Q concave in x and x’, then the injmum of P 
is great@ than or equal to the supremum of D. 
PROOF. Let (x*, x*‘) satisfy (2) and (3) and let (x, x’, A) satisfy (5), (6), 
and (7). Then 
I 1; if (t, x*, x*‘) -f (t, x, x’)> dt 
>, 
I 
1: {(x* - x) fz(t, x, x’) + (x*’ - x’) f&t, x, x’)} dt (since f is convex) 
= 1;; tx* - 4 1; Ifi& x, 3’) - h(t) QzG x, ~‘11 +49 Q& x, 41 dt 
+ 1;; (x*’ - x’) f,Jt, x, x’) dt (by (6)) 
= (x* - x) (f&t, x, x’) - h(t) Q&, x, x’)} 1:::; 
+ ,$ w ax* - x) QZ(t, x, x’) + (x*’ - x’) Q.s(t, x, x’)} dt 
(by integration by parts) 
= 
1 ;; h(t) {(x* - x) Q&t, x, 4 + tx*’ - x’) Q& x, 41 dt (by (2) and (5)) 
2 s 1; h(t) IQ@, x*x x*') - Q(t, x, x')) dt (since Q is concave) 
s 
t1 
b - A(t) Q(t, x, x’) dt (by (7) and (3)). 
to 
Hence 
J’ :f (t, x*, x*‘) dt > I 
$ {f (t, x, x’) - h(t) Q(t, x, x’)} dt, 
and, therefore, the infimum of P is greater than or equal to the supremum 
of D. 
The convexity off and the concavity of Q with respect to x and x’ will 
henceforth be assumed. 
The following necessary conditions for the existence of an extremal of P 
are given by Valentine [8]. We assume throughout that necessary constraints 
for the existence of multipliers are satisfied. 
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For every minimizing arc x = x*(t) of P, there exists a function of the 
form 
F = A,,*f - A*(t) Q (8) 
such that 
Fs =$W (9) 
pip = 0, i = l,..., m (10) 
h*(t) 2 0 (11) 
hold throughout t,, < t < t, (except at corners of x*(t) where (9) holds for 
unique left and right hand limits). Here A,,* is a constant, h*(t) is continuous 
except possibly for values of t corresponding to comers of x*(t), and 
(A,,*, h*(t)) cannot vanish for any t, t, < t < t, . 
It will be assumed that the minimizing arc x*(t) is normal, i.e., that &,* can 
be taken equal to 1. 
THEOREM 2. If the function x*(t) minimizes the primal problem P, then 
there exists a h*(t) such that (x*(t), A*(t)) maximizes the dual problem D and 
the extreme values of P and D are equal. 
PROOF. Since x*(t) minimizes P, it follows from the results of Valentine 
that there exists a A*(t) such that (6) and (7) hold. Thus (x*(t), h*(t)) satisfies 
the constraints of D. 
In addition, we have, from (IO) 
h*(t) Q(t, x*, x*‘) = 0. (12) 
(12) and Theorem 1 imply that (x*(t), h*(t)) is a maximizing solution of D. 
CONVERSE DUALITY 
We now consider the converse dual problem, that is, of finding conditions 
under which the existence of a maximizing solution to problem D implies the 
existence of a minimizing solution to problem P. The situation is complicated 
by the fact that the constraints of D are of a different form from the constraints 
in the Valentine problem. 
The constraint (6) can be written 
G(t, x, x’, x”, A 9 = (fz - XQz) - (fi,t - AQit) + X’Qz, 
- ( fGf - hQ,#), x’ - ( fz, - hQ2#)5, x” = 0. (13) 
We assume that G is twice continuously differentiable with respect to each 
of its arguments. 
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Second order derivatives with respect to t can be eliminated from (13) by the 
introduction of additional variables. Thus, letting x = x’, where 
2 = ( 21 ) 2, ,..., z,J is an n-dimensional vector function of t, (13) becomes 
G(t, x, x’, z’, A, A’) = 0 (14) 
x’ = 2. 
The theorems of Valentine [8] giving necessary conditions for the existence 
of an extremal can now be applied to D. z can then be eliminated from the 
resulting necessary conditions by the reintroduction of x”. When this is done, 
the following necessary conditions are obtained: 
For every maximizing arc (x, h) 3 (x*(t), h*(t)) of D, where (x*‘(t), h*(t)), 
is piecewise smooth, there exists a function 
H EZ ,u,,*(f - X*Q) - p*(t) G - v*(t) A* (15) 
such that the conditions 
@A*’ = 0 , i = I,..., m (18) 
Y*(t) Q 0 (19) 
hold except at corners of (x*‘(t), A*(t)) where (16) and (17) hold for unique 
right and left hand limits. Here I*-* and Y* are, respectively, n and m dimen- 
sional functions oft, continuous except possibly for values oft corresponding 
to corners of (x*‘(t), h*(t)). pO* is a constant; h*, p*(t), and v*(t) cannot 
vanish simultaneously for any t, t,, < t < t, . 
(16) is the usual generalization of the Euler-Lagrange differential equations 
when higher order derivatives appear (see, e.g., [I], p. 190). The reversal of 
the inequality in (19) is due to the fact that we are now dealing with a maxi- 
mization rather than a minimization problem. 
Note that D is a problem with free boundary values for x’ (or I) and for h. 
As is well-known (see, e.g., [l] 208-211) the necessary conditions for the 
existence of an extremal remain valid. 
We shall assume, from now on, that the maximizing solution of D is normal, 
i.e. that p,,* may be taken equal to 1. 
THEOREM 3. If (x*, A*) is a maximking function for D such that (x*‘, A*) 
is piecewke smooth in t,, < t < t, , and such that 
dt) Gz - % b-4) ‘%I + $ Mt> %I = 0 (20) 
360 MOND AND HANSON 
only has the solution p(t) = 0, to < t < t, , then x*(t) is a minimizing solution 
of P, and the extreme values of P and D are equal. 
PROOF. It follows from the results of Valentine that there exists a p*(t) and 
v*(t) such that along the arc (x*, A*), to < t < t, , 
f, - h*Qr - p*(t) G, - -$ [fi, - A*&,# - p*(t) %*I 
d2 
+ dt2 [- p*(t) Gl = 0 
-Q - p*(t) G, - v * = $ [- p*(t) GA*] 
v* < 0 
.*ih*i = 0 , i = I,..., m. 
(6) and (21) imply (20). Since p*(t) = 0, t, < t < t, , (22) becomes 
(23) and (25) imply 
- Q - v* = 0. 
Q 30. 
(21) 
(24 
(23) 
(24) 
(25) 
Thus x*(t) satisfies the constraints of P. From (24) and (25) it follows that 
X*Q = 0. (26) 
It follows from (26) and Theorem 1 that x*(t) is a minimizing solution of P. 
(20) is of the form 
(27) 
where A, B, and C are tt x n matrix functions oft. In general, a solution of a 
system of second-order differential equations contains two arbitrary con- 
stant vectors. Since p is not required to fulfill any boundary conditions, the 
requirement that p = 0 be the only solution cannot, in general, be fulfilled. 
If, however, A(t) and B(t) are simultaneously zero for all t, t,, < t < t, , then 
(27) reduces to 
C(t) p(t) = 0. 
(This will be the case, for example, if f and Q are both linear in x’.) p = 0 is 
then the only solution of (27) if C(t) is nonsingular for all t, t, < t < t, . 
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NATURAL BOU~VDARY VALUES 
It is possible to extend the duality theorems established in the previous 
two sections to the corresponding variational problem with natural boundary 
values rather than fixed end points. 
(Primal) = P 
Minimize 
1 
$f(r, X, x’) dt 
Subject to Q(t, X, x’) 2 0. 
(Dual) E D 
Maximize 
I 1: {fk x, x’) - h(t) Q(t, x, x’>> dt 
Subject to 
f& x, 4 - W) Q& x, 4 = 3 [f& x, x’) - h(t) Q&, x, x’)] 
h(t) 2 0 
and 
[f& x, x’> - A(t) Q&t, x, x’)] t-t,, = 0 (28) 
[f& x, 4 - h(t) Q&, x, x’)lt+ = 0. (29) 
By [fzs - AQ,,] t=ti we mean the n-dimensional vector fz# - AQ,, evaluated 
at t = ti . 
We shall not repeat the proofs of Theorems 1-3, but will merely point out 
the modifications in the arguments that are required for the theorems to 
remain valid. 
In the proof of Theorem I, (2) and (5) were utilized to assure that the term 
(x* - x) ( fa, - AQ,,) It=t -t; is zero. It is obvious that even though (2) and (5) 
are lacking in the problems with natural boundary values, the term 
(x* - X) ( fz, - hQ5*) I::$ still vanishes by virtue of (28) and (29). 
It is well known (see, e.g., [I] 208-211) that for a problem with natural 
boundary values one has, in addition to the necessary conditions for the 
corresponding fixed end point problem, the natural boundary conditions 
F,* It-to = 0 and F,s I t-t1 = 0, where F is the appropriate Lagrangian func- 
tion. In our problem, this means that with F defined as in (8), one has as 
necessary conditions, (28) and (29) in addition to (9), (IO), and (11). Thus, as 
before, if x* is a minimizing solution of P, there exists a A* such that (x*, A*) 
satisfies the constraints of D; Theorem 2 then follows from Theorem 1 and 
uw 
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Finally, with (28) and (29) added to the constraints of D, the argument 
justifying Theorem 3 can be appropriately modified by adding 
8, and fil constants, to the function H in (15). Since the necessary conditions 
(1% (171, (10 and (19) are unchanged, Theorem 3 remains valid. 
If only one end point is fixed, say x(t,) = x0 , then the corresponding 
boundary condition (28) is omitted. The discussion in this section is easily 
modified to show that Theorems l-3 are also valid in this case. 
MATHEMATICAL PROGRAMMING 
Consider problems P and D with natural boundary values when all 
functions are independent of t. (For simplicity, take t, - to = 1.) P and D 
reduce to 
Problem 1* (Primal) P* 
Minimizef(x) 
Subject to Q(X) >, 0. 
Problem 2* (Dual) D* 
Maximize f(x) - hQ(x) 
Subject tof,(x) - AQJx) = 0 
x > 0. 
Problems 1* and 2* are just the dual programs treated in [9], [lo], and [I 11. 
Indeed, each of our 3 duality theorems has its counterpart in the literature of 
mathematical programming. 
The proof in [9] of the counterpart to our Theorem 2 is based on the Kuhn- 
Tucker conditions [12]. These conditions state that if x* is a minimizing 
solution of Problem 1 * there exists a A* such that 
f&c*) - h*Q,(x*) = 0 (30) 
A* 20 (31) 
hi*Qi(x*) = 0, i = l,..., Tn. (32) 
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Thus the Kuhn-Tucker conditions (30), (31), and (32) may be regarded as 
the static counterparts of the corresponding Euler-Lagrange and Clebsch 
conditions (9), (1 l), and (10). 
Huard [9], Mangasarian [IO], and Wolfe [I l] make the assumption that the 
constraints satisfy the Kuhn-Tucker Constraint Qualification [12]. Corre- 
spondingly, we assume normality. Cottle [13] points out that the Kuhn- 
Tucker Constraint Qualification “has the effect of assuring the existence of 
multipliers with &,* = 1,” i.e. of assuring normality. The relationship between 
the Kuhn-Tucker Constraint Qualification and conditions for normality 
is discussed in [14] and [15]. Hadley [16] gives necessary and sufficient 
conditions for x* to be a normal solution of problem 1* and actually derives 
the Kuhn-Tucker conditions based on assumptions that assure that x* is 
normal. 
The condition for converse duality in Theorem 3, i.e., that p(t) = 0 be 
the only solution of (20), reduces in the static case to the requirement 
that 
Lfi&*) - h*Q&*)l IL = 0 
only have the solution p = 0. This is, of course, equivalent to the require- 
ment that the matrix fzx(x*) - h*Qrz(x*) be nonsingular-which is just the 
condition for converse duality given in [9], [lo], and [ll]. 
Various extensions of the duality theorems of non-linear programming have 
appeared recently in the literature. Although we shall not pursue this matter 
in this paper, in many instances, corresponding extensions of our variational 
duality theorems are possible. 
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