We consider Markov decision processes where the values of the parameters are uncertain. This uncertainty is described by a sequence of nested sets (that is, each set contains the previous one), each of which corresponds to a probabilistic guarantee for a different confidence level so that a set of admissible probability distributions of the unknown parameters is specified. This formulation models the case where the decision maker is aware of and wants to exploit some (yet imprecise) a-priori information of the distribution of parameters, and arises naturally in practice where methods to estimate the confidence region of parameters abound. We propose a decision criterion based on distributional robustness: the optimal policy maximizes the expected total reward under the most adversarial probability distribution over realizations of the uncertain parameters that is admissible (i.e., it agrees with the a-priori information). We show that finding the optimal distributionally robust policy can be reduced to a standard robust MDP where the parameters belong to a single uncertainty set, hence it can be computed in polynomial time under mild technical conditions.
Introduction
Sequential decision making in stochastic dynamic environments, also called the "planning problem," is often modeled using a Markov Decision Process (MDP, cf [1, 2, 3] ). In practice, parameter uncertainty -the deviation of the model parameters from the true ones (reward r and transition probability p) -often causes the performance of "optimal" policies to degrade significantly [4] . Many efforts have been made to reduce such performance variation under the robust MDP framework (e.g., [5, 6, 7, 8, 9, 10] ). In this context, it is assumed that the parameters can be any member of a known set (termed the uncertainty set), and solutions are ranked based on their performance under the (respective) worst parameter realizations.
In this paper we extend the robust MDP framework to deal with probabilistic information on uncertain parameters. To motivate the problem, let us consider the following example. Suppose that an agent (car, plane, robot etc) wants to find a fastest path from the source location to the destination. If the passing time to area A is uncertain and can be very large, then the solution to robust MDP would tend to take a detour and avoid A. However, if it is further known that the passing time can be large only when some unusual event (whose chance is less than, say, 10%), such as a storm, happens, and otherwise the passing time is reasonable, then avoiding A may be overly pessimistic. The statement "the probability of the (uncertain) passing time being large is at most 10%" is important, and should be incorporated into the decision making paradigm. Indeed, it was observed that since the robust MDP framework ignores probabilistic information, it can provide conservative solutions [11, 12] .
A different approach to embeding prior information is by adopting a Bayesian perspective on the parameters of the problem; see [11] and references therein. However, a complete Bayesian prior to the model parameters may be difficult to conjure as the decision maker may not have a reliable generative model to the uncertainty. For example, in the path planning problem above, the decision maker may not know how to assign probabilities to the model dynamics when a storm occurs. Our approach offers a middle ground between the fully Bayesian approach and the robust approach: we want the decision maker to be able to use prior information but we do not require a complete Bayesian interpretation.
We adapt the distributionally robust approach to MDPs under parameter uncertainty. The distributionally robust formulation has been extensively studied and broadly applied in single stage optimization problems to effectively incorporates a-priori probabilistic information of the unknown parameters (e.g., [13, 14, 15, 16, 17, 18] ). In this framework, the uncertain parameters are regarded as stochastic, with a distribution µ that is not precisely observed, yet assumed to belong to an a-priori known set C. The objective is then formulated based on the worst-case analysis over distributions in C. That is, given a utility function u(x, ξ) where x ∈ X is the optimizing variable and ξ is the unknown parameter, distributionally robust optimization solves max x∈X inf µ∈C E ξ∼µ u(x, ξ) . Indeed, such approach has also been developed in the mathematical finance community, usually in the static setup [19, 20] . Here the goal is to optimize a so-called coherent risk measure, which is shown to be equivalent to a distributionally robust formulation.
From a decision theory perspective, the distributionally robust approach coincides with the celebrated MaxMin Expected Utility framework [21, 22] , which states that if a preference relationship among actions satisfies certain axioms, then the optimal action maximizes the minimal expected utility with respect to a class of distributions. This approach addresses the famous neglect of probability cognitive bias [23] , i.e., the tendency to completely disregard probability when making a decision under uncertainty. Two extreme cases of such biases are the normalcy bias, which roughly speaking, can be states as "since a disaster has never occurred then it never will occur," and the zero-risk bias, which stands for the tendency of individuals to prefer small benefits that are certain to large ones that are uncertain, regardless of the size of the "certain" benefit and the expected magnitude of the uncertain one. It is easy to see that the nominal approach and the robust approach suffers from normalcy bias and zero-risk bias, respectively.
We formulate and solve the distributionally robust MDP with respect to the nested uncertainty set. The nesting structure implies that there are n different levels of estimation, that is,
representing the possible parameters of the problem. The probability that the parameters of state s belong to C i s is at least λ i . We also require the parameters to be state-wise independent (i.e., the uncertainty set is a product set over states). Policies are then ranked based on their expected performance under the (respective) most adversarial distribution. The main contribution of this paper is showing that for both the finite horizon case and the discounted reward infinite horizon case, such optimal policy satisfies a Bellman type equation, and can be solved via backward iteration.
Motivating example. The nested-set formulation is motivated by the "multi-scenario" setup, where in different scenarios the parameters are subject to different levels of uncertainty. For instance, in the path planning example, the uncertainty of the passing time of A can be modeled as a nested-set with two uncertainty sets: the parameters with at least 90% belong to a small uncertainty set corresponding to "no storm," and guaranteed to belong to a large worst-case uncertainty set representing "storm" with probability of at most 10%. In fact the multi-layer formulations allows the decision maker to handle more than two scenarios. For example, a plane can encounter scenarios such as "normal," "storm," "big storm," and even "volcano ashes," each corresponding to a different level of parameter uncertainty. One appealing advantage of the nested-set formulation is that it does not require a precise description of the uncertainty, which leads to considerable flexibility. For example, if the uncertainty set of a robust MDP is not precisely known, then one can instead solve distributionally robust MDP with a 2-set formulation where the inner and the outer sets represent, respectively, an "optimistic" estimation and a "conservative" estimation. Additionally, the nested-set formulation also results from estimating the distributions of parameters via sampling. Such estimation is often imprecise especially when only a small number of samples is available. Instead, estimating uncertainty sets with high confidence can be made more accurate, and one can easily sharpen the approximation by incorporating more layers of confidence sets (i.e, increase n).
Preliminaries and Problem Setup
A (finite) MDP is defined as a 6-tuple < T, γ, S, A s , p, r > where: T is the possibly infinite decision horizon; γ ∈ (0, 1] is the discount factor; S is the finite state set; A s is the finite action set of state s; p is the transition probability; and r is the expected reward. That is, for s ∈ S and a ∈ A s , r(s, a)
is the expected reward and p(s ′ |s, a) is the probability to reach state s ′ . Following Puterman [1] , we denote the set of all history-dependent randomized policies by Π HR , and the set of all Markovian randomized policies by Π MR . We use subscript s to denote the value associated with state s, e.g., r s denotes the vector form of rewards associated with state s, and π s is the (randomized) action chosen at state s for policy π. The elements in vector p s are listed in the following way: the transition probabilities of the same action are arranged in the same block, and inside each block they are listed according to the order of the next state. We use s to denote the (random) state following s, and ∆(s) to denote the probability simplex on A s . We use to represent cartesian product, e.g., p = s∈S p s . For a policy π, we denote the expected (discounted) total-reward under parameters p, r by u(π, p, r), that is,
In this paper we propose and solve distributionally robust policy under parameter uncertainty, which incorporates a-prior information of how parameters are distributed. Suppose it is known that p and r follows some unknown distribution µ that belongs to a set C S . We evaluate each policy by its expected performance under the (respective) most adversarial distribution of the uncertain parameters, and a distributionally robust policy is the optimal policy according to this measure.
Next we specify the set of admissible distributions of uncertain parameters C S investigated in this
We use the following set of distributions C S for our model.
We briefly explain this set of distributions. For a state s, the condition µ s (P n s ) = 1 means that the unknown parameters (p s , r s ) are restricted to the outermost uncertainty set; and the condition µ s (P i s ) ≥ λ i means that with probability at least λ i , (p s , r s ) ∈ P i s . Thus, P 1 s , · · · , P n s provides probabilistic guarantees of (p s , r s ) for n different uncertainty sets (or equivalently confidence levels). Note that s∈S µ s stands for the product measure generated by µ s , which indicates that the parameters among different states are independent. Throughout this paper we make a standard assumption (cf [5, 6, 8] ) that P i s is nonempty, convex and compact.
Distributionally robust MDPs: The finite-horizon case.
In this section we show how to solve distributionally robust policies to MDPs having finitely many decision stages. We assume that when a state is visited multiple times, each time it can take a different parameter realization (non-stationary model). Equivalently, this means that multiple visits to a state can be treated as visiting different states, which leads to the Assumption 1 without loss of generality (by adding dummy states). Thus, we can partition S according to the stage each state belongs to, and let S t be the set of states belong to t th stage. The non-stationary model is proposed in [5] because the stationary model is generally intractable and a lower-bound on it is given by the non-stationary model.
Assumption 1. (i) Each state belongs to only one stage; (ii) the terminal reward equals zero; and (iii) the first stage only contains one state s ini .
We next define sequentially robust policies through a backward induction as a policy that is robust in every step for a standard robust MDP. We will later shows that sequentially robust policies are also distributionally robust by choosing the uncertainty set of the robust MDP carefully. A standard game theoretic argument implies that sequentially robust actions, and hence sequentially robust policies, exist. Indeed, from the literature in robust MDP (cf [5, 7, 8] ) it is easy to see that a sequentially robust policy is the solution to the robust MDP where the uncertainty set is s P s . The following theorem, which is the main result of this paper, shows that any sequentially robust policy (w.r.t. a specific uncertainty set) π * is distributionally robust. 
Definition 2. Let T < ∞ and let
Therefore, to find the sequentially robust policy, we need only to solve the sequentially robust action. Theorem 2. Denote λ 0 = 0. For s ∈ S t where t < T , the sequentially robust action is given by
where m = |A s |,ṽ t+1 is the vector form ofṽ t+1 (s ′ ) for all s ′ ∈ S t+1 , and
Theorem 2 implies that the computation of the sequentially robust action at a state s critically depends on the structure of the sets P i s . In fact, it can be shown that for "good" uncertainty sets, computing the sequentially robust action is tractable. This claim is made precise by the following corollary. We omit the proof that is standard. Corollary 1. The sequentially robust action for state s can be found in polynomial-time, if for each i = 1, · · · , n, P i s has a polynomial separation oracle. Here, a polynomial separation oracle of a convex set H ⊆ R n is a subroutine that given x ∈ R n , reports in polynomial time whether x ∈ H, and if the answer is negative, it finds a hyperplane that separates x and H.
Proof of Theorem 1
We prove Theorem 1 in this section. The outline of the proof is as follows: We first show that for a given policy, the expected performance under an admissible µ depends only on the expected value of the parameters. Then we show that the set of expected parameters is indeed s∈SP s . Thus the distributionally robust MDP reduces to the robust MDP with s∈SP s being the uncertainty set. Finally, by applying results from robust MDPs we prove the theorem. Some of the intermediate results are stated with proof omitted due to space constraints.
Let h t denote a history up to stage t and s(h t ) denote the last state of history h t . We use π ht (a) to represent the probability of choosing an action a at state s(h t ), following a policy π and under a history h t . A t + 1 stage history, with h t followed by action a and state s ′ is written as (h t , a, s ′ ). With an abuse of notation, we denote the expected reward-to-go under a history as:
For π ∈ Π HR and µ ∈ C S (λ), define w(π, µ, h t ) E (p,r)∼µ u s (π, p, r, h(t)) = u(π, p, r, h(t))dµ(p, r). Thus, w(π, µ, (s ini )) = u(π, p, r) dµ(p, r) is the minimax objective. One can show that the following recursion formula for w(·) holds, due to the fact that µ(p, r) = s∈S µ s (p s , r s ).
Lemma 1. Fix π ∈ Π
HR , µ ∈ C S and a history h t where t < T , denote r = E µ (r), p = E µ (p), then we have:
From Lemma 1, by backward induction, one can show the following lemma holds, which essentially means that for any policy, the expected performance under an admissible distribution µ only depends on the expected value of the parameters under µ. Thus, the distributionally robust MDP reduces to a robust MDP. Lemma 2. Fix π ∈ Π HR and µ ∈ C S , denote p = E µ (p) and r = E µ (r). We have: w π, µ, (s ini ) = u(π, p, r).
Next we characterize the set of expected value of the parameters.
Lemma 3.
Fix s ∈ S, we have {E µs (p s , r s )|µ s ∈ C s } =P s .
Note that Lemma 3 implies that {E µ (p, r)|µ ∈ C S } = s∈SP s . We complete the proof of the Theorem 1 using the equivalence of distributionally robust MDPs and robust MDPs where the uncertainty set is s∈SP s . Recall that for each s ∈ S,P s is convex and compact. It is well known that for robust MDPs, a saddle point of the minimax objective exists (cf [5, 8] ). More precisely, there exists π Remark: Lemma 1 holds for a broader class of distribution sets than we discussed here. Indeed, the only requirement of C for Lemma 1 to hold is the state-wise decomposibility. Therefore, the results presented in this paper may well extend to distributionally robust MDPs whose parameters belongs to other interesting sets of distributions, such as a set of parametric distribution (Gaussian, exponential, binomial etc) with the distribution parameter not precisely determined.
Distributionally robust MDP: The discounted reward infinite horizon case.
In this section we show how to compute a distributionally robust policy for infinite horizon MDPs. Specifically, we generalize the notion of sequentially robust policies to discounted-reward infinitehorizon MDPs, and show that it is distributionally robust in an appropriate sense. 
The sequentially robust action w.r.t.P s ,π s , is given bỹ
π s ∈ arg max πs∈∆(s) min (ps,rs)∈Ps E ps πs [r(s, a) + γṽ ∞ (s)] .
A policyπ
* is a sequentially robust policy w.r.t.P s if ∀s ∈ S,π * s is a sequentially robust action.
The sequentially robust policy is well defined, since the following operator L :
Furthermore, given any v, applying L is equivalent to solving a minimax problem, which by Theorem 2 can be efficiently computed. Hence, by applying L on any initial v 0 ∈ R |S| repeatedly, the resulting value vector will converge to the sequentially robust valueṽ exponentially fast.
Note that in the infinite horizon case, we cannot model the system as (1) having finitely many states, and (2) each visited at most once. In contrast, we have to relax either one of these two assumptions, leading to two different natural formulations. The first formulation, termed non-stationary model, is to treat the system as having infinitely many states, each visited at most once. Therefore, we consider an equivalent MDP with an augmented state space, where each augmented state is defined by a pair (s, t) where s ∈ S and t, meaning state s in the t th horizon. Thus, each augmented state will be visited at most once, which leads to the following set of distributions.
The second formulation, termed stationary model, treats the system as having a finite number of states, while multiple visits to one state is allowed. That is, if a state s is visited for multiple times, then each time the distribution (of uncertain parameters) µ s is the same. Mathematically, we can adapt the augmented state space as in the non-stationary model, and requires that µ s,t does not depend on t. Thus, the set of admissible distributions is
The next theorem is the main result of this section; it shows that a sequentially robust policy is distributionally robust to both stationary and non-stationary models. Theorem 3. Given T = ∞ and γ < 1, any sequentially robust policy w.r.t. Due to space constraints, we omit the proof details. The basic idea for proving theC ∞ S case is to consider aT -truncated problem, i.e., a finite horizon problem that stops at stageT with a termination rewardṽ ∞ (·), and show that the optimal strategy for this problem, which is a sequential robust strategy, coincides with that of the infinite horizon one. Indeed, given any sequential robust strategy π * , one can construct a stationary distribution µ * such that (π * , µ * ) is a saddle point for sup π∈Π HR inf µ∈C ∞ S u(π, p, r) dµ(p, r). The proof toC S follows fromC S ⊂C ∞ S and µ * ∈C S . We remark that the decision maker is allowed to take non-stationary strategies, although the distributionally robust solution is proven to be stationary.
Before concluding this section, we briefly compare the stationary model and the non-stationary model. These two formulations model different setups: if the system, more specifically the distribution of uncertain parameters, evolves with time, then the non-stationary model is more appropriate; while if the system is static, then the stationary model is preferable. For any given policy, the worst expected performance under the non-stationary model provides a lower bound to that of the stationary model sinceC S ⊆C ∞ S . Thus, one can use the non-stationary model to approximate the stationary model, when the latter is intractable (e.g., in the finite horizon case; see Nilim and El Ghaoui [5] ). When the horizon approaches infinity, such approximation becomes exact, as we showed in this section, the optimal solutions to both formulations coincide, and can be computed by iteratively solving a minimax problem.
Numerical simulations
In this section we illustrate with numerical examples that by incorporating additional probabilistic information, the distributional robust approach handles uncertainty in a more flexible way, which often leads to a better performance than the nominal approach and the robust approach.
We consider a path planning problem: an agent wants to exit a 4 × 21 maze (shown in Figure 1 ) using the least possible time. Starting from the upper-left corner, the agent can move up, down, left and right, but can only exit the grid at the lower-right corner. Here, a white box stands for a normal place where the agent needs one time unit to pass through. A shaded box represents a "shaky" place. To be more specific, we consider two setups. The first one is the uncertain cost case, where the true (yet unknown to the planning agent) time for the agent to pass through a "shaky" place equals x = 1 +ẽ(λ), andẽ(λ) is an exponential distributed random variable with parameter λ. The three approaches are formulated as follows: the nominal approach takes the most likely value (i.e., 1) as the parameter; the robust approach takes [1, 1 + 3/λ] as the uncertainty set; and the distributional robust approach takes into account the additional information that Pr(x ∈ [1, 1 + log 2/λ]) ≥ 0.5 and Pr(x ∈ [1, 1 + 2 log 2/λ]) ≥ 0.75. We vary 1/λ, and test these approaches using 300 runs for each parameter set. The results are reported in Figure 2 The second case is the uncertain transition case: if an agent reaches a "shaky" place, then the transition becomes unpredictable -in the next step with probability 20% it will make an (unknown) jump. The three approaches are set as follows: The nominal approach neglects this random jump. The robust approach takes a worst-case analysis, i.e., it assumes that with 20% the agent will jump to the spot with the highest cost-to-go. The distributionally robust approach takes into account an additional information that if a jump happens, the probability that it jumps to a spot that is left to the current place is no more than γ. Each policy is tested over 300 runs, while the true jump is set as with probability 0.2γ the agent returns to the starting point ("reboot"), with 0.2(1 − γ) the agent stay in the current position for a time unit ("stuck"). The results are reported in Figure 2 In both the uncertain cost and the uncertain transition probability setups, the distributionally robust approach outperforms the other two approach over virtually the whole range of parameters. This is well expected, since additional probabilistic information is available to and incorporated by the distributionally robust approach.
Concluding remarks
In this paper we proposed a distributionally robust approach to mitigate the conservatism of the robust MDP framework and incorporate additional a-prior probabilistic information regarding the unknown parameters. In particular, we considered the nested-set structured parameter uncertainty to model a-prior probabilistic information of the parameters. We proposed to find a policy that achieves maximum expected utility under the worst admissible distribution of the parameters. Such formulation leads to a policy that is obtained through a Bellman type backward induction, and can be solved in polynomial time under mild technical conditions. A different perspective on our work is that we develop a principled approach to the problem of uncertainty set design in multi-stage decision problems. It has been observed that shrinking the uncertainty set in single-stage problems leads to better performance. We provide a principled approach to the problem of uncertainty set selection: the distributionally robust policy is a robust policy w.r.t. a carefully designed single uncertainty set that depends on the a-priori knowledge.
A natural question is how can we take advantage of the distributionally robust approach and solve (exactly) a full-blown Bayesian generative model MDP? The problem with taking an increasingly refined nested uncertainty structure (i.e., increasing n) is that of representation: the equivalent robust MDP uncertainty set may become too complicated to represent efficiently. Nevertheless, if it is possible to offer upper and lower bounds on the probability of each nested sets (based on the generative model), the corresponding distributionally robust policies provide performance bounds on the optimal policies in the, often intractable, Bayesian model.
