I. INTRODUCTION
There are many techniques that have been developed with the purpose of solving the Schrödinger equation since it was first introduced more than eighty years ago. One might think that after so many years this should be a closed subject, yet this area of research is still being pursued nowadays by a number of physicists in the world. There are still many potentials of interest for which no exact solution is known and, moreover, new potentials that seem to model the behavior of physical systems, such as a set of different molecules interacting with each other or with an external field, are still being proposed from time to time, which prompts physicist to study them in more detail. A recent example of this can be found in [1] . Since one cannot find exact solutions for many of the most interesting potentials, one is left with one of two options: (1) use a numerical method or (2) try to find an approximate analytic solution. The last option is particularly appealing, since in many situations it is possible to use precise approximate solutions in the same way as the exact ones. Approximate analytic solutions can be obtained by different methods for both, the energy eigenvalues and eigenfunctions of the Schrödinger equation, although more methods can be found in the literature for the eigenvalues than for the eigenfunctions. In either case, there are hundreds of publications devoted to this subject, and it would be impossible to make justice by citing them all.
An analytic approximant should be a function of the parameters of the potential that comes very close to the values of the exact solutions (found numerically) when evaluated at any particular point in the parameter space. The usefulness of a particular method used to obtain these approximants will depend on the precision of the approximations as well as the simplicity of the analytic expressions.
In this paper, a new method is proposed for finding analytic approximants to the energy eigenvalues of the one-dimensional Schrödinger equation with potentials of the form V (x) = Ax a + Bx b [2, 3, 4, 5, 6, 7] . This kind of potentials are perhaps not the most interesting ones from a phenomenological point of view, but they are certainly of theoretical interest, since they include such potentials as the quartic and sextic anharmonic oscillators, and in any case, they are a good choice to test new methods before applying them to more interesting problems.
The method we are proposing here is based on the multi-point quasi-rational approximation technique, which has been successfully applied before to similar kinds of problems involving differential equations [8, 9, 10, 11, 12, 13] . This technique consists in using the expansions of the function to be approximated around different values of the parameters in the differential equation where this function appears, in order to write an approximant in terms of rational functions in these parameters combined with auxiliary ones. The approximant will then have almost the same expansions around the different chosen values of the parameters. The auxiliary functions are usually needed in order to match the behavior of the quantity to be approximated when the parameters go to infinity, which normally cannot be done solely using rational functions as in a Pade's approximation.
In our case, the differential equation we are interested in is, of course, the Schrödinger equation
In this case, we have too parameters, A and B, which will be assumed to be both positive to simplify the treatment, though the method can be used without this restriction. It is also assumed that a and b are positive integers, and b > a ≥ 2. As it is very well known [14] , one can make this equation to depend on only one parameter by making the changes,
a+2 E, which leads to
where λ = A − b+2 a+2 B. From now on we will drop the primes and rename x ′ → x and E ′ → E. The energy eigenvalues E will depend on the parameter λ. Our goal is to find an approximating function for E(λ) for each energy level, using expansions around different values of λ, including the power series (perturbative expansion around λ = 0), and the asymptotic expansion (λ → ∞). In sections II and III a neat way to find these expansions will be shown using a system of coupled differential equations, which in the case of the power series provides an interesting alternative to standard perturbation methods, since here the perturbed eigenvalue can be found using only the corresponding unperturbed state, instead of using the whole unperturbed eigenvalue spectrum as in the usual quantum mechanics perturbation theory. In sections IV and V, the construction of the approximants will be shown, using the quartic and sextic anharmonic oscillators as examples. These approximants will be found for the ground state energy eigenvalues, as well as the first and second excited levels. The important point of our technique is that the same approximant will be valid and accurate for any value of λ (including large and small values).
II. POWER SERIES
The expansion of the energy eigenvalues and eigenfunctions around λ = 0 can be written
One would like to find the coefficients E 0 , E 1 , E 2 . . .. This can be done introducing these expansions in equation (2) , and demanding it to be satisfied at every order in λ, which leads to the following system of differential equations
. . . . . .
where
It is important to note that, since λ is arbitrary, many of the properties of the eigenfunction ψ will be inherited by the functions ψ 0 , ψ 1 . . . . For example, given that for bound states, the function ψ should fall off quickly for large values of x, so should the expansion functions ψ k . Also, if the function ψ has definite parity, then the functions ψ k will all have the same parity as ψ.
The coefficients in the expansion of the energy can be found by solving numerically the differential equations one by one (using, for example, the shooting method). For instance, one could solve equation (5), obtaining then a numerical value for the coefficient E 0 , together with a numerical solution for ψ 0 . For a bound state, one should find a solution for a range of values in x where the fall off to zero of ψ 0 can be seen. Then one can make a very precise fit (a large polynomial in x) for ψ 0 within this range, and use this fit as an input to solve equation (6) . This then leads to a numerical value for E 1 , and a numerical solution for ψ 1 , and in principle, the procedure can be repeated until one has as many coefficients E k as one desires.
Of course, the applicability of this method is limited by the numerical precision with which the differential equations are solved, and since the method is iterative, the numerical errors from the first n equations will be propagated to the solution of equation n + 1. For this reason, one would expect the precision of E k to be lower for larger values of k.
The numerical values of the coefficients E k can also be found directly using the solutions of the first k − 1 differential equations, without solving the k-th one. For example, if one has already obtained E 0 and ψ 0 (x), one can multiply both sides of equation (6) by ψ 0 (x), and integrating in x it is possible to show that
which coincides with the expression obtained using standard perturbation methods. The same procedure can be repeated for all the other equations, leading to
This way of finding E k is more precise, since the number of differential equation to be solved is k − 1. In practice, the integrals are taken within a range of x where the functions ψ k (x) have already fallen to very small values.
On the other hand, equation (5) can be solved exactly for a = 2, since then it would be the Schrödinger equation for a harmonic oscillator. It can be shown that in this case, all the other equations in the system can also be solved exactly. For example, for the ground
). If we take b = 4 (quartic anharmonic oscillator) the next function, ψ 1 (x), can be written as
When this is introduced in equation (6), the function exp(− ) disappears and a relation between two polynomials is left. Since this relation must be satisfied at each order in x, a system of equations in E 1 and the p i 's is obtained, whose solution is
and it can be seen that p 0 arbitrary, which means that just like for ψ 0 (0), the initial condition ψ 1 (0) = p 0 is arbitrary (this will be the case for all the other functions in the expansion).
The same procedure can be repeated for ψ 2 , ψ 3 , etc., writing
We obtain
This coincides with the results obtained by using the standard Rayleigh-Schrödinger perturbation method, with the advantage that no information about the eigenstates of energy levels different from the one being considered is required in order to obtain the terms of higher order. The same can be done for other values of b.
then we can write
and now we can expand around λ α = 0 (i.e. around λ = α).
The following set of equations is obtained
Clearly, equation (19) will not have exact solutions for any values of a and b, so one is forced to find the coefficients numerically. Equations (10) and (11) will still be valid, but with the
and
The coefficient E α k is actually the value of the k-th derivative of the function E(λ) evaluated at λ = α. One might find these derivatives directly, evaluating E(λ) nearby λ = α, for example,
However, this way of finding the coefficients becomes relatively difficult for higher derivatives, since then one needs to evaluate the function E(λ) with increasing accuracy. The method proposed here can be viewed as an alternative, more accurate, easier and more efficient way to find these derivatives. 
One can expand nowẼ and ψ in a similar way as before,
Introducing this in equation (27) leads also to a system of differential equations
Rewriting the asymptotic expansion in terms of λ instead ofλ, it is clear that the form of the expansion depends on the particular potential to be considered. In the case of the quartic anharmonic oscillator (a = 2 and b = 4), equation (28) leads to
while in the case of the sextic anharmonic oscillator (a = 2 and b = 6), we obtain
each one consisting in a series of negative integer powers of λ, multiplied by a rational power of λ. For this reason, the approximants that we will build must also be divided in a similar way, in order to match the behavior of each piece. This will be seen explicitly in the next two sections.
IV. APPROXIMANTS FOR THE QUARTIC ANHARMONIC OSCILLATOR
For the quartic anharmonic oscillator [15, 16, 17, 18, 19] , the approximants for the energy eigenvalues can be written in the following form
that is, the approximant is constructed using rational functions multiplied by auxiliary ones, conveniently chosen in order to match the asymptotic behavior of the eigenvalues.
Furthermore, since the power series is also going to be used, it should be possible to Taylorexpand these functions around positive values of λ. It is for this last reason that the auxiliary functions are not chosen directly as the factors of λ 1/3 , λ −1/3 and 1/λ that appear multiplying each one of the three pieces that make up the asymptotic expansion. Instead, we do the change λ → 1 + µλ inside these roots, which, of course, still gives the right behavior for λ → ∞. An arbitrary factor of µ has been included, which can be adjusted in order to improve the precision of the approximant.
With this choice of auxiliary functions the degrees of the polynomials in the numerator must be the same as the ones in the denominator. In principle, this can be done independently for each one of the three pieces in equation (37), i.e. P a (λ), P b (λ) and P c (λ) could be chosen with different degrees, and in that case, different denominators matching the degree of each one of these polynomials would be needed. For simplicity, a denominator Q(λ) common to all three pieces has been chosen, and so all polynomials have the same degree. As it will be understood later, any other choice would lead to a system of non-linear equations in the p k 's and q k 's, making the determination of the approximant unnecessarily complicated.
The coefficients of the polynomials in the approximant are found using the power series, asymptotic expansion and the expansions around intermediate points (0 < α < ∞), whose calculation was explained in the previous two sections. One is free to choose as many terms from each expansion as one desires, as long as the total number of terms from all expansions equals the total number of coefficients in the approximant. If the degree of the polynomials is N, the total number of coefficients will be 4N + 3. In general, the approximants will have higher precision for higher N.
The values of the first few terms in the power series (around λ = 0) for the first three gives us confidence that the precision of the coefficients is acceptable.
Let's choose a few intermediate points α i (i = 1, 2, . . .), and let's take n i terms from the expansion around each one of these points. Let's also take n 0 terms from the power series (around λ = 0) and n a terms from the asymptotic expansion. It will be assumed that i n i + n 0 + n a = 4N + 3. Using the power series at λ = 0 one can write
Taylor-expanding each side of this equation in λ, and demanding it to be satisfied at every order up to λ n 0 , one obtains a set of n 0 linear equations in the coefficients of the approximant.
Likewise, one can use the expansions at the intermediate points, and doing the change 
If one demands this equation to be satisfied at every order in λ α i up to λ n i α i , one obtains a set of n i linear equations in the coefficients. Finally, one can use the asymptotic expansion.
For this we need to do the change λ ′ = 1/λ, and match the expansion with the approximant for each one of the three pieces in which it is divided. For example, since
one can compare the term multiplying λ 1/3 in the right hand side of this equation with the term multiplying the same factor in the asymptotic expansion. Doing the same also for the other two pieces leads to
Here the number of terms taken in each expansion is determined by n a , that is, one would not allow anyẼ k with k > n a in the sums. In this way, one gets a set of n a linear equations for the coefficients of the approximant.
In table IV, the values of the coefficients of the approximants are shown for the first three energy levels, using polynomials of degree three. There are fifteen coefficients in each approximant, and they were obtained using the first five terms of the power series (around λ = 0), the first five terms of the asymptotic expansion, and the first term of the series around λ = 0.5, λ = 1, λ = 2, λ = 5 and λ = 20 (which are shown for the three energy levels in table III). This means that we are only using the exact energy eigenvalue around these intermediate points, and forcing the approximant built with the power series and asymptotic expansion to furthermore coincide with these "exact" eigenvalues at these points. This not only brings the relative error of the approximant at these points down to zero (they become nodes of the relative error as a function of λ), but also helps to decrease the error in between these points. The relative error is defined using as target the eigenvalues obtained numerically through the shooting method, i.e., the relative error is given by
The highest relative error with these approximants was obtained for small values of λ.
Specifically, the maximum relative error was obtained around λ ≈ 0.2. In the case of the ground state, the highest relative error was
The relative error decreases rapidly for smaller values of λ, and of course, it also decreases when λ increases until it finds the next node at λ = 0.5. After that, the relative error never becomes higher than 2 × 10 −7 . For the first and second excited level, the maximum error around λ ≈ 0.2, was about 8 × 10 −7 and 2.4 × 10 −6 , respectively, and after the node at λ = 0.5 this error is never higher than 4 × 10 −8 . In fact, the relative error decreases quite rapidly in the case of the first and second excited levels for large values of λ, although it does so more slowly in the case of the ground state.
In all these approximants, we chose µ = 2. This parameter is arbitrary except for one restriction: The approximants should not have any defects, that is, there should not be any poles in the approximant (positive roots of Q(λ)) with the corresponding nearby zeros.
Notice in table IV that with this choice of µ all of the coefficients of Q(λ) are positive, which will, of course, guarantee that it has no roots for λ > 0. Other choices of µ may lead to mixed negative and positive coefficients in Q(λ), which will in general lead to positive real roots in this polynomial. Other than that, there is no other restriction in µ. Among all of the values of µ that allow to keep the approximant free of defects, one is free to choose the one that minimizes the relative errors.
Other than improving the numerical method used to obtain the coefficients of the expansions, there are several ways in which the maximum relative error of the approximants can be decreased for all energy levels. The easiest one is to move one of the nodes. For example, one may choose the approximant to have a node at λ = 0.2 instead of λ = 0.5.
If this is done, it can be seen that the maximum relative error is reduced by about a half for all energy levels. Another possibility is to use the derivatives of E(λ) at some of the intermediate points. Finally, one may try an approximant of higher degree, allowing it to n = 0 n = 1 n = 2 coincide with the values of E(λ) and its derivatives at more points. This last possibility is studied in the next example.
V. APPROXIMANTS FOR THE SEXTIC ANHARMONIC OSCILLATOR
For the sextic anharmonic oscillator [20, 21] , the asymptotic expansion consists of only two pieces, so the approximant can be written as
where P a (λ), P b (λ) and Q(λ) are given in equations (38) and (39). The corresponding coefficients a k , b k and q k are found in a similar way as we did for the quartic anharmonic oscillator. For approximants of degree N, we will have 3N + 2 coefficients, so taking n 0 terms from the power series, n i terms from the series at the i-th intermediate point, and n a terms from the asymptotic expansion, we should have i n i + n 0 + n a = 3N + 2, and the coefficients a k , b k and q k can be determined using equations derived by matching powers in λ in the equation
matching powers in λ α i using
and matching powers in
The first few coefficients of the power series at λ = 0 and the asymptotic expansion, obtained using the systems of differential equations described in sections II and III are shown in tables V and VI, respectively. As expected, the coefficients of the power series are exact, and the coefficients of the asymptotic expansion are obtained numerically.
The degree of the polynomials in the approximant was first chosen to be N = 5. The coefficients of the approximants were calculated choosing different intermediate points (nodes) for the first three energy levels, together with the first four terms of the power series and the first five terms of the asymptotic expansion. For the ground state, the intermediate points were λ = 0.1, λ = 0.2, λ = 0.5, λ = 1, λ = 2, λ = 5 and λ = 10, and only the energy eigenvalues at those point were used, i.e., we didn't pick any of the derivatives at these points. Furthermore, we chose µ = 1/2. For the first and second excited level, we used E As it can be seen, in both the quartic and sextic anharmonic oscillators, the region of λ
where it is more difficult to achieve high accuracy is for λ < 0.5. We tried also approximants of degree 6 for the sextic anharmonic oscillator, and it was possible to reduce the relative error in this region by a factor of 1/2. The coefficients of the approximants can be found in table VIII. For n = 0, 2, we used µ = 1/2, while for n = 1, we used µ = 1. For n = 0 the approximant was built using the first four terms of the power series around λ = 0 and the first five terms of the asymptotic series, together with E having used more terms in the expansions around points in this region, including first and second derivatives.
The fact that the approximants become less accurate for small values of λ may be related to the analytic properties of the exact function E(λ) [15] , although this is far from clear. As it is well known, the perturbative expansion (i.e., the power series around λ = 0) is divergent for any λ = 0. However, in previous works where quasi-rational approximants have been used, it has been found that the main factor determining the accuracy of an approximant is the accuracy of the coefficients in the expansions used to build it. For example, in references [22] and [23] series with radius of convergence equal to zero were used, yet the approximants were very accurate because the coefficients of these series were determined with very high precision. x 2 + λx 6 , using polynomials of degree 6.
VI. CONCLUSIONS
In this paper, it has been shown that accurate approximants for the energy eigenvalues of potentials of the form V (x) = Ax a + Bx b can be found using a multi-point quasi-rational approximation technique. The approximants are constructed using rational functions, together with auxiliary functions introduced to be able to reproduce the behavior of the eigenvalues for large λ. The coefficients of the rational functions are found using the power series of the eigenvalues, not only at λ = 0, but also for arbitrary finite values of λ, together with the asymptotic expansion. These expansions are found using a system of differential equations, which in the case of the power series at λ = 0, represents an alternative way to find the perturbative expansion. As examples, approximants for the lowest energy levels of the quartic and sextic anharmonic oscillators were obtained. The approximants were fairly simple, since the degree of the polynomials used was not too high. In particular, for the quartic anharmonic oscillator, it was shown that it is possible to obtain approximants with polynomials of degree 3 for which the relative error is not higher than ∼ 3 × 10 −6 . In the case of the sextic anharmonic, polynomials of degree 5 and 6 were tried, and it was shown that in the second case it was possible to improve the accuracy for λ < 0.5 while maintaining the accuracy for larger values of λ
In this technique, one has a lot of freedom choosing the intermediate points, as well as how many terms from each one of the series to take. This gives a lot of possibilities to try to reduce relative errors, and it would be interesting to study if it is possible to do this systematically. It would also be interesting to try to find methods that allow to improve the accuracy of the coefficients in the expansions. For example, if better numerical solutions for the expansion functions can be found, this should lead to better coefficients and therefore to better approximants. As it was mentioned before, experience with quasirational approximants has shown that the accuracy of the coefficients in the expansions is the main factor influencing the accuracy of multi-point quasi-rational approximations. For simplicity, here we have limited ourselves to the use of the shooting method to solve the systems of differential equations. On the other hand, the first equation in each one of the systems, i.e., equations (5), (19) and (30) are just regular Schrödinger equations, and many methods have been developed that allow to obtain the corresponding eigenvalues with very high precision [5, 17, 18, 19, 24, 25, 26, 27, 28, 29, 30] . In fact, we could have used any of these methods to obtain the coefficients E α 0 andẼ 0 , but it is not clear how to extend these methods to solve the remaning equations in the systems. In the future, we plan to study these issues in more detail, and apply this technique to other potentials of interest, both in
