ABSTRACT Device-free localization (DFL), which can detect and locate a person by measuring the changes in received signals, is one of the primary techniques in wireless sensor networks. Recently, research on fingerprint-based localization in changing environments has been receiving increasing attention. However, when the environment changes due to furniture or other objects are moved, there is still much room for localization accuracy improvement in fingerprint-based DFL. In this paper, we propose a novel DFL algorithm for changing environments: this algorithm features an enhanced channel-selection method and adopts the logistic regression classifier to improve the localization accuracy. The proposed frequency channel-selection method selects two correlated channels with higher Pearson correlation coefficient both in the training and testing procedures, which would be more robust to the environmental change. Meanwhile, the logistic regression classifier could counteract the negative influence on the localization accuracy, without the need for rebuilding the database in fingerprint-based DFL. Experimental results demonstrate that the logistic regression classifier has the lowest error rate among three related methods (k-nearest neighbours classifier, linear discriminant analysis classifier, and random forests classifier). In addition, the localization accuracy has been further improved by the proposed DFL algorithm than by the other state-of-the-art fingerprint-based methods.
I. INTRODUCTION
Device-free localization (DFL) can locate a person without the need for any wireless devices, e.g., tags or sensors [1] - [6] , which is very useful in the areas of security breaches [1] and smart applications [5] . Generally, there are five main methods in DFL [2] : (1) Imaging [1] , [4] . Radio tomography imaging (RTI) is one of the most representative methods in imaging-based DFL, and it considers DFL as an ill-posed image reconstruction problem, which is then solved by using regularization [1] , [4] ; (2) Fingerprint-based methods [7] - [11] . This method collects a training database and determines a person's position from new data by using a classification algorithm. Authors in [7] and [8] adopted random forests algorithm to enhance the localization accuracy; (3) Multiple-input-multiple-output (MIMO) radar [12] . A MIMO radar-based DFL system deploys a set of separated antennas whose received signals are processed for human body localization; (4) Ultrawideband (UWB)-based methods [13] . UWB-based methods are a set of promising solutions with the advantages of having low power consumption, low cost, high data rate, and high localization accuracy, etc. [13] , [14] ; (5) Compressed sensing (CS) [15] , [16] . In CS-based DFL, target locations are modeled as a sparse signal which is reconstructed by using the CS technique [15] , [16] . Another methods, e.g., sequential Monte Carlo-based methods can also be used in DFL. Among the above mentioned methods, fingerprint-based localization in changing environments has attracted a lot of research attention.
As shown in Fig. 1 , there are N sensors (transceivers) deployed in the testing area, n = 1, 2, 3, . . . , N . Each pair of sensors is counted as a communication link. There are [1] , [3] . There are two steps (training and testing) in fingerprint-based DFL [9] , [10] , [17] , as shown in Fig. 2 . In the training procedure, a person walks to several predetermined positions. In each position, the corresponding received signal strength (RSS) data from standard transceivers [18] - [22] , which are called ''fingerprints'', are gathered. In the testing procedure, we locate the person by comparing the new data with the stored data in the training procedure. Note that fingerprint-based DFL is very sensitive to the environmental changes [7] , [8] . When the environment changes from time to time, e.g., the movement of the furniture in the networks, the database of the fingerprintbased DFL should be rebuilt to improve the localization accuracy.
In order to solve this problem, several machine leaning classifiers [23] , [24] , e.g., k-nearest neighbors classifier [25] , linear discriminant analysis classifier [26] - [28] , and random forests classifier [7] , [8] , are used in the fingerprintbased DFL to improve the localization accuracy without the need for rebuilding the training database. In [7] and [8] , authors firstly utilized random forests classifier to improve the localization accuracy in changing environments with a correlation channel-selection method. As for the correlation method, in the training procedure, the link with the highest average RSS (called ''antifade link'') is selected, which is robust to environmental change. Secondly, the Pearson correlation coefficients [30] , [31] on any pair of channels in the selected link are computed. A pair of channels with the highest Pearson correlation coefficient is selected, and the data collected from the two correlated channels will be used in the localization. However, the performance has not reached its optimal status. When the environment changes, selecting the two correlated channels during training could not achieve desirable localization accuracy without an updated database. In this paper, we assume that the RSS can be measured by each communication link on multiple frequency channels, which could be robust to environmental change [7] , [8] . Based on the data provided by Mr. Brad Mager [7] , [8] , a fingerprint-based DFL algorithm is proposed to improve the localization accuracy in changing environments. The proposed algorithm consists of an enhanced frequency channelselection method and the logistic regression classifier. The main contributions are: 1) Without rebuilding the data, an enhanced frequency channel-selection method is proposed to improve the localization accuracy. As for the correlation method, when the environment changes, e.g., the movement of one object in the wireless networks, the RSS of the channels will be inevitably changed. The selections of the two correlated channels only in the training experiment are not sufficient enough in the DFL. Compared to the correlated method, selecting desirable pair of channels with high Pearson correlation coefficients are both in the training and testing procedures by using the enhanced channel-selection method. At first, a pair of channels with the highest Pearson correlation coefficient is selected during training and testing respectively, and two correlated channels with the higher Pearson correlation are selected. The data gathered from the selected channels are used in the fingerprint-based localization, which has the potential to improve the localization accuracy;
2) The logistic regression classifier which is robust to the environmental changes is firstly considered to deal with highly dimensional data which would contain a lot of noise. Compared to alternative classifiers (k-nearest neighbors classifier, linear discriminant analysis classifier, and random forests classifier), the logistic regression classifier could achieve better performance. As a special case of the generalized linear model, the logistic regression classifier can be used to convert independent variables to a dichotomous dependent variable. The advantage of logistic regression is that the independent data of each predetermined position do not have to be normally distributed or to have equal variance in each group, and the variables may be either continuous or categorical [29] .
The rest of this paper is organized as follows: In Section II the background information about fingerprint-based localization is provided. In Section III the enhanced frequency channel-selection method and the logistic regression classifier are introduced. Experimental results are presented in Section IV. Finally, Section V draws our conclusion.
II. FINGERPRINT-BASED LOCALIZATION IN CHANGING ENVIRONMENTS A. SELECTING THE BEST CHANNEL
Collecting the RSS data on multiple frequency channels is an alternative way to be robust to the environmental change. In [7] , [8] , authors proposed a new correlation method (summarized in Algorithm 1), which selected a pair of channels with highly correlated RSS during training. Firstly, the link with the highest average RSS is selected, which will be insensitive to the environmental change [7] , [8] . Then, the Pearson correlation coefficients [30] , [31] of the link with the highest average RSS on all pairs of frequency channels are computed. At last, the two correlated channels with the highest Pearson coefficient are selected. The higher the value of the Pearson correlation coefficient is, the more robust the selected channels will be to the environmental change.
Algorithm 1 The Correlation Method
Input: The RSS data s. Output: Two correlated frequency channels with the highest Pearson coefficient in the training procedure. Compute the average RSS (AverageRSS h ) of each link on all frequency channels, 1 h U .
3:
Select the communication link q.
5:
Compute the Pearson correlation coefficient (ρ [31] of the link q on any pair of frequency channels, 1
Select the two correlated channels j 1 and j 2 in the training procedure. end if 10: end for It's worth noting that the procedure of choosing the two correlated channels in [7] , [8] is during the training procedure, i.e., a pair of channels has been selected before the testing procedure. However, in the training procedure, when the environment changes, the selected channels would be not sufficient enough for the improvement of the localization accuracy without rebuilding the database.
B. MACHINE LEARNING CLASSIFIERS
When the environment changes, an updated database should be built as soon as possible to improve the localization accuracy. Machine learning algorithms, e.g., k-nearest neighbors classifier, linear discriminant analysis classifier, and random forests classifier, can be used to improve the localization accuracy without the need for rebuilding the database [7] , [8] .
As for the k-nearest neighbors classifier, we compare the Euclidean distance [25] , [33] , [34] between the new RSS data (s received in the testing procedure) and the stored data (s stored in the training procedure), which is given by (s received − s stored ) 2 . Furthermore, k positions are selected and the center of the selected positions is treated as the estimated position. As for the linear discriminant analysis classifier [26] - [28] , the estimated position can be computed as follows:
where i is the index of the predetermined positions, i = 1, 2, 3, . . . , Z , Z ∈ N + ; P[s received |i] represents the probability density of the fingerprint s received in the testing procedure given a person at location i. In addition, the position with the biggest probability is selected [7] , [8] . As for the random forests classifier, a small number of features are selected firstly, and the trees constructed by the best split are then combined by averaging their probabilistic prediction. In the following, the proposed algorithm that consists of the enhanced channel-selection method and the logistic regression classifier are introduced. It shows that the new algorithm can further improve localization performance especially in changing environments.
III. ENHANCED FREQUENCY CHANNEL-SELECTION METHOD AND LOGISTIC REGRESSION CLASSIFIER
The framework of the proposed algorithm is shown in Fig. 3 , which consists of two steps: 1) selecting a pair of channels with highly correlated RSS, and 2) adopting the logistic regression classifier. In the first step, a pair of channels with higher correlated RSS both in the training and testing procedures is selected, while in [7] , [8] only during training the two correlated channels are selected. In the second step, the logistic regression classifier is used to determine the position.
A. ENHANCED CHANNEL SELECTION
The experimental results in [7] , [8] show that the correlation method achieves desirable localization accuracy, and is VOLUME 6, 2018 FIGURE 4. The comparison between the correlation method [7] , [8] and the proposed method. also robust to environmental change. However, in the testing procedure the layout of the wireless network area is changed, which alters the electromagnetism environment in the wireless network area, and therefore the accuracy of the localization degrades.
We propose an enhanced frequency channel-selection method, which operates in both training and testing procedures, not only to improve the localization accuracy, but also to be more robust to the environmental change. Compared to the correlation method, the proposed method consists of the training procedure and the testing procedure. As shown in Fig. 4 and Algorithm 2, firstly, in the training procedure the communication link with the highest average RSS is selected. Secondly, pairs of channels on that communication link are sorted by the Pearson correlation coefficients in descending order. In the testing procedure, channels are sorted in the same way. Furthermore, after each change of the environment, a pair of channels with the higher Pearson correlation coefficient both in the training and testing procedures is selected.
In the training procedure of the correlated method, the average RSS (AverageRSS) of each communication link among U links is computed firstly. The link with the highest average RSS is selected, which has a complexity of O(U ). C 2 M Pearson coefficients of the selected link are computed, where M is the number of frequency channels. Two correlated frequency channels with the highest Pearson coefficient are selected, and the complexity is O(M 2 ). The data collected from the selected channels are used to generate the estimated human position. As a result, the total complexity of the correlated Algorithm 2 The Enhanced Channel-Selection Method Input: The RSS data s. Output: A pair of channels with higher Pearson correlation coefficient both in training and testing procedures after each change of the environment.
Step 1: In the training procedure. 1: for the data s = [RSS 1,1 , . . . , RSS u, Select the link q 1 .
5:
Compute
If ρ
Select the two correlated channels j 3 and j 4 .
8:
end if 9: end for
Step 2: In the testing procedure. 10 Select the two correlated channels j 3 and j 4 .
17:
end if 18 : end for
Step 3: Select the same two correlated channels with higher Pearson correlation coefficient both in the training and testing procedures. 19 : for the dataρ
Select the two correlated channels (j 3 and j 4 ) or (j 5 and j 6 ). Select the predetermined position i as the estimated position. 4: end if 5 : end for has a complexity of O(M 2 + U ). In the testing procedure, when the environment changes, two correlated channels with highly correlated RSS are selected, and the complexity is O(F(M 2 + U )), where F is the number of the experiments. At last, two correlated channels with the higher Pearson coefficient in the training and testing procedures are selected. Therefore, the total complexity of the enhanced frequency channel selection method is O(F(M 2 + U )), which is higher than that of the correlated method.
B. LOGISTIC REGRESSION-BASED LOCALIZATION
To overcome the bad influence of the environmental change on the RSS data, the logistic regression algorithm is firstly adopted to enhance the localization accuracy in fingerprintbased DFL [32] . The logistic regression in fingerprint-based DFL can be described as follows:
where p(y|s; θ ) represents the probability of the predetermined position; s is the vector of the RSS data collected in the testing procedure; y represents the identication probability, y = 0, 1; θ represents the regression coefficient. The position with the biggest p is considered as the estimated position. As shown in (3), the RSS data s can be gathered by some wireless devices, e.g., sensors. To get the biggest p, the θ in (3) should be computed in advance. In order to get the value of the θ , the training RSS data in one predetermined position can be described in the following:
where i represents the index of the predetermined positions; s i are the RSS data when one human stands at the predetermined position i in the training procedure; p(y i ) means the probability of one human standing at the predetermined position i. The biggest p is computed by using the data collected in the testing procedure, whose corresponding position is then the estimated position. The framework of the logistic regression classifier is depicted in Algorithm 3. Firstly, the data gathered in the training procedure are used to compute the value of the regression coefficient θ in each predetermined position. Secondly, the probability p in each predetermined position is computed. Finally, the predetermined position with the biggest p in (3) is treated as the estimated one.
IV. EXPERIMENT RESULTS

A. DESCRIPTION OF EXPERIMENT
The IEEE 802.15.4 standard is used in this experiment, and the sensor node operates in the 2.4 GHz band. The error rate, which measures the performance of algorithms, is defined as
where x real represents the number of positions where we cannot locate correctly; x whole is the number of whole positions we locate. Environment setup is depicted in Fig. 5  [7] , [8] . The monitoring area, which includes two bathrooms, a dinning room, a kitchen, and a living room, is 84 m 2 .
In addition, there is one TV console, one couch, one box of books, one house plant, one dining set, one coat ract, and one bag of groceries in the experimental area. There are 30 sensors (N = 30) and 33 predetermined positions in this monitoring area, i.e., one person is located in each position, so that the ground truth positions of the persons are known to error analysis. The number of the links is U = C 2 N = 435, and there are 8 frequency channels that are used to collect the measured RSS data, M = 8.
The measured data of the experiment are the same as in [7] , [8] . There are 5 experiment Sets. Set 1 (F 1 = 16) and Set 2 (F 2 = 19) include some minor changes, e.g., the position and orientation of the furniture in the house. Sets 3 (F 3 = 10), 4 (F 4 = 15), and 5 (F 5 = 15) include some obvious changes, e.g., moving a bag of groceries and a coat ract together from one place to another, where F = F 1 , F 2 , F 3 , F 4 , F 5 . Such a setting is reasonable for it considers practical situation when environmental changes take place. In the training procedure, one person stands at each predetermined position for 50s. If we find that the gathered data are not specific to one orientation of the object, the person is then asked to slowly spin around that predetermined position during that 50s. Given that gathering one fingerprint on all eight frequency channels costs 0.817s, we can gather 61 fingerprints in one predetermined position. In the testing procedure, one person is asked to stand at each position. When the object moves from one position to another, no data are collected. The timing and order of the movements are predetermined.
B. EXPERIMENT RESULTS AND DISCUSSION
If the all eight frequency channels are used to collect RSS data, we define this method as the average method to find the relationship between the localization accuracy and the frequency channels. The data that we used are from the experiment Set 2, which is the most representative of the data sets [7] , [8] . Table 1 shows the comparison among the four machine learning classifiers with the three frequency VOLUME 6, 2018 FIGURE 5. The monitoring environment used in the experiments [7] , [8] . channel-selection methods by using the data of the experiment Set 2. It can be seen that when the number of the experiments increases, the logistic regression classifier and the random forests classifier (herein the number of the trees is 100) achieve a better localization accuracy by using the correlation method than the average method. The error rate decreases by about 14.3% for the logistic regression classifier, and 14.8% for the random forests classifier. Compared to the average method and the correlation method, the proposed method achieves the best localization accuracy in the four algorithms. As for the logistic regression classifier, the error rate decreases by about 44% by using the proposed method compared with the correlation method. In the meanwhile, the error rate of the random forests classifier decreases by about 44% by using the proposed method. With regard to the k-nearest neighbours classifier (k = 3 in this paper) and the linear discriminant analysis classifier, the localization error rates decrease by about 13% and 28.7% by using the correlation method than by using the proposed method, respectively. Furthermore, the logistic regression classifier FIGURE 6. The comparison among the three algorithms (the random forests classifier with the correlation method, the random forests classifier with the proposed enhanced frequency channel-selection method and the logistic regression classifier with the proposed enhanced frequency channel-selection method) in all 5 experiment Sets. VOLUME 6, 2018 with the proposed method has the lowest error rate than other algorithms. The reason why the four algorithms achieve different localization results is that the logistic regression classifier and the random forests classifier are more robust to the environmental change than the k-nearest neighbours classifier and the linear discriminant analysis classifier. In addition, the error rates of the experiment 18 and 19 are very high. This is because that the prior 17 or 18 environmental changes increase steadily negative influence on the localization, and the cumulative noise would lead to high error rates. Fig. 6 shows the comparison among three algorithms. In all 5 experiment Sets, the logistic regression with the proposed channel method achieves better localization error rates than other algorithm combinations. Compared to the random forests classifier with correlation method, the localization error rates of the logistic regression classifier by using the proposed method have been decreased from 2.9% to 1.45% in experiment Set 1, from 14.9% to 7% in experiment Set 2, from 10.9% to 1.55% in experiment Set 3, from 4.15% to 3.45% in experiment Set 4 and from 13.32% to 3.25% in experiment Set 5. Furthermore, the average error rate has been reduced from 9.23% to 3.34% in the average of all 5 experiment Sets. In addition, the localization error rate has been decreased from 9.23% to 7.07% by using the random forests classifier with the proposed channel method than the correlation method.
The correlated method and the enhanced channel-selection method both use one link with the highest average RSS. There are two reasons: 1) The link with the highest average RSS is called ''antifade'' link, which is robust to the environmental change; 2) Using more number of links will increase the computational complexity and the noise. However, more number of links can be used to construct the radio map. Whether the utilization of more communication links improves the localization accuracy will be investigated in the future.
V. CONCLUSION
In this paper, we have proposed an enhanced frequency channel-selection method and adopted the logistic regression algorithm in the fingerprint-based DFL to improve the localization accuracy in changing environments, without the need for rebuilding the database. The proposed channel-selection method can improve the localization accuracy by using a pair of channels with highly correlated RSS. The logistic regression classifier is more robust to the environmental change than other three machine learning classifiers. Future works could be carried out by exploring efficient channel-selection methods or special classifiers, and communication links used in fingerprint-based DFL will be investigated. Her research includes digital signal processing theory and its applications, including works on image interpretation, and communication signal processing.
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