Abstract. The intertwining relations between cosubnormal and closed hyponormal (resp. cohyponormal and closed subnormal) operators are studied. In particular, an asymmetric Putnam{Fuglede theorem for unbounded operators is proved.
Introduction
The Putnam{Fuglede theorem 12] says that if a bounded linear mapping intertwines two normal operators, then it intertwines their adjoints. Unfortunately, the Putnam{Fuglede theorem is no longer true for subnormal operators. However, as noticed by Furuta (cf. 2, 3] ), an asymmetric version of it remains true for bounded subnormals; furthermore, subnormals can be replaced by more general bounded operators (cf. 17, 18, 14, 15, 8, 21] ). In particular, the following holds true: if a bounded linear mapping intertwines a cohyponormal operator with a hyponormal one (both are bounded), then it intertwines their adjoints. In this paper we prove a decomposition theorem (see Theorem 4.2) for intertwining relations between cosubnormal (resp. cohyponormal) and closed hyponormal (resp. subnormal) unbounded operators (cf. 17, 8] for the bounded case). Contrary to what has been shown before (cf. 11, 7, 10] ), here the operators in question have arbitrary domains and their spectra may cover the whole complex plane. We also prove an asymmetric version of the Putnam{Fuglede theorem for couples of unbounded operators whose rst component is cosubnormal (resp. cohyponormal) while the other one is closed hyponormal (resp. subnormal).
Preliminaries
All linear spaces taken into consideration in this paper are assumed to be complex. From now on the symbols H and K stand for Hilbert spaces. Given a linear mapping A : H D(A) ! K, we denote by N(A), R(A), G(A) and A the kernel, the range, the graph and the adjoint of A, respectively. As usual Aj E stands for the restriction of A to a linear subspace E of D(A); E is said to be a core for A if G(A) G(Aj E ). Denote by B(H; K) the set of all bounded linear mappings from H into K; for simplicity we write B(H) instead of B(H; H). Set . We say that a densely de ned operator S in H is subnormal if there is a Hilbert space L H and a normal operator N in L such that S N. It is well{known that each subnormal operator is hyponormal and that each hyponormal operator is closable (see 4, 11, 5, 6] for more details).
We begin our considerations by proving a fact which is well{known for bounded hyponormal operators (cf. 1]; see also 5, Proposition 1] for the reverse result). Proposition 1.2. If T is a hyponormal operator in H, then there exists a contraction C 2 B(H) such that T T C.
Proof. Since kT fk kTfk for f 2 D(T) D(T ), there exists a contraction D 0 2 B(R(T ); R(T )) such that D 0 T T . Let D 2 B(H) be any contraction which extends D 0 (e.g. set Df = 0 for f 2 H R(T)). Then DT T . Taking adjoints in the last inclusion and exploiting the closability of T, we get T T (DT) = T D . This gives us the conclusion with C = D .
The next result o ers a su cient condition for a hyponormal operator to be reduced by a closed subspace. 
Intertwining normal with hyponormal operators
In this section we investigate intertwining relations between normal and hyponormal operators. We begin with the question of preserving cores by selfadjoint intertwining operators (see 11, Theorem 2.5] for a related result).
Proposition 2.1. Let E be a core for a closed densely de ned operator A in H and let X 2 B(H) be a selfadjoint operator with N(X) = f0g. If XA AX, then X(E) is a core for A.
Proof. Take f 2 D(A) such that f Af is orthogonal in H H to Xg AXg for every g 2 E. Then, according to X = X and XA AX, we see that hXf; gi = hf; Xgi = ? hAf; AXgi = ? hAf; XAgi = ? hXAf; Agi = ? hAXf; Agi; g 2 E: Since E is a core for A, we conclude that AXf 2 D(A ) and A AXf = ?Xf. However A A is positive and selfadjoint, so Xf = 0. Since N(X) = f0g, we get f = 0. This completes the proof.
The next result can be extracted from 13, Theorem 1] (it is easily seen that 13, Theorem 1] remains true for unbounded normal operators). Hence X Xf belongs to T z2Cn R(z ? N ), where = fz : z 2 g. According to Theorem 2.2, we have E(C n )X Xf = 0 (because the spectral measure F of N is related to E via F( ) = E( ) for every Borel subset of C) or equivalently X Xf = E( )X Xf. Since f was an arbitrary element of H , we conclude that X X(H ) H . However X X 0, so X XE( ) = E( )X X. This, in turn, implies that jXjE( ) = E( )jXj for every compact subset of C. Since E is a regular measure, the latter equality holds for every Borel subset of C, which implies (i).
(ii). Since X 0, we conclude from ( 
More on intertwining relations
In this section we continue the study of intertwining relations. Let us rst collect notations and de nitions which play the basic role in the rest of the paper. Xf for f 2 I(X). This implies that u c X = u X due to the uniqueness of u c X . The equality i c X = u c X is a consequence of (3.2).
If A and B are operators in H and K, respectively, and X 2 B(H; K), then we set A X := A I(X) and B X := B F(X) . To shorten notation, we write A X instead of (A X ) . In case X intertwines A and B, A X and B X have the following properties. Notice that XA BX implies X B AX . Since I(X ) and F(X ) reduce B and A to normal operators, respectively, we can replace the linear mappings X and A in (3.9) by X and B, respectively, to get jX jB BjX j. This completes the proof.
Intertwining cohyponormal with hyponormal operators
In this section we describe the structure of intertwining relations between cosubnormal and hyponormal (as well as between cohyponormal and subnormal) operators. In particular we obtain an asymmetric Putnam{Fuglede theorem for unbounded operators. First we consider a special case of intertwining relations. Proposition 4.1. Assume that N is a normal operator in H, T is a closed hyponormal operator in K and X 2 B(H; K) is such that XN TX. Then I(X) and F(X) reduce N and T to normal operators, respectively.
Proof. It follows from Theorem 2.3(i) that jXjE( ) = E( )jXj for every Borel subset of C, E being the spectral measure of N. Since I(X) = R(jXj), we conclude that I(X) reduces E and, consequently, N as well. According to XjN X (u X T X u X )j b Xj. Since N(j b Xj) = f0g and u X T X u X is a closed hyponormal operator, Theorem 2.3(ii) yields N X = u X T X u X . Hence T X , being unitarily equivalent to the normal operator N X , is normal as well. By Proposition 1.3(ii), F(X) reduces T to a normal operator. This completes the proof.
We are now in a position to prove the main result of the paper. The rest of the conclusion follows directly from Theorem 3.2(ii) applied to the intertwining relation XA BX.
Case 2. A is hyponormal and B is subnormal. It follows from XA BX that X B AX . According to Case 1, I(X) = F(X ) reduces A to the normal operator A X and F(X) = I(X ) reduces B to the normal operator B X . The rest of the conclusion follows once more from Theorem 3.2(ii) applied to the relation XA BX.
Concluding remarks and comments
We begin with a result which can be inferred from Theorem 4.2 via the implications: a) N(X) = f0g ) I(X) = H, b) N(X ) = f0g ) F(X) = K, c) (K = H^X 0^N(X) = f0g) ) u X is the identity operator on H, d) X 6 = 0 ) (I(X) 6 = f0g^F(X) 6 = f0g). Corollary 5.1. Assume that A is a closed subnormal (resp. a closed hyponormal) operator in H, B is a closed hyponormal (resp. a closed subnormal) operator in K and X 2 B(H; K) is such that XA BX. Then (i) A is normal provided N(X) = f0g, (ii) B is normal provided N(X ) = f0g, (iii) B and A are normal and unitarily equivalent provided N(X) = f0g and N(X ) = f0g, (iv) B = A and A is normal provided K = H, X 0 and N(X) = f0g, (v) neither A nor B is pure provided X 6 = 0.
Let us make some comments concerning Corollary 5.1: part (ii) of it extends 7, Theorem 3] (the assumption (T) 6 = C can be dropped); part (iii) generalizes 11, Lemma 8.6 ] to prove that the strong symmetric commutant of a closed hyponormal operator is equal to the orthogonal sum of strong symmetric commutants of its normal and pure parts.
In particular part (iii) of Corollary 5.1 implies that a closed hyponormal operator A which is quasi{similar to a selfadjoint operator B is selfadjoint itself and unitarily equivalent to B (see 11] for the de nition of quasi{similarity and Corollary 4.6 therein for a related result). which completes the proof of (iii).
We close the paper with an example which shows that the assumption X ?1 2 B(K; H) could not be removed from part (iii) of Theorem 5.2. 1 n 0; 1=n n 2 2 Z; n 1; 1=n 2 n 2 2 Z+ 1; n 1: Let B and D be the members of B(H) determined by the conditions Be n = e n+1 and D e n = n e n (n 2 Z), and let X := B 2 D (2 B(H)). Then N(B) = f0g, B ?1 2 B(H) and N(X) = f0g because N(D ) = f0g. Since Xe n = n e n+2 for n 2 Z, we get E R(X) and consequently R(X) = H. Set A = BD , where D is a unique normal operator in H determined by the condition D e n = n e n with n = n = n+1 (n 2 Z). The operator A is closed densely de ned and unbounded; moreover N(A) = f0g. Since Ae n = n e n+1 for n 2 Z, we get E R(A) and A ?1 e n = ?1 n?1 e n?1 for n 2 Z. Therefore R(A) = H and the operator A ?1 is unbounded (because the sequence f ?1 n g n2Z is unbounded). One can check that XAe n = BXe n for n 2 Z, hence that X(Aj E ) BX and nally that XA BX (because E is a core for A and B is closed). Clearly, the operator X ?1 is unbounded.
