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ABSTRACT 
Dempster-Shafer (DS) theory is formulated in terms of propositional logic, using 
the implicit notion of provability underlying DS theory. Dempster-Shafer theory 
can be modeled in terms of propositional logic by the tuple (~, p), where S is a set 
of propositional c auses and p is an assignment of mass to each clause Ei c ~. It is 
shown that the disjunction of minimal support clauses for a clause Ei with respect 
to a set S of propositional c auses, ~(Ei, E), when represented in terms of symbols 
for the Pi "s, corresponds to a symbolic representation of the Dempster-Shafer belief 
function for Ei. The combination of Belief functions using Dempster's rule of 
combination corresponds to a combination of the corresponding support clauses. 
The disjointness of the Boolean formulas representing DS Belief unctions is shown 
to be necessary. Methods of computing disjoint formulas using network reliability 
techniques are discussed. 
In addition, the computational complexity of deriving DS Belief unctions, in- 
cluding that of the logic-based methods which are the focus of this paper, is ex- 
plored. Because of intractability even for moderately sized problem instances, ef- 
ficient approximation methods are proposed for such computations. Finally, im- 
plementations of DS theory based on domain restrictions of DS theory, hypertree 
embeddings, and the ATMS, are examined. 
KEYWORDS: Dempster-Shafer theory, uncertainty, logic, theorem prov- 
ing, assumption-based truth maintenance system, reasoning system 
1. INTRODUCTION 
It has been claimed that uncertainty calculi lack the semantics of logic and that 
logic lacks the notions of uncertainty essential to modeling human reasoning, 
such that both are inadequate for many AI problems. Several attempts have been 
made to develop new uncertainty calculi, new logics, or to integrate formal ogic 
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with an uncertainty calculus to create an adequate knowledge representation 
language. This paper shows the relationships between a particular uncertainty 
calculus, Dempster Shafer theory, and propositional logic, in an effort to assess 
the adequacy of Dempster Shafer theory as a knowledge representation tool. 
It has been proposed that the Dempster Shafer theory rivals the probability 
theory in expressive power and effectiveness a a calculus for reasoning under 
uncertainty. Probability theory is the best understood uncertainty calculus, both 
in terms of its philosophical justifications [10, 51], and its applicability to AI 
[39]. Hence it is the standard by which other uncertainty calculi are judged. 
There has recently been much study of DS Theory, in terms of its adequacy as 
an uncertainty calculus [39, 40], and its theoretical underpinnings (especially 
its relation to probability theory [20, 39, 50]. 
This paper makes two theoretical contributions and one implementational 
contribution. The first theoretical contribution is an explicit definition of DS 
Theory in terms of Propositional Logic, using the implicit notion of provability 
underlying DS Theory. d'Ambrosio [11], Laskey and Lehner [32], Provan [42, 
43] and Pearl [39] have recently shown how Belief can be defined in terms of 
provability relations. Those notions are formalized and extended. 1 
DS theory was introduced by Dempster [17] based on statistical notions, but 
more recently has been described in set theoretic terms [53]. Shafer [53] defined 
a Belief measure (Bel) based on the notion of the representation f a set of focal 
propositions O in terms of its subsets. Given an assignment of mass to each 
of mutually exclusive set of focal propositions O = {01,.-., On }, measures of 
uncertainty, called Bel(O), can be assigned to subsets 0 E 2 °. 
In this paper a logical interpretation f DS theory is described. It is shown 
that that DS theory can be characterized in terms of Boolean operations, on top 
of which a set of constraints (specifically an uncertainty weight) is assigned. 
constraints on the propositions are fundamentally Boolean, and the uncertainty 
weight is secondary. A [0, 1] weight is assigned to each of a set E of proposi- 
tional clauses. This is similar to Kong [28], who viewed each clause as a "joint 
variable," thus converting a set of clauses into belief network notation. 
In addition, the understanding of Dempster's combination rule is clarified 
by showing its relationship to combining proofs in some minimal fashion. I
show that the support set for a clause Ei with respect o the set E of proposi- 
tional clauses, ~(Ei, E), when represented in terms of symbols for the p(~,i)'s, 
corresponds to a symbolic representation f the DS Belief function for El. I 
show that the pooling of information, which in DS theory is represented as 
Bel(0) = ~ i Beli, corresponds to support set combination i  my logical for- 
mulation. In addition, explicitly computing the numerical value for BeI(Ei) 
' The Three Prisoners dilemma, discussed by Pearl [37], is one example for which DS theory is
not applicable. 
A Logic-Based Analysis of DS Theory 453 
from the Boolean formula for Bel(E/), that is, ~(Ei, E), requires disjointness 
of the Boolean formula. I show that computation of disjoint Boolean formulas 
is equivalent to the evaluation of the network reliability of a network defined by 
E or by ~(Ei, E). 
This analysis thus describes both how Dempster Shafer (DS) Theory can be 
assigned a logical semantics and propositional logic can be extended with an 
uncertainty calculus. This provides insight into how DS uncertainty measures 
can be assigned to reasoning systems based on logic, such as PROLOG rule- 
based systems, or truth maintenance systems [13, 18]. 
In the process of analyzing the relationship between DS theory and propo- 
sitional logic, the differences between DS theory and probability theory are 
clarified. With respect o probability theory, DS theory is shown to be a com- 
plementary (and different) means of assigning uncertainty measures to propo- 
sitions. It can be defined with respect o notions of logical provability, which 
probability theory cannot. This underlying notion of provability limits DS theory 
to situations where a notion of provability is appropriate. 
The second theoretical contribution consists of an exploration of the com- 
putational complexity of deriving DS Belief functions. The complexity of the 
problem underlying Dempster's rule of combination, as well as that of the 
problems underlying the logical approach proposed in this paper are stated. 
Because of intractability even for moderately sized problem instances, the use 
of approximation algorithms is proposed. We discuss incorporating some of 
the techniques for computing the reliability of networks, given the isomorphism 
between DS Belief function computation and network reliability computation. 
The third contribution is an examination of the issues related to implement- 
ing DS theory. I briefly examine implementations of DS theory, focusing on an 
algorithm based on a logical formulation which can be implementated within an 
Assumption-based Truth Maintenance System (ATMS) (de Kleer, [13]). Imple- 
mentations based on the traditional subset-relationship approach and hypertree 
embeddings are also discussed. Because of the computational intractability of 
these implementations, I describe implementations of restrictions of DS theory, 
and propose fficient DS belief functions approximation methods. 
The remainder of the paper is organized as follows. Section 2 briefly defines 
several important concepts in DS theory, including belief and plausibility func- 
tions and belief function updating. Section 3 introduces the logical notation. 
Section 4 defines DS theory in terms of this notation. 
Section 5 defines the computational complexity of deriving DS belief func- 
tions. In addition to showing the complexity of Dempster's rule for evidence 
pooling, I state results for computing the logical functions that correspond to 
the DS theory functions. Section 6 examines everal implementations of DS 
theory, based on domain restrictions of DS theory, hypertree mbeddings, and 
the ATMS. Section 7 discusses related work. Finally, Section 8 summarizes the 
conclusions. 
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2. DEMPSTER-SHAFER THEORY REVIEW 
Many good descriptions of DS theory exist, including Dempster [17], Shafer 
[53], and secondary sources (Prade [40], Pearl [38]). I state a few basic rela- 
tionships and refer the reader to the literature. 
In DS theory, a weight is assigned to elements as well as subsets of a set 
of focal propositions O = {01 . . . . .  Om }. The set of focal propositions, also 
called the frame of  discernment, consists of a set of exhaustive and mutually 
exclusive propositions. The assignment of weight to each element of the frame 
of discernment is called a basic probability assignment (bpa), A mass function 
O assigns weights to supersets of this frame of discernment, 0 :2  ° ---* [0, 1], 
subject o the following properties: 
Q(~)=O, and (1) 
O(0) = 1. (2) 
0EO 
There are several evidence-summarizing measures in DS theory induced by 
this mass function, which include Belief, Plausibility, and Commonality. 
.Belief is the degree of belief in proposition subsets from which 0 can be 
proven, or the subsets which necessarily support 0: 
Bel(0) = ~ 0(qa), (3) 
~__C0 
• Plausibility is the belief in subsets that do not disprove 0, or the subsets 
which possibly support 0: 
Pls(0) = 1 - ~ O(~) = 1 -Bel(~0).  (4) 
~oc_~o 
• Commonality is the degree of belief which can move freely to all the 
elements of 0, or the evidence focused on the supersets of 0: 
Q(O) = ~ o(~). (5) 
~_DO 
A Belief function can be defined independently of bpa's subject o the fol- 
lowing properties: 
Bel(40 = 0, (6) 
Bel(O) = 1, and (7) 
A Logic-Based Analysis of DS Theory 455 
Bel(01U ' ' -  UOk) ~ Z 
/C  {1,-..,k} 
(8) 
for every collection 01,. . .  ,Ok of subsets of O and every positive integer k. 
Plausibility and Commonality can then be defined in terms of belief. 
Information from distinct sources of  evidence over a common set O of focal 
propositions can be pooled using Dempster's rule of combination. Thus, for 
two focal propositions uch that 01 N 02 ---- 0, and two bpas, 61 and 62, the 
combined weight assigned to 0 is given by 
Z 61(01)62(02) 
6(0) = Olf'~2=O (9) 
1 - Z 61(01)Q2(02)" 
O~ nO2 =O 
The denominator f equation 9 is a normalising factor. Multiplication of 61 (01) 
and 62(02) is possible by assuming the independence of the weights. Equation 9 
is also denoted by the combination 61 @ ~2, and can be generalized to pooling 
evidence for an arbitrary number of bpa's, i.e. 6 = ~)im_-I 6i, as given by 
Z 61(01)62(02)''" Qra(Om) 
6(0) = o,o, =o . (10) 
1-  Z ~-Ol(O1)62(02)'''6m(Om) 
Oi =¢ 
Note that in equation 10 combination is possible only for non-contradictory 
evidence. Hummel and Landy [27] show that the problems entailed in pooling 
contradictory evidence can be avoided by introducing an additional bpa 60 such 
that 00(0) = 0 for 0 # q~, and ~0(~b) = 1. In this case, updating is possible for 
all bpa's satisfying the following definition: 
61 @~2 : ~0if y~ Q~(ODe2(Oj) = 1. 
O~ nOj =¢ 
Dempster's Rule of Combination defines an updated Belief function for a 
proposition 0 provable in terms of 01,. • • ,Ore as 
Bel(O)= (~Be l i )  (O), (11) 
if Bel and Beli are the Belief functions corresponding to Q and Qi respectively. 
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Figure 1. Hypergraph corresponding to a set of basic probability assignments 
{Pl, P2, P3, P4, P5 }. 
This equation assumes independence of focal propositions. 2 Viewed in set- 
theoretic terms, this sums the mass functions of all sets in which 0 is provable. 
A belief function is called Bayesian if each focal element in O is a singleton. 3 
For this restriction, Bel(0) + Bel(0) = 1 VO E O, and hence Pls(0) = 1 - 
Bel(0) ---- Bel(0). In this case, a belief function is an additive measure, and 
the combination rule (Dempster's rule, Eq. 9) is equivalent to Bayes' rule with 
conditional independence of propositions. 
In analyzing DS theory, representing a DS theory problem in hypergraph 
notation will prove useful. A hypergraph 3t2( V, ~) consists of a set V of ver- 
tices, and a set ~ of hyperedges, each of which is a set of vertices. The set 
V of vertices corresponds in DS theory to the set of atomic propositions; each 
hyperedge ~i corresponds to the constraint defined by bpa Oi, such that the ver- 
tices in gi correspond to the propositions assigned mass by Oi. Each hyperedge 
emphasizes the notion of a bpa being a constraint over a set of propositions. 
The hypergraph notation also helps show the relationship between DS theory 
and network reliability; the importance of this relationship will be made clear 
in Section 4.4. As an example, Figure 1 shows the hypergraph representing 
the set of atomic propositions {xi, x2, x3, x4, xs, x6 }, and basic probability 
assignment as given in Table 1. The weight assigned to each hyperedge in ~ in 
shown in the figure enclosed in a box. 
I now define what is to be computed using DS theory. Given an assignment 
of [0, 1] weights to a set O of focal propositions, the mass assigned to some 
proposition 0 C O (or set of propositions), and/or the Belief assigned to some 
proposition 0 c O (or set of propositions), is required. 
2 All approaches, e.g., Bayes nets, etc., usually make independent assumptions of one sort or 
another for computational tractability. 
3 See sharer [53] for a full description of Bayesian belief functions. 
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Table 1. Basic Probability Assignments o a Set of Focal Propositions 
Focal Proposition Measure Assignment 
Xl, X2, X3 ~1 
X3, X4, X6 Q2 
Xl, X 5 L03 
X5, X6 Q4 
X3 ' X5 Q5 
More formally, I define three problems which consist of computing: (1) a 
Belief function over a single bpa ~, DSb(O, Q, 0); (2) Dempster's combination 
of multiple bpa's ~', DSM(O, if, 0); and (3) the Belief function derived from 
the Dempster combination of bpa's, DSB(O, ~', 0). 
1. DS Belief Assignment [DSb(O, Q, 0)] 
Input: A focal proposition set O, a weight assignment Qover O. 
Problem: Compute the belief assigned to some set 0 E O, i.e., Bel(0) = 
E~_coe(~). 
2. DS Weight Assignment [DSM(O, 0", 0)] 
Input: A focal proposition set O, a set of weight assignments ~ over O. 
Problem: Compute the weight assigned to some set 0 E O, i.e., p(0) -- 
(~i Qi (0). 
3. DS Belief Assignment [DSB(O, ~', 0)] 
Input: A focal proposition set O, a set of weight assignments ~ over O. 
Problem: Compute the Belief assigned to some set 0 E O, i.e., Bel(0) -- 
(~)i Beli(O). 
Similar problems for plausibility and commonality functions can be defined. 
Strictly speaking, only the second problem, [DSM(O, ~, 0)], is a combination 
problem. The third problem, [DSB(O, ~, 0)], can be defined as computing 
[DSM(O, ~, 0)] followed by [DSb(O, ~, 0)]. 
3. PROPOSIT IONAL LOGIC REVIEW 
We use a propositional language that contains a finite set of propositional 
symbols and the connectives V, A, and -,, defining the connective ~ in 
terms of V and -- in the usual way. A propositional literal is a propositional 
symbol or its negation, x = {Xl, 2-T . . . . .  Xn } is a set of propositional literals. A 
clause is a finite disjunction of propositional literals, with no repeated literals. 
E = {El . . . . .  El } is a set of input clauses. 
For a clause of the form x-T V ~ V • • • V ~ V x' ,  x ~ is called the consequent 
and Xl . . . . .  Xm the antecedents. 4 A literal is just i f ied if it appears as a conse- 
4 I often represent a clause not as a disjunction of literals (e.g., ~1 V x2) but as an implication 
(xl :~ x2). This is done to unambiguously identify the antecedents and consequent. 
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quence in a clause. A Horn clause is a clause with at most one unnegated literal. 
For example, a Horn clause Ei can be written as Zi- V ~-~ V ~-S V .. • V Z~- V x, 
k>O.  
We call (~ a Boolean algebra over x. (B is closed under -7, V, and A, with 
=~ defined in terms of V and --~ in the usual manner. Wi is possible world i 
and is the conjunction of  the set of  n literals x 1 A X-2 /~ • • • /~ X n such that each 
variable occurs once, either negated or unnegated. "47 is the set of possible 
worlds. 
A conjunctive normal form (CNF) formula is a formula consisting of the 
conjunct of disjunctive clauses, e.g., x6 A (Xl Vxz)/X (~-~ VZ~-V~-~). A dis- 
junctive normal form (DNF) formula is a formula consisting of the disjunct of 
conjunctive clauses, e.g., x6 V (Xl Ax2) V (x-S A~-~ A ~--~). 
Given this propositional framework, we define two clauses that are derivable 
from E- -a  prime implicate and a support clause. A minimal support clause 
provides the notion of  provability necessary for characterizing DS theory in 
logical terms. 
DEFINITION A prime implicate 5 of  set E o f  clauses is a clause r [often 
called r (E )  to denote the set E o f  clauses fo r  which this is a prime 
implicate] such that 
• E ~ r ,  and 
• fo r  no proper subset r '  o f  r does E = r ' .  
We denote the set o f  pr ime implicates with respect o E by H. 
DEFINITION ~ is a support clause fo r  x with respect to E [often called 
~(x, r~y if and only if 
. zV:~,  
• x U ~ does not contain a complementary pair o f  literals (i.e., both 
x j and ~-]), and 
• E =x  U~. 
~* is a minimal support fo r  x with respect o E i f  and only i f  no proper 
subset o f  ~ is a support fo r  x with respect o E. 
Given a set Z of  clauses, the set of minimal support for E can be computed 
from II(E), but not vice versa (cf. Theorem 2 of Reiter and de Kleer [,$9]). 
In other words, H(E) = ~(Ei, E )V  Ei. Hence, the set H(E) must first be 
computed, and ~* computed from H(E). As a special case, a prime implicate 
s The dual to prime implicate (in Boolean algebra) is called a prime implicant. In switching 
theory, prime implicants are used, as the expressions are expressed in disjunctive normal form 
(DNF), whereas the expression is expressed here in conjunctive normal form (CNF). We use the 
prime implicate terminology toavoid confusion between the dual representations. 
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~rk with respect to a set of Horn clauses E corresponds to the union of a clause 
and its support clause, that is, ~rk = Ei O ~, if ~]i is a unit literal or Ei C 1] 
(cf. Reiter and de Kleer [49]). 
The set of  support for a literal is the disjunction of the support clauses for 
that literal, that is, ~(x, E) = V i~i(x, E). We denote the set of supports with 
respect o E by E. The set of  minimal support for a clause is the disjunction 
of the minimal support clauses for that clause. 
Minimal support clauses provide a means of characterizing simplest expla- 
nations (or proofs) (consistent with E) for a clause. Such a definition of sim- 
plest explanation is being used in several approaches to diagnostic reasoning, 
including (Reiter and de Kleer [49]. By definition, ~(Ej, E) is the smallest 
clause such that E = ~(E j ,  ~) ~ Ej. A simplest explanation is a conjunc- 
tion of literals for which no proper subconjunct is an explanation. Thus, if 
~(x, E) = ~-~ V~5 V~,  this means that xt Ax2 Ax3 is a minimal explanation 
or proof for x. This is formalized in Lemma 1 below. 
To model DS theory within this propositional logic framework, a restric- 
tion of the notion of minimal support is required. Mark a subset 6~ = 
{A1 . . . . .  At} Cx of the literals, such that all literals not in (i are derivable 
from those in 6t. These marked literals are called assumptions. This is accom- 
plished by ensuring that 
1. All assumptions occur as antecedents only; and 
2. All nonassumptions are justified by (a) an assumption or (b) a set of 
antecedents consisting of a mixture of assumptions and nonassumption 
literals. 
Using this notion of assumption, it is possible to show the following: 
L~MMA 1 All minimal support sets consist of assumptions only. 
This restricted support clause is called a label. A label for x, ~(x ,  E), is 
given by 
is a minimal support clause for x with respect o E 
J 
6 (7) 
Note that a label is a restriction of a minimal support clause to a minimal support 
clause consisting only of marked literals. If the clauses are propositional Horn, 
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the label can be represented in terms of prime implicates [49]: 
J3(X'~)=IA~AJ[([, jEa \Aj~aV AJJ VX) i s  a prime implicate of ~}.  
The minimal label set of a clause is a disjunction of the clause's labels. 6 
A minimal label set can be viewed as a DNF version of a minimal support 
set. For Horn clauses, the marked literals always appear negated in clauses 
(i.e., appear unnegated on the left-hand side of an implication). Hence they are 
negated in support clauses (CNF) and will appear unnegated in labels. 
This section concludes with a set of definitions that will be used in the de- 
scription of network reliability algorithms. We call the conjunction of the Ei's a 
Boolean expression 7 F, that is, F = A i=l ..... tel. Note that there may be many 
other expressions F '  that also compute such a Boolean expression F, where 
an expression F '  computes F if F'(x) = F(x) for all instantiations of x. For 
example, an expression composed of the set of prime implicates derived from 
the set E of clauses in F, Fn, also computes F. We define the cost of F as the 
number of clauses in F. A nonredundant expression 8 5: is an expression such 
that ~F computes F and no expression computing F has cost smaller than ~F. 
Example 3.1 
We represent each clause as a disjunction of the literals enclosed in square 
brackets. 
E = {[-~1, X2, XI2], [-~3, X4, X5, X13], [-~5, X14], IX6, X7, XS, XI4], 
[X7, XS, Xll, X15], [X9, "~10, X15], [XI2, X16], [3¢13, X161, [XI4, X17], 
[-~15, X17], ['~16, X17, 2(19], ['~17, XlS], [-~2, Xl8], [-'~'18, X19], [3~1, X17]} 
(8) 
I I(~) = {[-~1, Xl8], Ix1, x19], [2(1, XlT], [-~2, Xl8], 
[3~2, XI7, ..~13], [3C2, X17, 3(12], [-~2, "~16, X17], 
[Xls, .~5], [X17, -~5], [Xls, X9, Xl0], [X17, X9, -~10], 
[Xls, X7, XS,-,~I1], [X17, X7, Xs, Xll], 
[Xls, X15], [2~15, X17], [Xl8, X6, X7, Xs], 
[X17, X6, 9(7, X8], [Xls, 3(14], [X14, X17], [-~17, X18], 
6 Assumptions are assigned to every literal so that belief measures can be computed for every 
clause. This can easily be relaxed, but Lemma 1 will no longer hold; that is, some minimal support 
sets will consist of assumptions and literals. For such support sets measures may not be computed. 
7 This is standard CNF, the dual representation of traditional DNF Boolean expressions. 
s Sometimes referred to as a minimal expression. 
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[)ClS, X17, -~i3], [-~18, XI7, 3¢12], [3C18, -~16, XI7], 
[X19, 3C2], [X19, "~5], [X19, -'~9, XIO], 
[x19, x7, Xs, Xn], [x19, .~15], [x19, X6, -~7, Xs], 
[xt9, .~14], [xl9, .~17], [-~18, x19], 
[xls, -~19, -~13], [Xls, -~19, ~12], [Xls, .~16, -~19], 
[x17, -~19, -~13], [Xl7, -~19, £'12], 
[-~16, x17, .~19], [x16, £s, x4, -~d, [.~13, x16], 
[X16, Xl, X2], ['~12, X16], Ix9, X10, X15], 
[X7, XS, Xll, Xls], [-~6, )C7, X8, X14], [X5, XI4], 
[:rl, £2, xl2], [~73, x4, :~5, x13]} 
The minimal support set for given clauses is as follows: 
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~i ~(~i' ~) 
['~1] 
['~9' '~10] 
['rS' "~ld 
['~6' X7] 
['~7' XS] 
['~3' X4] 
[X17]' [XI8]' [X19]' ['~2' XI6]' ['~2' X12] 
[xl7], [xls], [xl9], [xls] 
[X 7, X17], IX 7, XIS], Ix 7, XI9] 
[xs, XlT], [x8, x181, [xs, xl9], [xs, xl4] 
IX6' X14]' Ix6' XI7]' IX6' XI8]' IX6' XI9] 
['~5' X13]' ['~5' X16] 
Example 3.2 
Consider the following example in which assumptions are assigned to each 
clause. 
~] ~--- {[Zl, Xl], [,A2, x4], x~, A--a, x2], X[X[X[X[~, A--a, x31, 
x[~-S, A---5, X4], [~4, A---6, x5], [~,  ~-~, Z7, Xs]} 
The minimal label sets assigned to the literals are as follows. 
Literal Label Set 
X 1 {A,} 
X2 {AI, A3} 
X3 {AI, A3, A4} 
x 4 {{A2}, {At, As} } 
X5 {{a2, A6},{AI, As, A6}, 
{AI, A2, A3, A7}, {AI, a3, As, AT}} 
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4. A LOGIC-BASED FORMULATION OF 
DEMPSTER- SHAFER THEORY 
In this section we show the logical analogues of various DS theory functions. 
We first define the correspondence of set-theoretic and logic-theoretic notions 
to understand the relationship between the traditional set-theoretic description 
of DS theory and the logic-theoretic description; we also discuss the role of the 
normalization function in DS theory. We then discuss the two distinct Boolean 
operations necessary to compute the DS belief function for a proposition x
within a logical setting: (1) computing the label set for x, $3(x, E); and (2) 
computing a disjoint Boolean expression from ~ (x, ~,). 
4.1. Logic and Set-Theoretic Definitions 
The correspondence b tween set theory and logic has been known for a 
long time; in particular, the logical analogues of the set theoretic operations 
underlying different uncertainty formalisms have been carefully studied. For 
example, Carnap [8] and de Finetti [12] have analyzed the logical foundations 
of probability theory. Similarly, Shafer [53] implicitly defined acorrespondence 
between set-theoretic notions relevant to subsets of O and logical notions. More 
precisely, as described by Shafer [53], we formulate the following definition. 
DEFINITION I f  01 and 02 are two subsets of  O, and ~"1 and E2 are the 
logical propositions corresponding to 01 and 02, respectively, then the 
set-theoretic notions hold if and only if the corresponding logic-theoretic 
notions hold, as shown in Table 2. 
In Table 2, 01 = 02 means that 01 is the set-theoretic complement of 02. 
4.2. The Question of Normalization 
The denominator f the right-hand side of Dempster's rule of combination 
[Eq. (4)], is a normalization function. In the following development of the 
logical correspondence of DS theory, we will ignore this normalization function. 
Table 2. Correspondence of Set-Theoretic and Logic-Theoretic Notions 
Set-Theoretic Logic-Theoretic 
01 A 02 X 1 A X 2 
02 O 02 X I V X 2 
01 = 02 Xl =* •2 
01 = 92 Xl = ~ Z2 
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There are two reasons for doing this: First, the normalization function has 
been shown to be irrelevant [27] in the sense now described. Hummel and 
Landy describe a state of belief in DS theory, as defined by a bpa Q, in terms 
of (gE, •), where 91~ is a monoid and ® is the (normalized) combination 
operation. They show that an unnormalized space of belief states (gE', @ ') can 
be homomorphically mapped onto (ffr~, @), and is less cumbersome and more 
easily understood. All operations can be done in (gE', G ')-space without loss 
of generality, and can be mapped into the original (gY~, ®)-space if necessary. 
For the purposes of this paper, ignoring the normalization function simplifies 
the discussion and does not involve any loss of generality, as the normalization 
function can be modeled in logical terms by a simple extension of our analysis. 
Second, the normalization function is controversial because there are some 
situations in which it gives counter-intuitive results. One case is the Three Pris- 
oner's paradox, as discussed at length by Pearl [39]. A second case arises when 
pooling near-contradictory evidence. Zadeh [63] demonstrates the counter- 
intuitive results which can be obtained in such cases. We briefly discuss the 
reasons for these counter-intuitive r sults in Section 8. 
Using the normalization function can be thought of as adopting aclosed word 
assumption, 9 in which it is assumed a priori that the frame of discernment O is 
exhaustive, including all possible propositions, and excluding no propositions 
relevant to O. Shafer [53], among others, adopts the closed world assumption. 
The converse of a closed world assumption, an open world assumption, al- 
lows the existence of unknown propositions (and a corresponding assignment 
of mass to such propositions). Hence, the open world assumption ignores the 
normalization function by assuming that O is not exhaustive. Smets [59] and 
Hummel and Landy [27] advocate an open world assumption. Note that the 
property entailed by equation 1 (Q(fl) = 0) and by equation 6 (Bel(0) = 0) 
involves accepting the closed world assumption. 
The choice of a closed or open world assumption affects the measures as- 
signed following belief updates. A closed world assumption ensures that, fol- 
lowing evidential updates, the total mass assigned to the consistent propositions 
is 1, since Q(0) : 0. This is guaranteed by the use of a normalisation function. 
An open world assumption, in contrast, entails assignment of a weight of less 
than 1 to the consistent propositions, because of the assignment of increasing 
mass to the empty set 13 as more contradictions are discovered. Consequently, 
the belief (and plausibility, commonality, etc.) measures decrease. Implemen- 
tations based on an open world assumption are subject to roundoff error as 
belief assignments approach zero. However, they avoid the counter-intuitive re- 
suits introduced by the normalization function when pooling near-contradictory 
evidence. 
9 The closed-world assumption has been formalized logically by Reiter [48]. 
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4.3. Logical Correspondence of Dempster-Shafer Theory 
In this section we make the logical correspondence explicit and use it to 
compare and contrast the manipulation of DS belief functions with certain logic- 
theoretic manipulations. There are certain aspects of DS theory that do not occur 
in logic. These include the following. 
• Two arbitrary propositions (e.g., Oi and O j) in DS theory can be defined 
(external to the logic) as being contradictory. 10This is equivalent to two 
arbitrary logical clauses (e.g., Ei and E j) being contradictory. 
• DS theory can be used to pool multiple bodies of evidence. Since Demp- 
ster's rule is commutative, this pooling can be done dynamically and in 
any order. Logical resolution is typically considered not to be a dynamic 
process, in that the set of clauses to be resolved typically does not change 
dynamically. In other words, logic traditionally assumes a fixed set of 
clauses. We show the changes necessary to update a database consisting of 
propositional logic clauses. 1l
We now show the correspondence of set-theoretic notions and propositional 
clauses, of symbolic belief functions and minimal support clauses, and of the 
belief function combination rule @ and minimal support clause combination. 
We start out by defining a set of DS theory focal propositions 0 = 
{O1 . . . . .  On} and corresponding logical propositions (or clauses) E = 
{El,-.., Ell}. Thus, within the Boolean algebra (B, a subset :D C $ of mu- 
tuaUy exclusive and exhaustive oppositions is defined as the frame of discern- 
ment. To each focal proposition a measure is assigned that defines a set of n 
bpa's {pl, p2 . . . . .  all }- In the logical framework, the symbolic representation 
for #i is assumption Ai, such that the symbolic representation f the bpa is 
(i = {A1 . . . . .  All}. There is a corresponding logic-based version of weight 
assignment to a: 2 ° ~ [0, 1], namely, p: 2 a --o [0, 1]. Thus, we might have 
the clauses and associated bpa's: 
~-T V~-~ VA1Vxs :  p(At) =0.6  p(AO =0.4  
X~- VX-~ VA2 Vx6: p(A2) = 0.8 p(A2) = 0.2 
Given this framework, the method of evaluating the mass assigned to a sup- 
port clause is first defined: 
DEFImTIOn The mass assigned to a minimal support clause ~(~,, ~) is 
given by 
O(~(Ek, E)) = H p(Aj) (9) 
Aj E~(Ek, r.) 
I0 More precisely, they can be defined to be mutually exclusive. 
11 We will use the fact hat since Fis also computed by Fn, one need only maintain FII and can 
update II and "ignore" F. 
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For example, for a support clause ~(X7, ~) = A2 V A4, we have 
0(~(x7, ~)) = p(Ag)p(A4). 
We now show that the support clause for a literal is equivalent to a symbolic 
representation f the mass assigned to that literal. 
LnMMA 2 The belief assigned to a proposition 0 (which has correspond- 
ing logical clause Ek) can be computed from the minimal support clause 
for Ek; that is, 
Bel(0) = O(~(Ek, E)). 
Note that all logic-theoretic correspondences to Q(0) and Bel(0) are Boolean 
expressions which, in general, are not necessarily disjoint. A DNF Boolean 
formula is disjoint if each pair of conjunctive clauses is disjoint. A pair of 
conjunctive clauses are disjoint if, for each variable common to the clauses, say 
x j, one clause contains the variable and the other contains the negated variable 
Xj. 
Dn~rnoN Given a CNF Boolean expression F consisting of a set of 
clauses F I . . . . .  F q, a disjoint CNF Boolean expression F', computed from 
an expression F [i.e., F'  = disj(F)] consists of a set of disjoint clauses 
F~ . . . . .  F'  t such that disj(F) computes F. 
An analogous definition exists for DNF expressions. 
A disjoint expression is necessary for the evaluation of the correct mass or 
belief assignment to a disjoint form. If it is not disjoint, the Boolean expression 
must be expanded until it is. 
The label sets assigned to clauses are in DNF form [ef. Eq. (7)]. To evaluate 
the measure assigned to a label, the measure assigned to the expression for the 
label must be evaluated. The mass assigned to a DNF formula is given by the 
following definition. 
DEFINrnoN The mass assigned to a DNF formula 
F= v AAi 
Fj EF Aj EFy 
is given by 
o(F) = V A p(Ai) 
V~ Edisy(F) Ai EF~ 
A well-known example of the need for disjointness to add uncertainty mea- 
sures for unions of events is the probabilistic restriction (Bayesian Belief func- 
tions). In this case, it is well known that 
Prob {,4 U B } = Prob {A } + Prob {B } - Prob {A }Prob {B }, (15) 
466 Gregory M. Provan 
i 
X I 
x$ 
x 
5 
zlAx2 ~-] =#xa 
:gaA:r4 ~ =¢,x6 
Xl ~ xs 
Q Random switch which is operative with probability #i 
Figure 2. Random switch model of a proof graph corresponding to the given logical 
clauses. 
and that 
Prob{A UB} -- Prob{A } + Prob{B} (16) 
only if A n B = O, i.e., A and B are disjoint. 
The expansion of a Boolean expression to its disjoint form corresponds to a 
network reliability computation, and is described in section 4.4.2. Hence the 
right-hand-side of equation 15 is the disjoint expansion of the left-hand-side; if 
A and B are not disjoint, substituting probabilities into the expression on the 
right-hand-side of equation 16 will give the incorrect answer. 
In DS theory, belief function combination is done according to Dempster's 
rule of combination (equation 11), and is summarized as Bel(0) -- @ i Beli(0). 
Dempster's rule can be thought of as summing the disjoint proof paths in the 
proof for 0. Pearl [39] uses the analog of a random switch, which assigns mass 
for a fraction 0 < p < 1 of the time and no mass for the fraction (1 -p )  of the 
time. The fraction of time the switch is active gives the probability that a proof 
path remains uninterrupted. For a literal with many proof paths, the probability 
assigned to the literal is the sum of the proof path probabilities. However, in 
order to sum the individual proof path probabilities to find the probability that 
a literal is provable, pairwise independence of the paths is necessary. Figure 2 
shows a random switch model for a proof graph. 12 In the figure Prob(x6) can be 
computed by summing its two proof paths, giving the probability (61 02 + 63 64). 
If 6(x5) is defined for the literals {x3, xs}, then the proof paths for x6 are no 
longer disjoint, as there is a shared sub-path. Hence, the weight assigned to x6 
is not given by the proof path-set 06 = 01 02 ÷ 0165 04 ÷ 02 64, but by the disjoint 
version of the proof path-set. The derivation of this disjoint form is given in 
Appendix A. 
12 This example is taken from [50]. 
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We now show that in addition to computing mutually independent activity 
times for proof paths, mass function or belief function combination can also be 
explained in terms of support clause computation. 
LEMMA 3 Dempster's rule for Belief combination, 
Bel(O) = (~i Beli) (O), (17) 
corresponds to computing BeI(Ej), the measure assigned to a disjoint 
form of ~(Ej, E), where Ej is the clause corresponding to O. 
Note that in the more general case in which arbitrary Oi and 0) may provide 
conflicting information, DS theory cannot assign weight to a "contradiction", 
and so all information pooling must be done over non-conflicting subsets. In a 
strict logic-based formulation, the fact that xi and xj are contradictory must be 
explicitly encoded as a clause, so that their conjunction cannot be created in any 
support clause. Hence the clause ~(Xk A Xt) (which is equivalent to (~- V x-7)), 
can be created. In the formulation involving assumptions, contradictory propo- 
sitions Oi and Oj can be modeled by the corresponding assumptions Ai and 
Aj being contradictory, i.e., Ai A Aj =¢. [3, where [] denotes a contradiction. 
For conflicting information, Dempster's rule of conditioning can be used to 
condition on the noncontradictory evidence. 
Dempster's rule of conditioning is as follows [53]: 
LEMMA 4 Suppose Bel' is given by 
Bel'(01) = [ 1 if 02 C 01 
t 0 if 02 ~ 01 
and Bell is another belief unction over O. I f  Bel and Bel' are two 
combinable belief unctions, let Bel( • 102) denote Bel • Bel'. Then 
m m 
Bel(01102) = Bel(Ol U 02) -_Bel(02) (11) 
1 - Bel(02) 
for all 01 c O. 
Hence if 02 is a contradictory proposition, then conditioning on 02 is done. 
No normalization is necessary for an open-world assumption. Note that Eq. 
(11) is a special case of Eq. (6) with Bel'(O2) = 1. 
The assumption of a closed world requires a simple extension of the preceding 
discussion. The only requirement is a renormalization of the belief functions 
based on the weight assigned to the null set G3 (i.e., to contradictions). In
this case it is assumed that no weight is assigned to unknown propositions. 
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Hence, whenever contradictory propositions are assigned mass, this mass must 
be assigned to ~ and all belief assignments renormalized to ensure that the 
total mass has measure 1. 
Given these Boolean expressions, they must now be made disjoint. We discuss 
this process in the next section. Once a disjoint Boolean expression has been 
obtained, the belief measure can be obtained by substituting in the measures 
for the basic probability assignments. 
4.4. Computing Disjoint Boolean Expressions 
The process of making Boolean expressions disjoint can be better understood 
in graph theoretic terms. Note that this graph theoretic notation is a restriction of 
the hypergraph notation (cf. §2) to hyperedges with two vertices. We describe 
the necessary notation in the following section. We also use this notation to 
describe the isomorphism between ensuring the disjointness of expressions for 
DS belief functions and for network reliability measures, and more generally 
the isomorphism between belief function computation and network reliability 
computation. 
GRAPH-THEORETIC NOTATION. We use the following well-known correspon- 
dence: 
LEM~tA 5 Any Boolean expression F has an associated graph 9(V, E) con- 
sisting of vertices V and edges E. 
There are several methods of constructing ~ from F. For example, we may 
assume aBoolean literal xi to correspond to an edge Ei, and a logical connective 
( V, A ) to correspond to a vertex that joins two or more edges between the 
corresponding components a  follows: an A connecting two literals (or clauses) 
corresponds to an edge connecting two vertices (or vertex sets) in series, and 
an V connecting two literals (or clauses) corresponds to an edge connecting 
two vertices (or vertex sets) in parallel. The direction of the edges corresponds 
to the direction of implication for the clauses. 
A path consists of a connected sequence of distinct edges. We call 8 a path 
between vertices and t in the event hat all edges in the path are functioning. 
A minimal path is a path the deletion of any edge of which renders the path 
disconnected. A subgraph gt(V', E') of g(V, E) is a graph such that V' c_ V 
and E' C_ E. A connected graph has at least one path between every pair of 
vertices. A cutset of a graph g is a subgraph of g the removal of any edge (or 
vertex) of which renders g disconnected. 
There are two additional well-known correspondences between agraph g and 
the corresponding set of clauses ~. The first is for an expression F expressed 
in CNF. 
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Figure 3. Graphs corresponding tocircuit diagnosis formulas. 
LEMMA 6 The set of prime implicates H(E) for a CNF Boolean expres- 
sion F defines a set of paths through the corresponding graph 9. 
If F is expressed in DNF, then we obtain 
LEMMA 7 The set of prime implicates II(E) for a DNF Boolean expres- 
sion F defines the cutsets of the corresponding graph 9. 
Example 
The graph corresponding tothe nonredundant CNF expression for the circuit 
diagnosis example described in Section 6.1 is shown in Figure 3a. The CNF 
expression is (~/A~ V f/M~ V ~/M2) A (~A, V ~A2 V ~Ml V OM3)" The graph corre- 
sponding to the nonredundant DNF expression is shown in Figure 3b, which 
depicts the minimal paths derived from the example. These graphs are inter- 
convertible. By finding the edge cuts containing the minimum number of edges 
for the graph shown in Figure 3a, we can obtain a minimal cut representation 
shown in Figure 3b. Note the graph-theoretic relationships between the diag- 
nostic notions of minimal conflict sets (minimal cutsets) and minimal candidates 
(minimal paths). 13 
NETWORK RELIABILITY COMPUTATION. Network reliability describes a set 
of techniques for analyzing computer and communication networks. The net- 
work reliability problem can be described as follows. The input is a Boolean 
expression F (which describes a network in which each literal represents a 
network component) and a [0, 1] assignment of weights to Boolean variables 
(which corresponds tothe probability that the component x is functioning). The 
network reliability problem is that of computing the probability that the network 
(or a portion of the network) is functioning. 
13 See Section 6.1 for a short description fdiagnostic reasoning. 
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Correspondence of Boolean and Network Reliability Forms 
for Disjoint Boolean Formulas 
Boolean Form Network Reliability Form 
xi 1 - p(xi) 
~i p(xj) 
A Arithmetic product 
X/ Arithmetic sum 
Network reliability is a restriction of DS theory to Bayesian belief unctions. 14 
This is because all the focal elements are singletons. For this restriction, Bel(0)+ 
Bel(/~) ---- 1 V0 E O, and hence PI(0) --- 1 - Bel(0) = Bel(0). In logical terms, 
each clause consists of two literals, and hence a network reliability problem 
is an instance of 2SAT, the SATISFIABILITY problem with two literals per 
clause. 
If this problem is framed in graph theoretic terms, the weighted Boolean 
expression corresponds to a weighted graph. For a general DS theory problem, 
we have a weighted hypergraph. Hence, the network reliability problem in 
graph theoretic terms corresponds to computing the probability that a set of 
vertices can communicate with one another (i.e., the probability that a path (or 
set of paths) exists between the specified vertices). The set of support for a 
proposition x corresponds to the set of paths in the graph to x (for F expressed 
in DNF), or the cutsets which disconnect x from the graph (for F expressed in
CNF). Hence it is obvious that network reliability measures and Bayesian belief 
functions compute xactly the same thing: both compute the probability that a 
(proof) path to a proposition exists in a graph. 
A disjoint Boolean expression disj(F) and the equivalent DS belief function 
(or system reliability) formula are termwise identical. The operations necessary 
to convert disj(F) to a DS belief function formula are given in Table 3. 
We note this correspondence b tween computing DS belief functions and 
computing network reliability because the latter problem has been carefully 
studied for many years, and we will use results derived by the network reliability 
literature in Section 5. 
Several methods have been developed for computing network reliability. The 
computational pproaches fall into three categories of techniques: 
1. Path/cutset numeration methods 
2. Pivotal factoring/decomposition 
3. Topological decomposition 
Each approach simply ensures that pairwise disjointness is ensured in the 
reliability computation. For example, the path/cutset numeration approach en- 
sures that no pair of paths or cutsets have an overlap (i.e., must not share a 
14 See Shafer [53], p. 44 ft., for a full description fBayesian belief unctions. 
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subpath), which would make the pair nondisjoint. Each of these techniques i
briefly discussed in Appendix A. 
4.5. Belief Function Algor i thm 
We now describe abelief unction algorithm in terms of the logical operations 
we have defined. The input is the tuple (E, (~, p) and a clause Ek for which we 
want to compute a belief function. In implementing Dempster's rule within a 
logical perspective, it is important (1) to ensure null intersection with contradic- 
tory propositions, as Dempster's rule sums over only consistent propositions, 
and (2) to ensure disjoint Boolean expressions. The algorithm for implementing 
Dempster's rule is as follows: 
1. Compute the label for Ek, ~3(Ek, E). This is done by computing the set 
II(E) of prime implicates, from II(E) determining the set of support for 
Zk, and converting the set of support to a label set. We refer to the label set 
as a disjunction of labels ~i(~'~k, E), that is, £(Ek,  E) = Vi~i(~k,  E), 
where each ~i  = AjAj. 
2. Account for contradictions, which we call (I). A contradiction consists of 
a conjunction of two or more sets of propositions, where • is the set 
of contradictions. The contradiction-free Boolean expression required is 
,C(Ek, ~) n (-~)). 
3. Compute a disjoint Boolean expression, disj[£(Zk, E) ~ ( -~)] .  
4. Compute the belief assignment, using Definition 4: 
Bel(~,k) = p(disj[£(Ek, E) N (-~(I))]) 
= V A  (Ai) 
Zt 6disj[.~(~k, ~,)n(~4))] Aj 6Zt 
5. Substitute mass functions for the Ai's to calculate the belief function for 
Ek using Table 3. 
If normalization is required, then the normalization is as given by Eq. (4), 
where the normalized belief expression is K - l  Bel(E~), and K is given by 
K -- 1 - Bel{¢} 
= 1- V A o(Ai) 
Zt 6disj(¢) A/EZI 
This operation can be considered to be computing belief by conditioning on 
the absence of contradictions, using Dempster's rule of conditioning: 
Bel(Ek [~(I)) = Bel(Ek U ~) - Bel(~) 
1 - Bel((I)) 
Note that normalization is not necessary for an open-world assumption. 
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An example of the operation of this algorithm, as implemented within an 
ATMS, is presented in Section 6.1. 
5. COMPUTATIONAL COMPLEXITY 
5.1.  Complex i ty  Resul ts  
We now summarise the complexity results for (1) the overall problem of 
computing belief functions, and (2) that of the subproblems of the DS belief 
function algorithm presented in the previous section. Because computational 
complexity is not the main focus of this paper, we will cite results obtained 
elsewhere. Instead we focus on discussing the implications of these results. A 
full treatment of these complexity issues can be found in [44] and [36]. 
The complexity of updating using Dempster's rule, e.g., computing exact DS 
belief functions for multiple bpas, has not been closely studied beyond noting 
that such a computation is exponential in the size of the frame of discernment 
O. 15 The number of subsets of O increases exponentially with ]OI, and the 
normalizing function can sum over all of these subsets, so computing a single 
normalization function can be computationally expensive. 
In the following discussion of complexity results, familiarity with the con- 
cepts of P, NP, and NP-completeness i  assumed. Roughly, the class P is the 
class of problems olvable in polynomial time, and the class NP is the class of 
problems olvable in polynomial time by a nondeterministic uring machine. 
NP-complete problems are the most difficult problems in NP. Unless P -- NP, it 
is assumed that NP-complete problems are intractable for all practical purposes. 
In addition, functions will be shown to belong to the class #P. Intuitively, the 
class #P contains a set of enumeration problems. For example, the enumera- 
tion problem associated with SATISFIABILITY is to compute the number of 
satisfying assignments. A #P-complete function f is one which belongs to the 
class #P [61], and every other function in #P can be computed by a determin- 
istic polynomial time Turing machine using f as an oracle. The class #P is at 
least as intractable as the class NP, and contains everal enumeration problems 
the decision versions of which are NP-complete, such as SATISFIABILITY, 
CLIQUE, and HAMILTONIAN CIRCUIT [61]. Completeness of a problem 
(P for the complexity class #P indicates that (P is more intractable than an 
NP-complete problem, since #P contains harder problems than NP. 
Suppose under a frame of discernment, 6 mass is assigned to k propositions. 
Computing the Belief (or Plausibility) assigned to a set O relative to O can be 
15 Barnett [5] stated that the complexity of the problem grows exponentially in the number of 
evidential sources, but never proved this complexity result, a point he noted in a footnote in [5]. 
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done in O(k) time, since at most k masses will have to be added. Hence, given 
a single bpa, computing the Belief (Plausibility, etc.) assigned to a proposition, 
the problem DSb(O, 0, O) is O(k). This is because disjointness i assured by 
every pair of weights in the bpa being mutually exclusive and independent. For 
multiple bpa's, this disjointness i not certain. The number of subsets which 
must be counted to pool evidence is also greater than in the case of a single 
bpa. Using these intuitions, Theorem 1 shows the combination ofevidence using 
Dempster's rule (equation 9) to be the computationally expensive aspect of DS 
theory. 
THEOREM 1 It is a #P-complete problem to compute the DS Weight 
Assignment, [DSM(O, ~, 0)] and DS Belief Assignment, [DSB(O, ~, 0)] 
functions. 
The proof for this theorem is given in [44] using a reduction from CON- 
NECTEDNESS RELIABILITY, the #P-completeness of which is proven in 
[46]. Given a graph g, CONNECTEDNESS RELIABILITY is a function (de- 
fined for network reliability problems) which computes the probability that there 
is a path of operative dges from a given vertex u in g to every other vertex 
in 9. This reduction is relatively simple, given the close relationship between 
computing DS Belief and network reliability measures. Orponen [36] has in- 
dependently proven this result, using a reduction from #SATISFIABILITY, 
a function which computes the number of satisfying truth assignments for a 
Boolean formula F. 
Because Dempster's rule is a #P-complete function, it is unlikely that a 
polynomial-time algorithms exists for this function unless P -- NP. Hence, 
it is unlikely that the logic-based algorithm just presented is polynomial-time. 
However, it might be that, given the labels for the propositions, the Belief 
computations are simple. This turns out not to be the case. We formalize this 
as follows. 
The Belief function algorithm can be divided into two main steps: (1) com- 
puting the label set ~,  and (2) from ,13 computing the Belief assigned to a 
proposition, which necessitates computing the disjoint Boolean expression from 
the label for the proposition. The corresponding sub-problems are defined as 
follows: 
DEFINITION DSBz (Dempster-Shafer Belief Label Computation) Given 
a set E of  clauses, determine the set of labels ~3 for the database literals. 
DEFINITION DSBD (Dempster-Shafer belief disjointness computation) 
Given (£ ,  ~ ,  compute the disjoint belief assigned to a literal x or clause 
We now define the complexity of these two problems. 
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THEOREM 2 Given a set ~ of  clauses, a set (t of  assumptions and a set 
x of  literals, computing the minimal assumption-based label set for a 
literal xi E x with respect o ~, ~3 (xi, E), is NP-hard. 
In addition to the NP-completeness of Theorem 2 [45], Lemma 8 provides 
upper and lower bounds for this problem for almost all Boolean expressions 16
[45]. 
LEMMA 8 (DSBe) Generating the label set for a set x of  literals with 
respect o a set E of  clauses is of  complexity exponential in the number 
n of  literals for almost all propositional expressions F.
This lemma states that almost all expressions have the same order of growth 
as for the most complex expression, i.e., that almost all Boolean expressions 
must have a label set whose size is exponential in the number of literals. Hence, 
for almost all problems, determining a O(2 n) label set will take O(2 n) time, 
and storing such a label set will take O(2 n) space. 
The disjointness computation problem DSBD is of worst-case complexity 
exponential in the number of vertices (i.e., of underlying literals in the cor- 
responding Boolean expression) or paths (i.e., of prime implicates 71-, 17 in the 
corresponding Boolean expression) [47]. Furthermore, in practice the largest 
networks which can be solved in a reasonable amount of time contain on the 
order of 50 vertices ([4], [41]). This can be stated as follows: 
LEMMA 9 (DSBD) Generating a disjoint expression from the label set 
~3(E) computed from the original expression F = A i~i is of complexity 
exponential in the number n of literals or m of  labels, in the worst case. 
In terms of computing DS belief functions, this means that even given the 
label set associated with a set of database literals, computing the DS belief for 
these literals is unlikely to be of complexity polynomial in the number of literals 
unless P -- NP. 
5.2 .  D iscuss ion  
The intractability of the problem of computing DS belief functions (assuming 
that mass or belief combination is required) was noted in Theorem 1. In addi- 
tion, the logic-based method proposed in this paper consists of two intractable 
steps, label generation and disjoint expression computation. For cases in which 
16 A property issaid to hold for almost all the functions of the algebra of logic if the proportion 
of functions of n variables which do not satisfy this property (among all the functions of n variables) 
tends to zero when n --* oo. See [66] for details. 
t7 A prime implicate x for a propositional Horn expression can be defined as the disjunction of 
a literal x and the label for x, i.e., x = x V .~x). 
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the support sets are used for purposes other than the calculation of DS Belief 
functions (e.g., using the support sets to facilitate diagnostic reasoning [14]), 
this is a reasonable approach. However, if belief function computation from 
a database of logical clauses is the primary objective, then the use of some 
network reliability algorithm (or of a Belief function algorithm which does not 
compute labels) is more efficient, because computing the label set £ for a 
database Is and computing belief functions from L/is less efficient han comput- 
ing the belief functions directly. The list of negative complexity results (from 
the point of view of the existence of polynomial-time algorithms) concurs with 
reports of practical experience for network reliability problems. ([4], [41]). 
Hence it appears that it is unlikely that there exist polynomial-time algorithms, 
or that large network reliability problems can be exactly solved efficiently. This 
implies that computing Belief functions for even moderately-sized frames of 
discernment cannot be done efficiently. 
6. IMPLEMENTATIONS OF DEMPSTER-SHAFER THEORY 
Implementations exist both of full and of restricted cases of DS Theory. 
However, because of the computational complexity associated with combining 
mass and Belief functions, many of these implementations are restrictions of DS 
theory to ensure tractability. This is not meant o be a comprehensive r view 
of DS theory implementations, but focuses primarily on a description of the 
implementation f DS Theory based on logic, as the relation between logic and 
DS Theory is the primary objective of this paper. To date, the logic-oriented 
implementations of full DS theory are all based on the Assumption-based TMS 
(ATMS) of de Kleer [13]. 
6.1. ATMS-Based Implementations of Dempster-Shafer Theory 
ATMS-based implementations of full DS theory have been done indepen- 
dently by Provan [42, 43] and Laskey and Lehner [32]. In addition, Pearl [39], 
although e has not implemented a system, describes the semantic orrespon- 
dence between the ATMS and DS theory in a manner almost identical to the 
ones presented by Provan and by Laskey and Lehner. 
In describing these implementations, some ATMS terminology must be in- 
troduced. The ATMS is a database management system that computes for a set 
E of propositional clauses a set of support (called a label) for each database 
literal in terms of assumptions, a distinguished subset of the database literals. 
~g This computation, as shown by Lemma 8is exponential in the size of the database. 
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Figure 4. Circuit with faulty components. 
F 
10 
G 
• 12 
The assumptions, which we denote by (~ = {A1 . . . . .  At }, are the primitive data 
representation f the ATMS. The labels for literals thus summarize "proofs" 
in terms of a Boolean formula consisting of assumptions only. Hence an ATMS 
label is a restriction of the support set (defined earlier) to assumptions. The 
ATMS-based implementations a sign mass only to assumptions. Additionally, 
for most problems the ATMS is restricted to Horn clauses, as it slows consid- 
erably with non-Horn clauses. 
The ATMS records contradictions in terms of a conjunction of assumptions 
called a nogood. By ensuring null intersections of all labels with the set of 
nogoods, the ATMS maintains a consistent assignment of labels to database 
literals. The ATMS can incrementally update the database labeling due to the 
introduction of new clauses. This is accomplished by storing the entire label set 
to avoid recomputing it every time it is needed. 
A typical problem for which an ATMS is used is circuit diagnosis, such as 
that done by GDE (de Kleer and Williams [14]). The circuit analyzed by de 
Kleer and Williams [14] consists of multipliers M1, M2, and M3 and adders 
AI and A2, as shown in Figure 4. Assumptions can be (1) each component is
working, where 9~A~ signifies that adder Ai is functioning correctly, and ~Mi 
signifies that multiplier Mi is functioning correctly, or (2) input data such as 
A --- 3, B -- 2. In the course of diagnosis, an assumption like 9~M2, "M2 is 
working," may be proved incorrect. For the circuit in Figure 4, the output at F 
is 10 instead of 12, implying that some combination(s) of Ml ,  M2, M3, AI, 
and A2 is (are) faulty. In GDE, the ATMS identifies hypothesized sets of circuit 
components whose faulty behavior could cause discrepancies between predicted 
and observed circuit measurements. Taking observations at points like X, Y, 
or Z narrows the set of diagnoses consistent with the observations and guides 
future decisions about where to make further eadings. A solution consists of 
a set of faulty multipliers and adders that explains all the observations. 
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Given the set of input clauses and assumptions, the ATMS computes 
what de Kleer and Williams call minimal conflict sets, which are the labels 
for circuit malfunctions. The two conflict sets are represented logically as 
"~(~A, A ~)~Mt A ~)~M2) and ~(ff~Al A 9ZA2 A ~M1 h ~M3)- Hence, the mal- 
functioning of the circuit shown in Figure 4 can be explained by the simultane- 
ous malfunctioning of AI, Ml ,  and M2 or of A1, A2, Ml ,  and M3. 
It is immediately obvious that the ATMS can be used to compute the symbolic 
representation f belief functions as described earlier. I give a brief description 
of the algorithm and refer the reader to the relevant papers (Provan [40] and 
Laskey and Lehner [32]). One drawback of the ATMS is that it computes 
support sets for literals only. Hence, Belief measures can be computed only for 
propositions that are literals. 
ATMS-BASED BELIEF COMPUTATION ALGORITHM Consider the process of 
computing Bel(x) for some literal x. The necessary steps are: 
1. Compute a DNF Boolean expression from the label set for x. If the label 
set consists of I separate labels, ~(x ,  E) = {~l(x)  . . . . .  ~t(x)}, this is 
given by 
£ (x ,~)= V A Aj 
,~iE*~ AjE,~i 
2. Account for nogoods. A contradiction-free Boolean expression required 
is £(x,  E) N (~) .  
3. Compute a disjoint Boolean expression disj(£ (x, E) N ( -~)) .  
4. Substitute mass functions for the Ai's to calculate Bel(x). 
EXAMPLE 6.1 A set of clauses, represented both as implications and in tradi- 
tional clausal form, is 
A1 ==}Xl A~ Vx1 
A2 ~ x4 A2 V x4 
xl AA3 =~x2 
x2 A A4 =~ x3 
x~ AA5 ~ x4 
x4 A A6 => x5 
X--i- VA3 VX2 
~-VA4 VX3 
VA5 VX4 
x--~ VA6 VX5 
X 2 AX4 AA7 =*X5 x~ VX~-VA7 VX5 
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The masses assigned to the assumptions are: 
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Assumption Mass 
A I 1.0 
A 2 0.8 
A 3 0.5 
A 4 0.7 
A 5 0.8 
A 6 0.6 
A 7 0.9 
A 8 0.4 
The label sets the ATMS assigns m the literals are: 
Literal Label Set 
Xl {A1} 
x2 {AI, A3} 
x3 {A1, A3, Aa} 
x 4 {{A2}, {A,, A5} } 
X5 {{A2, A6}, {AI, As, A6}, 
{A,, A2, A3, A7}, {A,, A3, As, AT} } 
The computation of the Belief expressions for (and hence Belief assigned to) 
these labels is trivial except for the expressions for Xs: 
Bel(x5) --- 0({{A2, A6}, {A,, A5, A6}{A1, A2, AT, A3}, {A,, A3, As, A6}}) 
= p((A2 AA6) V(A1 AA5 AA6) V(A1 AA2 AA7 AA3) 
V(A1 AA3 AA5 AA6)) 
= #(A2)p(A6) + p(Z I)p(As)p(A6) 
- p(A1)o(A2)p(As)p(A6) + o(A1)p(A2)o(A3)p(AT) 
+ 0 (A 1 )p(A 5)o(A 3)P (A 7 ) - P (A 1 )P (A 2 )0 (A 3 )p(A 5)P (A 7 ) 
- p(A 1 )p(A 2 )p(A 3)p(A 6 )p(A 7 ) - -  p(A 1 )p(a  3)p(A 5)p(A 6 )o(A 7 ) 
+ p(AI)p(Az)p(A3)p(A5)p(A6)o(A7) 
= 0.746. 
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Literal Belief 
x 2 0.5 
x 3 0.35 
x 4 0.96 
x 5 0.75 
As mentioned earlier, the ATMS can dynamically update the label sets as- 
signed to literals follows the introduction of new clauses. This means that the 
belief assignments o literals can also be dynamically updated. 
In a logical framework, the label set for a set x of literals can be incre- 
mentally updated by support clause updating. For example, if the database is 
updated by a clause x5 A x7 ~ Xs such that x5 and x7 have already been as- 
signed label sets and x8 has not, then the label set for x8 can be computed 
from the label sets for x5 and x7 as follows. If x5 and x7 have label sets 
{{Xl, x2}, {x2, x3}} and {{Xl}, {x4, x6}}, respectively, then x8 is assigned 
the label set {{xl, x2}, {x2, x3, x4, x6}} by taking a combination of the label 
sets for x5 and x7. Support clause updating is equivalent to pooling evidence 
for the antecedents o determine the Belief assigned to the consequent. 
EXAMPLE 6.2 Consider the introduction of a new clause x2 AAs =~ x-6 such 
that p(As) = 0.4. Suppose we are given the information that x4 and ~-~ are 
contradictory, so that a nogood (I) is formed: 
.c(,~) = .C(x4)/x . c (~)  
= {{A2}, {AI, A5}} A {A1, A3, As} 
= {{-Al l ,  A2, A3, As}, {A1, A3, As, As}} 
The new assignment of belief to literals is: 
Proposition Belief 
0.192 
x 2 0.5 
x 3 0.41 
x 4 0.96 
x 5 0.57 
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6.2. Hypertree Embeddings 
The hypertree embedding method is an exact computation technique for the 
full DS theory. This hypertree mbedding method has been studied by many 
researchers, including Shenoy and Shafer [56] and Shenoy, Shafer, and Mellouli 
[57]. The embedding of an instance of a DS Theory problem within a hypertree 
enables propagation of Belief functions based on local computations, imilar 
to the local computations for propagation within Bayesian etworks [39] and 
Influence Diagrams [26, 52]. 
This method relies on finding a good hypertree mbedding. Even though 
finding any hypertree mbedding is easy, such an operation can increase the 
size of the hypergraph by an exponential factor. Finding a good hypertree 
embedding is NP-hard, and has been studied by several researchers, including 
[2, 60, 65]. As noted in [56], the complexity of this method is a function of 
the size of the largest hyperedge. 
There are several implementations of DS Theory based on hypertree m- 
bedding. These include Belief [64] and AUDITOR'S ASSISTANT [55]. These 
systems compute ahypertree embedding that can be arranged as a Markov tree. 
Belief functions are combined locally and then propagated through the Markov 
tree. These computations are similar to those taking place in implementations 
of Bayesian etworks [39] and Influence Diagrams [52]. 
6.3. Implementations of Restrictions of Dempster-Shafer Theory 
Barnett [5] has implemented an algorithm in PROLOG called Support Logic 
Programming (SLP) that restricts the domain of computation tobelief unctions 
just for the focal propositions and their negations. This implementation is linear 
in [O[ but significantly restricts the domain of inference. 
d'Ambrosio [11] has also implemented a restricted form of DS theory based 
on the Evidential Support Logic Programming of Baldwin [3]. D'Ambrosio 
attaches Dempster-Shafer uncertainty bounds, [Bel, PI], to ATMS labels. This 
approach evaluates the DS belief (and Plausibility) functions after the ATMS 
has symbolically determined the set of support for all database literals. Like 
SLP, this implementation is restricted to assigning belief only to focal literals 
and their negations. 
6.4 Tractable Transformations 
There have been several approaches to transforming DS Theory to improve 
computational tractability. The disadvantage of all these techniques i the loss 
of expressiveness. 
Barnett [5] has restricted the domain of computation to focal propositions 
and their negations, instead of the entire power set of O. This ensures a linear 
algorithm in the number n of focal propositions. 
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Other implementations of DS Theory are based on tree structure restrictions. 
Hierarchical evidence is one example of such a tree structure. Using this model, 
Gordon and Shortliffe [24] propose an algorithm which computes approximate 
Belief functions, and Sharer and Logan [54] implement a system which derives 
exact Belief functions. Hierarchical evidence nables a partitioning of O, and 
a great resulting efficiency over the unrestricted domain of size IOl. Note that 
the Shafer and Logan algorithm is O(n.jO, where n = [O I and f i s  the branch- 
ing factor for the tree structure. This contrasts with the #P-completeness of 
Dempster's Rule. 
6.5 APPROXIMATION METHODS FOR FULL DEMPSTER SHAFER 
THEORY 
Voorbraak [62] has proposed Bayesian approximations of Belief functions. 
This approximation differs from Bayesian Belief functions in that the approx- 
imation uniformly distributes mass assigned by Q to subsets of O over their 
elements. Dubois and Prade [19] have developed a consonant approximation to
DS Belief functions which is formally equivalent to a fuzzy set. Consequently, 
fuzzy set theory algorithms can be used to obtain DS Belief approximations. 
In addition to these techniques, techniques can be borrowed from the network 
reliability literature. Several approximation methods have been studied within 
the network reliability literature. Their goal is to avoid the intractability associ- 
ated with computing exact reliability formulae (or exact DS Belief functions). 
In cases for which bounded approximations are sufficient, polynomial-time or
linear-time algorithms can be used for Belief function computation. ADS Belief 
function is itself an uncertainty measure, and for many applications an increase 
in the "level" of uncertainty may not affect the outcome. For example, if all 
that is required is a rank-ordering of sets of propositions, an approximation 
which preserves relative rank will be sufficient. 
Describing the many approximation methods is beyond the scope of this 
paper. We outline a few methods, and refer the reader to [44] for more detail. 
We cite results for network reliability, but the methods hold for DS Belief 
computations a  well. 
A variety of approximation methods (for which no theoretical nalysis exists) 
have been proposed within the network reliability literature. These methods can 
be described, on the whole, as "quick and dirty", as they are based on heuris- 
tic rather than theoretical arguments. Provan [41] outlines criteria for good 
approximation methods for reliability computations, and also demonstrates how 
these criteria can be applied to specific classes of network reliability problems. 
However, it has been shown [46] that it is unlikely that polynomial-time d ter- 
ministic approximation algorithms exist whose guaranteed accuracy is bounded 
by some factor e (i.e., algorithms whose output is guaranteed to be no greater 
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than e% above or below the true value). It is possible that randomized approx- 
imation methods can be developed, based on the method proposed by Jerrum 
and Sinclair [28]. 
7. RELATED WORK 
Dempster-Shafer theory is an active research area, as the following related 
literature shows. This work is built on the work of several people, including 
d'Ambrosio [11], Laskey and Lehner [30], and Pearl [37]. This paper formalizes 
the work of d'Ambrosio [11] and Laskey and Lehner [30]. They discussed 
the logical interpretation of DS theory with respect o the ATMS, whereas I 
describe it with respect o propositional logic, that is, with respect o prime 
implicates, minimal support sets, and so on. Thus this formalization can be used 
in any logic-based implementation. I  addition, neither d'Ambrosio nor Laskey 
and Lehner explicitly mentioned methods for computing the disjoint Boolean 
expressions necessary to compute Belief functions. 
This paper extends everal notions presented in Pearl [37]. The notion of 
a Belief function summing proof paths has been formalized as the summing 
of minimal support sets. Pearl suggested the use of series-parallel reductions 
to ensure disjointness. I explore many other network reliability algorithms and 
summarize the complexity results for the problem of producing disjoint Boolean 
expressions. 
Orponen [34] has independently derived the #P-completeness of Dempster's 
rule. He used a reduction from SATISFIABILITY, whereas we use a reduction 
from CONNECTEDNESS RELIABILITY. 
Fagin and Halpern [19] describe a general framework for the work presented 
here. Their work focuses on deriving a probabilistic interpretation for DS the- 
ory; here I focus on the propositional logic formulation. 19 More specifically, 
Fagin and Halpern show DS Belief and Plausibility measures to correspond in 
a precise way to probabilistic inner and outer measures, respectively. Given a 
probability measure it, they consider a sample space 2° 8 with nonmeasurable 
events from which a probability space ($, X, it) is constructed. They show that 
a probability structure defined on (8, X,/~) is equivalent to a DS structure (and 
vice versa), provided that the domains considered are formulas rather than sets. 
In addition, they formally analyze the relationship between Nilsson's proba- 
bilistic logic and DS theory. Defining a Nilsson structure as a structure based 
19 The probabilistic interpretation f r DS theory contrasts with an analysis of DS theory from first 
principles (e.g., [Smets, [59]), which analyses DS theory as an uncertainty representation tally 
independent of any relationship to probability heory. 
20 This ~ample space is a classical probabilistic sample space, and X is a o-algebra ofsubsets of 
$; cf. ~ and Halpern [19] or de Finetti [12]. 
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on a set of weighted logical clauses, they show that every Nilsson structure is 
a DS structure, although the converse does not hold. 
Ruspini [50] has analyzed DS theory in a manner that has many similarities 
to the analysis presented here. Ruspini frames DS theory within an epistemic 
modal logic that is equivalent to $5. He begins from a Carnapian analysis of 
the logical foundations of probability theory (Carnap [8]). Ruspini defines a 
possible world Wi as a mapping of a subset of atoms At --- {p, q, r . . . .  } to 
{t, f} .  ~¢~ is the universe of possible worlds. A frame of discernment is he 
set of logical clauses built from At using { V, A, 7}. Ruspini distinguishes 
objective propositions (e.g., p, q) from epistemic ones (e.g., Kp, Kq). The 
epistemic propositions represent knowledge about heir objective counterparts. 
For some subset 9~' C 9~ of possible worlds, Ruspini makes the following 
definitions: 
EPISTEMIC SET: e(p) = {'~7' C ~ l (Kq  is true) iff (17 ~ q)} 
SUPPORT SET: k(p) = {~'  C %VI(Kp is true)} such that 
k(p)-- U e(q). 
q~t, 
It is easily observed that the support set k(p) corresponds to the minimal 
support set ~(p, E) when ~(p, E) is restricted to singletons. 
Ruspini then builds a a-algebra such that weights are assigned to some set of 
subsets rather than to every subset of the universe. He defines mass and support 
functions as follows, using the notation that P(q) is the probability of q: 
MASS FUNCTION: m(p) = P{e(p)} 
SUPPORT FUNCTION: S(p) = P{k(p)} such that 
S(p) = ~ m(q). 
q=~p 
SCo) corresponds precisely to a DS Belief function, provided that the mass 
function assigns a bpa only to singletons. S(p) sums the mass assigned to the 
minimal support sets of p with the support sets restricted to singletons. 
Ruspini also describes the combination of knowledge in his formalism. If Kp 
is true if and only if (1) Klpl  and K2p2 are true, and (2) Pl Ap2 =~ p, then 
we have 
EPISTEMIC SET COMBINATION" 
e(p) = [.3 [el(pD Ne2(p2)], 
P l Ap2 =~p 
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and 
MASS FUNCTION COMBINATION: 
m(p) --- x ~ P{[el(P l )  fqez(p2)]}, 
Pl Ap2 ==~'p 
where r is a normalization constant such that Em(p) -- 1. 
This is a generalization of Dempster's rule and requires an assumption of the 
independence of the epistemic algebras K1 and I(2. 
It is obvious that the mass function combination corresponds to the logical 
version of Dempster's rule presented here, with the summation being over the 
minimal support sets, that is, over ~(Ek ,  E) ~ E,.  
It has been shown that propositional logic is sufficient to formalize DS theory, 
and does so in a manner analogous to, and we argue more straightforwardly, 
than the modal ogic proposed by Ruspini. One benefit of using a modal ogic is 
the greater generality possible. In addition, we have shown how evidence com- 
bination can be described in terms of the well-known otion of the generation 
of prime implicates II(E), and from II(E) evaluating the minimal support sets. 
8. DISCUSSION 
The relation between DS theory and propositional logic has been described. 
We have seen how the support clause ~(Ei, Z) gives a notion of a symbolic 
explanation for El- In the same way, a symbolic representation for a DS belief 
function provides a notion of a symbolic explanation, and the numeric value of 
the Belief can be viewed as a numeric summary of that explanation, or as the 
numeric assignment of the believability of the explanation. In addition, just as 
a logical model describes which propositions are true in a given world, the DS 
Belief assigned to a conjunction of focal propositions describes the degree to 
which that set of propositions i true. Thus, to the extent o which logic and 
DS theory overlap, DS theory can acquire a logical semantics. 
What does this analysis tell us about DS theory, about the relations between 
DS theory and propositional logic? 
1. Dempster's rule has been shown to be summing provability relations. 
It is primarily concerned with provability relations and secondarily with 
manipulating uncertainty measures associated with those relations. Belief 
measures how the measure assigned to the necessity of a proof, and 
plausibility measures how the measure assigned to the possibility of a 
proof. 
This importance of provability accounts for what Pearl [39] calls a "se- 
mantic lash" with probability theory. DS theory is a theory of uncertainty 
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management complementary to probability theory, and it can be developed 
wholly independently of probability theory. 
DS theory is a theory of uncertainty management complementary to 
probability theory, and it can be developed wholly independently of prob- 
ability theory (cf. [Smets, 59], among others). 
However, many consider DS theory to be derivative of probability the- 
ory, and seek probabilistic interpretations for DS theory uncertainty as- 
signments. The precise relation to probability theory has been shown [20]: 
Belief and Plausibility measures correspond to probabilistic inner and 
outer measures respectively. 
Even though there is a direct probabilistic interpretation f DS belief 
and plausibility measures, there is no direct probabilistic interpretation 
of Dempster's rule. We argue that this combination rule is the main di- 
vergence of DS theory from probability theory. It also provides intuition 
regarding when DS theory is appropriate and when it is not. 21 Demp- 
ster's rule for Belief updating sums a set of mutually independent proofs 
for a proposition. This is quite different from the probabilistic notion in 
Bayes' rule of reevaluating a measure based on new information. In fact, 
we have shown that Dempster's rule can be represented ntirely in terms 
of well-known logical operations. This points out the distinctiveness of
DS theory and probability theory; we argue that they are complementary 
uncertainty representations, and that further esearch needs to be done to 
determine the domains for which each theory is most useful. 
Using a quite different viewpoint, Hummel and Landy [27] have de- 
scribed the relationships between DS theory and probability theory in 
terms of the statistics of the opinions of experts. A Belief value can be 
interpreted as the percentage of the set of experts who provide a Boolean 
vote for a particular opinion. From this perspective, Dempster's combina- 
tion rule "contains nothing more than Bayes' formula applied to Boolean 
assertions,-.. (and) tracks multiple opinions as opposed to a single prob- 
abilistic assessment." Thus Dempster's rule updates product sets of opin- 
ions instead of single opinions. 
This interpretation f Dempster's rule is an alternative way of providing 
intuition into the differences between Dempster's rule and Bayes' rule. The 
common intuition in both the Hummel and Landy and our interpretation 
is that Dempster's rule is essentially operating using Boolean operations. 
Hummel and Landy refer to this rule in terms of Bayesian updating on 
Boolean opinions, such that the Boolean operations are fundamental. 
2. Dempster-Shafer theory, viewed in logical terms, generalizes the logical 
notion of contradiction. Two arbitrary clauses can be defined (external 
~ It is possible to create a different DS update rule, one that is tailored to specific situations and 
has a probabitistic interpretation. Fagin and Halpern [19] speculate onthis point as well. 
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to the logic) as being contradictory. This generalization is also present in 
truth maintenance [ 18]. 
The close relationship between DS theory and network reliability has been 
shown. In network reliability, an event is defined as an assignment of func- 
tionality (i,e., functioning or nonfunctioning) toa set of components. Net- 
work reliability is concerned with enumerating the existence in networks of 
events that define communication paths, and summing the probabilities of 
such disjoint events. ADS Belief measure numerates the ways in which a 
proposition is provable (which can be represented asa proof path through 
a graph) and sum the disjoint provability measures (i.e., paths). In fact, 
network reliability is DS theory restricted to Bayesian Belief functions. 
This research provides insight into the relationship between DS theory 
and Nilsson's probabilistic logic [35]. Leaving aside semantical notions, 
on one level the two theories are the same, as they assign a measure to a 
set of clauses and then assign measures from this initial assignment based 
on the provability relations of the clauses. Both assign bounds to these 
provability measures. 
One major difference is in the approach to assigning bounds to the 
provability notions. Probabilistic logic uses a geometric approach based 
on linear programming. This method maps extreme vectors in the space 
of possible worlds P into extreme vectors in the space 17 of probabilities 
of the sets of possible worlds. Using the fact that II must lie within the 
convex hull of the extreme vectors of H, a consistent region for 1I can be 
defined. 
If probabilistic logic can be described as a model-theoretic approach 
in which the extreme vectors of II define a consistent convex hull, DS 
theory can be described as a proof-theoretic approach in which the set 
of minimal proofs for a clause Ei are collected, and from the measure 
assigned to E a measure is assigned to the existence of a proof for El. 
Bel(Ei) can thus be seen as Prob{3 a proof for proposition El}. If we 
describe both probabilistic logic and DS theory as consisting of a set of 
logical and consistent constraints, we can say that in probabilistic logic, 
17 (the probabilistic onstraint) defines the consistent convex hull from 
which consistent worlds (i.e., the logical constraints) can be evaluated; 
in DS theory the logical constraints define a set of proofs from which 
the probabilistic onstraints can be evaluated. Pearl [39] describes this 
as follows: "Probabilistic logic. . .  [is] a set of hard (logical) restrictions 
imposed on a set of soft (probabilistic) models, while the DS theory. . .  [is] 
a set of soft restrictions imposed on a set of hard models." 
This paper has pointed out the worst-case intractability of using Dempster's 
rule of combination. It suggests everal methods of implementing algorithms 
to compute DS Belief functions. For computing approximate DS Belief func- 
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tions, randomized approximation algorithms are very promising. For computing 
exact DS belief functions, many implementations based on logical operations 
have been suggested. However, we argue that implementations based on hy- 
pertree mbeddings and on certain etwork reliability approaches such as SDP 
(cf. Appendix A) will be more efficient han implementations which compute 
minimal support sets. Generating minimal support sets and then creating dis- 
joint Boolean expressions from which to compute belief functions does not 
exploit he structure of the problem. Hypertree mbedding and certain network 
reliability approaches do exploit problem structure, and are inherently more 
efficient. However, when minimal support sets are required for other problem- 
solving purposes, then the support set-based computations are recommended. 
And, even though the support set-based implementations are inefficient, they 
do demonstrate he logical underpinnings of DS theory, and enable uncertainty 
reasoning to be applied in a formal manner to propositional rule networks. 
Our future research includes further exploration of the differences among 
DS theory and other uncertainty reasoning formalisms, identification of appro- 
priate applications of DS theory and probabilistic logic implementations, and 
development ofmore efficient approximation algorithms for such computations. 
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APPENDIX A. NETWORK RELIABILITY TECHNIQUES 
In this appendix we briefly review the major techniques for solving net- 
work reliability problems: Pathset/Cutset Enumeration and Pivotal Decomposi- 
tion/Factoring. 
A.1. Path/Cutset Enumeration 
The path/cutset enumeration methods begin with the (minimal) set of 
paths/cutsets and expand them so that hey are disjoint. Two widely used expan- 
sion methods used are (1) inclusion/exclusion a d (2) sums of disjoint products. 
Note that he input to algorithms based on these methods, minimal paths/cutsets, 
corresponds to the set of prime implicates/implicants. 
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The reliability of an (s, t) path P(s ,  t) is given by 
P(s ,  t) = p 
\k=l / 
8/ is the event that all elements on the ith minimal path set are functioning. 
Enumerating the minimal cutsets of a graph is equivalent to enumerating the 
minimal paths, by Menger's theorem (see Berge [7]). We note that for any 
graph g(V, E), there are 21EI-IVI+2 possible paths between any nonadjacent 
pair of nodes. 
The cutset-based reliability of an (s, t) path P(s ,  t) is given by 
(G 'I P(s ,  t) = 1 - P s, t (14) 
\ i=1  / 
where C/, t is the event hat all edges fail in the/th prime cutset and N is the total 
number of prime cutsets with respect to nodes  and t. As in the computation of
P(s ,  t) by path enumeration, each cutset must be disjoint. For a graph g(V, E), 
the order of the number of cutsets is 21vi-2, as compared to 2 IEl-lvl+2 paths. 
For graphs with average degree _> 4, IEI > 2IV I and 21EHvI+2 > 21v1-2, that 
is, there are more paths than cutsets. Hence, for such graphs, enumerating the 
cutsets is more efficient. 
Inclusion~exclusion (IE) methods are based on the following simple expan- 
sion of parallel and series links: 
• Parallel inks are computed by using 
p(A1 AA4)  = p(AI)p(A4) 
• Series links are computed by using 
p(A1 VA4)  ---- p(AO + p(A4)  - p(A1)p(A4) 
Given a path set (81 . . . . .  8s), the reliability is given by 
R(g)  = ~-~p(~i )  - p (~ i~ j )  + "'" + (-1)s-lp(s182 ' '" 8s) 
i=1 i=1 j<  i 
(15) 
An example of this enumeration technique is that of Kim et al. [29]. As 
shown by Eq. (15), the terms alternate in sign, with the terms with minus signs 
being the double-counted terms. 
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Example: 
We give an example of this method by computing the weight assigned to x6 
from the problem given in section 4.3. The non-disjoint weight assigned to x6 
is 
~6 = ~O1L02 "~- LO3L04 -4- ~1Q5~4.  
Using the IE method, a disjoint expression is recursively created by making 
the first two paths disjoint, to create xpression R2, and then making the entire 
expression disjoint by making R2 and the third path disjoint. 
Set R1 = 01 ~2o 
ThenR2 =RI  + Q3Q4 - QILO203P4 • 
R3 = R2 + ~1~4~5 - Q1L)2~4L05 -- ~l ~13~4Q5 -4-QIL92~3Q4~5 • 
Hence, we obtain the disjoint weight assigned to x6 as 
Q6 = QIL92 -~- Q3Q4 - -  -}-Q1Q4Q5 - -  Qlk02k03Q4 
-QIP2P4P5 - PlP3P4Q5 + PlP2P30405. 
The Sum of  Disjoint Products (SDP) method is based on expanding all 
parallel paths using the formula 
P(gl V F-,2) = P(~l) +P(gl  A F~) (16) 
Thus, for a system with s paths, we obtain 
R = p(8~) + p(glE~) +. . .  + D(~IF J2  " ' "  ~s-lF-,s) (17) 
This method generates s terms for s path sets but takes exponential time to 
generate ach term in the worst case. Note that an SDP reliability formula 
contains fewer terms than the equivalent IE formula for all but the smallest 
systems, and for large systems it is a factor of 10 smaller. 
This technique was first explored by Fratta and Montanari [22] and then 
improved upon by Grnarov et al. [25] and Abraham [1]. The Abraham method 
has since been improved by Locks [34] and by Beichelt and Spross [6]. 
A.2. Pivotal Decomposition/Factoring 
This method can be used for any graph (formula) and is especially useful for 
graphs (formulas) that cannot be reduced to a set of series/parallel (disjoint) 
paths, such as that representing the bridge network shown in Figure 5. This 
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Eq ~ E~ 
Figure 5. Bridge network. Example of a nondisjoint formula. The presence of edges E3 
and F_~ means that the graph is not series-parallel decomposable. 
theorem "factors out" edges in a graph by conditioning on such edges. Thus, 
you can condition on some edge ej such that 
P(s, t) =pj{P(s, t)}p/=l +(1 -p j ){P(s ,  t)}pj_-o, (18) 
where pj is the failure probability of edge j and {P(s, t)}pj=l is the (s, t) 
reliability assuming edge j fails. 
APPENDIX B. PROOFS 
B.1. Logical Equivalence of DS Theory Proofs 
]-,EMMA 1 All minimal support sets consist of  assumptions only. 
Proof Assume that some minimal support ~(x, E) contains anonassumption 
literal x*, that is, ~(x, E) = ViAl vx--;. By the definition of support set, if 
x* occurs in ~(x, E), either x* is not justified or ~(x, E) is not minimal. If 
x* were justified, its antecedents would be in ~(x, E) instead of x*. But all 
nonassumption literals are justified and ~(x, E) is minimal. Hence x* cannot 
occur in ~(x, E). 
LEMMA 2 The Belief assigned to a proposition 0 (which has correspond- 
ing logical clause Ek) can be computed from the support clause for Ek; 
that is, 
Bel(0) = p(~(x, E)) 
Proof The Belief assigned to 0 adds the measure of the subsets from which 
it is provable. The minimal support for Ek provides the minimal conjunction 
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of assumptions from which it is provable, which is identical to the definition of 
belief. 
LEMMA 3 Dempster's rule for Belief combination, i.e. 
Bel(0) = (~Bel i (0)  (25) 
i 
corresponds to computing the weight assigned to Ej (the clause corre- 
sponding to O, such that Bel(Ej) is the weight assigned to a disjoint 
form of ~(Ej, E). 
Proof The combination rule for the mass function which induces the Belief 
function is given by: 
E ~01(01)Q2(02)''" Ore(Ore) 
~(0) = A,o, ~o (26) 
1-  E LOl(Ol)LO2(O2)'''Om(Om)" 
AiOi :=~0 
Each summand of the numerator of the right-hand-side of equation 26, 
AiOi :=~ 0, corresponds exactly to AiAi ~ Ej, or -~t(E j ,  E) :~ Ej, where ~k 
is the kth minimal support clause for Ej. The summation is thus over the 
minimal support sets of Ej. This summation is given by 
V s). 
~k ~(~j ,  52) 
The Belief assigned to this summation is given by 
= V A A, 
~(Ej ,  52)Edisj(~(Ej, 52)) Ai E~'(52j, 52) 
The denominator for equation (26) is simply a normalizing factor, and can 
be computed in an analogous manner. 
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