On a preservation of completeness of uniform spaces by the functor PscT  by Fedorchuk, V.V.
TOPOLOGY 
AND ITS 
Topology and its Applications 91 (1999) 2545 
APPLICATIONS 
On a preservation of completeness of uniform spaces 
by the functor PT * 
V.V. Fedorchuk ’ 
Chair qf General Topology and Geometr?j, Mechanics and Mathematics Faculty Moscow State University 
Moscow 119899, Rus.tia 
Received 2 April 1997; received in revised form I I June 1997 
Abstract 
It is shown that the functor P, of T-additive probability measures does not preserve completeness 
of uniform spaces. Namely, P,(R’) is not complete. On the other hand, assuming Martin’s Axiom, 
P,(X) is complete for every complete uniform space X of uniform weight < c. 0 1999 Elsevier 
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Introduction 
Investigation of spaces of probability measures is very popular amongst topologists. 
One can find a large list of papers on this topic in surveys [6] and [8]. In the begin- 
ning, measures in compact and locally compact spaces were studied. It seems likely that 
VS. Varadarayan [21] was the first who has begun a systematic investigation of topo- 
logical properties of measures in general spaces. He introduced the notion of T-additive 
measure (r-smooth in his sense) and proved, in particular, that if X is a (topologically 
complete) metrizable space, then the space P7(X) of all T-additive probability mea- 
sures in *-weak topology is metrizable (and topologically complete). It should be noted 
that VS. Varadarayan considered only Baire measures. It is not restrictive for “good” 
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spaces, since in 1957 J. Marik [16] proved that every finite Baire measure in a normal 
countably paracompact space is uniquely extended to a regular Bore1 measure. But for 
nonmetrizable spaces arising in functional analysis, topological algebra, uniform topology 
and other fields of mathematics, classic objects are such nonnormal spaces as uncountable 
powers Iw” of reals. In this case the family of Bore1 subsets is much richer that the 
family of Baire subsets. The difference between Bore1 measures and Baire measures 
is not so big, but it is substantial. For instance, there exists a normal space which is 
closed-complete (each two-valued regular Bore1 measure is r-additive), but is not Borel- 
complete (each two-valued Bore1 measure is r-additive). P. Simon [19] has proved that 
the Dowker space, constructed by M. Rudin [17], is such an example. As for Baire 
measures, you even cannot ask such a question, since every finite Baire measure is 
regular. In any way, Bore1 measures can detect more delicate properties of spaces than 
Baire measures. 
In [2,3] T. Banakh undertook an attempt for a detailed study of topological and uniform 
properties of spaces of Radon and r-additive probability Bore1 measures. He investigated 
categorical properties of the functor P, : Tych + Tych of r-additive probability mea- 
sures and the functor PR : Tych -+ Tych of Radon probability measures. T. Banakh 
lifted the functors P, and PR on to the categories Metrb and Unif of bounded met- 
ric and uniform spaces, respectively. He proved that the functor P, : Me& -+ Met?% 
preserves completeness of metric spaces, but the functor PR : Unif -+ Unif does not 
preserve completeness of uniform spaces. T. Banakh formulateds~eral questions, in 
particular the question on a preservation of completeness of uniform spaces by the func- 
tor P, : Unif A Unif. Here we answer this question. Namely, Theorem 3.1 states that 
PT(Wc) is not complete, where W is equipped with the Euclidean uniformity, c is the 
cardinality of the continuum, and IR” is equipped with the product uniformity. On the 
other hand, assuming MA the space P7(X) is complete for any uniform space X of 
uniform weight < c (Theorem 4.2). Consequently, the space P7(IBww’) is complete under 
MA(wr ), but it is not complete under CH. 
Sections 1 and 2 have a preliminary character. Here we gather some general facts 
and definitions about r-additive and Radon probability measures. We survey also known 
facts about the functors P, in the categories Qch, Metrb, and Unif. Some of mentioned 
here results are new (at least in form). A preliminary part takes a great deal of room, 
because we wished for our article to be self-contained. In Sections 3 and 4 we get the 
main results which were announced in [7,9]. 
All considered spaces are Tychonoff. A Hausdorff compact space is called a com- 
pactum. By JAI we denote the cardinality of A. A mapping f : X + Y is said to be 
&to-l, if 
If-l(y)1 6 k for any y E Y. 
One can find a general additional information, in particular about uniform topology, in 
standard textbooks, for example, in [4] and [ 151. As for Martin’s Axiom and consistency 
of MA+-CH, one can find it, for example, in [13]. 
W? Fedorchuk / Topology and its Applications 91 (1999) 2545 27 
1. On T-additive measures 
Let a(X) be the a-algebra of all Bore1 subsets of a space X. A measure on B(X) is 
a a-additive function 
p: B(X) + [O, fco] 
such that ~(0) = 0. By a Bore1 measure in X we mean a finite measure on a(X). The 
set of all Bore1 measures in X we denote by M(X). If p E M(X), then p(X) we denote 
by 11 pJ 1. A probability measure in X is a Bore1 measure p with 1 IpI I = 1. 
Definition 1.1. A Bore1 measure p in X is called 
(a) regular if p(B) = sup{p(F): F C B, F is closed}; 
(b) Radon if p(B) = sup{p(K): K c B, K is compact}. 
Here B is an arbitrary Bore1 subset of X. An open subset Go of X is called p-additive if 
P(Go) = sup{~(G): G E Go} 
for an arbitrary directed upwards family GO of open subsets of X with Go = U GO. 
Definition 1.2. A Bore1 measure p in X is called 
(a) weakly T-additive if the set X is p-additive; 
(b) r-additive if each open subset of X is p-additive. 
Proposition 1.3 [12, Corollary 6.111. Every r-additive Bore1 measure is regului: 
Proposition 1.4 [ 12, Proposition 6.131. Every regulul; weakly r-additive Bore1 measure 
is r-additive. 
In what follows in this section by Y we shall denote an arbitrary subspace of X. Let 
B E f?(Y). For p E M(X), set 
$(p)(B) = inf{p(C): C E B(X), B c C}. (1.1) 
It is known that B(Y) = {BnY: B E D(X)} [12, Proposition 3.41. Thus, Definition 1.1 
can be written as: 
7$(p)(B) = inf{p(C): C E a(X), C n Y = B}. 
Proposition 1.5 [ 12, Construction 3.51. T$(P) is a Bore1 measure in Y. 
(1.10) 
We say that T?(P) is the restriction of the Bore1 measure p. So, we have the mapping 
$ : M(X) + M(Y), which we shall call the restriction operator. Now let ~1 E M(Y), 
and let B E B(X). Set 
&P)(B) = P(B n Y). (1.2) 
Proposition 1.6 [ 12, Construction 3.71. e;(p) is a Borel meusure in X with ( \ez (p) I ( = 
IIPII. 
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We say that e;(p) is the extention of the Bore1 measure p. So, we have the mapping 
eg : M(Y) + M(X), which we shall call the extention operator. The next is trivial. 
Proposition 1.7. T-G o eg = idMcy). 
It is easy to see that ef; o r$ # idM(x) for any proper subset Y C X. 
Proposition 1.8 [12, Proposition 3.61. Zf p E M(X) is regulul; then q?(p) is regular 
too. 
Remark 3.9 from [12] yields the following simple statement. 
Proposition 1.9. If Y is closed in X and p E M(Y) is regular; then e$(,u) is regular 
too. 
Proposition 1.10 [12, Proposition 3.81. A measure p E M(Y) is T-additive ifleg (p) is 
r-additive. 
By n!&(X) we denote the set all r-additive measures in X, and by P,(X) 
we denote the set of all T-additive probability measures in X. Let us note that 
es(J&(Y)) C &(X1 on account of Proposition 1.10. Hence, there is defined the map- 
ping e3; : MT(Y) + i&(X). Applying Proposition 1.6 we get es(PT(Y)) c PT(X). 
So, there is defined the main for us mapping 
eg : P7(Y) -+ P7(X). 
Set 
P;(X) = {p E PT(X): @L(B) = 0 for any B E B(X) with B n Y = 0}. 
Proposition 1.11. eg o T$P;(X) = id. 
Proof is rather simple. Propositions 1.10 and 1.11 imply 
es (pr(Y)) = G(X). (1.3) 
Proposition 1.7 and (1.3) imply 
$ (P;(X)) = PT(Y). (1.4) 
Now we recall several notions and facts about probability measures in compact spaces. 
For a compact space K, let P(K) be the set of all regular probability measures in K. 
By Riesz’ theorem, P(K) is naturally embedded in C(K)*. So, P(K) can be equipped 
with *-weak topology by: 
P(K) c C(K)* c lRc(K). 
In this topology P(K) is compact. For a continuous mapping f : K 4 L, we define the 
mapping p(f) : P(K) + P(L) by: 
Kf)(Ct)(V) = I-L(cp O .0 (1.5) 
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Here we identify the measure ~1 E P(X) with the linear functional sp : C(X) + R. 
Clearly, E’(f) is continuous. Moreover, P is a normal covariant functor acting in the 
category Conrp of compact spaces and their continuous mappings. For more details, see 
[&lo]. 
Proposition 1.12. If K is a compact space, then every measure p E P(K) is r-additive. 
In fact, since Proposition I .4 it suffices to check that p is weakly r-additive. But this 
is trivial in view of compactness of K. 
From Propositions 1.3 and 1.12 it follows 
Proposition 1.13. If K is a compact space, then P(K) = P,(hJ. 
Now let f : X + Z be a continuous mapping between Tychonoff spaces. We can 
define the mapping Al(f) : M(X) + M(2) by 
AI = @‘(B)). (1.6) 
It is easy to see that Af(f)(Af,(X)) c MT(Z), and M(f)(P,(X)) c PT(Z). Hence, 
putting Af(j’)\Mr(X) = A&(f) and M(f)jP,(X) = PT(f), we get the mappings 
A&(f) : JJfT(X) --) A&(Z) and PT(f) : P?-(X) y P7(Z). 
From (1.6) it follows immediately 
Proposition 1.14. Iff = fi o f~, then M(j) = M(f2) o M(fl), AIT = A~fT(f2) o 
AG(fl), PT(.f) = P7(f2) O Pr(fl). 
Further, from definitions it follows that if i’; : Y + X is the identity embedding, then 
AIr(i$) = eg : MT(Y) + A&(X). (1.7) 
From (1.7) and Proposition 1.14 we get 
Proposition 1.15. Let f : X + Z be a continuous mapping, and let X0 c X and ZO c Z 
be subspaces such that f(Xo) C ZO. Then for fo = f1X0 we have e? o MT(fo) = 
A&(f) 0 e$ 
The next statement is well known. 
Proposition 1.16. If f : X -+ Z is a continuous mapping between compact spaces, then 
M(f) = A&(f). 
For a Tychonoff space X, set 
ex -_ ej$-,: e(X) + P(pX). 
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The mapping e x is an injection on account of Proposition 1.7. We define the *-weak 
topology on P,(X) declaring ex to be a topological embedding. Set TX = rcx II’; (PX). 
The equalities (1.3) and (1.4), and Proposition 1.7 imply 
Proposition 1.17. For an arbitrary TychonofSspace X the mappings 
ex : PT(X) -+ P$(pX) 
and 
are homeomorphisms inverse to each other: 
Proposition 1.18. Let X be a Tychonoff space, and let bX be its arbitrary compactiji- 
cation. Then 
efx : P7(X) -+ P(bX) 
is a topological embedding. 
Proof. Let f : /3X -+ bX be the natural projection. Propositions 1.15, 1.16, and the 
equality flX = id imply 
etx = P(f) 0 ex. (1.8) 
But P(f) oex = P(f)lPi(PX) according to Proposition 1.17. Thus, it suffices to show 
that the mapping P(f) 1 Pi (/3X) is a homeomorphism. But it is bijective in view of (1.8) 
and Proposition 1.7. Hence, it is enough to prove that P(f)1 Pi(pX) is closed. For this 
it suffices to check that 
G(PX) = P(f)-‘(G(bX)). 
The inclusion c takes place according to (1.3) and (1.8). Now let ,u E P(/?X), and 
let P(f)(p) E P;S(bX). One need to verify that p E P#X), i.e., b(B) = 0 for 
any Bore1 set B E /3X with B n X = 0. Since p is regular, it suffices to show that 
p(K) = 0 for every compact set K c pX\X. But f(pX\X) = bX\X. Consequently, 
f(K) c bX\XandP(f)(A(f(K)) = O.Th en in view of Proposition 1.16 and definition 
of P7(f) we get p(f-‘(f(K)) = 0. H ence, p(K) = 0. Proposition 1.18 is proved. 0 
Proposition 1.19. Let X be a TychonofSspace, and let bX be its arbitrary compact$- 
cation. Then the mappings 
efx : P7(X) --) Ps(bX) 
and 
ry : Pi(bX) + P7(X) 
are homeomolphisms inverse to each other: 
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Proof is similar to the proof of Proposition 1.17, only instead of definition of *-weak 
topology we use Proposition 1.18. 
From Propositions 1.7, 1.15, 1.16, and 1.19 we get 
Proposition 1.20. Let f : X -+ Z be a continuous mapping, and let bf : bX + bZ be 
its extension on to some compactijcations. Then 
P7(f) = r;’ o P(bf) o e&. (1.9) 
Proposition 1.21. If f : X + Z is a continuous mapping, then the mapping 
P&f) : PT(X) -+ PT(-q 
is continuous too. 
Indeed, it suffices to extend f to Pf, and apply (1.9) and proposition 1.17. 
From Propositions 1.14, 1.21, and the evident equality P, (idx) = idpi (1 idx ) it follows 
that P, is a covariant functor acting in the category Tych of all Tychonoff spaces and 
their continuous mappings. Propositions 1.13 and 1.16 yield 
Proposition 1.22. The finctor P, : Tych + Tych is an extension of the finctor 
P : Comp -+ Comp. 
Let us recall several properties of the functor P,. The following two statements are 
evident. 
Proposition 1.23 [2]. Dirac mapping 6~ : X 4 P7(X) is a closed embedding. 
Proposition 1.24 [2]. Thefunctor P, preserves (closed) embeddings. 
Let S = {X,, $$, d} be an inverse system, and let 7riT, : lim S + X, be its limit 
projections. Then 
PT(S) = {PT(X,),P,(.ir;),d} 
is also an inverse system. Denote by 
R=Rs:P,(limS)+limP,(S) 
the limit of the family of mappings 
P7(7r,) : P,(limS) -+ P7(X,), (Y E A. 
The mapping R is continuous by definition. The mapping R is the unique mapping 
satisfying the following condition 
P7(7rQ) = na o R, a E A, (1.10) 
where ra : lim P,(S) + P, (X,) is the limit projection of the inverse system P,(S). 
Theorem 1.25 [2]. The mapping R is an embedding. Zj in addition, r,(lim S) is dense 
in X, for each (v E A, then R(P,(lim S)) is dense in lim P, (S). 
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Theorem 1.25 yields formally the well-known property of continuity of P : Camp + 
Camp. But to prove Theorem 1.25, one has to use the last continuity. In any way, the 
following is true. 
Theorem 1.26. Functor P: Comp -+ Comp is continuous, i.e., the mapping Rs is a 
homeomorphism for every inverse compact system S with surjective projections. 
Radon measures. Denote by MR(X) the set of all Radon measures in X. Clearly, 
MR(X) c j%(X). 
Let Pn(X) be the set of all probability measures p E MR(X). Then 
KY(X) c PT(X). (1.11) 
Let us note also that if f : X 4 2 is continuous, then 
Wf)(PR(X)) c PR(Z). 
So, we can define a mapping Pn(f): Pu(X) + Pn(Z) as Pn(f) = P,(f)lPn(X). 
Clearly, Pn is a covariant functor acting in the category Tych. In particular, 
p&/ o f) = pR(g) o PR(f). (1.12) 
A measure p E M(X) is said to be weakly Radon if for any E > 0 there is a compact 
set K c X such that p(X\K) < E. The next statement is rather evident. 
Proposition 1.27. Every regular weakly Radon measure is Radon. 
A space X is called an absolute Bore1 set if X is a Bore1 subset in each (some) 
compactification bX. The next statement is also evident. 
Proposition 1.28. If X is an absolute Bore1 set, then 
MR(x) = MT(~): pR(x) = PT(~). 
Integrals. If X is a compact space, p is a regular Bore1 measure in X, and cp E C(X), 
then the integral J, cp dp is defined by means of lower and upper integral sums with 
respect to finite disjoint coverings of X by cio-sets, where a cio-set is an intersection of 
a closed set with an open set. Now let X be a Tychonoff space. 
Definition 1.29. Let p E M,(X), and let cp E Cb (X). Then 
(1.13) 
Proposition 1.30. Let f : X + 2’ be a continuous mapping, p E i&(X), and let cp E 
Cb(Z). Then 
s 
‘p 0 fdp = 
s 
‘PdMT(f)(p). (1.14) 
X Z 
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Proof. 
= Ncpof)d(ex(p)) s (in view of ( 1.13)) 
0X 
= ex (cl) (P(P 0 f)) 
= ex (CL) (BY O Pf) 
= W&f) (ex (f4) (Pip> (by (1.3) 
= e”(W(fNll))m4 (according to Proposition 1.15) 
= ,9~d(eZ(KU)(/4)) 
.I’ 
0Z 
= pd(lC/l,(f)(p)) 
.I’ 
(since of (1.13)). 
Z 
Proposition 1.30 is proved. 0 
From Proposition 1.30 and the equality e;(p) = MT(i$)(p) we get 
Proposition 1.31. Let X C 2. p E MT(X), and let $s E Cb(Z). Then 
I 
(AX) dp = 
J’ 
cPd(e$(hL)). 
i Z 
Tensor products. Definition of a tensor product of measures in compact spaces can be 
found in many textbooks. For Tychonoff spaces we shall use the following definition. 
Let ~~~ t h&(XZ)r i = 1,2. Then 
(1.15) 
Proposition 1.32. Let phi E MR(X~), i = 1.2. Then pI @p2 E MR(X, x X,). 
Proof. The measure p = ~1 6% ~2 is regular by Proposition 1.8. So, according to Propo- 
sition 1.27, it suffices to check that 1-1 is weakly Radon. Let A& = pi (Xi). Without loss 
of generality we may assume that Al, . AZ2 > 0. For a given E > 0 there are com- 
pact sets Ki c Xi such that pi(Ki) > Ali - 6, % = 1.2, where 6 = ~/(A41 + n/f?). 
Putting K = K, x K 2, we have p(K) = p,(K,) pz(K2) > (MI - 6)(Mz - 6) = 
M,M,-S(M, +nLq+s2 > M,M2-S(M,+lq = M,M-& = p(X, xX2)-E. 0 
Proposition 1.33. Let pi E MR(X,), i = 1,2, and let pq E MR(px,) : MR(X, x 
X2) + CAR. Thenm(pj @p2)= ))p2)) .,QI. 
34 VV Fedorchuk / Topology and its Applications 91 (1999) 25-45 
This assertion is well known for compact spaces. Proposition 1.15 yields it in a general 
case. 
Let z E X. The Dirac measure 6(z) E P,(X) we denote by Sx (z). The next statement 
is evident, and the proof is routine. 
Proposition 1.34. Let X = XI x X2, Y = I5 x Yz, Y, C Xi, p E MR(YI), y E Y2. 
Then 
Supports. Let p E M(X). Set suppp = {z E X: p(U) > 0 for any open U 3 z}. We 
shall call this set the support of ,u. Clearly, 
SUPP~ = n {F c X: F is closed and p(F) = p(X)}. (1.16) 
Proposition 1.35. I~,u E MT(X), then 
4suPPp) = CL(X). 
Proof. It is easy to see that the family s(p) = {F c X: F is closed and p(F) = p(X)} 
is downward directed. Hence, ~(suppp) = (since (1.16)) = ,u(~s(,u)) = p(X), because 
b is r-additive. 0 
From Propositions 1.16 and 1.35 we get 
Proposition 1.36. Thefunctor P : Comp -+ Comp preserves supports, i.e., f (supp p) = 
supp P(f)(p) for every continuous mapping f between compacta. 
2. Pseudometrics and uniform spaces of r-additive measures 
Pseudometrics for Radon measures. Let ,ut , p2 E PR(X). Put 
&I, 112) = {A E PR(X x X): P%(X) = Iui}, 
where pi = PR(pi), and pi : X x X -+ X is the projection on to ith factor. A&t, ~2) 
is not empty. In fact, ~1 @ ~2 E n(l_~t,p~) by Propositions 1.32 and 1.33. Let T be a 
bounded continuous pseudometric on X. Set 
pR(PI, P2) = hf 
(J 
rdX: X E A(h,,p.,) 
1 
. (2.1) 
xxx 
Definition 2.1 goes back to Kantorovich’s paper [13], where appeared in an equiv- 
alent form. After that, it was used in different situations by many authors (look at 
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[1,3,5,11,18,20]). It is clear that if we identify X with S(X) c PR(X), then the function 
PR(T) is an extension of the pseudometric T. 
Lemma 2.1 [3]. Let ,UI, p2 E PR(X). and let r be a bounded continuous pseudometric 
on X. Then there is X E A(~I,~Q) such that 
PR(N, P2) = 
J’ 
r dX. 
xxx 
Proposition 2.2 [3]. For each bounded continuous pseudometric r on X, the j&c- 
tion PE(T) :PR(X) X Pn(X) + IR is a continuous pseudometric on PR(X) with 
diam PR ( T-) = diam r. 
Proposition 2.3 [3]. If(X, ) r is a bounded metric space, then PR(r) is a metric inducing 
*-weak topology on PR(X). 
If (X, r) is a bounded metric space, then by Pz(X, r) we denote the pair 
(PR(X), PR(r)). It follows from Propositions 2.2 and 2.3 that Pg is a functor act- 
ing in the category Metrb of all bounded metric spaces and their continuous mappings. 
Moreover, if 3: Metrb + Tych is the forgetful functor, then 
3oP,“=Pno3. (2.2) 
The equality (2.2) can be expressed in the following way. 
Proposition 2.4 [3]. Thefinctor PR : Tych 4 Tych is lifted to the&nctor PE : Metrb --f 
Met,. 
If it does not lead to confusion, we shall denote the functor P$ by PR. By a pseu- 
dometric space we mean a pair (X, r), where X is a Tychonoff space and r is a con- 
tinuous pseudometric on X. A mapping f : (X, q) + (Y. r2) is said to be continuous if 
f : X + Y is continuous. 
Lemma 2.5. Let f : (X, rt) --f (Y, rz) be a continuous mapping between bounded pseu- 
dometric spaces, p, v E PR(X), and let X E A(,LL, v). Then 
PR(Q)(PR(~I(P), PR(~)(v)) G / r2(f(oL f(Z2)) dX. 
xxx 
Proof. Let K = PR(~ x f)(x). Applying (1.12), it is easy to verify that K E 
A(P&)(p)> PR(f)(t’)). H en=, PR(r2)(PR(f)(P), PR(f)(t’)) G 47-2). But 
+-2) = cpR(f x f)(x))(r2) 
= X(r2 0 f x f) (since (1.14)) 
=J’ 
rz(f(xi), S(Q)) dX. 0 
xxx 
36 VV Fedorchuk / Topology and its Applications 91 (1999) 2545 
Corollary 2.6 [3]. The functor Pn preserves nonexpansive mappings. 
Proposition 2.7. Let f : X 4 Y be a continuous mapping, let r be a bounded continuous 
pseudometric on Y, and let p = r o f x f. Then 
pR(p)(pI > b4 = PR(T)(PR(P)(ILI),PR(f)(C12)) (2.3) 
for any PI, p2 E pR(x). 
Proof. Let PW(X) be the set of all measures p E Pn(X) with finite supports. It is well 
known that P,(X) is dense in Pu(X). So, in view of continuity of pseudometrics PR(~) 
and PR(T), it suffices to check the equality (2.3) for measures pk with finite supports. 
Corollary 2.6 yields the inequality 3. It is known that each measure with a finite support 
is an affine combination of Dirac measures. Let ~1 = ci ais( ~2 = cj b,S(z,?). 
Denote Pn(f)(pk) by Vk, k = 1,2. Then VI = xi ai??(f(zi)), vz = cj bjb(f(zi)). 
By Lemma 2.1, there is a measure v E il(v~ i ~2) such that PR(T)(VI , ~2) = u(r). Since 
supp u 
i.j 
Set 
Clearly, ~1 E A(p), p_~z) and Pn(f x f)(fL) = u. Then 
PR(P)(b , P2) < P(P) = P(T O f x f) 
= PR(f x f)(P)(T) = u(r) = PR(7-)(V > v2). q 
Corollary 2.8 
spaces. 
[3]. The functor Pn preserves isometric embeddings of @eudo)metric 
This assertion means that if i : X + X’ is a topological embedding, T and r’ are 
bounded continuous pseudometrics on X and X’ such that T = r’(X (more exactly 
T = r’ o i x i), then 
pR(T)(b4,p2) = pR(T’)(pR(z)(~,),pR(i)(~2)). (2.41 
Pseudometrics for r-additive measures. For a pseudometric space (X, r), by (X,, rg) 
we denote a metric space generated by the pseudometric r, by qr : X + X, we denote 
the natural projection: Q~(Ic~) = Q~(CCZ) iff r(zt,52) = 0. 
Recall that a space X is called an absolute G&-set if X is a Gs-set in each (some) 
compactification bX. A pseudometric space (X’, T’) is said to be an extension of a 
pseudometric space (X, r) if X is dense in X’ and r = r’lX. An extension (X’, r’) of 
(X, r) is called a G 6 ex ension if X’ is an absolute G&-set. - t 
Proposition 2.9. Every pseudometric space (X, r) has a G&-extension (X’, r’) such that 
X’ c px. 
c(K Fedorchuk / Topology and its Applications 91 (1999) 25-45 31 
Proof. Let (XL, rb) be the completion of the metric space (X, , rn), and let cx : X, + XL 
be the corresponding embedding. Set p = cx o q,. : X + Xi and X’ = (/@-‘(XC). 
Since Xi is a complete metric space, it is an absolute Gs-set. Hence, X’ is an absolute 
Gh-set being a perfect inverse image of XL. Further, X’ is an extension of X which is 
contained in PX. At last, putting T’ = r:, o p’ x p’, where p’ = (&)1X’, we get the 
required Gs-extension (X’. T’). 0 
Remark 2.10. The just constructed extension (X’, 1.‘) is uniquely defined by (X. Y). We 
shall denote this extension by (X6cT), r”) = (X6, T-“). 
Let (X, r) be a bounded pseudometric space, and let /Lt. ~2 t P,(X). Denote by /L: 
the extension of pL, on to X”(‘). Put 
PT(t-)(b, 1 ILZ) = PR(@)(fL:. LA;). (2.5) 
The embeddings X + X” and X6 4 $X we denote by i6 and i6, respectively. 
Set es = P7(?) and eg = P7(i6). In these notations, IL: = @(pi). Since P, preserves 
topological embeddings (Proposition 1.24), e6 and eg are embeddings such that eg o 
eh = cx. But Pn(X6) = Pi(Xs) according to Proposition 1.28. Hence, e6 : P7(X) --t 
Pn(X6) is an embedding, and the Definition 2.5 transforms this topological embedding 
in to an isometric one. Thus, Propositions 2.2 and 2.3 yield the following two statements. 
Proposition 2.11 [3]. For euch bounded continuous pseudometric r on X, the ,function 
P,(r) is a continuous pseudometric on P, (X) with diam P,(r) = diam T. 
Proposition 2.12 [3]. If (X, r) is a bounded metric space, then P7(r) is a metric induc- 
ing *-weak topology on Pi(X). 
By analogy with Proposition 2.4, we get 
Proposition 2.13 [3]. The functor P, : Tych 4 Tych is lifted to the functor PJ” : 
Met% 4 Metrb. 
Proposition 2.14. Let (X’, r’) be a Gs-extension of(X, r) such that (X’, r’) c (X6? r*), 
and let p1.p~ E P7(X). Then 
P7(r)(p1 .c12) = Pdr’)(+(p~). e$!(p2)). (2.6) 
Proof. Since Pn preserves isometric embeddings (look at (2.4)), the right parts of the 
equalities (2.5) and (2.6) coincide. 0 
Proposition 2.15. Let f : X 4 Y be a continuous mapping, let r be a bounded contin- 
uous pseudometric on Y, and let p = r o f x f. Then 
PT(~)(~~~~2) = P7(r)(P7(f)(l-1,):PT(f)(~L2)) 
for any p I 3 1-12 E P,(X). 
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Proof. We know from Proposition 2.9 and Remark 2.10, that there is a Gs-extension 
(Y6,r6) of (Y!r). Set X’= (Pf)-‘(Y”nX’(‘)): f’= (pS)lX’, andp’= @of’x f’. 
Clearly, 
(X, P) c (X’, P’) c (X6(% PS). 
Let pi = e$,(pi). Then by Proposition 2.14, 
PT(P)(Pl>P2) = MP’NPh4. 
From Proposition 2.7 it follows that 
(2.8) 
MP’)(&&) = PR(T6)(PR(f’)(lL~),PR(f’)(lL~)). (2.9) 
But as X’ and Y’ are absolute Gs-sets, it follows that &(f’)(&) = PT(f’)&). Hence 
by Proposition 1.15, 
PR(P’)(& = e$(PT(f)(l*i)). (2.10) 
Thus from (2.8)-(2.10), and (2.5), our result follows. 0 
Uniformities. By a uniformity on X we mean a family U of entourages of the diagonal 
A, c X x X. For a uniform space (X, U), let R(U) be a family of all bounded uniformly 
continuous pseudometrics on X. For r E R(U) and E > 0, let 
El = {(z,,Lc~) E X x X: r(z,.22) < E}. 
It is well known that the set {E,‘: r E R(U), E > 0} is a base of the uniformity U. 
For R c R(U) set 
P,(R) = {P&): r E R}. 
The set P, (R(U)) IS evidently upward directed. Hence, it defines a base of some pre- 
uniformity on P7(X) which we denote by PT(U). 
Theorem 2.16 [3]. Let U be a compatible unzformity on a TychonofS space X. Then 
P, (24) is a compatible uniformity on P,(X) which induces the original uniformity U on 
x = S(X). 
A set R c R(U) is said to be a basic family of pseudometrics for U if for any entourage 
E E U there are r E R and E > 0 such that E,’ c E. 
Proposition 2.17 [3]. If R is a basic family of pseudometrics for U, then P,(R) is a 
basic family of pseudometrics for P,(U). 
Proposition 2.18 [3]. If f : (X, U) + (Y, V) is a untformly continuous mapping, then 
the mapping 
P7.M : (JxJa wo) --j p7m Jw)) 
is uniformly continuous. 
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It follows 
Theorem 2.19 [3]. The functor P, : Tych + Tych is hfted on to the categon, Unij 
In Section 4 we need also the following statements. 
Theorem 2.20 [31. Zf (X, p) IS a complete bounded metric space, then (P,(X) ! J’, (0)) 
is complete. 
For a metric space (X. p), by U(p) we denote the uniformity on X generated by p. 
Proposition 2.21 [3]. If (X, p) is a bounded metric space, then the uniformities 
P,@(p)) and U(P,(p)) coincide. 
For a uniform space X, by ,IL~UX we denote its uniform weight, i.e., the least cardinality 
of bases of the uniformity of X. The next is well known. 
Theorem 2.22. Let X be a complete uniform space of uniform weight 6. Then X is 
isomorphic to a closed subspace of a product n{n(Y: (1 E n} of complete bounded 
metric spaces. 
3. P, does not preserve completeness 
Theorem 3.1. The uniform space Pi(W) is not complete, 
Notations. LetI=[O,l], J=(O,l).ForA’cAcc,letp~,:I”+IA’, q2,:J.4+ 
J”’ be the natural projections. We shall also use the following notations: p: = p,4, 
q: = qA. Let 
SC = {I.“.p$,A E Fin(c)}. 
Clearly, S, is an inverse system with lim(S,) = I’. Let 
P(S,) = { P(IA), P(p$), A E Fin(c)}. 
Let 7r,4 : lim(P(S,)) + P(I”) be the limit projection of the system P(S,). By 
R, : P(lim SC) + lim P(S,) 
we denote the limit of mappings P(~A): A E Fin(c). According to (l.lO), the mapping 
R, is the unique mapping satisfying condition: 
TA 0 R, = p(pA): A E Fin(c). (3.1) 
Since functor P : Comp 4 Corn?, is continuous (Theorem 1.26), R, is a homeomor- 
phism. In the same way we define the inverse systems 
T, = {JA,q$,A E Fin(c)} 
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Proof of Theorem 3.1. We start with defining a mapping h : I -+ I’. We identify Ic 
with I’ and (for t E c and IC E 1) set 
h(t)(z) = l/2(2 - tl. 
It is easy to see that h is an injection. We denote by X the h-image of the standard 
Lebesgue measure on I. Let v be the extension of measure X on to 1” (V = el;!‘) (X) 
in notations of Section 1). Since X is regular in h(I) and h(I) is closed, v is regular 
in view of Proposition 1.9. Thus, v is a regular probability measure in I’ being a 
regular Bore1 measure with ~(1’) = 1. Let VA = P(~A)(v), and let PA = TA(VA), 
where rA : P(IA) + M(JA) is the restriction operator. We shall also use the following 
notations: eA : p, ( JA) + P(IA) is the extension operator, IA = pA(h(I)), Ii = 
IA n JA. 
Lemma 3.2. PA E P,(JA) and eA(pA) = VA. 
Proof. By definition, h is the diagonal product of its coordinate functions h(t), t E I. 
Let hA = n{h(t): t E A}. Clearly, 
hA = PA 0 h. (3.2) 
Every coordinate function h(t) is 2-to-1 if 0 < t < 1, and h(t) is l-to-l for t E (0, l}. 
Hence, hA is 2-to- 1. Consequently, pA 1 h(l) is 2to-1 according (3.2). Moreover, pA (h(I) 
is l-to-l, if either A n (0, 1) # 0 or IAJ > 2. It follows that 
VA(F) = 0 for every finite F C IA. (3.3) 
On the other hand, IA\$ is finite, more precisely, 
IA\I; = hA(A). (3.4) 
Further, supp v = h(I) by definition. Thus, supp VA = IA in view of Proposition 1.36. 
Hence, from (3.3) and (3.4) we get VA E PJ*, (IA). Then PA E P, ( JA) according to 
(1.4), and eA (PA) = VA on account of Proposition 1.11. Lemma 3.2 is proved. 0 
Lemma 3.3. {PA: A E Fin(c)} IS a thread of the inverse system P7(Tc). 
In fact, evidently, {1/A: A E Fin(c)} is a thread of the inverse system P7(Sc). So, 
our assertion follows from Lemma 3.2 and Proposition 1.15. 
Let us consider the interval J = (0, 1) as a complete uniform space (J,.U) which is 
isomorphic to the reals IR equipped with the Euclidean uniformity. Moreover, we equip 
J with a metric p generating this uniformity U. As for the product JA, A E Fin(c), we 
equip it with the maximum metric PA, i.e., 
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where 0; is the a-coordinate of Bi. Some more notations. If U is the uniformity on J 
mentioned above, i.e., U is generated by p, then for A c c, UA is the product uniformity 
on JA. So, our task is to prove that the uniform space (P, (J’). P, (U”)) is not complete. 
Let 
PA = PA @ &\A> 
where A E Fin(c) and, for B c c, 
SB = q(w)B), 
where (1/2)~ E JB is the point all coordinates of which are equal to l/2. Let us note, 
that if B = C U D is a disjoint sum, then 
65=sc@‘D. 
Clearly, pA E e(F) ( one can apply Proposition 1.32). 
Lemma 3.4. {,B A: A E Fin(c)) is a Cuuchy sequence in P,(F). 
Proof. We need to check that for an arbitrary entourage E E PT(Uc) there is A0 E 
Fin(c) such that 
(/QA’>PAZ) E E (3.5) 
for any AI, A2 E Fin(c) such that Ao c Al nAz. By definition of the product uniformity, 
the family 
R = {r 0 (p.4 x PA): A E Fin(c), T E R(U”)} 
is a basic family of pseudometrics for UC. Hence, the family P,(R) is a basic family of 
pseudometrics for PT(Uc), because of Proposition 2.17. Consequently, there are A0 E 
Fin(c), T E R(UAo), and E > 0 such that 
Ep~ (=+‘A, xPAcl 1) 
E c E. (3.6) 
Now we are going to verify that this A0 is the required one. Let Al and A2 be as above. 
To check (3.5), it suffices, in view of (3.6), to show that 
p, (r o (?)A<) x PA,)) (/LA’. PA’) = 0. (3.7) 
We have 
P&%)(~A’) = p~(l)~;I)(p~@n,)(~A’)) 
= P&;;)(pA,) (in view of Proposition 1.33) 
= PA”> i = 1,2 (by Lemma 3.3). 
Hence, applying Proposition 2.15, we get (3.7). Lemma 3.4 is proved. 0 
set uA = UA 8 6 c\A 
Lemma 3.5. ZI = lim{vA: A E Fin(c)}. 
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Proof. Let 0 be an arbitrary neighbourhood of u in P(Ic). We need to find A f Fin(c) 
such that yB E 0 for each finite B greater than A. Since P is a continuous functor 
in the category Camp (look at (3.1)), there are a finite set A and a neighbourhood U 
of P(PA)(v) such that p(p~)-‘(U) C 0. We claim that this A is the required one. 
In fact, let A C B. Then P(~A)(#) = P(pz)(Pfp~)(~‘)) = P(pz)(~~)) = VA = 
p(pA)(v) E u. H ence, yB E Pi’ c 0. Lemma 3.5 is proved. 0 
Suppose now that the sequence (1-1~: A E Fin(c)} converges to some measure 
y E P,(J”). Let e : P,(J”) + P(Ic) be the extension operator. Then according to Propo- 
sition 1.18, e(r) is the limit of the sequence {e(p’): A E Fin(c)}. But e(pA) = uA by 
Proposition 1.34. Hence, e(r) = v on account of Lemma 3.4. Since (1.3), e(r)(K) = 0 
for every compact set K c Ic\Jc. On the other hand, suppv = h(1) c Ic\Jc. We 
arrive at a contradiction, since ~(supp~) = 1 in view of Proposition 1.35. Theorem 3.1 
is proved. 0 
Corollary 3.6 (CH). The uniform space P7(IR”‘) is not complete. 
4. Martin’s Axiom and a preservation of completeness by P, 
We shall need the following auxiliary, but very important statement. 
Proposition 4.1 (MA, [12, Proposition 15.61). Let u be a regular probability measure 
in a compactum X, and let K < c be a cardinal. If X = U{Fcy: CY E K}, where F, are 
closed and v(F,) = 0, then v(X) = 0. 
Theorem 4.2 (MA). If X is a complete uniform space of uniform weight K < c, then 
P, (X) is also complete. 
Proof. According to Theorem 2.22 we may assume that X is a closed subspace of 
a product M = n{(&fa, p,): 0 E K} of complete bounded metric spaces. Since 
Proposition 1.24, P,(X) is closed in P,(M). Hence, it suffices to prove complete- 
ness of P7(M). For A’ c A E Fin(n), we set MA = n{hlQ: cy E A} and denote 
by TA : h!f + hf.4 and ?‘ri, the projections of products on to factors. We equip &rA 
with the metric PA = sup{p cu: cy E A}, and with the uniformity U(pA). It is clear that 
IA = &,, where UA = n{u(&): Q E A}. 
Let M = {pLr: y E r} be a Cauchy sequence in P, (&I). Set 
p; = c(rA)(&). (4.1) 
Then MA = (~4: y E I’} is a Cauchy sequence in (P7 (MA), P, (UA)) like a uni- 
formly continuous image of the Cauchy sequence M. But P,(U,.q) = U(P,(ph)) by 
Proposition 2.21. Thus, MA is a Cauchy sequence in the metric P7(p~). But this metric 
is complete, because of Theorem 2.20. Consequently, MA converges to some measure 
PA E PT(kf~). The equality (4.1) yields 
P&&f& = &‘. (4.2) 
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Taking r-limit of the equality (4.2) we get PT(ri,)(p.d) = pAI. Hence, the family 
m = {p,A: A E %z(r;)} is a thread of the inverse system P,(T), where T = { nl,.j ~ 
7r$ > Fi?z(K)}. 
Now let Z,, = PA& (instead of /JAI, one can take an arbitrary compactification 
WA z.4 = n{za: a E A}, 2 = JJ{Zn: a E K}. Denote by $?A : Z + ZA and 
P$ : 2.4 ---) Z.41 the projections of products on to factors. Clearly, Z is the limit of 
the inverse system S = {Z,t.~j:~, . ’ Fir/,(~)). Then P(Z) = limP(S) in accordance with 
Theorem 1.26. More precisely, the mapping R : P(Z) --f lim P(S), which is the limit of 
the mappings P(pA), A E Fin(~), is a homeomorphism. 
Set u-4 = p_y$(p.~). Since 7r2, = p~,jMl~, Proposition 1.15 implies that the family 
n = {v,~: A E I%(K)) IS a thread of the inverse system P(S). Consequently, there is 
a unique measure v E P(Z) such that R(v) = r). It means that 
P(pA)(v) = VA> A E h(K). (4.3) 
Since p.4 E PT(?1!,4A), from (1.3) We get VA E Pz~,,(Z,.l), i.e., VA(L) = 0 for any 
compacturn L c Z,J\AI~A. In particular, we have 
!I,( L) = 0 for any compacturn L C Z,, \Af,>. (4.4) 
Lemma 4.3. u E p;f (Z). 
Proof. Ma is an absolute Gs-set being a complete metric space. Hence, the remainder 
Z,\Afa is a countable union of compacta L”,. 71 E ~j. Then 
Z\‘U = U{n,‘(L;): 0 E K. n E w). 
But from (4.3) and (4.4) we get Z&I;’ (Li)) = 0. So, Proposition 4.1 yields that 
v(K) = 0 for any compacturn K c Z\n/I. Lemma 4.3 is proved. 0 
Let ~1 = r$(~). From (1.4) and Lemma 4.3 we have p E P,(M). 
Lemma 4.4. PT(TA)(p) = p.4 fir any A E Fin(~). 
Proof. Both measures P, (7r.4) (p) and PA are in P, (h[A), in particular, 1) P, (KA) (,u) 11 = 
1 lpCln I/. So, to prove Lemma 4.4, it suffices to show that P, (n,~)(p) < ~~4 or, what is the 
same, 
,+-I(B)) < PA(B) (4.5) 
for any Bore1 set B E a(hfA). There exists a Bore1 set C E ,I~(ZA) such that I3 = Cnz~. 
By definition of extension operator, VA(C) = /AA(B). Thus, 
PA’) = PA(B). (4.6) 
Evidently, hl n pi’ (C) = TT,~’ (B). Hence, by definition of restriction operator, we have 
&r;‘(B)) = r%)(+(B)) 6 +A’(C)). 
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Hence, (4.6) implies (4.5). Lemma 4.4 is proved. D 
Thus, the measure I* E P7(M) is the limit of the thread m of PT(T). But by The- 
orem 1.25, P7(M) is naturally embedded in to the limit of the inverse system P7(T). 
On the other hand, every element PA of the thread m is the limit of the sequence 
MA = PT(~A)(M). c onsequently, by definition of an inverse limit topology, p is the 
limit of the sequence M. Theorem 4.2 is proved. q 
Corollary 4.5 (MAfCH). The un$orrn space P7(W’I) is complete. 
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