Abstract-The MMPs and ADAMs are cell surface proteases which belong to metalloprotease family. They play an important role in skin aging, skin disorders, anticancer therapy and other physiological disorders. Thus there arises the need to understand the relationships among various parameters of these proteins for prediction of their classes, structures and functionality. The computational approaches for prediction of their classes are fast and economical therefore can be used to complement the existing wet lab techniques. Realizing their importance, in this paper an attempt has been made to correlate them with their amino acid composition and predict them with fair accuracy. This is a novel method where ADAMs and MMPs have been classified on the basis of amino acid composition using Support Vector Machine. The SVM has been implemented using Lib SVM package. The method discriminates MMP subfamily from ADAM proteases with Matthew's correlation coefficient of 0.98 using amino acid composition. The method is further able to predict three major subclasses or subfamilies of MMPs with an overall Matthew's correlation coefficient [MCC] and accuracy of 0.782 and 89.01% respectively using amino acid composition. The performance of the method was evaluated using 5-fold cross-validation where accuracy of 98% was obtained.
I. INTRODUCTION
The MMPs and ADAMs belong to a family of metalloproteinase's [MPs] . Both are zinc proteases responsible for degradation of extracellular matrix proteins and receptors. Zinc proteases are subdivided according to the primary structure of their catalytic sites and include gluzincin, metzincin, inuzincin, carboxypeptidase, and DD carboxypeptidase subgroups [13] . The metzincin subgroup [to which the ADAMs belongs] is further divided into serralysins, astacins, matrixins, and ADAMalysins [13] , [15] . The matrixins comprise the matrix metalloproteases, or MMPs and ADAMalysins comprise the ADAMs [16] .
MMPs [Matrix Metalloproteinases] are divided into eight subgroups on the basis of their domain organization. They contain predomain, prodomain and catalytic domain which are also shared by others besides hemopexin, transmembrane and cytoplasmic domain [15] . Till now 28 members have been discovered out of which 23 are found in human.
ADAMs are transmembrane MPs that are distinct from the MMPs in that they also have an extracellular disintegrin domain and a cytoplasmic domain that can associate with intracellular proteins. It also is made of metalloproteinase and cysteine-rich, EGF-like domains, followed [in most] by transmembrane and cytoplasmic regions. It is the presence of these two domains that give the ADAMs their name [a disintegrin and metalloprotease] also called as MDC [Metalloprotease, Disintegrin, Cysteine-rich] proteins. Till now 34 different types of ADAMs have been discovered in various organisms. The ADAMalysins subfamily also contains the class III snake venom metalloproteases and the ADAM-TS proteases, which although similar to the ADAMs, can be distinguished structurally [15] .
Studies on MMPs began with the discovery of collagenase in the tadpole tail in 1962, and now it has become a vast research field. This family of enzymes plays a central role in the pathological degradation and physiological turnover of the extracellular matrix [ECM] and other proteins. The ADAM family is a recently developed gene family, and the field is growing rapidly. These proteins are involved in important pathobiological events such as processing of growth factors and cytokines, ECM degradation and shedding of membrane proteins. The MMPs and ADAMs share the substrate specificity and their expression pattern under certain conditions, but their mutual roles are not well understood [17] .
Despite emerging implications for ADAMs and matrix metalloproteinase's [MMPs] in disease progression, the mechanisms that lead to activation of specific ADAMs and MMPs and their actions in various diseases is still incompletely understood. These enzymes are the principle agents responsible for extracellular matrix degradation and remodeling, and play important roles in development, wound healing, and in the pathology of diseases such as arthritis and cancer [9] . Alzheimer's disease, as well as most of other neurodegenerative disorders is characterized by the deposition of insoluble proteinaceous aggregates. Hence ADAM-dependent proteolytic attack could represent a valuable therapeutic target [3] .
The ADAM are a fascinating family of transmembrane and secreted proteins with important roles in regulating cell phenotype via their effects on cell adhesion, migration, proteolysis and signaling. They are involved in diverse processes such as development, cell-cell interactions and protein ectodomain shedding [13] . Recently they have been Multi Class Classification Approach for Classification of ADAMs, MMPs and Their Subclasses
Kumud pant, Neeru Adlakha and Alok Mittal found to play an important role in various types of cancer [2] . Similarly MMPs are found to be a key player in skin aging and many physiological disorders. In animal body they have role in cancer, neurological disorders, rheumatoid, osteoarthritis etc. to name a few. Synthetic inhibitors have recently been developed for MMPs, so as to control cartilage matrix degradation by them in arthritis and osteoporosis [11] .
Some attempts for the understanding of structure and function of the ADAM and MMP family of proteins have been made within the past five years. These results have demonstrated the importance of these proteins in diverse biological processes. Studies have also raised many interesting questions that remain to be answered. Questions concerning substrate specificities of these ADAMs and MMPs, the physiological regulators that activate or inhibit these proteases the regulation of the protease, adhesion and signaling activities of the ADAMs and MMPs in response to developmental, physiological and pathological stimuli etc. remain unanswered [17] .
The identification of novel type of cell surface proteases and their cognate substrate is the major focus of pharmaceutical companies. Hence, highly accurate identification of protease types will solve the problem of efficacy and side effects of various drugs. Currently, efforts are underway to develop new therapeutic agents and elucidation of metabolic pathway associated with diseases. Moreover, the mere understanding of different types of ADAM and MMPs and their substrate-binding properties will assist in finding novel drug target with minimum side effects. The experimental attempts are reported in the literature for functional classification of MMPs and ADAMs using the structure of their catalytic sites [13] . But no computational technique is available in the literature for classification of MMPs and ADAMs based parameter like amino acid composition. Since the experimental identifications of them are labor and cost-intensive task, the computational biology can provide a better alternative to develop a method for classifying different enzymes of each.
In view of the above an attempt has been made in this paper to develop a computational approach for predicting and classifying two types of cell surface proteases, ADAMs and MMPs. The classification of MMPs has been extended further where they have been divided into 4 subclasses. In the first step, binary classification method has been adopted where the metalloproteinases can be discriminated as MMPs or ADAMs. In the second step a multiclass classification approach has been used where MMPs have been divided further into 4 subfamilies.
It has been shown in past that SVM is an elegant technique for the classification of biological data [1] , [10] , [4] - [7] . Here the same SVM model has been developed for amino acid composition based prediction identification and classification of cell surface proteases MMPs and ADAMs.
This paper is a step in the direction where machine learning and computational biology techniques can be used to compliment existing wet lab techniques.
II. MATERIALS AND METHODS

A. Recognition of MMPs from ADAMs
Initially, we developed an SVM module for identifying MMPs from ADAM proteins. The dataset was derived from uniprotKB of Expasy server [12] . The final dataset consisted of 187 proteins belonging to both MMPs and ADAMs subclass of metalloproteinase's family [MPs] .
To validate our methodology 178 globular proteins belonging to various enzyme classes other than hydrolase [E.C. EC 3.4.24] to which metalloproteinase's belong were taken into consideration. They were treated as negative instances.
The performance of the module was evaluated using a 5-fold cross-validation test. The SVM was trained with a fixed-dimensions vector [20] obtained on the basis of the amino acid composition of protein sequences
B. Recognition of subfamilies of MMPs
Prediction of subfamilies of matrix metalloproteinase's is a multi-class classification problem. In this case, the three dataset belonging to three subfamilies and one dataset including members of rest of the matrix metalloproteinase's were taken for classification. To handle this multi-class situation, we designed a series of binary SVMs. For N class classification, N SVMs were constructed. The ith SVM was trained with all samples of the ith subfamily being labeled as positive, and the samples of all other subfamilies being labeled as negative. The SVMs trained in this way were referred to as 1-v-r SVMs. In this classification approach, each of the unknown proteins will achieve four scores. An unknown protein will be classified into the subfamily that corresponds to the 1-v-r SVM with the highest output score
The dataset consisted of all MMPs proteins family members extracted from swissprot/uniprot data bank of expasy server [12] . All the entries marked as fragments were not included in the dataset. Since the number of sequences belonging to many subclasses of MMPs are too less to be of any statistical significance therefore they were combined as belonging to one. The various subclasses of MMPs on the basis of domain organization are depicted in figure1 below.
The data set of MMPs consisted of A] Gelatin binding MMPs B] Simple hemopexin domain containing MMPs C] Transmembrane MMPs D] Others, which include members of rest of the classes which were too less in number to be examined individually. The number of sequences belonging to various subclasses used for training the classifier is mentioned in table 1. The test dataset included 11, 12, 17 and 15 instances belonging to A, B, C, and D subfamily other then those taken for training. Only non redundant sequences were taken for our study. Any two sequences with more then 90% sequence similarity were excluded from inclusion in the training data set since they can cause over training of the system The number of instances for training was 85, whereas for testing other instances were used which also non fragmented non repeated entries also obtained from Expasy [12] . Entries marked as predicted or putative were also verified on testing as belonging to that class which explains the utility of the model and accuracy of amino acid composition in differentiating proteins. 
The data set of MMPs consisted of A] Gelatin binding MMPs B] Simple hemopexin domain containing MMPs C]
Transmembrane MMPs D] Others, which include members of rest of the classes which were too less in number to be examined individually. The number of sequences belonging to various subclasses used for training the classifier is mentioned in table 1. The test dataset included 11, 12, 17 and 15 instances belonging to A, B, C, and D subfamily other then those taken for training. Only non redundant sequences were taken for our study. Any two sequences with more then 90% sequence similarity were excluded from inclusion in the training data set since they can cause over training of the system SVM is a supervised machine learning method which is based on the statistical learning theory [18] , [19] . When used as a binary classifier, an SVM will construct a hyperplane, which acts as the decision surface between the two classes. This is achieved by maximizing the margin of separation between the hyperplane and those points nearest to it.
The SVMs were implemented using freely downloadable software, libSVM [8] . In this software there is a facility to define parameters and choose among various inbuilt kernals. They can be radial basis function [RBF] or a polynomial kernel [of given degree], linear, sigmoid.
D. SVM software; LIBSVM
Simulations were preformed using LIBSVM version 2.89 [a freely available software package] [8] . For our study RBF Kernel was found to be the best. The SVM training was carried out by the optimization of value of regularization parameter and the value of RBF kernel parameter.
E. Amino acid composition
Previously, this parameter has been used for predicting the subcellular localization of proteins [10] . The amino acid composition is the fraction of each amino acid type within a protein. The fractions of all 20 natural amino acids were calculated by using Equation 1, Fraction of amino acid i [where i can be any amino acid]
F. Evaluation of Performance
The performance of our classifier was judged by 10 fold cross validation. The LibSVM provides a parameter selection tool using the RBF kernel: cross validation via grid search. A grid search was performed on C and Gamma using an inbuilt module of libSVM tools as shown in figure1. Here pairs of C and Gamma are tried and the one with the best cross validation accuracy is picked. On using the values of C=2 and Gamma=0.125 obtained through grid search an accuracy of 98.87% was obtained. III. PRDICTION SYSTEM ASSESSMENT 10-fold cross validation was performed to evaluate the accuracy of the classifier where, the data set was partitioned randomly to ten equally sized sets. The training and testing of each classifier was carried out ten times using one different set for testing and the other nine sets for training. Four threshold-dependent parameters, sensitivity, specificity, accuracy and Matthews's correlation coefficient [MCC] [14] , were used to measure the performance of this module. The results of classifying MMPs from ADAMs using amino acid composition are given in Table2 and that of classifying subfamily of MMPs are given in Table3. Our results clearly highlight the importance of amino acid composition in differentiating between these families. This model can also be an important tool to understand the differences between MMP and ADAMs hence a step towards assisting various wet lab techniques in devising novel drugs and therapeutic agents against these two. The correlation of MMPs and ADAMs with their amino acid composition explored here can be useful to obtain better insight about these proteins. Their molecular and physiological roles along with the substrate affinity can also be correlated with amino acid composition.
The overall accuracy and MCC of the amino acid composition-based classifier for classifying the two subfamilies of metalloproteinases was 98% and 0.97, respectively. It proved that metalloproteinases can be correlated with amino acid composition and can be easily distinguished on this basis.
The receiver operating characteristics [ROC] score was usually used as the primary measure of the machine learning method performance and provided an overview of the possible cut-off levels in the test performance. The roc curves for both MMPs and ADAMs are depicted in Figure3 which shows that majority of instances fall in the true positive range This model can be used to analyze other enzymes, such as entire proteomics data. Such type of prediction systems can be very useful for understanding the above proteases in a better way so as in conclusion, a novel method for classifying MMPs and ADAMs is presented. This method will nicely complement the existing wet lab methods. It will assist in assigning the correct class to which these proteins belong or classifying them as either of the two subclasses. The prediction method presented here may be useful for the annotation of the piled-up proteomic data.
This model can also be an important tool to understand the differences between various subfamilies of MMPs and hence a step towards assisting various wet lab techniques in devising novel drugs and therapeutic agents against these two. Here we are attempting as well to correlate MMPs with their amino acid composition which can also help to better our understanding about these proteins. Their molecular and physiological roles along with the substrate affinity can also be correlated with amino acid composition. It is well established that machine learning methods require large number of examples for reliable prediction therefore due to less number of sequences we combined subclasses other then A, B, and C as one into D.
The author awaits discovery of more of these proteins in the future so that accuracy of the prediction model can be increased further and a server developed for public use. He has more then 50 research publications in both National and International Journals. A keen researcher and able administrator with multifaceted personality.
