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We present a novel self-assembly route to align SiGe quantum dots. By a combination of the-
oretical analyses and experimental investigation, we show that epitaxial SiGe quantum dots can
cluster in ordered close-packed assemblies, revealing an attractive phenomena. We compute nu-
cleation energy barriers, accounting for elastic effects between quantum dots through both elastic
energy and strain-dependent surface energy. If the former is mostly repulsive, we show that the
decrease in the surface energy close to an existing island reduces the nucleation barrier. It sub-
sequently increases the probability of nucleation close to an existing island, and turns out to be
equivalent to an effective attraction between dots. We show by Monte-Carlo simulations that this
effect describes well the experimental results, revealing a new mechanism ruling self-organisation
of quantum dots. Such generic process could be observed in various heterogeneous systems and
could pave the way to a wide range of applications.
1 Introduction
Quantum dots (QD) were first investigated almost three decades
ago for their potential applications in microelectronics1–3 Re-
cently a renewed interest has been driven in quantum molecules
and quantum dots arrays due to local field interactions between
interconnected primitive nanoscale logic blocks that could al-
low to transfer and process digital information4. QDs are now
commonly manufactured by different techniques, from colloidal
synthesis, lithography, 3D printing to epitaxy, and are used for
many different purposes in fundamental systems, such as in quan-
tum photonics, lasing or excitonic systems5–16, and in commer-
cial devices such as screen displays or memories17–22. Recently
with the renewed interest in quantum dots based quantum in-
formation23–25 it has become highly challenging to self-organize
limited assemblies of laterally close packed quantum dots26–32.
The technique best suited for device integration is epitaxy where
quantum dots growth is driven by the elastic relaxation of the
misfit strain. Even-though its general picture is rather well docu-
mented and understood33, some puzzling experimental outcomes
a Institut Matériaux Microélectronique Nanoscience de Provence, Aix-Marseille Univer-
sité, UMR CNRS 6242, 13997 Marseille, France.
b Université Grenoble Alpes, CNRS, Grenoble INP, SIMAP, 38000 Grenoble, France.
c Department of Materials Science and Engineering, Northwestern University, Evanston,
Illinois 60208-3108, USA.
d Sorbonne Université, CNRS, Institut des Nanosciences de Paris, INSP, UMR 7588, 4
place Jussieu, 75005 Paris, France. E-mail: aqua@insp.jussieu.fr
can still be revealed by careful scrutiny34–37. One such exper-
imental finding is the clustering of Ge quantum dots in their
early stage of growth on Si38. It occurs in the stochastic nucle-
ation regime39, and can not be related to the partial order of
their instability-driven growth40. Spatial correlation between is-
lands was not reported in the experimental literature of SiGe sys-
tems, see e.g. Ref.33,41 for reviews. These systems are commonly
described by the Stranski-Krastanov growth with non-correlated
stochastic nucleation events42,43. This clustering reveals a bias
in the nucleation process towards an effective attraction between
dots. This bias is theoretically counterintuitive given the a priori
repulsive behavior of isotropic elastic interactions44,45. Elastic in-
teraction between islands46 was recently shown to correct islands
sizes and size distribution. In irreversible growth, the long-range
repulsive elastic interactions subsequently favor adatoms to drift
away from other adatoms47,48 and existing islands49. In addi-
tion, SiGe quantum dots involve more complex phenomena with
the presence of a wetting layer50, reversible aggregation, shape
transition and anomalous coarsening33.
We investigate here a mechanism that can trigger the cluster-
ing of quantum dots in homogeneous nucleation. Even if direct
elastic interactions are repulsive, we show that the quite sensi-
ble strain-dependence of the surface energy enforces a decrease
in the surface energy close to an existing island. This decrease
introduces de facto a reduction of the nucleation barrier which fa-
vors the growth of new islands nearby an already grown island.
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Fig. 1 (left) Low magnification TEM image of Ge islands nucleated on
Si(001) and (right) pixelized image enhancing visibility of islands correla-
tion.
To test the amplitude of this effect, we perform Monte-Carlo sim-
ulations of a simplified model of nucleation on a lattice. Consid-
ering the decrease in the nucleation barrier found energetically,
we find a degree of correlation close to experiments, validating
the aforementioned origin of clustering.
2 Clustering between islands
We deposited 1 nm pure Germanium by Molecular Beam Epitaxy
(MBE) in Ultra High Vacuum on a Silicon (001) substrate heated
at 550˚ C. The substrate temperature is monitored with an opti-
cal pyrometer. The Ge flux is obtained from a solid source in an
effusion cell heated at 1150˚ C and is calibrated by RHEED oscil-
lations. A Ge growth rate of 0,016nm/sec is commonly used. A
complete description of the experimental protocol can be found
in Ref.38. The resulting surface with a clear island clustering is
given in Fig. 1. It exhibits 3D islands with square based pyramid
shapes representative of the so-called ‘hut’ islands33. The mean
size of these Ge hut islands is about 45 nm, as already observed
previously. It is noticeable that islands align mainly along their
faces and sometimes along their corners, while the alignment at
large scale does not follow the crystallographic orientations (and
neither any specific orientation), see Fig. 2, excluding any elastic
anisotropy effect51,52. As discussed below, for a larger deposited
thickness (∼1.5nm), a bi-modal size distribution of Ge islands is
observed with the coexistence of dome and hut islands. Domes
islands result from the merging of hut islands. Their mean size
is about 150 nm. But we focus in the following on the narrow
regime of parameters where the experiments can be clearly and
unambiguously interpreted by an island clustering, with an or-
dering that can be accurately quantified. Hence, we consider sys-
tems with (i) only hut islands, (ii) at a low island density (for a
deposited thickness around 1 nm), and (iii) in the high-strain nu-
cleation regime (for a Ge concentration larger than ∼ 60%). In-
deed, (i) hut-islands have been extensively studied and are fully
strained (as confirmed by the absence of MoirÃl’ fringes on the
TEM image) at opposed to the dome islands which are commonly
relaxed ; (ii) a low density allows to have a higher level of cor-
relation, well above the measurement noise ; (iii) the nucleation
regime ensures a stochastic process as opposed to the ordering
that could arise from the instability at work for low Ge concentra-
tion39.
To quantify the island clustering of Fig. 1, we compute the
island correlation function. Correlations between M islands of
density ρ are characterized as usual53 by their radial distribu-
Fig. 2 a) and c) High magnification TEM images of clustering islands. b)
and d) retrieved phase maps (method described in 38) showing the SiGe
dots (in blue-purple) and localized strains in their vicinity (in yellow-red).
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Fig. 3 Radial distribution function g(r) of the islands found experimen-
tally and in Monte Carlo simulations, as a function of their distance r in
units of the mean island diameter σ : experimental raw data and average
distribution (blue points and dashed-blue line), and simulations (red solid
line).
tion function g(r)=1/(Mρ)
∫
dr ′ ρ2(r+ r ′,r ′) with the pair density
ρ2(r,r ′)= 〈n(r)n(r ′)〉− 〈n(r)〉δ (r− r ′), with the Dirac delta distri-
bution δ and n(r)=∑Mi=1 δ (r−Ri) for islands with mass centres Ri.
We plot in Figure 3 the radial distribution function g(r), with r the
distance between islands, corresponding to the experimental re-
sults of Fig. 1. It has a clear and significant peak at short distances
extending over σ and 2σ , where σ is the mean island diameter.
It then displays a flat plateau where islands are no longer corre-
lated. The maximum value of g(r), gmax'2.6 is a clear measure
of the importance of correlation between these islands.
If island clustering is clearly at work in the previous experimen-
tal parameters, we also find it in other regimes. We plot in Fig. 4 a
large scale image of the island clustering obtained for a deposited
thickness of 1.5nm, all other parameters kept fixed. We now find
a bimodal distribution with both hut and dome islands as usually
found when increasing the film thickness33. Island clustering is
again visible to the naked eye, and the the correlation function
again displays a maximum at close distance gmax ' 2.2 similar to
that of the hut assembly. As the system evolution during growth
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Fig. 4 Scanning electron microscope image of island clustering on a
1.5 nm thick Ge film. Inset, magnification of a cluster with both hut and
dome islands.
proceeds mainly by nucleation and coarsening of islands, one may
conclude that the correlation found in the initial hut-islands stage
do not alter the subsequent growth stages, that inherit the initial
islands correlation.
3 Nucleation enhancement
3.1 Model
To rationalize these correlations, we analyse the nucleation at
work when pure Ge is deposited39. As a first approximation, we
consider that islands directly nucleate in (105) square-base pyra-
mids with a side-angle θ ∗, which greatly simplifies the analysis
without significantly altering the following results. The formation
energy for the nucleation of a pyramid may be decomposed into
surface, elastic and edge energies
∆E = ∆Esur f +∆Eel +∆Eedge , (1)
where one has to compute the difference of energy between a flat
film of thickness h0, and pyramids sitting on a wetting layer of
thickness hw<h0 by mass conservation (we consider a formation
process where mass is conserved, so that one has a consider h0=
hw+ρV for an island of volume V sitting on an area 1/ρ).
Elasticity may be computed analytically within the small-slope
approximation where the film surface is z=h0+h1(x,y) where h1
has small slopes. Mechanical equilibrium can be solved exactly in
Fourier space and one eventually finds the biaxial strain ε(r) at
first order
ε(r) =−m+ζHii[h1(r)] , (2)
where ζ =
Y f (1−ν2s )
Ys(1−ν f ) , Hii[h1](k)= |k|h(k) in Fourier space
54 and
m= (as−a f )/as is the lattice misfit between the film ( f ) and sub-
strate (s). We account here for the difference in the film and
substrate Young’s modulus Y and Poisson’s ratio ν that do alter
the balance of the energy barrier. We also find the contribution of
∗The base L and height H of a square-base pyramid of volume V are L=αV 1/3 and
H= 12α tanθV
1/3 with α = (6/ tanθ)1/3.
elasticity to the energy barrier,
∆Eel =−ζ E0
∫
dr h1(r)Hii[h1(r)] , (3)
with the flat-film elastic energy density E0=Y fm2/(1−ν f ) and the
misfit m. Note that this integral expression involves the interac-
tion for each point on the surface at h1(r) with the elastic field
proportional to Hii[h1(r)] created by all the other points, that is
straightforwardly in Fourier space but that in fact involves a con-
volution in real space given by an integral over all the surface.
The solution (3) allows to sum up elasticity through a two-
dimensional integral, that is computed straightforwardly for dif-
ferent geometries in the following. Considering the small elastic
anisotropy in Si/Ge systems, we use here isotropic elasticity † 55.
The capillary contribution may be decomposed into
∆Esur f =
∫
∆
dr γ(105)Ge [ε(r)]/cosθ
+
∫
∆
dr γ(001)Ge [ε(r)]− γ
(001)
Ge [ε0]/ρ , (4)
where ∆ is the in-plane domain where the pyramid sits, and ∆,
the domain of the wetting layer, and with the SiGe nominal strain
ε0=−4.2%. Eq. (4) accounts explicitly for the surface stress via
the strain-dependence of the surface energy. The latter was inves-
tigated by different first-principles studies56–59 that give different
results for the surface energies. However, their strain dependence
that is more important in the subsequent study are similar. There-
after, we will consider the results from56, see Fig. 5, with the 2×8
reconstruction that is mainly observed experimentally,
γ(001)Ge (ε) = 67.2+156.3ε , (5)
in meV/Å2, while for the (105) orientation,
γ(105)Ge (ε) = 66.8+103.6ε−1577.8ε2 , (6)
that is slightly increased by 0.8meV/Å2 compared to56 to avoid
a too-low surface energy for the (105) facet. Indeed, if
γ(105)Ge /cosθ < γ
(001)
Ge , capillarity would enforce a faceting tran-
sition as the surface would spontaneously break up into facets
to minimize its surface energy. In order to avoid this facetting
transition that is not observed experimentally, we add this small
correction, arguing in addition the uncertainty concerning micro-
scopic details such as reconstruction, that would alter surface en-
ergies. We thence characterize surface effects through the cap-
illary parameter η = γ(105)Ge (ε0)/γ
(001)
Ge (ε0)cosθ − 1, that is 0.004
from Eqs. (5)-(6). The computation in (4) involves the inhomo-
geneous strain field ε(r) that can be computed straightforwardly
for each geometry thanks to (2). The important feature for the
subsequent analysis is that the surface energies Eqs. (5)-(6) de-
crease when compression increases (decrease of the strain for
†Even if anisotropy may lead to some attraction in some directions in metallic sys-
tems, it can not rationalize the dot clustering under focus that do not show any
preferential direction
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Fig. 5 Strain dependence of the surface energy in meV/Å2 for the (105)
(solid black line) and (001) (blue dashed line for Eq. (5) and red dot-
dashed line for the alternative Eq. (7)) orientations. The nominal strain
ε=−0.042 is indicated by the vertical dotted line.
Fig. 6 Strain map ε(r) as given by (2) computed for a surface with two
islands.
negative values). Finally, the edge energy is given analytically
by ∆Eedge= 4Htanθ
(
2+
√
2+ tan2 θ
)
σ ed for a pyramid of height H,
with the edge energy σ ed=3.3meV/Å39,60,61.
3.2 Inhomogeneous nucleation barrier
The previous ingredients may already qualitatively rationalize the
correlation among nucleating dots. We plot in Fig. 6 the strain
map on a surface where two islands are close to one another. In
between the islands, the absolute value of the strain is maximal
as the two islands sum up their compressive strain. This effect
is still valid, but with a decreasing amplitude when the islands
are pulled away. As the surface-stress results in a decrease in the
surface energy as a function of the compressive strain, this re-
gion of high strain will decrease the surface energy in between
islands, reducing the nucleation barrier and enhancing the nucle-
ation probability. We evaluate this effect by considering a sequen-
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Fig. 7 Energy barrier (1) for nucleation of a new island of volume V
close to an already existing island at a base-to-base distance of 0, 0.5, 2
and 8 nm
Fig. 8 Kinetic Monte-Carlo simulations of the biased nucleation model
tial nucleation where an island nucleates in the neighborhood of
an already existing island. We compute the change in the energy
barrier of nucleation of the second island, as a function of the
base-to-base distance between the two islands, see Fig. 7. With
the parameters given above and especially in Eqs. (5) and (6), we
find that the decrease in the energy barrier is δ∆E=0.10 eV close
to an island with a typical critical volume, a value which is already
10% of the single pyramid nucleation barrier ∆E=0.96 eV. This es-
timate is noticeably dependent on the different surface energies
strain dependence. The literature reveals different first-principles
results that are comparable but with still non-negligible differ-
ences56–59. By changing the slope of the (001) surface energy
within this uncertainty, with the alternative
γ(001)Ge (ε) = 64.8+100ε , (7)
plotted in Fig. 5, we find that the decrease in the energy barrier
can amount to 0.20 eV in this extreme case.
4 Biased nucleation model
To investigate whether the lowering of the nucleation barrier
found previously can rationalize the degree of island correlation
found experimentally, we devise an ad-hoc model of biased nu-
cleation, with an inhomogeneous nucleation close or far from ex-
isting islands. We consider islands that nucleate randomly on a
lattice with sites i following a probability pi per unit time. Once an
island has nucleated on a given site, the site is no longer available
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Fig. 9 Maximum of the correlation function in the biased nucleation
model as a function of the decrease in the nucleation barrier δ∆E (given
in eV).
for further nucleation, thence introducing exclusion effects62,63.
If a site does not have any nearest-neighbor close to it, the nucle-
ation probability is the reference probability p0. The nucleation
probability on a site with one nearest neighbor is increased by the
Boltzmann factor associated with the decrease in the nucleation
barrier found previously, p0 exp(β δ∆E) with the inverse temper-
ature 1/kBT . As a first approximation, if a site has ni nearest
neighbors, we assume that the influence of the different nearest-
neighbors sums up, as does the elastic field in the linear elas-
ticity framework. Hence, the nucleation probability in this case
reads p0 exp(β ni δ∆E). As a first approximation, we neglect in
this model any kinetic effect on the adatom diffusion nearby an
island or adatom depletion.
We evaluate the nucleation statistics resulting from this model
using rejection-free kinetic Monte-Carlo (KMC) simulations64,65.
The statistical properties of the system are parametrized by the
mean coverage ϑ measuring the density of occupied lattice sites.
In order to compare with the experimental results, we consider
a coverage ϑ = 13%, corresponding to Fig. 1. We use the ex-
perimental temperature T =550˚C and the nucleation barrier de-
crease found above, δ∆E=0.10 eV. The resulting surface is plot-
ted in Fig. 8 where island clustering is again evident to the naked
eye. The corresponding correlation function is plotted in Fig. 3,
where correspondance with experimental result is manifest. Of
particular interest is the maximum of the correlation function at
the close-contact distance gmax that is a quantitative measure of
the degree of correlation. With the decrease of 0.10 eV, we find
gmax=2.4 very close to the 2.6 experimental value in hut islands
and 2.5 in hut and dome islands. This correspondance is very
good, especially given all the approximations made both in the
nucleation model and estimate of the nucleation barrier decrease.
In particular, we plot in Fig. 9 the maximum value gmax as a func-
tion of the decrease in the nucleation barrier. We find that a small
change in δ∆E may result in a large increase in gmax, showing that
the model results are completely within the experimental range
of correlation. We therefore argue that the dot clustering found
in experiments may fully be rationalized by the surface-stress in-
duced lowering of the nucleation barrier. Extra effects such as
alloying, defects66, anisotropy67, patterning68,69 etc, that could
also alter the absolute value of the nucleation barrier, will be in-
vestigated in future work.
5 Conclusions
Thanks to the combination of experimental and theoretical re-
sults, we rationalize the nucleation of correlated Ge quantum
dots. Even though elasticity is mainly repulsive, the strain de-
pendence of the surface energy enforces a decrease in the surface
energy close to an island. This effect reduces the energy bar-
rier by ∼ 0.1 eV for the nucleation of a second island close to an
already-grown one. We performed Monte-Carlo simulations of a
dedicated model to quantify the effect of such a decrease on the
amount of correlation, and found good agreement with the exper-
iments. This work reveals the subtle balance of different effects
that trigger the growth mechanisms of nanostructures. It opens
the way for further theoretical analysis based on nucleation mod-
els accounting neatly for the driving forces, and to experimental
investigation in other epitaxial systems.
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