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Abstract
We study how complexity classes above BQP, such as postBQP, postBQPFP, and SBQP, change
if we “Merlinize” them, i.e., if we allow an extra input quantum state (or classical bit string)
given by Merlin as witness. Main results are the following three: First, the Merlinized version of
postBQP is equal to PSPACE. Second, if the Merlinized postBQP is restricted in such a way that
the postselection probability is equal to all witness states, then the class is equal to PP. Finally,
the Merlinization does not change the class SBQP.
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I. INTRODUCTION
QMA (Quantum Merlin-Arthur) is a quantum version of NP (more precisely, MA) first
studied by Knill [1], Kitaev [2], and Watrous [3].
Definition 1. A language L is in QMA if and only if there exist polynomials w, m, and
a uniform family {Qx}x of polynomial-size quantum circuits, where x is an instance with
|x| = n, Arthur’s circuit Qx takes as input a w(n)-qubit quantum state (so called the witness)
sent from Merlin, and m(n) ancilla qubits initialized in |0〉, such that
• if x ∈ L, then there exists a w(n)-qubit quantum state ψ such that
PQx(ψ)(o = 1) ≥ a,
• if x /∈ L, then for any w(n)-qubit quantum state ξ,
PQx(ξ)(o = 1) ≤ b.
Here,
PQx(ξ)(o = 1) ≡ Tr
[
(|1〉〈1| ⊗ I⊗w(n)+m(n)−1)Qx(ξ ⊗ |0〉〈0|⊗m(n))Q†x
]
is the probability that the circuit Qx on input ξ ⊗ |0〉〈0|⊗m(n) outputs o = 1, and a − b ≥
1/poly(n). Note that, without loss of generality, we can assume that the yes witness ψ is a
pure state.
QMA has a variant, which is called QCMA [4], where the witness quantum state is
replaced with a poly-length classical bit string. Whether QMA 6= QCMA (i.e., quantum
witnesses are more powerful than classical ones) is one of long-standing open problems.
Definition 2. The class QCMA is defined similarly to QMA except that the witness is not a
w(n)-qubit quantum state but a classical w(n)-bit string (or, equivalently, a w(n)-qubit state
in the computational basis).
Due to the witness states given by the powerful Merlin, QCMA and QMA are stronger
than BQP. For example, it is known that QMA can solve the group non-membership prob-
lem [3], but it is not known how the witness state for the group non-membership problem
can be generated in quantum polynomial time.
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Studying complexity classes above BQP has recently been attracting much attentions
because of several reasons. First, studying these classes can give insights to understanding
why quantum theory has such a mathematical structure. In particular, the existence of the
so-called Popescu-Rohrlich box [5] suggests that quantum physics is not uniquely derived
only from the no-signaling principle. Physicists have therefore been interested in reasons
why quantum theory is as it is. Several “super quantum” computing models have been
demonstrated to have much stronger power than the standard polynomial-time quantum
computing [6–11]. These results explain why quantum theory should have the current form.
Second, studying complexity classes above BQP is related to studying quantum supremacy
of sub-universal quantum computing models. It has been shown that several sub-universal
quantum computing models, such as IQP [12, 13], non-interacting bosons [14], and the
DQC1 model [15, 16], cannot be classically efficiently simulated unless the polynomial hi-
erarchy collapses. To show the no-go results, some complexity classes above BQP, such as
postBQP = PP and SBQP, are used.
Do the witness states by Merlin also enhance such above-BQP classes? In this paper,
we study how complexity classes above BQP change if we “Merlinize” them like QMA and
QCMA. In other words, we allow an extra input quantum state (or classical bit string) given
by Merlin as witness. More precisely, we define new classes, QMApostBQP, QCMApostBQP,
QMA∗postBQP, QCMA
∗
postBQP, QMApostBQPFP , QCMApostBQPFP , QMASBQP, and QCMASBQP,
as Merlinized versions of postBQP, postBQPFP, and SBQP, respectively. Definitions of
postBQP, postBQPFP, and SBQP are given in Sec. II. Our new eight classes are defined in
Sec. III. Our results are summarized in Fig. 1.
In particular, our main results are the following three: First, the quantum-witness Mer-
linized version of postBQP, QMApostBQP, is equal to PSPACE. As we can easily see that
the classical-witness Merlinized version of postBQP, QCMApostBQP is equal to NP
PP, this
result implies that quantum witnesses are more powerful than classical ones when Arthur
has the strong power of postselections (unless PSPACE = NPPP). Second, if the Merlinized
postBQP is restricted in such a way that the postselection probability is equal to all witness
states, such classes, Q(C)MA∗postBQP, are equal to PP. Finally, the Merlinization does not
change the class SBQP: Q(C)MASBQP = SBQP. The second and third results mean that if
Arthur has super-quantum powers that are weaker than postBQP, the computational power
of quantum witnesses is equivalent to that of classical ones.
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FIG. 1: Summary of results.
II. KNOWN CLASSES
In this section, we review definitions of known complexity classes.
First, the class postBQP was defined by Aaronson [7], and it was shown to be equal to
PP.
Definition 3. A language L is in postBQP if and only if there exist a polynomial s and
a uniform family {Qx}x of polynomial-size quantum circuits, where x is an instance with
|x| = n, such that
PQx(p = 1) ≥
1
2s(n)
and
• if x ∈ L, then PQx(o = 1|p = 1) ≥ 23 ,
• if x /∈ L, then PQx(o = 1|p = 1) ≤ 13 .
Note that the error bound (2/3, 1/3) can be amplified to (1−2−r(n), 2−r(n)) for any polynomial
r by using the standard amplification technique.
Second, a variant of postBQP, which is called postBQPFP, was defined in Ref. [9], and
shown to be in AWPP.
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Definition 4. A language L is in postBQPFP if and only if there exist a polynomial s, an
FP function (i.e., polynomial-time computable function) f , and a uniform family {Qx}x of
polynomial-size quantum circuits, where x is an instance with |x| = n, such that
PQx(p = 1) =
f(x)
2s(n)
and
• if x ∈ L, then PQx(o = 1|p = 1) ≥ 23 ,
• if x /∈ L, then PQx(o = 1|p = 1) ≤ 13 .
Note that the error bound (2/3, 1/3) can be amplified to (1−2−r(n), 2−r(n)) for any polynomial
r by using the standard amplification technique. Furthermore, it was shown in Ref. [9] that
f can be actually taken to be 1 without changing the power of the class.
Finally, the class SBQP was defined by Kuperberg [17]. It is a quantum version of
SBP [18], and equal to the classical class A0PP [19].
Definition 5. A language L is in SBQP if and only if there exist a polynomial r and
a uniform family {Qx}x of polynomial-size quantum circuits, where x is an instance with
|x| = n, such that
• If x ∈ L, then Qx accepts with probability at least 2−r(n).
• If x /∈ L, then Qx accepts with probability at most 2−r(n)−1.
Note that the error bound (2−r(n), 2−r(n)−1) can be replaced with (a2−r(n), b2−r(n)) for any
0 ≤ b < a ≤ 1 such that a− b ≥ 1/poly(n).
III. NEW CLASSES
In this section, we define new classes that we study.
Definition 6. A language L is in QMApostBQP if and only if there exist polynomials w,
m, and s, and a uniform family {Qx}x of polynomial-size quantum circuits, where x is an
instance with |x| = n, Qx takes as input a w(n)-qubit quantum state (so called the witness),
and m(n) ancilla qubits initialized in |0〉, such that
PQx(ξ)(p = 1) ≥
1
2s(n)
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for any w(n)-qubit state ξ, and
• if x ∈ L, then there exists a w(n)-qubit quantum state ψ such that
PQx(ψ)(o = 1|p = 1) ≥
2
3
.
• if x /∈ L, then for any w(n)-qubit quantum state ξ,
PQx(ξ)(o = 1|p = 1) ≤
1
3
.
Note that if we are allowed to increase the witness length w, we can amplify the error bound
(2/3, 1/3) to (1 − 2−r(n), 2−r(n)) for any polynomial r by using the standard amplification
technique. (It is open whether the Marriott-Watrous type amplification [20] is possible for
this class.)
Like QMA, the yes witness state can be restricted to be pure:
Lemma 1. In the definition of QMApostBQP, the yes witness ψ can be a pure state without
changing the power of the class.
Proof. Let us assume that
PQx(ψ)(o = 1|p = 1) ≥
2
3
for a state ψ. Let us diagonalize ψ as ψ =
∑
i αi|ψi〉〈ψi| with eigenvalues {αi}i and eigen-
vectors {|ψi〉}i. Let us assume that
PQx(|ψi〉)(o = 1|p = 1) <
2
3
for all i. Then,
PQx(ψ)(o = 1|p = 1) =
PQx(ψ)(o = 1, p = 1)
PQx(ψ)(p = 1)
=
∑
i
αi
PQx(|ψi〉)(o = 1, p = 1)
PQx(ψ)(p = 1)
=
∑
i
αi
PQx(|ψi〉)(o = 1, p = 1)
PQx(|ψi〉)(p = 1)
PQx(|ψi〉)(p = 1)
PQx(ψ)(p = 1)
<
2
3
∑
i
αi
PQx(|ψi〉)(p = 1)
PQx(ψ)(p = 1)
=
2
3
PQx(ψ)(p = 1)
PQx(ψ)(p = 1)
=
2
3
,
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which contradicts to the assumption. Therefore,
PQx(|ψi〉)(o = 1|p = 1) ≥
2
3
for at least one pure state |ψi〉.
Definition 7. The class QCMApostBQP is defined similarly to QMApostBQP except that the
witness is not a w(n)-qubit state but a classical w(n)-bit string (or, equivalently, a w(n)-qubit
state in the computational basis).
Definition 8. A language L is in QMA∗postBQP if and only if it is in QMApostBQP and
PQx(ξ)(p = 1) = PQx(ρ)(p = 1)
for any w(n)-qubit states ξ and ρ.
Definition 9. The class QCMA∗postBQP is defined similarly to QMA
∗
postBQP except that the
witness is not a w(n)-qubit state but a classical w(n)-bit string (or, equivalently, a w(n)-qubit
state in the computational basis).
Definition 10. A language L is in QMASBQP if and only if there exist polynomials w,
m, and r, and a uniform family {Qx}x of polynomial-size quantum circuits, where x is an
instance with |x| = n, Qx takes as input a w(n)-qubit quantum state (so called the witness),
and m(n) ancilla qubits initialized in |0〉, such that
• if x ∈ L, then there exists a w(n)-qubit quantum state ψ such that
PQx(ψ)(o = 1) ≥ 2−r(n).
• if x /∈ L, then for any w(n)-qubit quantum state ξ,
PQx(ξ)(o = 1) ≤ 2−r(n)−1.
Note that, without loss of generality, we can assume that the yes witness ψ is a pure
state. Furthermore, note that the error bound (2−r(n), 2−r(n)−1) can be amplified to
(2−r(n)k, 2−r(n)k−k) for any integer k ≥ 1 without changing the witness size w by using a
similar technique of Ref. [20]. (In Ref. [20], we accept if
∑N
i=1 zi ≥ N a+b2 , but now we accept
if all zi = 1.)
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Definition 11. The class QCMASBQP is defined similarly to QMASBQP except that the
witness is not a w(n)-qubit state but a classical w(n)-bit string (or, equivalently, a w(n)-
qubit state in the computational basis).
Definition 12. A language L is in QMApostBQPFP if and only if it is in QMApostBQP and
PQx(ξ)(p = 1) =
1
2s(n)
for any w(n)-qubit state ξ. Here, s is the polynomial determined from the definition of
QMApostBQP.
It is obvious that QMA ⊆ QMApostBQPFP . Showing the equality, QMA = QMApostBQPFP ,
seems to be difficult, since WPP ⊆ postBQPFP [9], and therefore the equality leads
to WPP ⊆ QMA. The class WPP contains SPP, and SPP contains the graph
(non)isomorphism. It is an open problem whether the graph non-isomorphism is in QMA [3].
Definition 13. The class QCMApostBQPFP is defined similarly to QMApostBQPFP except that
the witness is not a w(n)-qubit state but a classical w(n)-bit string (or, equivalently, a w(n)-
qubit state in the computational basis).
Obviously, postBQPFP ⊆ QCMApostBQPFP . The equality, postBQPFP = QCMApostBQPFP ,
seems to be unlikely, since it leads to
NP ⊆ QCMA ⊆ QCMApostBQPFP = postBQPFP ⊆ AWPP,
but it is known that there exists an oracle A such that PA = AWPPA and the polynomial
hierarchy is infinite [21].
Furthermore, it is obvious that QCMA ⊆ QCMApostBQPFP . Again, showing the equality,
QCMA = QCMApostBQPFP , seems to be difficult, since it leads to WPP ⊆ QCMA.
IV. RESULTS
In this section, we give the results of this paper. We show several relations between our
new complexity classes and known complexity classes.
We first study QMApostBQP and QCMApostBQP.
Theorem 1. QMApostBQP ⊆ QMA(12 + 2−r, 12 − 2−r) for a polynomial r.
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Proof. Let us assume that a language L is in QMApostBQP, and let Qx be Arthur’s circuit.
Let us consider the following circuit Rx:
1. It simulates Qx on input (witness) ξ.
2. If Qx outputs o = 0 and p = 0, then Rx outputs o = 1 with probability 1/2 and o = 0
with probability 1/2.
3. If Qx outputs o = 0 and p = 1, Rx outputs o = 0.
4. If Qx outputs o = 1 and p = 0, Rx outputs o = 1 with probability 1/2 and o = 0 with
probability 1/2.
5. If Qx outputs o = 1 and p = 1, Rx outputs o = 1.
Then,
PRx(ξ)(o = 1) = PQx(ξ)(o = 1, p = 1) +
1
2
PQx(ξ)(p = 0).
If x ∈ L, then by the assumption of L ∈ QMApostBQP, there exists a w(n)-qubit state ψ
such that
PQx(ψ)(o = 1|p = 1)− PQx(ψ)(o = 0|p = 1) ≥
1
2
.
If we multiply both sides by PQx(ψ)(p = 1), we obtain
PQx(ψ)(o = 1, p = 1)− PQx(ψ)(o = 0, p = 1) ≥
1
2
PQx(ψ)(p = 1).
By the assumption, PQx(ψ)(p = 1) ≥ 2−s for some polynomial s. Therefore,
PQx(ψ)(o = 1, p = 1)− PQx(ψ)(o = 0, p = 1) ≥
1
2
2−s.
Hence
PQx(ψ)(o = 1, p = 1)− (1− PQx(ψ)(o = 1, p = 1)− PQx(ψ)(p = 0)) ≥
1
2
2−s,
which means
2PQx(ψ)(o = 1, p = 1) + PQx(ψ)(p = 0) ≥ 1 +
1
2
2−s.
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Therefore, we obtain
PRx(ψ)(o = 1) ≥
1
2
+
1
4
2−s.
If x /∈ L, on the other hand, for any w(n)-qubit state ξ
PQx(ξ)(o = 0|p = 1)− PQx(ξ)(o = 1|p = 1) ≥
1
2
.
In a similar way, this means
PRx(ξ)(o = 1) ≤
1
2
− 1
4
2−s.
Therefore, L is in QMA(1
2
+ 2−s−2, 1
2
− 2−s−2).
According to Refs. [22–24], QMA(1
2
+ 2−r, 1
2
− 2−r) ⊆ PSPACE for any polynomial r.
Therefore, the above theorem means
QMApostBQP ⊆ PSPACE.
Theorem 2. QMA(1
2
+ 2−r, 1
2
− 2−r) ⊆ QMApostBQP for any polynomial r.
Proof. Let L be a language in QMA(1
2
+ 2−r, 1
2
− 2−r) for a polynomial r. Let Vx be
Arthur’s circuit verifying L. Without loss of generality, we can assume that the maximum
acceptance probability of Vx (over quantum witnesses) is at most 1− 2−r (by modifying the
original system so that it can be accepted and rejected automatically with an exponentially
small probability). Let |ϕx〉 be a quantum witness that achieves the maximum acceptance
probability of Vx. Then, we have
Vx(|ϕx〉 ⊗ |0〉⊗m) = √px|0〉 ⊗ |φx,0〉+
√
1− px|1〉 ⊗ |φx,1〉
for certain (w +m− 1)-qubit states |φx,0〉 and |φx,1〉, where px is the maximum acceptance
probability of Vx. Now by the DISTILLATION PROCEDURE of Ref. [25] (see Subsection
6.1.1 in [25]) we can obtain a single-qubit state
|ψ〉 = 1√
p2x + (1− p2x)
(px|0〉+ (1− px)|1〉)
using postselection with probability p2x + (1− px)2 (= 2p2x − 2px + 1).
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The rest of the proof is similar to that of PP ⊆ postBQP [7]. Let H be the Hadamard
gate. For some positive real numbers α, β to be specified later, prepare α|0〉|ψ〉+ β|1〉H|ψ〉
where
H|ψ〉 = 1√
p2x + (1− p2x)
( 1√
2
|0〉+ 2px − 1√
2
|1〉
)
.
Then postselect on the second qubit being |1〉. This gives the reduced state
|ϕβ/α〉 = α(1− px)|0〉+ β
√
1/2(2px − 1)|1〉√
α2(1− px)2 + β22 (2px − 1)2
in the first qubit.
Suppose x ∈ L. Then, px ≥ 1/2+1/2r (and px ≤ 1−1/2r by the assumption). 1−px > 0
and
√
1/2(2px − 1) > 0 and hence (the pair of the two real coefficients of) |ϕβ/α〉 lies in the
first quadrant. Then we claim there exists an integer i ∈ [−r, r] such that if we set β/α = 2i,
then |ϕ2i〉 is close to |+〉 = 1√2(|0〉 + |1〉): |〈+|ϕ2i〉| ≥ (1 +
√
2)/
√
6 > 0.985. In fact, since
the ratio
√
1/2(2px−1)
1−px lies between 1/2
r = 2−r and 2r, there must be an integer i ∈ [−r, r− 1]
such that |ϕ2i〉 and |ϕ2i+1〉 fall on the opposite sides of |+〉 in the first quadrant. Thus the
worst case is that 〈+|ϕ2i〉 = 〈+|ϕ2i+1〉, which occurs when |ϕ2i〉 =
√
2/3|0〉+
√
1/3|1〉 and
|ϕ2i+1〉 =
√
1/3|0〉+√2/3|1〉.
On the contrary, suppose x /∈ L. Then, px ≤ 1/2 − 1/2r. Thus, 1 − px > 0 and√
1/2(2px − 1) < 0 and hence |ϕβ/α〉 lies in the fourth quadrant. Then |ϕ2i〉 never lies in
the first or the third quadrants and therefore |〈+|ϕ2i〉| ≤ 1/
√
2 < 0.708. Moreover, if Merlin
sends a state which does not correspond to the maximum acceptance probability px of Vx,
by the DISTILLATION PROCEDURE we obtain a mixture of states in the form of
|ψ′〉 = 1√
q2 + (1− q2)(q|0〉+ (1− q)|1〉)
where q ≤ px with postselection (as seen from the analysis of Subsection 6.1.1 in [25]). Thus
also in this case we can obtain the same conclusion of |〈+|ϕ2i〉| ≤ 1/
√
2 < 0.708.
It follows that, by repeating the whole algorithm r(2r + 1) times with r invocations
for each integer i ∈ [−r, r], we can learn whether x ∈ L or x /∈ L with exponentially
small probability of error (by the standard analysis of the error reduction of QMA proof
systems).
Fefferman and Li [22, 23] showed that
⋃
r:polynomial
QMA
(1
2
+ 2−r,
1
2
− 2−r
)
= PSPACE.
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Therefore, the above theorem means
PSPACE ⊆ QMApostBQP.
Combining the two theorems, we have our first main result:
Theorem 3. QMApostBQP = PSPACE.
For characterizing QCMApostBQP, let us recall ∃ operator as follows.
Definition 14. Let C be a class. A language L is in ∃C if and only if there exist a language
L′ ∈ C and a polynomial q such that
1. If x ∈ L, then there exists a string y of length q(|x|) such that 〈x, y〉 ∈ L′.
2. If x /∈ L, then for any string y of length q(|x|), 〈x, y〉 /∈ L′.
Then, we can observe:
Proposition 1. ∃PP = QCMApostBQP.
Proof. It is obvious by the definition of ∃PP and PP = postBQP.
Now let us move on to QMA∗postBQP and QCMA
∗
postBQP. These classes are shown to
coincide with PP.
Theorem 4. QCMA∗postBQP = QMA
∗
postBQP = PP.
Proof. First, PP = postBQP ⊆ QCMA∗postBQP is trivial, since Arthur has only to ignore the
witness.
Next, we show QMA∗postBQP ⊆ PP. Let us assume that a language L is in QMA∗postBQP,
and let Qx be Arthur’s quantum circuit that recognizes L. If x ∈ L, then there exists a
w(n)-qubit pure state ψ such that
PQx(ψ)(o = 1, p = 1) ≥
2
3
PQx(ψ)(p = 1).
By using the technique of Ref. [20] (more precisely, the AND-Repetition procedure in
Ref. [24]), we can construct for any k a circuit Rx such that
PRx(ψ)(o = 1, p = 1) ≥
(2
3
)k
PQx(ψ)(p = 1)
k.
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Therefore,
PRx(Iw/2w)(o = 1, p = 1) ≥ 2−wPRx(ψ)(o = 1, p = 1)
≥ 2−w
(2
3
)k
PQx(ψ)(p = 1)
k
= 2−w
(2
3
)k
PQx(Iw/2w)(p = 1)
k
=
4
3
× 1
3w+1
PQx(Iw/2w)(p = 1)
w+2,
where we have taken k = w + 2.
On the other hand, if x /∈ L,
PQx(ξ)(o = 1, p = 1) ≤
1
3
PQx(ξ)(p = 1)
for any state ξ, and therefore
PRx(Iw/2w)(o = 1, p = 1) ≤
(1
3
)k
PQx(Iw/2w)(p = 1)
k
=
1
3
× 1
3w+1
PQx(Iw/2w)(p = 1)
w+2
≤ 3
4
× 1
3w+1
PQx(Iw/2w)(p = 1)
w+2.
Therefore, due to the definition of postBQP by Kuperberg [17], L is in postBQP = PP.
It is known that ∃PP = NPPP [26]. Therefore, from Toda’s theorem [27], QCMApostBQP =
∃PP = NPPP contains the polynomial hierarchy. On the other hand, Q(C)MA∗postBQP = PP.
Therefore, it seems that Q(C)MA∗postBQP 6= QCMApostBQP.
We next consider the Merlinizations of SBQP, QMASBQP and QCMASBQP.
Theorem 5. QCMASBQP = QMASBQP = SBQP.
Proof. SBQP ⊆ QCMASBQP is obvious. Let us show QMASBQP ⊆ SBQP. Let us assume
that a language L is in QMASBQP, and let Qx be Arthur’s circuit that recognizes L. Let w,
m and r be the polynomials determined from the definition of QMASBQP. We construct an
SBQP algorithm that recognizes L. In our SBQP algorithm, we run Qx on
I⊗w
2w
⊗ |0〉〈0|⊗m.
If x ∈ L, for any k,
PQx(Iw/2w)(o = 1) ≥ 2−wPQx(ψ)(o = 1)
≥ 2−w−rk.
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If x /∈ L,
PQx(Iw/2w)(o = 1) ≤ 2−rk−k.
Therefore, if we take k = w + 1, we obtain
PQx(Iw/2w)(o = 1)


≥ 2−w−r(w+1) (x ∈ L)
≤ 2−12−w−r(w+1) (x /∈ L),
which means that L is in SBQP.
Finally, let us consider the Merlinized version of postBQPFP.
Theorem 6. QMApostBQPFP ⊆ SBQP.
Note that previous theorem shows QMASBQP = SBQP and it is known that postBQPFP ⊆
SBQP. Therefore, one might think that the relation QMApostBQPFP ⊆ SBQP is trivially de-
rived from these two facts. However, an inclusion relation for the verifier does not necessarily
mean that for the language class, and therefore we provide a proof below.
Proof. We assume that a language L is in QMApostBQPFP . Let Qx be Arthur’s circuit that
recognizes L. Then, if x ∈ L, there exist a polynomial s and a w(n)-qubit pure state ψ such
that
PQx(ψ)(o = 1, p = 1) ≥
2
3
2−s,
and if x /∈ L,
PQx(ξ)(o = 1, p = 1) ≤
1
3
2−s,
for any w(n)-qubit state ξ.
Now we construct an SBQP algorithm that recognizes L. For the goal, we consider the
new circuit Rx that can amplify the error bound without changing the witness size w by
using the Marriott-Watrous technique [20] (or the AND-Repetition procedure of Ref. [24]):
for any integer k, if x ∈ L, there exists a w(n)-qubit state ψ such that
PRx(ψ)(o = 1, p = 1) ≥
(2
3
)k
2−ks,
and if x /∈ L,
PRx(ξ)(o = 1, p = 1) ≤
(1
3
)k
2−ks,
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for any w(n)-qubit state ξ.
If we run Rx on
I⊗w
2w
⊗ |0〉〈0|⊗m, where m is the number of ancilla qubits, we obtain if
x ∈ L,
PRx(Iw/2w)(o = 1, p = 1) ≥ 2−wPRx(ψ)(o = 1, p = 1)
≥ 2−w
(2
3
)k
2−ks
= 2−w
(2
3
)w+1
2−(w+1)s
= 2× 3−w−12−(w+1)s,
and if x /∈ L,
PRx(Iw/2w)(o = 1, p = 1) ≤
(1
3
)k
2−ks
= 3−w−12−(w+1)s,
where we have taken k = w + 1. Hence, L is in SBQP.
V. NOTE ADDED
After completing the draft, we have noticed the paper by Usher, Hoban, and Browne [28].
The class, postQMA, defined by them is the same as our class, QMApostBQP. Although they
remain the upperbound and lowerbound of postQMA as open, we here show that it is
equal to PSPACE. The class, postQMA∗, defined by them is also the same as our class,
QMA∗postBQP. They show that postQMA
∗ is in PP by using GapP functions, while we here
show that QMA∗postBQP is in PP by using another definition of PP by Kuperberg [17].
Acknowledgments
We thank Hirotada Kobayashi for helpful discussion. TM is supported by JST ACT-I, the
JSPS Grant-in-Aid for Young Scientists (B) No.26730003 and No.17K12637, and the MEXT
JSPS Grant-in-Aid for Scientific Research on Innovative Areas No.15H00850. HN is sup-
ported by the JSPS Grant-in-Aid for Scientific Research (A) Nos.26247016, 16H01705 and
(C) No.16K00015, and the MEXT JSPS Grant-in-Aid for Scientific Research on Innovative
15
Areas No.24106009.
[1] E. Knill, Quantum randomness and nondeterminism. arXiv:quant-ph/9610012
[2] A. Kitaev, A. Shen, and M. N. Vyalyi, Classical and quantum computation, Graduate studies
in mathematics. American mathematical society, Providence (R.I.) (2002).
[3] J. Watrous, Succinct quantum proofs for properties of finite groups, In Proc. 41st IEEE FOCS,
pp 537-546 (2000).
[4] D. Aharonov and T. Naveh, Quantum NP -a survey, arXiv:quant-ph/0210077.
[5] S. Popescu and D. Rohrlich, Quantum nonlocality as an axiom. Found. Phys. 24, 379-385
(1994).
[6] D. S. Abrams and S. Lloyd, Nonlinear quantum mechanics implies polynomial-time solution
for NP-complete and #P problems. Phys. Rev. Lett. 81, 3992-3995 (1998).
[7] S. Aaronson, Quantum computing, postselection, and probabilistic polynomial-time. Proc. R.
Soc. A 461, 3473-3482 (2005).
[8] S. Aaronson, A. Bouland, and J. F. Fitzsimons, and M. Lee, The space “just above” BQP.
Proceedings of the 2016 ACM Conference on Innovations in Theoretical Computer Science,
p.271-280 (2016).
[9] T. Morimae and H. Nishimura, Quantum interpretations of AWPP and APP. Quantum In-
formation and Computation 16, 0498-0514 (2016).
[10] J. Barrett, N. de Beaudrap, M. J. Hoban, and C. M. Lee, The computational landscape of
general physical theories. arXiv:1702.08483
[11] C. M. Lee and J. Barrett, Computation in generalized probabilistic theories. New J. Phys. 17,
083001 (2015).
[12] M. J. Bremner, R. Jozsa, and D. J. Shepherd, Classical simulation of commuting quantum
computations implies collapse of the polynomial hierarchy. Proc. R. Soc. A 467, 459-472
(2011).
[13] M. J. Bremner, A. Montanaro, and D. J. Shepherd, Average-case complexity versus approxi-
mate simulation of commuting quantum computations. Phys. Rev. Lett. 117, 080501 (2016).
[14] S. Aaronson and A. Arkhipov, The computational complexity of linear optics. Theory of
Computing 9, 143-252 (2013).
16
[15] T. Morimae, K. Fujii, and J. F. Fitzsimons, Hardness of classically simulating the one clean
qubit model. Phys. Rev. Lett. 112, 130502 (2014).
[16] K. Fujii, H. Kobayashi, T. Morimae, H. Nishimura, S. Tamate, and S. Tani, Power of quan-
tum computation with few clean qubits. Proceedings of 43rd International Colloquium on
Automata, Languages, and Programming (ICALP 2016), p.13:1-13:14.
[17] G. Kuperberg, How hard is it to approximate the Jones polynomial? Theory of Computing
11, 183-219 (2015). arXiv:quant-ph/0908.0512
[18] E. Bo¨hler, C. Glaßer, and D. Meister, Error-bounded probabilistic computations between MA
and AM. Journal of Computer and System Sciences 72, 1043-1076 (2006).
[19] M. Vyalyi, QMA=PP implies that PP contains PH. ECCC TR03-021 (2003).
[20] C. Marriott and J. Watrous, Quantum Arthur-Merlin games. Computational Complexity 14,
122-152 (2005).
[21] S. Fenner, L. Fortnow, S. Kurtz, and L. Li, An Oracle Builder’s Toolkit. Inf. Comput. 182,
95-136 (2003).
[22] B. Fefferman and C. Y. Lin, Quantum Merlin Arthur with exponentially small gap.
arXiv:1601.01975
[23] B. Fefferman and C. Y. Lin, A complete characterization of unitary quantum space.
arXiv:1604.01384
[24] B. Fefferman, H. Kobayashi, C. Y. Lin, T. Morimae, and H. Nishimura, Space-efficient error
reduction for unitary quantum computations. Proceedings of 43rd International Colloquium
on Automata, Languages, and Programming (ICALP 2016), p.14:1-14:14.
[25] H. Kobayashi, F. Le Gall, H. Nishimura, Stronger methods of making quantum interactive
proofs perfectly complete. SIAM J. Comput. 44, 243-289 (2015).
[26] J. Tora´n, Complexity classes defined by counting quantifiers. J. ACM 38, 753-774 (1991).
[27] S. Toda, PP is as Hard as the Polynomial-Time Hierarchy. SIAM J. Comput. 20, 865-877
(1991).
[28] N. Usher, M. J. Hoban, and D. E. Browne, Non-unitary quantum computation in the ground
space of local Hamiltonians. arXiv:1703.08118
17
