In this paper, we prove the existence of twelve small (local) limit cycles in a planar system with third-degree polynomial functions. The best result so far in literature for a cubic order planar system is eleven limit cycles. The system considered in this paper has a saddle point at the origin and two focus points which are symmetric about the origin. This system was studied by the authors and shown to exhibit ten small limit cycles: five around each of the focus points. It will be proved in this paper that the system can have twelve small limit cycles. The major tasks involved in the proof are to compute the focus values and solve coupled enormous large polynomial equations. A computationally efficient perturbation technique based on multiple scales is employed to calculate the focus values. Moreover, the focus values are perturbed to show that the system can exactly have twelve small limit cycles.
Introduction
One of the well-known mathematical problems is the second part of the 16th Hilbert problem, which considers the maximal number of limit cycles for a general planar polynomial system. A recent survey article [Li, 2003] (and more references therein) has comprehensively discussed this problem and reported the recent progress.
To start discussion of the 16th Hilbert problem, assume that the system under consideration is described by the following equations:
where the dot denotes the differentiation with respect to time, and P n (x, y) and Q n (x, y) represent nth-degree polynomials of x and y. The problem is to find the maximum number of the limit cycles that system (1) may exhibit. In general, this is a very difficult question, in particular, for finding large (global) limit cycles. So far, the best result for cubic-order systems is eleven limit cycles, found from the following equations [Li, 2003 ]:
x = y(1 + x 2 − ay 2 ) + x(mx 2 + ny 2 − µ), y = −x(1 − cx 2 + y 2 ) + y(mx 2 + ny 2 − µ),
where a and c are constants satisfying a > c > 0, ac > 1, and , m, n and µ are parameters with 0 < 1. Bifurcation theory was used to find the eleven limit cycles which surrounded several different critical points. No results have been reported on twelve limits cycles arising from cubic systems.
If we restrict the problem to the neighborhood of isolated fixed points, then the question is equivalent to studying degenerate Hopf bifurcations. In the past 50 years, many researchers have considered the local problem and many results have been obtained (e.g. see [Bautin, 1952; Kukles, 1944; Li & Liu, 1991; Liu & Li, 1989; Malkin, 1964] ). Recently, the following cubic-order system: x = ax + by + a 30 x 3 + a 21 x 2 y + a 12 xy 2 + a 03 y 3 , y = bx + ay + b 30 x 3 + b 21 x 2 y + b 12 xy 2 + b 03 y 3 ,
has been investigated for the existence of limit cycles [Han et al., 2004] . Here, the Jacobian of the system evaluated at the equilibrium (x, y) = (0, 0) has eigenvalues a ± |b|. Suppose a = 0 and |b| > |a|. Then the origin is a saddle point. Further, let a 03 = −b, b 03 = −a and a 12 = a,
then system (3) is symmetric with the origin and has two Hopf-type focus points at (x, y) = (0, 1) and (0, −1). Under the above conditions, it has been shown [Han et al., 2004] that system (3) can have ten small limit cycles, five of which are located in the neighborhood of the point (0, 1) and the other five surround the point (0, −1). Note that the third condition, a 12 = a given in Eq. (4), makes the eigenvalues of the system evaluated at the two focus points be a purely imaginary pair. Under the first two conditions of Eq. (4), the eigenvalues of the system evaluated at (0, 1) and (0, −1) are given by
± (a 12 − a) 2 − 8(b 2 − a 2 + bb 12 − aa 12 )], from which the real part of the eigenvalues is obtained as
The perturbation method based on multiple scales and Maple program developed in [Yu, 1998] were used to compute the focus values (equivalent to finding normal forms of differential equations), which was proved computationally efficient. Based on the focus values, parameter perturbation was carried out to show the existence of the exact ten small limit cycles [Han et al., 2004] .
In this paper, following the work presented in [Han et al., 2004] , we shall show that system (3) can have twelve small limit cycles in the neighborhood of the two focus points. In the next section, we briefly outline the computation of focus values using normal form theory. Section 3 presents the necessary conditions under which system (3) has twelve small limit cycles. The proof of the existence of the twelve limit cycles is given in Sec. 4, and a numerical example is presented in Sec. 5. Finally, conclusion and discussion are drawn in Sec. 6, followed by an Appendix.
Computing Focus Value
In order to find the number of small limit cycles around a focus point, one needs to compute the focus values of the point. There are a number of methods which can be used to compute the focus values. One of them is normal form theory associated with Hopf singularity [Kukles, 1944] . The basic idea of normal form theory is to apply successive coordinate transformations to obtain a simplified form which is qualitatively equivalent to the original system in the vicinity of an equilibrium. Since normal form computation is very computation demanding, computer algebra systems such as Maple, Mathematica, Reduce, etc. have been widely used. A perturbation technique has been used to develop a unified approach to directly compute the normal form of Hopf bifurcation for general n-dimensional systems without the application of center manifold theory [Yu, 1998 ]. In the following, we briefly outline the perturbation approach.
Consider the general n-dimensional differential equation:
where Jx represents the linear term, and the nonlinear function f is assumed to be analytic; and x = 0 is an equilibrium of the system, i.e. f (0) = 0. Further, assume that the Jacobian of system (6) evaluated at the equilibrium 0 contains a pair of purely imaginary eigenvalues ±i, and thus the Jacobian of system (6) is in the Jordan canonical form:
where A is stable (i.e. all of its eigenvalues have negative real parts). The basic idea of the perturbation technique based on multiple scales is as follows: Instead of a single time variable, multiple independent variables or scales are used in the expansion of the system response. To achieve this, introduce new independent time variables T k = k t, k = 0, 1, 2, . . . to yield partial derivatives with respect to T k as follows:
where the differentiation operator D k = ∂/∂T k . Then assume that the solutions of system (3) in the neighborhood of x = 0 are represented by the series expansion:
Note that the number of independent time scales needed in the expression (9) depends on the order to which the expansion is carried out. In general, to find the normal form of system (3) up to order n, T 0 , T 1 , . . . , T n should be used in solution (9). It should be also noted that the small 's used in the time scaling and space scaling [see Eqs. (8) and (9)] are same. In other words, the perturbation approach treats time and space in a uniformed scaling. Applying the method of multiple scales to system (6) yields the normal form, given in polar coordinates (the detailed procedure can be found in [Yu, 1998] 
where D i r and D i φ are uniquely defined, implying that the normal form given in Eqs. (10) and (11) 
The bifurcation solutions and their stabilities are determined by Eq. (12). The idea of finding k small limit cycles around the origin is as follows: First, find the conditions such that v 1 = v 2 = · · · = v k−1 = 0, but v k = 0, and then perform appropriate small perturbations to prove the existence of k limit cycles.
It should be noted that the Maple program developed in [Yu, 1998 ] can be used to "automatically" compute the focus values v i 's of system (6). For example, consider a case of system (3) under the following conditions:
so that system (3) has three fixed points at (x 1 , x 2 ) = (0, 0), (0, 1) and (0, −1 
This indicates that for this case, the maximum number of small limit cycles of system (3) can reach ten (five for each of the two focus points). After shifting system (3) to one of the focus points and transforming the linear part of the resulting system into Jordan canonical form, then executing the Maple program [Yu, 1998] 
one can obtain
This suggests that under the conditions (14) and (15) it is possible for system (3) to have ten small limit cycles. In fact, it has been proved that under these conditions, system (3) does exhibit ten small limit cycles by appropriately perturbing the parameters a 30 , b 30 , a 21 and b 21 [Han et al., 2004] .
Existence of Twelve Limit Cycles
In the previous section, we have shown a case of system (3) having ten small limit cycles. Note that the conditions given in Eq. (14) are not necessary, which are chosen to simplify the normal form computation. In fact, we may, in addition to the conditions given in Eq. (4), only require the following condition:
which guarantees that system (3) is symmetric with the origin and has two Hopf-type focus points at (x, y) = (0, 1) and (0, −1), with the eigenvalues evaluated at the points (0, ±1) as ±i. Now, we have six free parameters:
, a 30 and b 30 , which will be involved in the expressions of the focus values.
Since the system is symmetric with the two focus points (0, 1) and (0, −1), we only need to consider one of them, say, (0, 1). Thus, introduce the transformation:
into system (3) to obtaiṅ
whose Jacobian evaluated at the origin is in Jordan canonical form
Applying the Maple program [Yu, 1998] 
For example, v 1 is given by
Since b = 0, we can solve a 30 from the above equation to obtain
With the above a 30 , executing the Maple program results in v 2 , given in the form
where
There 
and then substitute this expression into Eq. (22) to obtain
In this paper, we shall only discuss the special case. It should be noted that since one more parameter is needed to solve the equation v 2 = 0, thus the remaining parameters b 30 , a 21 , a and b must be used to solve the four equations v i = 0, i = 2, 3, 4, 5. Hence, the special case gives finite possible solutions, while the generic case can have infinite possible solutions for solving the same number of equations. Now v 2 given by Eq. (24) has three factors. One can use the first two factors to solve either a or a 21 such that v 2 = 0. However, these two solutions yield v 3 = v 4 = · · · v 6 = v 7 = v 8 = 0 indicating that this gives a center. Therefore, we must use the third factor to solve v 2 = 0, which yields
Then, one can use Eq. (25) to simplify the expressions v 3 , v 4 and v 5 . It should be pointed out that when the order of the focus values increases, the expression becomes much more involved. The computer outputs for these three expressions have 180, 774, and 2740 lines, respectively, while v 6 even has 7855 lines. Therefore, simplifying these expressions is very computationally time consuming. Without a computer algebra system such as Maple, Mathematic, this is not possible. In principle, the remaining three parameters b 30 , a 21 and b can be used to solve the three nonlinear polynomial equations v i = 0, i = 3, 4, 5, but v 6 = 0. Therefore, in addition, perturbing the linear coefficient a [see Eq. (5)] might lead to six small limit cycles, and thus the original system might have a total of twelve small limit cycles.
Under the choice given by Eq. (25) for a, v 3 , v 4 and v 5 can be simplified to
where 
as well as a solution for a 21 in term of b 2 : 
However, all eight solutions give v 6 = 0, and in fact, executing the Maple program [Yu, 1998] shows 
and then b * 12 is obtained from Eq. (17) as 
where v i 's (i = 1, 2, . . . , 5) are not exactly zero due to numerical errors. The six parameters: a, b, a 21 , b 21 , a 30 and b 30 can then be perturbed from the critical values given in Eq. (36) to find the exact twelve small amplitude limit cycles around the origin (u, v) = (0, 0) (or (x, y) = (0, ±1)).
Proof of the Existence of Twelve Limit Cycles
In the previous section, we obtained the conditions under which there may exist six small limit cycles around each of the two weak focus points. However, we did not provide a proof for the existence of the limit cycles. In this section, we shall use proper perturbations to show the existence of twelve small limit cycles. First, we give two theorems for the existence of small limit cycles [Han et al., 2004] .
Without loss of generality we may assume that Eq. (12) has a linear term v 0 r (which comes from the linear perturbation, see Eq. (5)) and v k > 0, further letting r 2 = x, then solvingṙ = 0 for r 2 in Eq. (12) is equivalent to finding the roots of the equation:
Since we are interested in small amplitude solutions, we may look for solutions in the form of x = r 2 = O( )(0 < 1). The following two theorems give sufficient conditions for proving the existence of small limit cycles. 
has k simple positive roots u i , i = 1, 2, . . . , k. Then for any continuous functions a i satisfying
Eq. (39) has exact k simple positive roots in the form of
with N k = 0, then Eq. (39) has exact k real positive roots (i.e. system (19) has exact k limit cycles) in a neighborhood of the origin for sufficiently small > 0.
Proof. Let x = u and then substitute Eq. (41) into Eq. (39) to obtain
where lim →0 o(1) = 0. Then the conclusion follows by the implicit function theorem.
Note that the roots u j and the coefficients N j are mutually determined. However, in many cases, v j depends on k parameters:
In this case, the following theorem is more convenient in applications.
Theorem 2. Suppose the condition (44) holds, and further assume that 
Now we return to system (3). Under the choice of the parameter values given in Eq. (36), system (3) has exact twelve small limit cycles. For convenience, let us rewrite the formulas of v i 's in the reverse order: 21 , a, a 30 ). , a 21 , a) given by Eqs. (25) and (23) The main result is summarized in the following theorem. 
where 0 < 6 5 4 3
( 2 , 1 ) 1, system (3) has exact twelve small limit cycles. The notation ( 2 , 1 ) means that 2 and 1 are in the same order, with 2 = (δ +¯ ) 1 for some δ > 0 and some small¯ > 0.
Proof. First, consider v 5 and v 4 simultaneously. We want to make perturbations such that 0 < v 4 −v 5 v 6 . Computing the Jacobian matrix of the system consisting of the equations v 5 = 0 and v 4 = 0 with respect to b and a 21 , evaluated at (b * , a * 21 ) yields 
where 1 > 0, 2 > 0. From the requirements v 5 < 0 and v 4 > 0, we have
Further, in order to find the sufficient conditions such that 0
then the linear approximation of v 4 can be rewritten as 
which is negative for 0 < 1 , 2 1. Thus, in order to have v 3 < 0 after perturbation, one may choose small 3 > 0 such that ) which is negative for small i , i = 1, 2, 3. Hence, v 2 > 0 after a perturbation 4 (0 < 4 1) such that
where b 21 and a are given by Eqs. (23) and (25), respectively, and the positive sign is taken from Eq. (25) (3) is needed to have a total of six limit cycles in the vicinity of (x, y) = (0, 1), noticing that the parameter a (which is determined by Eq. (25)) has not been used for perturbation. Thus, we perturb a such that the linear part v 0 > 0 (since
( 2 , 1 ) 1, to obtain
Therefore, the perturbed normal form for the Hopf bifurcation of system (3) arising from the points (x, y) = (0, ±1), up to term r 13 , is given bẏ
where 0
This completes the proof of Theorem 3.
Note that the proof given in this section is only for one of the possible four choices of the parameter values of (b, a 21 , b 30 , a, b 21 , a 30 ) such that v i = 0, i = 1, 2, . . . , 5, but v 6 = 0. One may follow the same procedure to prove for the other three choices, and thus not repeated here.
A Numerical Example
To demonstrate the results obtained in the main Theorem 3, we consider a numerical example in this section, which shows that by appropriately choosing perturbations, i , one can find exact six positive roots for r 2 , solved from Eq. (65) 
Here it should be pointed out that the above small focus values are true values (not due to numerical error), while the small values of v i , i = 1, 2, 3, 4, 5, given in Eq. (38) are due to numerical error, which should be exactly zero. In fact, if using the accuracy up to 1000 digit points in Maple computation, one can show that the errors appearing in the focus values given in Eq. (38) The above results have been verified by the Maple program developed in [Yu, 1998 ] for calculating the normal form of degenerate Hopf bifurcations. Using the perturbed parameter values given in Eq. (67) and executing the Maple program yields the same focus values and the same solutions given in Eqs. (68) and (69), respectively. If we add v 7 , which is given (obtained from computer output) by v 7 = 0.0237417076196301976612909048841, to the normal form (65), then Eq. (65) up to term r 15 can have seven nonzero real roots for r 2 , six of which are positive, but they are slightly different from that given by Eq. (69). The additional root of r 2 is, however, negative, given by r 2 7 = −0.3138620080, which does not have real solutions. This indicates that the special case of system (3) considered in this paper can only have maximum twelve small limit cycles, as proved in Theorem 3 of the previous section.
By using the perturbed parameter values given in Eq. (67), the original system (3) can have exact six limit cycles in the vicinity of the point (x, y) = (0, 1). Due to the symmetry, the system also has six limit cycles in the vicinity of the point (x, y) = (0, −1). Lettingẋ =ẏ = 0 in the perturbed system yields the following seven real fixed points:
and C 6,7 = (±2.3768639365, ±2.4053940296), and two purely imaginary fixed points: (±1.4074970614i, ±0.2849922368i) .
It has been known that C 0 is a saddle point (with the eigenvalues: λ 1 = 1.4781965271, λ 2 = −1.3015611525) and C 2,3 are a pair of sixth-order fine foci points (with λ 1,2 = ±i). It is easy to apply a linear analysis to find: C 4,5 (with λ 1 = 2.5557639319, λ 2 = −3.3655252585) and C 6,7 (with λ 1 = 3.2703315475, λ 2 = −2.8234536559) are two pairs of symmetric saddle points. The phase portrait is shown in Fig. 1 , where two places (marked by two boxes), one is around the saddle point C 6 and the other around the fine focus point (0, 1), are enlarged and shown in Figs. 2 and 3, respectively. Figure 2 clearly shows that C 6 (and C 7 ) is a saddle point, and Fig. 3 depicts the six small limit cycles around (0, 1), three of them are stable and the other three are unstable.
It should be pointed out that one cannot use numerical simulation to get the six accurate infinitesimal limit cycles in the neighborhood of a highly singular point, and has to use certain theoretical approach (like the one presented in this paper) to prove the existence of the small limit cycles. In fact, the phase portrait of the system near the focus point (0, 1) is obtained from the normal form, rather than numerical simulations. We have tried several numerical approaches to identify the very small limit cycles, but failed. This shows that normal form theory is a powerful tool in finding small, multiple limit cycles. It is noted that there seem two homoclinic orbits existed at the two saddle points C 6,7 = (±2.3561270505, ±2.3856151461), and one may expect that big (global) limit cycles could exist inside the homoclinic orbits. However, a close view on the trajectories near the saddle point C 6, 7 shows that it is not a homoclinic orbit. trajectory given in Part (a) approaches the saddle point as t → −∞ while the one in Part (b) does as t → ∞.) However, the possibility of a big limit cycle still exists if the largest one of the six small limit cycles is stable, since in this case a big unstable limit cycle must exist outside the largest small limit cycle so that the trajectory starting from outside of the unstable limit cycle can diverge to nearby the saddle point C 6 . Let us consider the stability of the six small limit cycles near the point (0, 1), and call the six periodic orbits from the smallest one as the first, second, and so on, limit cycles. Since for this case
we can conclude that
The 1st limit cycle: stable, The 2nd limit cycle: unstable, The 3rd limit cycle: stable, The 4th limit cycle: unstable, The 5th limit cycle: stable, The 6th limit cycle: unstable. Therefore, a big (global) limit cycle in the neighborhood of the point (0, 1) cannot exist. In fact, all the trajectories starting inside the region (not very close to (0, 1)) diverge to nearby the saddle point C 6 , as shown in Fig. 4(b) .
Conclusion and Discussion
A cubic-order, planar system with symmetry in the origin is considered for the existence of small limit cycles. The main result is given in Theorem 3. With the aid of normal form computation for degenerate Hopf bifurcations, it has been shown that for a special case, the system can have twelve small limit cycles. There are four possible parameter choices to determine the critical point for this special case. A numerical example is given to demonstrate the existence of twelve limit cycles. All the results presented in this paper are verified using Maple system.
Note that there are six parameters b, a 21 , b 30 , a, b 21 and a 30 which can be used to determine the focus values. However, in this paper we have used two parameters b 21 and a to solve the equation v 2 = 0, one for b D = 0 and the other for b N = 0, see Eq. (22) . (This is why we call the case a special case.) Thus, if we assume b D = 0 (which is called generic case), then one only needs one parameter (b 30 ) to solve v 2 = 0. Therefore, it may be possible to use the six parameters to find the values such that v i = 0, i = 1, 2, . . . , v 6 = 0, but v 7 = 0. This implies that there may exist seven small limit cycles around the focus point (x, y) = (0, 1) or (0, −1), and thus the system may have a total of fourteen small limit cycles. This will be considered in further studies.
