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Abstract
The existing combinatorial methods for iso-surface computation are
efficient for pure visualization purposes, but it is known that the result-
ing iso-surfaces can have holes, and topological problems like missing
or wrong connectivity can appear. To avoid such problems, we intro-
duce a graph-theoretical method for the computation of iso-surfaces
on cuboid meshes in R3. The method for the generation of iso-surfaces
employs labeled cuboid graphs G(V,E,F) such that V is the set of ver-
tices of a cuboid C ⊂ R3, E is the set of edges of C and F : V → [0, 1].
The nodes of G are weighted by the values of F which represents the
volumetric information, e.g. from a Volume of Fluid method. Using a
given iso-level c ∈ (0, 1), we first obtain all iso-points, i.e. points where
the value c is attained by the edge-interpolated F-field. The iso-surface
is then built from iso-elements which are composed of triangles and are
such that their polygonal boundary has only iso-points as vertices. All
vertices lie on the faces of a single mesh cell.
We give a proof that the generated iso-surface is connected up to
the boundary of the domain and it can be decomposed into different
oriented components. Two different components may have discrete
points or line segments in common. The graph-theoretical method
for the computation of iso-surfaces developed in this paper enables to
recover local information of the iso-surface that can be used e.g. to
compute discrete mean curvature and to solve surface PDEs. Con-
cerning the computational effort, the resulting algorithm is as efficient
as existing combinatorial methods.
Keywords: connected iso-surface, iso-surface topology, iso-path, surface
pseudo-normal.
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1 Introduction
An iso-surface is a level set of a continuous function whose domain is, in
the considered case, R3. Iso-surfaces are for example used to visualize scalar
volume data processed in medicine, computational fluid dynamics (CFD),
geophysics, and chemistry. In medical imaging, by applying X-ray computed
tomography (CT) one obtains volume data which can be used to detect
bones, tumors and cancer. In two-fluid systems, the Volume of Fluid (VOF)
method provides VOF-data which implicitly describes the interface between
the fluids.
The Marching Cubes method [7] is a well known method for volume
visualization. It is a combinatorial and not a graph-theoretical method,
being based on the tabulation of 256 different configurations. This set of
possible configurations is not complete and, hence, resulting iso-surfaces can
have holes. More generally, it is known that commonly employed iso-surface
algorithms can lead to surfaces with wrong connectivities and holes; see [4]
and further references therein. While this may not be an issue in a pure
visualization context, it is a severe problem if surface transport equations
are to be solved, like surfactant transport on a fluid surface [2]. Other
works like [9] and [3] resolve the ambiguity in Marching Cubes. In [6],
a topological approach for the computation of iso-surfaces is given, some
geometrical properties of the iso-surface are derived and an algorithm for
the computation of iso-surfaces is given. But there are still configurations
which are not covered by [9] as well as by [6]. For example configurations in
which an iso-surface only touches one or more vertices of a cuboid are not
investigated in [3], [6] and [9].
The present work, we introduce a novel graph-theoretical method for
the generation of iso-surfaces. We will show that the generated iso-surface
is connected up to the boundary of the domain and it can be decomposed
into different oriented components. Two different components may have
discrete points or line segments as an intersection. If two different compo-
nents have common points or line segments, then each single component can
be identified and computed as if they are disjoint. This decomposition of
iso-surfaces into oriented components can be used e.g. to compute discrete
mean curvature and to solve surface PDEs for instance by means of a Finite
Area method.
Our graph-theoretical approach employs labeled cuboid graphs. A la-
beled cuboid graph is denoted by G(V,E,F) such that V is the set of ver-
tices of a cuboid C ⊂ R3, E is the set of edges of C and F : V → [0, 1].
The nodes of G are weighted by the values of F and the weights lie in [0, 1].
Using a given iso-level c ∈ (0, 1), we interpolate on each edge of the graph to
get all points, where the value c is attained. We call such a point on an edge
of G, where the interpolated values equals c, an iso-point if one of the edge
end points has a label greater than c and the other one less than or equal to
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c. From this we get a piece of iso-surface whose boundary is a polygon such
that its vertices are iso-points and each of the edges lies on a face of C. We
call such an iso-surface piece an iso-element, its boundary an iso-path and
each of the edges of the iso-path an iso-line. To compute the iso-element we
use a center point P ∈ R3 which is the arithmetic mean of the correspond-
ing iso-points. Then the iso-element is defined as the union of all triangles
spanned by an iso-line edge and the vertex P . Each of the sketches (a) to (d)
of Figure 1 shows an iso-element of a labeled cuboid graph. Sketch (a) has
a triangular iso-element. Sketches (b) to (d) of Figure 1 have iso-elements
such that the iso-paths may not lie on a common plane.
The iso-elements described above result from iso-paths which run on
the faces of a single graph G(V,E,F). Besides this, iso-elements can also
occur from two neighboring graphs in which case they lie on their common
face. This special case is of fundamental importance for connectivity of the
iso-surface.
Notation 1. Let G(V,E,F) be a labeled cuboid graph and c ∈ (0, 1) be
an iso-level. Then we use the symbols ◦,,, • in sketches which illustrate
G(V,E,F) as well as subgraphs of it. The symbols are used to characterize
the labels of the nodes of G and for interpolated values at points that lie on
edges of G. The symbol  correspond to labels less than c. The symbol •
correspond to labels greater than c and the symbol  to labels equal to c. In
addition, the symbol ◦ correspond to labels less than or equal to c.
-
-
-
(a)
- -
--
(b)
-
--
(c)
-
-
-
(d)
Figure 1: The sketches (a) to (d) show iso-elements of labeled cuboid graphs.
Each iso-element is determined by its polygonal boundary, an iso-path.
The iso-surface construction algorithms known so far do not yield in a
simple way the local information of the iso-surface such as neighborhood
relations at common points or edges of two or more iso-elements. Such
topological information is required to compute discrete mean curvature and
to solve PDEs on an iso-surface. Hence, the development of a new iso-surface
computation method which provides a decomposition of the iso-surface into
connected components is required. We achieve this by introducing a purely
graph-theoretical method for the computation and decomposition of iso-
surfaces. The resulting algorithm is very efficient.
The sketches in Figure 1 show labeled cuboid graphs having one iso-
path. But a labeled cuboid graph can have more than one iso-path and
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hence more than one iso-element. The sketches in Figure 2 demonstrate
that the number of iso-paths depends on the labels of the graph. These are
not meaningless, pathological cases, but they occur naturally in dynamic
processes with topological changes such as the crown splash of an impacting
droplet considered as an application in Section 5. Therefore, one of the main
tasks is to introduce a classification of labeled cuboid graphs according to
their subgraphs such that the number of iso-paths in a labeled cuboid graph
can be identified. The identification of the number of iso-paths and further
analysis of the subgraphs of a labeled cuboid graph is the main part of the
present work.
-
-
-
(a)
- -
-
-
--
(b)
-
-
-
-
(c)
-
-
-
-
(d)
Figure 2: Sketches (a) to (d) show labeled cuboid graphs with one to four
distinct iso-paths.
To understand the topology of an iso-surface, we need to investigate pairs
of labeled cuboid graphs G1(V1, E1,F1) and G2(V2, E2,F2) for a common
iso-level c ∈ (0, 1), where the underlying cuboids C1 and C2, have a common
face. Such graphs will be called face-neighbored. If both labeled cuboid
graphs have iso-paths with a common iso-line lying on the common face of
the cuboids, then they have iso-elements which have a common edge (see
Figure 3). In case both end points of the common edge are vertices of the
common face then there is a possibility that more than two iso-paths can
meet at the common edge. Additionally, if the common iso-line of two iso-
paths is a diagonal of a cuboid face, then in each cuboid we can have a
maximum of two iso-paths passing through the common edge; hence, it can
be a common edge for four different iso-paths. An edge of a cuboid can be
a common edge for four distinct cuboids and in each cuboid we can have a
maximum of two iso-paths passing through the common edge. Hence, there
can be up to eight distinct iso-paths passing through the common edge. All
these cases have to be treated for a rigorous iso-surface computation. The
sketches in Figure 3 demonstrate two iso-paths of a pair of labeled cuboid
graphs with a common edge.
6
--
-
(a1)
-
-
(a2)
-
-
-
-
(b1)
-
-
(b2)
Figure 3: Each pair of sketches (a1), (a2) and (b1), (b2) shows the iso-paths
of face-neighbored labeled cuboid graphs. The common face edges in both
sketches is bold-framed. Each pair of iso-paths in both sketches above has
a common iso-line which is drawn in bold.
An iso-point P ∈ R3 of an iso-path can be a common point of 4, 5, 6, 7
or 8 iso-paths. Let Pi for i = 1, . . . , n lie on the i-th iso-path ωi such that
PPi is an iso-line of ωi. Let Pci be the center of ωi. Then we construct a
piece of iso-surface region Γp using all iso-points Pi and all iso-path centers
Pci and P . Such a region which will be computed in Section 8 is required
for computing discrete mean curvature at the iso-point P (see e.g. [8]).
The iso-surface computation algorithm needs a partition T of a closed
polygonal domain Ω ⊂ R3 into cuboids such that two cuboids have either
a common face or a common vertex or a common edge or they are disjoint.
Here, polygonal domain means domain with polygonal boundary. Then,
to obtain labeled cuboid graphs, the vertices of each of the cuboids in the
partition T of Ω are labeled with real numbers in [0, 1]. The labeled cuboid
graphs will be divided into two classes, depending on whether they have
a single iso-path or at least two iso-paths (cf.,Figure 2). Labeled cuboid
graphs of the first class, having only a single iso-path, are called irreducible;
members of the other class are called reducible. This classification of labeled
cuboid graphs is fundamental for our algorithm.
The algorithm for iso-surface construction uses operations on labeled
cuboid graphs such that a reducible labeled cuboid graph G(V,E,F) will be
transformed to an irreducible one G′(V,E,F ′). Each step in the transfor-
mation of G from reducibility to irreducibility gives an iso-element of G. An
irreducible labeled cuboid graph finally has a single iso-element. In addition,
we can have an iso-path on single faces of a reducible labeled cuboid graph,
on which at least two iso-lines lie.
We get the iso-surfaces by collecting all iso-elements of each of the labeled
cuboid graphs in T . The algorithm provides rich local information on the
iso-surface like the number of iso-elements with a common edge, or iso-
elements with at least one edge of it being an edge of the underlying cuboid
net, or at least one edge of the iso-element being a face diagonal of a cuboid.
These local information is used for a simple identification of the connected
components of the iso-surface.
Another main result of the present work is that the number n ∈ N of
iso-elements with a common iso-line is an element of {2, 4, 6, 8}. Hence, the
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number of connected components of the iso-surface with a common iso-line
may be an element of {1, 2, 3, 4}. In particular, we will show that triple lines
at which three surfaces meet do not occur.
The same principle ideas works to discretization using tetrahedra [1].
It is very likely that the same principle ideas can be adapted to other dis-
cretizations (more general polyhedral cells) and also to space dimensions
different from 3.
This algorithm for computation of iso-surfaces has computational com-
plexity of order O(N), where N is the number of cuboids in T . Iso-surface
computation algorithms based on combinatorial approaches have as well a
complexity of O(N), but the algorithms do not give the full topological in-
formation of the iso-surfaces. More severe, the iso-surface will in general be
not complete.
The paper is organized as follows:
In Section 2 we introduce the main definitions and notations. We define the
concept of a labeled cuboid graph and its subgraphs. In addition, graph
operations on labeled cuboid graphs and on subgraphs are defined. Further-
more, we define iso-paths which are the boundary of iso-elements that will
be computed using labeled cuboid graphs. In Section 3, equivalence classes
of labeled cuboid graphs and its subgraphs are introduced. Rules for com-
putation of iso-paths of labeled cuboid graphs are given in Section 4. The
classification of the different types of labeled cuboid graphs for the compu-
tation of iso-paths and iso-path computation rules are given in Section 5.
Additionally, the algorithm for a complete iso-path computation of all la-
beled cuboid graphs T is given. Furthermore, we include figures illustrating
computed iso-surfaces for snap shots of a simulated collision of two liquid
droplets and for a crown splash of an impacting droplet. The connectedness
of the constructed iso-surface is proven in Section 6. Finally, in Section 7 we
give definitions of neighborhoods of iso-paths on which the decomposition of
iso-surfaces in connected components is based. Having this decomposition,
we show in Section 8 how to efficiently compute iso-surface normals with
common orientation on a single component and how to compute a surface
region around an iso-point within the component from which discrete mean
curvature can be computed.
In this paper we introduce appropriate symbols and definitions which do
not always follow the traditional way but efficiently describe the method.
Proofs are often given with the help of appropriate figures.
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2 Labeled Cuboid Graphs
In this paper a labeled graph G(V,E,F) denotes a triple (V,E,F) of V ⊂ R3,
E ⊂ R3 and F : V −→ [0, 1] such that V is a set of vertices (nodes), E is a
set of edges with end points in V and F assigns real numbers from [0, 1] as
weights (labels) to the nodes.
We call C ⊂ R3 a cuboid if C = [a1, b1]× [a2, b2]× [a3, b3]. Let G(V,E,F)
be a labeled graph. We call G(V,E,F) a labeled cuboid graph, if V =
{P1, . . . , P8} and E = {e1, . . . , e12} are the set of vertices and edges of C,
respectively. In this case we call C the cuboid of G. We say that a graph
H(Vh, Eh,Fh) is a subgraph of G(V,E,F) if Vh ⊂ V , Eh ⊂ E, and Fh is the
restriction of F to Vh.
Let G(V,E,F) be a graph and P1, P2 ∈ V . We call P1 incident to P2 if
P1 and P2 are the end points of an edge e ∈ E. In case H(Vh, Eh,Fh) is a
subgraph of G(V,E,F) we write ”P1 is incident to P2 in H” to express the
fact that P1 and P2 are the end points of an edge e ∈ Eh.
In the present paper, we only consider labeled graphs G(V,E,F) having
the following connectivity property: For any node P1 ∈ V there exists an-
other node P2 ∈ V such that P1 is incident to P2.
Note: If suitable, we use the abbreviation G for a labeled cuboid graph
G(V,E,F). Additionally, we sometimes abbreviate a subgraphH(Vh, Eh,Fh)
of G by H and also use the notation Gi(Vi, Ei,Fi), abbreviated as Gi, for
labeled cuboid graphs G(Vi, Ei,Fi), where i ∈ N. Analogous abbreviations
will be used for subgraphs of Gi. Moreover, we use the shorthand notation
G′ for the labeled cuboid graph G(V,E,F ′); analogously for subgraphs of
it.
2.1 Notations
Below we give some notations which will be used in this work. Recall from
Notation 1 the symbols ◦,,, • which will be used to indicate the weight
of the nodes of a labeled cuboid graph, its subgraphs and iso-points.
Partition of a domain into cuboids: Let Ω ⊂ R3 be a polygonal do-
main. Here, polygonal domain means a domain with polygonal boundary.
We denote by T the partition of Ω into cuboids such that two cuboids have
either a common face or a common vertex or a common edge or they are
disjoint. We call such a partition T of Ω partition of Ω into cuboids.
Cuboid grid: Let Ω ⊂ R3 be a polygonal domain and let T be the partition
of Ω into cuboids. Then we call the vertices of all cuboids in T a cuboid grid.
Parallel faces: We say that two faces F1 and F2 of a cuboid C are parallel
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if both F1 and F2 have no common nodes; this is abbreviated by F1 ‖ F2. In
case F1 and F2 have common nodes we say that both faces are not parallel,
symbolized as F1 ∦ F2.
Face subgraph (a face, for short): We say that a graph H(Vh, Eh,Fh) is
a face subgraph of a labeled cuboid graph G(V,E,F), if H contains a single
face of G and Vh is the set of nodes of the face in H.
Edge subgraph (an edge, for short) or edge: We say that a graph
H(Vh, Eh,Fh) is an edge subgraph of a labeled cuboid graph G(V,E,F), if
H contains a single edge of G and Vh is the set of nodes of the edge in H.
Face and Edge neighbors: We say that two labeled cuboid graphs
G1(V1, E1,F1) and G2(V2, E2,F2) are face-neighbors if, given C1 and C2 as
the cuboids of G1 and G2, respectively, the intersection C1 ∩C2 is a face of
both cuboids. We say that two cuboid graphs G1 and G2 are edge-neighbors
if the intersection C1 ∩ C2 is an edge of both cuboids.
2.2 Interpolations and Iso-paths
Suppose we have a labeled cuboid graph G(V,E,F) and an iso-level c ∈
(0, 1). Then we interpolate linearly between the end points of e ∈ E and their
weights to get a possible point on e with the value c. Then, by connecting
two distinct interpolated points of G that lie on the same face of G, we get
a line. If, by joining each pair of these points that lie on the same face of
G, we obtain a closed path that does not cross itself, we call this path a
simple closed path. Any such closed path is the boundary of a continuous
2-dimensional manifold in R3, which will be defined later.
In this section we give notations and definitions which will be used
throughout the text.
Definition 2.1. (Iso-point). Let G(V,E,F) be a labeled cuboid graph, ξ =
∪e∈Ee the union of all edges of G and c ∈ (0, 1) be an iso-level. We define a
function f : ξ −→ [0, 1] by piecewise definition: on e ∈ E, let f be defined
by
f(x) = f0 + (f1 − f0) (x− x0)
(x1 − x0) for x ∈ e, (1)
where x0 and x1 are the nodes of e and f0 = F(x0), f1 = F(x1). For x ∈ e
we call the value f(x) the f-value of x. If f(x) = c such that f0 ≤ c < f1 or
f1 ≤ c < f0 then we call x ∈ e an iso-point of G. For an iso-point x ∈ e we
have
x(c) = x0 + (x1 − x0) c− f0
f1 − f0 . (2)
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Iso-nodes, disperse nodes and continuous nodes: Let G(V,E,F) be
a labeled cuboid graph and c ∈ (0, 1) an iso-level. Then we call all nodes
of G with label greater than c disperse nodes, otherwise continuous nodes.
All nodes of G which are iso-points are also called iso-nodes. We denote by
D(G) the total number of disperse nodes of G.
disperse/continuous graph, face and edge: Let G(V,E,F) be a la-
beled cuboid graph and c ∈ (0, 1) an iso-level. We call G a disperse graph
if all nodes of G are disperse nodes and in case all nodes of G are contin-
uous we call G a continuous graph. A disperse graph G is symbolized as
Gdisp and a continuous graph G is symbolized as Gcont. A face subgraph
H(Vh, Eh,Fh) of G is a disperse face if all nodes of H are disperse; we call it
a continuous face if all nodes of H are continuous. We call an edge subgraph
H(Vh, Eh,Fh) of G a disperse edge if all nodes of H are disperse; we call it
a continuous edge if all nodes of H are continuous.
L-face and Trivial L-face: Let G(V,E,F) be a labeled cuboid graph and
c ∈ (0, 1) an iso-level. We call a face subgraph H(Vh, Eh,Fh) of G an L-face
if there exist two disperse and two continuous nodes of H such that the
disperse nodes are not incident in H. An L-face H(Vh, Eh,Fh) is called a
trivial L-face, if both continuous nodes are iso-nodes. All other L-faces are
called non-trivial L-faces. We denote by L(G) the set of all L-faces of G.
Figure 4 shows all possible L-faces of G.
-
-
(a1)
-
(a2)
-
(a3)
Figure 4: Sketches (a1) and (a2) represent non-trivial L-faces and sketch
(a3) represents a trivial L-face.
Singular/regular face: Let G(V,E,F) be a labeled cuboid graph and
c ∈ (0, 1) an iso-level. A face subgraph H(Vh, Eh,Fh) of G is called a
singular face if three nodes of H are disperse and the other node is an iso-
node. We say that a face subgraph H(Vh, Eh,Fh) of G is a regular face if
H is not an L-face, not a disperse face, not a continuous face and not a
singular face. Figure 5 shows all possible regular faces and a singular face
in a labeled cuboid graph G.
(a1) (a2)
-
(a3) (a4)
Figure 5: Sketches (a1), (a2) and (a3) represent regular faces and sketch
(a4) represents a singular face.
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2.2.1 Iso-path and Iso-Elements
The definitions of an iso-element and an iso-path are intertwined to each
other. An iso-element is a 2-dimensional manifold in R3 composed of flat
triangular patches and computed by using the iso-points of a labeled cuboid
graph for a given iso-level c ∈ (0, 1). An iso-path is the boundary of an
iso-element.
Cyclically ordered points: Let P1, . . . , Pn be distinct points in R3, where
n ≥ 3. Suppose that J = ∪ni=1ei with ei = PiPi+1 for i = 1, . . . , n − 1 and
en = PnP1 is a simply closed path. Then we call the points P1, . . . , Pn
cyclically ordered and denote the simply closed path J by [P1, . . . , Pn].
We denote by Pc :=
1
n
∑n
i=1 Pi the center of {P1, . . . , Pn} and define a
surface with boundary [P1, . . . , Pn] by
[P1, . . . , Pn|Pc] := ∪n−1i=1 Tri(Pc, Pi, Pi+1) ∪ Tri(Pc, P1, Pn), (3)
where Tri(A,B,C) denotes the filled triangle spanned by the points A,B,C
of R3. Note that the patches which form such a surface do not lie in a
common plane, in general, but for n = 3 we have
[P1, P2, P3|Pc] = Tri(P1, P2, P3).
The surface [P1, . . . , Pn|Pc] is an oriented and connected manifold in R3.
Iso-line: Let G(V,E,F) be a labeled cuboid graph and c ∈ (0, 1) be a given
iso-level. We say that a line segment l is an iso-line of G if its two end points
P1 and P2 are both iso-points, lying on the same face of the cuboid of G.
We then call P1 incident to P2. This defines incidence between iso-points.
Definition 2.2. (Iso-path and iso-element). Let G(V,E,F) be a labeled
cuboid graph and let c ∈ (0, 1) be an iso-level. Let G have n ≥ 3 iso-
points Q1, . . . , Qn. Let there be a subset {P1, . . . , Pm} ⊂ {Q1, . . . , Qn} with
3 ≤ m ≤ n such that the set of line segments {P1P2, . . . , Pm−1Pm, PmP1} is a
subset of the set of iso-lines of G. Furthermore, let the iso-points P1, . . . , Pm
define a simply closed path [P1, . . . , Pm] with Pc being its center. Then we
call [P1, . . . , Pm] an inner iso-path of G if [P1, . . . , Pm] does not lie on a
single non-trivial L-face of G.
We call [P1, . . . , Pm] an outer iso-path of G if it lies on a single non-
trivial L-face H(Vh, Eh,Fh) of G and satisfies
[P1, . . . , Pm] =
⋃
k∈K
Jk ∩Mh,
where {Jk}k∈K are the inner iso-paths of G and its face-neighbor G′(V ′, E′,F ′),
where V ∩ V ′ = Vh and Mh is the common face of the cuboids of G and G′.
We call [P1, . . . , Pm] an iso-path if it is an inner or an outer iso-path,
and we then call [P1, . . . , Pm|Pc] an iso-element of G.
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Corresponding iso-element, iso-path and iso-line: Let G(V,E,F) be
a labeled cuboid graph and let c ∈ (0, 1) be an iso-level. Let us denote by ω
one of the iso-paths of G and by Z the iso-element which is bounded by all
of the edges of ω as given by Definition 2.2. Then we say ω corresponds to
Z or Z corresponds to ω. Furthermore, if l is an iso-line of G which lies in
ω then we say that l corresponds to ω.
Iso-line neighbor: LetG1(V1, E1,F1) andG2(V2, E2,F2) be labeled cuboid
graphs and c ∈ (0, 1) a given iso-level. Assume G1 = G2 or G1 and G2 are
face or edge-neighbors according to the given context. Let ω1 and ω2 be
distinct iso-paths of G1 and G2, respectively. Furthermore, let l1 and l2 be
iso-lines corresponding to ω1 and ω2, respectively such that l1 and l2 have
the same end points. Then we call the iso-lines l1 and l2 neighbors.
Connectedness of iso-path: Let G(V,E,F) be a labeled cuboid graph
and let c ∈ (0, 1) be an iso-level. Let ω be an iso-path of G. By definition of
an iso-path, ω contains 3 ≤ n ≤ 6 iso-lines l1, . . . , ln of G. We say that the
iso-path ω of G is connected if every li lies on an iso-path ωi of Gi, where
G1, . . . , Gn are labeled cuboid graphs with the same iso-level c and ω 6= ωi
for all i = 1, . . . , n. This means, here connectedness refers to connectedness
to all sides of the iso-path.
Iso-surfaces and connectedness of iso-surfaces: Let Ω ⊂ R3 be a
polygonal domain and let T be the partition of Ω into cuboids. Further-
more, let the vertices of the cuboids in T be labeled by real weights from
[0, 1]. Let c ∈ (0, 1) be an iso-level. Then we call the surfaces obtained
by joining all iso-elements of the labeled cuboids in T iso-surfaces. We say
that an iso-surface is connected if each iso-path which does not have an edge
that lies on the boundary of Ω is connected. That means, connected iso-
surfaces have no holes except, possibly, at the boundary ∂Ω. For further
theoretical investigations we here assume that the iso-surfaces do not touch
the boundary of Ω.
2.3 Mapping between labeled graphs
Let C be a cuboid with set of vertices V and set of edges E. Then we
denote by G(V,E) the set of all labeled cuboid graphs G(V,E,F) with
F : V −→ [0, 1]. Let q : [0, 1] −→ [0, 1] be a given function. Then we
define a graph operation Q : G −→ G by
G(V,E,F ′) = G(V,E, q ◦ F), (4)
where G(V,E,F) ∈ G(V,E). We denote by I the identity mapping on
G(V,E).
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Definition 2.3. (Subgraph mapping). Let Vh ⊂ V and Eh ⊂ E, where V
and E are the set of vertices and the set of edges of a cuboid C, respectively.
Then we denote by H(Vh, Eh) the set of all subgraphs with set of vertices
Vh and set of edges Eh of labeled graphs G(V,E,F) ∈ G(V,E). Let qh :
[0, 1] −→ [0, 1] be a given function. Then we define the graph operation
Qh : H(Vh, Eh) −→ H(Vh, Eh) by
Qh(H(Vh, Eh,Fh)) = H(Vh, Eh,F ′h), (5)
where F ′h = qh ◦ Fh.
Definition 2.4. (Subgraph replacement). Let H(Vh, Eh,Fh) be a subgraph
of the labeled cuboid graph G(V,E,F). Given qh : [0, 1] −→ [0, 1], we define
a function F ′ on V by
F ′ :=
{ F on V \ Vh
qh ◦ Fh on Vh . (6)
We then set
G|H→H′ := G(V,E,F ′), (7)
and say that G|H→H′ is obtained from the graph G(V,E,F) by replacing the
subgraph H(Vh, Eh,Fh) of G(V,E,F) by H(Vh, Eh, qh ◦ Fh).
Definition 2.5. (Subgraph replacement to a continuous graph). Let H(Vh, Eh,Fh)
be a subgraph of the labeled cuboid graph G(V,E,F). Additionally, let G′(V,E,F ′)
be a continuous graph with F ′ : V −→ {0} and let H ′(Vh, Eh,F ′h) be the
subgraph of G′ corresponding to H. The subgraphs H and H ′ have the same
nodes and edges. Then we define a function Fˆ ′ on V by
Fˆ ′ :=
{ F ′ on V \ Vh
Fh on Vh . (8)
We set
G′|H′→H := G′(V,E, Fˆ ′), (9)
and say that G′|H′→H is obtained from the graph G′(V,E,F ′) by replacing
the subgraph H ′(Vh, Eh,F ′h) of G′(V,E,F ′) by H(Vh, Eh,Fh).
Definition 2.6. (Subgraph replacement to a disperse graph). Let H(Vh, Eh,Fh)
be a subgraph of the labeled cuboid graph G(V,E,F). Additionally, let G′(V,E,F ′)
be a disperse graph with F ′ : V −→ {1} and let H ′(Vh, Eh,F ′h) be the sub-
graph of G′ corresponding to H. The subgraphs H and H ′ have the same
nodes and edges. Then we define a function Fˆ ′ on V by
Fˆ ′ :=
{ F ′ on V \ Vh
Fh on Vh . (10)
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We set
G′|H′→H := G′(V,E, Fˆ ′), (11)
and say that G′|H′→H is obtained from the graph G′(V,E,F ′) by replacing
the subgraph H ′(Vh, Eh,F ′h) of G′(V,E,F ′) by H(Vh, Eh,Fh).
Now we define a so-called general labeled graph G′(V ′, E′,F ′) which we
get by substituting part of a labeled cuboid graph G(V,E,F) for a given
iso-level c ∈ (0, 1) by a graph, where the nodes of the graph are labeled
with values in [0, 1]. The graph that will be substituted consists of one or
more inner iso-paths of G. Therefore, such a general labeled cuboid graph
contains at least one inner iso-path of G.
Definition 2.7. (General labeled graph). Let G(V,E,F) be a labeled cuboid
graph. Let Ve ⊂ R3 be a set of 3 ≤ m ≤ 4 points such that each P ∈ Ve
lies on an edge e ∈ E. Let Ee be a given set of edges with end points in
Ve. Assume that each P ∈ Ve is an end point of two edges in the set Ee.
Let Fe : Ve −→ [0, 1] be a labeling on Ve. Then we call He(Ve, Ee,Fe) :=
(Ve, Ee,Fe) a labeled graph. Assume that Fe = F on V ∩Ve. Then we define
a labeled graph G˜(V˜ , E˜, F˜ ) := (V˜ , E˜, F˜ ) by
G(V˜ , E˜, F˜ ) := (V ∪ Ve, E ∪ Ee, F˜ ), (12)
where
F˜ :=
{ F on V
Fe on Ve . (13)
Then G˜(V˜ , E˜, F˜ ) is called a general labeled graph, or labeled graph for short.
Definition 2.8. (General subgraph replacement). Let H(Vh, Eh,Fh) be a
subgraph of the labeled cuboid graph G(V,E,F). Let H˜(V˜ , E˜, F˜) be a labeled
graph such that Vh ⊂ V˜ , Eh ⊂ E˜, V˜ ⊂ Eh and F˜ = F on V ∩ V˜ . We define
a function F ′ on V ∪ Vh by
F ′ :=

F on V \ Vh
Fh on Vh
F˜ on V˜ \ Vh
. (14)
Then we set
G|H→H˜ := G(Vˆ , Eˆ,F ′), (15)
where Vˆ = V ∪ (V˜ \Vh) and Eˆ = E ∪ (E˜\Eh). We say that G|H→H˜ is
obtained from the graph G(V,E,F) by replacing the subgraph H(Vh, Eh,Fh)
of G(V,E,F) by the graph H˜(V˜ , E˜, F˜). Note that the labeled graph G|H→H˜
may no longer be a labeled cuboid graph.
Note: In this paper, any graph operation applied on a labeled graph with a
given iso-level c ∈ (0, 1) does not change the iso-level c, i.e. the transformed
labeled graph has the same iso-level c.
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3 Equivalence Classes of Labeled Cuboid Graphs
From here on, whenever we consider (one or several) labeled cuboid graphs,
it is understood that also an iso-level c ∈ (0, 1) has been chosen. We then
speak of ”a labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1)”.
For the computation of iso-paths for a labeled cuboid graph G(V,E,F)
with iso-level c ∈ (0, 1) we compare the node-labels with c. The exact values
of the nodes are not important for the investigation of iso-paths of the graph
G. Therefore, in the following two definitions we introduce the important
concept of equivalence classes of labeled cuboid graphs. The first definition
considers for each node of G whether the node is disperse or not. In the
second definition of an equivalence class of labeled cuboid graphs, besides
the disperse nodes of G, the differences between iso-nodes and nodes with
node value less than c are accounted for.
Definition 3.1. Suppose G1(V1, E1,F1) and G2(V2, E2,F2) are labeled cuboid
graphs with iso-level c ∈ (0, 1). We call the graphs G1 and G2 ◦-equivalent
if the following conditions are satisfied:
(i) D(G1) = D(G2),
(ii) both G1 and G2 have the same number of L-faces,
(iii) to each Q ∈ V1 with F1(Q) > c and P1, P2, P3 ∈ V1 such that P1, P2, P3
are incident to Q, there exists Q′ ∈ V2 with F2(Q′) > c and P ′1, P ′2, P ′3 ∈
V2 such that P
′
1, P
′
2, P
′
3 are incident to Q
′ and, to each i = 1, 2, 3, one
of the following holds:
(a) if F1(Pi) > c then F2(P ′i ) > c,
(b) if F1(Pi) ≤ c then F2(P ′i ) ≤ c.
The mapping from Q to Q′ is required to be a bijection. We denote the ◦-
equivalence between G1 and G2 by G1 ⇐⇒◦ G2. Additionally, we denote by
[G1(V1, E1,F1)]◦ the ◦-equivalence class, defined by
[G1(V1, E1,F1)]◦ := {G(V,E,F) : G⇐⇒◦ G1}. (16)
Definition 3.2. Suppose G1(V1, E1,F1) and G2(V2, E2,F2) are labeled cuboid
graphs with iso-level c ∈ (0, 1). We call the graphs G1 and G2 -equivalent
if the following conditions are satisfied:
(i) D(G1) = D(G2),
(ii) both G1 and G2 have the same number of L-faces,
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(iii) to each Q ∈ V1 with F1(Q) > c and P1, P2, P3 ∈ V1 such that P1, P2, P3
are incident to Q, there exists Q′ ∈ V2 with F2(Q′) > c and P ′1, P ′2, P ′3 ∈
V2 such that P
′
1, P
′
2, P
′
3 are incident to Q
′ and, to each i = 1, 2, 3, one
of the following holds:
(a) if F1(Pi) > c then F2(P ′i ) > c,
(b) if F1(Pi) < c then F2(P ′i ) < c,
(c) if F1(Pi) = c then F2(P ′i ) = c.
The mapping from Q to Q′ is required to be a bijection. We denote the -
equivalence between G1 and G2 by G1 ⇐⇒ G2. Additionally, we denote by
[G1(V1, E1,F1)] the -equivalence class, defined by
[G1(V1, E1,F1)] := {G(V,E,F) : G⇐⇒ G1}. (17)
Illustration of ◦-equivalence class: Let G(V,E,F) be a labeled cuboid
graph with iso-level c ∈ (0, 1). Let V = {P1, . . . , P8} be the nodes of G
and let C be the cuboid of G. Consider a sketch that shows the edges and
vertices of C, and such that the vertices of C are marked as follows:
(i) Pi is marked by • if F(Pi) > c,
(ii) Pi is marked by ◦ if F(Pi) ≤ c.
Then we say that the sketch represents [G(V,E,F)]◦.
Illustration of -equivalence class: Let G(V,E,F) be a labeled cuboid
graph with iso-level c ∈ (0, 1). Let V = {Q1, . . . , Qm, Pm+1, . . . , P8} with
m = D(G) be the nodes of G, where F(Qi) > c for i = 1, . . . ,m and
F(Pj) ≤ c for j = m + 1, . . . , 8. Let C be the cuboid of G. Consider a
sketch that shows the edges and vertices of C, and such that the vertices of
C are marked as follows:
(i) Qi is marked by • for all i ∈ {1, . . . ,m},
(ii) Pi is marked by ◦ for all i ∈ {m + 1, . . . , 8} with F(Pi) ≤ c and Pi is
not incident to any one of the nodes in {Q1, . . . , Qm},
(iii) Pi is marked by  for all i ∈ {m+ 1, . . . , 8} with F(Pi) < c and Pi is
incident to one of the nodes in {Q1, . . . , Qm},
(iv) Pi is marked by  for all i ∈ {m+ 1, . . . , 8} with F(Pi) = c and Pi is
incident to any one of the nodes in {Q1, . . . , Qm}.
Then we say that the sketch represents [G(V,E,F)].
Sketches will be ”numbered” by (a), (b), (c), . . . or, (a1), (a2), . . . through-
out this paper. Examples for ◦- and -equivalence classes are given in Fig-
ure 6.
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(a1) (a2)
-
--
(a3)
-
-
(a4)
Figure 6: Sketches (a1), . . . , (a4) represent equivalence classes [(a1)]◦,
[(a2)]◦, [(a3)] and [(a4)], respectively.
Equivalence class of a subgraph: Suppose H(Vh, Eh,Fh) is a subgraph
of a labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1). Then we
denote by [H(Vh, Eh,Fh)]◦ the ◦-equivalence class of H such that each ele-
ment in [H(Vh, Eh,Fh)]◦ satisfies Definition 3.1 restricted to H(Vh, Eh,Fh).
Analogously, we denote by [H(Vh, Eh,Fh)] the -equivalence class of H
such that each element in [H(Vh, Eh,Fh)] satisfies Definition 3.2 restricted
to H(Vh, Eh,Fh).
Illustration of ◦- and -equivalence subclasses: Analogously to ◦- and
-equivalence classes, we can represent both subclasses by sketches. Given
a sketch (a), we denote by [(a)]◦ and [(a)] the equivalence classes of the
graph or subgraph represented by (a).
Figure 7 illustrates some examples of ◦- and -equivalence subclasses.
(b1) (b2)
-
(b3)
-
(b4)
Figure 7: Sketches (b1), . . . , (b4) are representations of equivalence sub-
classes [(b1)]◦, [(b2)]◦, [(b3)] and [(b4)], respectively.
Finally, we define an additional class of labeled cuboid graphs which we
call ◦−?-class and −?-class, where for certain nodes no restriction on the
label is done.
Definition 3.3. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Let V˜ ⊂ V . Then we define the ◦−?-class of G corresponding to V˜
by
[G(V,E,F ; V˜ )]?◦ :=
⋃
F˜∈F
[G(V,E, F˜)]◦, (18)
where
F = {Fˆ : V −→ [0, 1] | Fˆ = F on V \ V˜ }. (19)
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Definition 3.4. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Let V˜ ⊂ V . Then we define the −?-class of G corresponding to V˜
by
[G(V,E,F ; V˜ )]? :=
⋃
F˜∈F
[G(V,E, F˜)], (20)
where
F = {Fˆ : V −→ [0, 1] | Fˆ = F on V \ V˜ }. (21)
Illustration of ◦−?-class: Suppose a sketch (a) represents [G(V,E,F)]◦,
i.e. [(a)]◦ = [G(V,E,F)]◦. Consider a sketch (a˜) which is a copy of (a) but
those nodes in a˜ corresponding to V˜ ⊂ V are marked by the symbol ♦?. We
then say that (a˜) represents [G(V,E,F ; V˜ )]?◦ and write [(a˜)]?◦ for this.
Illustration of −?-equivalence class: Suppose a sketch (a) represents
[G(V,E,F)], i.e. [(a)] = [G(V,E,F)]. Consider a sketch (a˜) which is
a copy of (a) but those nodes in a˜ corresponding to V˜ ⊂ V are marked by
the symbol ♦?. We then say that (a˜) represents [G(V,E,F ; V˜ )]? and write
[(a˜)]? for this.
◦−?-subclass and −?-subclass: Suppose H(Vh, Eh,Fh) is a subgraph
of a labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1). Let V˜ ⊂ V
and assume V˜h = Vh ∩ V˜ 6= ∅. With an analogous definition as (18) for
H(Vh, Eh,Fh), we get the ◦−?-subclass of H(Vh, Eh,Fh) corresponding to
V˜h which is denoted by [H(Vh, Eh,Fh; V˜h)]?◦. With an analogous definition
as (20) for H(Vh, Eh,Fh), we get the −?-subclass of H(Vh, Eh,Fh) corre-
sponding to V˜h which is denoted by [H(Vh, Eh,Fh; V˜h)]?.
Illustration of ◦− ?-subclass and − ?-subclass: Suppose [(a)]◦ =
[H(Vh, Eh,Fh)]◦, i.e. the sketch (a) represents [H(Vh, Eh,Fh)]◦. Consider
a sketch (a˜) which is a copy of (a) but the nodes in a˜ corresponding to
V˜h ⊂ Vh are marked by the symbol ♦?. We then say that (a˜) represents
[H(Vh, Eh,Fh; V˜h)]?◦ and write [(a˜)]?◦ for this. If we start with [(a)] =
[H(Vh, Eh,Fh)] instead, we obtain a sketch a˜ that represents the subclass
[H(Vh, Eh,Fh; V˜h)]?; we write [(a˜)]? for this.
Figure 8 shows examples of ◦−?- and −?-classes and subclasses with
iso-level c ∈ (0, 1).
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⋆ ⋆
⋆⋆
⋆ ⋆
⋆⋆
(a1)
⋆
⋆⋆
⋆
(a2)
⋆ -
-
⋆
⋆⋆
(a3)
-
⋆
-
⋆⋆
(a4)
⋆ ⋆
⋆⋆
(b1)
⋆
(b2)
⋆
⋆⋆
(b3)
-
⋆⋆
(b4)
Figure 8: Sketches (a1) and (a2) represent ◦−?-classes and sketches (a3) and
(a4) represent −?-classes. Sketches (b1) and (b2) represent ◦−?-subclasses
and sketches (b3) and (b4) represent −?-subclasses.
Notation 2. Sometimes we use sketches which can have either all four
symbols ◦,,, • or all three symbols ◦,, • to represent a class of labeled
cuboid graphs or subgraphs of it. These special sketches that we use in the
next sections are given in Figure 9. We call the equivalence classes repre-
sented by the sketches (a1), (a2) and (a3) the -equivalence classes and the
equivalence class represented by the sketch (a4) the -equivalence subclass.
-
(a1)
-
(a2)
-
(a3)
-
(a4)
Figure 9: Sketches (a1), (a2) and (a3) represent -equivalence classes and
sketch (a4) represents -equivalence subclass.
4 Rules of Iso-path Computations
In this section we define mappings that will be applied on G(V,E). They
will be used for the computation of iso-paths in labeled cuboid graphs with
iso-level c ∈ (0, 1). These mappings replace subgraphs of a graph by other
graphs just as described by Definitions 2.4 and 2.8.
The distinction between different types of face subgraphs of a labeled
cuboid graph G(V,E,F) with iso-level c ∈ (0, 1) introduced in Section 2 is
important for the computation of iso-paths of G. We illustrate by Figure 10
the different types of faces of G. Sketch (a1) represents the ◦−?-subclass
[(a1)]?◦ of regular faces and sketch (a2) represents the -equivalence subclass
[(a2)] of regular faces. Sketch (a3) represents the -equivalence subclass of
singular faces. Sketches (a4), (a5) and (a6) represent the possible ◦- and -
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equivalence subclasses of L-faces. Here [(a5)] is a -equivalence subclass of
trivial L-faces and [(a6)] is a -equivalence subclass of non-trivial L-faces.
⋆
(a1)
-
(a2) (a3)
(a4)
-
(a5)
-
(a6)
Figure 10: Sketches (a1), . . . , (a6) illustrate the different types of face sub-
graphs.
4.1 Removing Singular and Isolated Iso-paths
Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈ (0, 1). In this
section we introduce graph operations on G which are called T -rules and F -
rules. The T -rules are denoted by T1 and T2 and remove singular iso-paths
in G, where a singular iso-path is a degenerate closed path with only one or
two nodes. Singular iso-paths correspond to iso-elements of surface measure
zero. The T1-rule removes singular iso-paths with only one node and the
T2-rule removes singular iso-paths with two nodes.
The F -rules are graph operations denoted by F1 and F2. The F1-rule re-
moves iso-paths in G such that the iso-element computed from the iso-paths
separates only disperse nodes of G. The F2-rule removes an iso-path of G if
G has the labeled cuboid graph G′(V ′, E′,F ′) with the same iso-level c as a
face neighbor and both G and G′ contain four iso-nodes and four disperse
nodes such that the iso-nodes lie on the common face. In this case, the
iso-element computed from the iso-path separates only the disperse nodes
of both face neighboring graphs. An iso-path of G which is removed using
the F1- or F2-rule is called an isolated iso-path.
Isolated iso-element: An iso-element computed from an isolated iso-path
is called an isolated iso-element.
Regular labeled cuboid graph: LetG(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Assume G is neither a disperse nor a continuous
graph. Furthermore, assume G has neither singular iso-paths nor an isolated
iso-path. Then we call G a regular labeled cuboid graph. Sometimes we use
the abbreviation G is regular instead of G is a regular labeled cuboid graph.
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4.1.1 T- and F-graphs
In this section we introduce the T-subgraphs and F-graphs of a labeled
cuboid graph G(V,E,F) with iso-level c ∈ (0, 1). The existence of such
graphs in G is a possible indication of singular iso-path or isolated iso-
path existence in G. The detection of isolated iso-paths is necessary for the
computation of iso-paths ofG, since isolated iso-paths may not be connected.
Removing isolated iso-paths guarantees the iso-path connectedness as will
be shown in Section 6.
Definition 4.1. (T1-subgraph). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a subgraph of G such that the
following conditions hold:
1. the number of points in Vh is four (|Vh| = 4),
2. there exist a point P ′ ∈ Vh such that P ′ is incident to all points P ∈
Vh \ {P ′} in H and
Fh(P ′) = c and Fh(P ) > c ∀P ∈ Vh \ {P ′}.
Then H is called a T1-subgraph.
Definition 4.2. (T2-subgraph). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a subgraph of G such that the
following conditions hold:
1. the number of points in Vh is seven (|Vh| = 7),
2. there exist two points P1, P2 ∈ Vh such that P1 is incident to P2 in H
and
Fh(P1) = Fh(P2) = c and Fh(P ) > c ∀P ∈ Vh \ {P1, P2}.
Then H is called a T2-subgraph.
T1- and T2-subgraphs are subsumed as T -subgraphs.
Definition 4.3. (F1-graph). Let G(V,E,F) be a labeled cuboid graph with
iso-level c ∈ (0, 1). Let there be V˜ ⊂ V with |V˜ | = 4 and
1. each P ∈ V˜ is incident only to two points in V \ V˜ ,
2. F(P ) = c ∀P ∈ V˜ ,
3. F(P ) > c ∀P ∈ V \ V˜ .
Then G is called an F1-graph.
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Definition 4.4. (F2-graph). Suppose G1(V1, E1,F1) and G2(V2, E2,F2) are
face-neighbored labeled cuboid graphs with iso-level c ∈ (0, 1). Let the follow-
ing properties hold:
1. F1(P ) = F2(P ) = c ∀P ∈ V1 ∩ V2,
2. F1(P ) > c ∀P ∈ V1 \ (V1 ∩ V2),
3. F2(P ) > c ∀P ∈ V2 \ (V1 ∩ V2).
Then G1 is called an F2-graph.
F1- and F2-graphs are subsumed as F -graphs.
Figure 11 illustrates the T -subgraphs and F -graphs. The sketches (a)
and (b) shown in Figure 11 represent the equivalence subclasses [(a)] and
[(b)]. The T1- and T2-subgraphs lie in [(a)] and [(b)], respectively. The
sketches (c), (d1), (d2) in Figure 11 represent [(c)], [(d1)] and [(d2)], re-
spectively. The F1-graph lies in [(c)] and the F2-graph lies in [(d1)] as
well as in [(d2)].
(a) (b) (c) (d1) (d2)
Figure 11: Sketches (a) and (b) represent T1- and T2-subgraphs, respec-
tively and F1- and F2-graphs are represented by sketch (c) and the sketches
(d1), (d2), respectively.
4.1.2 T- and F-rules
A labeled cuboid graph G(V,E,F) ∈ G(V,E) with iso-level c ∈ (0, 1) can
have one to four singular iso-paths or an isolated iso-path, but not both
types of iso-paths. This section is devoted to the indication and deletion of
singular iso-paths or of an isolated iso-path.
Let G(V,E,F) ∈ G(V,E) and c ∈ (0, 1) be an iso-level. Let q0, q1 :
[0, 1] −→ [0, 1] be defined by
q0(x) :=
{
0 if x > c
x else
(22)
and
q1(x) :=
{
1 if x ≤ c
x else
. (23)
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Let W ⊂ V . We define mappings Q0, Q1 : G(V,E) −→ G(V,E) by
Q0(G(V,E,F)) = G(V,E,R0) and Q1(G(V,E,F)) = G(V,E,R1), where
R0 :=
{ F on V \W
q0 ◦ F on W (24)
and
R1 :=
{ F on V \W
q1 ◦ F on W . (25)
Definition 4.5. (T1-rule). Let G(V,E,F) be a labeled cuboid graph with
iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a T1-subgraph of G. We call the
mapping Q1, defined by setting W := Vh in (25), a T1-rule. If required for
clarity, we speak of the T1-rule with respect to H.
Definition 4.6. (T2-rule). Let G(V,E,F) be a labeled cuboid graph with
iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a T2-subgraph of G. We call the
mapping Q1, defined by setting W := Vh in (25), a T2-rule. If required for
clarity, we speak of the T2-rule with respect to H.
We subsume the T1- and T2-rules as T -rules.
Definition 4.7. (T ∗1 -rule). Let G(V,E,F) be a labeled cuboid graph with
iso-level c ∈ (0, 1). Let G have 1 ≤ n ≤ 4 distinct T1-subgraphs, denoted as
H1(Vh1 , Eh1 ,Fh1), . . . ,Hn(Vhn , Ehn ,Fhn). We consider four cases, where in
the case i ∈ {1, . . . , n}, the T1-rule changes the node values of Hi according
to:
1. Case i = 1: G1(V,E,F1) := T1(G(V,E,F)) (T1-rule w.r. to H1)
2. Case i = 2: G2(V,E,F2) := T1(G1(V,E,F1)) (T1-rule w.r. to H2)
3. Case i = 3: G3(V,E,F3) := T1(G2(V,E,F2)) (T1-rule w.r. to H3)
4. Case i = 4: G4(V,E,F4) := T1(G3(V,E,F3)) (T1-rule w.r. to H4).
Then we write
T ∗1 (G(V,E,F)) := Gn(V,E,Fn). (26)
We call this T ∗1 -rule. If we apply the T ∗1 -rule to G then T ∗1 (G) will have no
more T1-subgraphs.
Definition 4.8. (F -rules). Let G(V,E,F) be a labeled cuboid graph with
iso-level c ∈ (0, 1). Let G be an F1- or an F2-graph. Let Vh = {P1, P2, P3, P4}
⊂ V be such that F(P ) = c for all P ∈ Vh. Then we call the mapping Q1,
defined by setting W := Vh in (25), an F1-rule or an F2-rule if G is an F1-
or F2-graph, respectively. The F1- and F2-rules are denoted by F1 and F2,
respectively.
We subsume the F1- and F2-rules as F -rules.
The T - and F -rules are illustrated in Figure 12 and 13, respectively. The
sequence 1 and 2 in Figure 12 represents T1- and T2-rules, respectively. The
sequence 1 and 2 in Figure 13 represents F1- and F2-rules, respectively.
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1.
(a) (a′)
2.
(b) (b′)
Figure 12: The sequence 1 and 2 illustrate the T1- and T2-rules, respectively.
1.
(c) (c′)
2.
(d1) (d2) (d
′
1) (d
′
2)
Figure 13: The sequence 1 and 2 illustrate the F1- and F2-rules, respectively.
The following result about singular faces will be proved using T -rules.
Proposition 4.9. (Singular faces). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let G be regular. Suppose that G has a singular
face. Then the maximum number of singular faces which G can have is
three. Furthermore, if G has n = 2 or n = 3 singular faces then there exist
a total of n iso-points which are iso-nodes in G such that these iso-nodes lie
on the singular faces. Then each pair of these iso-nodes lies on a regular
face of G or on a space diagonal of the cuboid of G. Moreover, an iso-node
can never be on two distinct singular faces.
Proof. We give the proof of Proposition 4.9 by using Figure 14. If G ∈
[(a1)]? then G has at least one singular face. The other possibilities for
G to have two singular faces occur only if G ∈ [(a2)] or G ∈ [(a3)]◦.
The only possibility for G to have three singular faces is G ∈ [(a4)]. The
singular faces are marked by bold lines as displayed in Figure 14. There is no
possibility to get more than three singular faces of G. The pair of iso-nodes
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corresponding to singular faces of G in case (a2) and (a4) lies on regular
face diagonals of G. But in case (a3) the pair of iso-nodes corresponding to
singular faces of G lies on a diagonal of the cuboid of G. Furthermore, the
rule T1 forbids the possibility of an iso-node being on two distinct singular
faces, which proves the last claim.
⋆
⋆⋆
(a1) (a2) (a3) (a4)
Figure 14: Sketches (a1), (a2), (a3) and (a4) illustrate the possibilities of a
labeled cuboid graph to have singular faces.
4.2 Iso-path Computation Rules
In this section we give rules for iso-path computation for a labeled cuboid
graph G(V,E,F) with iso-level c ∈ (0, 1). We consider two types of rules
which are called S-rules and C-rules. S-rules compute iso-paths in G,
whereas C-rules compute iso-lines in G. By combining C- and S-rules we
get the iso-paths in G. Furthermore, consecutive application of C-rules to
a labeled cuboid graph G, on which no S-rules apply gives an additional
iso-path in G.
In this section we consider not only labeled cuboid graphs but as well iso-
points, iso-lines and iso-paths. We also give graphical sketches to illustrate
for a given labeled cuboid graph the corresponding iso-points, iso-lines and
iso-paths. Figure 15 illustrates that for G(V,E,F) ∈ [(a1)] the iso-points
on the edges are marked by the symbol  as shown in sketch (a2), and the
iso-lines that connect two iso-points on a face are marked by −− as shown
in sketch (a3). The simple closed path shown in sketch (a3) is an iso-path
of G.
-
--
--
(a1)
-
--
--
(a2)
-
--
--
(a3)
Figure 15: Sketches (a1), (a2) and (a3) illustrate the steps of iso-path com-
putation.
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4.2.1 S-subgraphs, S-cuboid graphs and S-rules
Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈ (0, 1). The
S-rules are denoted by S1, S2, S3 and will be applied on G(V,E,F) for com-
puting and deleting iso-paths of G. They are graph operations which will
be applied on so-called S-subgraphs of G as described below.
Definition 4.10. (S1-subgraph). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a subgraph of G such that the
following conditions hold:
1. the number of points in Vh is four (|Vh| = 4),
2. there exist a point P ′ ∈ Vh such that P ′ is incident to all points P ∈
Vh \ {P ′} in H and
Fh(P ′) > c and Fh(P ) ≤ c ∀P ∈ Vh \ {P ′}.
Then H is called an S1-subgraph.
Definition 4.11. (S2-subgraph). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a subgraph of G such that the
following conditions hold:
1. the number of points in Vh is six (|Vh| = 6),
2. there exist two points P1, P2 ∈ Vh such that P1 is incident to P2 in H,
each P1 and P2 are incident in H to three points in Vh and
Fh(P1) > c, Fh(P2) > c and Fh(P ) ≤ c ∀P ∈ Vh\{P1, P2}.
Then H is called an S2-subgraph.
Definition 4.12. (S3-subgraph). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a subgraph of G such that the
following conditions hold:
1. the number of points in Vh is four (|Vh| = 4),
2. there exist a point P ′ ∈ Vh such that P ′ is incident to all points P ∈
Vh \ {P ′} in H and
Fh(P ′) < c and Fh(P ) > c ∀P ∈ Vh \ {P ′}.
Then H is called an S3-subgraph.
S1-, S2- and S3-subgraphs are subsumed as S-subgraphs.
In Figure 16, sketches (a), (b) and (c) represent [(a)]◦, [(b)]◦ and [(c)],
respectively. The S1-, S2- and S3-subgraphs are elements of [(a)]◦, [(b)]◦ and
[(c)], respectively.
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(a) (b)
-
(c)
Figure 16: The sketches (a), (b) and (c) illustrate S1-, S2- and S3-subgraphs,
respectively.
Definition 4.13. (S-cuboid graphs). Let G(V,E,F) be a labeled cuboid
graph with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be an S1-subgraph of G.
Then by using Definition 2.5 we get a labeled cuboid graph G′|H′→H , where
H ′ and G′ are defined as given by the Definition 2.5. Then we call G′|H′→H
the S1-cuboid graph corresponding to H. If H is an S2-subgraph of G then
we call G′|H′→H the S2-cuboid graph corresponding to H. Analogously, in
case H is an S3-subgraph of G using Definition 2.6 we get a labeled cuboid
graph G′|H′→H , where H ′ and G′ are defined as given by the Definition 2.6.
Then we call G′|H′→H the S3-cuboid graph corresponding to H.
S1-, S2- and S3-cuboid graphs are subsumed as S-cuboid graphs.
In Figure 17, sketches (a), (b) and (c) represent [(a)]◦, [(b)]◦ and [(c)],
respectively. The S1-, S2- and S3-cuboid graphs are elements of [(a)]◦, [(b)]◦
and [(c)], respectively.
(a) (b)
-
(c)
Figure 17: The sketches (a), (b) and (c) illustrate S1-, S2- and S3-cuboid
graphs, respectively.
Definition 4.14. (Subgraph with iso-path). Let H(Vh, Eh,Fh) be an S1-
or S3-subgraph and let c ∈ (0, 1) be an iso-level. Let Viso = {P ∈ e :
e ∈ Eh, P an iso-point} be the set of iso-points corresponding to H. Let
Eiso = {e = PiPj : Pi, Pj ∈ Viso and Pi 6= Pj}. Then we define a labeled
graph H˜(V˜h, E˜h, F˜h), where V˜h = Vh ∪ Viso, E˜h = Eh ∪ Eiso and
F˜h =
{ Fh on Vh,
c on Viso.
(27)
We call H˜ an S1- or S3-subgraph with iso-path if H is an S1- or S3-subgraph,
respectively.
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Definition 4.15. (Subgraph with iso-path). Let H(Vh, Eh,Fh) be an S2-
subgraph and let c ∈ (0, 1) be an iso-level. Let Viso = {P ∈ e : e ∈
Eh P an iso-point} be the set of iso-points corresponding to H. Let Eiso =
{e = PiPj : Pi, Pj ∈ Viso with Pi 6= Pj and P1, . . . , P4 are cyclically or-
dered}. Then we define a labeled graph H˜(V˜h, E˜h, F˜h), where V˜h = Vh∪Viso,
E˜h = Eh ∪ Eiso and
F˜h =
{ Fh on Vh,
c on Viso.
(28)
We call H˜ an S2-subgraph with iso-path.
S1-, S2- and S3-subgraphs with iso-path are subsumed as S-subgraphs with
iso-path. In Figure 18, sketches (a′), (b′) and (c′) represent S1-, S2- and
S3-subgraphs with iso-paths, respectively.
(a′) (b′)
-
(c′)
Figure 18: Sketches (a′), (b′) and (c′) illustrate S1-, S2- and S3-subgraphs
with iso-paths, respectively.
In the following three definitions we use the functions q0 and q1 defined
by (22) and (23).
Definition 4.16. (Iso-path free subgraph). Let H(Vh, Eh,Fh) be an Si-
subgraph (i = 1, 2, 3) and let c ∈ (0, 1) be an iso-level. Then we call the
labeled graph H(Vh, Eh,Rh) an iso-path free Si-subgraph, where Rh = q0◦Fh
in case i = 1, 2 and Rh = q1 ◦ Fh if i = 3. Iso-path free S1-, S2- and S3-
subgraphs are subsumed as iso-path free S-subgraphs.
In Figure 19, sketches (a′′), (b′′) and (c′′) illustrate the iso-path free
S1-, S2- and S3-subgraphs which are contained in [(a
′′)]◦, [(b′′)]◦ and [(c′′)]◦,
respectively.
(a′′) (b′′) (c′′)
Figure 19: Sketches (a′′), (b′′) and (c′′) illustrate iso-path free S1-, S2- and
S3-subgraphs, respectively.
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LetH(Vh, Eh,Fh) be an S-subgraph ofG(V,E,F) and let c ∈ (0, 1) be an
iso-level. Then there exists an iso-path of G, since we have a corresponding
S-subgraph with iso-path. This iso-path is as well an iso-path of G. In the
overall iso-surface construction, the iso-paths that we get from S-graphs will
be recorded in a list. Thereafter, the S-subgraph is substituted in G with
an iso-path free S-subgraph. Hence we get from G a new labeled cuboid
graph G′(E, V,F ′) with a new labeling and a reduced number of iso-paths.
The complete procedure of computing an iso-path of G corresponding to an
S-subgraph, recording the corresponding iso-path and then substituting the
S-subgraph in G with an iso-path free subgraph is called an S-rule. These
S-rules are also called S1-, S2- and S3-rules if they correspond to the S1-,
S2- and S3-subgraphs, respectively.
The symbols used in the following two definitions have been introduced
in Definition 2.8.
Definition 4.17. (S-rule on a labeled cuboid graph). Let G(V,E,F) be a
labeled cuboid graph with iso-level c ∈ (0, 1) and let H(Vh, Eh,Fh) be an
S1-subgraph of G. Let H˜(V˜h, E˜h, F˜h) be the S1-subgraph with iso-path cor-
responding to H. In addition, let Hˆ(Vh, Eh, q0 ◦ Fh) be the iso-path free
S1-subgraph corresponding to H. Then we call the following sequence an
S1-rule of G corresponding to H:
G −→ G|H→H˜ −→ G|H→Hˆ . (29)
Likewise, we define for S2- and S3-subgraphs the corresponding S2- and S3-
rules on G, using the labelings q0 ◦Fh and q1 ◦Fh, respectively. We subsume
the S1-, S2- and S3-rules on G as S-rules.
Definition 4.18. (Sn-rules on a labeled cuboid graph). Let G(V,E,F) be
a labeled cuboid graph with iso-level c ∈ (0, 1) and let H1(Vh1 , Eh1 ,Fh1),
H2(Vh2 , Eh2 ,Fh2) be S1-subgraphs of G. Let H˜1(V˜h1 , E˜h1 , F˜h1) and H˜2(V˜h2 , E˜h2 , F˜h2)
be S1-subgraphs with iso-paths corresponding to H1 and H2, respectively. In
addition, let Hˆ1(Vh1 , Eh1 , q0 ◦Fh1) and Hˆ2(Vh2 , Eh2 , q0 ◦Fh2) be the iso-path
free S1-subgraphs corresponding to H1 and H2, respectively. Then we call
the following sequence an S21-rule of G, corresponding to H1 and H2:
G −→ G|H1→H˜1 −→ G|H1→Hˆ1 =: G′(V,E,F ′)
G′ −→ G′|H2→H˜2 −→ G′|H2→Hˆ2 .
Likewise, we define for S2- and S3-subgraphs the S
2
2- and S
2
3-rules of G. In
analogy, we define S31-rules. All these S-rules will be subsumed as S
n-rules,
where n ∈ {1, 2, 3} if the type of S-rule is S1 or n ∈ {1, 2} if the type of
S-rule is S2 or S3.
The S-rules will be written in a simplified graph-theoretical rules as dis-
played in Figure 20.
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1.
2.
3.
- -
Figure 20: The sequence 1, 2 and 3 represent the S1-, S2- and S3-rules,
respectively.
4.2.2 C-subgraphs and C-rules
In this section we describe the so-called C-rules. C-rules are graph opera-
tions which operate on the regular faces of a labeled cuboid graph G(V,E,F)
with iso-level c ∈ (0, 1). Applying a C-rule to a regular face of G gives an
iso-line that lies on this face.
Definition 4.19. (C-subgraphs). Let G(V,E,F) be a labeled cuboid graph
with iso-level c ∈ (0, 1). Let H(Vh, Eh,Fh) be a regular face subgraph of G
such that one of the following properties is satisfied:
1. H contains one disperse node,
2. H contains two disperse nodes,
3. H contains three disperse nodes.
In case H satisfies 1 we call H a C1-subgraph. Likewise, we call H a C2- or
a C3-subgraph if H satisfies 2 or 3, respectively. We subsume the C1-, C2-
and C3-subgraphs as C-subgraphs. C-subgraphs are regular faces and vice
versa.
Definition 4.20. (C-subgraphs with iso-lines and C-rules). Let H(Vh, Eh,Fh)
be a C1-subgraph and let c ∈ (0, 1) be an iso-level. Let Viso = {P ∈ e :
e ∈ Eh and P is iso-point} be the set of iso-points corresponding to H. Let
Eiso = {e = PiPj : Pi, Pj ∈ Viso and Pi 6= Pj}. Then we define a labeled
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graph H˜(V˜h, E˜h, F˜h), where V˜h = Vh ∪ Viso, E˜h = Eh ∪ Eiso and
F˜h =
{ Fh on Vh,
c on Viso.
(30)
We call H˜ a C1-subgraph with iso-line. Analogously, we define C2- and
C3-subgraphs with iso-lines in case H is a C2-subgraph or a C3-subgraph,
respectively. We subsume these subgraphs as C-subgraphs with iso-lines. In
addition, we call the transformation process which takes H to a Ck-subgraph
with iso-line a Ck-rule (k = 1, 2, 3). The C1-, C2- and C3-rules are subsumed
as C-rules.
The C-rules will be written in a simplified graph-theoretical rules as shown
in Figure 21.
1.
-
-
-
-
-
-
-
-
-
2.
-
-
-
-
-
-
-
-
-
3. - - -
Figure 21: The sequence 1, 2 and 3 illustrate the C1-, C2- and C3-rules,
respectively.
Note: A singular face contains only one iso-point and hence it is not possible
to compute an iso-line on it. Therefore, C-rules will not be applied to
singular faces.
Proposition 4.21. The application of any of the C-rules as well as any
of the S-rules to a labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1)
gives the same iso-lines on the regular faces of G.
Proof. Both C- and S-rules compute iso-lines by connecting iso-points on
the same face of G(V,E,F). Since a regular face of G has only two iso-points
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we only get one iso-line on the face. Therefore, the C- and S-rules give the
same iso-line on a regular face G.
Notation 3. (Corresponding node or nodes of iso-line and corresponding
iso-path). Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈ (0, 1)
and let G be regular. Let H(Vh, Eh,Fh) be a regular face of G, having one or
two or three disperse nodes (cf. sketches (a1), (a2) and (a3) of Figure 22).
Note that in case H has three disperse nodes then the fourth (continuous)
node of H is not allowed to be an iso-node, since otherwise H is a singular
face. Let l be the iso-line of H which is computed by applying either the C1-,
or C2- or the C3-rule to H. The types of the C-rules which will be applied to
H are chosen according to the graph-theoretical rules as given in Figure 21.
Then we say that the disperse node or nodes of H correspond to the iso-line
l.
Now, let H ′(V ′h, E
′
h,F ′h) be a non-trivial L-face of G (cf. sketches (a4)
and (a5) of Figure 22). Let P be one of the continuous nodes of H ′ and let
P be not an iso-node. Note that at least one continuous node of a non-trivial
L-face is not an iso-node, since otherwise H is a trivial L-face. By joining
the iso-points in H ′ that are incident to P in H ′, we get an iso-line l and
we say that the continuous node P corresponds to the iso-line l. Moreover,
if there exists an inner iso-path ω of G that passes through l we say that ω
corresponds to P . Additionally, let Q be one of the disperse nodes of H ′.
By joining the iso-points in H ′ that are incident to Q in H ′, we get an
iso-line l and we say that the disperse node Q corresponds to the iso-line l.
Furthermore, if there exists an inner iso-path ω of G that passes through l
we say that ω corresponds to Q.
The sketches (a1), (a2) and (a3) in Figure 22 show cases with an iso-line
on a regular face. In case (a1) the iso-line on the face corresponds to the
disperse node of the face and in the other two cases each of the iso-lines
on the faces corresponds to the disperse nodes of the face. The Sketches
(a4) and (a5) in Figure 22 show non-trivial L-faces with possible iso-lines.
Iso-lines corresponding to the continuous node (denoted by ) are drawn
bold for (a4) and (a5), while iso-lines corresponding to disperse nodes are
drawn light.
(a1) (a2)
-
(a3)
-
-
(a4)
-
(a5)
Figure 22: Sketches (a1), (a2) and (a3) show cases with an iso-line on a
regular face. Sketches (a4) and (a5) show cases with iso-lines on non-trivial
L-faces.
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5 Classification of Labeled Cuboid Graphs and
Computation of Iso-paths
The primary objective of this section is to find a correspondence between
iso-paths and subgraphs of a labeled cuboid graph G(V,E,F) with iso-
level c ∈ (0, 1). The secondary objective of this section is to find the set
of subgraphs of G that correspond to the complete set of iso-paths of G,
without knowing the iso-paths of G. Finally, we give an algorithm to find
the set of subgraphs of G that correspond to the complete set of inner iso-
paths of G, where an inner iso-path is an iso-path of G which does not lie
on a single non-trivial L-face of G.
For these purposes we define three different types of labeled subgraphs
of G as follows:
1. subgraphs of surface measure zero which do not lie on a face of the
cuboid of G,
2. subgraphs of positive surface measure which do not lie on a face of the
cuboid of G,
3. L-face subgraphs, lying on a face of the cuboid of G.
Subgraphs of G of surface measure zero which do not lie on a face of the
cuboid of G correspond to an iso-element without surface area. The possible
surface measure zero subgraphs of G are illustrated by the sketches (a) and
(b) in Figure 23. We denote by gˆ1 and gˆ2 arbitrary subgraphs contained in
the -equivalence classes [(a)] and [(b)], respectively. The subgraphs gˆ1
and gˆ2 are denoted basic zero subgraphs of a labeled cuboid graph, since any
surface measure zero subgraph of G contains gˆ1 or gˆ2 as a subgraph.
(a) (b)
Figure 23: Sketches (a) and (b) illustrate basic zero subgraphs of a labeled
cuboid graph. The labeled subgraphs corresponding to (a) and (b) are de-
noted by gˆ1 and gˆ2, respectively.
Subgraphs of G of positive surface measure which do not lie on a face
of the cuboid of G correspond to iso-elements with positive surface area.
If we change the disperse nodes of gˆ1 and gˆ2 to continuous nodes and the
iso-node of gˆ1 and the iso-nodes of gˆ2 to disperse nodes then we get labeled
graphs denoted by g1 and g2, respectively. The labeled graphs g1 and g2 are
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contained in the ◦-equivalence classes [(a)]◦ and [(b)]◦, respectively, where
sketches (a) and (b) are shown in Figure 24. If we change the iso-node of
graph gˆ1 to a label less than the iso-value c then we get a labeled graph
denoted by g3 which is contained in the -equivalence class [(c)], where
sketch (c) is given in Figure 24.
(a) (b)
-
(c)
Figure 24: The sketches (a), (b) and (c) illustrate basic positive subgraphs
of a labeled cuboid graph. The labeled subgraphs corresponding to (a), (b)
and (c) are denoted by g1, g2 and g3, respectively.
The labeled graphs g1, g2 and g3 have positive surface measure and
are called basic positive subgraphs of a labeled cuboid graph. Here ”basic
positive subgraphs” means that the surface measure that we get from the
labeled graphs g1, g2 and g3 is positive and they have the smallest number
of edges compared to other positive surface measure subgraphs which do not
lie on a face of a labeled cuboid graph.
Now we give a definition which characterizes the positive surface measure
subgraphs of a labeled cuboid graph which contain a single iso-path of the
graph which does not lie on a single non-trivial L-face of the graph.
Definition 5.1. (Reduced positive surface measure subgraph). Let G(V,E,F)
be a regular labeled cuboid graph with iso-level c ∈ (0, 1). Then we call the
subgraph H(Vh, Eh,Fh) of G a reduced positive surface measure subgraph if
either H is in [g1]◦, or if H has at least two disperse nodes and satisfies the
following conditions:
1. H contains all incidence relations present in G between the disperse
nodes of G,
2. for any two different disperse nodes of H there exists a path which
connects both disperse nodes such that the path passes only through
disperse edges of H,
3. all continuous nodes of G which are incident to the disperse nodes of
H are in H and these are the only continuous nodes in H,
4. any edge e ∈ Eh has at least one disperse node as an end point,
5. H contains no L-faces,
6. H does not contain two different subgraphs of G which are in [g3].
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The labeled graphs contained in the ◦-equivalence classes [(a1)]◦, . . . , [(a4)]◦,
where sketches (a1), . . . , (a4) are given in Figure 25, illustrate examples of
reduced positive surface measure subgraphs which are not basic positive
subgraphs.
(a1) (a2) (a3) (a4)
Figure 25: Sketches (a1) to (a4) illustrate reduced positive surface measure
subgraphs of a labeled cuboid graph which are not basic and do not lie on
a face.
The existence of basic positive measure subgraphs in a labeled cuboid
graph G with iso-level c ∈ (0, 1) induces a classification of G as reducible or
irreducible as will be defined in the next subsection.
5.1 Classification of a Labeled Cuboid Graph
Let G(V,E,F) be a regular labeled cuboid graph with iso-level c ∈ (0, 1).
Then G can be reducible or irreducible. This classification of regular graphs
is important for the computation of iso-paths. Reducible labeled cuboid
graphs will be transformed stepwise to irreducible labeled cuboid graphs,
using the S-rules. Each step of transformation from reducibility to irre-
ducibility of a labeled cuboid graph G gives an iso-element of G and, fur-
thermore, an irreducible labeled cuboid graph has a single iso-element.
Any regular labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1) has
precisely one of the following properties
(a) G is L-face free,
(b) G has only non-trivial L-faces,
(c) G has one trivial L-face.
If G is regular and L-face free then it has one of the following forms:
1. there exist two disperse nodes such that each of them is incident only
to continuous nodes,
2. there exist two continuous nodes such that each of them is incident
only to disperse nodes,
3. all nodes satisfy none of the conditions given by 1 and 2 from above.
Recall that L(G) is the set of all L-faces of a labeled cuboid graph G with
iso-level c ∈ (0, 1) and D(G) denotes the number of disperse nodes of G.
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Definition 5.2. (Reducible/irreducible labeled cuboid graph). Let G(V,E,F)
be a labeled cuboid graph with iso-level c ∈ (0, 1) and let G be regular. Then
we call G reducible if one of the following conditions holds:
1. L(G) 6= ∅,
2. D(G) = 2 and there is H(Vh, Eh,Fh) ∈ [g1]◦ such that H ⊂ G,
3. D(G) = 6 and there is H(Vh, Eh,Fh) ∈ [g3] such that H ⊂ G.
We call G irreducible if G is not reducible.
Note: Reducible and irreducible labeled cuboid graphs are regular. A re-
ducible labeled cuboid graph contains at least two inner iso-paths, while an
irreducible labeled cuboid graph has one iso-path.
Reducible graphs will be decomposed with respect to inner iso-paths
using the basic positive subgraphs. Let G(V,E,F) be a labeled cuboid
graph with iso-level c ∈ (0, 1). Assume G is reducible. Then there are
n ∈ {1, 2, 3} and i ∈ {1, 2, 3} such that Sni -rule is applicable on G and
the set of inner iso-paths of G is L1 ∪ L2, (31)
where L1 is the set of all inner iso-paths that we get by applying the S
n
i -rule
to G and L2 is the iso-path of a reduced positive surface measure subgraph
H ′(V ′h, E
′
h,F ′h) of a labeled cuboid graph G′(V ′, E′,F ′) (with the same iso-
level c), where G′ and G have the same set of nodes and H ′ contains all
disperse nodes of G′. We call G′ a rest graph of G. This means there exists
a decomposition χ of G with respect to inner iso-paths of G as
χ(G) = (Si,1, . . . , Si,n, R) , (32)
where Si,1, . . . , Si,n denote the n distinct Si-subgraphs of G and R is the rest
graph of G which we get after we apply the Sni -rule to G. The rest graph
R of G is irreducible. In addition, we define a decomposition η of G into
labeled cuboid graphs (with the same iso-level c) by
η(G) := (G1, . . . , Gn, R) , (33)
where Gl is the l-th Si-cuboid graph of G for l = 1, . . . , n and R is the rest
graph of G. Note that the Gl are irreducible labeled cuboid graphs. By the
definition of the l-th Si-cuboid graph of G, the following holds:
• for all l = 1, . . . , n, the iso-path of Gl is the same as the iso-path that
we get by applying the Sli-rule to G.
Theoretical investigations and algorithmical computation of iso-surfaces and
surface normals corresponding inner iso-paths of G are easier if we use the
labeled cuboid graphs Gl for l = 1, . . . , n and the rest graph R of G as given
by the decomposition (33) instead of G.
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5.2 Inner Iso-paths of Labeled Cuboid Graphs
In this section we compute inner iso-paths of a given labeled cuboid graph
G(V,E,F) with iso-level c ∈ (0, 1). For the computation of the inner iso-
paths we repeatedly refer to the labeled graphs g1, g2 and g3 as explained
above in this section.
Theorem 5.3. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Assume G is regular and has at least one L-face. Then G contains a
subgraph H(Vh, Eh,Fh) which is an element of [g1]◦ or [g2]◦ or [g3].
Proof. We consider each case from D(G) = 2 to D(G) = 6, separately. In
the following, G is an element of a ◦- or -equivalence class represented
by the sketch of a labeled cuboid graph as shown on the left side of the
figures below. We use as well special cases of -equivalence for G as given
in Notation 2.
1. D(G) = 2: see Figure 26. Evidently, there is H ∈ [g1]◦.
Figure 26: The left part represents [G]◦ such that D(G) = 2 and L(G) 6= ∅.
2. D(G) = 3: see Figure 27. In case of sketch (a) we have H ∈ [g1]◦ and
in case of sketch (b) we have H ∈ [g1]◦ and H ∈ [g2]◦.
(a) (b)
Figure 27: The left side of the sketches (a) and (b) represent the two possi-
bilities of G such that D(G) = 3 and L(G) 6= ∅.
3. D(G) = 4: see Figure 28. In case of sketch (a) we have H ∈ [g1]◦ and
in case of sketch (b) we have H ∈ [g2]◦.
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(a) (b)
Figure 28: The left side of the sketches (a) and (b) represent the three
possibilities of G such that D(G) = 4 and L(G) 6= ∅.
4. D(G) = 5: see Figure 29. In case of sketch (a) we have H ∈ [g1]◦ and
H ∈ [g3] and in case of sketch (b) we have H ∈ [g3].
(a)
-
-
-
-
-
-
-
(b)
- -
Figure 29: The left side of the sketches (a) and (b) represent the two possi-
bilities of G such that D(G) = 5 and L(G) 6= ∅.
5. D(G) = 6: see Figure 30. It holds that H ∈ [g3].
-
- -
Figure 30: The sketch on the left represents [G] such that D(G) = 6 and
L(G) 6= ∅.
Note: A labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1) and
D(G) = 1 or D(G) = 7 has no L-faces, since on any L-face there exists two
disperse and two continuous nodes.
Propositions 5.4 and 5.5 draw consequences of Theorem 5.3.
Proposition 5.4. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1) and let G be regular. Then, if G has L-faces at all, the numbers
of possible L-faces in dependence of D(G) is given in Table 1 .
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Proposition 5.5. (Removing L-faces). Let G(V,E,F) be a labeled cuboid
graph with iso-level c ∈ (0, 1). Suppose that G is regular and has at least
one L-face. If an Sn-rule is chosen according to row three of Table 1 and
if we apply this Sn-rule to G, we get an L-face free labeled cuboid graph
G(V,E,F ′). Here, n ∈ {1, 2, 3} has to be chosen according to row three of
Table 1. The computation of F ′ is described in Definition 4.18. Here we
denote by |L(G)| the total number of L-faces in G and, as before, D(G)
denotes the number of disperse nodes of G.
D(G) 2 3 4 5 6
|L(G)| 1 1 3 2 6 1 3 1
Sn-rule S1 S1 S
2
1
L-faces ∦ L-faces ‖
S1 S2
S31 S3 S1 S3
S-rule S1 S1 S1 S2 S1 S3 S1 S3
Table 1: Rules for removing L-faces. The signs ‖ and ∦ correspond to parallel
and non-parallelity of the L-faces in case of two L-faces.
We get the results of Proposition 5.4 and 5.5 given in Table 1 by the
same arguments as used to prove Theorem 5.3 for the cases D(G) = 2 to
D(G) = 6. Therefore, a detailed proof is omitted.
Note: From here on, when we say that an S-rule applies on a labeled
cuboid graph G(V,E,F) with iso-level c ∈ (0, 1), where G has at least one
L-face, it is understood that the corresponding S-rule is chosen according
to Table 1. Moreover, if we say that we apply the Si-rule (i ∈ {1, 2, 3}) to
G, it is understood that the Si-rule is chosen according to Table 1.
Proposition 5.6. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1). Assume G is regular with at least one L-face and 2 ≤ D(G) ≤ 6.
Suppose the subgraph H(Vh, Eh,Fh) of G is an L-face. Let the S-rule that
will be applied on G be chosen according to Table 1. If the S1- or S2-rule is
applied on G then one of the two disperse nodes of H is the disperse node
of an S1- or S2-subgraph of G, respectively. If the S3-rule is applied on G
then one of the two continuous nodes of H which is not an iso-node is the
continuous node of an S3-subgraph of G.
Proof. Choosing the S-rule for G according to Table 1 and using the argu-
ments used to prove Theorem 5.3 proofs the claim.
Theorem 5.7. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Assume G is regular and D(G) ∈ {2, 6}. Suppose that G has no
L-face and let one of the following hold:
40
(a) for D(G) = 2, the two disperse nodes are on the diagonal of the cuboid
of G,
(b) for D(G) = 6, the two continuous nodes are on the diagonal of the
cuboid of G.
Then G contains two subgraphs H(Vh, Eh,Fh) and H ′(V ′h, E′h,F ′h) which are
in [g1]◦ for the case (a) and in [g3] for the case (b), respectively.
Proof. In the following, G is an element of the ◦-equivalence class repre-
sented by the sketch of a labeled cuboid graph as shown on the left side of
the figures below.
1. Case D(G) = 2: see Figure 31. Evidently, there is H,H ′ ∈ [g1]◦.
Figure 31: The sketch on the left represents [G]◦ such that D(G) = 2 and
the two disperse nodes are on the space diagonal of the cuboid of G.
2. Case D(G) = 6: see Figure 32. Evidently, there is H,H ′ ∈ [g3].
-
-
-
-
Figure 32: The sketch on the left represents [G] such that D(G) = 6 and
the two continuous nodes are on the space diagonal of the cuboid of G.
Proposition 5.8. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1) and let G be irreducible. Then the following holds:
1. 1 ≤ D(G) ≤ 7,
2. G has no L-face,
3. if D(G) = 2 or D(G) = 6 then G satisfies neither the assumption (a)
nor (b) of Theorem 5.7.
41
Proof. The results follow using Table 1 and Theorem 5.7 and the fact that
G is as well irreducible in case D(G) = 1 or D(G) = 7.
Theorem 5.9. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1) and let G contain only one reduced positive surface measure subgraph
H(Vh, Eh,Fh) and let H contain all disperse nodes of G. Then G is irre-
ducible and hence contains only one iso-path. Vice versa, if G is irreducible
then there exists a subgraph of G which satisfies the above stated properties
of H.
Proof. We give the prove by computing the iso-paths of G by joining the
iso-points with iso-lines. The steps of the iso-path computation are given
in each case by figures with a sequence of sketches from left to right. The
symbols on the rightmost side with only disperse or only continuous nodes
are used to characterize the resulting type of inner iso-path. The sketch on
the left shows the respective labeled cuboid graph, in the second sketch the
iso-points are marked and in the third sketch the iso-lines are inserted by
applying the C-rules.
1. D(G) 6= 2 and D(G) 6= 6.
(a) D(G) = 1: see Figure 33.
Figure 33: Computation of the iso-path if D(G) = 1.
(b) D(G) = 3: see Figure 34.
Figure 34: Computation of the iso-path if D(G) = 3 and L(G) = ∅.
(c) D(G) = 4: see Figure 35.
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(c1)
(c2)
(c3)
Figure 35: Computation of the iso-path if D(G) = 4 and L(G) = ∅ in three
different cases as shown by the sketches (c1), (c2) and (c3).
(d) D(G) = 5: see Figure 36.
Figure 36: Computation of the iso-path if D(G) = 5 and L(G) = ∅.
(e) D(G) = 7: see Figure 37.
- - -
-
Figure 37: Computation of the iso-path if D(G) = 7.
2. D(G) = 2 or D(G) = 6.
(a) D(G) = 2: see Figure 38.
Figure 38: Computation of the iso-path if D(G) = 2 and both disperse nodes
lie on the same edge of the cuboid of G.
(b) D(G) = 6: see Figure 39.
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Figure 39: Computation of the iso-path if D(G) = 6 and the two continuous
nodes lie on the same edge of the cuboid of G.
The simple paths constructed above are iso-paths, since they satisfy the cri-
teria for an inner iso-path given in Definition 2.2. Furthermore, in all cases,
G contains only one reduced positive surface measure subgraph containing
all disperse nodes of G. Therefore, G is irreducible.
To show the last statement, observe that the graphs given in all cases
above are the only irreducible graphs of G which proves the last claim.
Proposition 5.10 draws a consequence of Theorem 5.3 and 5.9.
Proposition 5.10. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1). Assume G is regular and has at least one L-face. Let us apply
the corresponding Sn-rules to G given in Table 1 to obtain a labeled cuboid
graph G′(V,E,F ′). Then G′ contains only one iso-path.
Proof. The application of Sn-rule to G, where the S-rule is chosen according
to Table 1, gives an irreducible graph G′. Hence, the irreducible graph G′
has a single iso-path as proven in Theorem 5.9. The iso-path of G′ is as well
one of the inner iso-paths of G.
Proposition 5.11 draws a consequence of Theorem 5.3, 5.7 and 5.9.
Proposition 5.11. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1) and let G be reducible. Then the successive application of one of
the S-rules to G transforms G to an irreducible graph. Here the S-rule is
chosen according to Table 1 if G has at least one L-face and, otherwise, the
S-rule is chosen using the results given in Theorem 5.7.
Proof. First, if G has at least one L-face we apply Proposition 5.10. Second,
if G is L-face free, then if D(G) = 2 then apply once the S1-rule to G to
get an irreducible graph G′ with only one disperse node. In case D(G) = 6
apply once the S3-rule toG to get an irreducible graphG
′ with seven disperse
nodes.
The second result follows by the arguments used to prove Theorem 5.7.
Proposition 5.12. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1) and let G be regular. Suppose that the subgraph H(Vh, Eh,Fh) of
G is a regular face. Then there exists only one iso-path of G that passes
through the iso-line on the regular face H if one of the following conditions
is satisfied:
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(a) G is irreducible,
(b) G has no L-face,
(c) G has one or more L-faces, but there is no subgraph H(Vh, Eh,Fh) of
G such that H ∈ [gˆ2]◦.
Proof. We consider two cases.
Case 1: If G is an irreducible graph then there exists exactly one iso-path
in G and the iso-path passes through all iso-lines of regular faces of G as
proven by Theorem 5.9.
Case 2: If G is reducible then we consider two subcases.
First, if G has no L-face then application of the S1-rule to G in case
D(G) = 2 changes the disperse node on the face to a continuous node such
that the resulting face is a continuous face. In case D(G) = 6 application
of the S3-rule to G changes the continuous node on the face to a disperse
node such that the resulting face is a disperse face. These results follow
from the arguments used to prove Theorem 5.7 for the cases D(G) = 2 and
D(G) = 6. Now, note that no iso-lines of G lie on disperse or continuous
faces of G. Hence in both cases only one iso-path of G passes through the
iso-line on the regular face H.
Second, if G has at least one L-face then application of one of the S-rules
chosen according to Table 1 will decrease the number of L-faces of G and
never create new L-faces. Hence, there exists only one iso-path of G that
passes through the iso-line on the regular face H. This holds, because after
computing an iso-path of G that passes through an iso-line on a regular face,
then the number of disperse nodes of G that lie on the regular face increase or
decrease. In case the number of disperse nodes on the regular face increases,
then the resulting face is a disperse face or a singular face. But in case the
number of disperse nodes of the regular face decreases, then the resulting
face is a continuous face. Note that no iso-lines of G lie on singular faces of
G. The arguments given in the second subcase follow from the arguments
used to prove Theorem 5.3 for the cases D(G = 2 to D(G) = 6. Hence,
through the iso-line of a regular face H passes only one iso-path of G.
Proposition 5.13. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1). Assume G is regular and has at least one non-trivial L-face
H(Vh, Eh,Fh). Let the S-rule that will be applied on G be chosen according
to Table 1. If the S-rule that will be applied on G is either the S1- or S2-rule
then there exist two iso-lines on H and to each iso-line there exists an inner
iso-path of G that passes through it. If the S3-rule will be applied on G then
one of the following holds:
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(a) in case H has no iso-nodes then there exist two iso-lines on H and to
each iso-line there exists an iso-path of G that passes through it such
that none of the iso-paths lies on the L-face.
(b) in case one continuous node of H is an iso-node then there exists one
iso-line on H and to the iso-line there exists an iso-path of G that
passes through it such that the iso-path does not lie on the L-face.
Proof. We consider two cases.
Case 1: Either the S1- or S2-rule will be applied on G. Then, applying
Proposition 5.6 we find that through one of the iso-lines passes an iso-path
of G. The S1- or S2-rule then changes the disperse node corresponding the
iso-line to a continuous node. Then there remain only one disperse node on
the face. Hence the L-face will be transformed to a regular face with only
one disperse node. On a regular face lies only a single iso-line and through
this iso-line passes only one iso-path of G according to Proposition 5.12.
But H is a non-trivial L-face and, hence, both iso-paths passes through two
different iso-lines on H and both iso-paths are different.
Case 2: The S3-rule will be applied on G. Then, applying Proposition 5.6
we find that through one of the iso-lines passes an iso-path of G. The S3-
rule then changes one of the continuous nodes of H which is not an iso-node
of H to a disperse node. Then there remains only one continuous node on
the face. Hence, the L-face will be transformed to a regular face if H has
no iso-node. On a regular face lies only a single iso-line and through this
iso-line passes only one iso-path of G according to Proposition 5.12. In this
case, H is a non-trivial L-face and, hence, both iso-paths passes through
two different iso-lines on H and both iso-paths are different. But in case,
H has iso-node then the L-face will be transformed to a singular face. But
on a singular face lies no iso-line. Therefore, in this case, only one iso-path
passes through an iso-line of the L-face H.
5.3 Outer Iso-path of a labeled cuboid graph
Until now we have not considered iso-paths on an L-face of a labeled cuboid
graph G(V,E,F) with iso-level c ∈ (0, 1) which is regular and has at least
one L-face. This section is devoted to compute outer iso-paths of G. As
we know on each regular and on each trivial L-face of G lies only one iso-
line and on a singular face of G lies no iso-line. Consequently, there is no
iso-path on each of these faces of G. But on a non-trivial L-face of G we
can have an iso-path if there exists a face-neighbored labeled cuboid graph
G′(V ′, E′,F ′) with iso-level c which is regular.
Let G1(V1, E1,F1) and G2(V2, E2,F2) be labeled cuboid graphs with iso-
level c ∈ (0, 1). Suppose that G1 and G2 are regular and face neighbors. Let
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H1(Vh1 , Eh1 ,Fh1) ⊂ G1 be a face of G1 and H2(Vh2 , Eh2 ,Fh2) ⊂ G2 be a
face of G2 such that Vh1 = Vh2 . Note that, if H1 is an L-face of G1 this does
not mean that the face H2 is an L-face of G2. Hence, if we have an iso-path
in H1, this does not mean that we have an iso-path in H2. Hence, the node
values of the common face of G1 and G2 can be different in case both H1
and H2 are not regular faces. All these claims will be proved in this section.
If H1 is an L-face then we give a graph-theoretical rule to indicate if an
iso-path on it exists. This graph-theoretical rule is used for the computation
of iso-paths on L-faces in Section 5.4. The graph-theoretical rules depend on
the type of the L-face of G1, on the type of the S-rule which will be applied
on G1 and is chosen according to Table 1, and on the type of the face H2 of
G2, and in case G2 has at least one L-face then, in addition, from the type
of the S-rule which will be applied on G2 and is chosen according to Table 1.
Note: When needed we use in special cases -equivalence for a labeled
cuboid graph with iso-level c ∈ (0, 1) as given in Notation 2.
Theorem 5.14. Let G1(V1, E1,F1), G2(V2, E2,F2) be labeled cuboid graphs
with iso-level c ∈ (0, 1). We assume that both G1 and G2 are face neighbors
such that the common face H(Vh, Eh,Fh) is a non-trivial L-face. Further-
more, suppose that both G1 and G2 are regular. Let the S-rules that will be
applied on G1 and on G2 be chosen according to Table 1. Assume that on
G1 the rules S1 or S2 apply and on G2 the rule S3 applies. Then there exists
an iso-path in H. Furthermore, to each iso-line on H there exists only one
inner iso-path that passes through the iso-line.
Proof. Let G1 ∈ [(1)]? and G2 ∈ [(2)]? with the sketches (1) and (2) as
shown in Figure 40. Then the L-face H is in [(a)] or in [(b)] as shown in
Figure 40. In the case H ∈ [(a)], application of the S1- or S2-rule to G1
gives a graph represented by the sketch (a1) of Figure 41. For the same case,
application of the S3-rule to G2 gives a graph represented by sketch (a2) of
Figure 41. These graph operations transform H to a graph represented by
the sketch (a′) of Figure 41. This is shown by the graph-theoretical rule
(A1) and by the sequence (A2) in Figure 41. Hence we get an iso-path on
H. For the case H ∈ [(b)] we apply the same procedure to transform H
to a graph represented by the sketch (b′) of Figure 42. These procedures
are shown by the graph-theoretical rule (B1) and by the sequence (B2) in
Figure 42. Hence we get an iso-path on H.
The last claim holds true because to each disperse node in H there is a
corresponding iso-path in G1 (we get this using the S1- or S2-rule on G1),
and to the continuous node of H which is not an iso-node, there exists a
corresponding iso-path in G2 (we get this using the S3-rule on G2). Here,
the word ”corresponding” is to be understood in the sense of Notation 3.
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⋆-⋆
⋆
⋆
(1)
⋆
⋆
⋆
⋆
(2)
-
-
(a)
-
-
(b)
Figure 40: Sketches (1) and (2) represent [(1)]? and [(2)]
?
. The common
face of G1 ∈ [(1)]? and G2 ∈ [(2)]? is a non-trivial L-face. The sketches
(a) and (b) represent [(a)] and [(b)] in which the two different types of
non-trivial L-faces are obtained.
A1. (a)
S1 or S2
(a1)
S3
(a2)
(a′)
A2.
-
(a)
-
-
(a1)
-
(a2)
-
(a′)
Figure 41: The graph-theoretical rule given by A1 and the sequence A2
illustrate the procedure how to compute an iso-path that lies on a non-
trivial L-face which is in [(a)].
48
B1. (b)
S1 or S2
(b1)
S3
(b2)
(b′)
B2.
-
-
(b)
-
-
-
-
(b1)
-
-
(b2)
-
-
(b′)
Figure 42: The graph-theoretical rule given by B1 and the sequence B2
illustrate the procedure to compute an iso-path that lies on a non-trivial
L-face which is in [(b)].
Theorem 5.15. Let G1(V1, E1,F1) and G2(V2, E2,F2) be labeled cuboid
graphs with iso-level c ∈ (0, 1). Assume that both G1 and G2 are face neigh-
bors with a common L-face H(Vh, Eh,Fh). Furthermore, suppose that G1
and G2 are isolated iso-path free. Let G1 ∈ [(1)]? and G2 ∈ [(2)]?, where
the sketches (1) and (2) are as shown in Figure 43. Let the S-rules that will
be applied on G2 be chosen according to Table 1. Let one of the rules S1
or S2 be applicable on G2. Then there exists an iso-path in H. But if rule
S3 is applicable on G2 then there exists no iso-path in H. Furthermore, to
each iso-line on H there exists only one inner iso-path that passes through
the iso-line.
Proof. First, transform G1 and G2 to G
′
1(V1, E1,F ′1) and G′2(V2, E2,F ′2),
respectively, by applying the T1-rule to each of them. Then we have G
′
1 ∈
[(1′)]? and G
′
2 = G2, where sketch (1
′) is as shown in Figure 43. Then
H ⊂ G1 will be transformed to a graph in [(a)] and H ⊂ G2 will be
transformed to a graph in [(b)], with sketches (a) and (b) from Figure 43.
We then apply the C3-rule to G
′
1 and one of the rules S1 or S2 to G2 in
order to compute the iso-path on H as shown in sketch (c) of the sequence
A2 of Figure 44. This procedure is illustrated by the graph-theoretical rule
given by A1 in Figure 44.
The last claim holds true because to each disperse node in H there is a
corresponding iso-path in G2 (we get this using the S1- or S2-rule on G2),
and to the continuous node of H which is not an iso-node, there exists a
corresponding iso-path in G1 only if the S3-rule is applied on G1. Here, the
word ”corresponding” is to be understood in the sense of Notation 3.
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⋆⋆ -
⋆
(1)
⋆
⋆
⋆
(2)
T1
⋆
⋆ -
⋆
(1′)
⋆
- ⋆
⋆
(2)
-
(a)
-
(b)
Figure 43: The sketches (1) and (2) represent [(1)]? and [(2)]
?
, respectively.
Sketches (a) and (b) represent faces of G′1 ∈ [(1′)]? and G2 ∈ [(2)]?, re-
spectively. Both faces (a) and (b) have the same nodes, but different node
weights.
A1.
(1)
T1
(1′) (a)
C3 −Rule
(a′)
(2) (b)
S1 or S2
(b′)
S3
(b′′)
(c)
A2.
-
(a)
- -
(a′)
-
(b)
-
-
(b′)
-
(b′′)
-
(c)
Figure 44: The graph-theoretical rule given by A1 and the sequence A2
illustrate the procedure to compute an iso-path that lies on a non-trivial
L-face which is in [(b)].
Explanation of Figure 44 : The graph-theoretical rule A1 together with
the sequence of the sketches A2 means that we first apply the T1-rule to G1,
obtaining G′1. Then we apply to the common face of G′1 and G2 the C3-rule
to get (a′). By applying the S1- or S2-rule to G2, we get (b) −→ (b′). But if
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we apply the S3-rule to G2 we get (b) −→ (b′′). From (b′) we get an iso-path
on the common face of G′1 and G2. The sequence A2 in Figure 44 shows
that the regular face obtained in [(a)] and the L-face obtained in [(b)]
have iso-lines as shown by (a′) and (b′) or (b′′), respectively. In case (b′), the
common face of G′1 and G2 has an iso-path as shown by (c). In case (b′′),
there is no iso-path on the common face of G′1 and G2.
5.4 Algorithm for Complete Iso-path Computation
In this section we will give an algorithm for the complete iso-paths compu-
tation of a labeled cuboid graph G(V,E,F) with iso-level c ∈ (0, 1) which
is neither disperse nor continuous.
The complete iso-paths of G will be computed in three steps. In the
first step we delete all singular iso-paths or an isolated iso-path of G. These
deletions will be carried out by transforming the graph G to a graph G′.
If G′ is regular then the second and the third step will be to compute the
iso-paths of G′ which are as well iso-paths of G. The only difference between
the iso-paths of G and G′ is that G′ contains no singular iso-paths and no
isolated iso-path. Here, if D(G′) ≤ 7 then G′ is regular but if D(G′) = 8
then G contains only singular or isolated iso-paths. In this case G′ is a dis-
perse labeled cuboid graph and has no iso-path and hence G has as well no
iso-path. This means, in case G′ is a disperse graph we consider as well G
as a disperse graph.
Let Ω ⊂ R3 be a polygonal domain allowing a partition into cuboids,
i.e. Ω = ∪Ni=1Ci for the partition T = {Ci}Ni=1. Let G = {G1, . . . , GN} be
a set of labeled cuboid graphs with common iso-level c ∈ (0, 1), and let Ci
be the cuboid of Gi for i = 1, . . . , N . The following algorithm computes the
complete iso-paths of Gi for i = 1, . . . , N .
Algorithm for Iso-paths Computation
Notations: Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Denote by D(G) the total number of disperse nodes of G and by
L(G) and LNT (G) the set of L-faces and non-trivial L-faces of G, respec-
tively. Recall the T ∗1 -mapping as defined in Definition 4.7.
For i = 1, . . . , N do:
Step 1: removing singular iso-paths or isolated iso-path
i) removing singular iso-paths if Gi = F2(F1(Gi)) :
a) G′i := T2(T
∗
1 (Gi))
b) if (D(G′i) = 8) then no iso-path, i := i+ 1, go to Step 1
ii) removing isolated iso-path if Gi = T2(T1(Gi)) :
a) G′i := F2(F1(Gi))
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b) if (D(G′i) = 8) then no iso-path, i := i+ 1, go to Step 1
Step 2: iso-path computation of G′i for the case L(G
′
i) 6= ∅
(i) register all L-faces:
let L(G′i) = {L1, . . . ,Ll} and l = |L(G′i)|
(ii) register all non-trivial L-faces of G′i if LNT (G
′
i) 6= ∅ :
let LNT (G
′
i) = {M1, . . . ,Mm} and m = |LNT (G′i)|
(iii) let Nj ⊂ G for j = 1, . . . ,m be all face neighbors of G′i such that
the common nodes of G′i and Nj are the nodes of Mj
(iv) use Table 1 to get the type of the Sn-rule corresponding to G′i
a) use Sn-rule to compute iso-paths of G′i
G′′i := S
n(G′i)
Note: G′′i is the rest graph of G
′
i and hence irreducible
b) use C-rules to compute the iso-path of G′′i (see Theorem 5.3)
(v) if m > 0 then compute iso-path on non-trivial L-faces of G′i :
for j = 1, . . . ,m
a) use Table 1 to get the type of the S-rule corresponding to Nj
b) use Theorems 5.14 and 5.15 to compute a possible iso-path on
Mj
Step 3: iso-path computation of G′i for the case L(G
′
i) = ∅
if D(G′i) ∈ {2, 6} and if there exists H ′ in [g1]◦ or in [g3], where
H ′ ⊂ G′i, use Theorem 5.7 to compute iso-path
else
apply C-rules to compute iso-path
endif
Note that the complexity of this algorithm is O(N).
5.5 Application
Tracking or capturing interfaces of two-phase systems is an important issue
for instance in computational fluid dynamics simulations [12]. The interfaces
are used not only to track the phases but there can be adsorbed quantities
on them like surfactants as well, which affect the hydrodynamics of the sys-
tem [2]. Two well-known volume tracking methods are the Volume of Fluid
(VOF) method [5] and the Level Set method [10]. The Level Set method uses
a signed distance function which implicitly determines the interface as the
zero level set. While level set methods are advantageous concerning discrete
mean curvature computation, they suffer from volume loss of the disperse
phase. The latter requires reinitialization of the level set function which
introduces non-physical changes. The VOF-method conserves the phase
volumes, but the standard interface reconstruction using a piecewise planar
approximation (PLIC, [11]) leads to disconnected interface representations.
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The present iso-surface algorithm can be employed to obtain a connected
interface approximation instead.
Consider a polygonal domain Ω ⊂ R3 and a domain partition T =
{Ci}Ni=1 of Ω into cuboids. Given a function v : T −→ [0, 1] which gives
the volume fractions of one of the phases (say the disperse phase), we define
a labeling function F : P −→ [0, 1], where P is the set of vertices of all
cuboids in T , by
F(P ) = 1|IP |
n∑
i∈Ip
v(Ci), (34)
where i ∈ IP if and only if P ∈ Ci. Using the labeling function F , we get
from T = {Ci}Ni=1 labeled cuboid graphsG1(V1, E1,F1), . . . , GN (VN , EN ,FN ).
Next, we interpolate the node values onto the edges according to Definition 2.1.
Then, for a given  > 0, we determine for all graphs G1, . . . , GN a common
iso-level c ∈ (0, 1) by solving the inequality∣∣∣∣∣1− ΩD(c)∑N
i=1 v(Ci)|Ci|
∣∣∣∣∣ < , (35)
where the domain ΩD(c) ⊂ R3 is the union of all bounded volumes enclosed
by the iso-surface for the given iso-level c. Note that ΩD(c) contains all
disperse nodes of G1, . . . , GN .
The function γ : [0, 1] −→ (−∞,∞) given by
γ(c) = 1− ΩD(c)∑N
i=1 v(Ci)|Ci|
(36)
measures the deviation between the total volume of the given disperse phase
and that of the computed enclosed volume. The function γ is decreasing,
but not necessarily strictly decreasing. Furthermore, γ can have (small)
jumps. The latter can appear at an iso-level c if F attains the value c on
several, complete edges. In such cases, the error bound  in (35) cannot be
chosen arbitrarily small.
Using the iso-surface algorithm from Section 5.4 we first computed iso-
surfaces for snap shots of the simulated collision of two liquid droplets. The
snap shots are taken at different time steps and the resulting iso-surfaces
are shown in Figure 45. We have also applied the iso-surface algorithm to
the outcome of a crown splash, where one typical snap shot is shown in
Figure 46. For the iso-surface computation of the binary droplet collision
and the splash we computed the iso-level c using  = 10−9 in (35).
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Figure 45: The sequence of sketches show iso-surface meshes for snap shots
of a boundary droplet collisions taken at different time steps.
Figure 46: The figure shows the iso-surface mesh for a snap shot of a crown
splash.
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The highly dynamic impact of a droplet into a liquid layer which pro-
duces the crown-splash is a good validation example, since during the splash
several special cases occur in the iso-surface computation. Indeed, there ap-
pear labeled cuboid graphs G(V,E,F) containing
1. singular faces,
2. a trivial L-face,
3. non-trivial L-faces,
4. edges with iso-node end points.
Sketches (a1), (a2) and (a3) of Figure 47 illustrate some of the special
cases which appear. Sketch (a1) illustrates a labeled cuboid graph and its
iso-path, where the graph contains a singular face. Sketch (a2) illustrates
a labeled cuboid graph and its iso-path, where the graph contains a trivial
L-face. Sketch (a3) illustrates a labeled cuboid graph and its iso-path, where
the graph contains two non-trivial L-faces and an edge with iso-nodes as end
points of it.
-
(a1)
-
-
(a2)
-
-
(a3)
Figure 47: Sketches (a1), (a2) and (a3) illustrate labeled cuboid graphs and
their iso-paths, where each of the cuboids has at least one iso-node.
6 Connectedness of Iso-paths
Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈ (0, 1). Then
an iso-line in G can be common for two distinct iso-paths that lie in G.
In all other cases an iso-line in G can be common for at least two iso-
paths, one corresponding to G and one or more corresponding to another
labeled cuboid graph G′(V ′, E′,F ′), where G′ is a face or edge neighbor
of G. Iso-lines which are common for at least two iso-paths are as well
common for the corresponding iso-elements. Therefore, a common iso-line
of at least two iso-paths is common for at least two distinct iso-elements.
This means that iso-elements are connected via such iso-lines. We also say
that the iso-paths are connected at the common iso-line. If each edge of
an iso-path is common for at least two distinct iso-paths then we say that
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the iso-path is connected. Connected iso-paths give rise to connected iso-
surfaces. Therefore, connectedness of iso-paths is a very important property
which will be investigated in this section.
Consider a polygonal domain Ω ⊂ R3 having a cuboid partition T =
{Ci}Ni=1 such that Ω = ∪Ni=1Ci. Let G = {G1, . . . , GN} be a set of labeled
cuboid graphs with common iso-level c ∈ (0, 1) and Ci be the cuboid of Gi
for i = 1, . . . , N . We compute the iso-paths in each Gi by applying the
algorithm given in Section 5.4. Then the following questions arise:
1. is it possible to show iso-surface connectivity?
2. is it possible to decompose iso-surfaces into components such that each
edge of an iso-element in a component is a common to only two distinct
iso-elements in the same component?
3. how to compute discrete mean curvature at iso-points?
4. is it possible to get all local topological information of an iso-surface
in a simple way?
The first problem will be answered affirmative in this section and the re-
maining questions will receive a positive answer in Sections 7 and 8.
Note: When needed we use in special cases -equivalence for a labeled
cuboid graph with iso-level c ∈ (0, 1) as given in Notation 2.
Theorem 6.1. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Suppose G is regular and has a trivial L-face. Then G contains
exactly two distinct inner iso-paths. Furthermore, G has only one trivial
L-face.
Proof. It holds that G ∈ [(a)] or G ∈ [(b)] or G ∈ [(c)]◦, where the
sketches (a), (b), (c) are as given in Figure 48, since precisely in these cases
G is isolated iso-path free. We then apply the S21 -rule to G if G ∈ [(a)], or
apply S1- and S2-rules to G if G ∈ [(b)], or apply the S22 -rule to G if G ∈
[(c)]. We get in all cases two distinct inner iso-paths in G. Furthermore,
if G ∈ [(d)] then application of the F1-rule to G transforms G to a labeled
cuboid graph G′(V,E,F ′) ∈ [(e)] where the sketches (d) and (e) are as
given in Figure 48. But G′ is a disperse graph and has no L-faces. Hence,
G has only one trivial L-face.
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⋆⋆
(t)
(a) (b)
-
(c) (d)
F1
(e)
Figure 48: Sketch (t) represents [(t)]?. Then, by substituting in (t) for the
unknowns of the two nodes marked by the symbol ♦? the symbols ◦ or •,
we get four different types of labeled cuboid graphs that lie in [(a)], [(b)],
[(c)] or [(d)], respectively.
Lemma 6.2. Let G1(V1, E1,F1) and G2(V2, E2,F2) be labeled cuboid graphs
with iso-level c ∈ (0, 1). We assume that both G1 and G2 are face neighbors
with a trivial L-face H(Vh, Eh,Fh). Furthermore, suppose that G1 and G2
are isolated iso-path free. Then there exist exactly two distinct inner iso-
paths in G2 that pass through the iso-line in H.
Proof. We consider two different labelings of G1 ∈ [(1)]? and G2 ∈ [(2)]? as
given by the graphical sequences in A and B of Figure 49. Transform first
G1 and G2 to G
′
1(V1, E1,F ′1) and G′2(V2, E2,F ′2), respectively, by applying
the T1-rule to each of them. Then we have G
′
1 ∈ [(1′)]? and G′2 = G2, where
sketch (1′) is as shown in Figure 49. Furthermore, the common trivial L-
face of graphs G1 and G2 will be transformed to H1(Vh, Eh,Fh) ∈ [(a)] and
to H2(Vh, Eh,Fh) ∈ [(b)], respectively. Sketches (a) and (b) are as shown
in Figure 49. Both G′1 and G2 are isolated iso-path free and, hence, there
exists an iso-path in G2. But since we have a trivial L-face in G2, we have at
least two distinct inner iso-paths in G2 that pass through the iso-line in H
according to Theorem 6.1. Application of S21 - or S
2
2 -rule or S1- and S2-rules
to G2 ∈ [(2)], where G2 is isolated iso-path free, we get exactly two distinct
inner iso-paths of G2.
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A.
⋆
⋆
(1)
⋆
⋆
(2)
T 1
⋆
⋆
(1′)
⋆
⋆
(2)
(a)
(b)
B.
⋆
⋆
(1)
⋆
⋆
(2)
T1
⋆
⋆
(1′)
⋆
⋆
(2)
(a)
(b)
Figure 49: Application of T1-rule to G1 ∈ [(1)]? and to G2 ∈ [(2)]? trans-
forms the common trivial L-face of both graphs to graphs in [(a)] and in
[(b)], respectively. The sequences of sketches A and B show the complete
possible results.
Theorem 6.3. Let G1(V1, E1,F1) ∈ [(1)]? and G2(V2, E2,F2) ∈ [(2)]? with
iso-level c ∈ (0, 1) where sketches (1) and (2) are as shown in Figure 50.
Both G1 and G2 are face neighbors with a regular face H(Vh, Eh,Fh) which
is in [(a)]◦ or [(b)] or [(c)], where sketches (a), (b), (c) are as shown in
Figure 51. Then there is only one iso-line in H.
Proof. Apply the C-rules to H. We consider in Figure 50 different labelings
of G1 and G2 which give different types of regular faces as a face neighbor
of both graphs. In all these cases as shown by the graphical sequences A, B
and C in Figure 50 we get, by applying the C-rules to each of the regular
faces, a single iso-line.
58
A.
⋆
⋆
⋆
⋆
(1)
⋆
⋆
⋆
⋆
(2)
-
-
-
-
-
-
-
-
-
B.
⋆
⋆
⋆ -
⋆
(1)
⋆
⋆
⋆
⋆
(2)
-
-
-
-
-
-
-
-
-
C.
⋆
⋆
⋆
-⋆
(1)
⋆
⋆
⋆
⋆
(2)
- - -
Figure 50: The sequences A, B, and C show that for a common regular face
of G1 ∈ [(1)]? and G2 ∈ [(2)]? we get an iso-line on the common face on G1
as well as on G2 as shown in the last sketch of each sequence.
(a)
-
(b)
-
(c)
Figure 51: Regular faces of one, two and three disperse nodes. Each of the
regular faces of two and three disperse nodes has at least one non-iso-node.
Lemma 6.4. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1). Let G ∈ [(a)], where the sketch (a) is as shown in Figure 52. Then
G contains exactly two distinct inner iso-paths. Both iso-paths pass through
the edge e of the graph G.
-
(a)
e
Figure 52: Sketch (a) illustrates G(V,E,F) ∈ [(a)]. The edge e of G has
two iso-node end points.
Proof. Apply the S22 -rule to G.
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Proposition 6.5. Let G(V,E,F) be a labeled cuboid graph with iso-level
c ∈ (0, 1). Suppose G is regular. Let G have two iso-points which are iso-
nodes that lie on the same edge of a cuboid of G. Then the maximum number
of distinct iso-paths that pass through both iso-nodes is two.
Proof. According to Lemma 6.4 any graph in [(a)], where sketch (a) is as
shown in Figure 52, has two distinct iso-paths that pass through both iso-
nodes. The maximum number of inner iso-paths that passes through two
iso-points which are iso-nodes and are end points of an edge of G is attained
only if G ∈ [(a)].
Definition 6.6. (System of cuboids and system of labeled cuboid graphs
at an edge). Let C1 be a cuboid with vertices P1, . . . , P8. Let e = P1P2
be an edge of C1. Then let C2, C3, C4 be distinct cuboids such that Ci for
i = 1, . . . , 4 have the edge e in common and if Ci ∩ Cj * e for i 6= j then
Ci and Cj have a common face. Then we say C1, . . . , C4 are the system of
cuboids with common edge e. Furthermore, let Gi(Vi, Ei,Fi) for i = 1, . . . , 4
be labeled cuboid graphs with a common iso-level c ∈ (0, 1) and be singular
iso-path free and isolated iso-path free. In addition, let Ci be the cuboid of
Gi for i = 1, . . . , 4. Then we say G1, . . . , G4 are the system of labeled cuboid
graphs with common edge e.
The following lemma is a direct geometrical consequence of Definition 6.6.
Lemma 6.7. Let Ci and Gi(Vi, Ei,Fi) for i = 1, . . . , 4 be a system of cuboids
and a system of labeled cuboid graphs, respectively, corresponding to the
common edge e such that Ci is a cuboid of Gi. Then to each cuboid C ∈
{C1, . . . , C4} there exist two distinct cuboids Ci and Cj in {C1, . . . , C4} such
that C and Ci as well as C and Cj have a common face. Analogously, to
each labeled cuboid graph G ∈ {G1, . . . , G4} there exist two distinct graphs
Gi and Gj in {G1, . . . , G4} such that G and Gi as well as G and Gj are face
neighbored.
Theorem 6.8. Let Ci and Gi(Vi, Ei,Fi) for i = 1, . . . , 4 be a system of
cuboids and a system of labeled cuboid graphs, respectively, corresponding
to the common edge e such that Ci is a cuboid of Gi. Let e = P1P2 and
assume that the nodes of G1 corresponding to the end points of e are iso-
nodes (F1(P1) = F1(P2) = c), where c ∈ (0, 1) is the common iso-level of
Gi for i = 1, . . . , 4. Let the total number of iso-paths that pass through e be
denoted by N(e). Then N(e) ∈ {0, 2m}, where m ≤ 4. If m ≥ 1, denote
the iso-paths by ω1, . . . , ω2m. Additionally, denote by Gωi the labeled cuboid
graph corresponding to ωi and by Cωi the cuboid of Gωi for i = 1, . . . , 2m.
If m ≥ 1 then to any ω ∈ {ω1, . . . , ω2m} there exists ω′ ∈ {ω1, . . . , ω2m},
ω′ 6= ω, such that one of the following holds:
(i) Gω and Gω′ are face neighbored and have two common disperse nodes,
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(ii) if (i) does not hold then m ≤ 3 and there exists a unique l ∈ {1, . . . , 4−
m} which depends on ω and ω′ such that Gω is face neighbored to Gr1
and Grl is face neighbored to Gω′, where {Gr1 , Grl} ⊂ {G1, . . . , G4}.
Furthermore, if l > 1 then Gri is face neighbored to Gri+1 for i =
1, . . . , l − 1. In addition, each Gri for i = 1, . . . , l has at least seven
disperse nodes and, hence, they have no iso-path that passes through
e. Note that for l = 1 it holds Gr1 = Grl.
Then we say the pair ω and ω′ are disperse connected with respect to the
common iso-line e. Furthermore, this property is unique and, hence, there
is no other iso-paths which are disperse connected either to ω or ω′ with
respect to e.
Note that all graphs and cuboids stated above are in the system of labeled
cuboid graphs and in the system of cuboids corresponding to the edge e,
respectively.
Proof. The proof will be given using the following two parts.
1. Uniqueness of disperse connectivity of ω and ω′ with respect to e.
If this is not the case, then either Gω or Gω′ has an additional disperse
node and there exists a graph G ∈ {G1, . . . , G4}, where G * {Gr1 , Grl} such
that G is either face neighbored to Gω or to Gω′ and G is disperse or G
contains no iso-path that passes through e. If G is not disperse but has no
iso-path that passes through e then G contains seven disperse nodes (this
follows from the application of T2-rule to G). But in this case the face neigh-
bored graph to G, which is Gω or Gω′ , has two additional disperse nodes in
common with G. Then either Gω or Gω′ has at least five disperse nodes.
But then application of T2-rule to the graph with at least five disperse nodes
leads to a labeled cuboid graph with seven disperse nodes. Then the graph
will have no iso-path that passes through e. But this is a contradiction to
the regularity of Gω and Gω′ . This proves the claim for the unique disperse
connectivity of ω and ω′.
2. Proof validity of cases (i) and (ii).
Let us assume that an iso-path ω exists in Gω such that the iso-path
passes through e. Then Gω is regular and, hence, Gω has at least two dis-
perse nodes. From Lemma 6.7 we know that it is possible to rename the
graphs G1, . . . , G4 such that Gi is face neighbored to Gi+1 for i = 1, . . . , 3
and G4 is face neighbored to G1. Now the proof follows using the following
two steps:
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Step 1. Since Gω is regular there exists a face neighbor G ∈ {G1, . . . , G4}
to Gω such that G and Gω have two common disperse nodes corresponding
to e. If G is regular and has an iso-path that passes through e then case (i)
is satisfied.
Step 2. But if G given in Step 1 has no iso-path that passes through e then
from the application of T2-rule to G we get G˜, where G˜ has at least seven
disperse nodes. Then G˜ has no iso-path that passes through e. But since
all graphs G1, . . . , G4 are singular iso-path free and isolated iso-path free we
have G = G˜. Again G is face neighbored with G′ ∈ {G1, . . . , G4} such that
G′ /∈ {G,Gω}. Hence, G′ and G have at least two disperse nodes in common.
If G′ is regular and has an iso-path that passes through e then case (ii) is
satisfied by choosing Gr1 = G. But if G
′ has no iso-path that passes through
e then G′ has at least seven disperse nodes (again after application of T2-rule
to G′). Hence, in case G′ has at least seven disperse nodes set Gr2 := G′,
and G := G′ and then apply again Step 2 until case (ii) is satisfied.
Note that there exists a regular graph Gω′ , disperse connected to Gω
with respect to edge e. If this is not the case, then each face neighbored
graphs Gp and Gq of Gω, where {Gp, Gq} ⊂ {G1, . . . , G4} and Gp 6= Gq, have
at least seven disperse nodes. Then Gq and Gω have two common disperse
nodes. But since Gp is face neighbored to Gω and not face neighbored to Gq,
Gp and Gω have another two common disperse nodes. But then Gω has at
least four disperse nodes. Furthermore, there exist four disperse nodes of Gω
denoted by Q1, Q2, Q3, Q4 such that each P1, P2, Q1, Q2 and P1, P2, Q3, Q4
are face vertices of the cuboid of Gω, where P1, P2 are the end points of
e. Furthermore, there exists a graph Gs which is face neighbored with Gq
and Gp. In addition, Gs has at least seven disperse nodes (this follows from
the assumption that there exists no Gω′ which is disperse connected with
Gω). If Gω is regular and has only four disperse nodes then application of
Proposition 6.5 gives that Gω has two iso-paths and both iso-paths passes
through e and hence both iso-paths are disperse connected with respect to
e; therefore, case (ii) is satisfied. In this case, we use Gr1 = Gp, Gr2 = Gs,
Gr3 = Gq in (ii) of Theorem 6.8. But then in Gω there exist two iso-paths ω
and ω′ which are disperse connected with respect to e. This is a contradic-
tion to the assumption that there exists no ω′ which is disperse connected
to ω with respect to e. In case Gω has five disperse nodes then application
of T2-rule to Gω gives that Gω has at least seven disperse nodes and, hence,
Gω has no iso-path that passes through e. This is a contradiction to the
assumption that Gω has an iso-path that passes through e, hence this case
does not occur. Consequently, case (ii) holds.
To conclude, the set of all iso-paths that pass through e can be uniquely
decomposed into pairs such that each pair is disperse connected with respect
to e. Hence, the total number of iso-paths in the system of graphs which
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pass through e is an even number. The maximum number is 8 as follows
from Proposition 6.5).
Theorem 6.9. (Connectedness of iso-paths). Let the polygonal domain
Ω ⊂ R3 have a domain partition T = {Ci}Ni=1 into cuboids. Let G =
{G1, . . . , GN} be a set of labeled cuboid graphs with common iso-level c ∈
(0, 1), and Ci be the cuboid of Gi for i = 1, . . . , N . Assume that all Gi,
i = 1, . . . , N , singular iso-path free and isolated iso-path free. Compute the
complete iso-paths in each Gi by applying the algorithm given in Section 5.4.
Then each iso-line of an arbitrary G ∈ G is common for at least two distinct
iso-paths, where the iso-paths can be in G or in face- or in edge-neighbors
of G.
Proof. We prove the claim by distinguishing different cases:
Case 1: In case an iso-line l is an edge of G ∈ G then Theorem 6.8 says
that we have at least two iso-paths in G which have l as a common iso-line.
Case 2: In case an iso-line l lies on a trivial L-face of G ∈ G, Theorem 6.1
says that we have two iso-paths in G which have l as a common iso-line. We
even get four iso-paths with l as a common iso-line if the trivial L-face is
common for G and G′, where G′ ∈ G is a face neighbor of G.
Case 3: Let H ⊂ G be a regular face of G. Assume that H is as well a
face of G′ ∈ G, where G′ is a face neighbor of G. Then Proposition 5.12
implies that each of the graphs G and G′ contains exactly one inner iso-path
running through l.
Case 4: Let an iso-line l lie on a non-trivial L-face H(Vh, Eh,Fh) of G ∈ G.
Then we consider two subcases:
(a) Suppose H is a common non-trivial L-face of G and G′(V ′, E′,F ′) ∈ G.
Then one of the following holds:
(i) if there exists an iso-path on each of the L-faces then each iso-line
on the L-face is part of an iso-path that does not lie on the L-face
as shown in Proposition 5.13. Therefore, to each iso-line there
exist two iso-paths, where the first iso-path is an inner iso-path
and the second iso-path is the iso-path on the L-face.
(ii) if there exists no iso-path on each of the L-faces then Proposi-
tion 5.13 says that to each iso-line on the L-face there exists an
iso-path in G and in the face neighboring graph. Hence to each
iso-line on the L-face there exist two iso-paths.
(b) SupposeG′(V ′, E′,F ′) ∈ G is a face neighbor ofG, whereH ′(V ′h, E′h,F ′h)
is a regular face of G′ and Vh = V ′h. Then one of the following holds:
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(i) if there exists an iso-path on the L-face then we have the same
conclusion as in (i) of (a).
(ii) if there exists no iso-path on the L-face then we have the same
conclusion as in (ii) of (a).
7 Components of iso-surfaces
In this section we show how to compute separate components of connected
iso-surfaces such that on each component normals and discrete mean cur-
vature can be calculated. We give definitions required to define iso-path
connectivity such that an iso-surface can be decomposed into its compo-
nents. These components are orientable and connected.
We have proved in Section 6 using Theorem 6.9 that the iso-surfaces
computed by applying the algorithm given in Section 5.4 are connected. This
means to each iso-line l of an iso-path there exist at least two iso-paths such
that l is a common edge to them. Theorem 6.8 and Theorem 6.1 show that
an iso-line l can be common for up to eight or four iso-paths, respectively.
It is clear that discrete mean curvature computation at the end points of l,
where l is common to more than two iso-paths, is not defined. Hence, we will
give a definition which allows to decompose the iso-surfaces into connected
components such that at each iso-point of the connected components discrete
mean curvature computation is possible.
To define components of closed iso-surfaces we need the notion of a
disperse path which is a simple path but not a loop such that it consists
solely of edges of cuboids which only have disperse nodes as end points.
Such a path runs within the system of graphs, which is defined next.
Definition 7.1. (System of cuboids and system of graphs). Let C be a
cuboid with vertices P1, . . . , P8 and edges e1, . . . , e12. Then let C1, . . . , C12 be
the system of cuboids (see Definition 6.6) with respect to edges e1, . . . , e12,
respectively. For each i = 1, . . . , 12 and j = 1, . . . , 4 we denote by Cij the
cuboids such that
Ci = {Cij : j = 1, . . . , 4} for i = 1, . . . , 12,
where C = Ci1 for all i = 1, . . . , 12, and the following holds:
• for all x ∈ {P1, . . . , P8} there exists a neighborhood U ⊂ R3 of x
such that U ⊂ ∪12i=1 ∪4j=1 Cij and any two distinct cuboids in the set
{Cij : i = 1, . . . , 12 and j = 1, . . . , 4} have a common edge or a
common face.
Then we say C = Ci1 and Cij for i = 1, . . . , 12, j = 2, . . . , 4 are the system
of cuboids of C. Furthermore, let Gi1(Vi1, Ei1,Fi1) and Gij(Vij , Eij ,Fij) for
i = 1, . . . , 12, j = 2, . . . , 4 be labeled cuboid graphs with a common iso-level
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c ∈ (0, 1) and singular iso-path free and isolated iso-path free. In addition,
let Ci1 and Cij be the cuboids of Gi1 and Gij for i = 1, . . . , 12, j = 2, . . . , 4,
respectively. Then we say that Gi1 and Gij for i = 1, . . . , 12, j = 2, . . . , 4
are the system of labeled cuboid graphs of G(V,E,F), where G = Gi1 for all
i = 1, . . . , 12. Additionally, we call N(G) the number of system of graphs of
G which is given by
N(G) =
12∑
i=1
ni −
6∑
l=1
(|EFl | − 1)− (|E| − 1), (37)
where ni = |Ci| = 4 for i = 1, . . . , 12, F = {F1, . . . , F6} is the set of faces
of C, EFl is the set of edges of face Fl of C for l = 1, . . . , 6, and |.| denotes
the number of elements in a set. It holds |EFl | = 4 for l = 1, . . . , 6 and
|E| = 12. Hence, in the present case of cuboids, N(G) = 19.
The derivation of formula (37) is easy and is therefore left to the reader.
Equation (37) can be even applied to arbitrary partition of a polygonal
domain which has the form as given in Definition 7.1.
Definition 7.2. (Disperse path). Let ζ be a simple, but not closed path in
the system of graphs of a given labeled cuboid graph G(V,E,F). If there is
r ≥ 2 and to each m = 1, . . . , r there exists G′m(V ′m, E′m,F ′m) in the system
of graphs of G and a disperse edge lm of G
′
m such that ζ is of the form
ζ = ∪rm=1lm, we call ζ a disperse path in the system of graphs of G.
Remark 7.3. In the following, when we say ”corresponding nodes of an iso-
line” or ”corresponding iso-line of nodes”, the word ”corresponding” is to be
understood in the sense of Notation 3. Furthermore, when we say ”disperse
node or nodes corresponding to iso-line l with respect to an iso-path”, then
it means that l is an edge of the iso-path and l corresponds to the disperse
node or nodes.
Definition 7.4. (Disperse connectedness of two iso-paths at a common
edge). Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈ (0, 1).
Let G be regular and l be an iso-line of G. Let ω1 and ω2 be two distinct
iso-paths with l = ω1∩ω2, where ω1 is one of the iso-paths of G and ω2 is an
iso-path in the system of graphs of G. We say that ω1 and ω2 are disperse
connected with respect to the common edge l if one of the following holds:
1. ω1 and ω2 are the only iso-paths in the system of graphs of G such that
l = ω1 ∩ ω2,
2. ω1 is an inner iso-path of G, ω2 is an inner iso-path for one labeled
cuboid graph in the system of graphs of G, and one of the following
holds:
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(a) at least one of the disperse nodes corresponding to l is the same
for the iso-line l with respect to ω1 and ω2,
(b) there exist two distinct disperse nodes P1 and P2 in the system of
graphs of G such that P1 is a node of G and P2 may not a node
of G. The disperse nodes P1 and P2 correspond to l with respect
to ω1 and ω2, respectively, and there exists a disperse path in the
system of graphs of G which connects P1 and P2.
We say that two distinct iso-elements Z1 and Z2 in the system of graphs
of G are neighbored with respect to the iso-line l = Z1 ∩ Z2 of G if the
corresponding iso-paths ω1 and ω2 of Z1 and Z2, respectively, are disperse
connected with respect to l.
Convention of iso-elements disjointness: Let G(V,E,F) be a labeled
cuboid graph with iso-level c ∈ (0, 1). Let G be regular and l be an iso-line
of G. Let Z1 and Z2 be two distinct iso-elements in the system of graphs of
G which have l as a common iso-line (l = Z1 ∩ Z2), but are not neighbored
with respect to l. Then, concerning their connectivity, we consider both iso-
elements Z1 and Z2 as disjoint. This means, given arbitrary points P1 ∈ Z1
and P2 ∈ Z2, there exists no path ω ⊂ Z1 ∪ Z2 that joins P1 and P2. This
convention helps to decompose iso-surfaces into connected components such
that on each component computation of surface PDEs and discrete mean
curvature is possible.
The next theorem will be used to decompose iso-surfaces into components.
Theorem 7.5. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1) and let G be regular. Let ω be an iso-path of G, given by ω =
[Q1, Q2, . . . , Qn] with n ≥ 3. We set li = QiQi+1 for i = 1, . . . , n − 1
and ln = QnQ1 which are iso-lines of G and as well edges of ω. Then there
exist iso-paths ω1, . . . , ωn in the system of labeled cuboid graphs of G such
that li = ω ∩ ωi for i = 1, . . . , n and each pair (ω, ωi) is disperse connected
with respect to li for i = 1, . . . , n.
Proof. We prove the claim by considering three cases. In all these cases, we
let G′(V ′, E′,F ′) be a graph in the system of graphs of G(V,E,F) such that
G and G′ are face-neighbored and the nodes of the face H(Vh, Eh,Fh) of G
are common to both graphs G and G′. Suppose H ′(V ′h, E
′
h,F ′h) ⊂ G′ is the
face of G′ such that V ′h = Vh.
Case 1: An iso-line l ∈ {l1, . . . , ln} lies on a regular face H(Vh, Eh,Fh) of G.
We consider three subcases.
1. Assume that H contains only two disperse nodes and at least one of
the continuous nodes is not an iso-node. Then the following holds:
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(a) H = H ′.
(b) An iso-line on H is common only for two iso-paths. The first
iso-path lies in G and the second in G′. This follows from Propo-
sition 5.12. The common iso-line of both iso-paths corresponds
to the disperse nodes of H (cf. Remark 7.3).
Hence, condition 1 of Definition 7.4 is satisfied.
2. H has two disperse nodes and two iso-nodes. Then the following holds:
(a) If l is common for G and G′ and if there exists an iso-path ω′ in G′
that passes through l such that the corresponding disperse nodes
of ω and ω′ with respect to l are the same, then both iso-paths
are disperse connected.
(b) The other cases are shown in Theorem 6.8.
Hence, condition 1 or condition 2 of Definition 7.4 are satisfied.
3. The face H ′ of G′ is a non-trivial L-face. Then one of the following
holds:
(a) Let l be the only iso-line on H ′. Then the following holds:
i. H ′ contains exactly one iso-node and H contains three dis-
perse nodes and one continuous node which is not an iso-
node.
ii. The iso-line l is common to a pair of iso-paths such that the
iso-paths are disperse connected with respect to the common
iso-line.
These results follow from Proposition 5.12 and 5.13. Hence, con-
dition 1 of Definition 7.4 is satisfied.
(b) Let there be an iso-path on H ′. Then the following holds:
i. There exist three iso-lines on H ′.
ii. There is one iso-line on H.
iii. To each iso-line in H ′ there exists an iso-path that does not
lie on H ′.
iv. Each iso-line on H ′ is common to the iso-path on H ′ and
another iso-path that does not lie on H ′. Both iso-paths are
disperse connected with respect to their common iso-line l.
These results follow from Proposition 5.12 and 5.13. Hence, con-
dition 1 of Definition 7.4 is satisfied.
Case 2: An iso-line l ∈ {l1, . . . , ln} lies on a trivial L-face H(Vh, Eh,Fh) of
G.
We consider two subcases.
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1. Let H ′ be a singular or a disperse face of G′.
Then, according to Theorem 6.1 there are two iso-paths in G having
l as a common iso-line. These iso-paths are disperse connected with
respect to l.
Hence, condition 1 of Definition 7.4 is satisfied.
2. Let H ′ be a trivial L-face of G′. Then the following holds:
(a) H = H ′.
(b) According to Theorem 6.1 we get two iso-paths in G and two
iso-paths in G′ and all four iso-paths have the common iso-line l.
Then there exists a unique pairing of iso-paths such that the com-
mon iso-line l of each pair of iso-paths corresponds to a disperse
node of H. Both pairs of iso-paths are then disperse connected
with respect to l. But it is not possible that three of them are
disperse connected. If this is the case, then there is a disperse
path which connects the disperse nodes on H. But for this to
happen we need at least five disperse nodes, say in G. Then ap-
plication of the T1-rule to G will change one of the iso-nodes of G
on H to a disperse node. But then G has no iso-path that passes
through l. Therefore, there cannot exist three iso-paths that pass
through l and which are disperse connected.
Hence, condition 2 of Definition 7.4 is satisfied.
Case 3: An iso-line l ∈ {l1, . . . , ln} lies on a non-trivial L-face H(Vh, Eh,Fh)
of G.
1. Let there be no iso-path on the L-faces H and H ′. Then the following
holds:
(a) H ′ = H.
(b) There exist two iso-lines on H.
(c) Each iso-line from (b) is common to a pair of iso-paths which are
disperse connected with respect to the common iso-line on H.
This follows from Proposition 5.13.
Hence, condition 1 of Definition 7.4 is satisfied.
2. Let there be an iso-path on the L-faces. Then the following holds:
(a) H ′ = H.
(b) There exist three iso-lines on H if H has an iso-node; otherwise,
there exist four iso-lines on H.
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(c) To each iso-line from (b) there exists an iso-path that does not
lie on H.
(d) Each iso-line from (b) is common to the iso-path on H and an-
other iso-path which does not lie on H. Both iso-paths are dis-
perse connected with respect to the common iso-line l.
These results follow from Proposition 5.12 and 5.13. Hence, condition
1 of Definition 7.4 is satisfied.
Based on Theorem 7.5 we give the following definition.
Definition 7.6. (Disperse connected iso-elements and iso-surface compo-
nent). Let the polygonal domain Ω ⊂ R3 have a domain partition T =
{Ci}Ni=1 into cuboids. Let G = {G1, . . . , GN} be a set of labeled cuboid graphs
with common iso-level c ∈ (0, 1), and Ci be the cuboid of Gi for i = 1, . . . , N .
Assume that all Gi are singular iso-path free and isolated iso-path free. Com-
pute the complete iso-paths in each Gi by applying the algorithm given in
Section 5.4. Let the union of all iso-surfaces in G be denoted by Γ and let
Z and Z˜ be two iso-elements in Γ. If there is r ≥ 1 and if there exist iso-
elements Z0, . . . , Zr of Γ such that Z0 = Z, Zr = Z˜ and all pairs (Zi−1, Zi),
i = 1, . . . , r are neighbored with respect to their common iso-line, then we
say Z and Z˜ are disperse connected iso-elements.
We define a component of Γ with respect to an iso-element Z ⊂ Γ,
denoted by Γ(Z), by
• Γ(Z) consists of Z and of all iso-elements of Γ which are disperse
connected to Z.
Theorem 7.7. (Connectedness and uniqueness of a component). An iso-
surface component defined as in Definition 7.6 is connected. Furthermore,
for any two distinct iso-elements Z1 and Z2 of Γ it holds that either Γ(Z1) =
Γ(Z2) or Γ(Z1) ∩ Γ(Z2) = ∅ in the sense of convention of iso-elements
disjointness. Consequently, the components of Γ are uniquely determined.
Proof. We give the proof in two steps.
1. Uniqueness of components: Note that the relation between iso-
elements to be disperse connected is reflexive, symmetric and transitive by
its definition. Hence, the set of all iso-elements decomposes into disjoint
(in the sense of iso-elements disjointness) equivalence classes, which are pre-
cisely the components of Γ. This proves the uniqueness.
2. Connectedness of a component: Let Γ(Z) be a component of Γ
and let Z1, Z2 ∈ Γ(Z) be iso-elements. Then Z1 is connected to Z and
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Z is connected to Z2, hence each two iso-elements in Γ(Z) are disperse
connected.
The intersection of two different components is ∅ in the sense that the
intersection does not contain an iso-element, but it may contain discrete
points or line segments (cf. Convention of iso-elements disjointness). The
following remark provides additional information on the intersection of two
distinct components of Γ.
Remark 7.8. (Relations of two distinct components). We denote from here
on the components of Γ by Γ1, . . . ,Γn if Γ has n ≥ 2 components, where Γ
and Γi are as in Definition 7.6. Note that the only possibility for two distinct
components to have an iso-element in common is if both have a common
trivial L-face such that on the L-face there is an iso-element. But such an
L-face belongs to only one component, since if there exists an iso-path on
the L-face then each iso-line on the L-face is common to only two distinct
iso-paths as shown in Proposition 5.13. The first iso-path is the iso-path on
the L-face and the second iso-path is an inner iso-path. Therefore, according
to Definition 7.6, the iso-path on the L-face belongs to only one component
and, hence, all other inner iso-paths which have a common iso-line with the
iso-path on the L-face belong to the same component as well. This follows
from condition 1 of Definition 7.4.
If two different components have an iso-point or iso-points in common,
where none of them are end points of an iso-line for both components, then
the common points are vertices of cuboids in the partition T . In addition, if
two different components have an iso-line or iso-lines in common, then the
common line segments are edges (cf. Theorem 6.8) or face diagonals (cf.
Lemma 6.2) of cuboids in the partition T . This follows from Definition 7.6
and Theorem 7.7.
8 Surface Normal Vectors and discrete Curvature
For iso-surfaces Γ computed according to the algorithm given in Section 5.4
there exists a decomposition of Γ into components according to Definition 7.6
and Theorem 7.7. By construction, a component is oriented and connected.
This section is devoted to solve the following problems:
1. how to compute surface normal vectors of a component,
2. how many iso-points of a component are connected to an iso-point P
of the component,
3. constructing an appropriate region in one component around an iso-
point P of the component on which discrete mean curvature compu-
tation for P is possible.
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In this paper we are not giving details on how to compute discrete mean
curvature at discrete points of a component since this can be found in the
literature (see e.g. [8]), but we show how to identify the required surface
region inside a component.
8.1 Surface Normal Vectors
The computation of surface normal vectors of an iso-surface is straight for-
ward, except for determining the same orientation for all iso-surface normal
vectors. For all triangles of the triangulated iso-elements, let N be an arbi-
trarily oriented surface normal. Then the oriented normal field n is obtained
by choosing +N or −N , locally. For this purpose we first need to know a
direction in which the desired surface normal shall be approximately point-
ing. We call a vector which approximates the surface normal vector, while
giving the same orientation (i.e. angle to n is below 90◦), a surface pseudo-
normal. Usually, for the computation of such a surface pseudo-normal one
needs to know the gradient of the nodal function F of a labeled cuboid
graph G(V,E,F). We give here an alternative method which does not use
the gradient of the function F but instead uses all node positions of G,
distinguishing between continuous and disperse nodes.
Let G(V,E,F) be an irreducible labeled cuboid graph with iso-level c ∈
(0, 1). Let there be n ≥ 3 iso-points Pi of the iso-path, denoted by ω, in G
and let Pc ∈ R3 be the center of the iso-element [P1, . . . , Pn|Pc] corresponding
ω. By definition of an iso-surface component as given in Definition 7.6, the
orientation of the normal field on an iso-element of G should be pointing
towards the continuous nodes of G. Therefore, a surface pseudo-normal for
the iso-element, denoted as p, has to be determined using the position of
disperse and continuous nodes of G such that it points from the disperse to
the continuous phase. Let Let N be a normal of the triangle Tri(P1, P2, Pc),
say. Then the surface normal n on Tri(P1, P2, Pc) is
n =
{
N if N · p > 0
-N else.
(38)
Remark 8.1. For iso-surface normal computation, the consideration of ir-
reducible labeled cuboid graphs, is sufficient. First, computation of surface
normals of iso-paths which lie on L-faces of a labeled cuboid graph is straight
forward. Second, a labeled cuboid graph G can be decomposed into irreducible
graphs with respect to inner iso-paths of G as given in (33).
Surface pseudo-normal: Let G(V,E,F) be an irreducible labeled cuboid
graph with iso-level c ∈ (0, 1). Let V = {P1, . . . , P8}, N = {1, 2, . . . , 8} and
let Nc and Nd correspond to the set of continuous and disperse node indices
of G, respectively. Then N = Nc∪Nd. We compute a surface pseudo-normal
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for G by adding all vectors vj for j = 1, . . . , |Nd| with vj defined by
vj =
∑
i∈Nc
(Ci −Dj), j ∈ Nd, (39)
where Ci and Dj are continuous and disperse nodes of G, respectively. Then
we get
p =
∑
j∈Nd
∑
i∈Nc
(Ci −Dj) (40)
Proposition 8.2. The surface pseudo-normal vector given in (40) satisfies
p = |Nd|
∑
i∈N
Pi − 8
∑
j∈Nd
Dj ,
where V = {P1, . . . , P8}.
Proof. We get the following by using N = Nc ∪Nd and |N | = 8 :∑
i∈Nc
(Ci −Dj) =
∑
i∈Nc
Ci − |Nc|Dj
=
∑
i∈Nc
Ci +
∑
k∈Nd
Dk − |Nc|Dj −
∑
k∈Nd
Dk
=
∑
i∈N
Pi − |Nc|Dj −
∑
k∈Nd
Dk.
By using the above relation we get
∑
j∈Nd
∑
i∈Nc
(Ci −Dj) =
∑
j∈Nd
∑
i∈N
Pi − |Nc|Dj −
∑
k∈Nd
Dk

= |Nd|
∑
i∈N
Pi − |Nc|
∑
j∈Nd
Dj − |Nd|
∑
k∈Nd
Dk
= |Nd|
∑
i∈N
Pi − (|Nc|+ |Nd|)
∑
j∈Nd
Dj
= |Nd|
∑
i∈N
Pi − 8
∑
j∈Nd
Dj .
8.2 Discrete Curvature
An iso-surface Γ which is computed according to the algorithm given in
Section 5.4 is polygonal (piecewise planar). Hence, on a component Γ0 of
Γ only discrete mean curvature computation has a meaning. The discrete
mean curvature can be computed on points in Γ0 which are vertices of the
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triangulation of Γ0. Any iso-element of Γ is triangulated using a center Pc
of the iso-element and its iso-points. Generally, the discrete mean curvature
at Pc is nearly zero. Hence, discrete mean curvature computation is mainly
important at the iso-points of Γ0.
Discrete mean curvature computation methods (see e.g. [8]) use for the
computation of discrete mean curvature at an iso-point P of Γ0 a piece of
triangulated surface region around P in which P is contained. This surface
region is contained in Γ0. Hence, the aim of this section is to compute such
a surface region.
The following theorem will give us the minimum and maximum number
of neighbors of an iso-point P of Γ0 such that the neighbors are iso-points
in Γ0 and each of them is incident to P .
Theorem 8.3. Let G(V,E,F) be a labeled cuboid graph with iso-level c ∈
(0, 1) and let G be regular. Let Z be an iso-element of G and let the iso-path
ω corresponding to Z be given by ω = [Q1, Q2, . . . , Qm] with m ≥ 3. We
set ri = QiQi+1 for i = 1, . . . ,m − 1 and rm = QmQ1, which are iso-lines
and edges of ω. Let us fix one of the Qi, say P := Q1. Then there exist
4 ≤ n ≤ 8 iso-paths ω1, . . . , ωn in the system of labeled cuboid graphs of G,
where ω1 := ω such that
1. li = ωi ∩ ωi+1 for i = 1, . . . , n− 1,
2. ln = ωn ∩ ω1,
with l1 = r1, ln = rm and
(i) ωi and ωi+1 are disperse connected with respect to li for i = 1, . . . , n−1,
(ii) ωn and ω1 are disperse connected with respect to ln.
This means, if Γ is the iso-surface computed according to the algorithm given
in Section 5.4 then all iso-paths ω1, . . . , ωn belong to the same component
Γ(Z) of Γ and all these iso-paths have in common the iso-point P and these
iso-paths are the only iso-paths in Γ(Z) with this property.
Proof. We prove the claim by considering four cases.
Case 1: All faces in the system of graphs of G, where the iso-point P lies,
are regular.
In this case the point P is an end point of two iso-lines of ω1. Both iso-
lines lie in G but on different regular faces. Note that P does not lie on an
L-face and hence both regular faces do not each have two disperse and two
iso-nodes (according to Lemma 6.4). Hence, on each of these regular faces
lies an edge of a unique iso-path according to Proposition 5.12. Therefore,
to each neighbor of the faces there exists an iso-path which passes through
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an iso-line on the face. Hence, we have two additional iso-paths in two
different labeled cuboids. From these two additional iso-paths we get two
additional iso-lines with an end point P . Therefore, we get a total of four
distinct iso-lines with an end point P . But only three iso-paths cannot give
a connected iso-surface at the point P and hence, there exist at least one
additional iso-path that passes through P . Hence, there exist ω2, . . . , ω4
satisfying the claim of the proposition which is n = 4.
Case 2: The iso-point P is not an iso-node of G and all faces in the system
of graphs of G, where the iso-point P lies, are L-faces.
The iso-point P is common to four faces in the system of graphs of G. If
each of the L-faces is non-trivial, then on each face we have two iso-lines with
end point P . Then we have a total of n = 8 iso-lines which are neighbors of
P . If some of the L-faces are trivial L-faces, we get 4 ≤ n ≤ 8.
Case 3: The iso-point P is an iso-node of G and all faces in the system of
graphs of G, where the iso-point P lies, are L-faces.
The iso-point P is common to eight faces in the system of graphs of G. The
prove uses the same argument as in Case 1 to get that n is at least four. In
case each of the L-faces is non-trivial, we get the same result as in Case 2.
In this case, the same argument as in Case 2 can be applied.
Case 4: The iso-point P of G lies on an L-face in the system of graphs of G.
By combining the cases 1, 2 and 3 we then get 4 ≤ n ≤ 8.
In the next definition, we give the so-called surface region ΓP of an iso-
point P within the component Γ0 of Γ. The surface region ΓP contains P
and all iso-points in Γ0 which are incident to P . Additionally, ΓP contains
each center of the iso-elements which have P in common. The surface region
ΓP of P can be used to compute discrete mean curvature at P (see e.g. [8]).
Definition 8.4. (Neighboring iso-lines, iso-points, points and surface re-
gion). Let Z be an iso-element of the iso-surface Γ computed according to
the algorithm given in Section 5.4. and let P ∈ Z an iso-point. Then we
call the iso-lines l1, . . . , ln which we get from Theorem 8.3 using Z, neigh-
boring iso-lines to P . Then P and l1, . . . , ln lie in the component Γ(Z). Let
the iso-points P1, . . . , Pn be the other end points of the li, i.e. li = PPi for
i = 1, . . . , n. We call P1, . . . , Pn neighboring iso-points to P . Note that to
each iso-line li there exists an iso-path ωi in Γ(Z) such that li ⊂ ωi. All the
iso-paths ωi are different according to Theorem 8.3. Let Pci be the center of
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ωi and let us denote by N(ωi) the number of iso-lines of ωi. We define
Ei =
{
Tri(P, Pi, Pi+1) if N(ωi) = 3 or ωi is an outer iso-path
Tri(P, Pi, Pci) ∪ Tri(P, Pi+1, Pci+1) else
for i = 1, . . . , n− 1, and
En =
{
Tri(P, Pn, P1) if N(ωn) = 3 or ωn is an outer iso-path
Tri(P, Pn, Pcn) ∪ Tri(P, P1, Pc1) else.
We then call the piece of iso-surface ΓP defined by
ΓP := ∪ni=1Ei
the surface region of P . In addition, we define a set of points Pi by
Pi =
{ {Pi, Pi+1} if N(ωi) = 3 or ωi is an outer iso-path
{Pi, Pci , Pi+1, Pci+1} else
for i = 1, . . . , n− 1, and
Pn =
{ {Pn, P1} if N(ωn) = 3 or ωn is an outer iso-path
{Pn, Pcn , P1, Pc1} else.
Finally, we set DP := ∪ni=1Pi.
Computation of discrete mean curvature: Let ΓP and P be as defined
in Definition 8.4. The discrete mean curvature at the iso-point P is com-
puted by integrating ∆Γx over ΓP , where ∆Γ denotes the Laplace-Beltrami
operator. The surface ΓP is piecewise linear. Therefore, we can give nodal
functions defined on ΓP with values 1 on one of the points {P} ∪ DP and
zero on the other points, where DP is computed according to Definition 8.4.
Applying these nodal functions as a basis for x and using Gauss’s theorem
for surface integration of ∆Γx over ΓP we get the discrete mean curvature
at the iso-point P . For more details on this computation of discrete mean
curvature see [8].
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