Using the example of the Jaynes-Cummings model, we present a comparison between timedelayed coherent feedback mediated by reservoirs with continuous and discrete mode structures and work out their qualitative differences. In contrast to the discrete-mode case, the continuous-mode case results in the well-known single-delay dynamics which can, e.g., stabilize Rabi oscillations. The discrete-mode case, however, shows population trapping, not present in the continuous-mode model. Given these differences, we discuss the cavity output spectra and show how these characteristic properties are spectrally identifiable. This work demonstrates the fundamental difference between the continuous-mode case, which represents a truly dissipative mechanism, and the discrete-mode case that is in principle based on a coherent excitation exchange process.
I. INTRODUCTION
Quantum control methods have recently infiltrated a wide range of research fields, including, but not limited to, precision measurement, state preparation, dynamical stabilization, quantum communication and computation, etc. The efficiency of the proposed schemes are usually system-dependent [1] [2] [3] . Thus the example of changing a crucial parameter to shift or to extend a phenomenon for different frequencies requires the alteration of the whole setup. However, typical restrictions associated with noise and signal loss are also present due to the surrounding environment and measurement apparatus. To overcome these obstacles, in setups where coherence preservation is not essential, a generalization of classical electronic feedback schemes can be used for controlling the system's behaviour. However, in the case of these measurementbased feedback methods, back-action noise and extra processing delays can significantly degrade the performance of such control schemes [4] [5] [6] [7] [8] .
Rapidly evolving experimental conditions have recently enabled another, coherent feedback scheme, where the measurement step is omitted and the quantum coherent output of a given system is directly fed back into an input channel. If the propagation time spent between the emission and reabsorption is taken into account, the time non-local reservoir-system interaction results in a non-Markovian dynamics for the system [9, 10] . A fundamental example of this is a two-level system in front of a mirror or, in other words, the half-cavity setup. In this case, the presence of the mirror imposes a coherent time-delayed feedback for the atom and thus alters the quantum statistics and spontaneous emission spectrum of the system [11] [12] [13] [14] [15] [16] [17] [18] [19] . Signatures of non-Markovian behaviour for this setup were also demonstrated experimentally [20] [21] [22] .
Coherent feedback for more complex systems was first introduced under the name of all-optical feedback by Wiseman and Milburn [23] . Due to the coherencepreserving nature of this method, it is much more successful in controlling quantum systems than its measurementbased counterpart [24] [25] [26] [27] [28] [29] . Since then, experiments using coherent feedback verified its potential to enhance the efficiency of intrinsic quantum processes [30] [31] [32] [33] [34] , tune the coupling between different system components [35] , alter the stability landscape of the whole quantum system [36, 37] , and implement quantum computation tasks [38] .
Experimental successes were matched by a substantial number of theoretical proposals, where the feedback environment was always assumed to have a continuous-mode structure. As pointed out in [23] , such a scheme has to ensure, e.g., by unidirectional propagation, that standing wave modes cannot build up in the feedback loop. Initially, the time delay corresponding to the feedback loop was considered only as a practically unavoidable small influence which, due to the high propagation speed, can be neglected, leading to Markovian dynamics [31, 34, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] . However, a long enough feedback loop enforces nontrivial time evolution, where the time delay becomes an important control parameter [15, 17, 18, [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] .
The effect of a feedback scheme can be entirely different, if instead of a continuous-mode spectrum, a discrete set of modes is considered for the feedback reservoir, as can be the case for the setups analyzed in [32, 33, 36, [67] [68] [69] [70] [71] [72] . To demonstrate these fundamental differences, this paper presents a comparison between the properties of the continuous-and discrete-mode schemes through the example of the Jaynes-Cummings model in the single ex-citation limit. Each setup has its advantages and disadvantages to be taken into account when constructing more complicated control schemes, such as plantcontroller or quantum network systems [95] [96] [97] [98] [99] [100] [101] [102] [103] [104] [105] [106] . This work also further refines the scope of the existing numerical methods that were invented for the nontrivial task of simulating the non-linear time evolution of a quantum system with time non-local interactions [72, [107] [108] [109] .
In this Paper, we first introduce in Section II the two models that we consider for implementing time-delayed feedback. The main difference lies in the mode structure of the feedback reservoir. Multiple works have discussed the continuous-mode (CM) case, where the emitted excitation can be lost in the continuum of modes [55, 64, 110] , however Rabi oscillations can still be recovered. Considering discrete modes for the reservoir, which are determined by the time delay, gives an opportunity to model large, multimode systems in the context of coherent feedback. This is especially interesting in the context of quantum networks, where two nodes such as, e.g., cavity quantum electrodynamics systems, are coupled by a long fibre that has multiple, closely spaced modes [111] .
Subsequently, in Section III, we derive the timeevolution of the excitation probabilities and compare them in the limiting cases of very short and very long delay. In Section IV we discuss the stability landscape of the two setups, where we demonstrate that although in the continuous-mode case Rabi oscillations can be stabilized, no such claim can be made in the discrete-mode case. On the other hand, Section V investigates the example of excitation trapping in the two-level system, that is only present in the discrete-mode case and not in the continuous-mode case and can be explained with singlemode theory. Finally, in order to further emphasize the key differences in a detectable fashion in Section VI, we present the spontaneous emission spectra for both cases via an additional output channel.
II. SYSTEM-ENVIRONMENT INTERACTION
In this paper we focus on systems that are bounded by cavity mirrors and time non-local system-reservoir interactions. Although both schemes in FIG. 1 impose coherent feedback on the system, the difference between the mode structure of the reservoirs results in qualitatively different system-reservoir interactions. This, in return, creates distinct time evolution and output characteristics of the system in the two cases.
A. Hamiltonian
Let us first focus only on the specifics of the feedback interaction keeping the description of the system as gen- a) In the continuous-mode case the feedback occurs due to the coupling of the system to the reservoir at two different spatial points. Here the reservoir is not confined in any sense, therefore by considering travelling wave modes, the two-point interaction translates into a twotime interaction between the system and the environment. This enforces non-Markovian dynamics with a single delay. b) In the other, discrete-mode scenario the feedback occurs due to the perfectly reflecting mirror or edge of a waveguide. In this case the reservoir is confined into a finite space, which results in a discrete set of modes. This can also be interpreted as a coherent feedback signal with delays as multiples of the returning time to the System. eral as possible. Our Hamiltonian can be written aŝ
whereĤ S describes the system dynamics,Ĥ S−C characterizes the interaction between system variables and the cavity, and the last term describes the free evolution of the cavity enclosing our system. This setup interacts with a discrete-(DM) or continuous-mode (CM) environment via the cavity, which can be described in the interaction picture (withĤ 0 = H S + ω câ †â ) bŷ
whered q andd k are discrete and continuous-mode operators, respectively. The factor π/2L comes from the difference between the discrete and continuous-mode description [112] . For discrete modes the mode spacing in k-space is taken to be π L , showing a strong connection between the quantization volume and the feedback delay. In the case of continuous modes, on the other hand, the quantization is completely independent of the feedback roundtrip time 2L/c. G q and G(k) describe the dispersive coupling between the reservoir modes and the cavity as follows:
where ∆ 0 describes the detuning between the central mode and the cavity resonance and ω q = ck q , with wave propagation speed c.
The treatment of the discrete-mode setup is analogous to the modes of the universe approach [113] without taking the limit of infinitesimal spacing, as L characterizes the size of the quantization volume. In the continuousmode case one can quantize the reservoir modes around the cavity and then take the size of the box to infinity [9] .
In both cases the feedback length is much larger than that of the cavity l L. This allows for the limits in the sum and integration to go to ±∞. The wave number of the discrete set of modes has the expression [113] :
where θ q 1. A time delay associated with a single roundtrip can be defined as:
which is the time between consecutive interactions of the field emitted into the reservoir with the system.
B. Example: Jaynes-Cummings model
In order to demonstrate the differences between the two feedback schemes, we assume only a single, initially excited atom in the cavity. Thus the system is described by the Jaynes-Cummings interaction Hamiltonian in the rotating-wave approximation, and the cavity field frequency is tuned to the atomic resonance. The total Hamiltonian guiding the evolution of the two-level system, the cavity and the reservoir is described bŷ
for the continuous-and discrete-mode case, respectively. In the following sections we provide a systematic overview of the differences between these two cases in various parameter regimes labelled by two dimensionless parameters, κτ and γ/κ. The delay parameter, κτ , describes the width of the emitted wave packet in the time domain compared to the length of the roundtrip time in the feedback loop. In the short delay case (κτ 1) the time it takes for the cavity to completely decay to its ground state is longer than the feedback time, therefore the output field interferes with itself. On the other hand, for a substantially long time delay in the feedback loop (κτ 1), every roundtrip represents an independent input for the system.
The coupling parameter, γ/κ determines the relative strength of the coupling between the system and the cavity compared to the influence of the feedback loop. In the strong coupling regime (γ/κ 1) the dynamics is dominated by the coherent exchange of excitation between the resonator and the TLS. In the weak coupling regime (γ/κ ≈ 1) there is a competition between the influence of the environment and that of the atom on the cavity field. In the bad cavity regime (γ/κ 1) the time evolution is mainly steered by the feedback dynamics.
III. SINGLE EXCITATION LIMIT
We assume an initially excited atom and no external driving for the cavity. The number of excitations is kept constant, which results in a linear dynamics.
A. Continuous-mode case
We start with briefly reviewing the dynamics of the continuous-mode case as presented in [55] for comparison. The single-excitation wave function is presented as the linear combination of atomic, cavity and reservoir excitations with different weights.
Using this wave function in the Schrödinger equation with Hamiltonians (3) and (8), the coefficients follow the time-evolutions
Substituting (5) into these equations, the system only interacts with one of its past versions via the environment in a Pyragas feedback form [114] :
There is a characteristic phase associated with the propagation of the central mode φ = ∆ 0 τ , which prescribes the effect of the environment. The interference between the present and past field of the cavity with phase φ = 2nπ can enhance the decay of the cavity field, whereas φ = (2n + 1)π on the other hand relates to a suppressed decay (n ∈ N).
B. Discrete-mode case
The wave function can be expressed similarly to the continuous-mode case in the single-excitation limit:
Using the Hamiltonians (2) and (8) in the Schrödinger equation, we obtain the following time-local equations of motion:
Substituting the formal integral of (17) into (16) and using (4) gives:
The sine factor in the expression above gives 1 as the modes are considered around resonance (see in Appendix A). After exchanging the summation with the integral, we have the following expression for the sum in q:
where we have used the Fourier series identity for the Dirac comb [115] with ω q = c
. Thus the equation of motion for c (DM ) g can be expressed as:
The range of integration excludes the non-causal values of q < 0. The vanishing argument of the Dirac δ-function at the upper limit of the integral results in a factor of 1/2 for q = 0, thus:
which means that each roundtrip contributes to the timeevolution with a corresponding multiple of the delay time τ . Subsequent roundtrips also mean a phase accumulation of multiples of the characteristic phase identified for the continuous-mode case, i.e., q∆ 0 τ .
FIG.
2. Time-evolution of the cavity field for a short time delay of 10κτ = γτ = 0.1 and a feedback phase of a) φ = 2π and b) φ = π. The solution without feedback is shown as a black dashed line, whereas the orange dash-dotted line shows the continuous-mode case calculated from [55] , and the blue solid line represents the time-evolution guided by multiple delays.
C. Short-delay limit (κτ 1)
If the length of the feedback loop is short enough, a Markovian approximation can be made, which means that the propagation time delay is neglected [23] . For the case with a discrete set of modes this translates into the teeth of the Dirac comb merging into a central one.
For the continuous-mode case, as the delay vanishes, a phase of φ = 2π means a reduced effective damping FIG. 3 . Time-evolution of the cavity field for a long time delay of κτ = γτ = 100π, φ = 2π. The continuous-mode case is calculated from [55] .
rate according to (13) . The amount of recovered cavity photon probability agrees well between the continuousand discrete-mode case as shown in FIG. 2 (a) . However, when the feedback phase is set to φ = π, the discretemode feedback shows different characteristics from the continuous-mode case due to the influence of multiple roundtrips (FIG. 2 (b) ).
As the length of the feedback loop grows, the first roundtrip turns into another Markovian limit, which is exactly the evolution without any feedback considered. For the discrete-mode case this can be interpreted as having so much space between the teeth of the Dirac comb, that only one of them influences the system's evolution. Note how FIGS 3 and 4 show this effect as all 3 curves agree before t/τ = 1.
In this subsection we compare the two cases in this long-delay limit with a feedback length of κτ = 100π 1. In both cases the field completely leaves the cavity before the front of the wave-packet returns, resulting in a minimal interference with itself.
Focusing only on the large scale evolution of the cavity field in FIG. 3 , both approaches seem to show the same pulsed dynamics. However, zooming in for the individual peaks at multiples of τ (FIG. 3 inset) , the characteristic micro-evolution of the pulses differs significantly between the two models. In the discrete-mode case, each roundtrip adds an extra oscillation, whereas for the continuous-mode case the initial pulse shape is preserved.
After considering the short-and long-delay regimes, in the following we focus on an intermediate regime of (κτ ≈ 1 − 10). As the timescales of the feedback and the cavity decay become comparable, the specific systemenvironment interaction has a more substantial role in the feedback dynamics.
IV. SPECIAL POINTS IN THE STABILITY LANDSCAPE
Previously, stabilized Rabi oscillations were reported in the case of continuous-mode coherent feedback [55] . Such a phenomenon can be identified by a purely imaginary pole in the stability landscape of the dynamical system [116] . In order to find such a special parameter set in the discrete-mode case, we take the Laplace Transform of the equations of motion derived in the previous section (14, 19) :
The general solution at nτ ≤ t < (n + 1)τ has the following form:
This expression is quite different from the continuousmode solution of
Setting the denominator to zero in the general solutions (22) or (23) provides the poles of the stability landscape, which determine the dominant dynamics of the system. a. t < τ As the general solution for the discretemode case (22) is valid between nτ and (n + 1)τ , t < τ translates as n = q = 0. This means that both (22) and (23) simplify to the following:
Thus, before the return of the first output pulse both configurations show the usual Markovian dynamics without feedback. The frequency of the damped oscillations is influenced by the coupling strength between the cavity and the external modes. b. τ < t ≤ 2τ In the next time period, after τ , the main dynamical features of the discrete-mode case resembles the continuous-mode case in (23):
The main difference in this time period originates from the ratio between the contribution of the recurring field and the original decay, which is half as much in the discrete-mode case as for the continuous-mode feedback. Notice how the main dynamical features of the first two pulses are similar in FIG. 4 , but after the second roundtrip they start to deviate from each other significantly. c. Long-time limit In the continuous-mode case, the equilibrium evolution shows recovered Rabi oscillations (FIG. 5 inset) when (∆ 0 + γ)τ = 2nπ, (n ∈ N) [55] :
Examining the poles of the discrete-mode case, we assume that there are persistent oscillations and thus, there are such poles as s osc = ±iµ.
Substituting this expression into (22) and setting the denominator to 0, the following is obtained:
where setting the real and imaginary parts to 0, respectively, gives
For µ = γ, reported in [55] , in the long time limit, the sum in (27) turns into an infinite geometric series. However the absolute value of the individual terms are 1, which means that the sum does not converge. This contradiction means that there is no such parameter set that would result in recovered Rabi oscillations. Similarly, in general, for µ ∈ R this condition turns into a non-convergent cosine series (28) , which means that the effect of each τ interval depends on the overall phase (µ + ∆ 0 )τ .
V. EXCITATION TRAPPING
Next, we discuss the possibility to trap some of the atomic excitation in the system in spite of the losses present. In order to demonstrate this effect, let us introduce an extra input-output channel for both models that is characterized by the rate κ 1 .
A. No population trapping in the continuous-mode case
As we are still interested in the single excitation limit, the equation of motion for c (CM ) g (t) changes the following way:
Let us use the Laplace transform of this equation to determine the steady state value of the coefficient corresponding to the atomic excitation:
Thus, no excitation trapping can be observed for a continuous-mode single-delay coherent feedback (FIG.  5) .
B. Population trapping in the discrete-mode case
In this case the extra loss channel can be interpreted as a finite transmission through the mirror on the left-hand side in FIG. 1 b) . The corresponding equation of motion for the cavity field has the following form:
For any open quantum system one would expect that after reaching the steady state all excitations in the system are lost to the surrounding environment, as shown for the continuous-mode case in the previous subsection. However, in the case of discrete-mode coherent feedback, there is a finite probability to find the atom in its excited state (FIG. 5) . This finite excitation in the steady state can also be shown by following the same procedure as FIG. 5 . Time-evolution of the atomic excitation probability for a leaky cavity field with κτ = γτ = π/3, 2κ1 = κ, φ = π. The continuous-mode case is calculated from [55] . The steady state limit is evaluated using (34) . The inset shows the stabilized Rabi oscillations for a continuous-mode feedback when κ1 = 0 and κτ = π.
before and look at the Laplace transformed solution:
Assuming the existence of a steady state solution translates as a finite positive real part for s. In this case the infinite sum converges, and we find Using this Laplace transform, the steady state solution can be obtained as:
where the vanishing terms were omitted. For φ = (2n + 1)π, (n ∈ N) the limit of 
Thus, the steady-state solution has the following form:
This expression is shown as a grey dotted line in FIG. 5. Note that as τ → ∞, the steady state solution goes to 0, which is the limit of an infinite reservoir, where all system excitations are lost and Markovian time evolution is recovered. Note that the steady state population does not depend on the rate associated with the extra decay channel κ 1 . In order to have an intuitive picture about where the excitation can "hide" from the losses, we note that the discrete-mode feedback reservoir can also be interpreted as a multimode cavity coupled to the original cavity-QED system. In the following subsection we show that this allows for an approximate description of the process from another perspective where both cavities are treated with a single mode.
C. Single mode theory: Normal modes
Let us consider two cavities that are directly coupled to each other, with an atom inside cavity 1 on the left. In case of two single-mode cavities with mode frequencies matching the atomic resonance, we can look at the equations of motion in the weak driving limit. Then the following normal modes can be observed in the frame rotating at the atomic resonance frequency:
where |C 1 and |C 2 represent a coherent excitation for cavity 1 and 2 respectively, and |A describes the excited state of the atom in the cavity on the left. The emerging normal modes |B ± are bright states and |D is dark to the leaky cavity. γ is the coupling strength between cavity 1 and the atom as before, and G = π c0 G 0 = 2 κ τ describes the interaction strength between the two cavities. Now let us consider an initially excited atom. This means that we have the following state in terms of the normal modes:
As the only decay considered here is that of the lefthand side cavity, an initially excited atom can preserve some of its excitation via the above mentioned dark state |D . All the other state contributions decay away. Thus, we have the following coefficient for the atomic excited state:
which is exactly the same as in (34) . Therefore the stronger the cavities are coupled compared to the cavityatom coupling, the more excitation is preserved in the atom. In the discrete-mode feedback setup this means the bad cavity limit.
VI. CAVITY OUTPUT SPECTRA
In this section we derive the spontaneous emission spectra through the additional output channel introduced in the previous section (κ 1 ), which enables us to show qualitative differences in an observable manner. We follow the same procedure as in [117] by considering the coefficients in the single excitation limit. In this case the double integral of the two-time correlation function simplifies to
where the Laplace transform of the cavity excitation coefficient is taken at −iω. a. Discrete-mode feedback The Laplace transformed solution has the following form for the discrete-mode coherent feedback in the damped case:
where assuming a steady state the sum in this expression is convergent. Thus the spontaneous emission spectra has the following form:
Similar expressions can be derived for the case without feedback as well as for the continuous-mode feedback example.
b. Without feedback In this case there is only a central peak broadened by the different loss channels:
c. Continuous-mode feedback Considering the output channel characterized by κ 1 for the continuous-mode feedback case, we obtain the following analytical expression for the spontaneous emission spectrum:
FIG. 6 shows how the spectra for various setups compare. In the upper panel the short delay case shows FIG. 6 . Spontaneous emission spectra detected through the loss channel described by κ1 = κ/2. The coupling strength is γ = κ and the phase shift is φ = π.
clear signatures of excitation trapping on resonance for a discrete mode structure. In the continuous-mode case there is a pronounced linewidth-narrowing compared to the case without feedback, which corresponds to a suppressed decay.
As the feedback delay is increasing, more and more frequencies contribute to the emission as shown in the lower panel in FIG. 6 . However, a reduced emission on resonance can still be observed for the discrete-mode case, which is what we expect from (34) . This emphasizes the main difference between the two cases, i.e. the discretemode case resembles a closed system, whereas the continuous mode structure results in an inherent dissipative nature of the feedback loop.
VII. CONCLUSION
In this paper we demonstrated that whether continuous or discrete modes are considered in a coherent feedback setup is an important characteristic that essentially determines the qualitative behaviour of the overall scheme. The main difference lies in the open or closed system characteristic of the control setup.
The discrete set of environmental modes can be interpreted as a multimode cavity arrangement, which therefore enables coherent evolution towards excitation trapping in dark states. As this setup is primarily closed, no change can be introduced by the feedback to the original stability landscape of the system. The other design using a continuous spectrum of reservoir modes shows open system characteristics, where no excitation trapping is possible. However, this singledelay coherent feedback can function well for stabilizing intrinsic quantum processes of the system such as Rabi oscillations in the Jaynes-Cummings model.
The results presented in this paper are of fundamental importance for the implementation of coherent feedback control schemes as they restrict the experimental designs to obtain a more targeted and thus improved performance. As mentioned before in the introduction, both schemes are of relevance in terms of the considered applications. However, each targeted function has a preferred realization that should be taken into account. 
the square of which is 1.
Appendix B: Comparison between Dirac comb and wave number sum
Based on the main text there are two ways to simulate the dynamics of the system coupled to the discrete set of modes. One is following the time-local equations of motion in (15) (16) (17) ; in this case the number of considered modes has to be large enough so that it covers the whole relevant range of frequencies.
The other method involves solving the delayed differential equation (19) instead of (16) and (17), thus directly incorporating the influence of the discrete environment. In FIG. 7 we show the time evolution obtained by the two simulation methods. According to that, there is a good agreement between the two approaches.
Appendix C: Long-time solution in the weak coupling regime
When γ = κ , the time-evolution of the system can be expressed by using the same tricks as in [55] : Let us compare the above result with the continuousmode case, which was given in [55] : 
The two expressions have many similarities with each other, however, notice the extra summation for the discrete-mode case which is due to the multiple recurring delay contributions. Also note that in this case each delayed term stabilizes the intrinsically unstable dynamics.
FIG. 7.
Comparison between the numerical, time-local solution for the cavity and atomic excitation probabilities and the evolution by delay differential equations. κτ = γτ = π/3, φ = π.
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