Introduction {#Sec1}
============

Mathematical structures are a key ingredient of modern formalized mathematics in proof assistants, e.g., \[[@CR1], [@CR18], [@CR25], [@CR41]\] \[[@CR10], Chap. 2 and Chap. 4\] \[[@CR20], Sect. 3\] \[[@CR30], Chap. 5\] \[[@CR46], Sect. 4\]. Since mathematical structures have an inheritance/subtyping hierarchy such that "a ring is a group and a group is a monoid", it is usual practice in mathematics to reuse notations and theories of superclasses implicitly to reason about a subclass. Similarly, the sharing of notations and theories across the hierarchy is important for productivity when formalizing mathematics.Fig. 1.The hierarchy of structures in the MathComp library 1.10.0

The packed classes methodology \[[@CR16], [@CR17]\] is a generic design pattern to define and combine mathematical structures in a dependent type theory with records. Hierarchies using packed classes support multiple inheritance, and maximal sharing notations and theories. When combined with mechanisms for implicit coercions \[[@CR32], [@CR33]\] and for extending unification procedure, such as the canonical structures \[[@CR26], [@CR33]\] of the Coq proof assistant \[[@CR42]\], and the unification hints \[[@CR4]\] of the Lean theorem prover \[[@CR6], [@CR27]\] and the Matita interactive theorem prover \[[@CR5]\], packed classes enable subtyping and automated inference of structures in hierarchies. Compared to approaches based on type classes \[[@CR22], [@CR40]\], packed classes are more robust, and their inference approach is efficient and predictable \[[@CR1]\]. The success of the packed classes methodology in formalized mathematics can be seen in the Mathematical Components library \[[@CR45]\] (hereafter MathComp), the Coquelicot library \[[@CR8]\], and especially the formal proof of the Odd Order Theorem \[[@CR20]\]. It has also been successfully applied for program verification tasks, e.g., a hierarchy of monadic effects \[[@CR2]\] and a hierarchy of partial commutative monoids \[[@CR28]\] for Fine-grained Concurrent Separation Logic \[[@CR39]\].

In spite of its success, the packed classes methodology is hard to master for library designers and requires a substantial amount of work to maintain as libraries evolve. For instance, the strict application of packed classes requires defining quadratically many implicit coercions and unification hints in the number of structures. To give some figures, the MathComp library 1.10.0 uses this methodology ubiquitously to define the 51 mathematical structures depicted in Fig. [1](#Fig1){ref-type="fig"}, and declares 554 implicit coercions and 746 unification hints to implement their inheritance. Moreover, defining new intermediate structures between existing ones requires fixing their subclasses and their inheritance accordingly; thus, it can be a challenging task.

In this paper, we indentify two hierarchy invariants concerning implicit coercions and unification hints in packed classes, and propose algorithms to check these invariants. We implement our algorithms as tools for the Coq system, evaluate our tools on a large-scale development, the MathComp library 1.7.0, and then successfully detect and fix several inheritance bugs with the help of our tools. The invariant concerning implicit coercions ensures the modularity of reasoning with packed classes and is also useful in other approaches, such as type classes and telescopes \[[@CR26], Sect. 2.3\], in a dependent type theory. This invariant was proposed before as a *coherence* of inheritance graphs \[[@CR7]\]. The invariant concerning unification hints, that we call *well-formedness*, ensures the predictability of structure inference. Our tool not only checks well-formedness, but also generates an exhaustive set of assertions for structure inference, and these assertions can be tested inside Coq. We state the predictability of inference as a metatheorem on a simplified model of hierarchies, that we formally prove in Coq.

The paper is organized as follows: Sect. [2](#Sec2){ref-type="sec"} reviews the packed classes methodology using a running example. Section [3](#Sec3){ref-type="sec"} studies the implicit coercion mechanism of Coq, and then presents the new coherence checking algorithm and its implementation. Section [4](#Sec4){ref-type="sec"} reviews the use of canonical structures for structure inference in packed classes, and introduces the notion of well-formedness. Section [5](#Sec5){ref-type="sec"} defines a simplified model of hierarchies and structure inference, and shows the metatheorem that states the predictability of structure inference. Section [6](#Sec6){ref-type="sec"} presents the well-formedness checking algorithm and its implementation. Section [7](#Sec7){ref-type="sec"} evaluates our checking tools on the MathComp library 1.7.0. Section [8](#Sec8){ref-type="sec"} discusses related work and concludes the paper. Our running example for Sect. [2](#Sec2){ref-type="sec"}, Sect. [4](#Sec4){ref-type="sec"}, and Sect. [6](#Sec6){ref-type="sec"}, the formalization for Sect. [5](#Sec5){ref-type="sec"}, and the evaluation script for Sect. [7](#Sec7){ref-type="sec"} are available at \[[@CR37]\].

Packed Classes {#Sec2}
==============

This section reviews the packed classes methodology \[[@CR16], [@CR17]\] through an example, but elides canonical structures. Our example is a minimal hierarchy with multiple inheritance, consisting of the following four algebraic structures (Fig. [2](#Fig2){ref-type="fig"}):**Additive monoids** $\documentclass[12pt]{minimal}
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                \begin{document}$$\times $$\end{document}$ is an associative binary operation on *A* that is left and right distributive over addition. 0 and 1 are absorbing and identity elements with respect to multiplication, respectively.**Additive groups** $\documentclass[12pt]{minimal}
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                \begin{document}$$(A, +, 0, -, \times , 1)$$\end{document}$**:** Rings have all the semiring and group axioms, but no additional axioms. Fig. 2.Hierarchy diagram for monoids, semirings, groups, and rings, where an arrow from $\documentclass[12pt]{minimal}
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                \begin{document}$$\texttt {Y.type}$$\end{document}$ means that ![](501052_1_En_8_Figa_HTML.gif){#d30e905} directly inherits from ![](501052_1_En_8_Figb_HTML.gif){#d30e908} . The monoid structure is the superclass of all other structures. Semirings and groups directly inherit from monoids. Rings directly inherit from semirings and groups, and indirectly inherit from monoids.

We start by defining the base class, namely, the ![](501052_1_En_8_Figc_HTML.gif){#d30e916} structure.

The above definitions are enclosed by the ![](501052_1_En_8_Fige_HTML.gif){#d30e925} module, which forces users to write qualified names such as ![](501052_1_En_8_Figf_HTML.gif){#d30e928} . Thus, we can reuse the same name of record types ( ![](501052_1_En_8_Figg_HTML.gif){#d30e931} , ![](501052_1_En_8_Figh_HTML.gif){#d30e934} , and ![](501052_1_En_8_Figi_HTML.gif){#d30e937} ), their constructors ( ![](501052_1_En_8_Figj_HTML.gif){#d30e941} , ![](501052_1_En_8_Figk_HTML.gif){#d30e944} , and ![](501052_1_En_8_Figl_HTML.gif){#d30e947} ), and constants (e.g., ![](501052_1_En_8_Figm_HTML.gif){#d30e950} and ![](501052_1_En_8_Fign_HTML.gif){#d30e953} ) for other structures to indicate their roles. Structures are written as records that have three different roles: *mixins*, *classes*, and *structures*. The mixin record (line 3) gathers operators and axioms newly introduced by the ![](501052_1_En_8_Figo_HTML.gif){#d30e966} structure. Since monoids do not inherit any other structure in Fig. [2](#Fig2){ref-type="fig"}, those are all the monoid operators, namely 0 and $\documentclass[12pt]{minimal}
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                \begin{document}$$+$$\end{document}$, and their axioms. The class record (line 11) assembles all the mixins of the superclasses of the ![](501052_1_En_8_Figp_HTML.gif){#d30e982} structure (including itself), which is the singleton record consisting of the monoid mixin. The structure record (line 13) is the actual interface of the structure that bundles a carrier of type ![](501052_1_En_8_Figq_HTML.gif){#d30e986} and its class instance. ![](501052_1_En_8_Figr_HTML.gif){#d30e989} and ![](501052_1_En_8_Figs_HTML.gif){#d30e992} are synonyms in Coq, but we reserve the latter for actual interfaces of structures. In a hierarchy of algebraic structures, a carrier set ![](501052_1_En_8_Figt_HTML.gif){#d30e998} has type ![](501052_1_En_8_Figu_HTML.gif){#d30e1001} ; hence, for each structure, the first field of the ![](501052_1_En_8_Figv_HTML.gif){#d30e1005} record should have type ![](501052_1_En_8_Figw_HTML.gif){#d30e1008} , and the ![](501052_1_En_8_Figx_HTML.gif){#d30e1011} record should be parameterized by that carrier. In general, it can be other types, e.g., ![](501052_1_En_8_Figy_HTML.gif){#d30e1014} in the hierarchy of functors and monads \[[@CR2]\], but should be fixed in each hierarchy of structures.

Mixin and monoid records are internal definitions of mathematical structures; in contrast, the structure record is a part of the interface of the monoid structure when reasoning about monoids. For this reason, we lift the projections for ![](501052_1_En_8_Figz_HTML.gif){#d30e1022} to definitions and lemmas for ![](501052_1_En_8_Figaa_HTML.gif){#d30e1025} as follows.

The curly brackets enclosing ![](501052_1_En_8_Figac_HTML.gif){#d30e1034} mark it as an implicit argument; in contrast, ![](501052_1_En_8_Figad_HTML.gif){#d30e1037} is the explicit application symbol that deactivates the hiding of implicit arguments.

Since a monoid instance ![](501052_1_En_8_Figae_HTML.gif){#d30e1042} can be seen as a type equipped with monoid axioms, it is natural to declare ![](501052_1_En_8_Figaf_HTML.gif){#d30e1045} as an implicit coercion. The types of ![](501052_1_En_8_Figag_HTML.gif){#d30e1048} can be written and shown as ![](501052_1_En_8_Figah_HTML.gif){#d30e1051} rather than ![](501052_1_En_8_Figai_HTML.gif){#d30e1054} thanks to this implicit coercion.

Next, we define the ![](501052_1_En_8_Figak_HTML.gif){#d30e1064} structure. Since semirings inherit from monoids and the semiring axioms interact with the monoid operators, e.g., distributivity of multiplication over addition, the semiring mixin should take ![](501052_1_En_8_Figal_HTML.gif){#d30e1067} rather than ![](501052_1_En_8_Figam_HTML.gif){#d30e1070} as its argument.

The ![](501052_1_En_8_Figao_HTML.gif){#d30e1079} class packs the ![](501052_1_En_8_Figap_HTML.gif){#d30e1082} mixin together with the ![](501052_1_En_8_Figaq_HTML.gif){#d30e1085} class to assemble the mixin records of monoids and semirings. We may also assemble all the required mixins as record fields directly rather than nesting class records, yielding what is called the *flat* variant of packed classes \[[@CR14], Sect. 4\]. Since the semiring mixin requires ![](501052_1_En_8_Figar_HTML.gif){#d30e1095} as its type argument, we have to bundle the monoid class with the carrier to provide that ![](501052_1_En_8_Figas_HTML.gif){#d30e1098} instance, as follows.

The inheritance from monoids to semirings can then be expressed as a canonical way to construct a monoid from a semiring as below.

Following the above method, we declare ![](501052_1_En_8_Figav_HTML.gif){#d30e1113} as an implicit coercion, and then lift ![](501052_1_En_8_Figaw_HTML.gif){#d30e1116} , ![](501052_1_En_8_Figax_HTML.gif){#d30e1119} , and the semiring axioms from projections for the mixin to definitions for ![](501052_1_En_8_Figay_HTML.gif){#d30e1122} .

In the statement of the ![](501052_1_En_8_Figba_HTML.gif){#d30e1132} axiom (line 6 just above), we need to explicitly write ![](501052_1_En_8_Figbb_HTML.gif){#d30e1135} to get the canonical ![](501052_1_En_8_Figbc_HTML.gif){#d30e1138} instance for ![](501052_1_En_8_Figbd_HTML.gif){#d30e1141} . We omit this subtyping function ![](501052_1_En_8_Figbe_HTML.gif){#d30e1144} by declaring it as an implicit coercion. In general, for a structure ![](501052_1_En_8_Figbf_HTML.gif){#d30e1148} inheriting from other structures, we define implicit coercions from ![](501052_1_En_8_Figbg_HTML.gif){#d30e1151} to all its superclasses.

The ![](501052_1_En_8_Figbi_HTML.gif){#d30e1160} structure is monoids extended with an additive inverse. Following the above method, it can be defined as follows.

The ![](501052_1_En_8_Figbk_HTML.gif){#d30e1169} structure can be seen both as groups extended by the semiring axioms and as semirings extended by the group axioms. Here, we define it in the first way, but one may also define it in the second way. Since rings have no other axioms than the group and semiring axioms, no additional ![](501052_1_En_8_Figbl_HTML.gif){#d30e1172} record is needed.[1](#Fn1){ref-type="fn"}

The ring structure inherits from monoids, groups, and semirings. Here, we define implicit coercions from the ring structure to those superclasses.

Coherence of Implicit Coercions {#Sec3}
===============================

This section describes the implicit coercion mechanism of Coq and the *coherence property* \[[@CR7]\] of inheritance graphs that ensures modularity of reasoning with packed classes, and presents the coherence checking mechanism we implemented in Coq. More details on implicit coercions can be found in the Coq reference manual \[[@CR44]\], and its typing algorithm is described in \[[@CR32]\]. First, we define classes and implicit coercions.

Definition 3.1 {#FPar1}
--------------

**(Classes** \[[@CR32], Sect. 3.1\] \[[@CR44]\]**).** A class with *n* parameters is a defined name *C* with a type $\documentclass[12pt]{minimal}
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                \begin{document}$$\forall (x_1 : T_1) \dots (x_n : T_n), sort $$\end{document}$ where $\documentclass[12pt]{minimal}
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                \begin{document}$$ sort $$\end{document}$ is ![](501052_1_En_8_Figbp_HTML.gif){#d30e1313} , ![](501052_1_En_8_Figbq_HTML.gif){#d30e1316} , ![](501052_1_En_8_Figbr_HTML.gif){#d30e1319} , or ![](501052_1_En_8_Figbs_HTML.gif){#d30e1322} . Thus, a class with parameters is considered a single class and not a family of classes. An object of class *C* is any term of type $\documentclass[12pt]{minimal}
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                \begin{document}$$C \, t_1 \dots t_n$$\end{document}$.

Definition 3.2 {#FPar2}
--------------

**(Implicit coercions).** A name *f* can be declared as an implicit coercion from a source class *C* to a target class *D* with *k* parameters if the type of *f* has the form $\documentclass[12pt]{minimal}
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                \begin{document}$$\forall x_1 \dots x_k \, (y : C \, t_1 \dots t_n), D \, u_1 \dots u_m$$\end{document}$. We then write $\documentclass[12pt]{minimal}
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                \begin{document}$$f : C \rightarrowtail D$$\end{document}$.[2](#Fn2){ref-type="fn"}

An implicit coercion $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$f : C \rightarrowtail D$$\end{document}$ can be seen as a subtyping $\documentclass[12pt]{minimal}
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                \begin{document}$$C \le D$$\end{document}$ and applied to fill type mismatches to a term of class *C* placed in a context that expects to have a term of class *D*. Implicit coercions form an inheritance graph with classes as nodes and coercions as edges, whose path $\documentclass[12pt]{minimal}
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                \begin{document}$$f_i : C_i \rightarrowtail C_{i + 1}$$\end{document}$ can also be seen as a subtyping $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$[f_1; \dots ; f_n] : C_1 \rightarrowtail C_{n + 1}$$\end{document}$ to indicate $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$[f_1; \dots ; f_n]$$\end{document}$ is an inheritance path from $\documentclass[12pt]{minimal}
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                \begin{document}$$C_{n + 1}$$\end{document}$. The Coq system pre-computes those inheritance paths for any pair of source and target classes, and updates to keep them closed under transitivity when a new implicit coercion is declared \[[@CR32], Sect. 3.3\] \[[@CR44], Sect. 8.2.5 "Inheritance Graph"\]. The coherence of inheritance graphs is defined as follows.

Definition 3.3 {#FPar3}
--------------

**(Definitional equality** \[[@CR43]\] \[[@CR15], Sect. 3.1\]**).** Two terms $\documentclass[12pt]{minimal}
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Definition 3.4 {#FPar4}
--------------

**(Coherence** \[[@CR7], Sect. 3.2\] \[[@CR32], Sect. 7\]**).** An inheritance graph is coherent if and only if the following two conditions hold.

For any circular inheritance path $\documentclass[12pt]{minimal}
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                \begin{document}$$p \, x \equiv x$$\end{document}$, where *x* is a fresh variable of class *C*.For any two inheritance paths $\documentclass[12pt]{minimal}
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                \begin{document}$$p \, x \equiv q \, x$$\end{document}$, where *x* is a fresh variable of class *C*.

Before our work, if multiple inheritance paths existed between the same source and target class, only the oldest one was kept as a valid one in the inheritance graph in Coq, and all the others were reported as *ambiguous paths* and ignored. We improved this mechanism to report only paths that break the coherence conditions and also to minimize the number of reported ambiguous paths \[[@CR34], [@CR35]\]. The second condition ensures the modularity of reasoning with packed classes. For example, proving ![](501052_1_En_8_Figbv_HTML.gif){#d30e1940} requires using both ![](501052_1_En_8_Figbw_HTML.gif){#d30e1944} and ![](501052_1_En_8_Figbx_HTML.gif){#d30e1947} implicitly. If those ![](501052_1_En_8_Figby_HTML.gif){#d30e1950} instances are not definitionally equal, it will prevent us from proving the lemma by reporting type mismatch between ![](501052_1_En_8_Figbz_HTML.gif){#d30e1953} and ![](501052_1_En_8_Figca_HTML.gif){#d30e1956} .

Convertibility checking for inheritance paths consisting of implicit coercions as in Definition [3.2](#FPar2){ref-type="sec"} requires constructing a composition of functions for a given inheritance path. One can reduce any unification problem to this well-typed term construction problem, that in the higher-order case is undecidable \[[@CR19]\]. However, the inheritance paths that make the convertibility checking undecidable can never be applied as implicit coercions in type inference, because they do not respect the uniform inheritance condition.

Definition 3.5 {#FPar5}
--------------

**(Uniform inheritance condition** \[[@CR44]\] \[[@CR32], Sect. 3.2\]**).** An implicit coercion *f* between classes $\documentclass[12pt]{minimal}
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                \begin{document}$$C \rightarrowtail D$$\end{document}$ with *n* and *m* parameters, respectively, is uniform if and only if the type of *f* has the form$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \forall (x_1 : A_1) \dots (x_n : A_n) \, (x_{n + 1} : C \, x_1 \dots x_n), D \, u_1 \dots u_m. $$\end{document}$$

Remark 3.1 {#FPar6}
----------

Names that can be declared as implicit coercions are defined as constants that respect the uniform inheritance condition in \[[@CR32], Sect. 3.2\]. However, the actual implementation in the modern Coq system accepts almost any function as in Definition [3.2](#FPar2){ref-type="sec"} as a coercion.

Saïbi claimed that the uniform inheritance condition "ensures that any coercion can be applied to any object of its source class" \[[@CR32], Sect. 3.2\], but the actual condition ensures additional properties. The number and ordering of parameters of a uniform implicit coercion are the same as those of its source class; thus, convertibility checking of uniform implicit coercions $\documentclass[12pt]{minimal}
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                \begin{document}$$f, g : C \rightarrowtail D$$\end{document}$ does not require any special treatment such as permuting parameters of *f* and *g*. Moreover, function composition preserves this uniformity, that is, the following lemma holds.

Lemma 3.1 {#FPar7}
---------

For any uniform implicit coercions $\documentclass[12pt]{minimal}
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                \begin{document}$$f : C \rightarrowtail D$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$g : D \rightarrowtail E$$\end{document}$, the function composition of the inheritance path $\documentclass[12pt]{minimal}
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                \usepackage{amsbsy}
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                \begin{document}$$[f; g] : C \rightarrowtail E$$\end{document}$ is uniform.

Proof {#FPar8}
-----

Let us assume that *C*, *D*, and *E* are classes with *n*, *m*, and *k* parameters respectively, and *f* and *g* have the following types:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} f&: \forall (x_1 : T_1) \dots (x_n : T_n) \, (x_{n + 1} : C \, x_1 \dots x_n), D \, u_1 \dots u_m, \\ g&: \forall (y_1 : U_1) \dots (y_m : U_m) \, (y_{m + 1} : D \, y_1 \dots y_m), E \, v_1 \dots v_k. \end{aligned}$$\end{document}$$Then, the function composition of *f* and *g* can be defined and typed as follows: The terms $\documentclass[12pt]{minimal}
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                \begin{document}$$u_1, \dots , u_m$$\end{document}$ contain the free variables $\documentclass[12pt]{minimal}
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                \begin{document}$$x_1, \dots , x_{n + 1}$$\end{document}$ and we omitted substitutions for them by using the same names for the binders in the above definition. Nevertheless, $\documentclass[12pt]{minimal}
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                \begin{document}$$(g \circ f) : C \rightarrowtail E$$\end{document}$ respects the uniform inheritance condition.    $\documentclass[12pt]{minimal}
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                \begin{document}$$\square $$\end{document}$

In the above definition of the function composition $\documentclass[12pt]{minimal}
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                \begin{document}$$g \circ f$$\end{document}$ of implicit coercions, the types of $\documentclass[12pt]{minimal}
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                \begin{document}$$x_1, \dots , x_n, x_{n + 1}$$\end{document}$ and the parameters of *g* can be automatically inferred in Coq; thus, it can be abbreviated as follows:

For implicit coercions $\documentclass[12pt]{minimal}
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                \begin{document}$$f_1 : C_1 \rightarrowtail C_2, f_2 : C_2 \rightarrowtail C_3, \dots , f_n : C_n \rightarrowtail C_{n + 1}$$\end{document}$ that have $\documentclass[12pt]{minimal}
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                \begin{document}$$m_1, m_2, \dots , m_n$$\end{document}$ parameters respectively, the function composition of the inheritance path $\documentclass[12pt]{minimal}
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                \begin{document}$$[f_1; f_2; \dots ; f_n]$$\end{document}$ can be written as follows by repeatedly applying Lemma [3.1](#FPar7){ref-type="sec"} and the above abbreviation. If $\documentclass[12pt]{minimal}
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                \begin{document}$$f_1, \dots , f_n$$\end{document}$ are all uniform, the numbers of their parameters $\documentclass[12pt]{minimal}
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                \begin{document}$$m_1, \dots , m_n$$\end{document}$ are equal to the numbers of parameters of $\documentclass[12pt]{minimal}
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                \begin{document}$$C_1, \dots , C_n$$\end{document}$. Consequently, the type inference algorithm always produces the typed closed term of most general function composition of $\documentclass[12pt]{minimal}
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                \begin{document}$$f_1, \dots , f_n$$\end{document}$ from the above term. If not all of $\documentclass[12pt]{minimal}
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                \begin{document}$$f_1, \dots , f_n$$\end{document}$ are uniform, type inference may fail or produce an open term, but if this produces a typed closed term, it is the most general function composition of $\documentclass[12pt]{minimal}
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                \begin{document}$$f_1, \dots , f_n$$\end{document}$.

Our coherence checking mechanism constructs the function composition of $\documentclass[12pt]{minimal}
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                \begin{document}$$p : C \rightarrowtail C$$\end{document}$ and compares it with the identity function of class *C* to check the first condition, and also constructs the function compositions of $\documentclass[12pt]{minimal}
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                \begin{document}$$p, q : C \rightarrowtail D$$\end{document}$ and performs the conversion test for them to check the second condition.

Automated Structure Inference {#Sec4}
=============================

This section reviews how the automated structure inference mechanism \[[@CR26]\] works on our example and in general. The first example is $\documentclass[12pt]{minimal}
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                \begin{document}$$0 + 1$$\end{document}$, whose desugared form is ![](501052_1_En_8_Figce_HTML.gif){#d30e3014} , where holes ![](501052_1_En_8_Figcf_HTML.gif){#d30e3017} stand for implicit pieces of information to be inferred. The left- and right-hand sides of the top application can be type-checked without any use of canonical structures, as follows:

where $\documentclass[12pt]{minimal}
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                \begin{document}$$?_{\texttt {M}}$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$?_{\texttt {SR}}$$\end{document}$ represent unification variables. Type-checking the application requires solving a unification problem ![](501052_1_En_8_Figch_HTML.gif){#d30e3052} , which is not trivial and which Coq does not know how to solve without hints. By declaring ![](501052_1_En_8_Figci_HTML.gif){#d30e3058} as a canonical instance, Coq can become aware of that instantiating $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
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                \begin{document}$$?_{\texttt {M}}$$\end{document}$ with ![](501052_1_En_8_Figcj_HTML.gif){#d30e3078} is the canonical solution to this unification problem.

The ![](501052_1_En_8_Figcl_HTML.gif){#d30e3087} command takes a definition with a body of the form $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda x_1 \, \dots \, x_n,$$\end{document}$ $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
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                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
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                \begin{document}$$\{|p_1 := (f_1 \dots ); \dots ; p_m := (f_m \dots )|\}$$\end{document}$, and then synthesizes unification hints between the projections $\documentclass[12pt]{minimal}
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                \begin{document}$$p_1, \dots , p_m$$\end{document}$ and the head symbols $\documentclass[12pt]{minimal}
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                \begin{document}$$f_1, \dots , f_m$$\end{document}$, respectively, except for unnamed projections. Since ![](501052_1_En_8_Figcm_HTML.gif){#d30e3234} has the following body, the above ![](501052_1_En_8_Figcn_HTML.gif){#d30e3237} declaration synthesizes the unification hint between ![](501052_1_En_8_Figco_HTML.gif){#d30e3240} and ![](501052_1_En_8_Figcp_HTML.gif){#d30e3243} that we need:

In general, for any structures ![](501052_1_En_8_Figcr_HTML.gif){#d30e3252} and ![](501052_1_En_8_Figcs_HTML.gif){#d30e3255} such that ![](501052_1_En_8_Figct_HTML.gif){#d30e3258} inherits from ![](501052_1_En_8_Figcu_HTML.gif){#d30e3261} with an implicit coercion ![](501052_1_En_8_Figcv_HTML.gif){#d30e3264} , ![](501052_1_En_8_Figcw_HTML.gif){#d30e3268} should be declared as a canonical instance to allow Coq to solve unification problems of the form ![](501052_1_En_8_Figcx_HTML.gif){#d30e3274} by instantiating $\documentclass[12pt]{minimal}
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                \begin{document}$$?_{\texttt {A}}$$\end{document}$ with ![](501052_1_En_8_Figcy_HTML.gif){#d30e3290} .

The second example is $\documentclass[12pt]{minimal}
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                \begin{document}$$- 1$$\end{document}$, whose desugared form is ![](501052_1_En_8_Figcz_HTML.gif){#d30e3308} . The left- and right-hand sides of the top application can be type-checked as follows:

In order to type check the application, Coq has to unify ![](501052_1_En_8_Figdb_HTML.gif){#d30e3320} with ![](501052_1_En_8_Figdc_HTML.gif){#d30e3323} , which, again, is not trivial. Moreover, groups and semirings do not inherit from each other; therefore, this case is not an instance of the above criteria to define canonical instances. Nevertheless, this unification problem means that ![](501052_1_En_8_Figdd_HTML.gif){#d30e3326} and ![](501052_1_En_8_Figde_HTML.gif){#d30e3329} are the same, and they are equipped with both group and semiring axioms, that is, the ring structure. Thus, its canonical solution should be introducing a fresh unification variable ![](501052_1_En_8_Figdf_HTML.gif){#d30e3333} and instantiating $\documentclass[12pt]{minimal}
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                \begin{document}$$?_{\texttt {G}}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$?_{\texttt {SR}}$$\end{document}$ with ![](501052_1_En_8_Figdg_HTML.gif){#d30e3362} and ![](501052_1_En_8_Figdh_HTML.gif){#d30e3365} , respectively. Right after defining ![](501052_1_En_8_Figdi_HTML.gif){#d30e3368} , this unification hint can be defined as follows.

This definition is definitionally equal to ![](501052_1_En_8_Figdk_HTML.gif){#d30e3378} , but has a different head symbol, ![](501052_1_En_8_Figdl_HTML.gif){#d30e3381} instead of ![](501052_1_En_8_Figdm_HTML.gif){#d30e3384} , in its first field ![](501052_1_En_8_Figdn_HTML.gif){#d30e3387} . Thus, the unification hint we need between ![](501052_1_En_8_Figdo_HTML.gif){#d30e3390} and ![](501052_1_En_8_Figdp_HTML.gif){#d30e3394} can be synthesized by the following declarations.

This unification hint can also be defined conversely as follows. Whichever of those is acceptable, but at least one of them should be declared.

For any structures *A* and *B* that have common (non-strict) subclasses $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {C}$$\end{document}$, we say that $\documentclass[12pt]{minimal}
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                \begin{document}$$C \in \mathcal {C}$$\end{document}$ is a *join* of *A* and *B* if *C* does not inherit from any other structures in $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {C}$$\end{document}$. For example, if we add the structure of commutative rings to the hierarchy of Sect. [2](#Sec2){ref-type="sec"}, the commutative ring structure is a common subclass of the group and semiring structures, but is not a join of them because the commutative ring structure inherits from the ring structure which is another common subclass of them. In general, the join of any two structures must be unique, and we should declare a canonical instance to infer the join *C* as the canonical solution of unification problems of the form ![](501052_1_En_8_Figds_HTML.gif){#d30e3470} . For any structures *A* and *B* such that *B* inherits from *A*, *B* is the join of *A* and *B*; thus, the first criteria to define canonical instances is just an instance of the second criteria.Fig. 3.A minimal hierarchy that has ambiguous joins. Both structure ![](501052_1_En_8_Figdt_HTML.gif){#d30e3502} and ![](501052_1_En_8_Figdu_HTML.gif){#d30e3505} directly inherit from the structures ![](501052_1_En_8_Figdv_HTML.gif){#d30e3508} and ![](501052_1_En_8_Figdw_HTML.gif){#d30e3511} ; thus, ![](501052_1_En_8_Figdx_HTML.gif){#d30e3514} and ![](501052_1_En_8_Figdy_HTML.gif){#d30e3518} have two joins. Fig. 4.A hierachy that disambiguates the join of ![](501052_1_En_8_Figdz_HTML.gif){#d30e3531} and ![](501052_1_En_8_Figea_HTML.gif){#d30e3534} in Fig. [3](#Fig3){ref-type="fig"} by redefining ![](501052_1_En_8_Figeb_HTML.gif){#d30e3540} and ![](501052_1_En_8_Figec_HTML.gif){#d30e3543} to inherit from a new structure ![](501052_1_En_8_Figed_HTML.gif){#d30e3547} that inherits from ![](501052_1_En_8_Figee_HTML.gif){#d30e3550} and ![](501052_1_En_8_Figef_HTML.gif){#d30e3553} .

Figure [3](#Fig3){ref-type="fig"} shows a minimal hierarchy that has ambiguous joins. If we declare that ![](501052_1_En_8_Figeg_HTML.gif){#d30e3564} (resp.  ![](501052_1_En_8_Figeh_HTML.gif){#d30e3567} ) is the canonical join of ![](501052_1_En_8_Figei_HTML.gif){#d30e3570} and ![](501052_1_En_8_Figej_HTML.gif){#d30e3573} in this hierarchy, it will also be accidentally inferred for a user who wants to reason about ![](501052_1_En_8_Figek_HTML.gif){#d30e3577} (resp.  ![](501052_1_En_8_Figel_HTML.gif){#d30e3580} ). Since ![](501052_1_En_8_Figem_HTML.gif){#d30e3583} and ![](501052_1_En_8_Figen_HTML.gif){#d30e3586} do not inherit from each other, inferred ![](501052_1_En_8_Figeo_HTML.gif){#d30e3589} (resp.  ![](501052_1_En_8_Figep_HTML.gif){#d30e3592} ) can never be instantiated with ![](501052_1_En_8_Figeq_HTML.gif){#d30e3596} (resp.  ![](501052_1_En_8_Figer_HTML.gif){#d30e3599} ); therefore, we have to disambiguate it as in Fig. [4](#Fig4){ref-type="fig"}, so that the join of ![](501052_1_En_8_Figes_HTML.gif){#d30e3605} and ![](501052_1_En_8_Figet_HTML.gif){#d30e3608} can be specialized to both ![](501052_1_En_8_Figeu_HTML.gif){#d30e3611} and ![](501052_1_En_8_Figev_HTML.gif){#d30e3615} afterwards.

A Simplified Formal Model of Hierarchies {#Sec5}
========================================

In this section, we define a simplified formal model of hierarchies and show a metatheorem that ensures the predictability of structure inference. First, we define the model of hierarchies and inheritance relations.

Definition 5.1 {#FPar9}
--------------

**(Hierarchy and inheritance relations).** A hierarchy $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {H}$$\end{document}$ is a finite set of structures partially ordered by a non-strict inheritance relation $\documentclass[12pt]{minimal}
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                \begin{document}$$\leadsto ^*$$\end{document}$; that is, $\documentclass[12pt]{minimal}
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                \begin{document}$$\leadsto ^*$$\end{document}$ is reflexive, antisymmetric, and transitive. We denote the corresponding strict (irreflexive) inheritance relation by $\documentclass[12pt]{minimal}
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                \begin{document}$$\leadsto ^+$$\end{document}$. $\documentclass[12pt]{minimal}
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                \begin{document}$$A \leadsto ^* B$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$A \leadsto ^+ B$$\end{document}$ respectively mean that *B* non-strictly and strictly inherits from *A*.

Definition 5.2 {#FPar10}
--------------

**(Common subclasses).** The (non-strict) common subclasses of $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {C} := \{C \in \mathcal {H} \mid A \leadsto ^* C \wedge B \leadsto ^* C\}$$\end{document}$. The minimal common subclasses of *A* and *B* is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathrm {mcs}(A, B) := \mathcal {C} \setminus \{C \in \mathcal {H} \mid \exists C' \in \mathcal {C}, C' \leadsto ^+ C\}$$\end{document}$.

Definition 5.3 {#FPar11}
--------------

**(Well-formed hierarchy).** A hierarchy $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {H}$$\end{document}$ is said to be well-formed if the minimal common subclasses of any two structures are unique; that is, $\documentclass[12pt]{minimal}
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                \begin{document}$$|\mathrm {mcs}(A, B)| \le 1$$\end{document}$ for any $\documentclass[12pt]{minimal}
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                \begin{document}$$A, B \in \mathcal {H}$$\end{document}$.

Definition 5.4 {#FPar12}
--------------

**(Extended hierarchy).** An extended hierarchy $\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{\mathcal {H}} := \mathcal {H} \mathbin {\dot{\cup }} \{\top \}$$\end{document}$ is a hierarchy $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {H}$$\end{document}$ extended with $\documentclass[12pt]{minimal}
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                \begin{document}$$\top $$\end{document}$ which means a structure that strictly inherits from all the structures in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {H}$$\end{document}$; thus, the inheritance relation is extended as follows:

Definition 5.5 {#FPar13}
--------------

**(Join).** The join is a binary operator on an extended well-formed hierarchy $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\bar{\mathcal {H}}$$\end{document}$, defined as follows:

We encoded the above definitions on hierarchies in Coq by using the structure of partially ordered finite types ![](501052_1_En_8_Figey_HTML.gif){#d30e4041} of the mathcomp-finmap library \[[@CR12]\] and proved the following theorem.

Theorem 5.1 {#FPar14}
-----------

The join operator on an extended well-formed hierarchy is associative, commutative, and idempotent; that is, an extended well-formed hierarchy is a join-semilattice.

If the unification algorithm of Coq respects our model of hierarchies and joins during structure inference, Theorem [5.1](#FPar14){ref-type="sec"} implies that permuting, duplicating, and contracting unification problems do not change the result of inference; thus, it states the predictability of structure inference at a very abstract level.

Validating Well-Formedness of Hierarchies {#Sec6}
=========================================

This section presents a well-formedness checking algorithm that can also generate the exhaustive set of assertions for joins. We implemented this checking mechanism as a tool hierarchy.ml written in OCaml, which is available as a MathComp developer utility \[[@CR45], /etc/utils/hierarchy.ml\]. Our checking tool outputs the assertions as a Coq proof script which can detect missing and misimplemented unification hints for joins.

Since a hierarchy must be a finite set of structures (Definition [5.1](#FPar9){ref-type="sec"}), Definitions [5.2](#FPar10){ref-type="sec"}, [5.5](#FPar13){ref-type="sec"}, and [5.3](#FPar11){ref-type="sec"} give us computable (yet inefficient) descriptions of joins and the well-formedness; in other words, for a given hierarchy $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {H}$$\end{document}$ and any two structures ![](501052_1_En_8_Figez_HTML.gif){#d30e4112} , one may enumerate their minimal common subclasses. Algorithm 1 is the checking algorithm we present, that takes in input an inheritance relation in the form of an indexed family of strict subclasses $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\texttt {subof}(A) := \{B \in \mathcal {H} \mid A \leadsto ^+ B\}$$\end{document}$. The join function in this algorithm takes two structures as arguments, checks the uniqueness of their join, and then returns the join if it uniquely exists. In this function, the enumeration of minimal common subclasses is done by constructing the set of common subclasses $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {C}$$\end{document}$, and filtering out $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\texttt {subof}(C)$$\end{document}$ from $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {C}$$\end{document}$ for every $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C \in \mathcal {C}$$\end{document}$. In this filtering process, which is written as a **foreach** statement, we can skip elements already filtered out and do not need to care about ordering of picking up elements, thanks to transitivity.

The hierarchy.ml utility extracts the inheritance relation from a Coq library by interacting with coqtop, and then executes Algorithm 1 to check the well-formedness and to generate assertions. The assertions generated from our running example are shown below.

An assertion ![](501052_1_En_8_Figfb_HTML.gif){#d30e4235} asserts that the join of ![](501052_1_En_8_Figfc_HTML.gif){#d30e4238} and ![](501052_1_En_8_Figfd_HTML.gif){#d30e4241} is ![](501052_1_En_8_Figfe_HTML.gif){#d30e4244} , and ![](501052_1_En_8_Figff_HTML.gif){#d30e4247} is implemented as a tactic that fails if the assertion is false. For instance, if we do not declare ![](501052_1_En_8_Figfg_HTML.gif){#d30e4251} as a canonical instance, the assertion of line 9 fails and reports the following error.

One may declare incorrect canonical instances that overwrite an existing join. For example, the join of groups and monoids must be groups; however, defining the following canonical instance in the ![](501052_1_En_8_Figfj_HTML.gif){#d30e4264} section overwrites this join.

By declaring ![](501052_1_En_8_Figfl_HTML.gif){#d30e4273} as a canonical instance, the join of ![](501052_1_En_8_Figfm_HTML.gif){#d30e4276} and ![](501052_1_En_8_Figfn_HTML.gif){#d30e4279} is still ![](501052_1_En_8_Figfo_HTML.gif){#d30e4282} , but the join of ![](501052_1_En_8_Figfp_HTML.gif){#d30e4285} and ![](501052_1_En_8_Figfq_HTML.gif){#d30e4289} becomes ![](501052_1_En_8_Figfr_HTML.gif){#d30e4292} , because of asymmetry of the unification mechanism. The assertion of line 1 fails and reports the following error.

Evaluation {#Sec7}
==========

This section reports the results of applying our tools to the MathComp library 1.7.0 and on recent development efforts to extend the hierarchy in MathComp using our tools. MathComp 1.7.0 provides the structures depicted in Fig. [1](#Fig1){ref-type="fig"}, except ![](501052_1_En_8_Figft_HTML.gif){#d30e4316} and ![](501052_1_En_8_Figfu_HTML.gif){#d30e4320} , and lacked a few of the edges; thus, its hierarchy is quite large. Our coherence checking mechanism found 11 inconvertible multiple inheritance paths in the ssralg library. Fortunately, those paths concern proof terms and are intended to be irrelevant; hence, we can ensure no implicit coercion breaks the modularity of reasoning. Our well-formedness checking tool discovered 7 ambiguous joins, 8 missing unification hints, and one overwritten join due to an incorrect declaration of a canonical instance. These inheritance bugs were found and fixed with the help of our tools; thus, similar issues cannot be found in the later versions of MathComp.

The first issue was that inheritance from the ![](501052_1_En_8_Figfv_HTML.gif){#d30e4331} structures ( ![](501052_1_En_8_Figfw_HTML.gif){#d30e4334} and its subclasses with the prefix ![](501052_1_En_8_Figfx_HTML.gif){#d30e4337} ) to the ![](501052_1_En_8_Figfy_HTML.gif){#d30e4340} structures ( ![](501052_1_En_8_Figfz_HTML.gif){#d30e4343} and its subclasses) was not implemented, and consequently it introduced 7 ambiguous joins. For instance, ![](501052_1_En_8_Figga_HTML.gif){#d30e4347} did not inherit from ![](501052_1_En_8_Figgb_HTML.gif){#d30e4350} as it should; consequently, they became ambiguous joins of ![](501052_1_En_8_Figgc_HTML.gif){#d30e4353} and ![](501052_1_En_8_Figgd_HTML.gif){#d30e4356} . 6 out of 8 missing unification hints should infer ![](501052_1_En_8_Figge_HTML.gif){#d30e4359} or ![](501052_1_En_8_Figgf_HTML.gif){#d30e4362} structures. The other 2 unification hints are in numeric field ( ![](501052_1_En_8_Figgg_HTML.gif){#d30e4366} and ![](501052_1_En_8_Figgh_HTML.gif){#d30e4369} ) structures. Fixing the issue of missing inheritance from ![](501052_1_En_8_Figgi_HTML.gif){#d30e4372} to ![](501052_1_En_8_Figgj_HTML.gif){#d30e4375} was a difficult task without tool support. The missing inheritance itself was a known issue from before our tooling work, but the sub-hierarchy consisting of the ![](501052_1_En_8_Figgk_HTML.gif){#d30e4378} , ![](501052_1_En_8_Figgl_HTML.gif){#d30e4381} , and ![](501052_1_En_8_Figgm_HTML.gif){#d30e4385} structures in Fig. [1](#Fig1){ref-type="fig"} is quite dense; as a result, it prevents the library developers from enumerating joins correctly without automation \[[@CR38]\].

The second issue was that the following canonical ![](501052_1_En_8_Figgn_HTML.gif){#d30e4396} instance for ![](501052_1_En_8_Figgo_HTML.gif){#d30e4399} overwrote the join of ![](501052_1_En_8_Figgp_HTML.gif){#d30e4402} and ![](501052_1_En_8_Figgq_HTML.gif){#d30e4405} , which should be ![](501052_1_En_8_Figgr_HTML.gif){#d30e4408} .

In this declaration, ![](501052_1_En_8_Figgt_HTML.gif){#d30e4418} is a packager \[[@CR26], Sect. 7\] that takes a type ![](501052_1_En_8_Figgu_HTML.gif){#d30e4424} and a ![](501052_1_En_8_Figgv_HTML.gif){#d30e4427} mixin of ![](501052_1_En_8_Figgw_HTML.gif){#d30e4430} as its arguments and construct a ![](501052_1_En_8_Figgx_HTML.gif){#d30e4434} instance from the given mixin and the canonical ![](501052_1_En_8_Figgy_HTML.gif){#d30e4437} instance for ![](501052_1_En_8_Figgz_HTML.gif){#d30e4440} . However, if one omits its first argument ![](501052_1_En_8_Figha_HTML.gif){#d30e4443} with a placeholder as in the above, the packager may behave unpredictably as a unification hint. In the above case, the placeholder was instantiated with ![](501052_1_En_8_Fighb_HTML.gif){#d30e4446} by type inference; as a result, it incorrectly overwrote the join of ![](501052_1_En_8_Fighc_HTML.gif){#d30e4449} and ![](501052_1_En_8_Fighd_HTML.gif){#d30e4453} .

Our tools can also help finding inheritance bugs when extending the hierarchy of MathComp, improve the development process by reducing the reviewing and maintenance burden, and allow developers and contributors to focus better on mathematical contents and other design issues. For instance, Hivert \[[@CR24]\] added new structures of commutative algebras and redefined the field extension and splitting field structures to inherit from them. In this extension process, he fixed some inheritance issues with help from us and our tools; at the same time, we made sure there is no inheritance bug without reviewing the whole boilerplate code of structures. We ported the order sub-library of the mathcomp-finmap library \[[@CR12]\] to MathComp, redefined numeric domain structures \[[@CR10], Chap. 4\] \[[@CR11], Sect. 3.1\] to inherit from ordered types, and factored out the notion of norms and absolute values as normed Abelian groups \[[@CR1], Sect. 4.2\] with the help of our tools \[[@CR13], [@CR36]\]. This modification resulted in approximately 10,000 lines of changes; thus, reducing the reviewing burden was an even more critical issue. This work is motivated by an improvement of the MathComp Analysis library \[[@CR3]\] \[[@CR30], Part II\], which extends the hierarchy of MathComp with some algebraic and topological structures \[[@CR1], Sect. 4\] \[[@CR30], Chap. 5\] and is another application of our tools.

Conclusion and Related Work {#Sec8}
===========================

This paper has provided a thorough analysis of the packed classes methodology, introduced two invariants that ensure the modularity of reasoning and the predictability of structure inference, and presented systematic ways to check those invariants. We implemented our invariant checking mechanisms as a part of the Coq system and a tool bundled with MathComp. With the help of these tools, many inheritance bugs in MathComp have been found and fixed. The MathComp development process has also been improved significantly.

Coq had no coherence checking mechanism before our work. Saïbi \[[@CR32], Sect. 7\] claimed that the coherence property "is too restrictive in practice" and "it is better to replace conversion by Leibniz equality to compare path coercions because Leibniz equality is a bigger relation than conversion". However, most proof assistants based on dependent type theories including Coq still rely heavily on conversion, particularly in their type checking/inference mechanisms. Coherence should not be relaxed with Leibniz equality; otherwise, the type mismatch problems described in Sect. [3](#Sec3){ref-type="sec"} will occur. With our coherence checking mechanism, users can still declare inconvertible multiple inheritance at their own risk and responsibility, because ambiguous paths messages are implemented as warnings rather than errors. The Lean system has an implicit coercion mechanism based on type class resolution, that allows users to define and use non-uniform implicit coercions; thus, coherence checking can be more difficult. Actually, Lean has no coherence checking mechanism; thus, users get more flexibility with this approach but need to be careful about being coherent.

There are three kinds of approaches to defining mathematical structures in dependent type theories: *unbundled*, *semi-bundled*, and *bundled* approaches \[[@CR46], Sect. 4.1.1\]. The unbundled approach uses an interface that is parameterized by carriers and operators, and gathers axioms as its fields, e.g., \[[@CR41]\]; in contrast, the semi-bundled approach bundles operators together with axioms as in ![](501052_1_En_8_Fighe_HTML.gif){#d30e4565} records, but still places carriers as parameters, e.g., \[[@CR46]\]. The bundled approach uses an interface that bundles carriers together with operators and axioms, e.g., packed classes and telescopes \[[@CR26], Sect. 2.3\] \[[@CR9], [@CR18], [@CR29]\]. The above difference between definitions of interfaces, in particular, whether carriers are bundled or not, leads to the use of different instance resolution and inference mechanisms: type classes \[[@CR22], [@CR40]\] for the unbundled and semi-bundled approaches, and canonical structures or other unification hint mechanisms for the bundled approach. Researchers have observed unpredictable behaviors \[[@CR23]\] and efficiency issues \[[@CR46], Sect. 4.3\] \[[@CR41], Sect. 11\] in inference with type classes; in contrast, structure inference with packed classes is predictable, and Theorem [5.1](#FPar14){ref-type="sec"} states this predictability more formally, except for concrete instance resolution. The resolution of canonical structures is carried out by consulting a table of unification hints indexed by pairs of two head symbols and optionally with its recursive application and backtracking \[[@CR21], Sect. 2.3\]. The packed classes methodology is designed to use this recursive resolution not for structure inference \[[@CR17], Sect. 2.3\] but only for parametric instances \[[@CR26], Sect. 4\] such as lists and products, and not to use backtracking. Thus, there is no efficiency issue in structure inference, except that nested class records and chains of their projections exponentially slow down the conversion which flat variant of packed classes \[[@CR14], Sect. 4\] can mitigate. In the unbundled and semi-bundled approaches, a carrier may be associated with multiple classes; thus, inference of join and our work on structure inference (Sect. [4](#Sec4){ref-type="sec"}, [5](#Sec5){ref-type="sec"}, and [6](#Sec6){ref-type="sec"}) are problems specific to the bundled approach. A detailed comparison of type classes and packed classes has also been provided in \[[@CR1]\]. There are a few mechanisms to extend the unification engines of proof assistants other than canonical structures that can implement structure inference for packed classes: unification hints \[[@CR4]\] and coercions pullback \[[@CR31]\]. For any of those cases, our invariants are fundamental properties to implement packed classes and structure inference, but the invariant checking we propose has not been made yet at all.

Packed classes require the systematic use of records, implicit coercions, and canonical structures. This leads us to automated generation of structures from their higher-level descriptions \[[@CR14]\], which is work in progress.

One may also define a new structure that inherits from multiple existing classes and has an extra mixin, e.g., by defining commutative rings instead of rings in this example, and left algebras as ![](501052_1_En_8_Figbm_HTML.gif){#d30e1178} in MathComp.

In fact, the target classes can also be functions ( ![](501052_1_En_8_Figbt_HTML.gif){#d30e1464} ) and sorts ( ![](501052_1_En_8_Figbu_HTML.gif){#d30e1467} ); that is to say, a function returning functions, types, or propositions can be declared as an implicit coercion. In this paper, we omit these cases to simplify the presentation, but our discussion can be generalized to these cases.
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