ABSTRACT Epilepsy is one of the most common neurological disorders, which manifests as unprovoked seizures. The prevalence of epilepsy is higher in developing countries, where medical facilities are illequipped and under-staffed. Mobile EEG devices promise a new dawn for long-term ambulatory EEG monitoring, which has a potential to revolutionize health care for neurological disorders especially epilepsy. Increasing the outreach to underserved communities and continuous monitoring of patients will yield vast amount of data. This requires the development of a method that can mark regions of interest, to aid in the evaluation of the EEG trial by the experts. Such an experimental setting calls for an unsupervised method, which can detect seizure regions with high accuracy. This paper focuses on the development of a seizure detection method with the above-stated characteristics. Group invariant scattering, a novel data representation technique, has been used for feature extraction. Tested on CHB-MIT data set, the proposed methodology outperforms the current state-of-the-art approaches under similar testing conditions, by successfully detecting 180 out of 197 seizures.
I. INTRODUCTION
Epilepsy is a common neurological disorder affecting 50 out of every 100, 000 people each year in the developed countries, whereas the number increases to 500 − 1000 in the developing countries [1] . Epilepsy manifests itself most commonly as localized or generalized seizures whose initiation times are difficult to predict. This limits the capability of the short-term diagnostic tests (15 − 30 minutes) using the scalp EEG for identifying the seizures and their pronounced activity regions. The diagnostic yield of the EEG is dependent on several factors including temporal separation between the occurrence of epileptic event and the EEG trial [2] , [3] . The yield of the clinical EEG trials can be increased by employing external stimulus to evoke epileptic activity. Recent studies have shown that extended EEG trials and continuous monitoring can significantly increase the diagnostic yield of scalp EEG [4] , [5] . This has shifted the focus to the development of mobile EEG units with long term monitoring capabilities which do not obstruct the normal routine of the patients [6] . While, long-term monitoring enhances the diagnostic capability, it also brings in large amount of data to be analyzed. This necessitates development of automated seizure prediction and detection algorithms to reduce manual intervention time and inter-observer variability.
Electrical activity of the brain varies vastly across patients due to numerous physiological factors with the implication that most of the EEG data analysis algorithms are patientspecific [7] . Most of the work in seizure detection has focused on supervised learning [8] , [9] This requires availability of hand-crafted labeled data for all patients, a challenging task for clinical applications due to the time and resource constraints. This patient specific supervised approach gives good results for repeat patients, but performs poorly for new patients which were unknown to the classifier during training phase. An alternate approach to avoid this cumbersome manual data labeling is to use unsupervised classification framework for seizure detection as demonstrated in [10] - [12] . Since the occurrence of the seizure is a rare event, the data is imbalanced. Hence, an effective approach is to treat the seizure as an anomalous event, significantly different in characteristics than the normal brain activity. Seizure has previously been considered as an anomaly in a semi-supervised setting [10] , which reports an F-1 score of 0.55 with a training time of the order of days to more than one week. In that work, the authors have used a deep belief network with four layers and three stages of training. The first two training stages use layer wise and back propagation training using unlabeled data, respectively, whereas the third step requires labeled data for fine tuning. This long training time restricts the practicality of the approach proposed in [10] .
In an unsupervised epilepsy detection system, there is a need to find more complex features that would allow better distinction between the epileptic and non-epileptic events. Recently, a lot of effort has focused on using deep convolutional neural networks (CNNs), that allow learning complex features from input data [13] - [15] . These networks perform efficiently, but require significant amount of labeled training data due to a large number of parameters to be learned. Inspired by the CNNs, Mallat proposed group invariant scattering, which uses multi-layered network involving fixed wavelet kernel based scattering transform. In [16] , the author has discussed classification problems in a novel perspective, and has shown that the layered structure of the scattering transform retains the information typically lost by the wavelet transform.
In this paper, we demonstrate the use of scattering transform in an unsupervised, anomaly sensing based seizure detection algorithm. Unsupervised methods require a representation of the data which effectively separates different classes. Scattering transform provides such a representation. The resulting feature space is analyzed for anomalous samples. An unsupervised multichannel anomaly detector combines outcomes from individual channels into a single final decision. The proposed algorithm is amenable to a resource efficient hardware implementation for realtime seizure detection. The results of the proposed methodology are shown to be better than other unsupervised seizure detection algorithms [11] , [12] . This paper also provides an introductory framework based on scattering transform, which can applied for miscellaneous applications such as medical imaging, electro-physiological signal analysis, etc.
The rest of the paper is organized as follows. Group invariant scattering transform is explained in Section II. Section III details the experimental setup and the multichannel analysis algorithm used for seizure detection. Section IV describes the results of the experiment followed by conclusions and future directions in Section V.
II. GROUP INVARIANT SCATTERING
This section introduces Mallat's novel perspective on classification problems. The traditional signal processing transforms (Fourier and Wavelet) are analyzed in this perspective pointing out their weakness as an effective representation. Scattering transform is built upon this analysis, by filling in the gaps left by the classical transforms. The basic idea of scattering transform is explained, linking it to the deep convolutional networks and wavelet transforms.
A. CLASSIFICATION: A NOVEL PERSPECTIVE
Classification is an age old problem in machine learning and data analysis. The aim is to group observations into sets of similar objects, based on features calculated from the data at hand. Mallat discusses this problem in a somewhat novel setting of group theory [16] . The conventional view of classification problem focuses on reducing the intra-class variability while simultaneously increasing the inter-class variability. The group theoretic approach assumes that objects within a class can be continuously deformed into one another. A classical example is that of the letter 'c' in hand writing samples acquired from different people. Different versions of the same letter can be seen as results of a continuous deformation. However, there is a limit on the magnitude of the deformation that allows the object to belong to the original class, e.g., letter 'c' can be continuously deformed into 'e'.
For a classification algorithm to be applicable to real world scenarios it must cater for the intra-class variance represented by deformations, say d. This requires that the features space must be the same for an object, x, and its deformed version d(x). The magnitude of deformation, d , must be such that it does not change the class of the object, i.e., deform 'c' to 'e'. This brings the concept of an invariant into play. Invariant is a mathematical quantity or a function which does not change its value under the action of a transformation. Thus an ideal feature extracting function, ω, has the following property:
where d is a deformation, with a bounded magnitude to prevent it from mapping an object form one class to an object of the other class. Moreover, ω • d, is the composition of the deformation and the feature extracting function.
B. INVARIANCE TO DEFORMATIONS IN 1-D SIGNALS
This paper considers the analysis of EEG signals, thus the discussion is restricted to 1-D signals. The concept can be generalized to infinite dimensions [16] . In case of 1-D signals (suppose x(u)), it is easy to see that only deformations possible can be represented as generalized translations,
,with respect to the independent variable, u. This section is devoted to analyzing translation invariance property of Fourier and the Discrete Wavelet Transforms (DWT). This discussion will lead to the formulation of the scattering transform.
1) FOURIER TRANSFORM
Fourier transform is one of the oldest and most well known techniques in signal processing. This transform method represents signals as a summation of complex exponentials, k c k e iwt . It is evident from the properties of the Fourier transform, that translation causes a phase shift in the transform domain. Thus, the magnitude of the Fourier transform remains invariant to translations, |F(x(t ± t 0 ))| = |e ±jwt 0 X (w)| = |X (w)|. The generalized translations are first approximated in a small neighborhood, by using Taylor expansion:
Generalized translations can be expressed in form of scaling γ , and shifting β, x(γ u + β), where γ = 1 + d (u) and
. Using the Fourier transform properties:
Note that γ depends on d (u), which is a measure of the size of deformation. It is evident that for high frequency values ω, even small values of γ can cause huge deviations leading to instabilities. This instability at high frequencies, renders Fourier transform ineffective as a feature extractor for classification problems.
2) DISCRETE WAVELET TRANSFORM
DWT is an extension of the Fourier transform, which is capable of extracting multiscale features and handles the high frequency instabilities gracefully. The DWT with decomposition level L, partitions the frequency plane, The generalized translations can be represented as simultaneous shifting and scaling. In contrast to the Fourier transform which was unstable to scaling, the wavelet transform is stable to scaling. As a scaled version of the same signal will be captured by a scaled version of the wavelet that captured the original signal, only changing the scale number of the resulting coefficient. The DWT is not translation invariant due to critical sub sampling used to reduce the amount of coefficients produced and induce computational efficiency. Thus, the wavelet transform yields stability to deformations but are invariant to translations and hence are not a suitable feature extractor as per the criterion set by Eq. (1).
C. SCATTERING TRANSFORM
Stability to scaling, multiscale nature and high computational efficiency are the desirable properties of the DWT for feature extraction. Introduction of translation invariance requires the wavelet function to be complex. Mean is the only linear operator which is translation invariant, but the mean of an oscillatory signal can be zero. To prevent information loss the modulus operator, |.| is used. This eliminates the phase and calculates the envelop of the signal. Taking the mean after eliminating the phase yields an invariant.
Following this procedure for a signal, z(t), the wavelet transform is computed first followed by the modulus and the averaging:
yielding the 1st layer of scattering transform. Since the scaling function φ(t) of the wavelet is a low pass filter, hence can be interpreted as an averaging operation. The index j 1 is an integer that represents the scale of the wavelet and satisfies, j 1 ∈ [0, λ 1 ], and * represents convolution. Averaging being a low pass filtering operation results in a loss of high pass information, which can be captured by the wavelets. This results in the formulation of the next layer:
where the index j 2 is the scale of the wavelets performed at the second layer, and follows the same conditions as the index j 1 with a maximum value of λ 2 . This process can be generalized for mth layer:
Scattering transform at the 0-th layer is defined as a low pass filtered version of the original signal, i.e., S 0 z (t) = z(t) * φ(t). When combined, Eq. (4), (5) and (6) The structure of the scattering transform as proposed in Fig. 1 , is similar to the deep convolutional networks, which pool the features in a small neighborhood using a nonlinear averaging measure. The difference is that instead of using training data to learn the filters, scattering transform uses the wavelets. This eliminates dependence on training data. The choice of wavelets is justified by its similarity to the audio-visual processing in the human physiology, [17] , [18] . Wavelets have been successfully applied to signal processing [19] and pattern recognition [20] , [21] . Scattering transform is a very powerful feature extractor, which has found numerous applications in diverse fields. These include phoneme classification [22] , music genere classification [23] , texture classification [24] , characterization of stochastic [25] and intermittent processes [26] . 
III. PROPOSED METHODOLOGY
In this section a seizure detection algorithm is proposed and discussed in detail. The algorithm is based on unsupervised anomaly detection and consists of multiple stages. The first stage assigns labels to the channels individually, while the second stage combines these, to obtain an aggregate decision. The various components of the methodology are depicted in Fig. 2 .
A. DATA SET
Open access databases featuring multichannel scalp EEG are scarce. CHB-MIT [8] , composed of 24 subjects, is one of the most extensive databases. The 24th subject was added to the database after its compilation and the information regarding its gender and age are not available. The remaining 23 subjects are 22 individual patients with the subject 1 and 21 being the same patient. The later being acquired 1.5 years after the former. Of the 22 patients, 5 were male with ages in the range of 3 − 22 years. The remaining 17 patients were female with ages in the range of 1.5 − 19 years.
The data is sampled at 256 samples per second and quantized with a 16 bit analog to digital converter. Each case contains continuous recordings of the patients except for when the hardware limitations caused data loss, mostly a few seconds, in between records. Over all 140 records contain 197 seizures.
As the objective of the current study is to ascertain the feasibility of unsupervised anomaly detection as a method for seizure detection, only the records containing seizure were used as a proof of concept. Subject 12 contains greatest number of seizures amounting to 40 and the subjects 2, 11, 17, 19 and 22 contain 3 seizures each, which is the smallest number of seizures per subject in the data base. The seizures range from 6 − 752s in length with the 752s seizure being an outlier, as the next longest seizure is 264s long. The average seizure duration excluding the outlier is 55.15 seconds while including the outlier changes to 58.69 seconds. Table 1 , is a summary of the patient demographics and seizure statistics of the data.
B. PARAMETER SELECTION FOR GROUP INVARIANT SCATTERING
Group invariant scattering has four parameters namely, the choice of wavelet basis function ψ(t), size of averaging window T w , number of scattering layers m and the Q factor for the wavelets designed at each layer. Thus a more descriptive notation for the scattering transform of a signal z(t) would be S{z(t)|ψ, T w , m, Q} which yields the scattering representation defined in Eq (6) . For the ease of representation, the scattering operator is denoted as S(.) omitting the parameter values. The choice of the values for each of these parameters will be discussed in the following.
1) CHOICE OF WAVELETS
Invariance under deformations is the key feature of a good data representation. As discussed in the last section, for 1-D signals all the possible deformations can be represented in the form of generalized translation. Group invariant scattering must be invariant to generalized translation. The classical discrete wavelet transform is not translation invariant, a weakness which is successfully addressed by the complex wavelet transform [27] . Complex wavelet transform introduces this translation invariance at a cost of increased redundancy and computational power.
The experiments detailed in this paper, were performed for two different types of wavelets, b-Spline and Morlet (Gabor) wavelets. The results were almost similar for both the cases. We choose to present the results for Morlet (Gabor) wavelets, as they have a simple mathematical representation. It is a complex exponential localized by a Gaussian window:
Here c σ is the normalization constant and the κ σ is defined by the admissibility criterion. Research has shown that this wavelet is closely related to the human visual cortex [17] and the auditory system [18] . It is also important to state that the result of the scattering transform is invariant to the choice of wavelets as long as the wavelet is complex [25] .
2) SIZE OF AVERAGING WINDOW
The proposed algorithm was repeated for multiple window sizes, 32, 64, 128, 256, 512 and 1024 samples. It was observed that the window size 512 was optimal for most of the patients. Some of the window sizes were the best for one or two patients. The averaging window of 1024 samples was a close competitor to the 512 samples window.In this paper the size of the averaging window was taken to be 512 samples with a 50% overlap. Apart from being optimal, this choice is convenient as it yields a feature vector per second making it easy to compare with ground truth for validation purposes. Combining labels to obtain decisions for a 1 second epoch would result in confusion. Thus, it is appropriate and convenient to select the window size such as to yield a decision for the 1 second epoch size.
3) CHOICE OF NUMBER OF LAYERS
The method proposed in this paper was applied using scattering transform with different number of layers, m = 1, 2 and 3. It was observed that adding the layer m = 3 does not contribute to the classification results. Thus, optimal results were obtained for m = 2. Group invariant scattering gets it's name from the fact that it scatters the energy contained in the original signal into coefficients at different layers. The choice of the number of layers is dictated by the fact that adequate amount of energy is required in a layer for a meaningful subsequent layer. Moreover, it has been shown that group invariant transform at layer 2 can differentiate between stochastic processes that have identical first and second moments [28] . Layer 2 scattering coefficients have proven to be adequate for diverse applications including audio classification [23] and intracranial EEG signal processing [29] .
Many studies treat the EEG signals as realizations of stochastic processes [30] , [31] . Keeping this in mind, a two layer scattering transform to compute effective representation of EEG signal is sufficient. Moreover it must be noted that the first layer builds an invariant by averaging the wavelet features in a neighborhood. This low pass filtering results in information loss which is compensated by using wavelets to capture the high frequency information in the second layer.
4) CHOICE OF Q FACTOR FOR EACH LAYER
Group invariant scattering builds a constant Q filter bank which is very commonly used in audio signal processing [32] . Q factor is the ratio of center frequency to the bandwidth of the filter. In the constant-Q filter bank all the component filters have identical Q factor. The choice of this Q factor is derived by the prior knowledge of the spectral content of the signal under analysis. Larger the Q, the smaller the bandwidth, and finer the spectral resolution of the filter. The Q factors for all the m layers are represented as a vector
In the current paper the choice of the Q factor is same as the one proposed for audio and speech processing by Andén and Mallat [23] . This corresponds to q = [8, 1] . In this paper, following Shoeb and Guttag [8] , seizure has been defined as redistribution of spectral energy. Thus the higher spectral resolution provided by q 1 = 8 at the first layer can be helpful. Moreover, several speech processing related techniques have proven to be useful in detection of seizures in neonates [33] .
Moreover, we repeated the methoology detailed in this paper for different choices of q. The different choices employed were [8, 1] , [16, 1] , [8, 8] , and [16, 8] . We observed that the results for the different choices of q, were almost identical. The effect of increasing the value of q m is to increase the number of scattering coefficients and hence the dimensionality of the feature space. The increase in the value of q m for m > 1 has an exponential effect on the dimensionality. As, the increase of the value of q does not add to the discriminative ability of the feature space, it is advisable to keep it as small as possible. This reduces the computational cost of the setup.
C. UNSUPERVISED ANOMALY DETECTION
Group invariant scattering is applied separately to each channel of the acquired EEG signal. Let us assume, that this sample EEG, z(t) lies in a Hilbert space H k , where k is the number of samples in the signal. The signal z(t), is mapped to the transform domain (S) by the application of the scattering operator (S(.)). The dimensionality of the transform domain depends on the values of T w , m and Q. For the values T w = 512 samples,m = 2 and q = [8, 1] the dimensionality of scattering domain S is :
where 165 is the total number of scattering coefficients for all the m layers. 2k/T w , represents the number of 1s epochs in z(t), where the factor 2 arises due to the 50% overlap. The crucial task is to devise a method for classification of seizure and non-seizure epochs in this domain. As it is theorized, that group invariant scattering does not cater for multichannel signals inherently. This calls for a post processing stage to make an aggregate decision. This will be discussed in detail in Section III-D. The current section is devoted to the discussion regarding unsupervised anomaly detection mechanism.
At first we decide whether an epoch of the given channel is an anomaly or represents normal behavior. Anomaly detection is a rich field of study focusing on detecting the abnormality in data [34] . The prevalent methods assume a model that best represents the underlying characteristics of the normal functioning of the system under analysis. The incoming data is then processed to determine dissimilarity from this model. This dissimilarity is used as the basis for declaring a point as an anomaly. The selection of a model for the normal EEG is a crucial step in anomaly detection. The focus of the current study is the development of an unsupervised anomaly detector. This venture is based on the assumption, that the seizure has a spectral signature, significantly different than the normal EEG. This leads to the hypothesis that a statistic capturing the information of the scattering coefficients (lying in the domain S) will be adequate for the task at hand.
The scattering coefficients are represented as a matrix S = [s 1 , s 2 , . . . , s n ], where n = 2k T w . Thus, each column s i , represents the scattering coefficients of a 1s epoch of EEG data. Scattering coefficients have varying ranges, which can introduce a bias among the statistics. To remove this bias, the scattering coefficients are standardized aŝ
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Eq. (10) defines the re-referenced scattering coefficients, which are then used for anomaly detection. Dissimilarity value for each epoch is defined as
and is represented as a vector
Once each epoch has been assigned a dissimilarity value the decision regarding it being an anomaly or a normal observation is based on thresholding. In any detection task, the balance between the number of true detections and false detections is very crucial and this balance drives the choice for the value of the threshold. This choice is easily made by selecting optimum thresholds from the ROC curve of the detector for the supervised case but in an unsupervised setting this choice is not straight forward. A possible choice is to fit a distribution to the dissimilarity measure and decide the threshold based on the area in the tail of the respective distribution. It is observed during the course of this experiment that the seizure and the various artifacts are less frequent. Thus, the distributions are left skewed with fewer occurrences of values greater than the mean. In the data under analysis (across all EEG recordings) only 27.98% of the dissimilarity values on an average (with a σ d = 0.0669) were observed to be greater than the mean dissimilarity value µ d . This study considers the variations in results as a function of the threshold value of the seizure detector. A lower bound was imposed on the value of the threshold to control the number of false detections. This lower bound was selected to be the mean of the dissimilarity value. For parametric analysis of the detection algorithm, the general form of the threshold ν is formulated as
where α is selected as a positive real number. The algorithm is evaluated for different values of α. A detailed analysis is presented in Section IV. It must, however be noted that the choice of threshold dictates a balance between true and false detections. The smaller the threshold, the greater the number of true and false detections, and vice versa. The thresholding
on the dissimilarity vector d yields a binary label vector L = [l 1 , l 2 , . . . , l n ], where n = 2k/T w . After the initial channel wise decisions have been made, the most crucial step is to aggregate the decisions of the multiple anomaly detectors into a combined decision that can be quantized to obtain a binary decision for each 1s epoch. This sensor fusion problem is particularly challenging in the setting of unsupervised anomaly detection in scalp EEG. This problem is addressed in the following section.
D. DECISION AGGREGATION ACROSS MULTIPLE CHANNELS
The primary function of this stage is information fusion from multiple seizure detectors on different channels to reach an aggregated decision which maximizes the number of seizures detected and minimizes the false positives. After thresholding, there is a label vector L for each channel. All the events smaller in duration than 6s are marked as non-seizure regions, an assumption also considered by Shoeb and Guttag [8] . Subsequently, the label vector L is convolved with a moving average filter of length 6s, which merges nearby isolated anomalies. This filtering also diffuses the onset of the seizure in time. The convolution results in a vector with values ranging from 0 to 1. This vector is converted to binary labels,L, by thresholding at 0.8. An intuitive explanation of this step is that an epoch is considered a seizure epoch if 5 adjacent epochs are also seizure epochs.
In channel aggregation, it is important to note that the seizure may manifest at slightly different times in different channels. This margin must also be accounted for, an effect which to some extent is achieved by the averaging window. Now, the labels from all the different channels are aggregated using a simple voting procedure. Here we use the assumption that an anomaly must appear simultaneously in at least three channels to be considered a seizure rather than an electrode artifact [35] . Thus for each epoch the aggregated decision is reached based on voting. The epoch is classified as seizure if it has at least 3 votes. The aggregated labels are denoted byL. The effectiveness of the voting as a channel aggregation procedure can be argued in terms of its computational efficiency and its roots in the inspection method typically employed by medical practitioners. Although more elaborate methods could be proposed, but the requirement of the method to be unsupervised and computationally efficient is a consideration.
Most of the channel aggregation methods used previously in the literature either use variable selection [36] or manifold learning [37] . The variable selection methods typically require training data. Of the class of manifold learning methods, particular extensions which focus on the problem of sensor fusion were considered for the application. Most of the methods from this domain only keep the dynamical signature which occurs in all or a majority of the channels, which makes these methods ill-suited to the seizure detection problem. The seizure can manifest in a localized region of the brain thus appearing in a few channels. There is no way of predicting with sufficient guarantee which part of the brain would seize, thus the problem of channel aggregation for seizure detection is very complex and requires further research. Moreover, the manifold learning methods are computationally expensive as compared to the voting based algorithm considered in this study.
IV. RESULTS
After arriving at the epoch level decision, the next step is to quantify the results for the purposes of analysis and comparison. The aggregated epoch wise decision is a binary variable with 0 indicating a non-seizure epoch and 1 indicating an epoch with epileptic activity. To quantify the results of the proposed algorithm, these labels are compared with the ground truth marked by the neurologist. In the current data the ground truth is provided as the seizure start and end time in every record. Machine learning literature proposes numerous performance metrics for quantifying the performance of algorithms. In the problem under consideration in this paper, seizure class is referred to as positive (P) and non-seizure class is referred to as negative (N ). The correctly classified positive class members are referred to as true positives TP and the members incorrectly classified as part of positive class are called false positives FP. The concepts of the true negative TN and false negative FN are similarly defined. Some of the most important quantifiers are sensitivity, i.e., Sen := TP/P, and specificity, i.e., Spec = TN /N .
The objective of the proposed approach is to maximize the number of seizures detected and reduce the number of false positives. As seizures are of variable length, sensitivity does not directly yield an effective performance measure. For example, if a record has two seizures with one significantly longer in duration than the other, then the algorithm will yield high sensitivity even if it does not detect the smaller seizure while achieving good performance on the longer seizure. Thus to eliminate this bias, a new quantifier is introduced called the seizure detection ratio (SDR). This is defined as the ratio of the number of seizures detected to the total number of seizures. The seizure is considered to be detected if any number of its epochs are correctly identified. Quantifying the number of false positives is also equally if not more important as a performance metric of the algorithm. Specificity describes how many epochs of the negative class were correctly classified, thus higher the specificity the smaller the number of false positives. It is also common in the literature to lump the false positives over a time window of 60 seconds and calling them false alarms [8] . This results in a performance metric that measures the number of false alarms per hour which is termed as false alarm rate (FAR).
As discussed in the Section III-C, the value of the threshold for anomaly detector is an important factor in deciding the performance of the algorithm. Value of the threshold decides a trade off between SDR and FAR. Fig. 4(b) shows the performance curve of the proposed methodology. The curve shows the trade off between the SDR and the FAR. It is obvious from the curve that as the SDR increases so does the FAR. The current study aims to find suitable trade off between SDR and FAR. Choice of an appropriate threshold value ν with such conflicting objectives can be performed by defining a utility function J and maximizing its value. As defined earlier, the general form of the threshold is ν = µ d + ασ d with µ d as the lower bound when α ≥ 0. For the performance analysis presented in Fig. 4(b) , the value of α is varied in the range of 0 ≤ α ≤ 3. For the current study, the objective function is defined as
where Spec is the average specificity across all 24 cases, i.e., Here K is the set of all the cases under analysis, |K| = 24 is the size of the set K and Spec(k) is the specificity for the case k. An optimization problem for determining the value of the anomaly detector threshold is formulated as
where ν o is the optimal value of the anomaly detector threshold.
The values of the objective function J for various values of the threshold are presented in Fig. 4(a) . It can be inferred from the graph that maximum value of the cost function J = 0.89 is attained at α = 0.6. This yields an optimal threshold value of ν o = µ d + 0.6σ d . The results for this particular threshold value have been presented in Table 2 . Focusing on the results of the algorithm quantified using the performance metrics discussed above, it is to be noted that all the seizures have been detected in 17 out of 24 cases. Aggregating the results over the complete data, it can be observed that the proposed algorithm successfully detected 180 out of 197 (91.4%). False alarm rate (FAR) for the data ranges between 4.87 for case 20 and 34.88 for case 21, with an average FAR of 17.77 and a median FAR of 16.36. As the basis of the proposed algorithm is an anomaly detection, it is pertinent to note that seizures are not the only anomalous events that manifest in the scalp EEG. The other anomalous events include artifacts and bursts of seizure-like activity known as non-epileptiform variants. The post processing and the channel aggregation schemes are designed so as to reduce the number of false positives. This is achieved by imposing that seizure activity must occur simultaneously in at least three channels and be at least of 6 seconds in duration. This significantly reduces the number of false positives.
Some false positives (anomalous activity other than seizures) can conform to these conditions such as the swallowing artifacts shown in Figure 4 (c) and short bursts of anomalous activity which appears to be epileptic activity, as shown in Figure 4 (e), but was not classified by the doctors as seizure. The scattering coefficients of these artifacts are displayed in the Figures 4(d) and 4(f) . It can be seen that the scattering coefficients are very different from the scattering coefficients of the normal EEG as shown in Figure 3(d) . For this reason, it has been classified as an anomaly. The short bursts of activity are highly anomalous as they occur in all the channels but due to space constraints we have only shown six channels. There can be numerous reasons as to why this was not classified as a seizure, by the physician, including the short duration and isolated nature of the activity. As the focus of the study is seizure detection, hence all other anomalous activity detected by the proposed algorithm was labeled as false positive. Normally the artifacts are marked by the technician to aid the neurologist. Supervised seizure detection algorithms take advantage of the training data to reduce the false positives but in case of unsupervised anomaly detector we require prior information about the underlying model governing the occurrence of artifacts in scalp EEG. The artifacts are known to have distinguishable statistical features from both the normal and the seizure EEG. To effectively theorize how this difference can be exploited using the scattering transform, a large number of labeled artifacts are required.
Most of the studies targeting unsupervised seizure detection are focused on intracranial EEG [29] , [38] . For the scalp EEG, some studies aimed at visualization [39] and anomaly detection [10] . Unsupervised techniques that have been employed on the CHB-MIT database for seizure detection purposes are proposed by Smart and Chen [40] and Tsiouris et al. [12] . Tsiouris et al. reported patient wise seizure detection rates. The best case reported performance is the detection of 155 out of 188 seizures(84%). Our proposed methodology outperforms this method by detecting 180 out of 197 seizures (91.4%). The patient wise SDR for the two methods are compared in the Figure 5 . It can be seen from Table 2 that the proposed method outperforms [12] in 9 subjects and under performs in 3. Table 3 , presents the aggregated results for proposed methodology. Smart and Chen [40] have used selective segments ranging from 60 seconds before the onset of the seizure to 60 seconds after the termination of the seizure, thus a fair comparison with the proposed method is not possible. They have used 45 features including modulation spectra, entropies (Shannon, Renyi, permutation and spectral), Hurst exponent, line length, power spectra and fractal dimensions. The results are not reported patient wise and median values of sensitivity(78%) and specificity(98%) were quoted.
For the sake of comparison, we present the results for the SVM and wavelet based supervised approach formulated by Shoeb and Guttag [8] . This technique uses all the records as opposed to only the seizure records used in this study. The paper uses 173 seizures and the proposed method detects 96% out of them. The median FAR is 2 per 24 hours. We can see that this method considerably improves the FAR. Possible reasons for this are the use of all the records, including the non-seizure ones. The non-seizure records are less probable to contain seizure like waveforms. Moreover, as the algorithm is trained using seizure segments of the specific patient, it is better at eliminating the false alarms. It must be noted that the scattering transform, as mentioned earlier in the paper, is better feature extractor as compared to wavelets. Thus, if the methodology proposed in this paper is extended to a supervised setting it can potentially out perform existing supervised methods.
V. FUTURE DIRECTIONS
Unsupervised anomaly detection techniques for seizure diagnosis have room for improvement with regard to false detections. False detections occur due to recording and physiological artifacts. An important future direction would be the study of various EEG artifacts and their respective representations in the scattering domain. Such a study is crucial for further improving the results and could not be carried out in the current study due to lack of corresponding labels.
Multichannel extensions of group invariant scattering are required to handle multisensor data observing a common dynamical system. The assumption being that ictal activity can be either generalized or localized and can change locations within a single episode. Such extensions are not only required for the analysis of EEG signals but can be instrumental in the analysis of other complex systems including neuronal networks, economical systems, quantum interactions and molecular biology.
VI. CONCLUSIONS
This paper investigates the feasibility of unsupervised seizure detection on continuous scalp EEG. The proposed algorithm VOLUME 5, 2017 successfully detects 180 out of 197 seizures (91.4%) across 24 subjects. Proposed methodology does not require any pre-processing on the data and is unsupervised and fully automated. Moreover, group invariant scattering is a revolutionary data analysis technique aimed at learning effective representations of data for classification and regression problems. This technique has shown promise in the analysis of non-linear and non-stationary signals thus meriting attention of biomedical community. The performance of unsupervised seizure detection methods can be improved in terms of false alarm rate. This requires a detailed analysis of artifacts and non-epileptiform variants of seizures to ascertain their discriminating features.
