Abstract-The total organic carbon content (TOC) is an important parameter for source rocks evaluation in coal measures. Total organic carbon content determined from logging parameters using back propagation neural network technique, which provide a new method for hydrocarbon source rock evaluation. Use the Turpan Basin Xishanyao formation as the research object. The five logs which consist of volume gamma logging (GR), acoustic logging (AC), density logging (DEN), resistivity logging (RT) and compensation neutron logging (CNL) were selected optimally based on the correlation analysis of the total organic carbon content measured data and well logging parameters as the input vector of BP neural network, and the total organic carbon content was selected as the output vector of BP neural network. Then the BP neural network model was established and applied to predict total organic carbon content for Xishanyao formation of B1 well in the Turpan Basin, with a competitive analysis of the prediction errors. The error between prediction values and measured values is small, and the majority of the relative errors are less than 8%. The results show that the BP neural network model based on logging with optimal parameters has a very strong generalization ability, and can approximate the nonlinear relationship between total organic carbon content and logging parameters of coal measure source rocks with high accuracy.
INTRODUCTION
The total organic carbon content is one of the significant parameters in the evaluation of hydrocarbon source rocks. The conventional method to obtain total organic carbon content is to test and analyze the finite sample and take the mean value to represent the organic carbon content of the whole set formation. But the heterogeneity of hydrocarbon source rocks makes the conventional method very undesirable because the organic carbon content of the rock strata obtained by taking the average value cannot reflect the true situation of the content of organic carbon in the source rock [1] . In addition, the limited sample analysis data is difficult to obtain a continuous total organic carbon content data. Considering the characteristics of high resolution and vertical continuous of logging technology, we can establish the relationship between well logging information and organic carbon content to calculate the organic carbon content of the hydrocarbon source rocks [2] . It is very complicate to express the nonlinear relationship between hydrocarbon source rocks which has many difference lithology and well logging parameters. The artificial neural network has a strong nonlinear approximation ability, which can describe the relationship between the input and output [3] . Therefore, the core content of total organic carbon content and logging parameters are analyzed to optimize logging parameters. Establishment the relationship between total organic carbon content and logging parameters by BP artificial neural network to obtain total organic carbon content prediction model [4] . Using the model to predict the data of the organic carbon data gap can obtain the longitudinal continuously and accurate total organic carbon content data.
II. THEORY AND METHOD
Coal measures source rocks contain a lot of organic petrology, total organic carbon content difference cause the difference of log information. Based on sampling data, the correlation coefficient between total organic carbon content and log parameters is defined as equation (1) .
where r denotes the correlation coefficient, x 、y are the average value, x i 、 y i denote the ith sample point corresponding to the core logging observations. By selecting the larger relevant coefficient as the learning sample parameters, we could predict the total organic carbon content through the most sensitive parameters.
Utilization of district 7 logs and total organic carbon content data to do correlation analysis and cross-correlation of each log analysis, the correlation coefficient obtained (Table  1) . According to correlation analysis, preferably a gamma logging (GR), resistivity logging (RT), acoustic logging (AC), density logging (DEN) and compensation neutron logging (CNL) logging data as BP neural network input data Artificial neural network is a network composed of many artificial neural networks. In essence, the network implements a mapping function from the input to the output [5] . It has been proved that it has the ability to realize any complex nonlinear mapping theory in mathematics. The artificial neural network can be divided into mutual connection type and hierarchical network according to the connection way of network neurons. At present, the application of hierarchical network is more extensive. The BP neural network is based on the difference between the actual output and the expected output, which is a multilayer feed forward network where the error correction is carried out from the back to front step by step for the weights and thresholds of each layer of the network [6] . This method regards the unknown system as a black box. First of all, the input and output data of the system are used to train the BP neural network to make sure that the essence of the unknown function is the minimum value of the error function. Through repeated training of a number of known samples, the training stops when the error reaches the desired value [7] . At this time, the weights of each layer and the threshold value of each layer neuron are obtained as knowledge. So the training process is over. Then we can use the trained BP neural network to predict the output of the system and the whole calculation process is as shown in figure 1. During BP neural network training, a set of parameters which consists of the network layer number, the hidden layer node number, the number of iterations, the initial weight as well as the learning rate and the expected error, etc. needs to be considered and selected correctly. Rohet-Nielson has proved that a three layer neural network which includes the input layer, the hidden layer and the output layer can approximate the continuous function with any precision. This network model has only one hidden layer and the hidden layer can be composed of one or more layers of nodes. The network is not connected with the same layer nodes, but is connected with the next layer nodes [8] . When it is working, input data gets into input layer nodes and then in turn pass over the nodes in the hidden layer and finally transmitted to the output layer nodes. The output data of each node will be treated as the input data of the next node. Sigmoid function is used as the activation function of neurons in the network. Training network using sample measured data and the objective function is defined as the error between actual output and desired output [9] . If the prediction error does not meet the requirements of error, error feedback back to the new training by adjusting the weights and thresholds, the training was stopped until the error meets the requirements.
According to the actual situation of the research, three layers of BP networks with five importing units and one exporting unit were set. Before the training, the numerical model of the learning data was normalized with the equation (2) .
where x n is measured data, x min , x max denote the minimum and maximum values of the measured data respectively, x n * is the data after normalization, c is the correction parameter defined as a constant.
By the preferred logging parameters, the input layer has 5 nodes and the output parameter is TOC content. The output layer has one node, and through cut-and-trial the nodes in hidden layer are set to 9. So it is obviously that BP neural network structure is 2-9-1. We select the hyperbolic tangent function as activation function, and use dynamic learning rate to make training error convergent rapidly by iteration. The model of the BP neural network is defined as equation (3).
where xi is the logging parameter of 5 network input layer, including gamma ray logging (GR), acoustic logging (AC), resistivity logging (RT), density logging (DEN) and compensation neutron logging (CNL) logs respectively, w ij , a j are the weight coefficient and threshold from the network input layer to the hidden layer, v jt , b t are the weight coefficient and threshold from the hidden layer to the output layer, n=5 is the number of feature vectors in the input layer, m=9 denotes the nodes of hidden layer, t=1 is the number of output layer.
The weight coefficient and threshold value could be obtained shown as Table 2 when BP neural network model training stops. 
III. EXAMPLE
In the study, 67 samples' total organic carbon content and logging data were used to establish the neural network model, random select 54 samples as learning samples, and the left 13 samples drop out of neural network training, they used for testing the network. Checking the calculation model's generalization ability. The Fig.2 is the congruent map of predict output data and expect output data, we can see that the well trained neural network model has very good predict results. Making relative error graph to visualize the forecast error. (Fig.3) The cartoon reveals that neural network model predict results' relative error less than 8%, once again shows the predict ability of neural network model. Finally, the established neural network model is applied to B1 well's total organic carbon content prediction, obtain the exact, continues total organic carbon content data (Fig.4) . IV. CONCLUSION Organic carbon content has a certain relationship with logging parameters, through the correlation analysis reveal that the organic carbon content of coal measure strata has a very good relationship with GR, RT, AC, DEN, and CNL logs.
The non-linear relationship between total organic carbon content and logging parameters is very complex. Using single logging parameter to establish organic carbon predict model has a very low precision. So we must consider all the logging parameters to establish the organic carbon predict model.
Using BP neural network's approximation capability to complex nonlinear function, establish the BP neural network that base on the optimization logging parameters to predict the total organic carbon content of coal measure strata, obtain very good results. The relative error basic below 8%.
