On quaternionic functional analysis by Ng, Chi-Keung
ar
X
iv
:m
at
h/
06
09
16
0v
1 
 [m
ath
.O
A]
  6
 Se
p 2
00
6
On quaternionic functional analysis
Chi-Keung Ng∗
Abstract
In this article, we will show that the category of quaternion vector spaces, the category of (both
one-sided and two sided) quaternion Hilbert spaces and the category of quaternion B∗-algebras are
equivalent to the category of real vector spaces, the category of real Hilbert spaces and the category
of real C∗-algebras respectively. We will also give a Riesz representation theorem for quaternion
Hilbert spaces and will extend the main results in [12] (namely, we will give the full versions of the
Gelfand-Naimark theorem and the Gelfand theorem for quaternion B∗-algebras). On our way to
these results, we compare, clarify and unify the term “quaternion Hilbert spaces” in the literatures.
2000 Mathematics Subject Classification: Primary 16D20, 46B04, 46C05, 46L05, 81S99; Secondary
16D90, 46B10, 46B28, 46J10
0 Introduction
Recently, there are some interests in “quaternion Hilbert spaces” (or Wachs spaces), “quaternion normed
spaces” as well as “quaternion algebras” (see [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [12], [15], [16], [21],
[22], [23], [24] & [25]). The aim of this article is to give a systematic study of these objects. Note
that although the “quaternion Hilbert spaces” considered in [10], [22] and [25] are one-sided, they are
automatically two-sided (see e.g. Lemma 3.4). The starting point of this research is an observation we
found in the argument of [10, Theorem 4.1]. We believe that one can use this observation to obtain a lot
of results in “quaternionic functional analysis” (which is related to “quaternionic quantum mechanics”;
see e.g. [5], [6], [7], [8], [9] & [10]). As demonstrations, we will use this observation to generalise and to
simplify the main results in [10] and [12] as well as to give the results stated in the abstract.
We will start with (two-sided) quaternion vector spaces and show in Section 1 that the category of
quaternion vector spaces is isomorphic to the category of real vector spaces. Based on this, we show in
Section 2 that every (two-sided) quaternion normed space is naturally a “quaternionization” of a real
normed space. However, since there can be many different quaternionizations of a given real normed
space, the category of quaternion normed spaces is in general “larger”. We then show that if X is
a quaternion normed space, then LH(X ;H) ∼= LR(XRe;R) (as real Banach spaces) where XRe is the
space of “centralizers” for the quaternion scalar multiplication. Using this, we obtained very easily [10,
Corollary 4.1] as well as the Hahn Banach theorem as stated in [10, Theorem 4.1] (in fact, we have
formal extensions of these two results).
In Section 3, we will give three notions of “quaternion Hilbert spaces”. We will show that they are
all the same and are (categorically) equivalent to real Hilbert spaces. Moreover, we will give a Riesz
representation type theorem for them.
Finally, we will show in Section 4 that the category of quaternion B∗-algebras is equivalent to the
category of real C∗-algebras. On our way to this equivalence, we will give, using very simple arguments,
∗This work is supported by the National Natural Science Foundation of China (10371058).
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two versions of the Gelfand-Naimark theorem as well as the Gelfand theorem for quaternion B∗-algebras
(which improve the corresponding results in [12]).
1 Quaternion vector spaces
Definition 1.1 Let D be a division ring and F be the center of D. A unital D-bimodule X is called a
D-vector space if X is a F -vector space under the restriction of the scalar multiplication to F .
In this article, we mainly concern with the case when D = H, the set of all real quaternions. Let us
recall its definition here. Suppose that H is a four dimensional R-vector space with basis B := {1, i, j, k}
and consider a R-linear map from H to M4(R) given by
a1 + bi+ cj + dk 7−→

a b c d
−b a −d c
−c d a −b
−d −c b a
 . (1)
This map induces an involutive algebra structure on H such that 1 is the identity and
i2 = j2 = k2 = −1, ij = k = −ji, jk = i = −kj, ki = j = −ik.
Moreover, the conjugation is given by
(a1 + bi+ cj + dk)∗ = a1− bi− cj − dk.
In the following we will write a+ bi+ cj + dk instead of a1 + bi+ cj + dk.
Remark 1.2 The notion of H-vector space appears in many literatures in disguised forms. The following
are two examples.
(a) In [10], Horwitz and Soffer considered a real B∗-algebra A containing a real ∗-subalgebra that is
∗-isomorphic to H. However, it seems that they implicitly assume A being a real unital B∗-algebra
containing a unital real ∗-subalgebra B which is ∗-isomorphic to H. This assumption is definitely needed
in [10, Corollary 4.1]: for any quaternion linear functional ρ and any a ∈ A, one has ρ(A1a) = 1ρ(a) =
ρ(a) (where A1 ∈ B is the corresponding element of 1 ∈ H) and by [10, Corollary 4.1], one has A1a = a;
similarly, one has aA1 = a. With the above unital assumption, those real B
∗-algebras considered in [10]
are actually H-vector spaces.
(b) Although in [12, Example 2], H is not a unital subalgebra of A but in [12, Theorem 4], one needs to
assume that H is a unital subalgebra of A (see Remark 3.2(a) below). Therefore, the algebra concerned
in the main result of [12] is again a H-vector space.
Notation 1.3 Throughout this article, we will identify R with the center ofH and⊗means the algebraic
tensor product over R.
Example 1.4 (a) It is clear that H is itself a H-vector space.
(b) H⊗H together with the scalar multiplication:
α(a⊗ b)β = a⊗ αbβ
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is a H-vector space and is denoted by H ⊗ ⊲H⊳. We can define, in a similar fashion, ⊲H⊳ ⊗ H. These
two H-vector spaces are regarded as “of the same type” as they differ only by an “external swapping”.
(c) One can define another type of scalar product on H⊗H by:
α(a⊗ b)β = αa⊗ bβ
and we denote this H-vector space by ⊲H⊗H⊳. Similarly, we can define H⊳⊗ ⊲H (which is “of the same
type” as ⊲H⊗ H⊳).
It is not easy to see directly whether ⊲H⊗H⊳ is isomorphic to H⊗ ⊲H⊳ as H-vector spaces (although
one can show that this is the case using Theorem 1.8 below). Note that 1⊗ 1 “generates” ⊲H⊗ H⊳ but
it is not an obvious task to find a generator for H⊗ ⊲H⊳.
The starting point of this article is the following somewhat surprising “polarization result” which is
hidden in the argument of [10, Theorem 4.1]. Since this result follows from direct computation, its proof
will be omitted.
Lemma 1.5 Let X be a H-vector space and XRe := {x ∈ X : αx = xα for any α ∈ H} (called the real
part of X). Define a R-linear map Re : X → X by
Re(x) :=
1
4
∑
e∈B
e∗xe (x ∈ X).
Then Re(X) = XRe, Re ◦Re = Re and for any x ∈ X, we have the polarization identity:
x =
∑
e∈B
Re(e∗x)e. (2)
Remark 1.6 (a) Note that the decomposition in (2) is unique in the sense that if x ∈ X and xe ∈ XRe
(e ∈ B) such that x =∑e∈B xee, then xe = Re(e∗x) for any e ∈ B.
(b) XRe is the unique real vector space (up to isomorphism) whose quaternionization, XRe ⊗ H, is
isomorphic to X as H-vector space.
In the following, we denote by LH(X ;Y ) (respectively, LR(V ;W )) the space of all H-bimodule (re-
spectively, R-linear) maps from a H-vector space X (respectively, R-vector space V ) to another H-vector
space Y (respectively, R-vector space W ).
Lemma 1.7 Let X and Y be two H-vector spaces. If T ∈ LH(X ;Y ), then T |XRe ∈ LR(XRe;YRe). This
induces a R-linear isomorphism Ψ from LH(X ;Y ) onto LR(XRe;YRe).
Proof: It is clear that T (XRe) ⊆ YRe and the map Ψ : T 7→ T |XRe is a R-linear map from LH(X ;Y ) to
LR(XRe;YRe). If T |XRe = 0, then the polarization identity (2) tells us that T = 0. On the other hand,
for any S ∈ LR(XRe;YRe), it is easy to see that the map
S˜ = S ⊗ idH : XRe ⊗H −→ YRe ⊗H
is a H-bimodule map. Under the identification of XRe ⊗H with X (Remark 1.6(b)), we have Ψ(S˜) = S.

The above discussions imply the following result. This result is a bit surprising when compare to the
situation between real and complex vector spaces. Note that although a complex vector space is always a
complexification of a real vector space, the choice of such a real vector space is not unique (but depends
on the choice of a conjugation on that complex vector space) and thus the category of real vector spaces
is not equivalent to that of complex vector spaces.
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Theorem 1.8 The category of H-vector spaces is equivalent to the category of R-vector spaces.
In a sense, this theorem “trivializes” the seemingly mysterious objects: “quaternion vector spaces”.
Furthermore, using this result, one can show easily that ⊲H ⊗ H⊳ ∼= H ⊗ ⊲H⊳ as H-vector spaces (the
details will be given in [18]).
We end this section with the following complexification result. Suppose that αe ∈ R (e ∈ {i, j, k})
such that
∑
e∈{i,j,k} α
2
e = 1. If α :=
∑
e∈{i,j,k} αee ∈ H, then α2 = −1, |α| = 1 and the R-linear map
Φα : C → R + αR ⊆ H defined by Φα(1) = 1 and Φα(i) = α is an isometric algebra isomorphism. It
is not hard to check that for any element x =
∑
e∈B xee in a H-vector space X , the equality αx = xα
is equivalent to the equalities αexf = αfxe (for any e, f ∈ {i, j, k}) and this is the case if and only if
x ∈ XRe + αXRe.
Proposition 1.9 Let X be a H-vector space. If α and Φα are as in the above, then X1,α := {x ∈
X : αx = xα} is a C-vector space under the scalar multiplication induced by Φα and we have X1,α =
XRe + αXRe.
The above applies, in particular, to the case when α = i, j or k.
2 Quaternion normed spaces
Although quaternion vector spaces are nothing more than real vector spaces, the notion of quaternion
normed spaces still require some studies. The reason is that there are many different ways to “quater-
nionize” a real normed space (similar to situation of complexifications of real normed spaces). In other
words, the correspondence from quaternion normed spaces to real normed spaces is “non-injective” (in
fact, one can show that given a real normed space Z, both the injective tensor norm and the projective
tensor norm on Z ⊗H are “norm quaternionizations” of Z; see e.g [18] for the details).
Let us begin this section by recalling the norm on H. If one identifies M4(R) with LR(l
2
(4)(R)) (where
l2(4)(R) is the 4-dimensional real Hilbert space), then the norm induced on H through the map in (1) is:∥∥a+ bi+ cj + dk∥∥ := √a2 + b2 + c2 + d2
(therefore, we regardedH as a R-B∗-subalgebra of LR(l
2
(4)(R))). For any α ∈ H\{0}, we have α−1 = α
∗
‖α‖2
and so, ‖α−1‖ = ‖α‖−1.
Note that H is a R-Hilbert space and so H∗ ∼= H as R-normed spaces (where H∗ is the dual space of
H). More precisely, for any e ∈ B, we can consider eˆ ∈ H∗ as defined by eˆ(f) = δe,f (f ∈ B) and this
extends by linearity to an isometry from H to H∗. It is not hard to check that
β∗ · αˆ = α̂β = βˆ · α∗ (α, β ∈ H).
Definition 2.1 A H-vector space X is called a H-normed space if there exists a norm on X that turns
it into a normed H-bimodule (under the given H-scalar multiplication). A H-normed space is called a
H-Banach space if it is complete under the given norm.
In the following, we denote by LH(X ;Y ) (respectively, LR(V ;W )) the space of all bounded H-
bimodule maps (respectively, bounded R-linear maps) from a H-normed spaceX (respectively, R-normed
space V ) to anotherH-normed space Y (respectively, R-normed spaceW ). Moreover, we denote LR(V ;R)
by V ∗.
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Remark 2.2 Let X be a H-normed space.
(a) One automatically has ‖αxβ‖ = ‖α‖ ‖x‖ ‖β‖ for any x ∈ X and α, β ∈ H. Indeed, if α ∈ H \ {0},
then
‖αx‖ ≤ ‖α‖ ‖x‖ ≤ ‖α‖ ‖α−1‖ ‖αx‖ = ‖α‖ ‖α‖−1 ‖αx‖ = ‖αx‖.
Similarly, ‖xβ‖ = ‖x‖ ‖β‖.
(b) It is well known that X∗ is also a normed H-bimodule (and hence a H-normed space) under the
canonical multiplication: (α · f)(x) = f(xα) and (f · α)(x) = f(αx) (α ∈ H; x ∈ X ; f ∈ X∗). In this
case, one has (X∗)Re ∼= (XRe)∗ as R-normed spaces. In fact, it is clear that f ◦ Re ∈ (X∗)Re for any
f ∈ (XRe)∗ (because Re(αx) = Re(xα)). Conversely, for any g ∈ (X∗)Re and any z ∈ XRe, we have
g(iz) = (g · j)(kz) = (j · g)(kz) = −g(iz)
and similarly, g(jz) = 0 = g(kz). Therefore, g = (g |XRe) ◦Re and it is easy to check that f 7→ f ◦Re
is an isometry from (XRe)
∗ onto (X∗)Re. Thus, from now on, we will write X
∗
Re.
The idea of the following lemma also comes from the proof of [10, Theorem 4.1].
Lemma 2.3 Let X be a H-normed space and Re be the projection as defined in Lemma 1.5.
(a) ‖Re‖ ≤ 1;
(b) LH(X ;H) ∼= LR(XRe;R) = X∗Re as R-Banach spaces (under the correspondence Ψ as defined in
Lemma 1.7).
Proof: (a) This part is clear.
(b) It is clear that Ψ : LH(X ;H) → X∗Re is a R-linear contraction. For any f ∈ X∗Re, define f˜(x) =∑
e∈B f(Re(e
∗x))e (for x ∈ X). It is easy to see that f˜ ∈ LH(X ;H) and Ψ(f˜) = f . If x ∈ X with
f˜(x) 6= 0, we let α = f˜(x)∗
‖f˜(x)‖
and ‖f˜(x)‖ = αf˜(x) = f˜(αx) = f(Re(αx)) (as f˜(αx) = ‖f˜(x)‖ ∈ R and we
have equation (2)). Therefore, ‖f˜‖ ≤ ‖f‖ (by part (a)). 
Using the above lemma, one can easily obtain the following result which was stated without proof
in [10, Corollary 4.1]. In the introduction of [12], Kulkarni raised an objection to this corollary with an
example. However, in [12, Example 2], H is not a unital subalgebra of the algebra A and only positive
linear quaternion functionals are considered in that example. Therefore, Kulkarni’s example does not
contradict the following result (which is a clarified version of [10, Corollary 4.1]).
Corollary 2.4 ([10, Corollary 4.1]) LH(X ;H) separates points of X.
Proof: Suppose that x ∈ X such that T (x) = 0 for any T ∈ LH(X ;H). Let x =
∑
e∈B xee where
xe ∈ XRe. Then 0 = T (x) =
∑
e∈B Ψ(T )(xe)e which implies that Ψ(T )(xe) = 0 for any e ∈ B. Since T
is arbitrary, Lemma 2.3(b) shows that xe = 0 for any e ∈ B and thus, x = 0. 
There are different forms of Hahn Banach type theorem for “H-normed spaces” in the literatures
(depending on different settings and definitions; see e.g. [20], [21] and [23]). The following form of Hahn
Banach theorem was proved in a slightly restrictive situation in [10, Theorem 4.1]. This theorem is
actually an easy corollary of Lemma 2.3(b) as well as the Hahn Banach theorem for R-normed spaces
(note that since our Lemma 2.3(b) comes from the argument of [10, Theorem 4.1], we do not claim to
give a new proof for this result).
Theorem 2.5 (Horwitz-Razon) Suppose that X is a H-normed space and Y is a H-vector subspace of
X. For any g ∈ LH(Y ;H), there exists g¯ ∈ LH(X ;H) such that g¯ |Y = g and ‖g¯‖ = ‖g‖.
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3 Quaternion Hilbert spaces
In this section, we will discuss the notion of “quaternion Hilbert spaces”. In fact, there are different
definitions for this terminology in the literatures and we will show that they are essentially the same.
Definition 3.1 (a) Let Y be a right H-module. A map 〈·, ·〉 : Y × Y → H is called a H-valued inner
product on Y if it satisfies the following conditions (for any x, y, z ∈ Y and α, β ∈ H):
i. 〈x, y + zβ〉 = 〈x, y〉+ 〈x, z〉β;
ii. 〈y, x〉 = 〈x, y〉∗;
iii. 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 will imply that x = 0.
In this case, Y is called an inner product rightH-module. Moreover, Y is called a Hilbert rightH-module
(or a right Wachs space; see e.g. [24]) if Y is complete under the norm given by ‖x‖ =
√
‖〈x, x〉‖.
(b) An inner product right H-module Y is called an inner product H-bimodule if there exists a left
H-module structure on Y such that Y becomes a H-vector space and
〈αx, y〉 = 〈x, α∗y〉 (x, y ∈ Y ;α ∈ H). (3)
If Y is complete with respect to the norm defined by ‖y‖ :=
√
‖〈y, y〉‖, then Y is called a Hilbert
H-bimodule.
(c) Let
(H⊗H)p :=
{
n∑
i=1
α∗i ⊗ αi : n ∈ N;αi ∈ H
}
and
(α⊗ β)# := β∗ ⊗ α∗ (α, β ∈ H).
A H-vector space Y is called a two-sided H-inner product space if there exists a map
〈〈·, ·〉〉 : Y × Y → H⊗H,
called a two sided H-inner product, satisfying the following conditions (for any x, y, z ∈ Y and α, β ∈ H):
i. 〈〈x, αy + zβ〉〉 = (1⊗ α)〈〈x, y〉〉 + 〈〈x, z〉〉(1 ⊗ β);
ii. 〈〈y, x〉〉 = 〈〈x, y〉〉#;
iii. 〈〈x, x〉〉 ∈ (H ⊗H)p and 〈〈x, x〉〉 = 0 if and only if x = 0.
In this case, we can define a norm ‖x‖ =
√
m(〈〈x, x〉〉) on Y (where m : H⊗H→ H is the multiplication)
and we called Y a two-sided H-Hilbert space if it is complete with respect to ‖ · ‖.
Remark 3.2 (a) Suppose that (Y, 〈·, ·〉) is an inner product right H-module. For any x, y ∈ Y , we have
〈x, y · 1〉 = 〈x, y〉 and so 〈x, y − y · 1〉 = 0. By putting x = y − y · 1, we see that y · 1 = y and so
Y is automatically a unital right H-module. Similarly, a quaternionic Hilbert space as defined in [12,
Definition 3] is a unital left H-module.
(b) It is easy to check that if (Y, 〈〈·, ·〉〉) is a two-sided H-inner product space, then 〈〈αyβ, x〉〉 = (β∗ ⊗
1) 〈〈y, x〉〉(α∗ ⊗ 1) (for any x, y ∈ Y and α, β ∈ H).
(c) Note that in [12, Theorem 4], one needs to consider unital R-B∗-algebras containing a unital real
∗-subalgebra that is ∗-isomorphic to H. In fact, this assumption is needed in order to ensure that the
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left H-module structure on the R-Hilbert space X in [12, Theorem 4] is unital (see part (a)) because
pi(1) need to be the identity of BL(X).
(d) Let (X, 〈·, ·〉) be a Hilbert right H-module. Then the set LH,r(X) of all adjoinable (right) H-module
maps on X is a R-B∗-algebra (the argument for this fact is similar to its complex counterpart; see e.g.
[13]) and X is unital because of part (a). The existence of a left scalar multiplication on X that turns
X into a H-vector space is the same as the existence of a unital homomorphism pi from H to LH,r(X).
Furthermore, pi is a ∗-homomorphism if and only if the corresponding left scalar multiplication satisfies
equality (3) (i.e. X is a Hilbert H-bimodule under this left scalar multiplication).
Remark 3.2(d) tells us that Hilbert H-bimodules are precisely essential C∗-correspondence over (the
real C∗-algebra) H.
Example 3.3 Let K be a R-inner product space. Then one can define a H-valued inner product on
K ⊗H in the canonical way (i.e. 〈ξ⊗α, η⊗ β〉 = 〈ξ, η〉 α∗β) and this turns K ⊗H into a inner product
H-bimodule. Moreover, K ⊗ H is a Hilbert H-bimodule if K is complete. On the other hand, one can
also make K ⊗ H into a two-sided H-inner product space (respectively, H-Hilbert space) in a canonical
way (i.e. 〈〈ξ ⊗ α, η ⊗ β〉〉 = 〈ξ, η〉 α∗ ⊗ β).
The following is a known result. It contains a claim from [10] as well as several claims from [22] and
[25]. Since no proof was found in those papers for these claims and they are crucial to our study, we will
provide their simple arguments here.
Proposition 3.4 Let (X, 〈·, ·〉) be a Hilbert right H-module.
(a) There exists an orthonormal basis for X. Moreover, any two such bases are of the same cardinality.
(b) There exists a unital R-∗-homomorphism Λ : H → LH,r(X) (or equivalently, there exists a left
H-multiplications on X making it into a Hilbert H-bimodule).
(c) Suppose that Λ1 and Λ2 are two unital R-∗-homomorphisms from H to LH,r(X). Then there exists
a unitary U ∈ LH,r(X) such that Λ2 = Ad(U) ◦ Λ1. Consequently, if Y1 and Y2 are two Hilbert H-
bimodules such that they are isomorphic as Hilbert right H-modules, then they are isomorphic as Hilbert
H-bimodules.
Proof: (a) Suppose that E is a closed convex subset of X and x ∈ X . By the argument as in the case
of complex Hilbert spaces, there exists a unique element e ∈ E such that ‖x − e‖ = dist(x,E). Again,
using the same argument as that for complex Hilbert spaces, for any closed H-submodule Y ⊆ X and
any x /∈ Y , there exists z ∈ X \{0} such that 〈y, z〉 = 0 for any y ∈ Y . Thus, one can use a Zorn’s lemma
type argument to show that there exists a subset {ei}i∈I ⊆ X such that 〈ei, ej〉 = δi,j and the right
H-linear span of {ei}i∈I is dense in X . We now define on X a real inner product Re〈·, ·〉 and let H be
the resulting real Hilbert space. Note that the norm defined by 〈·, ·〉 and Re〈·, ·〉 are the same. If D1 and
D2 are two orthonormal bases of X , then it is clear that {xe : x ∈ D1; e ∈ B} and {ye : y ∈ D2; e ∈ B}
are two orthonormal bases of H . Consequently, 4 · card(D1) = 4 · card(D2).
(b) Let {ei}i∈I be an orthonormal basis of X . Suppose that
K0 = {(λi)i∈I ∈ l2(I;R) : λi = 0 except for finite numbers of i}.
Then the map Ω : K0 ⊗ H → X given by Ω((λi)i∈I ⊗ α) =
∑
i∈I eiα is a well defined right H-module
map. Moreover, for any finite subset F ⊆ I and any αi, βi ∈ H (i ∈ F ), we have
〈Ω((αi)i∈I),Ω((βi)i∈I)〉 =
∑
i∈F
α∗i βi
(we set αi = 0 = βi if i /∈ F ). Therefore, Ω is a Hilbert right H-module isomorphism from l2(I;R) ⊗H
(which is naturally a Hilbert H-bimodule) onto X .
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(c) Suppose that Y1 and Y2 are the resulting Hilbert H-bimodules defined by Λ1 and Λ2 respectively.
Then for any x, y ∈ (Yi)Re (i = 1, 2) and α ∈ H,
α〈x, y〉 = 〈xα∗, y〉 = 〈α∗x, y〉 = 〈x, αy〉 = 〈x, yα〉 = 〈x, y〉α
which implies that 〈x, y〉 ∈ R. Thus, (Yi)Re is a R-Hilbert space and it is not hard to check that
Yi ∼= (Yi)Re ⊗ H as Hilbert H-bimodules (i = 1, 2). If Ei is an orthonormal basis for Yi (i = 1, 2),
then E1 and E2 are both orthonormal bases for X and hence are of the same cardinality (by part (a)).
Suppose that U ∈ LH,r(X) is given by the bijection between E1 and E2. Then clearly U is a unitary
and Λ2 = Ad(U) ◦ Λ1. The last statement is clear. 
Since any Hilbert right H-module is automatically a Hilbert H-bimodule in an essentially unique way,
we believe that one can use the method in this paper to give easier arguments of the main results in [22]
and [25].
We have noted in the above that there are many different “norm-quaternionizations” for a given
R-normed space. However, the “quaternionization” of a R-Hilbert space is unique in the sense that
there is only one “norm-quaternionizations” that comes from a “quaternion Hilbert space”.
Theorem 3.5 The following four categories are equivalent:
1. the category A of two-sided H-Hilbert spaces;
2. the category B of Hilbert H-bimodules;
3. the category C of Hilbert right H-modules;
4. the category D of R-Hilbert spaces.
Proof: Firstly of all, note that one can use Proposition 3.4 and its argument to show that there is
a bijective correspondences amongst objects of B, C and D. Suppose that (Y, 〈〈·, ·〉〉) is a two-sided
H-Hilbert space. Define 〈·, ·〉 : Y × Y → H by
〈x, y〉 := m(〈〈x, y〉〉) (x, y ∈ Y )
(where m is the multiplication on H). Then it is clear that 〈·, ·〉 is a H-valued pre-inner product on Y .
Moreover, if 〈x, x〉 = 0 and 〈〈x, x〉〉 = ∑ni=1 β∗i ⊗ βi, then ∑ni=1 β∗i βi = 〈x, x〉 = 0 which implies that
βi = 0 (for i = 1, ..., n) and so 〈〈x, x〉〉 = 0 or equivalently, x = 0. On the other hand, for any x, y ∈ Y , if
〈〈x, y〉〉 =∑ni=1 αi ⊗ βi, then for any γ ∈ H,
〈γx, y〉 = m(〈〈x, y〉〉(γ∗ ⊗ 1)) = m( n∑
i=1
αiγ
∗ ⊗ βi
)
= m
(
n∑
i=1
αi ⊗ γ∗βi
)
= 〈x, γ∗y〉.
Therefore, Y becomes a Hilbert H-bimodule under 〈·, ·〉. Conversely, let (Y, 〈·, ·〉) be a Hilbert H-
bimodule. Then the argument of Proposition 3.4(c) shows that YRe is a R-Hilbert space under the
restriction of the inner product 〈·, ·〉 and one can easily check that the following defines a two-sided
H-inner product on Y = YRe ⊗H (see Example 3.3):
〈〈y ⊗ α, z ⊗ β〉〉 := 〈y, z〉 α∗ ⊗ β (x, y ∈ Z;α, β ∈ H).
It is not hard to see that the above gives a bijective correspondence between the objects of A and
those of B. Finally, it is easily seen that the morphisms in all these categories are also in bijective
correspondences. 
By Proposition 3.4, for any Hilbert H-bimodule K, there exists a R-Hilbert space (H, (·, ·)) such that
K ∼= H ⊗ H. Let Kop be the R-vector space H ⊗ H equipped with new H-multiplications and a new
inner product:
α • (x⊗ γ) • β := x⊗ β∗γα∗ and 〈x⊗ α, y ⊗ β〉 := (y, x) αβ∗ (α, β, γ ∈ H;x, y ∈ H).
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Then Kop is a Hilbert H-bimodule and is called the opposite Hilbert H-bimodule of K.
The following is another equivalent form of “quaternion Hilbert spaces” which is virtually weaker
than Hilbert H-bimodules. The idea of this result comes from the argument of [12, Theorem 4].
Proposition 3.6 Let (H, (·, ·)) be a R-Hilbert space. The existence of a ∗-homomorphism pi : H →
LR(H) is equivalent to the existence of a R-Hilbert space H0 such that H ∼= H0 ⊗Hil H. In this case,
there is a Hilbert H-bimodule structure on H (with H-valued inner product 〈·, ·〉) such that (·, ·) = Re〈·, ·〉
and pi is induced by the left H-multiplication.
Proof: Suppose that such a H0 exists. If Λ : H → LR(H) is the ∗-homomorphism given by the left
H-multiplication, then pi := 1⊗Λ : H→ LR(H0⊗HilH) is a ∗-homomorphism. Conversely, suppose such
a pi exists and we define a right H-multiplication and a H-valued inner product on H by
x · α := pi(α∗)(x) and [x, y] :=
∑
e∈B
(x, pi(e)(y)) e (x, y ∈ H ;α ∈ H). (4)
It is clear that [·, ·] is R-bilinear. For any x, y ∈ H and f ∈ B,
[x, y · f ] =
∑
e∈B
(x, pi(ef∗)(y)) e =
∑
g∈B
(x, pi(g)(y)) gf = [x, y] · f
and
[y, x] =
∑
e∈B
(pi(e∗)(y), x) e =
∑
g∈B
(x, pi(g)(y)) g∗ = [x, y]∗.
Moreover, for any x ∈ H and e ∈ B \ {1},
(x, pi(e)(x)) = (pi(e∗)(x), x) = −(pi(e)(x), x) = −(x, pi(e)(x))
and so [x, x] = (x, x). Consequently, H is a Hilbert right H-module, denoted by K, under the structure
in (4). By Proposition 3.4, there is a R-Hilbert space H0 such that K ∼= H0 ⊗H and so H ∼= H0 ⊗Hil H.
Finally, there exists a left H-multiplication on K turning it into a Hilbert H-bimodule (by Proposition
3.4 again), also denoted by K. Now it is not hard to check that pi is given by the left multiplication on
Kop and (·, ·) = Re〈·, ·〉 (where 〈·, ·〉 is the H-valued inner product of Kop). 
The equivalences of categories in the above tells us that for any inner product H-bimodules X and
Y , the two vector spaces LH(X ;Y ) and LR(XRe;YRe) are isomorphic. In fact, they are isometrically
isomorphic.
Proposition 3.7 Let X and Y be inner product H-bimodules.
(a) X ∼= XRe⊗HilH as normed spaces (where ⊗Hil is the Hilbert space tensor product) under the canonical
H-bimodule isomorphism ∆ that sends
∑
e∈B xee to
∑
e∈B xe ⊗ e (where xe ∈ XRe).
(b) The canonical isomorphism Φ : LH(X ;Y )→ LR(XRe;YRe) is isometric.
Proof: (a) Note that if e, f ∈ B such that e∗f 6= 1, then f∗e = −e∗f . Thus,∥∥∥∥∥∑
e∈B
xee
∥∥∥∥∥
2
=
∥∥∥∥∥∑
e∈B
〈xe, xe〉
∥∥∥∥∥ = ∑
e∈B
‖xe‖2 = ‖∆(x)‖2.
(b) As Φ(T ) = T |XRe , it is clear that ‖Φ(T )‖ ≤ ‖T ‖. For any x =
∑
e∈B xee ∈ X (xe ∈ XRe), we have,
using the same argument as in part (a),
‖T (x)‖2 =
∥∥∥∥∥∑
e∈B
Φ(T )(xe)e
∥∥∥∥∥
2
=
∑
e∈B
‖Φ(T )(xe)‖2 ≤ ‖Φ(T )‖2
∑
e∈B
‖xe‖2 = ‖Φ(T )‖2‖x‖2.
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Remark 3.8 (a) Note that the category of two-sided H-inner product spaces, the category of inner
product H-bimodules and the category of R-inner product spaces are also equivalent but we do not
know if they are equivalent to inner product right H-modules.
(b) For any two H-normed spaces X and Y , the two Banach spaces LH(X ;Y ) and LR(XRe;YRe) are
isomorphic (because ‖T |XRe‖ ≤ ‖T ‖ ≤ 4 ‖T |XRe‖ for any T ∈ LH(X ;Y )) but they are in general not
isometrically isomorphic.
(c) By the argument of Theorem 3.5, if (Y, 〈〈·, ·〉〉) is a two-sided H-Hilbert space and x, y ∈ Y , then
‖m(〈〈x, y〉〉)‖ ≤ ‖x‖ ‖y‖ (because of the corresponding result for Hilbert right H-module which can be
shown using a similar argument as that for Hilbert modules over complex C∗-algebras as in [13]).
Our next task is the Riesz representation type theorem for “quaternion Hilbert spaces”. Let us first
consider the notion of the dual space of a H-normed space. If X is a H-normed space, then the space of
quaternion linear functional LH(X ;H) is in general not a H-vector space. For example, when X = H,
we have LH(X ;H) = R.
We recall from [18] the following definition of the dual object of X (which is motivated by the duality
of operator spaces; see e.g. [17]):
Xr := LH(X ;H⊗ǫ ⊲H⊳)
where H⊗ǫ ⊲H⊳ is the H-bimodule H⊗ ⊲H⊳ equipped with the injective tensor norm (see e.g. [19] for a
definition). Xr is a H-Banach space under the multiplication:
(α · T · β)(x) = (α⊗ 1)T (x)(β ⊗ 1) (α, β ∈ H;x ∈ X ;T ∈ Xr).
Our next remark shows that Xr is a nice duality because
LH(X ;H⊗ǫ ⊲H⊳) ∼= LR(XRe;H)
as H-Banach spaces (compare with Lemma 2.3(b)).
Remark 3.9 (a) AsH is finite dimensional, LH(X ;H⊗⊲H⊳) ∼= H⊗LH(X ;H) as vector spaces. Moreover,
for any T ∈ LH(X ;H⊗ǫ ⊲H⊳),
‖T ‖LH(X;H⊗ǫ ⊲H⊳) = sup
‖x‖≤1
sup
‖f‖≤1
‖(f ⊗ id)T (x)‖ = sup
‖f‖≤1
‖(f ⊗ id) ◦ T ‖LH(X;H) = ‖T ‖H⊗ǫLH(X;H).
Therefore, by Lemma 2.3(b), we have
Xr = LH(X ;H⊗ǫ ⊲H⊳) ∼= H⊗ǫ LH(X ;H) ∼= H⊗ǫ X∗Re ∼= LR(XRe;H)
as H-Banach spaces (the last equivalence follows from a similar argument as the first one) and the
isometry from LH(X ;H⊗ǫ ⊲H⊳) to LR(XRe;H) is the map Φ in Proposition 3.7(b).
(b) Let Y be a inner product H-bimodule (or equivalently, a two-sided H-inner product space). By part
(a) and Proposition 3.7(b), the identity map
Id : LH(Y ;H⊗ǫ ⊲H⊳)→ LH(Y ;H⊗Hil ⊲H⊳)
is an isometry. Note, however, that the norms on H ⊗ǫ H and H ⊗Hil H are not the same, e.g. if
θ =
∑
e∈B e ⊗ e, then ‖θ‖Hil = 2 but ‖θ‖ǫ = 1 (because under the canonical isomorphism H ⊗ǫ H ∼=
H
∗⊗ǫH ∼= LR(H), the corresponding element of θ is the identity map in LR(H); see the identification of
H∗ ∼= H in the paragraph preceding Definition 2.1).
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Lemma 3.10 (a) If X is a H-normed space and T ∈ Xr, we set
‖T ‖L := ‖m ◦ T ‖
where m is the multiplication on H. Then ‖T ‖ ≤ ‖T ‖L (T ∈ Xr) and ‖ · ‖L is a left H-module norm on
Xr.
(b) Let (Y, 〈〈·, ·〉〉) be a two-sided H-inner product space. For any y ∈ Y , we can define Ty ∈ LH(Y ;H ⊗
⊲H⊳) by
Ty(x) := 〈〈y, x〉〉 (x ∈ Y ).
Then Ty ∈ Y r and ‖Ty‖ ≤ ‖y‖.
Proof: (a) By Remark 3.9(a), for any T ∈ Xr,
‖T ‖ = ‖Φ(T )‖ = ∥∥(m ◦ T ) |XRe∥∥ ≤ ‖T ‖L.
Consequently, ‖ · ‖L is a norm and it is clear that ‖ · ‖L is a left H-module norm according to the scalar
multiplication defined on Xr.
(b) It is clear that Ty ∈ LH(Y ;H ⊗ ⊲H⊳) and ‖Ty(x)‖ = ‖m(〈〈y, x〉〉)‖ ≤ ‖y‖ ‖x‖ for any x ∈ Y (see
Remark 3.8(c)). 
The following example shows that in general we do not have ‖T ‖ = ‖T ‖L.
Example 3.11 Let X be the Hilbert H-bimodule C⊗H and T ∈ Xr be defined by T (1⊗ β1 + i⊗ βi) :=
J(1) ⊗ β1 + J(i) ⊗ βi for any β1, βi ∈ H (where J is the “forgettable isometry” from C to H). Then
Remark 3.9(a) tells us that ‖T ‖ = ‖J‖ = 1. On the other hand,
‖T ‖L = sup{‖β1 + iβi‖ : β1, βi ∈ H; ‖1⊗ β1 + i⊗ βi‖ ≤ 1}.
By considering β1 = i/
√
2 and βi = 1/
√
2, we see that ‖T ‖L ≥
√
2.
It follows directly from Theorem 3.5 that any element in LH(Y ;H) comes from an element in YRe.
The following result gives a complete version for a Riesz representation type theorem (which reproduces
all the elements in Y ).
Theorem 3.12 (Riesz Representation theorem) Suppose that Y is a Hilbert H-bimodule. Then for any
T ∈ Y r, there exists a unique y ∈ Y such that
m(T (x)) = 〈y, x〉 (x ∈ X)
and ‖T ‖L = ‖y‖.
Proof: Since Y r ∼= Y ∗Re ⊗ǫH ∼= YRe ⊗ǫH as Banach spaces (note that YRe is a R-Hilbert space because
of Theorem 3.5), there exist ye ∈ YRe (e ∈ B) such that for any ze ∈ YRe, we have
T
(∑
e∈B
zee
)
=
∑
e,f∈B
〈〈yf , ze〉〉(f ⊗ e)
where 〈〈·, ·〉〉 is the corresponding two-sided H-inner product given by Theorem 3.5 and so y =∑e∈B e∗ye
will satisfy the first equality in the statement. The second equality follows directly from the definition
of ‖ · ‖L.

11
4 Quaternion B∗-algebras
In [10] and [12], (unital) real B∗-algebras that contain (unital) subalgebras ∗-isomorphic to H are con-
sidered. This kind of algebras are the same as quaternion B∗-algebras as defined in the following (see
the discussion in Remark 1.2 and Remark 4.2(c) below). Using our observation concerning the real parts
of quaternion vector spaces, we can obtain easily the improved versions of the main results in [12]. Let
us start with the definition of quaternion algebras.
Definition 4.1 (a) Let A be a H-vector space as well as a R-algebra (with respect to the induced R-
vector space structure on A). Then A is called a H-algebra if the following conditions are satisfied for
any a, b ∈ A and γ ∈ H:
(γa)b = γ(ab), (aγ)b = a(γb) and (ab)γ = a(bγ).
Moreover, a R-involution ∗ on A is called a H-involution if for any α ∈ H and b ∈ A,
(αb)∗ = b∗α∗ and (bα)∗ = α∗b∗.
In this case, A is called a H-involutive algebra.
(b) Suppose that A is a H-involutive algebra with a H-norm ‖ · ‖. Then A is called a H-B∗-algebra if it
is complete under ‖ · ‖ and ‖ · ‖ satisfies the following properties:
‖ab‖ ≤ ‖a‖ ‖b‖ and ‖a∗a‖ = ‖a‖2 (a, b ∈ A).
Remark 4.2 (a) We recall that a R-Banach-∗-algebra is a R-B∗-algebra if its norm satisfies the second
equality in Definition 4.1(b). Moreover, a R-B∗-algebra A is said to be hermitian if σA+iA(a) ⊆ R
for any element a ∈ A with a∗ = a. Note that whether A is hermitian depends only on the algebraic
structure of A (i.e. unrelated to the norm on A).
(b) A R-C∗-algebra is a closed ∗-subalgebra of LR(H) for a R-Hilbert space H . For a R-B∗-algebra B,
the following statements are equivalent.
(i). B is a R-C∗-algebra.
(ii). There exists an injective ∗-representation pi of B on a R-Hilbert space such that pi(B) is closed.
(iii). B is hermitian.
(vi). B can be “complexified” into a C-C∗-algebra
In fact, the equivalences of statements (i), (iii) and (iv) can be found in [14, 5.1.2 & 5.2.11]. On the other
hand, it is clear that statement (i) implies statement (ii). Moreover, if statement (ii) holds, then pi(B) is
hermitian (as it is a R-C∗-algebra) and so is B (because pi : B → pi(B) is a bijective ∗-homomorphism).
(c) If A is a unital R-B∗-algebra with an injective unital ∗-homomorphism φ : H → A, then A is a
H-B∗-algebra under the H-scalar multiplication induced by φ.
(d) If A and B are R-C∗-algebras, then any injective ∗-homomorphism ϕ : A → B is isometric. In
fact, as in part (b), for any R-C∗-algebra A, there exists a C-C∗-algebra AC such that A is a closed
R-∗-subalgebra of AC and AC = A+ Ai. Since AC ∼= A ⊗ C as complex ∗-algebras, ϕ can be extended
to an injective (and hence isometric) complex ∗-homomorphism from AC to BC .
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Example 4.3 Suppose that (K, 〈·, ·〉) is a Hilbert H-bimodule.
(a) By Remark 3.2(d), the left scalar multiplication on K defines a R-∗-homomorphism ΘK : H →
LH,r(K). Therefore, LH,r(K) is canonically a H-B
∗-algebra. Note that there is a canonical injective
unital ∗-homomorphism
JK : LR(KRe)⊗H→ LH,r(K)
given by JK(T ⊗ α)(x ⊗ β) = T (x)⊗ αβ (T ∈ LR(KRe), α, β ∈ H and x ∈ KRe). In this case, we have
ΘK = JK ◦ (1⊗ΘH).
(b) Since LH,r(K) ⊆ LR(K) as unital R-B∗-algebra, we see that LR(K) is also a H-B∗-algebra canoni-
cally.
The proof of the following lemma is clear and will be omitted.
Lemma 4.4 If A is a H-B∗-algebra, then ARe is a R-B
∗-subalgebra of A and the map ϕ : A→ ARe⊗H
given by
ϕ : a 7−→
∑
e∈B
Re(e∗a)⊗ e (a ∈ A)
is a H-∗-isomorphism.
Theorem 4.5 (Gelfand-Naimark theorem) For any H-B∗-algebra A, there exists a Hilbert H-bimodule
H and an isometric H-∗-homomorphism from A to LH,r(H).
Proof: Lemma 4.4 tells us that ARe is a R-B
∗-algebra. It is easy to check that A1,i = ARe + iARe (see
Proposition 1.9) is a C-B∗-algebra (equivalently, a C-C∗-algebra). An isometric ∗-representation of A1,i
on a C-Hilbert space (K, (·, ·)) (which always exists) induces an isometric ∗-representation pi of ARe on
the R-Hilbert space K0 = (K,Re(·, ·)). Therefore, pi ⊗ΘH (where ΘH is the map as in Example 4.3(a))
is an injective ∗-representation of A ∼= ARe ⊗ H on the R-Hilbert space K0 ⊗ l(4)2 and it is not hard to
see that (pi ⊗ΘH)(A) is closed in LR(K0 ⊗H). Consequently, A is actually a R-C∗-algebra (see Remark
4.2(b)). On the other hand, if H = K0 ⊗ H, then JH ◦ (pi ⊗ idH) (where JH is the map in Example
4.3(a)) induced an injective H-∗-homomorphism from A ∼= ARe ⊗H to LH,r(H). This ∗-homomorphism
is isometric because of Remark 4.2(d). 
Using this theorem as well as the last statement of Example 4.3(b), we can obtain the following
extension of the main result in [12].
Corollary 4.6 (Alternative form of the Gelfand-Naimark theorem) For any H-B∗-algebra A, there exists
a Hilbert H-bimodule H and an isometric H-∗-homomorphism from A to LR(H).
Note that a unital R-B∗-algebra containing a unital subalgebra ∗-isomorphic to H will automatically
be a H-B∗-algebra and so is a subalgebra of some LR(H) by the above corollary.
Corollary 4.7 Suppose that A is a unital R-B∗-algebra. If there exists a unital ∗-homomophism from
H to A, then A is hermitian.
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Remark 4.8 (a) As stated in Remark 3.2, because the quaternionic Hilbert space as defined in [12,
Definition 2] is automatically unital, one needs to assume that the real B∗-algebra in [12, Theorem 4] is
unital and contains a unital ∗-subalgebra ∗-isomorphic to H. Therefore, [12, Theorem 4] is a particular
case of Corollary 4.6. Note that we do not need to assume, a prior, that A is hermitian (as this condition
automatically holds for H-B∗-algebras).
(b) Another interpretation of Theorem 4.5 is that H-B∗-algebras and H-C∗-algebras (which is defined
as closed H-∗-subalgebras of LH,r(H) for some Hilbert H-bimodule H) are the same.
(c) An application of Theorem 4.5 is the following. If one want to define quaternionic operator spaces,
the first problem is whether one should consider subspaces of LR(H) (where H is a Hilbert H-bimodule)
or LH,r(K) (where K is a Hilbert right H-module). Theorems 3.5 and 4.5 tell us that these two notions
are actually the same.
It is clear that if A is a H-B∗-algebra, then ARe is a R-B
∗-algebra and Theorem 4.5 shows that ARe
is a R-C∗-algebra. Conversely, if B is a R-C∗-algebra, then there exists a norm on B ⊗ H which turns
it into a H-B∗-algebra (see again the argument of Theorem 4.5). Remark 4.2(d) tells us that such a
norm on B⊗H is unique. Furthermore, it is also clear that R-∗-homomorphisms between R-C∗-algebras
correspond bijectively to H-∗-homomorphisms between their tensor products with H. Thus, we have the
following corollary.
Corollary 4.9 The category of H-B∗-algebras is equivalent to the category of R-C∗-algebras.
We can also obtained very easily the following improvement of [12, Corollary 6] (note that the proof
in [12] required the main result of [11] and the statement in [12, Corollary 6] includes the hermitian
assumption).
Theorem 4.10 (Gelfand theorem) Let A be a H-B∗-algebra. Then A ∼= C0(Ω;H) (as H-B∗-algebra) for
a locally compact Hausdorff space Ω if and only if all elements in A are normal.
Proof: It is easy to check that if A ∼= C0(Ω;H), then any element in A is normal. Conversely, suppose
that all elements in A are normal. Take any a, b, c, d ∈ ARe. From the equalities (a∗ + b∗)(a + b) =
(a+ b)(a∗ + b∗) and (a∗ − b∗i)(a+ bi) = (a+ bi)(a∗ − b∗i), we know that
a∗b+ b∗a = ba∗ + ab∗ and a∗b− b∗a = ba∗ − ab∗
and hence a∗b = ba∗ which implies that ARe is commutative. On the other hand, by comparing the “i-
coefficients” of the two expressions: (a+bi+cj+dk)∗(a+bi+cj+dk) and (a+bi+cj+dk)(a+bi+cj+dk)∗,
we see that
a∗b− b∗a− c∗d+ d∗c = −ab∗ + ba∗ − cd∗ + dc∗
and so, d∗c = dc∗. Now, if we replace c by an approximate identity for the R-C∗-algebra ARe (see e.g.
[14, 5.2.4]), we see that d∗ = d (i.e. the involution is trivial on ARe). Since A1,i = ARe + ARei is a
commutative C-C∗-algebra, there exists a locally compact Hausdorff space Ω such that A1,i ∼= C0(Ω,C).
Because of the relation ARe = (A1,i)sa (since the involution is trivial on ARe), we see that ARe ∼= C0(Ω,R)
and thus, A ∼= C0(Ω,H). 
A H-B∗-algebra A is said to be normal if every element in A is normal.
Corollary 4.11 The following categories are equivalent:
1. the category of compact Hausdorff spaces with continuous maps as morphisms;
2. the category of unital normal H-B∗-algebras with unital H-∗-homomorphisms as morphisms;
3. the category of unital commutative C-C∗-algebras with unital C-∗-homomorphisms as morphisms.
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