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We propose a mechanism of restricted non-determinism in logical languages
that uses a so-called symmetry-based choice operator whose application is
restricted only on symmetric elements. Based on this mechanism, we
define a logical language that is in PTIME but strictly more expressive
than fixed-point logic with counting. This language is based, on the one
hand, on an extension of the inflationary fixed-point logic with a choice
operator, called specified symmetry choice, and, on the other hand, on an
introduction of a so-called logical reduction operator, which when added
to the above extension of fixpoint logic, allows us to increase the expressive
power. ] 1998 Academic Press
1. INTRODUCTION
Non-determinism has been recently introduced in query database languages and
has been shown to have an interesting advantage in their expressive power: this
mechanism can sometimes be used to compute more efficiently deterministic queries. In
fact, such queries can be computed by non-deterministic programs which happen to
produce an unique output for each input. This property of non-deterministic programs,
called functionality, is crucial if one wants to use non-deterministic mechanisms to
compute deterministic queries. Evidently, if this property is checkable, it will be a
promising approach to the problem of finding efficient languages that are more powerful
than known deterministic database languages, such as Fixpoint or Fixpoint+Counting.
Unfortunately, it was shown that in general functionality is undecidable [AV1].
In this paper, we investigate an alternative approach to this problem, using restricted
non-determinism. In [AV1] a choice operator W, called witness, is introduced in the
context of general non-determinism. We consider here choice operators which are
sound, that is they produce always isomorphic results at any application. We will show
that this restricted non-determinism can be used to express deterministic queries.
The notion of sound non-determinism was first considered in [GVdBG] under
the term ‘‘uniform semi-determinism.’’ The authors outlined the advantage of this
form of non-determinism by showing that counting queries can be expressed in an
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uniform semi-deterministical manner, i.e., sound in our term. The purpose of our
paper is to show a restricted non-deterministic mechanism with soundness property
but having more expressive power, i.e., it can express efficient deterministic queries
other than counting queries.
This sound non-determinism is based on an extension of fixpoint computations
which introduces a symmetry-based choice operation between its usual deterministic
steps. Intuitively, by our definition, a symmetry-based choice operation is a choice
operation that is applied only on symmetric elements, i.e., elements of the database that
are undistinguishable at the conceptual level. More precisely, a symmetry-based choice
operator of the form choice (8) is an operator that makes an arbitrary choice
among the set of tuples defined by the formula 8 only if this set is an automorphism
class, i.e., for each pair of tuples in this set there is an automorphism of the structure
that maps one to the other.
This extension of fixpoint with symmetry-based choice allows one to define queries
up to isomorphism in general and deterministic queries for the boolean case. Evidently,
computations using this choice mechanism are practically unfeasible for arbitrary input
databases because they involve an automorphism test at every choice step. These
automorphism tests are feasible only for simple classes of structures. Our idea is to
consider first this symmetry-based choice mechanism on such basic simple structures
and to show its advantage w.r.t. expressive power; i.e., it can express efficiently more
deterministic queries on these structures than known deterministic mechanisms.
Second, believing that many DB-PTIME queries on arbitrary input databases can be
reduced by some processes to queries on abstract structures of the above type, we
introduce a so-called logical reduction operator into the language to express these
forms of reduction.
In this paper we consider as basic the class of structures that have FO-definable
automorphism classes or FO-definable automorphisms.
We define a class Ck of structures that have FO-definable automorphism classes.
On input structures of this class the symmetry-based choice mechanism is efficient
because the automorphism test at any choice step of the computation is reducible
to a k-equivalence test between elements in a structure. We show that Fixpoint
together with this choice mechanism expresses exactly all PTIME properties of
Ck -databases. The class of k-rigid databases, on which it is known that Fixpoint=
DB-PTIME (see [Daw]) is strictly included in this class.
The symmetry-based choice mechanism that uses FO-definable automorphisms,
is called a specified symmetry-based choice mechanism. In this proposal, the choice
operator has the form choice (8, F ), where the second argument F is a formula
which is used to describe the intended automorphisms. The choice operation is triggered
on a set defined by 8, only if the elements of this set satisfy the symmetries
described by F. For example, let FT be the formula expressing, for any two given
elements a and b, the mapping fab corresponding to the transposition of a and b,
then the choice operator choice (8, FT) requires that the transposition of any two
elements in 8 is an automorphism. The use of symmetries that are transpositions
has already been investigated in [VdBG] in the form of the so-called swap choice.
Our specified symmetry-based choice is more general in the sense that it takes into
account general symmetries of the structure (not only transpositions).
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The specified symmetry-based choice is efficient, because for any given pair of tuples
in the set defined by 8 we are given a witness first order defined automorphism and
it is clear that testing whether a given mapping f is an automorphism is in PTIME.
Our main result is that the language using this specified symmetry-based choice
together with the logical reduction operator has an expressive power strictly greater
that Fixpoint+Counting.
The paper is organized as follows. In Section 2, we review some basic concepts
and notations. In Section 3, we present the general formalism of our non-deterministic
mechanism, which is based on the introduction of an operator, called inflationary
choice fixpoint operator. Section 4 defines the symmetry-based choice semantics of this
operator. Section 5 studies the restriction of this mechanism on a class Ck of databases.
In Section 6 we present the specified symmetry-based choice and the result concerning
its expressive power. Section 7 presents our main result which is obtained by an
extension of the language with a so-called logical reduction operator. Finally we
draw some conclusions in Section 8.
2. PRELIMINARIES
We review here some main definitions about queries and the notion of non-deter-
minism in query languages.
A database schema is a finite set _ of relation symbols of specified arities.
A database (or finite structure) B over _ is an interpretation of _ over some finite
universe U, denoted sometimes by dom(B), such that each relation symbol R of
arity k in _ is interpreted by a subset of Uk, denote by B(R). For each subset _$
of _, we denote by B(_$) the sub-structure of B, limited to the sub-schema _$.
Queries must be computable and generic. More precisely, let DB(_) be the set of
all databases over _. A k-ary query on DB(_) (see [CH1]) is a partial recursive
function Q on DB(_) such that:
 for every B over _, Q(B) is a k-ary relation on dom(B)
 Q is preserved under isomorphism, that is if h: A  B is an isomorphism
between the two structures A and B, then Q(B)=h(Q(A)).
A Boolean query is a function Q: DB(_)  [0, 1] that is preserved under isomorphism.
The complexity of a query is defined with respect to the timespace used by a
Turing machine to produce a standard encoding of the output relation starting
from a standard encoding of the input database. DB-PTIME denotes the class of
queries computable in polynomial time. Note that the above definition of the com-
plexity of a query Q is not the usual one which is define relatively to the decision
problem (i.e., the input of the Turing machine is the encoding of an input Database
I and a tuple b, and the output is yes if b is in Q(I ) and no otherwise), but in the
case of PTIME the two notions coincide. In this paper, by ‘‘feasible queries’’ we
mean queries of DB-PTIME.
Many query languages have been defined as extensions of first-order logic FO.
A query in FO is defined as follows.
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Consider a formula 9(x1 , ..., xk) of FO over _. Then 9 defines a query Q that
maps each structure B over _ to a k-ary relation Q(B) on U, defined by
[[a1 , ..., ak] # U kB<9(a1 , ..., ak)].
FO is too weak a language to express main queries such as the transitive closure
of a binary relation. Fixpoint queries have been introduced in [CH2] to remedy
the expressive power of FO. The inflationary version of fixpoint logic, FO+IFP, is
defined like first-order logic with the additional rule for the formulas construction:
if 9(x1 , ..., xk , S) is a formula and S is a k-ary relation variable, then
IFP(S) 9(x1 , ..., xk , S) is a formula.
A formula IFP(S) 9(x1 , ..., xk , S) as above defines for each structure B a relation
of arity k, which is the limit of the sequence
I0(S)=B(S), Ii+1(S)=Ii (S) _ [a # U k | Ii<9(a )],
where I i , 0i|, is a structure which coincides with B for each relation symbol
different to S.
FO+IFP has been shown to define the fixpoint queries [GS] and to express
exactly the DB-PTIME queries on ordered structures [Imm2, Var]. However, on
arbitrary structures FO+IFP is strictly included in DB-PTIME. In fact, this logic
cannot express many low complexity queries such as the parity of a relation. Counting
has been introduced in FO+IFP to remedy this limitation. However, it was shown in
[CFI] that Fixpoint+Counting does not capture all PTIME queries.
Non-determinism, recently introduced in query languages, can be considered as
an alternative to the assumption of the presence of an order to increase the expressive
power. Queries, in this approach, are in general non-deterministic, that is, they define
for each input structure many possible results. More precisely:
A non-deterministic k-ary query on DB(_) is a subset Q of DB(_)_DB({),
where { is a schema containing only one relation symbol of arity k, such that:
 Q is recursively enumerable,
 For each structure I of DB(_), if (I, J) # Q then J is a k-ary relation on
dom(I ),
 Q is preserved under isomorphism, that is: if h is a permutation of the
elements of dom(I ) then, (I, J) # Q iff (h(I ), h(J)) # Q.
A Boolean non-deterministic query is a recursively enumerable subset Q of
DB(_)_[0, 1] that is preserved under isomorphism.
The class of non-deterministic queries that are computable by a non-deterministic
Turing machine in polynomial time is denoted by NDB-PTIME.
A non-deterministic extension of first-order logic is achieved in [AV1] by
introducing a choice operator, called witness and denoted by W. Informally, given
a formula 8(x), the witness operator Wx applied to 8(x) chooses an arbitrary x
that makes 8 true. More precisely, the W operator is used in conjunction with first-
order formulas as follows. If 8(X, Y) is a formula, where X, Y are vectors of
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distinct free variables in 8, then WX8(X, Y) is a formula. The extension of FO with
this additional rule for the formula’s construction is denoted by FO+W. The
semantics of the W operator is defined as follows. Each formula 8 of FO+W
defines a set of predicates, i.e., the set of possible interpretations J of the formula.
Consider now the formula WX8(X, Y). The set of predicates defined by WX8(X, Y)
is the set of interpretations I such that for some J in the set of interpretations of
8, IJ and for each Y for which (X, Y) is in J for some X, there exists a unique
XY such that (XY , Y) is in I. The semantics of the other first order constructs
associates to formulas of the form 9c8 or c8 where c # [ 7 , 6 , c, \, _] the set
of interpretations I obtained by applying in the usual way the constructor c to the
different possible interpretations of 9 and 8. For example, the semantics of a
formula of the form _X8(X, Y) is the following: for each interpretation I defined by
8(X, Y), the interpretation that is the projection of I on Y is in the set of inter-
pretations defined by _X8(X, Y).
An extension of the inflationary fixpoint logic is obtained by adding to FO+W
the usual inflationary fixpoint operator. This logic, denoted by FO+IFP+W, is
shown to capture exactly the class of NDB-PTIME queries and therefore can express
all DB-PTIME queries as well.
The main problem of such an introduction of non-determinism in query languages
is that queries defined by these languages are in general non-deterministic. In particular,
such languages contain non-deterministic sentences whose semantics may be a set of
values [true, false]. Furthermore, as was shown in [AV1], it is undecidable whether
a formula of these languages defines a deterministic query.
This paper proposes a different use of non-determinism in query languages to
increase their expressive power. This approach avoids the above problems by imposing
some restrictions on the use of the non-determinism. It is called restricted non-deter-
minism, by opposition to the above one which is called general non-determinism.
3. INFLATIONARY CHOICE FIXPOINT OPERATOR
In this section we define a formalism of general non-determinism which is adequate
for our definition of the restricted non-determinism presented in the next section. As
remarked in [AV1], non-determinism seems to have an advantage in expressive power
only if it is used together with an inductive mechanism. We propose below a non-
deterministic formalism which just provides a tight interaction between the non-deter-
ministic and the inductive mechanisms. This non-deterministic formalism is based on
the use of the ‘‘non-deterministic’’ fixpoint operator, called inflationary choice fixpoint
and denoted by IFPc . This operator will be used as a non-deterministic constructor
in our approach.
Definition 1. Let 9(x , S, T ) and 8( y , S, T ) be formulas over _ _ [S, T],
where S, T are two relation symbols not in _ such that the arities of S and T match
the free variables x and y , respectively. The formula
IFPc[S, T](9, 8)
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defines for each input structure A over _, a relation equal to the limit I|(S) of a
sequence of structures computed as
I0(S)=< I0(T )=<
for each i0, there is two steps:
the choice step concerns the relation T:
I$i (T )=choice(8(Ii)), I$i (S)=Ii (S), (1)
where 8(Ii )=[b |Ii |=8(b )].
the inductive step concerns the relation S:
Ii+1(S)=Ii (S) _ [a | I$i <9(a )], Ii+1(T)=I$i (T ), (2)
where I$i and Ii are structures on _ _ [S, T] which coincide with A on _.
In this definition, the above set 8(Ii) is called the choice set, and the operation
choice (8(Ii)) in (1), chooses an arbitrary element of 8(Ii).
So the computation can be seen as an alternation of the inductive step and the
choice step. Note that, during the computation, the relation T contains only one
tuple which is the element chosen at each choice step.
Example 1. The formula IFPc[Succ, T](9, 8) computes non-deterministically
a successor relation Succ on the input universe U, with
9(x, y, Succ, T)=[(x=min) 7 T( y) 7 (\z cSucc(min, z))] (1)
6 [T( y) 7 (_z Succ(z, x)) 7 (\z cSucc(x, z))] (2)
8(x)=\z(cSucc(z, x)) 7 (x{min). (3)
At each choice step, (3) computes the set containing all elements that have not
yet been ordered, the relation T contains only an arbitrary element of this set. In
the inductive step that follows, this element is defined either as the successor of the
element min (that is, we have Succ(min, y)) by (1) or as the successor of the last
ordered element by (2).
In the above formulas we suppose that the language contains a constant symbol
min. However it is possible to avoid the use of such a constant symbol.1
Definition 2. Let _ be a schema, FO+IFPc(_) is the set S(_) of formulas
defined like FO(_) with the following additional rule for the formula’s construction:
If in Definition 1, 9 and 8 are in S(_ _ [S, T)]), then the formula IFPc[S, T](9, 8)
is in S(_).
The non-deterministic computation defined by the operator IFPc is as powerful
as the general non-deterministic computation defined by FO+IFP+W. In fact,
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using the normal form of the queries defined by FO+IFP+W in [AV1], we can
show the following proposition:
Proposition 1. FO+IFPc=FO+IFP+W.
In this paper we use FO+IFPc to study symmetry-based non-determinisms. The
reason of this choice will be explained in the next section.
4. SYMMETRY-BASED CHOICE
In this section, we present a mechanism of restricted non-determinism in which
the choice operation is triggered on a set of elements only if this set is an auto-
morphism class. In our terms the elements of such a class are called symmetric
elements and the above choice operation is called symmetry-based choice. We recall
first the precise definition of an automorphism class.
Definition 3. Let A be a structure. Two k-tuples (x1 , ..., xk) and ( y1 , ..., yk) of
A are equivalent iff there is an automorphism f of A such that f (xi)= yi for
1ik. The automorphism classes of A are the classes of this equivalence relation.
We will show in this section that the symmetry-based choice version of the
operator IFPc defined in the previous section is a sound operator, i.e., all different
possible sequences of computations of this operator on a given input structure are
‘‘isomorphic.’’
It would be possible to define a symmetry-based choice version of FO+IFP+W
by giving to the operator W a symmetric semantics; i.e., W applied on a formula
8(x) returns one element only if the set of elements satisfying 8 are symmetric.
However, this logic is not sound. In fact, in a formula of FO+W, which may have
many occurrences of W, we do not know in what order the corresponding choices
will be executed. This may lead to non-isomorphic interpretations of a FO+W
formula even with a symmetric semantics for W. We give below an example of such
a formula.
Example 2. Consider the formula
,(x, y)=WX R1(x) 7 WyR2( y) 7 G(x, y),
where R1 and R2 are two unary relations and G is a binary relation. Let A be the
structure with R1=[a, b], R2=[c, d], and G=[(a, c), (b, d )]. So R1 and R2 are
automorphism classes of A. If no particular order is specified for the applications
of Wx and Wy , i.e., the corresponding symmetry-based choices may be executed in
parallel, then the different interpretations of , on A are not isomorphic. For instance,
,(A)=[(a, c)] if a (resp., c) is the chosen element in the application of Wx (resp., Wy).
But ,(A)=< if a (resp., d) is the element chosen in the application of Wx (resp., Wy).
However, if we specify an order for the choices, for instance Wx must be applied
before Wy , then the isomorphism between the different interpretations of , on A is
assured. In fact, after the application of Wx that returns an element of R1 , say a,
the application Wy returns nothing: the elements c and d of R2 are not symmetric
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any more, because c is connected by the relation G to the previously chosen element,
i.e., we have G(a, c), but it is not the case for d. So the interpretations of , on A are
always empty.
The non-deterministic formalism, based on the IFPc operator, has the particular
property that there is a priori an order in the execution of the different choices in
a computation, which is the order corresponding to the iteration steps. This is the
reason why we use this particular non-deterministic formalism to define our sound
non-deterministic language.
Definition 4. The symmetry-based version of the inflationary choice fixpoint
operator is denoted by IFPc, s and defined like IFPc in Definition 1 with the obvious
symmetry restriction on the choice operation at each choice step, that is, in the
choice step i, the choice operation returns an arbitrary element of the choice set
8(Ii) only if this set is an automorphism class of Ii (otherwise the choice operation,
choice (8(Ii)), does not return any element.)
Example 3. Let us consider the formula IFPc, s[Succ, T](9, 8) in which 9 is
as in Example 1 and 8 is the formula 8(x)=R(x) 7 (\z cSucc(z, x)) 7 (x{min),
where R is an unary relation symbol. Let A be a structure on the schema _=[R].
During the computation for each structure Ii on [R, Succ, T] the choice set
8(Ii)=[a | Ii <R(a) 7 (\z cSucc(z, a)) 7 (a{min)]
containing the elements of R which have not yet been ordered is clearly an auto-
morphism class of Ii .
Therefore the formula IFPc, s[Succ, T](9, 8) defines Succ as a successor relation
on the elements of R.
On the contrary if A is the following structure on the schema _=[E, R] where
E is an additional binary relation symbol, A=[E(a, b), E(a, c), R(a), R(b)], then
the choice set 8(Io) (where Io is the structure of Definition 1) is not an auto-
morphism class. Therefore the choice step does not make any choice during the
computation of I|(Succ) and so, on the structure A, IFPc, s[Succ, T](9, 8) defines
Succ as the empty relation.
Definition 5. For each schema _, we define FO+IFPc, s(_) the set of formulas
of the form IFPc, s[S, T](9, 8) where 9 and 8 are FO+IFP formulas over _ _ [S, T].
Remark. 1. It can be shown that each formula of FO+IFPc, s defined as above
is equivalent to a formula IFPc, s[S, T](9, 8) where 9 and 8 are FO-formulas.
2. In this section we do not consider the nesting of the IFPc, s operator with
other logical connectors. Indeed, as shown by Example 2, an order of the choices,
even with symmetric semantics, is necessary to assure soundness of the formulas.
Therefore, for example, the conjunction of two (FO+IFPc, s) formulas might lead
to formulas with non-isomorphic interpretations. Because we cannot take full advantage
of a general nesting of the IFPc, s operators, we restrict 9 and 8, in Definition 5, to be
FO+IFP formulas but not general FO+IFPc, s formulas. As will be seen later, nesting
of the IFPc, s operators in a sound way can be performed thanks to the notion of logical
reduction which will be studied in Section 7.
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The following proposition states that FO+IFPc, s(_) is sound.
Proposition 2. Let [I0 , I1 , ...] and [J0 , J1 , ...] be two sequences of computations of
IFPc, s[S, T](9, 8) on an input structure A over _. Then for each i0, Ii is isomorphic
to Ji .
Proof. This can be shown by induction on step i as follows. The base case is
trivial, since I0=J0 . Now, for i>0, suppose that Ii and Ji are isomorphic, i.e., for
all formulas 3 of FO(_ _ [S, T]), Ii<3 iff Ji<3. It can be easily seen that if 8(Ii)
is an automorphism class of Ii , then so is 8(Ji) for Ji .
We show at first that I$i and J$i are isomorphic. In fact, for all formulas 3 of
FO(_ _ [S, T]), let 3 $(z ) be the formula of FO(_ _ [S]) constructed from 3 by
replacing all occurrences of the atoms of the form T(x ) by x =z , where z is a tuple
of new variables. Suppose that I$i (T)=[a ] and J$i (T)=[b ]. If I$i<3 then we have
equivalently Ii<3 $(a ) and because Ii<8(a ) we have Ii<_z (8(z ) 7 3 $(z )). Since Ii
and Ji are isomorphic, we also have Ji<_z (8(z ) 7 3 $(z )), which implies that there
is b $ such that Ji<8(b $) 7 3 $(b $). We deduce that b $ is in the choice set 8(Ji).
So b and b $ are equivalent on Ji and we have Ji<3 $(b ) or equivalently J$i <3.
Thus we have shown that I$i and J$i are isomorphic. This implies that Ii+1 and
Ji+1 are isomorphic too because the inductive step preserves the isomorphism of
structures. K
Definition 6. We define FO+IFPc, s | b as the set of formulas of the form
Q1 x1 } } } Qmxm.(x1 , ..., xm), where . is a formula of FO+IFPc, s and Qi is a
quantifier _ or \.
The following proposition is a direct consequence of the soundness of FO+IFPc, s .
Proposition 3. All formulas of FO+IFPc, s | b express deterministic queries.
Later, abusing the terminology, we will use the terms ‘‘sentences of FO+IFPc, s ’’
to refer to formulas of FO+IFPc, s | b .
A more restricted version of IFPc, s . In the above symmetry-based choice
mechanism the automorphism test in the choice step i is made locally w.r.t. the
structure Ii , without memory of the choices that were previously operated. A more
restricted version of this symmetry-based choice mechanism can be defined in order
to take into account these previously operated choices. The inflationary choice
fixpoint operator using this restricted symmetry-based choice mechanism will be
denoted by IFP*c, s . It is defined formally below.
Definition 7. The choice fixpoint operator IFP*c, s is defined like IFPc, s except
that the choice operation in the choice step i requires that the set 8(Ii) is an
automorphism class of I i* , where I i* is an extension of I i in which the values of all
preceding choices are stored. That is, I i* is a structure on _ _ [S, (w 0 , ..., w i)]
(where w 0 , ..., w i are tuples of new constant symbols whose length is equal to the
arity of T ) such that for each ji, I i*(w j)=I$j (T ) and I i* coincides with Ii on
_ _ [S].
However, it can be shown that queries defined with this new symmetry-based
choice operator can also be defined with the former one.
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5. REDUCTION TO k-EQUIVALENCE CHOICE
The choice mechanism using IFPc, s involves automorphism tests and therefore is
computationally intractable for arbitrary input databases. We propose here a feasible
form of this symmetry-based choice by considering a class of databases on which this
type of choice operation is efficiently computable: actually with input databases of this
class the automorphism test at any choice step of the computation can be reduced
to a k-equivalence test of tuples for some fixed k, which is known to be checkable
in polynomial time (see [IL]).
We recall first the notion of k-equivalence.
Definition 8. Let A, B be two structures over some schema 0, and let
(a1 , ..., ak) and (b1 , ..., bk) be two k-tuples of A and B, then (A, a1 , ..., ak) and
(B, b1 , ..., bk) are called k-equivalent, and we note (A, a1 , ..., ak)#k (B, b1 , ..., bk), if
for all FO-formula , over 0 with at most k variables, we have A<,(a1 , ..., ak) iff
B<,(b1 , ..., bk).
In particular, two k-tuples (c1 , ..., ck) and (d1 , ..., dk) of a structure A are called
k-equivalent iff (A, c1 , ..., ck)#k (A, d1 , ..., dk).
Definition 9. A structure is called k-reducible if for all mk, any m-equiv-
alence class of m-tuples is an automorphism class (i.e., for any m-equivalent tuples
(x1 , ..., xm) and ( y1 , ..., ym) there is an automorphism that maps xi to yi for 1im).
Note that a notion similar to the one of k-reducible structures has been also
introduced in [IL] using a different approach.
For each k, we denote by Ck the class of all k-reducible databases. It can be
easily seen that the class of k-rigid databases (c.f. [Daw]), i.e., databases in which
each k-equivalence class is reduced to one element, is included in the class Ck .
Example 4. We give here an example of k-reducible structures which are not
k-rigid. For any n, the class of all complete n-ary trees is 3-reducible. To see this,
we remark at first that any two vertices in a complete n-ary tree T are symmetric
iff they have the same depth. On the other hand, for each d, there is a formula Fd
of FO with two variables and quantifier depth d that defines the vertices having the
depth d in the tree,
Fd (x)=_z(E(x, z)7_x(E(z, x) 7_z(E(x, z) 7 } } } 7_x(E(z, x)7\z cE(x, z)) } } } )),
where E(a, b) means that b is the parent of a.
So if two vertices x and y are 2-equivalent, they must have the same depth and
are therefore symmetric. In general, for any m, the tuples of vertices (a1 , ..., am) and
(b1 , ..., bm) in a complete tree are symmetric iff, for all 1im, a i and bi have the
same depth, and for all 1i, jm, the deepest common ancestor of ai and aj has
the same depth as the deepest common ancestor of bi and bj . As the depth and the
deepest common ancestor relation are definable by FO-formulas with a most three
variables, it is easily seen that for any m3, (a1 , ..., am)#m (b1 , ..., bm) implies
(a1 , ..., am)# (b1 , ..., bm).
49FIXPOINT WITH SYMMETRY-BASED CHOICE
File: DISTL2 271211 . By:CV . Date:03:06:98 . Time:07:45 LOP8M. V8.B. Page 01:01
Codes: 3480 Signs: 2811 . Length: 52 pic 10 pts, 222 mm
The class of arbitrary trees is not k-reducible. In fact, the property of having the
same depth is not sufficient to identify symmetric vertices. One needs also to take
into account the number of children of the vertices. We think that if the above definition
of k-reducible structures (which is relative to FO) is extended to FO+Counting, then
the class of arbitrary trees may be k-reducible for some k. We hope that the notion of
k-reducibility or its extension can capture other more interesting classes of databases.
The important property of k-reducibility is that it is preserved w.r.t. the choice
operation. More precisely, we have the following proposition, which can be proved
using the k-pebbles game technique (the proof is given in the Appendix).
Proposition 4. Let I be a structure over some signature 0, w be a constant
symbol not in 0, c be any element of dom(I ), and I$ be an extension of I on 0 _ [w]
such that I$(0)=I and I$(w)=c.
If I is k-reducible then so is I$.
By Proposition 4 we deduce that, if the input structure A is k-reducible then for
each i so is I i* , where I i* is the structure defined in the Definition 7 of the Section 4.
So we deduce that IFP*c, s is efficient on input structures of Ck , because the auto-
morphism test at each step i an be reduced to a k-equivalence test.
Let us denote by C | b the set of Boolean queries of a class of queries C.
Theorem 1. On the class Ck , FO+IFP*c, s | b=DB&PTIME | b .
Proof. The computation of each Boolean formula of FO+IFP*c, s | b on an input
of Ck is evidently in PTIME. Now to prove the inverse inclusion we only have to
prove that an order of the elements in the input structure can be simulated by a
FO+IFP*c, s formula. This can be performed as follows:
First, the k-equivalence classes of the structure are ordered in the manner of
[AV2]. As each k-equivalence class is an automorphism class, an arbitrary element
is chosen by the symmetry-based choice in the first k-equivalence class containing
elements that are not yet ordered. This element is inserted as successor of the last
ordered element and the new k-equivalence classes will be computed and ordered
again. The above computation is repeated until all elements of the input structure
are ordered. K
The ideas in the above simulation of an order are very similar to the ones involved
in the canonization algorithm of [IL] which makes use of an implicit non-deterministic
mechanism. Thanks to its non-deterministic nature our logic FO+IFP*c, s happens
to be able to express such an algorithm.
6. SPECIFIED SYMMETRY-BASED CHOICE
In this section we propose another efficient form of the symmetry-based choice
by specifying the form of the symmetries required by the choice operation. As will
be seen in this section and the following, Counting can be expressed using a
particular case of this mechanism.
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Let us recall that in a general symmetry-based choice operation of the form
choice (8) the automorphism test requires that for any two elements a and b in the
choice set, defined by 8, there must exist an automorphism fa  b that maps a to b.
The type of the symmetry does not play any role in the choice operation (i.e., any
mapping fa  b which is an automorphism is accepted). We propose here a particular
choice mechanism which is semantically richer than the general one in the sense that
one can specify in each choice operation not only the choice set 8, but also the type F
of the intended symmetry required between the elements of this set. That is, the choice
operator will have now the form choice (8, F ), where F is a set of mappings fab for each
pair of elements a and b of the choice set 8. ‘‘Automorphism test’’ now has a more
specified sense; it means to test whether each given mapping fab in F is an
automorphism.
This form of choice mechanism is called specified symmetry-based choice. Contrary
to the general one, specified symmetry-based choice is efficient, because for any given
pair of tuples in 8(I) we are given a witness first order defined automorphism and it is
clear that testing whether a given mapping f is an automorphism is in PTIME. We
define below an inflationary choice fixpoint operator using this specified symmetry-
based choice mechanism. This operator will be denoted by IFP fc, s .
Definition 10. Let 9, 8, F be formulas over _ _ [S, T] such that the number
of the free variables in 9 and 8 match the arities of S and T, respectively and the
one in F equals (2*arity(T )+2).
The formula
IFP fc, s[S, T](9, 8, F )
defines for each input structure A over _ a relation equal to the limit I|(S) of a
sequence of structures computed as follows:
I0(S)=< I0(T)=<.
For each i0, there are two steps:
the choice step concerns the relation T:
I$i (T)=choice(8(Ii), F(I i)), I$i (S)=Ii (S), (1)
the inductive step concerns the relation S:
Ii+1(S)=Ii (S) _ [a | I$i <9(a )], Ii+1(T)=I$i (T ), (2)
where I$i and Ii are structures on _ _ [S, T] which coincide with A on _.
The function choice(8(I ), F(I )) is defined as follows:
For any two tuples u , v let us denote by Fu v the binary relation containing the
tuples (x, y) that satisfy I<F(u , v , x, y). The function choice (8(I ), F(I )) returns
an arbitrary element in 8(I ) if, for any two distinct tuples a and b in 8(I ), the
mapping whose graph is Fa b is an automorphism of I that maps a to b (otherwise
the choice operation does not return any element).
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Definition 11. For each schema _, we define FO+IFP fc, s(_) as the set of
formulas of the form IFP fc, s[S, T](9, 8, F ) where 9, 8, and F are FO+IFP
formulas over _ _ [S, T].
Remark. 1. It can be shown that each formula of FO+IFP fc, s defined as above is
equivalent to a formula IFP fc, s[S, T](9, 8, F), where 9, 8, and F are FO-formulas.
2. As in the case of IFPc, s , the nesting of the IFP fc, s operators will be
provided thanks to the notion of logical reduction of Section 7.
Example 5. The choice operator using as F the formula
FT (u, v, x, y)=[(x=u 7 y=v) 6 (x=v 7 y=u)] 6 (x= y 7 x{u 7 x{v)
corresponds to the choice operation requiring that any two elements a and b of the
choice set 8(I ) are symmetrical by transposition; i.e., the transposition (ab) is
in Aut(I ). Consider a structure containing only one unary relation R. It is easy to
see that the transposition of any two elements of R is an automorphism of this
structure. So using the specified symmetry-based choice mechanism with the above
formula FT we can generate a successor relation on the elements of R by the
formula IFP fc, s(Succ, T)(9, 8, FT), where 9 and 8 are the formulas defined in the
Example 3 of Section 4. By consequence FO+IFP fc, s can express all counting
queries over unary structures. For example, we can write a formula Even(R) of
FO+IFP fc, s which expresses that the cardinality of an unary relation R is even.
The following theorem is crucial for our main results and shows the advantage
in expressive power of the specified symmetry-based choice.
Theorem 2. There is a PTIME property of structures, which is not definable by
Fixpoint+Counting but can be expressed by a FO+IFP fc, s formula.
We will show this theorem by using the PTIME property of graphs defined in
[CFI]. Let us first recall the graph Xk defined in [CFI], for k=3. It has three
pairs of vertices [ai , bi], 1i3, and four vertices m0 , m12 , m13 , and m23 in the
middle each connected to one vertex from each of the pairs [ai , bi], 1i3. More
precisely, the edges of X3 are given by the following relation:
E=[(m0 , b1), (m0 , b2), (m0 , b3), (m12 , a1), (m12 , a2), (m12 , b3), (m13 , a1), (m13 , b2),
(m13 , a3), (m23 , b1), (m23 , a2), (m23 , a3)].
As was shown in [CFI], this graph has the property that for every even set of
pairs, there is an automorphism that exchanges the vertices of exactly those pairs,
but there is no such automorphism for an odd set of pairs. We can also verify that
the automorphism of X3 that exchanges the vertices of two pairs, also exchanges the
middle vertices that are connected to the same vertex of the third pair.
Following [CFI], for any 3-regular graph G, a graph X (G) is constructed as
follows:
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 each vertex u of G is replaced by a subgraph X3(u) which is a copy of the
above graph X3 .
 To each edge (u, v) of u is associated one of the pairs [ai , bi] from X3(u);
call this pair [auv , buv]. The pairs [auv , buv] and [avu , bvu] of the two adjacent sub-
graphs X3(u), X3(v) are then connected either in a straight way, by drawing the edges
E(auv , avu) and E(buv , bvu), or in a twisted way, by drawing the edges E(auv , bvu)
and E(buv , avu).
Depending how the pairs between the subgraphs are connected, the graph X (G)
is called twisted or not.
For more description of these graphs, the reader is referred to [CFI]. We
introduce the following predicates that we will use later:
v pair (x, x$) iff x and x$ are vertices of the same pair
v middle (m) iff m is a middle vertex;
v V3(s, t) iff s and t are vertices of the same copy of X3 .
For the sake of simplicity, we consider here only the case of [CFI] where each
pair in X (G) has an unique color. So we can suppose that there is an order <p
between the pairs X (G).
As shown in [CFI], the property of these graphs to be twisted or untwisted is polyno-
mial time decidable, but cannot be expressed by any formula of Fixpoint(+Counting).
This property is efficiently expressed by specified symmetry-based choice. In
fact, the graph X (G) has the following simple symmetries: let us say that a set of
subgraphs of X (G) is a ‘‘cycle’’ iff it consists of subgraphs X3(v0), ..., X3(vn) such
that X3(vm) is adjacent to X3(vm+1) for 0m<n, and X3(vn) is adjacent to X3(v0).
Such a cycle has the following property: there is an automorphism of X (G) that
exchanges the vertices of the pairs participating in the connections between the
subgraphs of the cycle. Using this automorphism, a choice mechanism allows us to
generate a total order on the vertices of the graph X (G), and therefore to express
all of its PTIME properties.
This ordering of the vertices of X (G) will use the following properties of X (G)
given in the two next lemmas whose proofs can be found in the Appendix.
Lemma 1. If a cycle C of subgraphs of X (G) is defined by a fixpoint formula ,C
in the sense that ,C(x, y) iff [x, y] is a pair participating in the connections between
the subgraphs of C, then the automorphism of X (G) that exchanges the vertices of the
pairs participating in the connections between the subgraphs of C can be defined by
a fixpoint formula ,F .
Lemma 2. If, in a copy of X3 , the vertices of two pairs are ordered by a relation
<, then the middle vertices and the vertices of the third pair are distinguishable and
can be ordered by a FO-formula 7.
We prove now Theorem 2.
Proof of Theorem 2. We show how to generate a total order on the vertices
of X (G).
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As there is an order <p between the pairs in X (G) the problem is principally to
order the vertices a, b in each pair and the middle vertices of each subgraph.
We generate such an order by iterating the following three steps:
Step 1. Compute a pair [ai , bi] such that there is a definable automorphism
between ai and bi .
Step 2. Choose one of the vertices in [ai , bi] (say ai).
Step 3. Order ai<bi and propagate the ordering in such a way that:
If a pair is ordered then the pair connected to it is ordered too and if in a
given copy of X3 two pairs are ordered then the middle vertices and the vertices of
third pair are ordered too.
Note that Steps 1 and 3 are deterministic; only Step 2 is not deterministic.
We detail now the different steps of our algorithm.
Description of Step 1. This step will compute a pair [ai , bi] participating in
a cycle C of X (G), such that the pairs connecting the subgraphs of C are all
unordered. Then the formula ,F of Lemma 1 will give us an automorphism of X (G)
that maps ai to bi .
This cycle is computed as follows:
Let [x1 , y1] be the first pair (w.r.t. the order <p) of X (G) that is unordered
(until the pairs in X (G) are not all ordered, there is always a such pair). We
compute now a directed path containing only, unordered pairs of X (G) by the
following rules:
1. [x1 , y1] is the first pair of the path,
2. If the pair [xm , ym] of a subgraph X3(u) is in the path and has not yet
a successor then:
a. if the pair [xm+1 , ym+1] that is connected to [xm , ym] is not yet in
the path, then it is added to the path as a successor of [xm , ym]; otherwise,
b. if not any other pair of X3(u) is in the path, then the first (according
to <p) of these other pairs that is unordered is added to the path as successor of
[xm , ym],
Let us make the following remarks:
(1) The so-constructed path contains only unordered pairs: Indeed, following
the ordering in step 3, if a pair is unordered then so is the pair connected to it. The
pair added to the path by rule 2a is therefore unordered. On the other hand, by
definition of the rule, the pair added to the path by 2b is unordered.
(2) If the condition of 2b is satisfied for [xm , ym], then rule 2b will necessary
define a successor for [xm , ym]. Indeed, following the ordering in step 3, if a sub-
graph contains an unordered pair then it must contain at least two such unordered
pairs, so there exists at least one other unordered pair in the subgraph containing
the unordered pair [xm , ym].
(3) Each pair of the path, by definition, has an unique successor, except the
last pair, which is reached when conditions 2a and 2b are not satisfied.
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(4) The successor of a pair [xm , ym] in the path is either a pair of the same
subgraph or the pair that is connected to it and then it is in an adjacent subgraph.
We show now that the so-constructed path contains a cycle C of subgraphs as
we require:
As the length of the path is at most N where N is the number of pairs in X (G),
the path reaches its last pair after at most N iterations of the above induction rules.
This happens when the path returns to a subgraph through which it has already
gone. Indeed, let [xn , yn] be this last pair and X3(un) be the copy of X3 containing
it. Because, [xn , yn] is the last pair of the path, the condition of rule 2b is not
satisfied. Therefore, there is at least one pair of X3(un), distinct from [xn , yn] and
already in the path. So this shows that the path returns to the subgraph X3(un). Let
us denote by [xm0 , ym0] the last (according to the order given by the successor
relation on the path) of such pairs of X3(un) (i.e., distinct from [xn , yn] and already
in the path). Let P be the set of pairs [xi , yi], m0in, in the path from [xm0 , ym0]
to [xn , yn] and C be the set of subgraphs containing the pairs of P.
Fact 1. C forms a cycle as we require.
The proof of this fact is given in the Appendix.
The successor relation on the pairs of the above path is clearly definable by a
fixpoint formula. Using this successor relation, the last pair [xn , yn] and its corre-
sponding pair [xm0 , ym0] are definable by FO-formulas. It follows that the pairs
of P, [x i , yi], m0in, participating in cycle C are definable by a fixpoint
formula ,C ; i.e., we have ,C(xi , yi) iff the pair [xi , yi] participates in the connection
of the subgraphs of C.
Now the pair [ai , b i] computed by Step 1 is the first pair (according the order
<p) of the above computed cycle C. The formula computing the vertices of this pair
is
,(x)=_y(,1c(x, y) 6 ,
1
c( y, x)), (1)
where ,1c is a formula that defines the first pair (according <p) satisfying ,C .
By Lemma 1 we know that there is a formula ,F defining the automorphism of
X (G) that exchanges the vertices of the pair [ai , bi] defined by ,.
Description of Step 2. Let [ai , bi] be the pair computed by Step 1.
The choice operator computing Step 2 is a specified symmetry-based choice of
the form choice (,, F ), where F is the formula,
F(u, v, x, y)=,(u) 7 ,(v) 7 ,F (x, y), (2)
, is the above formula (1), and ,F is the formula given in the Lemma 1.
We suppose later that ai is the vertex chosen by this choice operation.
Description of Step 3. First we order the above pair [ai , bi] by ai<b i . Then we
propagate the ordering as follows:
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(a) If a pair is ordered then the pair connected to it is ordered too
(b) If in a given copy of X3 two pairs are ordered then the middle vertices
and the vertices of the third pair are ordered too.
This propagation in case (a) is straightforward. In case (b) it is realized within
the different copies of X3 in the manner of the above Lemma 2.
Formally the ordering is computed by the fixpoint formula 9=IFP(<) 91(s, s$,<)
where 91 is
91(s, s$)=(T(s) 7 pair(s, s$))
6 (_x, x$(pair(x, x$) 7 pair(s, s$) 7 E(x, s) 7 E(x$, s$) 7 x<x$))
6 7(s, s$). (3)
In this formula T is the relation that contains the vertex chosen in Step 2 and 7
is the formula of Lemma 2.
Finally the ordering of the vertices of X (G) obtained by iterating the three steps
1, 2, and 3 is defined by the formula
IFP fc, s(<, T )(9, ,, F ),
where 9, ,, and F are the formulas (3), (1), and (2), respectively, given in the
above descriptions of the different steps.
Note that at the end of the computation of the above formula, IFP fc, s(<, T)
(9, ,, F ), all vertices X (G) are ordered. In fact, while the pairs of X (G) are not all
ordered, the relation < computed by the above formula cannot reach its fixpoint
because, thanks to the remaining unordered pairs, step 1 can still be executed again
and the next steps 2 and 3 will define new ordered vertices. K
7. AN EXTENSION WITH LOGICAL REDUCTION OPERATOR
A real database may be arbitrarily complex so that it may not have simple
symmetries between its elements, as required in the previous section. However,
structures, having some specified symmetries, can be considered as particular views
of some real database. Also, a given input database can alternatively be considered
as the collection of all of its particular abstract views. The reason for this approach
is the fact that many queries may in fact be reduced to easier queries on such
abstract views of the input structure. In this context, the language proposed in the
previous section can actually be more relevant to real database applications, if it
is completed by an operator that can express all of the above reductions. The
language that we propose in this section is the extension of the one proposed in the
previous section and is based on the use of the so-called logical reduction operator.
Logical reductions between problems mean reductions that can be expressed in
a logical language. The notion is derived from the idea of interpretations between
theories and was used in [End], [Imm3], and [Daw]. In this section, we use this
notion under the form of a constructor integrated in the language itself.
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We begin the presentation of this reduction constructor by a simple example. Let
R be an unary relation; the query ‘‘R has an even cardinality’’ can be expressed by
the formula Even(R), as seen in the previous section. Let G=(V, E) be a graph.
The problem ‘‘G has an even number of edges’’ can be reduced to the first query
by interpreting G as an unary structure ?(G)=(B, R) over the domain of edges, i.e,
B=V2 and R=[(x, y) # B such that G<E(x, y)]. Introducing a constructor I, we
can express the second query by the formula
Even2=Ixy(E(x, y); Even).
This formula is evaluated as follows:
G(V, E)<Even2 iff ?(G)(B, R)<Even.
The following definition of I generalizes the above notion.
Definition 12. Let L be a logic language. Suppose that we have:
 a schema _, called the source schema,
 a set of L-formulas over _, ?=(.1 , ..., .r) ,
 a schema 0=(R1 , ..., Rr), called the target schema, with arity(Ri)=ni ,
1ir, such that, for each i, arity(.i)=ki ni for some ki , and
 a L-sentence 9 (i.e., a L-formula without free variables) over 0.
We define the formula
8=Ix (.1 , ..., .r ; 9),
where X is the union of all free variables of .1 , ..., .r .
The semantics of this formula is as follows:
For each structure A over the source schema _ whose domain is U, let ?(A)
be the structure over the target schema 0 whose domain is Uk1 _ } } } _ Ukr, s.t. for
each i,
?(A)(Ri)=[(a 1 , ..., a ni) | a 1 , ..., a ni # U
ki and A<. i (a 1 , ..., a ni)].
The formula 8 is evaluated as follows:
A<8 iff ?(A)<9.
Note that in the above definition, the formula 8 is Boolean; i.e., we consider that
the operator IX bounds all the free variables of .1 , ..., .r . This operator can be
generalized in an obvious way to define also non-Boolean formulas as follows:
Definition 12 bis. Let L, _, 0, 9 be as in Definition 12. Let
?=(.1(X 1 , Y 1), ..., .r(X r , Y r))
be a set of L-formulas over _ with, for each i, |X i <ki } ni for some ki .
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Let Y be the union of the variables Y 1 , ..., Y r , and X be the union of the variables
X 1 , ..., X r . We define the formula
8(Y )=IX (.1(X 1 , Y 1), ..., .r(X r , Y r); 9) (1)
whose set of free variables is exactly Y (recall that 9 is Boolean).
The semantics of this formula is
A<8(Y ) iff ?Y (A)<9,
where for each Y , ?Y (A) is a structure over 0, like ?(A) in Definition 12, which is
defined by
?Y (A)(Ri)=[(a 1 , ..., a ni) | a 1 , ..., a ni # U
ki and A<.i (a 1 , ..., a ni , Y i)]
for 1ir.
Example 6. The set of vertices of a graph G that have an even in-degree can be
expressed by the following formula:
Even-in-Degree( y)=Ix(E(x, y); Even).
The logical reduction notion is particularly interesting in the context of symmetry-
based choice languages. In fact, thanks to the logical reduction operator I we can
express some queries on a structure A using symmetric properties of the structure
?(A). The latter structure is usually much simpler than the input structure in the
sense that it may have FO-definable symmetries. Such a structure ?(A) is called a
reduction or an abstract view of A. With this mechanism of reduction, one can look
at the complex input database in many possible abstract views and can extract from
each of them the desired information. These pieces of information may be more
difficult to extract directly from the input structure itself. An example of such infor-
mation is the cardinality of a set of elements of an input structure. In this case, the
abstraction reduces this set to a pure set, on which one can use symmetry-based
choice to count its elements. It should be remarked that the extension of FO+IFP fc, s
with the operator I is strictly necessary to express all counting queries for arbitrary
input databases. To see this, let us consider a class C of structures such that any of
them has no FO-definable symmetries. In this case FO+IFP fc, s(C) coincides with
FO+IFP(C), and therefore cannot express, for instance, the even cardinality. So the
extension of FO+IFP fc, s with the operator I increases its expressive power. On the
contrary, such an extension of FO+IFP does not increase its expressive power (the
reason is that a query on a structure A which can be expressed by a FO+IFP formula
on a view structure ?(A) can also be expressed by a FO+IFP formula on the input A).
The extension of FO+IFP fc, s with the logical reduction operator I is formally
given in the next definition.
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Definition 13. Let _ be a schema; FO+IFP fc, s+I (_) is the set S(_) of
formulas defined like FO+IFP(_) with the following additional rule for the
formulas construction:
If, in the formula
8(Y )=Ix (.1(X 1 , Y 1), ..., .r(X r , Y r); 9) of Definition 12
each formula .i is in S(_) and 9 is a sentence of FO+IFP fc, s(0) or S(0) for
some 0.
then the formula 8 is in S(_).
Remark. In a formula of FO+IFP fc, s+I, the FO+IFP
f
c, s subformulas appear
only in the Boolean form. For this reason, the queries expressed by this language
are strictly deterministic. Therefore, as announced in the preceding sections, the
operator I allows the nesting of FO+IFP fc, s formulas in a sound way.
Let FO+IFP+C be the extension of Fixpoint with Counting (c.f. [Imm2],
[GT]). We have the following theorem.
Theorem 3. FO+IFP+C/FO+IFP fc, s+IDB&PTIME.
Proof. Since queries expressed by FO+IFP fc, s+I, as explained in the above
remark, are deterministic and can be computed in polynomial time, the last inclusion
is obvious. To show the first inclusion it is sufficient, by Theorem 2, to prove that each
formula % of FO+IFP+C can be simulated by a formula of FO+IFP fc, s+I.
The simulation of a counting operator on a set defined by a subformula . of %
reduces this set to a pure set, on which one can use symmetry-based choice to count
its elements. More precisely, this simulation is realized as follows:
 Let Succ be a linear order on a set of elements U (that will be defined
later), let R be an unary relation whose elements are not in U, and let E be a
relation containing only one element of U, then there is a sentence  of FO+IFP fc, s
over the schema (Succ, R, E) expressing that the unique element of E is the N th
element of U according to the relation Succ and N is the cardinality of R.
 Using the reduction operator, we can define, for each formula .(x ), a
formula .*(z) expressing that z is the Nth element of U w.r.t. the order Succ and
N=Count(x , .(x )). This reducing formula .*(z) expresses, for each z, the evalua-
tion of the above sentence  on a structure whose relation R is the interpretation
of the formula .(x ), E is the interpretation of the formula (x=z), and Succ is an
ordering relation on U. This principle of simulation goes through for general count
terms of the form N=Count(x , .( y, x )); the corresponding formula that simulates
it is denoted by .*( y, z).
The simulation of the formula % of FO+IFP+C begins by generating, thanks to the
choice mechanism using the symmetry FT , an order Succ on the domain U of (k+1)-
tuples, where k is the maximum |x | of all count terms of the form Count(x , .( y, x ))
in %. Then the simulation will compute the formula %* which is the formula % in which
each occurrence of a count expression of the form Count(x , .( y, x ))=N is replaced by
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the above subformula .*( y, z) and the quantifier on N by a corresponding quantifier
on z.
8. CONCLUSION
In this paper we have shown how restricted non-deterministic mechanisms are
useful to define a powerful but efficient deterministic query language. We think that
the class of queries which can be expressed by this language is interesting because
they take into account natural properties of structures (i.e., FO definable symmetries).
It remains of course an open question whether taking into account these natural
properties of structures is sufficient or not to characterize all DB-PTIME queries.
APPENDIX
Proposition 3. Let I be a structure over some signature 0, w be a constant
symbol not in 0, c be any element of dom(I ), and I$ be an extension of I on 0 _ [w]
such that I$(0)=I and I$(w)=c.
If I is k-reducible then so is I$.
Proof. The proof is based on the k-pebbles game which characterizes the k-equi-
valence relation. We first recall the definition of this game (see also [Imm1], [KV]).
Assume that A and B are two structures over 0, and let (a1 , ..., am) and (b1 , ...bm)
be (with 1mk) tow m-tuples of A and B. Let d1 , ..., dl and d $1 , ..., d $l be the
interpretation of the constants of 0 on A and B, respectively. The k-pebbles game
between two players I and II on A and B and on the two tuples (a1 , ..., am), (b1 , ..., bm)
behaves as follows. There are k pairs of pebbles gi , hi , 1ik. Initially, for each
1im, the pebbles gi and hi are placed on the elements ai and bi , respectively.
At each move r player I picks up one of the pebbles (which can be new or already
used) and places it on an element of one of the structures (Say he picks up gi . He
must then place it on an element of A). Player II then picks up the corresponding
pebble (if player I chooses gi then player II must choose hi) and places it on an
element of the opposite structure (B in this case). Player II has a winning strategy
if he always finds matching points to assure that, at any move r, the following
mapping is a partial isomorphism,
f (r): dj  d $j , 1 jl
gi (r)  hi (r), 1ik,
where gi (r), hi (r) are the elements on which the pebbles gi , hi are, respectively,
sitting just after move r.
Fact. Player II has a winning strategy for the k-pebbles game on A, B beginning
with the m first pairs gi , hi on a i , bi 1im, respectively, iff
A, (a1 , ..., am)#k B, (b1 , ..., bm).
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The proof of Proposition 3 is as follows:
First, we will show that for all m-tuples (a1 , ..., am), (b1 , ..., bm) with mk we
have
if I$, (a1 , ..., am)#m I$, (b1 , ..., bm) (1)
then I, (a1 , ..., am , c)#m+1 I, (b1 , ..., bm , c) (1$)
where I, I$, and c are as in Proposition 3.
By the above fact, (1) means that player II has a winning strategy in the game
on I$ and its copy with m pairs of pebbles initially in the positions gi (0)=ai ,
hi (0)=b i , 1im. That is, player II can assure, for all r, the following partial
isomorphism:
fI$(r): c  c (interpretation of the constant w on I$ and its copy)
dj  dj , 1 j1 (for the interpretations of the other constant
symbols in I$ and its copy)
gi (r)  hi (r), for 1im.
If in the first move, r=1, player I moves the pebble gi to the element c of I$, then
player II must move hi to the corresponding c of the copy of I$ because this is the
only way to assure the above partial isomorphism. Since player II still has a winning
strategy of the m-pebbles game, beginning with these new positions of the pebbles;
we also have
I$, (a1 , ..., ai&1 , c, a i+1 , ..., am)# m I$, (b1 , ..., bi&1 , c, bi+1 , ..., bm),
which implies that
I, (a1 , ..., a i&1 , c, ai+1 , ..., am)# m I(b1 , ..., bi&1 , c, bi+1 , ..., bm)
(because I is a reduct of I$) and therefore
I, (a1 , ..., a i&1 , c, a i+1 , ..., am)# m+1 I, (b1 , ..., bi&1 , c, bi+1 , ..., bm) (2)
(because I is k-reducible and km). Another consequence of (1) is that
I, (a1 , ..., am)#m+1 I, (b1 , ..., bm) (3)
(using as above the argument that I is a substructure of I$ and is k-reducible).
To obtain (1$) we show that player II has a winning strategy in the m+1-pebbles
game on I and its copy with the pebbles initially in the positions gi (0)=ai , hi (0)=bi ,
1im, and gm+1(0)=c, hm+1(0)=c. That is we will show that player II can assure,
for all r, that the mapping
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fI (r): d j  dj , 1 jl (for the interpretations of the constant symbols in I )
gi (r)  hi (r), for 1im+1
is a partial isomorphism. This is true for r=0. In fact, the mapping fI (0) is exactly
the preceding mapping fI$ (0). Now, in the first move, r=1:
 if player I moves one of the (m+1)th pebbles, player II has a winning
strategy, using (3) and the fact that he can consider the (m+1)th pebble as not
already used.
 If player I moves one of the j th pebbles 1 jm, say g1 and he moves it
from a1 to a$1 , the player II has a winning strategy too. Indeed let us recall that
from (2) we have:
I, (c, a2 , ..., am)#m+1 I, (c, b2 , ..., bm) and therefore player II has a winning strategy
in the (m+1) pebbles game beginning with m first pebbles on the points (c, a2 , ..., am)
and (c, b2 , ..., bm). In this game, suppose that in the first move player I picks up the
pebble gm+1 and put it on the above a$1 and that player II answers by putting hm+1
on b$1 . We know that player II still has a winning strategy from these new positions
of the pebbles (c, a2 , ..., am , a$1) and (c, b2 , ..., bm , b$1) or equivalently from the
positions (a$1 , a2 , ..., am , c) and (b$1 , b2 , ..., bm , c).
Returning now to our present game, we see that player II can answer by moving
the pebble h1 to the above b$1 . Evidently, he still has a winning strategy because the
positions of the pebbles are now exactly the above positions. So, we have shown (1$).
Let us now prove the k-reducibility property of I$.
Suppose we have (1). We have to prove
I$, (a1 , ..., am)# I$, (b1 , ..., bm) (1")
Using (1$) and the fact that I is k-reducible we have:
I, (a1 , ..., am , c)# I, (b1 , ..., bm , c). (1$$$)
For any formula .(x1 , ..., xm) of FO(0 _ [w]), let .$(x1 , ..., xm , z) be the formula
. in which each occurrence of the constant w is replaced by the new variable z. If
I$<.(a1 , ...am) then equivalently I<.$(a1 , ...am , c). Now by (1$$$), we deduce that
I<.$(b1 , ...bm , c) or equivalently I$<.(b1 , ...bm). So we have shown (1"). K
Lemma 1. If a cycle C of subgraphs of X (G) is defined by a fixpoint formula ,C
in the sense that ,C(x, y) iff [x, y] is a pair participating in the connections between
the subgraphs of C then the automorphism of X (G) that exchanges the vertices of the
pairs participating in the connections between the subgraphs of C can be defined by
a fixpoint formula ,F .
Proof. The automorphism of the graph X (G) associated to the cycle C is the
mapping that:
a. exchanges, in each subgraph of C, the vertices of the two pairs participating
to the connections of the cycle,
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b. exchanges, in each subgraph of C, the middle vertices that are connected
to the same vertex of the third pair, and
c. fixes the other vertices, that is, the vertices of the pairs that are not defined
by ,C , and the middle vertices of the copies of X3 that are not in C.
So this automorphism is defined by the following formula ,F in which the
subformulas (a), (b), and (c) correspond respectively to the above parts a, b, and
c of the mapping:
,F (s, s$)=,C(s, s$) (a)
6 [middle(s) 7 middle(s$) 7 V3(s, s$)
7_x, x$, y, y$[,C(x, x$) 7 c,C( y, y$) 7 V3(x, y) 7 pair( y, y$)
7 ((E( y, s) 7 E( y, s$)) 6 (E( y$, s) 7 E( y$, s$)))]] (b)
6 (s=s$) 7 [(cmiddle(s) 7 c_z ,C(s, z))
6 (middle(s) 7 c_x x$(,C(x, x$) 7 V3(s, x)))]. K (c)
Lemma 2. If, in a copy of X3 , the vertices of two pairs are ordered by a relation
<, then the middle vertices and the vertices of the third pair are distinguishable and
can be ordered by a FO-formula 7.
Proof. Following the construction of X3 , an automorphism f of X3 must exchange
the vertices of an even set of pairs, i.e., two or zero. If the vertices of two pairs of X3
are now ordered, then f can not exchange any vertices of these pairs. By consequence,
it must fix the vertices of all the three pairs. From the connections between the middle
vertices and the pairs, it is easy to see that f must be a trivial automorphism, that is,
it fixes all the vertices of X3 . So all the vertices of X3 are distinguishable, because there
is no automorphism that maps one to the other. We can order them by a FO-formula
as follows:
Suppose that the two ordered pairs of X3 are [x, x$] and [ y, y$], with x<x$,
y< y$ and [x, x$]< p [ y, y$]. Let [z, z$] be the other pair of X3 . First, the middle
vertices are ordered as follows: recall that in X3 a middle vertex m is connected to
exactly one of the vertices of each pair, and a vertex in a pair is connected to exactly
two middle vertices. So there are exactly two middle vertices connected to x and two
others connected to x$. First we define a partial order on the set of middle vertices by
the following rule: m<m$ if (E(m, x) and E(m$, x$)). Now, using the property of X3
that a vertex in a pair is determined by the two middle vertices connected to it, we
deduce that if two middle vertices m1 and m2 are both connected to x then they cannot
be both connected to y. Therefore we can refine the above partial order to a total order
by applying the following rule on the two middle vertices connected to the vertex
x (respectively to x$): m<m$ if (E(m, y) and E(m$, y$).
Now, using the preceding order on the middle vertices, we can order the third
pair [z, z$] of X3 as follows: z<z$ if z is connected to the first middle vertex m.
Note that this third pair is an unordered pair of X3 and therefore is determined
by the formula: pair(s, s$) 7 c(s<s$) 7 c(s$<s).
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Formally, we first define the formula 7M that orders the middle vertices:
7M(m, m$)=middle(m) 7 middle(m$) 7 _x, x$, y, y$[(pair(x, x$) 7 pair( y, y$)
7 x<x$ 7 y< y$ 7 x< p y 7 V3(x, y) 7 V3(x, m) 7 V3(m, m$))
7 [(E(m, x) 7 E(m$, x$))
6 (E(m, y) 7 E(m$, y$))
7 ((E(m, x) 7 E(m$, x)) 6 (E(m, x$) 7 E(m$, x$)))]].
Now, the FO-formulas 7 is as follows:
7(s, s$)=7M(s, s$) 6 (pair(s, s$) 7 c(s<s$) 7c(s$<s)
7_m1m2m3m4 7M(m1 , m2) 7 7M(m2 , m3) 7 7M(m3 , m4) 7 E(m1 , s)). K
Fact 1 of Section 6. The set C of subgraphs defined in Step 1 of the ordering
algorithm in the proof of Theorem 2 forms a cycle as we require.
Proof. We have to show that each subgraph of C contains exactly two pairs of
P and these subgraphs are connected to the ones with the others as in the definition
of a cycle of X (G).
Recall that P is the set of pairs [xi , yi], m0in, of the path from [xm0 , ym0]
to [xn , yn].
By definition, [xm0 , ym0] is one of the pairs of the path distinct from [xn , yn]
which are in the same subgraph X3(un) as [xn , yn]. Furthermore as [xm0 , ym0] is
the last one of such pairs (according to the successor relation on the path), it is
clear that X3(un) contains exactly the two pairs [xm0 , ym0] and [xn , yn] of P.
Now for each X3(v) in C with v{un , we will show that there exists an i with
m0<i<n such that the pairs [xi , yi] and [xi+1 , yi+1] are in X3(v) and X3(v) does
not contain any other pair of P.
We show first that X3(v) must contain two pairs of P.
In fact, by definition, X3(v) contains a pair pi , m0<i<n. If the pair pi&1 is the
pair connected to pi , then the pair pi+1 is not added in the path by rule 2a but by
rule 2b. Therefore, pi+1 must be in X3(v). Otherwise (that is, if pi is not the pair
connected to pi&1), pi is in the path by applying rule 2b to pi&1 and, therefore, p i&1
must be in X3(v).
We show that, X3(v) contains no more than two pairs of P.
In fact, suppose that X3(v) contains three pairs of P. Let pi , pj , and pk be these
three pairs and suppose that i< j<k. So, the pair pi&1 is not in the same subgraph
X3(v) and, following the above Remark 4 of Section 6, it must be the pair connected
to pi . By consequence, the successor of pi is not obtained by rule 2a but by rule 2b.
Therefore, j=i+1.
Note now that pk is not the successor of p i+1 : indeed, if it were the case, then,
because they are in the same subgraph X3(v), pk would be added into the path as
the successor of pi+1 by rule 2b, but this is impossible because the other pair pi of
X3(v) is already in the path.
By consequence, pk is the successor of the pair pk&1 which is connected to it.
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It follows that pk is the last pair of the path because the conditions of rules 2a
and 2b are not satisfied. This means that pk= pn , which is in contrary to the sup-
position that X3(v), is not X3(un).
Now as already noted, the successor pi+1 of a pair pi of P is either a pair in the
same subgraph of pi or the pair connected to pi . So the subgraphs of C are clearly
connected to the ones with the others as in the definition of a cycle. K
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