In this paper we consider a new analytic center cutting plane method in a projective space. We prove the e ciency estimates for the general scheme and show that these results can be used in the analysis of a feasibility problem, the variational inequality problem and the problem of constrained minimization. Our analysis is valid even for the problems whose solution belongs to the boundary of the domain.
Introduction
Cutting plane methods are designed to solve convex problems with the following property. A so-called oracle provides a rst order information in the form of cutting planes that separate the query point from the set of solutions. Given a sequence of query points, the oracle answers a set of cutting planes that generates a polyhedral relaxation of the solution set. As the sequence of query points increases, the relaxation gets increasingly re ned, until one obtains a solution to the original problem at the given degree of accuracy. In a worst case analysis, one assumes that the oracle answers each time the least informative cutting plane. In that respect, the choice of some kind of center of the current relaxation is rather intuitive, as it should force the oracle to cut o at each iteration a signi cant part of the current relaxation. One can conceive of many possible centers, but the analytic center|a concept rst introduced by 20]| is well adapted. Analytic centers underlie the theory of most interior point methods; their analytical properties are well studied and there are powerful algorithms to compute them or to retrieve a new center after one side of the polyhedron has been shifted. We name \analytic center cutting plane method", ACCPM in short, this class of cutting plane method.
Go n, Haurie and Vial 6] proposed the rst ACCPM; they also provided some evidence of its practical e ciency. See also 3, 4, 5]. Atkinson and Vaidya 1] and Nesterov 14] gave the rst complexity analysis of some closely related methods. The proof technique of 14] has been subsequently applied to analyze the original ACCPM method for di erent problems: nding a point in a convex set 7, 8, 10] , minimizing a convex function 2, 11], or solving a variational inequality problem 9] . An interesting extension of the method concerns the case where part of the information on the problem is given under the form of some self-concordant functions. By incorporating this information directly into the algorithm, one can presumably enhance the practical convergence. This issue has been addressed by shifting nonlinear cuts, in the case of quadratic constraints 12] or a nonlinear objective 19] .
All the quoted papers dealing with the complexity analysis, except 1], use an inequality due to Nesterov 14] . This inequality bounds the growth of the Hessian of the barrier function as the new cutting planes are added to the existing collection. This inequality is rather weak; besides, it involves the dimension n of the space in which the problem is posed. This introduces an undesirable factor n in the complexity analysis, and thus calls for another approach to the problem.
In this paper, we propose an approach that circumvents some of the di culties and shortcomings of the previous papers. The new cutting plane scheme o ers the further advantage of a uni ed framework to deal with three di erent convex problems for which part of the information is given under the form of self-concordant functions. The main idea is to embed the original problem into a projective space and to apply a homogeneous analytic center cutting plane method to this new conic formulation. This scheme uses a logarithmic barrier for the cutting planes, a -self-concordant barrier for the feasible set, and a proximal term. We present here an idealized version of the method based on the exact analytic center. Though not implementable, this idealized version is much simpler to analyze. However, let us mention that one can remove the assumption of an exact analytic center at the cost of some technicalities. In the idealized framework, we are able to derive at any feasible point a bound on the weighted average of the slacks to the cutting planes. We use this inequality in three di erent cases. We rst apply it to the problem of nding a point in a closed convex set. We next deal with monotone variational inequalities over a bounded convex set. Finally, we consider the problem of minimizing a convex function over a compact convex set.
In the three cases, we can bound the number of iterations by a quantity of order O(
where is the parameter of the self-concordant barrier for the explicit feasible set, and " is the required accuracy. For the simple feasibility problem, we can take = 2. In the minimization of a convex function over a convex set, we can further improve the result to get O( " 2 ). Note that the complexity estimate is independent of the dimension n of the underlying space. Thus, for large n our result is optimal (see 13]).
Notation Given a symmetric positive de nite matrix B, we de ne the norm k u k B = hBu; ui 2 Homogeneous Cutting Plane Scheme
In this section, we consider a homogeneous feasibility problem and we propose a homogeneous cutting plane scheme to solve it. The feasibility problem of interest is Find x 2 K \ X ; x 6 = 0;
where K is a closed convex cone with nonempty interior and X is a closed convex cone. As it will be shown in the next sections, the formulation of problem (2.1) is general enough to include a variety of convex problems of interest. The natural black-box description of the problem (2.1) can be done with a concept of homogeneous separation oracle.
De nition 1 A separation oracle is a mapping g(x) such that hg(x); x ? x i 0 for any x 2 X . The oracle is homogeneous if g(tx) = g(x) for any x 2 int K and t > 0, and hg(x); xi = 0.
Thus, in this paper we always assume the following. Assumption 1 1) Problem (2.1) is endowed with a homogeneous separation oracle g(x), x 2 int K, with k g(x) k= 1.
2) K is equipped with a -normal barrier F(x). We recall that a -normal barrier F(x) is a convex function F(y) F(x) + hF 0 (x); y ? xi; (2.2) which is self-concordant and -logarithmically homogeneous The homogeneous cutting plane scheme can be shortly described as follows. The coe cient must be positive, but it is otherwise arbitrary. Indeed, the aim of the proximal term is just to normalize the iterates. We prove this statement at the end of the section.
As stated above, the cutting plane method assumes that the exact minimizer x k of the function F k (x) can be computed. In practice, one can only compute approximate minimizers satisfying the usual proximity condition
Following 14], it is possible to carry out the analysis under this milder hypothesis at the cost of greater technicalities. The issues are then two-fold. First, it must be checked that an appropriate choice of allows to compute an approximate minimizer in a bounded number of Newton steps after adding a cutting plane. Next, any time we use the rst order optimality condition associated with an exact minimizer, we should replace the equation by an appropriate inequality. Similarly, the inequality on the potential change that is used in the proofs should be weakened appropriately. We shall not perform the detailed analysis in this paper.
Let us write down the extensive form of function F
lnhg(x i ); x i ? xi:
The rst order optimality condition for the minimizer x k is 
Proof: Multiplying (2.6) by x and using hg(x i ); x i i = 0 we get 
The lemma is proved.
2
Lemma 2 calls for an analysis of the behavior of S k as k increases. This behavior is closely related to the potential values F k (x k ). Denote F k = F k (x k ), where x k = arg min x F k (x). We also Proof:
The rst order optimality conditions on F k+1 (x) = F k (x) ? lnhg(x k ); x k ? xi at x k+1 are
Multiplying by x k ? x k+1 and using F 0
(2.9) From (2.9) and Lemma 9 in the appendix, we get
(2.11)
Since I F 00
2 : Hence the bound on k x k+1 ? x k k.
To prove the second part of the theorem, we rst show that (
self-concordant function, in view of Lemma 10 in the appendix we have
Hence, k x k ? x k+1 k F 00
always hold. By Lemma 9 in the appendix and F 0 k (x k ) = 0, we get
where !(t) = t ? ln(1 + t). Hence, F k (x k+1 ) F k + This inequality is useful if the parameter is small. For large values of , the exponential term in the right-hand side considerably weakens the bound on k .
To conclude this section, we prove that the proximal term is just a convenient way to normalize the iterates. Since is arbitrary, we may well choose = . By Lemma 1, this choice implies k x 0 k= 1.
For the sake of simpler formulas, we shall assume throughout the rest of the paper that = , and thus k x 0 k= 1. 
To embed the problem in a projective space, we de ne X = fx = (y; t) j y = ty ; y 2 Y ; t > 0g :
We also de ne the cone K = fx = (y; t) j y = t y; k y k R; t > 0g ;
and the associated barrier This barrier is -normal with parameter = 2.
Let us construct the separation oracle for X . Assume x = (y; t) 6 2 X , with t > 0; then, hh( y g(x) =ĝ (x) kĝ(x) k : Note that for all x 2 K, we have kĝ(x) k p 1 + R 2 . From this de nition we check that g is a homogeneous separation oracle, with k g(x) k= 1, hg(x); xi = 0, and g( x) = g(x), for all > 0.
The convex feasibility problem is now embedded in a homogeneous problem of the form (2.1). We can apply the homogeneous cutting plane algorithm with a stopping criterion. Assume x 6 2 X , i.e., y=t 6 2 Y . Let x = ( y; 1). In view of (3. To conclude this section, we point out that the unconstrained minimization of a nondi erentiable convex function f with a known optimal value of the function f = f(y ) can be converted into a simple convex feasibility problem. Indeed, the level set fy j f(y) f + g contains the ball B(y ; L ), where L is the Lipschitz constant for f(x). However, Section 5 provides a sharper analysis for minimization problems.
Variational inequalities
Let H(y) be a multivalued operator de ned on a closed bounded set Q. We associate with it the variational inequality problem nd y 2 Q : hh y ; y ? y i 0 for all y 2 Q; and some h y 2 H(y):
Assumption 2 1) Q is bounded and R is a constant such that for all y 2 Q, k y k R. The self-scaled property will be used in Section 5 only. Our problem in the projective space is to approximate, in the sense made precise earlier, a point from the intersection K T X , with X = fx = (y; t) j y = ty ; y 2 Y ; t 0g:
Without loss of generality, we can put forth the following assumption.
Assumption 3 The set Q contains the origin, 0 2 Q, and F 0 y (0; t) = 0. In other words, y 0 = 0 is the analytic center of the set Q. Then, x 0 = (0; t 0 ) with t 0 = 1 since k x 0 k= 1 (see (1) ). Note that F 0 y (0; t) = 0 implies that 0 2 int Q.
Separation oracle
Let us construct for problem (4.1) a separation oracle satisfying the assumptions of problem (2.1). For any x = (y; t) 2 int K de ne y(x) = y=t 2 Q and g(x) = h y(x) ; ?hh y(x) ; y(x)i :
Then, for any x 2 int K we have hĝ(x); xi = 0 andĝ( x) =ĝ(x) for > 0.
The oracle enjoys a simple property that will prove useful in the analysis.
Lemma 6 Let x = ( y; ) 2 K. Then, hĝ(x); x ? xi = hh y(x) ; y(x) ? y( x)i: Note that the objective is linear. Thus the solution lies at one of the corners of the box. The procedure can hopefully be extended to more complex examples, thus providing a practical stopping criterion for an implementation of the algorithm. Note that the decrease of the bound is linear, a fact that seems to be quite typical of analytic center cutting plane schemes. Of course, no conclusion on the actual behavior of the method should be drawn from this simplistic example. where Q is a closed bounded convex set with nonempty interior and the function f(y) is convex and subdi erentiable on some open convex set containing Q. Then the subgradients of f(y) are uniformly bounded on Q by some constant L. Denote by R any constant such that k y k R for all y 2 Q and by Y the set of the optimal solutions to (5.1).
Using the same argumentation as in Section 4 we can embed the problem (5.1) into a conic form and provide it with a separation oracle satisfying the assumptions of the problem (2.1).
To this end let us introduce a projective variable t > 0 and denote K = fx = (y; t) j t > 0; y t 2 Qg: Denote by F(x) a -self-concordant barrier for the cone K. Just as before, we assume that 0 2 Q and F 0 y (0; t) = 0. Then x 0 = (0; t 0 ) with t 0 = 1 since k x 0 k= 1. Thus, our problem is to approximate a point from the intersection K T X , with X = fx = (y; t) j y = ty ; y 2 Y ; t 0g:
The separation oracle for X can be de ned as follows. Let x = (y; t) 2 int K. De In what follows we assume that F(x) is a restriction of some self-scaled barrier ( 17, 18] ). More precisely, we assume that the set Q consists of points x, for which there exist some s (dependent on x) such that Ax + s = b and s 2K, whereK is a self-scaled cone endowed with a self-scaled barrier (s). We assume that F(x) = (b ? Ax). Therefore, in view of inequality (4. 
Scaling
The result of Theorem 3 exhibits a quadratic dependence in R. That is not a standard dependence, since for our problem class it should be proportional to LR. In order to improve the situation we need only to introduce a scaling parameter in our scheme. Indeed, let our initial problem be min Note that both problems have the same optimal value. The sequence of objective function values is the same for the two minimizing sequences, fy i g 1 i=0 and f y i g 1 i=0 , which are generated for the rst and the second problem respectively. Therefore, in view of Thus, the homogeneous analytic center method can be seen as a standard analytic center scheme augmented by the logarithm of a proximal term. Note that this logarithmic term is quasi-convex inŷ, but the convexity or even quasi-convexity of the function k is under question. These considerations indicate that the practical implementation of the proposed scheme must be done in the extended space.
Conclusion
As pointed out in Section 2, a practical implementation of the algorithm must work with approximate analytic centers. A complexity estimate for the implementable version of the algorithm can be obtained by using the standard argumentation, based on the theory of self-concordant functions. One should prove two things: the bound on the number of iterations is of the same order as with exact analytic centers; and the number of auxiliary Newton steps to compute an approximate center at each iteration is bounded by an absolute constant. (See 14] for an example of this reasoning.)
The complexity result of this paper is of the same order as for the proximal analytic center method of 14]. However, the new scheme is much more exible in terms of the accuracy of the initial information. (In 14] it is necessary to choose a parameter R >k y k for all y 2 Q.) Besides, we managed to prove the complexity result of an analytic center scheme for the constrained problems whose solutions may belong to the boundary of the basic feasible set. These results seem to be new.
Finally, we would like to recall two earlier comments. First, in Section 2 we showed that the proximal term could be multiplied by an arbitrary constant without changing the iterates. Secondly, in Section 5, we gave an evidence that the embedding into a projective space is necessary both for theoretical and practical purposes. 
