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GENERAL INTRODUCTION 
Dissertation Approach 
This dissertation is primarily concerned with 
investigating nitrate movement under ridge tillage. My goal 
is to develop and use a two-dimensional finite element model 
to analyze water movement and solute transport within the 
upper soil zone (from the soil surface to depth of tile 
drainage). A field experiment to assess anion transport and 
water movement under controlled-rainfall conditions is 
discussed. Data collected from the field study is compared 
with model simulations to learn more concerning water and 
solute transport under ridge- and flat-tillage 
configurations. I propose that the model may be used to 
investigate the effects of alternative placements of 
fertilizer in the ridge and of various surface 
configurations. 
The study involves three major parts; description of a 
finite element model and associated initial and boundary 
conditions for two-dimensional, unsaturated-saturated water 
and solute transport, a field study involving data collection 
and analyses for contrasting the effects of ridge and flat 
tillage on water and solute transport, and application of the 
model to different surface configurations. 
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Initially, I present a brief background concerning the 
problem and objectives for this particular study. A 
literature review concerning NO3-N movement through the soil 
profile and the magnitude of the potential NO3-N leaching 
problem is presented therein. A literature review concerning 
modeling of water flow and solute transport in unsaturated 
media is then presented, followed by the development of the 
particular finite element equations and presentation of the 
model approach used in this study. The particular model used 
for simulation is discussed. 
Discussion of the field experiment, soil property data 
collection, and data analyses are included in the second 
portion of the dissertation. The methods and procedures used 
and the implications of results from the field investigation 
are discussed. 
The third portion of the study is a presentation of the 
results of model simulations for the various systems 
(configurations and placements of NO3-N) analyzed. This 
includes a discussion of the verification of the model by 
comparison of model results with previous studies. Using the 
model, flat and ridge tillage are analyzed to determine which 
system minimizes NO3-N leaching from the upper soil zone. 
Discussion includes model capabilities and analysis of water 
and NO3-N transport for the simulated cases. 
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A section presenting a summary of results of this study, 
areas requiring further model development and/or testing, 
possible further applications worthy of consideration, and 
understanding gained from this particular study is included. 
Problem Statement and Objectives 
Problem discussion 
Increased concern and attention is being directed toward 
the fate of agricultural chemicals applied to cropland 
acreages. The fate of nitrogen fertilizers is of 
considerable importance because of the immense quantity 
applied, the potential leaching losses of NO3-N to ground 
water sources, and the associated farmer and societal costs 
attached to such losses. Considerable attention is being 
directed to the assessment of NO3-N losses and potential 
management practices to minimize the potential for loss, as 
evidenced by the plethora of articles in popular agribusiness 
magazines, newspaper articles, and research journals. 
For several years research has been underway to assess 
the magnitude of losses of nitrogen and to investigate 
possible management and formulation techniques that may be 
used to minimize such losses. Increased levels of nitrogen 
fertilization are linked to increased NO3-N concentrations in 
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subsurface water. Practices such as use of nitrification 
inhibitors, split or multiple applications, alternative 
formulations, new application techniques for more precise 
placement, and better fertilizer-appplication to crop-need 
matching have evolved. 
A two-dimensional finite element model (FEM) to analyze 
water movement and solute transport within the upper soil 
zone (from the soil surface to depth of tile drainage) would 
provide a valuable tool for investigating agricultural 
chemical transport processes. Such a model would allow study 
of various tillages, fertilizer placements, surface 
configurations, boundary conditions, and other factors as 
they affect water and solute transport. Relative advantages 
and disadvantages of various combinations of these factors 
could be investigated. Ultimately, it is hoped that 
recommendations of best management practices (systems) to 
minimize chemical losses and maintain production can be made 
for particular situations. 
Public environmental concerns in the 1970s and early 
1980s have focused on potential nonpoint pollution of surface 
and ground waters in the United States, as evidenced by 
passage and implementation of the Federal Water Pollution 
Control Act Amendments of 1972 and related programs. During 
this same period the intensity of row crop production has 
Increased dramatically, accompanied by an associated increase 
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in application of agricultural chemicals, conversion of lands 
into crop production, and increased erosion and runoff. Of 
particular agricultural and environmental concern is the 
dramatic increase in nitrogen fertilizer use and the 
associated NO3-N losses to surface and groundwaters. 
The increased use of nitrogen fertilizer has been an 
integral factor in the increased productivity of corn from 
agricultural lands. Data for the 1983-84 period 
(Agrichemical Age, May, 1986) indicate an estimated 10,1 
million metric tons of nitrogen fertilizer were applied to 
agricultural croplands. More than 30% of this nitrogen was 
applied in the five midwestern states of Iowa, Illinois, 
Missouri, Indiana, and Ohio, In 1985, about 44% of the 
nitrogen used in the U,S, was for corn production on nearly 
30.4 million hectares, with an average rate of application of 
152 kg/ha (Welch, 1985), 
Evidence suggests that a sizable percentage of the 
applied nitrogen is not used by the growing crop during the 
year of application and the potential for losses via NO3-N 
leaching is often substantial. Recently, several scientists 
involved in research of nitrogen use in crop production were 
queried as to their perceptions of nitrogen losses from 
agricultural lands. (Their comments are as cited by Van 
Buren in Solutions, 1986.) Dr. A. Blackmer, who studies NO3-
N losses in Iowa, claims that often no more than half of the 
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nitrogen applied to corn is used in grain production in a 
given year. Dr. J. Powers, citing data for 3 years in 
Nebraska, Illinois, and Kentucky, indicates only a 36% 
average recovery of N supplied by fertilizer, crop residues, 
manure, and organic wastes. Dr. R. Hoeft, from experience in 
Illinois, indicates crop recovery may be 50 to 70% of the 
applied fertilizer. 
Recent data of the United States Geological Survey 
(cited by Madison and Brunette, 1985) show that almost every 
state has areas where groundwater NO3-N levels exceed the 10 
mg/L drinking water standard. Pye and Patrick, 1983, in an 
Illinois study, found that 34% of the drilled wells in one 
county surveyed had NO3-N levels above the 10 mg/L standard. 
Hallberg, 1986, indicated that, for the Big Spring Basin in 
northeastern Iowa, an increase in NO3-N concentrations in 
groundwater outflow paralleled a two and one-half fold 
increase in the use of nitrogen fertilizer in the basin. He 
further indicated that fully 30% of the N fertilizer applied 
in a given year is unaccounted for; that is, it is not in the 
upper soil profile nor has it been used in crop production. 
In a national study of rural water supplies (USEPA, 1984) 
only 2.7% of rural wells had NO3-N levels above the drinking 
water standard. However, 5.8% of the wells monitored in the 
North Central Region had NO3-N concentrations above this 
standard. 
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As rates of applied nitrogen increase, levels of NO3-N 
in drainage water from these areas are likely to increase, 
Baker et al., 1975, found that NO3-N concentrations in tile 
drainage often exceeded the 10 mg/L standard, even with 
modest nitrogen fertilization of corn. Cast et al., 1978, 
measured NO3-N concentrations and losses in tile drainage 
over a 3-year period and found increased NO3-N losses during 
the second and third years resulting from increased levels of 
nitrogen fertilizer. Baker and Johnson, 1981, reporting a 
study in central Iowa over a 4-year period, found that NO3-N 
in subsurface drainage often exceeded the drinking water 
standard. Further, in 1974 the drainage from plots with 
higher levels of applied N fertilizer (250 kg/ha) had NO3-N 
concentrations twice as large as from plots receiving lower 
applications (100 kg/ha) and in 1976 four times as large. 
Alberts and Spomer, 1985, in a study of nitrogen losses from 
fertilized loess soil, found that NO3-N losses increased 
about twofold during 1974-1983, whereas, subsurface flow 
remained nearly constant. 
Improved management practices to help minimize chemical 
and soil losses from agricultural lands need to be adopted. 
Interest in conservation tillage as a method to reduce soil 
losses and runoff (and associated losses of chemicals) has 
increased, as evidenced by the increased adoption of 
conservation tillage across the nation. A 1984 survey showed 
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that some form of conservation tillage (greater than 30% 
residue cover on the land surface) was practiced on 30% of 
U.S. cropland (Conservation Tillage Information Center, 
1934). The United States Department of Agriculture estimates 
that fully 90% of the agricultural cropland may be under 
conservation tillage by the year 2000. 
A possible management practice to minimize NO3-N 
leaching is the use of a tillage and fertilizer-placement 
system designed to isolate the nitrogen fertilizer from 
downward water flow. Modification of the surface 
configuration to allow placement of the nitrogen away from 
zones of substantial water movement is a viable method to 
minimize NO3-N leaching. One such configuration is the 
ridge - tillage system, whereby small elevated ridges of soil 
are constructed so that an inverted v-shaped mound of soil is 
formed. A ridge is envisioned to be 0.10 to 0.25 m high 
(from ridge top to furrow bottom) with a 0.76 m length base 
(from furrow to furrow), see Figure 1. Such a configuration 
allows placement of nitrogen fertilizer in the elevated 
portion of the ridge, and runoff from the ridge resulting 
from precipitation events is concentrated in the furrows, 
below and away from the area of greatest nitrogen 
concentrations, where it can either run off the field or 
infiltrate. Because of this configuration, the potential for 
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NOg-N leaching should be less than with conventional, flat 
tillage systems. 
0.76m 
0.05m 
0.20m (NO5) (N03) 
(track) (track) (track) 
Figure 1. Cross - sectional representation 
of ridge configuration 
The adoption of ridg,e tillage Increased 45% during 1984-
85 (Conservation Tillage Information Center, 1985) and No-
Till Farmer estimated an additional 20% increase in 1986. A 
survey by No-Till Farmer for 1985-86 (Buckingham, 1986) 
indicates that nearly 0.65 million hectares of corn, 0.28 
million hectares of soybeans, 39 thousand hectares of grain 
sorghum, and 10 thousand hectares of other crops were under 
ridge - tillage production in the U.S. The Conservation 
Technology Information Center, 1987, indicates that fully 
one-fourth of the total acreage in ridge-tillage corn 
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production is in Nebraska, with two-thirds in the five 
midwestern states of Nebraska, Minnesota, Iowa, Illinois, and 
Indiana. The study of the potential benefits of using ridge 
tillage as a conservation tillage practice to minimize 
chemical losses therefore seems appropriate. 
Until recent years ridge tillage has received limited 
adoption and apparently little data exists concerning 
associated chemical losses. Willis et al., 1963, reported 
that for sandy loam soil, ridges 0.076 ra in height improved 
water conservation during crop growth. Kemper et al., 1975, 
studying fertilizer movement from ridges in small lysimeters, 
indicated that fertilizer placed in bands within the ridges 
(and above the water level in the irrigated furrows) reduced 
NO3-N leaching as contrasted to broadcast fertilization 
followed by flood irrigation. They cited the need for more 
study on the fate of nutrient transport from ridges under 
actual field situations. 
Data on the field movement of NO3-N under ridge tillage 
are limited, yet total acreage in ridges is increasing. At 
Iowa State University the effects of ridge tillage on water 
and NO3-N movement within the soil profile are being 
investigated. The purpose of the field study included herein 
is to collect data on anion movement from a line source of 
fertilizer for ridge- and flat-tilled plots and to use such 
data in further understanding the potential for decreased 
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NO3-N leaching using ridge tillage. Data are reported for a 
rainfall simulator study where three different rainfall 
amounts were applied to ridged and flat plots. Analyses 
include comparisons of water, bromide (used as a tracer for 
NO3-N), and NO3-N movement for the varying rainfall amounts. 
The data collected should aid in development and validation 
of a solute transport model to be used in investigating 
various fertilizer placements and soil surface 
configurations. 
There appears to have been little application of the 
available finite element models to investigate the effects of 
agricultural management practices on transport of water and 
chemicals in the upper soil zone. Modeling emphasis has 
traditionally focused on simulating the fate of toxic 
chemicals and nuclear wastes from disposal sites and the 
movement of chemical plumes in the subsurface zone. Some 
simulations of nonsteady water flow in partially saturated 
soil and drainage and solute transport to tile lines have 
been conducted, as evidenced by work of Neuman et al., 1975, 
Pickens et al., 1979, and Pickens and Gillham, 1980. Use of 
numerical models could aid in determining systems or 
situations where chemicals are retained at the target 
locations, thereby minimizing leaching and transport to 
undesirable locations. 
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Ob-j actives 
The purpose of this investigation is to evaluate the 
potential of using ridge tillage as a management practice to 
reduce NO3-N losses from cropland. The study involves a 
field investigation and a model simulation comparing NO3-N 
movement under ridge and flat tillage 
The specific objectives are: 
1. to consider the feasibility of using a two-
dimensional, saturated-unsaturated water flow and 
solute transport finite element model as a tool for 
investigating transport processes as affected by 
agricultural practices, 
2. to compare water and solute transport in a field 
experiment investigating ridge- and flat-tillage 
configurations and to collect data for input to a 
two-dimensional finite element model of water and 
solute transport, 
3. to investigate the potential advantages of ridge 
tillage (with placement of a line source of 
fertilizer in the elevated portion of the ridge) as a 
practice to minimize NO3-N leaching, 
13 
4. to propose that a two-dimensional, finite element 
model may be used to study alternative fertilizer 
placements under various surface configurations 
(particularly ridge tillage as contrasted to flat 
tillage), so as to better recommend management 
schemes to minimize NO3-N leaching, and to show 
that numerical modeling (such as using a finite 
element model) offers a valuable tool in assessing 
potential, improved management systems, and 
5. to identify further research and evaluation needed 
in model development, in field experimentation, 
and for practical applications of models that may 
be used in investigating water and solute 
transport in the upper soil profile. 
NUMERICAL MODELING APPROACHES 
Several techniques are available for solving the 
differential equations that describe physical processes. For 
boundary and initial boundary value problems, the challenge 
is to find some unknown function, u, that satisfies the 
governing differential equation(s) combined with the specific 
initial and boundary conditions. For many problems involving 
linear or quasi-linear equations and relatively simple 
geometries, analytical or closed-form techniques may be used 
to obtain exact solutions. These analytical methods may 
include such approaches as separation of variables, Fourier 
and Laplace transformations, complex variable techniques, and 
Green's functions (Huyakorn and Finder, 1983). 
For nonlinear problems with simple geometries, generally 
fewer analytical solutions exist, and those that do generally 
are approximate because of the use of perturbation or power 
series methods. Problems involving irregular geometries and 
extreme nonlinearities are generally not solved analytically. 
Therefore, numerical methods such as finite difference, 
finite element, boundary element, and analytic element 
approaches are used to obtain approximate solutions to these 
problems. 
With the advent of the modern-day computer, numerical 
approaches applied to complicated problems and complex 
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geometries have been adopted. These numerical methods, 
combined with the advances in computing power, have 
contributed to the present-day prominence of computer 
simulation models and their continued application to 
increasingly complex problems. 
Finite Difference Analysis 
Of the popular numerical approaches of finite 
difference, finite element, and boundary element modeling, 
the finite difference technique has received the earliest and 
most-widespread application. As a result, it is probably the 
best understood approach. Conceptually, the finite 
difference method is straightforward, readily understood, and 
generally does not require advanced mathematical training. 
Because of the form and algebraic simplicity of the equations 
used and the many years of use, several clever algorithms 
have been developed for efficient solution of equations using 
the finite difference technique. 
In the area of subsurface flow modeling, use of the 
finite difference method for numerical solution began in 
earnest in the early 1950s. Initially, researchers in the 
oil industry recognized the importance of numerical 
simulation in the forecast of oil reservoir performance. 
Following an early paper by Peaceman and Rachford, 1955, 
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there was astounding growth in the use of finite difference 
methodologies and in the physical systems considered. More 
recently, in the late 1950s and into the 1970s, models have 
been developed and applied to miscible displacement, ground 
water flow, and soil physics problems. 
Initial activities in finite difference analysis of 
unsaturated flow in porous media included work by Hanks and 
Bowers, 1962, Rubin and Steinhardt, 1963, Brandt et al., 
1971, and others. One-dimensional and multi-dimensional 
saturated and unsaturated flow, combined in a single model, 
were presented by Hornberger et al., 1969, Freeze, 1971, 
Cooley, 1971, and Pikul et al., 1974. 
In soil physics, solutions to unsaturated flow problems 
received attention from individuals including, among others; 
Ashcroft et al., 1962, Hanks and Bowers, 1962, Philip, 1957, 
and Whisler and Klute, 1965. The ability to accommodate 
spatially-variable material properties and extreme 
nonlinearities made the numerical approaches quite attractive 
and provided a much-needed approach for studying the complex 
problems of interest. Much attention in the 1970s and early 
1980s focused toward the use of many of these finite 
difference techniques for solution of multiple-phase flow, 
miscible and Immiscible displacement, pollutant transport, 
and other types of flow problems. An extensive body of 
literature exists on the continuing use of the finite 
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difference method for solving transport equations, Huyakorn 
and Finder, 1983, provided a brief discussion of various 
investigators and their related topics in the area of finite 
difference modeling of subsurface phenomena. Nielsen et al., 
1986, reviewed various considerations, and assessed the state 
of the art, for investigating and modeling water and solute 
transport processes in the unsaturated zone. 
Finite Element Method (FEM) 
General 
A more recent development in the numerical solution of 
subsurface flow problems is the finite element method (FEM). 
The FEM has evolved in the last 25 years from a technique 
applied primarily for aircraft and structural design to a 
general numerical technique for solving any of a wide range 
of physical problems which can be described using 
mathematical equations. While approximations to a continuous 
solution are defined at isolated points by use of finite 
differences, with finite elements the approximate solution is 
defined over the entire domain. Consequently, it is 
unnecessary to use interpolation to find solutions at 
arbitrary locations within the element region. 
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Widespread use of the FEM in studying subsurface 
transport problems has occurred since the early and mid-
1970s. Many modelers feel that for solution of transport 
equations, the FEM is far superior to the finite difference 
method because it can better handle anisotropics, it is more 
amenable to irregular - shaped domains, the mesh size can be 
adapted to the particular type and magnitude of the flow 
problem, and the degree of numerical dispersion can be better 
minimized. Finite element discretization (the process of 
subdividing the domain into smaller individual elements) of 
the spatial dimensions combined with finite differencing in 
time allows a reasonable approximation to solving transient-
transport problems. There is conflicting evidence relative 
to the accuracy of the finite element and finite difference 
techniques in regards to numerical solutions (numerical 
dispersion) for highly nonlinear flow equations (see Finder 
and Gray, 1977, Finlayson, 1977, Hayhoe, 1978, and van 
Genuchten, 1981). Efforts made by Huyakorn et al., 1985, and 
others introduce numerical algorithms to more efficiently 
solve these flow problems while minimizing numerical 
dispersion problems. 
The FEM has been, and continues to be, used to model 
fluid flow and solute transport in the subsurface zone. Most 
applications over the years have been for saturated ground 
water flow in the horizontal dimension, although some 
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modeling of flow through unsaturated porous media and of free 
surface water has been accomplished. The movement of toxic 
and hazardous wastes as ground water plumes from landfill and 
waste disposal areas has received the greatest attention, and 
most models have been written with these applications in 
mind. The abundance of such models and their many features 
are most recently summarized by van der Heijde et al., 1985. 
Generally, two different types of problems and 
investigators have been involved in finite element modeling; 
those in the petroleum industry and those in soil science-
hydrology. For the most part, the early efforts in the 
petroleum industry were based on the use of rectangular 
elements; whereas, in the soil science sector the tendency 
was to use triangular or isoparametric, irregular 
quadrilateral elements. As a result of these two distinct 
approaches, two quite different bodies of literature 
considering subsurface finite element modeling have evolved. 
FEM in soil science 
Neuman, 1973, appears to have been the first in the soil 
science-hydrology discipline to apply the FEM to problems of 
saturated-unsaturated flow in porous media. Finder, 1973, 
developed a FEM to study contaminant transport in ground 
water flow. Later Segol and Finder, 1976, and Taylor and 
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Huyakorn, 1978, extended this work to simulate density-
dependent mass transport in two and three dimensions. 
Neuman et al., 1975, present the use of the Galerkin FEM 
approach in modeling the two-dimensional, nonsteady water 
flow in partially-saturated porous media. The model 
considers surface boundaries of evaporation and infiltration, 
seepage faces, and withdrawal of water by plant roots 
(portrayed as a sink term). They showed that the FEM had 
several advantages over the more - conventional (at that time) 
finite difference modeling approach. Their model easily 
handled nonuniform flow regions with irregular boundaries and 
local anisotropies. Nonlinear conditions were handled by an 
iterative solution procedure and the time stepping was 
performed using a fully-implicit backward-differencing scheme 
relying on finite differencing. Numerical oscillations 
frequently encountered in highly nonlinear systems, common 
for the particular problem they were solving, were avoided by 
using an under-relaxation technique of evaluating the matrix 
coefficients at half-time steps. 
In a follow-up paper, Feddes et al., 1975, presented 
field data used to check the model and compared the results 
with both the FEM model and a one-dimensional finite 
difference model. In their paper, two examples were 
evaluated; the first problem concerning a one-dimensional 
study of the water balance for cabbage grown in a clay soil 
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in the presence of a water table, and the second a two-
dimensional flow problem in a field having five anisotropic 
layers. In the second problem, infiltration from two unlined 
ditches supplied water to the field and water was withdrawn 
by évapotranspiration and leakage to an underlying, pumped 
aquifer. 
In the first problem the FEM produced results that 
compared favorably with the finite difference model and 
experimental field measurements. The second case involved a 
complex situation that did not readily allow solution by the 
finite difference technique. For this problem the FEM 
demonstrated the capabilities of the approach in modeling 
complex systems and model results compared favorably with the 
available field data. 
Reeves and Duquid, 1975, and Duguid and Reeves, 1976, 
appear to have developed the first comprehensive finite 
element model to consider various subsurface flow and mass 
transport problems. Their Dissolved Constituent Transport 
Code model, developed at the Oak Ridge National Lab, was 
suited to modeling single-phase transport in both saturated 
ground water and partially-saturated porous media. The code 
was developed to allow solution of convection, dispersion, 
adsorption, and decay transport processes in a two-
dimensional vertical or horizontal cross section using the 
Galerkin FEM with linear basis functions and L-U matrix 
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decomposition. Their model allowed limited selection of 
element types and used a direct matrix solution technique for 
solving the large system of simultaneous equations resulting 
from such a problem. 
Segol and Finder, 1976, University of Waterloo, Canada, 
developed a three-dimensional, saturated-unsaturated 
transport model designed to solve transient flow problems 
with free-surface fluid and convection, dispersion, 
adsorption and decay solute-transport processes. The code 
handles the three-dimensional problems using the Galerkin 
scheme and isoparametric elements. Segol, 1977, discussed 
this three-dimensional Galerkin FEM for the analysis of 
contaminant and water transport in saturated or unsaturated 
porous media. He used isoparametric quadrilateral elements 
for studying movement of nonreactive solutes. The model 
simulation compared favorably against the one - dimensional 
infiltration problem of Warrick et al., 1971. Other 
applications include coupled moisture and thermal transport 
in unsaturated soils (Guymon and Berg, 1977) and the 
simulation of seasonal energy storage, by Huyakorn and 
o thers. 
Pickens et al., 1979, and Pickens and Gillham, 1980, 
used the FEM to study the flow of water and transport of 
solutes in tile-drained soils and for hysteretic, unsaturated 
flow, repectively. Their model, based on the Galerkin 
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scheme, used linear triangular elements to simulate two-
dimensional (cross sectional) transient movement of water and 
solute. The finite - difference method for the time stepping, 
with a fully-implicit backward-differencing scheme, was used. 
The model allowed time-varying Dirichlet boundary conditions 
for both the concentration and pressure head. Nonreactive as 
well as reactive solutes, describable by a first-order 
reaction term, were considered. The model first solved for 
the pressure head distribution, then the Darcy seepage 
velocities, and finally the transient concentration 
distribution of the constituent. 
Results from the model were compared with field and 
finite difference solutions to verify the flow portion of the 
code. The solute portion of the model was compared with 
analytical solutions for a one-dimensional convection-
dispersion problem with a step input in concentration. The 
predicted and measured results for the flow portion were 
considered quite good and the solute portion showed 
reasonable agreement with the analytical results. The model 
seemed useful in studying a wide range of two-dimensional 
water- and solute - transport problems, particularly for 
smaller-scale systems. 
Yeh and Ward, 1980 and 1981, also of the Oak Ridge 
National Lab, expanded and modified Duguid and Reeve's code 
and renamed the model FEMWATER-FEMWASTE. The FEMWATER 
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portion solves the fluid flow problem and the FEMWASTE code 
solves the constituent transport problem. Similar to Duguid 
and Reeve's model, this code handles saturated and 
unsaturated flow with convection, dispersion, sorption, and 
decay transport processes considered. The code can solve 
either the two-dimensional areal or cross sectional problems 
using upstream weighting functions and bilinear quadrilateral 
elements as well as linear quadrilateral and triangular 
elements. Yeh and Strand, 1982, provide documentation on an 
updated version of the FEMWATER-FEMWASTE code. 
Noorishad and Mehran, 1982, of the Lawrence Berkeley 
Lab, developed a code called "Flows" that solves the 
transient, discrete - fracture flow and convection-dispersion, 
adsorption, and decay solute - transport processes. This code 
uses the Galerkin scheme with upstream weighting functions 
and bilinear, isoparametric quadrilateral elements for 
solution in the two-dimensional areal or cross-sectional 
planes. It is not clear, from the literature reviewed, 
whether the model handles unsaturated- as well as saturated-
flow problems. 
Gureghian, 1983, presents a two-dimensional finite 
element solution for saturated-unsaturated flow with 
particular application to flow through ditch-drained soils. 
Nieber and Walter, 1981, investigate two-dimensional water 
flow in a sloping region using both a finite element 
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simulation and a field investigation. Huyakorn et al, 1984, 
present techniques for use in finite element models of 
variably - saturated porous media to make such models more 
efficient while maintaining reasonable mass balance of 
constituents. Tourna and Vauclin, 1986, studied 
experimentally and numerically, the two-phase infiltration in 
a partially saturated soil. Osborne and Sykes, 1986, modeled 
the immiscible organic transport at the Hyde Park landfill. 
Fipps et al., 1986, used finite element analysis to 
investigate drains as boundary conditions in simulations. 
Frind and Hokkanen, 1987, presented the use of an 
alternating-direction Galerkin technique for simulating 
pollutant transport in the saturated zone. McKeon and Chu, 
1987, used a multi-grid model for modeling steady flow in a 
partially saturated porous media. Kuppersang et al., 1987, 
looked at multiphase immiscible flow through soils using the 
finite element approach. Kaluarachchi and Parker, 1987, 
reported on a finite element analysis of water flow in 
variably saturated soil. 
Others have investigated numerical solutions of two-
domain flow, as evidenced by studies of Edwards et al., 1979, 
Hoogmoed and Bouma, 1980, Yeh and Luxmoore, 1982, and 
Davidson, 1985. Wang and Narasimham, 1985, presented a more 
sophisticated numerical solution for the drainage problem 
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considering flow along a partially-saturated rectangular 
macropore. 
A private consulting firm, Geotrans, Inc., has developed 
and now markets a finite element program entitled SATURN, 
which will solve the two-dimensional, saturated-unsaturated 
flow and contaminant - transport problems. The code will 
handle convection, dispersion, adsorption, and decay solute-
transport processes with choices of several different types 
of elements and solution algorithms. The code uses upstream 
weighting functions in the Galerkin scheme of formulation and 
is proprietary, allowing use through purchase or rental 
arrangements. 
Several two- and three-dimensional numerical models and 
more efficient solution algorithms for modeling flow and 
solute transport have become available in the last several 
years, including those by; Gupta and Tanji, 1976, Frind and 
Verge, 1978, Taylor and Huyakorn, 1978, and Yeh and Ward, 
1981. Recent efforts in the ground water modeling realm have 
included development of more sophisticated and efficient 
numerical shemes for solving the formulated problems, as 
evidenced by work of Huyakorn et al., 1984, Yeh, 1985, and 
Huyakorn et al., 1986, among others. 
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FEM in ground water hvdrolopv 
The earliest attempts to apply the FEM to ground water 
hydrology started in the mid-1960s, and during the early 
1970s the method became recognized as a valuable tool for 
approaching solution of subsurface flow problems. Huyakorn 
and Finder, 1983, provide a brief discussion and review of 
the history of the FEM use and development in both the 
petroleum and hydrology disciplines. 
Zienkiewicz et al., 1966, and Javandel and Witherspoon, 
1968, who used triangular finite elements, appear to be the 
first to describe the use of the FEM for solution of porous 
media flow problems, although their initial efforts were 
confined to saturated flow. Taylor and Brown, 1967, and 
Neuman and Witherspoon, 1970 and 1971, demonstrated the use 
of the FEM for analysis of Darcian flow with a free surface. 
Sanhu and Wilson, 1969, successfully applied finite elements 
to solve fluid flow in a saturated, deformable media with 
land subsidence accompanying fluid withdrawal. 
Volker, 1969, and Huyakorn, 1973, as cited in Huyakorn 
and Finder, 1983, extended this work to problems dealing with 
non-Darcian free surface flow. Neuman, 1973, in analyzing 
porous media flow, found that in solving nonlinear equations 
an enhanced solution was obtained by using the FEM for 
spatial analyses combined with a finite difference 
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formulation of the time matrix. Price et al., 1968, solved 
the one-dimensional diffusion-convection equation by several 
techniques including the Galerkin FEM. Their work, using the 
Galerkin formulation with the FEM, was motivated by the 
unsatisfactory solutions obtained by use of the finite 
difference approach to the convectlve-dispersive equation. 
Cavendish et al., 1969, solved two-dimensional steady-state 
diffusion type problems using the FEM. Culham and Varga, 
1971, considered nonlinear, one-dimensional, time - dependent 
diffusion problems. Guymon, 1970, and Guymon et al., 1970, 
described the use of the FEM, generated by the variational 
technique, for the solution of one- and two-dimensional 
diffusion-convection problems. 
Smith et al., 1973, used the Galerkin FEM for the 
solution of certain two-dimensional partial differential 
equations of particular interest to water resource problems. 
They took issue with some of the conclusions reached by 
Guymon, 1970, and indicated that of the five limitations 
suggested by Guymon relative to the use of the FEM in these 
types of problems, the only one that was supported was that 
solution of a nonsymmetric coefficient matrix was necessary. 
France, 1974, also was one of the first to model non-
steady ground water flow with a free water surface using the 
FEM. He modeled the system as a series of steady-state 
solutions separated by small time steps, with the water level 
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in the stream system increased at each time step. Iterations 
in the solution were required to determine the location of 
the free water surface. The model allowed the mesh geometry 
to be changed with each time step. 
In the modeling of free-surface water flow, several 
studies have followed the initial work of Taylor and Brown, 
1967, Neuman and Witherspoon, 1970, and France, 1974. 
Gureghian and Youngs, 1975, calculated water table heights in 
drained soils under steady-state conditions using the FEM. 
Gupta and Tanji, 1976, modeled a multi-layer soil system 
using the FEM and low-order, three-dimensional isoparametric 
elements. Cunningham and Sinclair, 1979, used a two-
dimensional FEM with a rectangular mesh to model a coupled 
ground water and surface water system. Their model solved 
problems of two-dimensional saturated flow and one-
dimensional, gradually-varied, unsteady, open-channel flow. 
Bettess and Bettess, 1983, used deformable isoparametric 
elements to model free surface flows in open channels and 
discussed different methodologies for allowing deformable 
meshes. 
Van der Heijde et al., 1985, reviewed a number of 
sophisticated numerical ground water and subsurface flow 
models developed to simulate the migration of contaminants 
within these subsurface systems. The majority of these 
models deal with contaminants miscible in water, where 
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transport processes are dominated by advection (convection) 
and hydrodynamic dispersion. Most recently, several models 
have been, and are being, developed to simulate the movement 
of immiscible contaminants. Faust, 1985, analyzed the 
simultaneous flow of water and a nonaqueous phase liquid in a 
three-phase fluid system. A similar flow problem was 
analyzed by Abriola and Finder, 1985a and 1985b, using the 
finite difference approach. Finite element method solutions 
for two-phase fluid systems were obtained by Huyakorn and 
Finder, 1977, and Osborne and Sykes, 1986. Solution of 
simultaneous flow of air and water in the vadose zone was 
recently simulated by Tourna and Vauclin, 1986. Undoubtedly 
other models may exist; and new models, designed to consider 
more-complex problems with alternative formulations, will 
continue to be developed and introduced. 
Presently, the Galerkin approach is widely used in the 
petroleum, geologic, and ground water areas for the solution 
of multidimensional transport in single- and multi-phase 
systems. The enhanced accuracy of the Galerkin FEM seems to 
more than offset the somewhat increased numerical complexity 
and sophistication of the method. This improved accuracy, 
combined with the ever-increasing capabilities and speed of 
computer systems, continues to enhance the modeling efforts 
of more-complex and larger domains. Currently, there is 
considerable activity in attempting to model geochemical 
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transformations, transport in fractured systems, and 
biological transformations associated with subsurface flow. 
Boundary and Analytic Element Methods 
Relative newcomers to the numerical modeling area are 
the boundary element method (BEM) and the analytic element 
method. Conceptually, both methods allow the use of a finite 
number of elements to model systems with infinite domains and 
are best suited to modeling problems involving large regions. 
In the BEM technique the problem of solving a partial 
differential equation within a given domain is transformed 
into one of solving an equivalent integral equation on the 
boundary of the domain. This reformulation is advantageous 
for numerical analyses because the dimension of the problem 
is reduced by one degree and the interior of the domain need 
not be discretized for solution. For problems involving an 
infinite domain, the BEM formulation is advantageous because 
the behaviour at infinity is usually included without 
discretization of an artificial "remote" boundary, as is 
needed in most other methods. For many problems the BEM has 
qualities similar to the FEM in that there are no limitations 
on the shape of the boundary nor on the connectivity of the 
domain to be modeled. More information on BEM use and 
development can be found in sources such as; Brebbia, 1980, 
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Shaw et al., 1980, Brebbia, 1981, and Banerjee and 
Butterfield, 1981. 
The BEM was applied by Jaswon and Po-a-ter , 1963, to 
problems in solid mechanics, but it was not until 1977 that 
the method was professed by Liggett, 1977, for use in 
subsurface hydrology; particularly for modeling flow with a 
free surface. For elliptic-type problems, particularly those 
with moving boundaries, the method allows reduced 
computational effort through a reduction in problem 
dimensionality and savings in data input preparation. With 
parabolic problems or problems with variable coefficients, 
the BEM loses much of its appeal because the dimensionality 
is generally not reduced. Also, in these cases the matrix is 
full rather than banded and sparse, thereby resulting in 
reduced computational efficiency and storage as contrasted to 
the finite difference and finite element methods. 
The analytic element method has recently been proposed 
by Strack, of the University of Minnesota, as another 
numerical technique for modeling large-scale flow problems. 
The method is still being developed and tested and has 
therefore not received widespread application. At a recent 
seminar in Denver^, Strack proposed that the method provides 
^Strack, O.D.L. The analytic element method for regional 
ground water modeling. Oral presentation at a conference 
entitled, Solving Ground Water Problems with Models. Held 
Feb. 10-12, 1987, at the Fairmont Hotel, Denver, Colorado. 
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an alternative numerical technique for modeling transport 
systems, with the best application toward larger, regional 
types of problems where limited input data for the system are 
available. Conceptually, the technique seems to be one of 
combining the analytic (or semi-analytic) solutions of 
individual elements within an overall system, through 
superposition of each solution; thereby providing a solution 
for the entire domain of interest. The technique allows one 
to describe only the particular controlling elements in an 
infinitely-extending system with the superposition solution 
providing desired effects anywhere in the domain. A 
forthcoming book by Strack (supposedly in late 1987) should 
provide more complete information and discussion concerning 
this numerical technique. 
Summary of Modeling Techniques 
Considering the available numerical methods, it seems 
that for subsurface flow and solute transport problems with 
irregular geometries, the FEM affords a desirable modeling 
approach. Algorithms using sparse, banded matrices can be 
incorporated into the computer code to increase computational 
efficiencies. Finite element discretization (the process of 
subdividing the domain into smaller individual elements) of 
the spatial dimensions combined with finite differencing in 
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time allows a reasonable approximation to solving transient-
transport problems. Efforts in the FEM arena continue to 
bring new, efficient, and innovative approaches to solving 
complex problems. Advantages of the FEM include; use in 
modeling irregular geometries, inclusion of differing 
material properties, consideration of several mixed boundary 
conditions, consideration of nonlinear problems, and 
alternative size and design of discretizing elements. 
With all the activity in finite element analysis of 
saturated and unsaturated domains, it remains astonishing 
that modeling efforts have not been undertaken to look at the 
effects of tillage and near-surface management practices as 
they might affect water and solute transport. There are no 
apparent modeling activities that have been reported in this 
regard. Yet, the opportunity exists to use the existing 
models (modified as needed) to compare various practices and 
to determine, at least on a relative scale, those practices 
that could be deemed best management practices for minimizing 
pollutant transport. Many simplifying assumptions could be 
made in initial modeling attempts, with more sophisticated 
subroutines for biological, chemical, and physical 
transformations and processes added later. 
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MODEL SELECTION 
Overview of Models 
A finite element model is desired that will solve the • 
transient water flow and the transient convective-dispersive, 
solute transport equations for a partially-saturated media. 
One of the objectives of this work is to develop a Galerkin 
finite element model using bilinear, isoparametric 
quadrilateral elements with finite differencing in the time 
domain. A survey of models by Bachmat et al., 1980, Javandel 
et al., 1984, and later by van der Heijde et al., 1985, 
provide reviews of the commonly available models that may be 
used in solving ground water problems. 
Bachmat et al.. 1980 survey 
The survey by Bachmat et al., 1980, indicates that prior 
to 1980 there were 39 commonly available models in the 
Western world that could handle mass transport and 138 models 
to solve water-flow problems. Only a portion of these models 
used the FEM in solving the problems. There were about an 
equal number of water-quality models that considered 
conservative mass transport (nonreactive and/or nondecaying) 
and nonconservative transport. Most of the surveyed mass-
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transport models were distributed-type models, with 23 
capable of predicting concentrations in the saturated zone, 7 
for the unsaturated zone, and only 5 for both zones. Those 
five models are thought to include; a three-dimensional FEM 
by Gupta, a salt water intrusion model by Segol, IS0QUAD2 by 
Finder, a model developed by Baca et al., 1981, at the 
Rockwell Hanford Operations called MAGNUM2D-CHAINT, and the 
two-dimensional model by Duguid and Reeves. 
Solute - transport models are more complex than flow 
models because they consider quality in conjunction with 
quantity. In fact, a transport model must contain, or be 
linked with, a flow model because the fluid flow velocity 
must be calculated prior to its use in the quality portion of 
the model (the constituent is transported in the flow field.) 
Under low concentrations of contaminants, flow and quality 
submodels can operate independently if concentrations do not 
affect the density of the fluid in the flow domain. However, 
in other cases, the mutual effects of concentration and flow 
cannot be directly uncoupled. In situations such as high 
contaminant concentrations in waste water or salt water, the 
flow pattern in the ground water is affected by the high 
concentrations and the flow in turn affects the movement and 
spreading of the contaminants. In such cases the numerical 
models must maintain direct coupling of the flow and 
transport portions, thereby requiring interactive coupling of 
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the two submodels. In the survey of 1980, only two such 
models were found that allowed solution of these fully-
coupled problems. 
Javandel et al.. 1984 survey 
Javandel et al., 1984, discuss the availability of 
ground water models up to 1984. Their review of the 
available solute transport codes show 14 different models 
capable of handling various types of transport. As with the 
report by Bachmat et al., 1980, five codes appeared to be 
capable of solving the two-dimensional vertical, saturated-
unsaturated, transient-solute flow problem with convection 
and dispersion. From the information presented however, it 
is not clear whether the model by Baca et al., 1981, will 
actually solve the problem for unsaturated conditions. 
Van der Heiide et al.. 1985 survey 
In the review by van der Heijde et al., 1985, a total of 
399 groundwater models are surveyed, with 205 of these models 
adequately documented, available, and field tested. This is 
in contrast to a total of 245 models surveyed by Bachmat et 
al. in 1980, with only 32 of the models then adequately 
documented and available. Of the 399 models assessed in 
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1985, 203 models solve flow problems and 84 models are 
directed to solving solute - transport problems, in contrast to 
only 138 and 39, respectively, in 1980. 
Of the 203 flow models surveyed, 188 address single-
phase flow with 14 suited to unsaturated flow and 18 to 
unsaturated-saturated flow problems. Seventy-seven of the 
transport models are of the distributed parameter type, with 
30 suited to conservative constituents and 47 capable of 
handling nonconservative constituents. One hundred and seven 
of the 399 total models are finite element models with 28 of 
these models capable of solving for head, 16 for heads and 
flow rates, and 24 for concentrations. Only five of the 
surveyed models have fully-coupled water flow and solute 
transport submodels capable of solving problems where varying 
density affects the flow field. 
Few of the models handle the more complicated 
biochemical transformations that may occur in the subsurface, 
and, of those that do, most are directed toward the simpler 
processes. Nonlinear reactions and biochemical reactions are 
just beginning to be considered while nonequilibrium 
conditions, multiphase transport, and stochasticity are not 
yet adequately represented. In general, modeling of the 
unsaturated zone is still a problem area. Even though models 
capable of solving unsaturated problems exist, they are not 
yet universally regarded as fully adequate. A thorough 
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Models applicable to dissertation problem 
Review of the available information on models that are 
capable of solving the particular type of problem considered 
in this research indicate that the FEMWATER-FEMWASTE model by 
Yeh and Ward, the 3D Saturated/Unsaturated Transport Model by 
Segol and Frind, the SATURN code by Geotrans, Inc., and the 
TRANUSAT code by Pickens, are the best candidates for solving 
water flow and solute transport in unsaturated-saturated 
conditions, Segol and Frind's model (3D Saturated, 
Unsaturated Transport Model) was written in 1976, with a 
subsequent update written in 1981. The SATURN code and the 
model by Pickens are not in the public domain and therefore 
have substantial costs associated with their use. 
FEMWATER-FEMWASTE is a modified version of the two-
dimensional water and solute transport model originally 
written by Reeves and Duguid, 1975, and Duguid and Reeves, 
1976. FEMWATER-FEMWASTE was written in 1980-1981 with 
subsequent updates referred to as FECWATER-FECWASTE made in 
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1982 and 1983. Modifications have also been made by Yeh to 
improve mass balance computations (Yeh, 1981) and to include 
upstream-weighting functions in the FEMWASTE submodel. 
Because the code is in the public domain and the model is 
capable of solving the type of problem of concern in this 
research, it was selected for use in modeling. 
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THE FINITE ELEMENT METHOD 
The Finite Element Concept 
The finite element method (FEM) is a numerical technique 
for solving problems of engineering and mathematical physics. 
Partial differential equations that describe the problem are 
solved by discretizing in the spatial domain, reformulating 
the equations as matrix equations that relate input at 
specific locations in the discretized elements to outputs at 
these same points, assembling (summing) the local matrix 
equations into a global system representing the entire 
modeled region, and then solving the global equations for the 
unknowns. Typical problems being solved include; structural 
analysis (the discipline in which the method was first used), 
heat transfer, fluid flow, mass transport, and 
electromagnetic potential; to name a few. Problems involving 
complicated geometries, loadings, material properties, and 
moving boundaries are usually not solved analytically and 
lend themselves to solution using numerical techniques such 
as the FEM. 
The finite element formulation, whereby trial 
(approximation) functions are used to approximate the exact 
solution, produces a system of simultaneous algebraic 
equations for solution rather than requiring the solution of 
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the differential equations. The modeling process involves 
discretizing the body into a finite number of smaller 
elements interconnected at points common to two or more 
elements (nodes), or a boundary line or surface, and then 
formulating the equation for each finite element. The local 
matrices are summed node by node to obtain global equations 
which then allow solution for the entire body. This 
numerical approach yields approximate values of the unknowns 
at discrete nodal points in the continuum being modeled. 
Governing Partial Differential Equations 
The flow of water and transport of solutes in the soil 
profile can be described and analyzed mathematically using 
partial differential equations. The modeling approach 
followed is to use the computer to numerically solve the 
partial differential equations subject to the appropriate 
boundary and initial conditions and transport parameters. 
The computer methods provide solutions for the flow and 
transport equations for complex problems and various 
configurations and heterogeneities. 
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Coupled partial differential equations 
The basic equations of flow of water and transport of 
solutes through porous material are developed and discussed 
at length in a number of elementary and advanced texts. The 
traditional development of the Richard's equation, describing 
two-dimensional water flow, and the dispersive-convective, 
solute - transport equation are given in Appendix I. For 
modeling of ground water flow, the fluid is generally-
described by stating the pressure of the fluid (which in 
certain simplifying cases, such as used in this study, 
reduces to an equation of hydraulic head), the composition of 
the fluid (considering the concentration of solute), and the 
energy contained in the fluid. Generally, for complex 
systems, three coupled, partial-differential equations are 
used to describe the fluid in the ground water regime. These 
include the flow equation, an equation for the fluid 
composition (for multi-constituent problems this becomes a 
set of equations) and a partial differential equation for the 
internal energy of the fluid, generally expressed in terms of 
temperature or enthalpy. If the temperature change is 
unimportant and the system is considered isothermal, the 
equation for temperature or enthalpy may be eliminated. 
To solve the partial differential equations, several 
parameters must be completely described for the system. 
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including: (1) the distribution of the parameters in space 
and time, (2) the initial conditions of he^d (pressure) and 
composition (and temperature or enthalpy, unless ignored), 
(3) any sources or sinks in the system and their variation 
with time, and (4) the boundary conditions for the space to 
be modeled. For flow problems in which composition and 
temperature are neglected, the parameters of interest are the 
porosity and permeability of the porous material. The 
compressibility of the fluid and medium, where considered, 
are combined into a single term known as the specific storage 
or specific yield. For problems considering solute 
transport, parameters of interest are the hydrodynamic 
dispersivity and the coefficient of molecular diffusion for 
the constituent in the fluid. Typically the diffusion 
coefficient and the hydrodynamic dispersivity are combined 
into a single term known as the diffusive-dispersive 
coefficient. 
For flow in porous media the boundary conditions of most 
interest are: (1) zero flux at an impermeable boundary, (2) a 
prescribed flux, where at a given boundary the flow and 
concentration of the fluid are specified with time, (3) a 
specific value of the head (or pressure) at the boundary, and 
(4) a combination of these conditions at a boundary specified 
with time. Often the boundary conditions are specified as 
Dirichlet (a specified value), Neumann (specified flux), and 
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mixed or Cauchy (considering both the state variable and its 
derivative). 
Water flow 
In an unsaturated or partially-saturated porous medium, 
where the principal components of the hydraulic conductivity 
are coincident with the coordinate axes (K xz K zx 0 ) and 
the role of the air phase is insignificant, the flow of water 
can be expressed as (following Neuman et al., 1975, and 
Pickens et al,, 1979) 
L(^) -
3x 
d t j )  
d x  d z  
dij» 
d  z 
d i p  
C(^) + S - 0 
d t  
d z  
Kzz(*) 
( 1 )  
where L is a differential operator in the flow domain, x and 
z are spatial directions, and are principal 
components of hydraulic conductivity in the x and z-
directions, repectively, 0 is the pressure head, C is 
specific moisture capacity (defined as d9/dij)), 9 is 
volumetric water content, t is time, and S is a source or 
sink term. 
Equation (1) must be accompanied by the appropriate 
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initial and boundary conditions. The initial conditions take 
the form 
^(x,z,0) - $o(X'Z) ( 2 )  
where are prescribed pressure heads in the region to be 
modeled. The boundary conditions can take the form of any of 
the following, depending on the specific boundary of 
interest : 
- «1 (x , z , t) on Bi , (3) 
d i j )  d t j >  
K-xCf) — + K (*) — + K Of) 
** ax dz 
• n 
^2 ^2-
and 
(4) 
^(x,z,t) - *3(x,z,t) or, (5a) 
d t p  d t p  
Kxx(^) — + K (f) — + K (*) 
ax d z  
• n 
(5b) 
93 ^3' 
where $2 $3 are prescribed heads, 85^ + 82 + 83-5 (where B 
represents the total boundary of the region), q2 and q3 are the 
prescribed surface fluxes along the boundaries 82 and 83, 
respectively, and n is the unit outward - normal vector at the 
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boundary. The first type boundary, expressed by equation (3), is 
a Dirichlet (prescribed head) condition. The second case, 
equation (4), represents a Neumann prescribed flux boundary 
condition, and the third boundary condition, expressed by 
equations (5a) and (5b), represents a Cauchy variable type 
condition where either a Dirichlet o% Neumann condition may 
prevail. 
Darcian velocities 
After Equation (1) is solved for pressure head, subject to 
the initial and boundary conditions, the velocity components are 
determined. The Darcy equation, expressed in terms of the 
pressure head, gives the fluid velocities in the principal 
directions, as 
dr j )  
q„ - K (^) — and (6a) 
* ** ax 
Sz - Kzz(*) 
d i j >  
+ 1 
dz 
(6b) 
where q^ and q^ are the Darcy fluxes in the x- and z-
directions, respectively. 
For the above equations, the volumetric water content 
and the hydraulic conductivity are nonlinear functions of the 
pressure head. Various methods are available for 
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representing these relationships, and typically empirical-
based equations expressing the water content-pressure head 
relation and hydraulic conductivity as a function of pressure 
head or water content are used. The specific moisture 
c a p a c i t y ,  G ,  c a n  b e  o b t a i n e d  b y  d i f f e r e n t i a t i o n  o f  t h e  d  
function. 
Solute transport 
The two-dimensional, convection-dispersion equation for 
dissolved constituents (none adsorbed) in a noncompressible, 
partially-saturated media can be obtained from the 
conservation of mass principal. Following Bear, 1972, and 
Yeh and Ward, 1981, this can be written in the form 
L(c) •(ôc) + 
d t  
3(q„c) a(q c) 
X + z 
3x d z  
— (0D 
3x XX 
9 c 
3x 
gD 
xz 
3 c 
—) + 
dz 
S 9 c 9 c 
(gD +50 —) 
3z 9x 9z 
\  6  c  —  S — 0 (7) 
where 8 is the volumetric water content, c is the 
concentration of the dissolved constituent in water, 0%%, 
Dxz, Dgx, and Dgz are hydrodynamic dispersion coefficients, 
q^ and q^ are the Darcian velocities in the x- and z-
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directions, respectively, \ is the decay constant of the 
constituent, t is time, L is a differential operator, x and z 
are the horizontal and vertical coordinates, and S is a 
source or sink terra. This form of the equation includes the 
effects of convection, dispersion, a first-order decay, and a 
source or sink for the dissolved constituent. For a 
nondecaying constituent the X term drops from the equation. 
The variables 6, q^, and for this equation are obtained 
from solution of the water-flow and Darcian-velocity 
equations, equations (1) and (6a, 5b), respectively. 
Because it is nearly impossible to evaluate the 
components of the mechanical dispersion tensor, it is 
generally assumed that the porous medium is isotropic with 
respect to dispersion. Using this assumption together with 
symmetry properties, the dispersion coefficients may be 
related to the flow field and medium properties as (Bear, 
1972) 
°xx -  "l 9%'/ " + "t 9%^/ 1 + 
- "T 4%^/ 1 + "L ^ 2^/ 1 
- («T - "T) / q (S) 
where q - y(q%2 + q^^), «l "T the longitudinal and 
transverse dispersivities, respectively, and is the 
molecular diffusion coefficient of the solute in the porous 
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medium. 
Equation (7) is subject to the appropriate initial and 
boundary conditions for the domain of interest. The initial 
conditions take the form 
c(x,z,t) - CQ(X,Z) in the domain, (9) 
where CQ are the prescribed concentrations initially. The 
boundary conditions can be expressed as 
c(x,z,t) - C^(x,z,t) on , (10) 
where is a portion of the boundary B, and Ci is a 
prescribed concentration as a function of time and space 
(Dirichlet boundary). A second boundary condition specifying 
a concentration gradient (Neumann condition) is 
d c  8 c 
»x - zx 
9 c Ô c 
d z  
- ^ z": 
"z " q2(x,z,t) + (q^^n^ + 0^0^)0 on Bg ( 1 1 )  
where n^^ and n^ are the directional cosines of the outward 
unit vector normal to the B2 portion of the boundary and 
q2(x,z,t) is the given flux as a function of time and space 
The right-hand side of Equation (11) becomes zero on an 
impervious boundary where both q2 and the normal velocity. 
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(q%nx + qgHg), are equal to zero. If equation (11) is 
applied to boundaries having outflow across them, the 
boundary condition becomes concentration-dependent with q2 
set equal to zero. For inflow boundaries (infiltration), the 
equation degenerates into a third-type boundary condition 
expressed as 
3 c 9 c 
- 9%= 
d c 
D 6 — 
zx 3x + Dzz' 
3 c 
Fz 
- q c 
^z 
n q.(x,z,t) on B, ( 1 2 )  
where q^ is a given function of time and location on the B3 
portion of the boundary. As shown in Figure 2, the 
boundaries, , B2, B3, and the impervious portion, Bj, 
constitute the entire boundary, B. 
Region 
Figure 2. Region and boundaries 
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Finite Element Formulation 
General 
. The FEM has two distinguishing characteristics; the 
method uses an integral formulation to generate a system of 
algebraic equations and the method uses continuous piecewise-
smooth functions for approximating the unknown quantity(ies). 
The FEM formulation is commonly derived using a variational 
technique (the principal of minimum potential energy of the 
system) or the more popular method-of-weighted residuals 
which consists of multiplying the governing equations by the 
shape functions and integrating over the element area. 
In the finite element method the mathematical concept 
follows from realizing that a system of equations 
representing a physical problem can be derived by 
minimization of the total potential energy of the system. 
The integral of the total potential energy is called a 
functional, and there are many mathematical and physical 
problems for which functionals, whose stationary value 
represents the solution to the problem, can be handled. This 
means that the FEM can be used for the solution of many types 
of field problems. 
Often practical problems exist for which classical 
functional representations cannot be derived; and therefore 
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the variational principles do not exist. In these situations 
more general formulations of the matrix equations are needed. 
One such approach is a special form of the method-of-weighted 
residuals known as the Galerkin formulation. 
Solving a problem using finite elements follows a step-
by-step approach. Initially the governing mathematical 
equations and boundary conditions are formulated for the 
particular problem. The solution region to be modeled is 
subdivided into a number of smaller elements (discretized) of 
various sizes and shapes. Interpolation functions (usually 
polynomials) are selected to approximate the true unknown 
function, and the interpolation function and exact function 
will have the same value at specific nodal points on each 
element. The values of the unknown function are then 
determined at the other locations in the element by 
interpolation. 
For each element of the discretized domain the element 
properties, number of nodal points, and degree and type of 
interpolation function are specified. All of the element 
properties are assembled to form a set of algebraic equations 
for the nodal values of the unknown variables. The assembled 
global equations for the entire region are similar in form to 
the individual elements but contain many more terms because 
they include all nodes and elements of the domain. These 
global equations are solved using simultaneous solution 
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techniques and digital computers. Numerical solutions are 
checked by increasing the number of nodes and elements and 
determining whether the solution at the node points 
converges. If the values do not change significantly with an 
increased number of nodes, then the solution is deemed 
satisfactory. 
Weighted-residuals method 
A major advantage of the method-of-weighted residuals 
(MWR) is that it can be applied to any problem that can have 
a governing boundary-value formulation written. It is 
basically a mathematical approach and often very little 
physical significance can be attached to the development or 
to the parameters that appear in the solution process. The 
MWR is more general than the functional approach, because it 
can be used almost universally, but is somewhat more 
difficult to understand. 
The governing equation is of the form L(u) - f in the 
domain, 0, where L is a differential operator on the unknown 
function u and equals the true function, f, in the bounded 
domain of 0. The continuum potential problem to be modelled 
is governed by a partial differential equation which can be 
expressed as L($) — f — 0 in the region O enclosed by the 
boundary F, where $ is the unknown dependent potential 
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function and f is the exact function. The MWR may then be 
applied in a series of three steps. 
At the element nodes the dependent values (those 
principal parameters to be solved for) constitute the basic 
unknowns of the problem. The dependent quantity (potential 
in an unsaturated flow problem, for example) within each 
element is approximated by a shape function (also referred to 
as a basis, interpolation, trial, or approximation function) 
which has the unknown potentials at the nodes as parameters 
of the function. A representative four node element with 
nodes numbered 1, 2, 3, and 4 is as shown in Figure 3. 
3 
2 
Figure 3. Four node element 
The dependent quantity, potential $, at any point within 
the element is approximated as 
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n 
$ I V i  (13) 
i-1 
where are the as yet unknown nodal potentials. The shape 
functions, are functions of the principal directions, x 
and z, and are unique to particular element types. The 
combination of the shape functions and the nodal unknowns 
(potential in this case) allows determination of the total 
potential anywhere of interest in the local element and along 
the element boundaries. lî is only an approximation function 
and is not likely to satisfy L($) - f - 0 exactly, therefore 
an error or residual of the form 
R(*) - L($) - f 
with 
L(*) 
n 
i-1 
(14) 
results. The MWR attempts to solve for the unknowns so 
that the residual R is minimal for the region modeled. The 
approximating function, $, is generally some polynomial and 
if the trial function were exact the residual, R($), would 
vanish. The procedure attempts to force the residual to 
zero, in an average sense, throughout the domain. This is 
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accomplished by forming a weighted integral of R over the 
entire domain and setting this weighted residual (integral) 
to zero. 
The second step involves selecting the weighting 
functions, w^, and requiring that 
w^ R(î)dn - w.[ L($) - f ]dn - 0 
for i-1,2,...,n (15) 
where n is the number of nodes in the domain of interest. 
In the weighted-residuals method, the approximate 
solution is substituted into the governing differential 
equations and require that J (x) R ( x) dx-0 , where wj^(x) 
represents the weighting function and R(x) the residual. 
That is, the coefficients of the trial interpolating function 
are defined by the requirement that the operator L($) be 
orthogonal to each of the weighting functions. 
In using the MWR, one specifies the particular weighting 
functions, w^, to be used and then equation (14) is combined 
with equation (15) to provide a set of simultaneous equations 
in n unknowns. The final step is to solve this system of 
simultaneous equations for with appropriate boundary 
conditions, thereby finding a suitable approximation for the 
unknown $. The particular type of weighted residual method 
depends on the choice of weighting functions used in the 
solution. 
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The Galerkin formulation 
The Galerkin formulation is a particular weighted-
residual method whereby the weighting functions contained in 
the integral formulation are chosen to be the same as the 
trial (approximating) functions used, i.e., w^ = B.G. 
Galerkin, a Russian engineer, first introduced his method in 
1915, and it is now seen as a special case of the more 
general method of weighted residuals. 
Water Flow Derivation 
The governing equations for unsaturated, incompressible 
single-phase water flow in a porous medium with no sources 
nor sinks is expressed by Richard's equation as 
L(1f) - dx Kxx(*) 7; dz fîl lâz + 1 
8$ 
Ft 0 ,  (16) 
where flow is along the principal axes of x and z, L is a 
differential operator, 9/ is the pressure potential, and 
are hydraulic conductivities in the x- and z-directions, 
C - is the specific water capacity of the medium, and 
d 9  
59 
t is time. 
Orthogonality requirement 
The finite element method of weighted residuals requires 
orthogonality of the weighting function, Wj(x,z), and the 
governing equation, expressed for the domain of interest as 
for j - 1,2 m, 
where m is the number of global nodes in the discretized 
domain, 0, and the summation is over all elements, e. 
Galerkin weighting functions 
For the Galerkin formulation, the weighting functions 
are chosen to be the same as the approximating shape 
functions, Nj(x,z). Therefore equation (17) becomes 
( 1 7 )  
e 
(18) 
e 
for j -
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Approximating functions 
Developing the isoparametric Galerkin formulation of 
equations for bilinear quadrilateral elements, the 
approximating trial function for potential is 
n 
$(x,z,t) ^ NL(x,z) Vj.(t) (19) 
i-1 
where n is the number of nodes for the element, dependent 
upon the type of element, Nj^(x,z) are spatially-dependent 
functions which satisfy the boundary conditions, and 
V>i(t) are time - dependent potential coefficients at the n 
nodal points of the discretized element. Using equation 
(19), and understanding that the summation sign is implied, 
the derivatives of $ with respect to x, z, and t, are found 
to be 
3x 
3 
3 x  N^(x,z) ^ ^(t) 
ÔN. 
ÔX ^i (20a) 
3» 3 
3z 3 z N^(x,z) ^ ^(t) 
3N 
(20b) 
3$ 3 
3t " 3t Nj^(x,z) ^^(t) d T  N, ( 2 0 o )  
where i - 1,2,3,4 for quadrilateral elements 
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Element equation development 
Expressing equation (17) for a single element 
( R ® )  - J„e -J (x.z) L(*) dO - 0 (21) 
for j - 1,2, 
where m is the number of nodes in the discretized element of 
interest. Substituting equation (16) into equation (21) 
( R ® )  - I e "j 
3 
3x 
3$ 
'Ft 
K 
3$ 
d z  
do - 0 ( 2 2 )  
for j - 1,2,3,4 
This integral contains higher-order differentials, which is 
undesirable because higher continuity requirements have to be 
imposed on the element basis functions. And, the higher the 
order of continuity the smaller the possible choices of 
functions to use. 
Green's theorem (integration by parts) applied to the 
higher-order terms in the integral expression allows 
reduction to a lower-order form which enables use of 
interpolating functions with lower-order, inter-element 
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continuity. Green's theorem relates the line integral of a 
function around the boundary V of a plane region to the 
surface integral of an associated function taken over the 
region (I (see Figure 4), expressed as 
F( » 7,f)dA /p f(x,z) ds. 
n = domain 
n=unit outward 
normal vector 
r =boundary 
Figure 4. Boundary and domain 
The two-dimensional integration by parts, following Green's 
theorem, is 
r  3 /0  p  da  p  
J„ •» - -J„ 5^^ M 
dfi + I aySn^ dF (23a) 
Ç  d P  n  d a  p  
Jo * 4" - -J„ M 
/3 dn + I Q/3n^ dr (23b) 
where n^ and are directional cosine and sine of the 
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outward normal vector n on the closed curve F surrounding an 
area O in the (x,z)-plane, and the integration around T is 
counterclockwise. Looking at the first two terms in equation 
(22) and applying Green's theorem 
I e 3x Kxx(*) a; do ' L  
3N. 
e ÔX K 
a» 
do 
+ Jj, (24a) 
and, 
I e 
a» 
Kzz(*) FI do 
" L  
aN. 
e dz 
6$ 
dn 
I. "j F T  (24b) 
Further, 
I. [": 6» a» J, L'jKx%(*) "x + KjKzz'*) 57 "zj dr 
l l  Kxx(*) Ï Z  + Kzz(*) 5;: Njdr (24c) 
By changing signs and re-expressing, equation (22) becomes 
(R®) 
" l  
aN, 
e dx 
a$ 
Kxx(*) 57 do + I 
a N ,  
e dz 
a» 
Kzz(*)F; do 
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(25) 
For the nodes on the prescribed head boundary the appropriate 
Dirichlet conditions are introduced into the global matrix 
prior to solution. Substituting the approximating functions 
and their derivatives from (19) and (20), respectively, into 
(25) and letting K($) be a linear function expressed in terms 
of the shape functions as, K($) - KN^, gives 
Matrix equation 
Because is not a function of x or z, but only of time 
t, equation (25) can be expressed in summarized form as; 
c o s e  + K (t) 
0 .  (26) 
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[A] {rP) + [B] 
d i>  
a t  
• + {E ) •" 0 (27) 
where 
3N, ÔN 
— . . K N •' ' 
Ij JJfl® XX k 9x 3x IL ^ do + [f J J Q SN SN. e^zz^k J T J T  
"i] - -
- - J/J [ 
aN aN. 
Kxx(*) a;- + Kzz(*) *1"* dr(^.) 
I 
aN, 
K N. 
e zz j az do 
for 1-1,2,3,4, j-1,2,3,4, and k-1,2,3,4. 
Coordinate transformations 
The task that remains is the evaluation of the 
coefficients of the element equations by completing the 
integrations that appear. To evaluate these integrals it is 
necessary to express the shape functions and derivatives of 
shape functions in terms of a local coordinate system of ^ 
a n d  r j .  
The problem geometry is specified in the global system, 
but the local system is used to determine element properties 
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and to facilitate numerical solution of the matrix equation. 
The local coordinates ((,%) are called isoparametric 
coordinates and the original quadrilateral region in x, z 
coordinates can be transformed to the local coordinate 
system, and vice versa. The original quadrilateral region 
becomes a square region whose corners are located at f = ±1 
and t) «=• ±1, as illustrated in Figure 5. Isoparametric comes 
from the concept that the same interpolation functions that 
are used for the unknowns are also used for defining the 
element shapes. 
X  
G l o b a l  L o c a l  
Figure 5. Local and global coordinates for a 
four node quadrilateral element 
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The transformation between local and global coordinates 
for a quadrilateral element can be expressed 
X - ^  (€,%) , (28a) 
i-1 
z - ] ((,9) (28b) 
i-1 
where N ( ^ , »)  is defined as some function of coordinates 
(^,T}) and is associated with node i of the element. must 
satisfy the condition that 
^ . 1 at node i 
i I 0 at the remaining nodes 
and 
1 .  J. 
i-1 
The shape functions for these isoparametric quadrilateral 
elements are 
1 
Ni - 4 (1-f)(!-%) (29a) 
1 
Ng - 4 (1+f)(!-%) (29b) 
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Ng - 4 (1+f)(!+%) 
^ (l-O (1+q) 
(29c) 
(29d) 
As seen, the shape functions have the value of 1 at the 
appropriate corresponding node and 0 at the other three nodes 
of the element. Also, the sura of the shape functions is 
unity at any point within the element. These shape 
functions are often referred to as "bilinear" shape 
functions, 
The derivatives in the global coordinate system (x,z) 
may be expressed in local coordinates Derivatives of 
the shape functions in terms of the local coordinates ( ^ , r/) 
can be obtained using the chain rule of differentiation as 
3N^ 
W  
SN i -
5x 
3x 31 
3N^ 3x 
3 N ^  d z  
d z  
a m  d z  
(30a) 
(30b) 
d r j  9x d i j  
or, in matrix form 
d z  d f ]  
3N, 3x d z  3N^ 
3^ d j  3? 
• 
d x  
3N^ d x  d z  3Nj_ 
. . . âi . 3z 
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- [ 
aN. 
âjT" 
ÔN. 
az 
(31) 
where [J] is the Jacobian matrix, which is 2x2 for all 
elements. 
The derivatives of the shape functions, relative to the 
global system, need to be expressed in terms of the local 
system. Therefore, the Jacobian matrix must be inverted to 
obtain the expression 
aN, 
8x 
aNj 
aT" 
[^] -1 
aN. 
aT" 
aN.  
( 3 2 )  
The derivative has been transformed from (x,z) to ( ^ , r; ) 
and the differential area must also be changed. This is 
accomplished following the relation 
Jn F(x,y)dxdy - ^ ^  ^ ^ ^ F [ x ( ^ , r? ) , y ( ^ , r? ) ] | J| d^ dj? 
( 3 3 )  
where |j| represents the determinant of the Jacobian 
transformation matrix, [J]. The transformations are valid if 
[J]"^ exists, or expressed another way, if |j| M 0. Within 
the element subregion if the sign of |j| does not change then 
the assumption that [J] ^  exists is valid and the 
transformation from global to local coordinates is possible. 
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After these transformations are completed the Integrals 
in the expressions for matrix coefficients reduce to the form 
where f is a function of the local coordinates. The form of 
f may be complicated, but the integrals can quite easily be 
numerically evaluated using quadrature formulas. 
Gaussian quadrature 
For the element matrix equation, equation (27), the task 
is to evaluate the integrals over each individual element 
domain. These integral expressions generally are quite 
complicated and can be very tedious to evaluate. Several 
types of numerical integration formulae are available but the 
most widely used is the Gaussian (or Gauss-Legendre) 
technique. 
Using the Gaussian technique, a definite integral of a 
function f is approximated by the weighted sum of values of f 
at selected points. For a definite integral of the form 
f, the Gaussian quadrature formula is of the form 
where f(fi) is the value of the function f at the "Gaussian" 
- 1  J -1 
I ^  f(f)d( - Wj^ f(fi), (34) 
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point ^ , m is the number of Gaussian points used in the 
solution, and ( i-1, 2 , . . . m) are the weighting coefficients. 
Location of the Gaussian points is based on Hermite 
polynomials which give much less error than equally-spaced 
sampling points. Locations to be used and numerical values 
of are tabulated and available for various numbers of 
sampling points, m (see p. 95, Huyakorn and Finder, 1983, for 
example). The Gaussian points are not evenly spaced, but are 
selected so that the weighted sum of m functional values 
produces the exact value for a polynomial of degree 2ra-l or 
less. For linear quadrilateral elements, the number of 
sampling points, m, is selected as 2, with the corresponding 
"Gaussian" points, equal to 0.57735 and the weighting 
coefficients, w , equal to 1.00. 
So, one needs to find the w^ and ^corresponding to the 
m number of points used, then calculate the f(^£) values for 
the appropriate sampling points. The integral is solved by 
determining 
m 
i-1 
For two-dimensions the process appears as 
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m 
w, 
j-1 
m 
1 "i 
L 1-1 
m m 
i-1 j-1 
(35) 
Boundary equations 
It is noted that on flux boundaries, and r2, 
a» 
KxxKk âï' s7 si"' - q •"> 
- 0 on r2, (36) 
where Fj^ has a prescribed nonzero flux and r2 has zero flux. 
Looking at the (E) vector term from equation (27), the first 
terra can be re-expressed as 
N,(q COS# + q sin5)dr 
Jr^ l X z 
s ince 
3N, 6N 
Ix - 'z - ~ "^i 
and, 
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q  
n 
(q c o s 6  + q sing), 
therefore 
- - fr/n'i'"' + I 
Therefore, the first term is zero along zero flux or constant 
head boundaries and only is considered for boundaries with a 
known flux across them. 
Global equations 
Equation (27) represents the Galerkin finite element 
formulation for a given element. For the global assembled 
equations, one simply sums over all elements within the 
domain as 
with the global boundary conditions applied. 
In a global sense the values of ^ at all nodes for all 
elements in the domain must be determined so as to satisfy 
the initial and boundary conditions together with the 
orthogonality requirement of the Galerkin formulation. For 
the global system the equations may be expressed as 
w.L($)dn 
e 
0 .  (37) 
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NN 
^^^(x,z,t) - U (N®(x,z)) (38) 
n-1 
where NN is the total number of nodes in the domain, i^^(t) is 
the value of ^  at node n, the union sign is taken over all 
elements, e signifies the particular element of 
consideration, and N^ are the particular element shape 
functions. The orthogonality requirement in a global sense 
requires 
e 
^w®(x,z) L(%")dO - 0 for n - 1,2 N 
(39) 
where n® is the domain of a given element and w represents 
the weighting functions taken to be equal to the shape 
functions for isoparametric, quadrilateral elements. 
The global system then becomes 
e 
PC 0 LN T 0 IN 
"it 
aw? aN? 
1 
e 
aN® 
cos* + K^gC*) sing dr(^^) 
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]  I  K e zz j dz 
for i,j,k - 1,2,3,4 for quadrilateral elements and 
n,m - 1,2,...,N, where N is the total number of nodes 
in the domain being modeled. The matrix is found to be 
sparse and symmetric, and is a diagonal matrix if the 
averaging process for the time gradient of the hydraulic 
potential is used. 
Darcy's Law states that the flux equals the conductivity 
times the hydraulic gradient. Therefore, once the ^ values 
are determined from solving equation (27) the Darcian fluxes 
in the x- and z-directions can be determined as 
'X 
aN. 
Kzz»k âz"  V-J + 1 
Solute Transport Derivation 
Development of the matrix formulation of the solute 
transport equation, equation (7), proceeds in a manner 
similar to the development of the water flow equation 
(equations (15) through (27)). The following development is 
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therefore concise and individual steps parallel the 
development of the water flow equation. 
The solute transport equation for two-dimensional, 
convective-diffusive transport with no sources or sinks, no 
chemical transformations, and no decay or adsorptive 
processes may be expressed as follows: 
3 c 3c 3 3 
L(c) - (#c) -
3t 3x 
3 
3 z 
OD 
zx 
3 c 
3x 
^ 
d  c  
+ ÔD - q c 
3 z  :  
(40) 
where c is the concentration of the constituent of interest 
in solution, 0%%, D^z, are hydrodynamic dispersion 
coefficients of the medium in the associated directions, xx, 
xz, zx, and zz, d is the volumetric water content, 
and q^ are the Darcian fluxes in the x and z-directions, 
and L is the differential operator. 
Applying the Galerkin formulation 
L(c)N^dO - 0 (41) 
(where are the shape functions to equation (40)) gives 
[  r  —(ÔC) N do - r  f  — 
J  J Q  a t  J  J o  3 x  
A 
d  c d c 
ÛD — + gD — - q c 
=* ax az X 
N.dO 
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- I l  
d  
d z  
8 c 8 c 
N^dn - 0 
(42) 
If we let gD^j - D^j, equation (42) becomes 
A 
il N.dn + f f c if. N dn 
n at ^ J Jo at 
- I !„ a  ax XX a  c  ax + D xz 
A 
d e  
d z  
N^dO 
- I J„ a  az  ac ô c  D + D ax :: Sz N. dn 
I I  
A 
d e  
ax 
+ c 
a Sx 
ax 
N^dn 
I I  ac az  + c 
aq. 
az  
N^dn - 0 ( 4 3 )  
If q is the volumetric flow rate of fluid injection (or 
withdrawal) per unit volume of porous medium then, 
+ £i 
a t  a x  a z  
( 4 4 )  
by the continuity equation. 
The last two terms of equation (43) can be expressed as, 
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I I  
9 c 3 c 
q% -- + — 
3x d z  
N^dfi 
11„ d q  X + c 3x aq. d z (45) 
which upon substitution of equation (44) becomes, 
i l  d  c d  c q* -- + q^ — ax 8z N^dn 
q - !I 
a t  
N.dO (46) 
Equation (43) becomes 
[ f etl N do + [ [ c 11 N 
J  J f l  a t  J  J o  a t  
do 
I I  -J •'0 ax 
A A 
a c  d c  
D — + D 
*= ax az 
N^dO 
- I  In a  a  z  a  0  5  c  D — + D =* ax == az N^dO 
I I  
a c d c  
9% -- + q^ — 
ax az 
N^dn 
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I I  q - 8 6  T t  = 0 ( 4 7 )  
Re-expressing, the last term becomes 
i l  q - 0 9  Tt N^dO 
f f cq N dO - f f c fi N dn, j jfj 1 J Jn at 
( 4 8 )  
The second term of equation (47) is cancelled by the second 
term on the right side of equation (48). Also, we can re-
express terms as follows 
N. 
3 x '  
a 
âîT 
ac aN i. and, ( 4 9 a )  
ax ax 
N, 
az' 
a 
az 
[ !l N J -
L az J az 
a c  ô N ^  (49b) 
 d z  
Equation (47) becomes 
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-  I L  d J z  
A 
d c 
Jz 
Ni ] -
A 
dc 5N, 
dz dz 
dn 
Hn cqN^dO + I I  Ô c T t  NLdO - 0 . 
Using Green's Theorem which allows 
J I  [ i_ [  N ]  Ida -  I  
J Jn 3% L ax J •' 
3c 
r âx 
cos ÔN^dr 
(50) 
(and similarly for other terms of this form). Equation (50) 
becomes, 
•f L 5ÏÏ 5N ax i d n  +  I lo ° 3c 3N 0 az  3x  i dn 
•I" L iïï ÔN dz  i dfi + I fy  zz il do 3 z 3z 
f D il C O S ,  N dr - f D il si 
J r 3x J r- a, 
f D il cosg N.dr - f D JF ZX i Jr  
ng N^dr 
r  a x  
A 
3c 
3z
fl sing N dr 
== az 1 
J J il' N dO + J J q 
J Jo ax J Jo 
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A 
J J cqN^dn + J J 5 ^  N^dn - 0. (51) 
Equation (51) can be rewritten, after substituting the trial 
3 c 3 c function c(x,z,t) - N.(x,z)c(t) and expressions for , 
A 3x 3 z 
!l, as 
3t 
J J D C fli an + J I D 
J Jo 3x 3x J Jo 
c ffl fli dO 
3z 3x 
I I  o_. + I I  D J Jfl 3x 3z J Jn 
c ffi fli dO 
3z 3z 
- I D c cos? N . d r  -  f D  c sin# N.dr 
Jr 3x Jr 3z ^ 
- Ir»:x° ^  "t" - 1^0:2= ^  ""«I» 
+ J f  q^c N dO + f  f  q c !ÎLl N dO 
J Jo ax J Jo = 3z 
+ r I cq N N.dO + f f 0N,N. fl dO - 0. (52) 
J Jfl " J ^ J Jfl J 3t 
In matrix form, equation (52) may be written as 
[A]{c) + [B] I ^  I - (F) - 0 (53) 
where in the global system 
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nra -  ]  J L°xx do + 3x 3x f f D J J^e  xz  ffl dO ÔZ 3x 
\ f D J Joe  :  3N. 3N, fU '"i dn n ®  32 3z 
J Le'x 
3 N ,  
oe .  ax '  I  L'-  ^  ' i '» 
I  Jo '«" j " ! ' ' "  1-J 
for ii-j _ 
nm 
e 
0 for i?^j 
nin -I J - Lt 'J  cos (? N ,  ( D  + D  ) d r  ' XX ZX 
- I Iff. sing N, 1 (D +D ) dr 
Jr^Sz xz zz 
- } / Jo,=4.NjNidO - J [ D 
dr 
for 1,j - 1,2,3,4 and n,m - 1,2,...,N, where N is the 
total number of nodes. 
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Time Discretization 
Generally, finite element techniques are very effective 
in the approximation of spatial derivatives, but finite 
difference schemes are usually used for the time derivative 
portion of the equation because there are few advantages in 
using the finite element discretization of time. Analysis of 
a transient system results in an equation of the form of 
equations (27) and (53), where the spatial dependence is 
carried by the finite element approximation in the 
coefficient matrices [A] and [B], and (E) (or (F)) contains 
information such as any forcing functions or boundary 
conditions. The time derivative is generally replaced by an 
appropriate difference formula such as 
1 
[A] t+At + (1-e ) { V») + ^ [B] [ { V») t+At 
+ €{E) t+At + (1-€){E) t 0 for 0< £ <1 (54) 
where the stability of the system depends on e. 
Explicit method 
The explicit method, using forward differencing, 
requires e - 0 and (54) reduces to 
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1 [B] 
([A] - — [B]){^)^ + 
—+ lE't - ° 
(55) 
where (l^lt+At ^ future time is dependent only on known 
values at the previous time step. 
Fully-implicit method 
The fully-implicit method results when e = 1, and 
equation (54) becomes 
which requires an iterative solver to find at the 
next time step, dependent upon the {^1^ at the previous time 
and the matrix conditions at the time step t+At. 
Crank-Nicholson implicit scheme 
The Crank-Nicholson implicit method, sometimes referred 
to as the mid-difference approach, is centered in time with 
equal weighting to the previous and next time steps. The 
resultant equation is of the form 
([A] + 
[B] [B] 
"ZI (4^t+ (B) t+At - 0' (56) 
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[ B ]  
0.5[A]((*)t+Ac+ ((V^t+At - (V^c) 
- 0'5((E)t+At + (E)^) - 0. (57) 
General form 
Regardless of the value of e selected, the general form 
of the resulting equation is 
[M] {^)t+At " + (F*) (58) 
where (F*) includes constant terms, and the problem becomes 
one of solving 
^^'t+At • (F*). (59) 
Whichever time - stepping approach is used, the solution starts 
by using the initial conditions of the global equations to 
represent the values at the old time step. 
Stabilitv analysis 
The requirements in solving equation (59) are that the 
system has physical reality and that numerical oscillations 
are controlled. Physical reality is satisfied when the 
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matrix [M] has diagonal values that are positive and off-
diagonal values that are negative. When solving a transient 
problem it is important to insure that the time-stepping 
procedure is numerically stable. Computers can store only a 
finite number of digits to represent each real number, and 
because of this, round-off error occurs. The cumulative 
effect of these individual round-off errors results in a 
difference between the numerically-computed and exact 
solutions of the equation. It is important to use a 
computationally stable scheme that will control the magnitude 
of the cumulative round-off error. 
Numerical oscillations of {^)t+At related to the 
eigenvalues of the [M]~^[P] portion of equation (59). An 
eigenvalue is a value of y9 that satisfies det([M]~^[P] -
[ I ] ) - 0 which becomes det([P] — ^[M]) - 0 and has positive 
eigenvalues when both [P] and [M] are positive definite. If 
all eigenvalues are positive there are no oscillations and 
the solution is stable. If some eigenvalues are negative but 
greater than -1 then stable oscillations are obtained, 
whereas if one or more of the eigenvalues are less than -1 
the solution is unstable. Numerical oscillations are avoided 
by setting At £ [/9/(l-e)], where /3 is the smallest value 
satisfying det([P]—^[M]) — 0 for the smallest element in the 
domain. 
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FIELD EXPERIMENT 
Methods and Materials 
Site description 
During the early summer of 1985, field plots were 
established at the Agronomy-Agricultural Engineering Research 
Center located in eastern Boone County, approximately 13 km 
west of Ames, Iowa. The plot area on is a Nicollet soil; a 
fine-loamy, mixed, mesic, Aquic Hapludall, derived from 
calcareous, loamy glacial till. The area is artificially 
tile-drained with drain spacings at approximately 30 m and 
tile at a depth of nearly 1.2 m. The particular study site 
was approximately 12-15 m from the nearest tile line and was 
nearly level. 
Plot areas were approximately 3 m by 1.2 m, with the row 
direction (ridge direction) parallel to the 1.2 m side. Rows 
were oriented in the southwest-northeast (SW-NE) direction to 
follow the adjacent field orientation, with the exception of 
one of the flat-tilled plots (which had row direction 
perpendicular to this orientation because of limited space 
under the rainfall simulator). This plot size allowed four 
ridges to be contained within each experimental plot. Three 
plots were established for each of the ridge- and flat-
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tillage configurations, with one plot under each tillage to 
receive 25, 50, and 75 mm of simulated rainfall. Because of 
the limitations on area under the rainfall simulator, 
extensive sampling and excavation required on each plot, and 
labor and funding constraints, no replications of the 
individual treatments were made; however, subsamples were 
obtained from each treatment. After simulated-rainfall 
application, samples from two profiles were collected from 
each plot. 
Metal borders were installed around the plot areas to 
prevent runoff from and runon to the study areas. The metal 
borders were light gauge (approximately 16 gauge) aluminum 
steel alloy 0.20 m wide and 1.8-2.4 m long. These borders 
were inserted to a depth of about 0.10 m with 0.10 m 
protruding above the soil surface. The entire plot area was 
isolated using these borders by overlapping at the end of 
each metal piece. Soil was placed and packed along the outer 
perimeter of the metal sheets to stabilize the borders and to 
help seal against runoff and runon. During rainfall 
application, ponding did occur on the plot and adjacent 
areas; however, no runoff or runon was noted. 
Figure 6 shows the plot layout, orientation of ridges 
and rows, and sampling locations for this field study. The 
plot areas were fallow the year previous to this experiment. 
Because the primary focus was on the potential movement of 
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Figure 6. Schematic of experimental plot area and 
instrumentation and sampling arrangements 
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NO3-N during the early growing season and shortly after 
fertilizer application, no crops were grown. This early 
season period is an optimal time for NO3-N leaching because 
considerable rainfall occurs, plant uptake of water and 
nutrients is minimal, and high concentrations of NO3-N are 
generally present in the soil. All plot areas were kept free 
of plant growth during the experiment. 
Experimental technique 
Ridges were established during the week of June 12, 
1985, using a tractor-mounted ridge cultivator and hand 
construction. The area was initially disked twice to destroy 
any weed growth and to loosen the surface layer of soil for 
ridge construction. The ridges were made by throwing the 
soil inward and toward the center of the ridge during two 
cultivations. During cultivation, the extremely loose soil 
continually sloughed toward the furrow bottom. During 
construction of the ridges, the furrow area was tracked twice 
with the tractor-cultivator and the ridge center remained 
untracked. To increase the height and stability of the 
ridges loose soil from the furrow areas was raked toward the 
ridge peak and subsequently packed using the face of a flat 
shovel. Packing of ridges was performed from planks spanning 
the plot area to prevent compaction of the remainder of the 
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plots from foot traffic. Ridges were approximately 0.20 ra 
high (from furrow bottom to ridge peak) and 0.76 ra wide (from 
peak to peak), see Figure 7. 
Less than 10 mm of natural rainfall occurred following 
ridge construction and prior to application of precipitation 
using the rainfall simulator. This natural rainfall helped 
to stabilize the ridges before fertilizer application, 
installation of instruments, and initiation of the simulated 
precipitation. 
Flat-tilled plots were located in an area immediately 
adjacent to the ridged plots. Two of the plots, F4 and F5, 
were in line with the three ridged plots and received the 
same tillage and tracking treatments. After construction of 
the ridges, the soil surface in these plots was leveled by 
hand raking. The third flat plot, F6, was oriented 
perpendicular to the other plots (because of the limited 
space under the simulator) and received only the double 
disking. This area was leveled by hand raking after disking 
but no further trafficking nor tillage was performed. 
Because of differing traffic history, bulk density profiles 
are different for these plots. 
A measured amount of an aqueous anion solution, a 
mixture of potassium bromide and potassium nitrate (hereafter 
called the fertilizer solution), was applied to the plots as 
a circular - zone source, see Figure 7, at rates of 1438 kg/ha 
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and 252 kg/ha, respectively, for actual bromide and NO3-N. 
At these rates the number of equivalent weights per ha was 
equal. Application was made along the center of the row 
(ridge) using a hand-operated syringe. The fertilizer 
solution was injected at a spacing of 0.025 m along the row 
and at a depth of 0.05 m below the soil surface. The first 
series of injections was at every 0.05 m along the line of 
application. After this initial series of injections and 
approximately one hour later, a second series of injections 
was made halfway between the initial 0.05 m spaced 
injections. The method, rate, and depth of the second 
application was similar to the first application with 
injection points at 0.05 m spacing but offset 0.025 m from 
the first application. The total application was 17.6 ml of 
solution at every injection point. 
The syringe pump used to inject the fertilizer solution 
had a preset stop to control the amount of solution contained 
in each injection. During the first solution application on 
ridged plot R2 this preset stop moved from a postion of 8.8 
ml to 5.5 ml per pump of the syringe. This change in the 
preset stop was not noticed until three - fourths of the way 
through the first series of injections on this plot, 
therefore a portion of the initial series of injections was 
made at a decreased rate. The last one-fourth of the first 
series of injections and all the second series of injections 
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on this plot were made at the correct rate. The discrepancy 
of 3.3 ml per 17.6 ml for each 0.05 m spacing represents an 
error in actual application of less than 10%. 
While using the injection syringe, the fertilizer 
solution was under pressure as it was injected. In some 
instances this pressure would cause solution to "leak" from 
adjacent injection points or from the sides of the ridge. 
Any fertilizer solution that "leaked" to the surface would be 
subject to runoff to the furrow during rainfall. This 
problem was reduced by increasing the spacing from 0.025 to 
0.05 m between injection points. This minimized losses of 
solution from the sides of the ridges by allowing the initial 
injection of solution to be absorbed by the soil prior to the 
second offset injection. 
As the syringe needle was placed into the soil and while 
the solution was being injected under pressure the soil 
immediately adjacent to the needle (or at any point where 
solution appeared to be leaking to the surface) was held 
firmly by placing the hand around the injection point. This 
was effective in minimizing losses of fluid from the soil. 
The potential for solution losses from the sides of the ridge 
or to the surface via adjacent injection holes was greater 
for the ridged plots than for the flat plots. Extreme care 
was necessary to minimize solution movement from the sides or 
surface of the ridge. The split, offset applications 
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lessened this problem. 
Injection of the fertilizer solution would most likely 
have been easier, with less tendency for "leakage", on older, 
longer-established ridges that had undergone settling and 
exposure to growing crops and weather conditions prior to 
fertilizer application. Also, application of a greater 
concentration and lower volume of fertilizer solution might 
have decreased losses of solution to the surface, while at 
the same time maintained total rates of fertilizer applied. 
After fertilizer solution application, portions of the 
ridge- and flat-tilled plots were excavated, with soil 
samples collected along a horizontal and vertical grid. Soil 
water content and NO3-N and bromide concentrations were 
determined for the samples. The concentration and total mass 
of fertilizer in the plots (after fertilization but before 
rainfall application) were determined using these sample 
data. This information, combined with similar data obtained 
from samples excavated after the simulated rainfall, allow a 
comparison of the movement of the fertilizers under the 
different simulated-rainfall and tillage-configuration 
conditions. 
Table 1 lists the schedule of activities during the 
field study. As noted, the field work and sampling all 
occurred within a short time frame (two weeks), which 
influenced the extent and timing of field measurements and 
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Table 1. Dates and activities at field sites, 1985 
Date Activity 
6-13 Tillage of plot area and machine construction of 
ridges 
6-14 Modification of ridges by hand 
6-15 Approximately 10 mm of rain received on the plot area 
6-17 location of individual plot areas and started setting 
up borders 
6-18 Metal borders installed; small tensiometers installed 
at 2.5, 7.5, and 0.15 cm depths; surface bulk density 
cores taken; soil samples for background analyses 
collected; TDR probes installed 
6-19 Continued instrumentation of plot area; Br-NOg 
fertilizer solution applied by hand injection; portion 
of plot Rl was excavated to determine NO3-N and 
Br concentrations following fertilization 
6-20 Rainfall applied using rainfall simulator; 
tensiometers, TDR probes, and precipitation gauges 
monitored during event; plot areas covered following 
application of desired amounts of rainfall 
6-21 Plots R2 and F2 excavated and soil samples taken to 
lab for analyses 
6-22 Plots Rl and F3 excavated and soil samples taken for 
analyses 
6-24 Plots R3 and F1 excavated and soil samples taken; TDR 
probes removed from plots 
6-25 Materials from plot areas removed and area cleaned 
-2 Double-ring infiltration measurements made on ridge-
and flat-tilled areas immediately adjacent to plot 
locations 
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sampling. Replication of field plots, more background 
sampling, and more intensive sample collection and processing 
would have been desirable. However, because of the 
constraints present, the intensity of sampling and data 
collection were as specified. 
Instrumentation and sampling 
Total-catch precipitation gages were placed under the 
rainfall simulator as shown in Figure 6. Each gage was 
monitored to determine rainfall distribution and volume. 
Precipitation was halted periodically (at approximately 20, 
60, 95, 130, 160, and 240 minutes after start of the 
rainfall) to allow sampling and monitoring. Decisions as to 
when to cover the plots that were to receive 25 and 50 mm of 
rain were based on the total rainfall and the rainfall 
distribution under the simulator. 
A rotating-boom (approximately 15 m diameter) rainfall 
simulator, similar to that described by Swanson, 1965, was 
used during this study. Simulated rainfall (hereafter 
referred to as rainfall) was applied at an intensity of 
nearly 0.032 m per hour. Table 2 lists timing and amount of 
the rainfall for the various rain gages installed. During 
the periods when the rainfall was halted, the ponded water in 
the furrows and flat areas infiltrated. However, once 
Table 2. Rainfall amounts and application times 
RAINGAGE 
Precip. Start End (Plot number^) 
Interval Time Time 
(min. since 
initial start) ABCDEFG^HIJK Ave. Std. 
(#1)(#2)(#3)(#4)(#4)(#5) Dev. 
(mm precip.) 
1 0 18 14 12 10 14 10 12 6 12 14 14 12 12 2 
2 37 58^ 27 20 24^ 25 20 21 9 26 24 24 27 23 5 
3 79 95 40 29 32 34 30 30 36 32 34 34 31 6 
4 110 128 55 38 41 42 39 41 18 48 40 42 _ .e 40 9 
5 144 164^ 69 48^ 50 52 48 52 20 60 51 52 50 12 
6 190 243S 84 72 72 72 72 76 28 88 80 72 — — 72 16 
^Expt'l plot # where specific rain gage located. 
^Because of high wind during application and location of 
rain gage G near edge of rainfall simulator, total rainfall 
amount at G is small compared to others. 
^Ridge plot #2 receiving 24 mm precip. covered. 
^Tlat plot #5 receiving 24 mm precip. covered. 
^Measurement ceased for gage K. 
^Flat plot #6 and ridge plot #1 receiving 50 mm precip. 
covered. 
Spiat plot #4 and ridge plot #3 receiving 72 mm precip. 
covered. 
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rainfall was restarted, free water was observed at the soil 
surface within two or three minutes. It is believed that 
rainfall stoppage during these short periods had little 
effect on infiltration and soil water redistribution and 
results of this study should be similar to results for 
continuous rainfall application. 
Numerous soil samples were collected for analyses of 
NO3-N and bromide concentrations and water contents. 
Sampling schemes were different for the ridge and flat plots 
because of different soil surface configurations. All soil 
samples collected for analyses were placed in plastic bags, 
labelled for identification, and sealed. As necessary, 
subsamples were taken of the original samples by thoroughly 
mixing the sample and then withdrawing a representative 
subsample. Subsamples to be analyzed for NO3-N were placed 
in cold storage (at approximately 4°C) until analyses were 
undertaken, whereas subsamples to be analyzed for bromide 
concentrations were wet weighed and placed in dry storage. 
Samples for bulk density determinations (from a plot 
area near the particular study site) were collected from the 
soil surface and near the soil surface using a 0.075 m 
diameter, hand-operated Uhland core sampler, following 
methods described by Evans in Black et al., 1965. 
Undisturbed soil cores, 0.075 m diameter by 0.075 m depth 
were collected, placed and sealed in a plastic bag, and 
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transported to the Agricultural Engineering lab. Bulk 
density was calculated after oven-drying the soil core at 
105°C for a minimum of 36 hours and determining the dry mass 
of the soil sample. Bulk density was calculated as the dry 
mass of soil divided by the sample volume. 
Soil samples were collected from each plot before and 
after the rainfall experiment. Methods of sampling depended 
on the plot area and soil depth from which samples were 
collected. When only soil water content samples were 
desired, a 0.032 m split-tube soil sampler was used. For 
background chemical sampling on the ridge plots a vertical 
face was excavated in the soil profile and soil was collected 
from measured grid locations. 
For the flat plots (where no excavation was performed) 
and for deeper depths on the ridge plots, samples were 
collected using 0.075 and 0.10 m diameter hand-driven augers. 
Samples from the flat plots were taken in 0.05 m depth 
increments from 0 to 0.50 m using the 0.10 m diameter auger 
and in 0.10 m increments from 0.50 to 1.50 m using the 0.075 
m diameter auger. Profiles were sampled at the center of the 
fertilized row and at the center of the nonfertilized-midrow 
area. With the exception of the background samples taken 
before fertilization and those taken immediately after 
fertilization but before rainfall, two profiles were sampled 
for each plot. Estimates of NO3-N and bromide amounts in the 
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unsampled zones were based on values from the center of the 
nonfertilized-midrow area. Because of the sparse sampling, 
it is difficult to obtain an accurate overall mass balance 
for NO3-N and bromide for the flat-tilled plots. 
For the ridge-tilled plots, the upper portion of the 
soil profile (from the soil surface to 0.30 m below the 
surface at the furrow or 0.50 m below the soil surface at the 
ridge center; the ridge was 0.20 m high) was entirely 
excavated. A vertical face was excavated and a grid-spacing 
of 0.05 m in the vertical dimension and 0.10 m in the 
horizontal dimension was established. Samples were collected 
from one furrow to the next furrow for these grid locations, 
see Figure 8 for the sampling scheme. A block of soil 0.10 m 
deep (i.e. 0.05 by 0.10 by 0.10 m) from this grid face was 
collected using a small trowel. A second face was similarly 
excavated approximately 0.10 m behind the first sampled face. 
On the flat plots, where profiles were hand-augered from the 
surface, the two profiles were collected from areas separated 
by 0.15 m. 
Below the excavated zone on the ridge plots, two 
separate profiles at each furrow and ridge center location 
were collected using the 0.075 and 0.10 m diameter soil 
augers, see Figure 8. Auger samples were collected in 0.10 m 
increments from 0.30 to 1.30 m at each furrow and from 0.50 
to 1.50 m at the ridge center. Background sampling was 
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performed in a similar manner as described above, but only to 
a total depth of 1.20 m. 
Bulk density profiles under tracked and nontracked 
conditions similar to those in this experiment and for the 
same soil type were available from another study. Bulk 
density values for the center of each grid location in the 
ridge-till plots were determined by interpolating the bulk 
density profiles for the adjacent tracked-furrow and the 
nontracked-ridge center locations. The effects of tracking 
by field equipment were negligible 0.30 m below the furrows. 
The two plots to receive 75 mm of rainfall (one flat and 
one ridged plot) were instrumented with time domain 
re flee tome try (TDR) probes and tensiometers. The TDR probes 
were used to determine the volumetric water content during 
the experiment and tensiometers were installed for 
measurement of soil matric potential. 
Small tensiometers (0.10 m length, 10 mm diameter, 1 bar 
porous ceramic cups epoxied to 10 mm outside diameter copper 
tubing with septum stoppers inserted; construction similar to 
that described by Marthaler et al., 1983) were placed near 
the surface in both the flat and ridged plots. Tensiometers 
were constructed using the above-referenced materials with 
the vertical portion of the copper tubing of adequate length 
so as to extend 0.05 to 0.075 m above the soil surface. In 
the flat plot, these tensiometers were placed at depths of 
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0.025 m and 0.075 m below the soil surface (measured from the 
soil surface to the center of the porous cup). Tensiometers 
were placed in the row area and were horizontally installed 
0.15 m into a vertical face of soil that had been excavated. 
On the ridged plots, these tensiometers were placed at 0.025, 
0.075, and 0.15 m depths in the center of the ridge, in the 
center of the furrows on both sides of the ridge, and halfway 
between the ridge center and the furrow center on each side 
of the ridge. 
All small tensiometers were installed by excavating soil 
to a depth of approximately 0.45 m and forming a vertical 
face perpendicular to the direction of the ridge (or row for 
the flat plot). A small pilot hole was made in the vertical 
face at the intended location of each tensiometer by pushing 
a hollow tubing (slightly smaller in diameter than the 
tensiometer cup) into the soil and removing this soil core. 
A small amount of loose soil from the excavated area was 
crumbled and mixed with water to form a soil slurry and this 
slurry was forced back into the excavated hole. The 
tensiometers were then inserted into the pilot holes by using 
a pushing and twisting motion. The excess slurry was forced 
from the hole and a reasonable contact between the 
tensiometer cup and the soil matrix was established. The 
vertical portion of the copper tubing extended above the soil 
surface, the tensiometers were filled with deaired water, and 
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septum stoppers were placed in the tubing thereby sealing the 
system. The excavated area was then backfilled and the soil 
tamped around the tensiometers. Care was taken to insure 
proper backfilling without disturbing the tensiometers nor 
adj acent areas. 
On the elevated portions of the ridged plots, the small 
tensiometers were placed at depths slightly greater than 
0.025 and 0.075 m to compensate for the anticipated sloughing 
of soil that would occur during rainfall. After the 
precipitation event, the depths to the tensiometers along the 
ridge center and halfway down the ridge were measured to be 
0.022 and 0.075 m. For tensiometers installed in the furrows 
the cups were at 0.037 and 0.088 m depths after the rainfall. 
It is difficult to know the depth to the center of the 
tensioraeter cups for each time of measurement during the 
event. However, since the tensiometers are measuring the 
matric potential for the area immediately surrounding the 
cups, any discrepancy due to variations in the depth below 
the surface should be minimal. 
In the ridge plot, larger tensiometers (0.022 m 
diameter, 0.05 m length, one bar porous ceramic cups epoxied 
to polyvinyl chloride plastic tubing with septum stoppers, 
similar to those described by Marthaler et al., 1983) were 
placed at depths of 0.30, 0.45, and 0.60 m in the center of 
the ridge and in the center of one furrow. An additional 
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tensioraeter was placed at the 0.30 m depth midway between the 
ridge center and the furrow. Tensioraeters were not placed at 
deeper locations nor in both furrows because it was believed 
that data from such locations would provide little additional 
understanding. 
For the flat-tilled plots the larger-sized tensiometers 
were placed at 0.30, 0.45, 0.50, 0.90, and 1.05 ra depths 
along the fertilized row area. These larger-sized 
tensiometers were located adjacent to the smaller 
tensiometers. 
All large tensiometers were placed in the soil by-
excavating a pilot hole to the proper depth using a 0.019 m 
split-tube soil coring device. A slurry of loose soil and 
water was placed in the excavated pilot hole and the 
tensiometers inserted by using a pushing and twisting motion, 
similar to the installation of the smaller tensiometers. To 
seal the area immediately adjacent to the tensiometer and to 
minimize downward water flow along the tensiometer stem, 
subsoil was packed around the tensiometer at the soil 
surface. 
TDR probes (approximately 0.15 ra in length) were 
installed as close to the tensiometers as possible without 
disturbing the area where measurements were to be made. As 
with the tensiometer installation, a vertical soil face was 
excavated and TDR probes were placed below the surface at 
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depths of 0.025, 0.075, 0.15, 0.30, 0.45, and 0.60 ra. The 
installation configuration for each of the ridge and flat 
plots was similar to that used in placement of the 
tens iometers. * 
Construction of the TDR probes was completed in the 
Agricultural Engineering shop using 2 mm diameter stainless 
steel rod epoxied to a plastic base for support and with the 
rods soldered to 300-ohm antenna wire. The materials and 
method of construction are similar to those described by Topp 
and Davis, 1981. Two 2 mm diameter holes were drilled into 
the plastic base (which was approximately 0,10 m long, 0.05 m 
wide, and 3 ram thick) and the rods were bent at a 90 degree 
angle with about 0.025 m of rod extending on the back side of 
the plastic base piece. The stainless steel rods extended 
0.15 m outward from the plastic base and were spaced 0.075 m 
from center to center. The antenna leads were soldered to 
the 0.025 m length ends of the stainless steel rods, and the 
rods and antenna wire were epoxied to the plastic base. 
Where solder connections were made the area was sealed with 
silicone sealant to minimize exposure of the junction. The 
antenna leads at the end opposite the rods and baseplate were 
soldered to quick connect couplers. 
A Tektronix cable tester (Model 1501), used for taking 
TDR readings, could be connected to the individual TDR probes 
by inserting the male counterpart of the quick connect 
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couplers into each individual probe lead. Topp and Davis, 
1981, describe using the Tektronix cable tester to determine 
the dielectric constant of the soil matrix and to convert 
this dielectric constant to volumetric water content for the 
region sampled. 
During TDR probe installation, a template was placed on 
the vertical soil face at the desired location and the TDR 
probes were slowly and carefully pushed into the soil until 
the baseplate made contact with the soil face. No pilot 
holes were needed for these small diameter rods. The antenna 
leads that extended above ground were identified and labelled 
to match each buried probe. The entire excavated area was 
backfilled with soil following TDR probe installation. Care 
was taken to insure that all probes were properly installed 
and that the probes and lead wires were not disturbed during 
backfilling. 
Lab analvses 
Soil samples to be analyzed for NO3-N concentration were 
processed in the Agricultural Engineering lab. Approximately 
300 g of sample (or subsample of the original sample) was 
used for analysis of the NO3-N concentration of the soil. 
The soil sample was placed in a pre-weighed 1000 ml beaker 
and the soil mass determined. Demineralized water equal to 
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about 1.5 times the wet soil mass was added and the soil-
water mixture mechanically stirred for an hour. The soil-
water slurry was allowed to settle for 24 h after mixing, 
then a small portion of the extract solution was centrifuged 
to separate the suspended particles from solution. The 
deposited solids were flushed back into the beaker and this 
material oven-dried for a minimum of 24 h at 105°G. The dry 
mass of these solids was determined and the gravimetric 
moisture content calculated using the wet and dry soil 
masses. Volumetric water contents were calculated using 
these gravimetric water contents and the bulk density data 
available. 
The centrifuged solution extracts were analyzed for NO3-
N concentrations using the cadmium reduction method similar 
to that described by APHA, 1971 (the method includes NO2-N 
and it is expected to be accurate to within ±5%). Analysis 
was performed using a Technicon Auto Analyzer II system. 
Calculated concentrations of NO3-N in the original soil 
solution of the soil samples were based on the amounts of 
demineralized water added, the NO3-N concentrations 
determined for the extracts, and the original water contents 
of the soil samples. The NO3-N mass present in any sample 
volume was calculated using the solution NO3-N concentration, 
the soil volume, the gravimetric water content, and the bulk 
density. 
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Separate samples were used in the lab analysis for 
halide (chloride plus bromide) concentrations. Samples were 
wet weighed then oven dried at 105°C for a minimum of 36 
hours. The mass of the dry soil was obtained and the wet and 
dry soil masses used to determine the gravimetric water 
content. Following this, the samples were passed through a 
soil grinder and a 2 ram sieve. 
An aqueous extract from each sample was used in the 
halide concentration analysis. A representative subsample of 
approximately 50 g of oven-dry soil was placed in a beaker 
and an equal mass of domineraiized water added. This soil-
water slurry was mixed by intermittent shaking over a two-
hour period (following the procedure outlined by Rhoades, 
1982) and then filtered using a Whatman no, 5 qualitative 
filter paper in a vacuum filtration apparatus. 
The halide concentration for each sample extract was 
determined using a Haake-Buchler Chloridoraeter (Model 4-
2500). Halide ions are titrated with silver ions generated 
by passing an electric current through the pure silver wire 
electrode immersed in the extract solution. A 3.0 ml aliquot 
was used in the anlysis for concentrations in the 0-3.0 meq/1 
range, and a 0.1 ml aliquot used for concentrations in excess 
of 3.0 meq/1. Generally, three aliquots from each individual 
extract were titrated, and the halide concentration values 
were averaged to give the sample concentration. McBride, 
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1985, concluded that the reproducibility and recoverablility 
were satisfactory for a study of this type. The halide mass 
for each sample was calculated similar to the the NO3-N mass 
calculation. 
Halide concentrations determined using the above 
procedure give a reasonable assessment of the fate of the 
bromide solution added to the field plots. Halide 
concentrations (presumably mostly chloride) in the soil prior 
to fertilization were quite low as evidenced by the 
concentrations of background samples. Therefore, the 
difference in halide concentrations between the background 
samples and the soil samples collected after application of 
the fertilizer solution should be representative of the 
bromide added. 
Calculations 
Data collected in the field and from the lab analyses 
were used to determine the fate of NO3-N, bromide, and water 
under the controlled experimental conditions. Comparisons of 
the water content and NO3-N and bromide contents of the soil 
profile under the ridge tillage and flat tillage cases were 
investigated using these data. 
Approximately 250 kg/ha and 1450 kg/ha of actual 
nitrogen (N) and bromide (Br), respectively, were applied in 
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solution form to each of the six plots. The fertilizer 
solution was potassium bromide (KBr) and potassium nitrate 
(KNO3) mixed with water. The solution composition was 15.305 
kg of KBr, 13.005 kg of KNO3, and 54.470 kg of water. The 
solution density was 1.274 kg/L, resulting in 64.98 L of 
solution used for field application. 
The amount of N applied with this fertilizer solution 
was based on knowledge of the total solution applied to an 
area and the chemical makeup of the solution. The molecular 
weight of the KNO3 is 101.107 g/mol and the molecular weight 
of N is 14.007 g/mol. Therefore, the ratio of N to KNO3 is 
0.1385. Because 13.005 kg of KNO3 was present in 64.98 L of 
solution, the NO3-N concentration was 27.73 g/L. Within the 
field plots, 17.6 ml of the fertilizer solution was applied 
at 2.54 cm spacings along the row, with rows spaced at 0.762 
m center to center. Therefore, 17.6 ml divided by (2.54 cm 
*76.2 cm) gives 0.0909 ml fertilizer per square cm of soil. 
The amount of nitrogen fertilizer applied, on a mass per unit 
area basis, is calculated as 
2 
ml kg N L cm 
0.0909 —r * 0.0277 * * 10^ 
cm L 1000 ml ha 
kg N 
Considering the area from one furrow to an adjacent furrow 
(76.2 cm width) and 1 cm in row length, the total area is 
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76.2 cra^. With the nitrogen solution applied at 252 kg/ha, 
the total N applied along one centimeter of row is calculated 
to be 192 rag. After fertilization, the total mass of 
nitrogen present in a 0.762 m wide profile of unit length 
should have been 192 mg plus the background level of N (that 
present before fertilization) assuming no losses. 
Calculation of the amount of bromide (Br) applied is 
similar to the calculation of nitrogen applied. There is 
79.904 g of Br present with each 119.006 g of KBr, giving 
67.14 percent Br. There was 15.305 kg of KBr present in the 
64.98 liters of solution; therefore, the bromide 
concentration was 158.1 g/L. Taking 158.1 g/L times 0.0909 
ml of solution per cm^ of soil gives 1438 kg bromide/ha or 
1096 mg of bromide for the 76.2 cm row spacing and one cm 
length of row. If losses are assumed negligible, the total 
mass of bromide in the soil profile for this area should be 
1096 mg plus the background mass of bromide. However, 
because total halides were measured, background levels of 
chloride were also included in the analytical results. 
Soil samples analyzed for NO3-N were generally 200 to 
300 g. Gravimetric soil water content is calculated as the 
soil wet mass minus the soil dry mass divided by the dry 
mass. Typically the soil samples were placed in a convection 
oven operating at 105®C for 24 h prior to obtaining the dry 
mass of the sample. The dilution factor (DF) for the soil 
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extract is calculated as the total water in the soil solution 
divided by the water present in the original soil sample, as 
determined from the water content determination. The DF is 
equal to the water added in diluting the sample divided by 
the water in the original sample plus 1, 
__ r water added 1 ^ -
DF — + 1 
soil wet mass - soil dry mass 
The soil extract was analyzed for NO3-N concentration 
using a Technicon Auto Analyzer II system. .jhe original soil 
solution concentration is determined as the extract 
concentration times the dilution factor 
[N03-N]s - [N03-N]e * DF 
where [NOg-NJg is in mg/L, [NOg-Njg is in mg/L, and 
DF is L/L. Note, that should the dilution factor be in 
error, then the calculated solution concentration will also 
be in error even though the extract concentration may be 
correct. 
Mass balances of the NO3-N can be investigated using the 
background levels of NO3-N present in the profile and the 
quantity of NO3-N applied in the fertilizer solution to 
establish initial conditions. For a given sample, the mass 
of NO3-N, NMASS, may be calculated as the product of the 
solution concentration of a soil sample, the soil volume, and 
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the water content of the sample (assuming the density of the 
soil solution and water are both unity). Therefore 
3 
NMAS S - [NOg-NJg * VOL *  e  *  *  1 0  
where NMASS is the mass of NO3-N, in mg, [NOg-Njg is the soil 
solution NO3-N conc., in mg/L, VOL is the volume of the soil 
sample, in cra^, 6 is the gravimetric water content, in g/g, 
is the soil bulk density, in g/cm^, the water density is 
unity, and 10"^ is the conversion factor necessary to obtain 
units in mg NO3-N. 
Samples to be analyzed for bromide content were 
transported to the Soil Physics lab in the Agronomy 
Department. Upon arrival at the lab the wet mass of the 
entire soil sample (approximately 600-1200 g) was determined. 
Samples were placed in storage and allowed to air-dry until 
they could be oven-dried. The entire soil sample was oven-
dried at 105°C for a minimum of 35 h and the dry mass 
determined following drying. After oven-drying, halide 
concentrations of the samples were determined. 
Samples analyzed for halide (chloride plus bromide) 
concentrations were obtained by selecting a representative 
subsample from the original sample. This subsample was mixed 
with an equal quantity of demineralized water to form an 
aqueous soil-slurry. The concentration (in meq/L) of halides 
in the extract from this soil-water slurry was analyzed using 
a Haake-Buchler chloridometer and is denoted [Br]g. For a 
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1:1 water-added to soil-mass slurry, the bromide 
concentration of the soil solution is the product of the 
extract concentration, the bulk density, the volume of the 
sample, and the equivalent weight for bromide, divided by the 
product of the volumetric water content and the volume of the 
soil sample 
[Br] * p, * VOL * 7 9 . 9  
[Br] - ! ^ 
8 * VOL 
V 
where, [Br]]^ is the soil solution bromide concentration 
meq/L, is the soil bulk density, g/cm^ , VOL is the soil 
sample volume, cm^, 79.9 is the mg of bromide in one meq, and 
is the volumetric water content, cm^/cm^ . 
Alternatively, the concentration of the solution can be 
expressed as 
[Br]i - [Br]g x DFy x 79.9 
where, [Br]]_ is the soil solution concentration, mg/L, [Br] g 
is the bromide concentration of the extract in meq/L, 79.9 is 
the mg of bromide in one meq, and DF]^ is the dilution factor 
for bromide samples. Further, 
nc water added DF^ -
soil wet mass - soil dry mass 
where, water added is the mass of distilled water added to 
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the sample to make the soil-water slurry, g, and the 
denominator is the mass of water in the soil sample due to 
the initial soil water content, g (before the sample was 
dried). 
It is noted that for the bromide analyses the soil 
sample was oven-dried prior to mixing with the added water. 
Therefore, the numerator represents only the quantity of 
water added. For the NO3-N samples, the distilled water was 
added to a wet sample, thereby requiring the dilution factor 
to include in the numerator both the water added to the soil 
and the initial soil water. Hence the difference in the 
calculations of the two dilution factors, DF and DF^. 
The mass of bromide (actually halide) is calculated 
using the solution concentrations and other soil profile 
data. The bromide mass for a given soil sample volume is 
calculated as 
BRMASS - [Br]^ * VOL * d * * lO'^ 
where, BRMASS is the mass of bromide (halide) in mg, and all 
other variables are as previously noted. 
The ridged plots were excavated completely enough to 
allow a reasonable calculation of the mass balances of NO3-N 
and bromide. These excavated samples allow determination of 
the masses of NO3-N and bromide in the upper profile above 
the 0.30 m depth (relative to the soil surface in the 
furrow). The highest concentrations and hence the greatest 
118 
quantity of the NO3-N and bromide are found in the samples 
from the upper portion of the profile. Average values from 
the three sampled profiles (the two furrow profiles and the 
ridge center profile) were used as estimates for the NO3-N 
and bromide masses for depth increments below 0.30 m. These 
mean values represent the mass of NO3-N and bromide for a 
particular depth for the volume not sampled by excavation. 
In this way a reasonable estimate of the total NO3-N or Br 
for the upper 1.5 m profile from row center to row center is 
possible. This procedure for mass balance calculations is 
used for the background conditions and for sampling performed 
after rainfall application. 
After injection of the fertilizer solution, several soil 
samples were taken from the upper 0.20 m of the ridged plot 
R2. These samples indicate the concentration distribution 
and mass of NO3-N and bromide present after solution 
injection but before rainfall. Because no rainfall occurred 
between fertilization and sampling, samples were only taken 
from the upper portion of the ridge. Total masses for the 
profile are calculated by summing the masses for each sampled 
volume and adding this to the background masses for the 
portion of the profile not sampled after fertilization. The 
area sampled immediately after fertilization was from the end 
of one of the fertilized rows and results may therefore be 
subject to edge effects. 
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Soil samples from the flat plots were collected only 
from the center of the treated row and the center of the 
midrow area (midway between treated rows). Because of this 
sparse sampling scheme, it is difficult to obtain an accurate 
mass balance for NO3-N and bromide on the flat plots. An 
estimate of the total mass of NO3-N or bromide for individual 
depths is calculated as the sum of the mass from the sampled 
profiles and an estimate of the mass for the unsampled volume 
(based on the midrow profile value from the 0.075 m diameter 
sample adjusted to represent the unsampled zone, 
approximately 0.23 m in width). This approach assumes no 
horizontal movement of nutrients from the row center and 
should, therefore, underestimate the total mass of the 
constituents in the upper 1,50 m of the soil profile. 
Alternatively, the average of the NO3-N and Br mass from the 
row and midrow profiles may be used to represent the 
unsampled volume. This would assume lateral movement of 
constituents to the midrow area, thereby probably 
overestimating the quantity of NO3-N and bromide present in 
this zone. 
Bulk density profiles used in the calculations of mass 
balances are determined considering bulk density values 
obtained from sampling and adjustments deemed appropriate 
considering tracking and configurations of the soil surface. 
Bulk density profiles for the upper 0.35 m of the profile 
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under tracked and non-tracked conditions similar to those in 
this experiment and on the same soil type were available from 
another field study. Bulk density values for deeper soil 
depths were obtained for a Nicollet soil as indicated in the 
Technical Assessment Report by Harmon and Duncan, 1978. 
Results and Discussion of Field Experiment 
Movement of anions (NO3-N and bromide) and water within 
the upper 1.2 m of the soil profile are investigated. Two 
observations for volumetric water content, NO3-N 
concentration, and bromide concentration for each tracking 
and tillage zone are analyzed. Profiles for the nontracked-
ridge center (RC), the nontracked-flat row (FC), the tracked-
ridge furrow (RM), and the tracked-flat-midrow (FM) zones are 
separately compared for 24 mm, 50 mm, and 72 mm rainfall 
events, indicated hereafter as I, II, and III, respectively. 
Mass balance data for water content, NO3-N, and bromide 
within the upper 1.2 m are also presented. The distributions 
of the mass of NO3-N within the ridges are separately 
evaluated to investigate the effects of varying rainfall 
amounts on the movement of NO3-N away from the line source of 
fertilizer solution. Where possible these data are compared 
with data from Abo-Abda et al., 1986, who simultaneously 
investigated the transport of NO3-N and water for broadcast 
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fertilizer application on flat plots. 
Tensiometer and TDR data 
Data and discussion regarding tensioraeters and TDR 
probes are presented in Appendix II. I have chosen to 
include the data for reference purposes only and will not use 
the information directly in modeling activities. The data 
may offer some indications of the general change in water 
content and matric potential during the event and for various 
locations in the soil profile. All calculations of NO3-N 
concentration and NO3-N mass were based on the water content 
data from the soil physics laboratory. 
Bulk densitv data 
Table 3 lists the bulk density values for locations 
within the ridge and flat profiles. The bulk density 
profiles at the ridge center (below the 0.15 m depth) are 
similar to the non-tracked areas for the flat plots. The 
upper 0.15 m of the ridge profile was created by the ridge 
cultivator and hand packing with a shovel. Bulk density 
values for the area between the ridge center and the furrows 
are determined considering the shape of the compaction bulbs 
below wheel tracks and extension of results from other bulk 
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Table 3. Bulk density profiles^ taken at the center of each 
sampled grid cell 
PROFILE LOCATION^ 
RIDGE PROFILE FLAT PROFILE 
Depth^ 12 3 4 5 Tracked Nontrack 
Midrow Midrow Row 
furrow center (F4,F5) (F6) (F4,F5,F6) 
(m) (kg/m3) 
0 . 175 1 . 20 
0 . 125 1.20 1 . 15 
0 .075 1, .20 1.15 1 . 15 
0 .025 1. 40 1. 25 1. 15 1 . 15 
-0 .025 1 .43 1. 41 1, ,28 1.15 1 . 15 1 . 15 1, ,15 1 . 15 
-0 . 075 1 .42 1. 41 1, , 30 1.17 1 . 15 1 . 30 1. , 15 1 .15 
-0 .125 1 .40 1. 39 1, , 35 1.25 1 .17 1 .42 1. ,15 1 . 15 
-0 . 175 1 . 38 1 . 38 1, , 36 1.33 1 . 30 1 .40 1. 17 1, .17 
-0 . 225 1, , 38 1. 38 1. , 38 1.38 1 .38 1 .38 1. 30 1, , 30 
-0 .275 1, .40 1 .40 1 .40 1. 38 1 ,  38 
-0 . 35 1, ,40 1 .40 1 .40 1. 40 1 , 40 
-0 . 45 1, ,45 1 .45 1 .43 1. 43 1, , 43 
-0 . 55 1, ,45 1 .45 1 .45 1. 45 1 , , 45 
-0 . 65 1. ,49 1 .49 1 .49 1 . 49 1 . 49 
-0 . 75 1. ,52 1 . 52 1 . 52 1. 52 1 , 52 
-0 ,  85 1. 57 1 . 57 1 . 57 1. 57 1 . 57 
-0 , 95 1. 61 1, ,61 1 . 61 1. 61 1 . 61 
-1, ,15 1. 64 1, ,64 1 . 64 1 . 64 1 . 64 
-1, ,45 1. 67 1, , 67 1 . 67 1 . 67 1 . 67 
measured from 0-0.35 m on a similarly tracked plot. 
Values from 0.35-1.50 m were based on py profiles from other 
plots on the same soil type and from information in Harmon 
and Duncan, 1978. For values of on ridge profiles 2, 3, 
and 4, the best estimate was determined considering tracking 
and compaction bulbs due to tracking. 
values are considered symmetrical about the ridge 
center profile. 
^Depths are measured relative to the surface (at the 
furrow) and to the midpoint of each soil layer. 
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density studies. The bulk density profiles were assumed to 
be symmetrical about the center of the ridge and the same 
values were used for the three ridged plots. 
The two flat plots, F4 and F5, had the same tracking and 
tillage configurations, and bulk density profiles for the 
tracked and nontracked areas are assumed to be the same for 
both plots. Table 3 shows the bulk densities for these 
profiles. Plot F6, also under flat tillage, did not receive 
tracking following primary tillage and the bulk density 
profiles are assumed to be identical for the row and the 
untracked midrow areas. 
Volumetric water content profiles 
Profile plots of volumetric water content (hereafter 
referred to as thetav) versus depth are evaluated for the 
four tillage - tracking zones. Figures 9, 10, 11, and 12 show 
comparisons of thetav profiles before and after rain events 
for the flat row-center (FC), the flat midrow (FM), the ridge 
center (RC), and the ridge furrow (RM) zones, respectively. 
Water balance data in the upper 1.20 m of the profile for the 
background sampling and after the I, II, and III events are 
presented in Table 4, 
All of the applied water remained in the sampled profile 
for the flat and ridge plots that received 24 mm of rain. 
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WATER CONTENT PROFILES 
FOR FLAT ROW-CENTER 
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Figure 9, Volumetric water content profiles at the flat row-
center (FC) location for background, 0.024, 0.050, 
and 0.072 m simulated rainfall events 
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WATER CONTENT PROFILES 
FOR FLÂTMIDROW 
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Figure 10. Volumetric water content profiles at the flat 
midrow (FM) location for background, 0.024, 
0.050, and 0.072 m simulated rainfall events 
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WATER CONTENT PROFILES 
FOR RIDGE CENTER 
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Figure 11. Volumetric water content profiles at the ridge 
center (RC) location for background, 0.024, 
0.050, and 0.072 m simulated rainfall events 
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WATER CONTENT PROFILES 
FOR RIDGE FURROW 
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Figure 12. Volumetric water content profiles at the ridge 
furrow (RM) location for background, 0.024, 
0.050, and 0.072 m simulated rainfall events 
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Table 4. Water balance data for 0-1.2 m profile a 
Rainfall 
Zone Back- Plot I Plot II Plot III 
Ground (24 mm) (50 mm) (72 mm) 
cm of water 
FM (midrow) 34.16 36.86 37.67 38.25 
FLAT FC (row) 33 . 84 36 . 52 38 . 38 37.31 
(line 
s ource) Recovery^ 112% 81% 53% 
RM (midrow) 33 . 52 35.51 37 . 68 38 .04 
RIDGE RC (row) 32 . 99 36 . 34 38.31 35 .91 
(line 
source) Recovery^ 111% 95% 52% 
FLATC Recovery^ ...d 6 8 % 50% 
*A11 zones are sampled from the soil surface to 1.2 m 
depth 
^Estimated recovery based on the average of the measured 
values from the sampled midrow and row areas. 
°Data from Abo-Abda et al., 1986, as adjusted 
considering bulk density measurements. 
d^ata not available. 
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For the II event, the recovery of applied water was 95% for 
the ridge plot as contrasted to only 81% for the flat plot; 
suggesting less movement of water and leaching of anions for 
the ridge configuration. 
Recovery of applied water in the upper 1.20 m of soil 
for the III event was 53% and 52% for the flat and ridge, 
respectively. In the ridge plot more of the applied water 
infiltrated into the RM zone than into the RC zone. This 
suggests that on the ridge plot, runoff was channelled to the 
furrow and that the majority of the water applied during the 
rainfall (and not present in the profiles at sampling) was 
lost due to drainage below the 1.2 m depth. Consequently, 
with solution placement into the ridge center there is less 
likelihood of anion leaching because more of the downward 
water movement occurs in the furrow area and away from the 
fertilizer solution. As will be discussed later, for the III 
event, more NO3-N and bromide are recovered in the ridge 
plots than in the flat plots, see Tables 5 and 6, further 
supporting this idea. 
Part of the differences in measured thetav values may be 
attributable to samples collected after 1 day, 2 days, and 4 
days for the I, II, and III plots, respectively. Abo-Abda et 
al., 1986, showed that there were significant differences 
between measured values of thetav and NO3-N concentrations 
for samples excavated from the same plot at 1 day and 10 days 
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Table 5. Nitrate-Mass Data for 0-1.2 m Profile^ 
Rainfall 
Zone Back- Plot I Plot II Plot III 
ground (24 mm) (50 mm) (72 mm) 
mg of NO3-N 
FM (midrow) 11, .5 6 . 5 6 . 3 
FLAT FC (row) 135 , , 2 179 . 8 81 . 3 
(line 
source) Unsampled^ 51. , 6 29 . 1 28 . 5 
Total 26 . , 6 198 . 3 215.4 116 . 1 
Recovery 91% 98% 53% 
RM (midrow) 1 . 3 2 . 1 2 . 7 3 . 1 
RIDGE RC (row) 5 . 0 123 . 5 157 . 7 103.4 
(line 
source) Other 20 . 4 36 . 5 34. 6 55 . 5 
Unsampled^ 3 . 1 6 . 1 21.1 32 . 7 
Total 31. 2 170. 3 218.8 197.9 
Recovery 76%c 98% 89% 
FLAT^ Recovery .e 85% 52% 
(broad-) 
cast 
^Fertilization was 192 mg NO3-N for the 76 cm X 1 cm 
area. 
^Measured data from the sampled areas were used to 
estimate the NO3-N mass for the unsampled zones. 
^Because of difficulties during fertilization this ridge 
plot did not receive the total prescribed nitrate 
application. 
^Data from Abdo-Abda et al., 1986, as adjusted 
considering bulk density measurements. 
^Signifies that data are not available. 
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Table 6. Bromide - mass data for 0-1.2 m profile® 
Rainfall 
Zone Back­
ground 
Plot 
(24 
I 
mm) 
Plot II 
(50 ram) 
Plotlll 
(72 mm) 
mg of Bromide 
FM (midrow) 45 . 4 33 . 7 32 . 8 
FLAT FC (row) 889 . 1 979 .4 506 . 8 
(line 
source) Unsampled^ 249 . 5 185 . 5 180 . 2 
Total 60.3 1184 . 1 1198 . 6 719 . 8 
Recovery 102% 100% 62% 
RM (midrow) 7 . 3 39 . 7 37 . 6 31.0 
RIDGE RC (row) 7.5 710 . 9 827 . 2 581.6 
(line 
source) Other 13 . 7 118 . 6 193 . 1 215 . 6 
Unsampled^ 27 . 7 124 .4 208 . 3 253 . 6 
Total 56 . 2 993 . 6 1266 . 2 1081.8 
Recovery 86%c 100% 94% 
^Fertilization was 1096 mg bromide for the 76 cm by 1 cm 
surface area. 
^Measured data from the sampled areas were used to 
estimate the bromide mass for the unsampled zones. 
^Because of difficulties during fertilization this ridge 
plot did not receive the total prescribed nitrate plus 
bromide application. 
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after rainfall application. Because of time and labor 
constraints, the event-Ill plot was not excavated until 4 
days after the rainfall application. In all likelihood, more 
water drained from the event-Ill plot during the 4-day period 
as compared to the drainage in the 1- and 2-day periods for 
the event-I and -II plots, respectively. 
Figure 9 shows a comparison of the water content 
profiles for the FC zones. The profile for the I event (24 
mm) shows that most of the applied rain is contained in the 
upper 0.70 m of the soil profile. The II and III event 
profiles have more water stored in the lower profile than the 
I plot indicating deeper movement of water in the profile. 
It is apparent that more water is stored in the soil profile 
after the II event. The III event plot has less water in the 
upper 0.30 m than either the I or II events, which may 
indicate more drainage during the 4-day period between rain 
and sampling. The III event profile does not show increased 
water content values deeper in the profile, as compared to 
the I and II events, therefore suggesting that the water 
moved through the 1.2 m profile. 
For the I event plot, excavated 1 day after the rainfall 
application. Figure 10 shows that in the FM zone most of the 
applied water is in the upper 0.30 m. At depths between 0.30 
and 0.65 m the thetav values are only slightly greater than 
the background water content, whereas at greater depths the 
133 
water content profile is similar to the background profile. 
The event-II plot was excavated 2 days after rainfall and the 
largest values of thetav are near the 0.30 m depth. From 
0.30 to 0.75 m the thetav profiles for the three events are 
similar. However, below 0.70 m the thetav profile is 
appreciably greater for the II event than for the other 
conditions. This may indicate that, with more applied rain 
and a longer drainage period (2 days), there is movement of 
water to greater depths in the profile. The event-Ill plot 
has less water stored in the profile than the event-II plot, 
most likely because of the longer 4-day drainage period. 
The water content profiles for the 0.30 to 0.65 m depths 
in all plots are nearly the same, and the values are only 
slightly larger than for the background profile. Below 0.75 
m, the background and I event profiles have quite similar 
values, probably because water did not move to this depth 
after the I event. Above 0.30 ra (the tillage zone), the I 
and III events result in comparable amounts of water in 
storage but the event-II plot had appreciably less; most 
likely because preferential flow of water to deeper depths 
occured in the event-II plot and/or the lower bulk densities 
in the surface zone of that plot allowed less water to be 
held. 
Similar to the flat-plots, the thetav profiles for the 
ridge plots showed a trend of larger thetav values at deeper 
134 
depths for event II, as compared to the events I and III. 
This was particularly so for the RC zone, as seen in Figure 
11, where the profile for the III event had values quite 
similar to the values for the I event and sizably less than 
the.II event for depths below 0.40 m. In the RM area, see 
Figure 12, the III event profile had increased thetav values 
in the 0.70 to 1.10 m layer (as contrasted to the background 
thetav values) indicating that more water was retained at 
this depth for the III profile than for the other rain 
amounts and other track-tillage zones. 
For the II event there appears to be more water stored 
in the ridged plot than in the flat plot as evidenced by 95% 
and 81% water recovery, respectively (see Table 4). The 
thetav profiles for the FC and FM zones are similar, see 
Figures 9 and 10, while the RC profile shows less water 
stored than in the RM zone, see Figures 11 and 12. Similar 
to the event-I plots, there is more water deeper in the 
profile (below 1.0 m) for the ridge furrows than for the flat 
plot. This is further evidence that runoff from the ridge 
moved to the furrow and then downward. 
For the I event apparently all of the applied water 
remains in the 1,20 m soil profile, with the FM and FC zones 
retaining similar amounts of water in the upper profile. For 
the II event more water is lost from the flat plot than from 
the ridge plot, and more water is stored in the nontracked-
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row (RC and FC) zones than In the tracked-midrow (RM and FM) 
zones. Surprisingly, the III event resulted in equal losses 
of applied water (about 50% recovery) for both the ridge- and 
flat-till systems. The tracked-midrow zones of both the flat 
and ridge plots (profiles RM and FM) retained more water than 
did the nontracked-row zones (RC and FC), most likely because 
of the increased storage in the upper 0.30 m where the 
effects of tracking are greatest. Considering the available 
data, apparently there are differences in downward water 
movement caused by the two types of tillage configurations. 
Figure 13 presents a two-dimensional display of thetav 
for the upper 1.2 m soil zone for the background, 24 mm, 50 
mm, and 72 mm precipitation events on the ridge plots. The 
various shaded zones indicate regions of different volumetric 
water content. One can observe the changing water content 
with both space and rainfall applied (also time) by comparing 
Figures 13a, 13b, 13c, and 13d. 
For the background conditions (samples collected prior 
to the application of rainfall), Figure 13a shows that the 
ridge is drier nearer the surface and at the center with 
increasing water content closer to the furrow and deeper in 
the profile. The wettest zone (thetav of 32-34 %) is in a 
region located at the furrow surface. The next wettest 
region (30-32 %) extends across the entire width of the 
profile at a depth of about 0.15 to 0.35 m below the surface 
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Figure 13. Volumetric water content of ridge plots for a) 
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rainfall events 
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(depth as measured relative to the surface at the bottom of 
the furrow). Below this zone to 1.2 m the profile becomes 
drier with depth. As expected, after ridge construction and 
before rainfall application, the soil is drier at the exposed 
surface and progressively wetter toward the furrow and with 
depth. 
The ridge plot R2 was sampled one day after application 
of 24 mm of precipitation and the thetav profile is presented 
in Figure 13b. In agreement with the original hypothesis, as 
rainfall exceeded infiltration capacity, runoff from the 
ridge portion moved toward the furrow. This is confirmed by 
both field observations of ponding during the event and by 
thetav profiles showing more water present in the furrow 
zones. In Figure 13b the furrow zones near the surface have 
water contents greater than 38%, with progressively drier 
conditions as one moves toward the ridge center (30-32% at 
the center and surface). Note also that immediately 
surrounding the line source of fertilizer at 0.05 m depth 
below the ridge center, the water content is at 28-30%, 
similar to conditions before rainfall. Wetter zones exist 
deeper in the profile after the I event than for the 
background conditions. Comparison of the thetav profiles for 
the background and I event substantiates that movement of 
water is toward the furrow at the surface then downward from 
the furrow, with gradual lateral movement toward the center 
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of the profile. 
After 50 mm of rainfall and two days after the rainfall 
event, plot R1 was excavated. Figure 13c illustrates the 
thetav contours for this plot. As with the I event plot, 
there is evidence of more water flow toward the furrow zone 
and downward from this zone with deeper penetration in the 
profile than for the I event. The 30-32% zone reached the 
0.90 m depth as contrasted to the 0.80 m depth for the I 
event. Also a larger zone at a depth of 20-35 cm attained a 
water content of 34-36 % as contrasted to the I event. With 
two days of elapsed time since cessation of rainfall there 
had been drainage of water from the center portion of the 
ridge, as evidenced by the drier zones near the surface at 
the ridge center. This suggests that water moved downward 
through the zone where the line source of fertilizer was 
applied. 
Figure 13d illustrates the thetav contours for the R3 
plot, which received 72 mm of rain and was excavated 4 days 
after rainfall application. Considerable drainage of water 
had apparently occurred as evidenced by the drier soil 
conditions at the surface of the profile. Combined with 
other field data on NO3-N and bromide transport, this 
indicates that some water moved through the fertilized zone 
and transported NO3-N and bromide downward in the soil 
profile. 
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Because the plot areas were covered with plastic after 
rainfall, evaporation from the surface should have been 
minimal. The decreased water contents for the II and III 
events, compared with the I event, must be attributable to 
drainage of water through the profile. 
Nitrate movement 
The NO3-N solution was applied as a line source 
approximately 0.05 m below the row center for both the flat 
and ridge plots. NO3-N profiles for background (prior to 
fertilizer application) and rainfall conditions (after 
application of the I, II, and III rainfall events) are 
reviewed for the FC, FM, RC, and RM zones, see Figures 14, 
15, 16, and 17, respectively. NO3-N balance data for the 
plots are provided in Table 5. Analyses of the NO3-N (and 
bromide) profiles for these various zones provide an 
indication of the movement of anions for the flat- and ridge-
tillage treatments. 
The background NO3-N mass is greatest at the surface and 
decreases with increasing depth because more organic-matter 
(and therefore potentially more NO3-N) is present near the 
soil surface. The background profile for the RC zone had 
larger NO3-N concentrations deeper in the profile than other 
zones because the surface soil from the RM zone was moved to 
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Figure 14. NO3-N concentration profiles at the flat row-
center (FC) location for background, 0.024 m, 
0.050 m, and 0.072 m simulated rainfall events 
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Figure 15. NO3-N concentration profiles at the flat midrow 
(FM) location for background, 0.024 m, 0.050 m, 
and 0.072 m simulated rainfall events 
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Figure 16. NO3-N concentration profiles at the ridge 
center (RC) location for background, 0.024 m, 
0.050 m, and 0.072 ra simulated rainfall events 
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Figure 17. NO3-N concentration profiles at the ridge 
furrow (RM) location for background, 0.024 m, 
0.050 m, and 0.072 m simulated rainfall events 
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the RC zone during ridge construction. 
For all zones, the NO3-N profiles exhibit similar 
characteristics with increasing rainfall application. As 
cumulative rainfall increased, the peak NO3-N mass decreased 
and the peak moved deeper in the soil profile, indicating 
more downward leaching of NO3-N, see Figures 14, 15, 16, and 
17. Peak NO3-N concentrations were less than 150 mg/L for 
the nonfertilized zones as contrasted to peak concentrations 
of up to 6000 mg/L for the fertilized areas. 
The NO3-N contour profiles for the ridge plots, see 
Figure 18 (different shadings indicate different ranges of 
nitrate concentrations, mg/cm^), illustrate the lateral and 
vertical movement of NO3-N within the plots. As shown, as 
the amount of applied rain increased the downward movement of 
NO3-N increased and the concentration and amount of NO3-N at 
the line source decreased. Note that for the 24 mm event, 
the NO3-N did not move appreciably in the ridge. This agrees 
with the thetav contour plot of Figure 13b which indicates 
little water movement vertically through the fertilized zone. 
However, for the 50 ram and 72 mm rainfall amounts and longer 
drainage times, water did move through this fertilized zone 
with concurrent transport of anions. Under these rainfall 
and tillage conditions the vertical movement of NO3-N was 
predominant, with little lateral movement observed. 
Analysis of the thetav profiles suggests more downward 
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water movement for the entire ridge plot, yet the NO3-N 
profiles indicate more downward NO3-N movement in the flat 
plots. These data suggest that the ridge may help to isolate 
NO3-N from leaching even though more downward water movement 
occurs. 
Comparing the NO3-N profiles for the four zones, for 
event I, NO3-N seemed to be isolated in the center of the 
ridge, as contrasted to the flat plot where more downward and 
lateral movement occurred, see Figure 19. Evidence of this 
is that the peak magnitude is less and the location of the 
bulge is deeper in the FC zone than in the RC zone, while the 
peak NO3-N concentration is greater for the FM zone as 
contrasted to the RM area. 
For the II event (similar to event I), see Figure 20, 
the peak NO3-N mass is located deeper in the soil profile for 
the FC zone than for the RC zone. NO3-N mass recovery was 
nearly 100% for both the ridge and flat plots where the 
solution was applied as a line source, as contrasted to an 
85% recovery from the flat plot which had received the 
broadcast-applied solution (see Abo-Abda et al., 1986). As 
observed with the I event, increased NO3-N concentrations are 
found deeper in the profile for the flat plots than for the 
ridge plots in the center row zones. Unlike the I plot, 
there is not much movement of NO3-N from the fertilized FC 
zone toward the FM zone. This is interesting because the 
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Figure 19. NO3-N concentration profiles at the row and 
midrow zones of the flat and ridge plots 
receiving 0.024 m of simulated rainfall 
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Figure 20. NO3-N concentration profiles at the row and 
midrow zones of the flat and ridge plots 
receiving 0.050 m of simulated rainfall 
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event-II plot was not tracked in the FM zone whereas on the 
event-I and -III plots this zone was tracked, A possible 
conclusion is that lateral movement of NO3-N in the raidrow 
zone is enhanced by the tracking effects, which cause more 
particle to particle contact and increased unsaturated water 
flow (but decreased saturated flow). 
For the event-Ill plots, see Figure 21, the FC zone had 
a NO3-N mass profile similar in shape to the RC profile. 
However, nearly 50% of the mass of applied NO3-N was not 
recovered in the upper 1.20 m of the flat plot profile, see 
Table 5. Larger NO3-N concentrations in the 0.70-1.00 m 
layer for the FC zone indicate movement of more NO3-N further 
downward in the flat plot than in the ridge plot. Comparison 
of the FM and RM profiles showed similar NO3-N mass below the 
0.40 m depth indicating little preferential movement of NO3-N 
to the FM or RM zones. 
A 53% recovery of applied NO3-N from the flat III plot 
suggests a sizable leaching of NO3-N from the upper 1.2 m of 
soil. Because only 53% of the applied water was recovered 
for the flat plot receiving 72 mm of rain, the NO3-N may have 
leached as water moved downward in the soil profile. 
However, to lose 125 kg/ha NO3-N with 35 mm of water would 
require an average concentration of 360 mg/L. The ridge plot 
also lost nearly 50% of the applied rain for the III event; 
but unlike the flat plot, nearly 90% of the applied NO3-N was 
152 
NITRATE CONC. PROFILES 
FOR 7Z MM RAIN 
0.0-1 
0.2-
0.3-
iHHr RIDGE CTR 
4-^RIDGE FURROW 
A AA FLAT CTR 
-H-+ FLAT MIDDLE 0.4-
0.5-
W 
2000 1000 3000 4000 5000 6000 7000 0 
NITRATE CONCENTRATION (MG/L) 
Figure 21. NO3-N concentration profiles at the row and 
midrow zones of the flat and ridge plots 
receiving 0.072 m of simulated rainfall 
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recovered. This suggests that placement of the fertilizer in 
the ridge may aid in decreasing NO3-N leaching losses. 
Bromide movement 
The bromide profiles for the four zones (Figures 22, 23, 
24, and 25) and the bromide contours for the ridge plots 
receiving various rainfall amounts, indicate movement of the 
bromide anion similar to the movement of NO3-N. Generally, 
with an increase in applied water, the peak concentrations 
decreased in magnitude and moved deeper in the soil profile 
for the FC and RC zones. Background bromide concentrations 
(values of 20-40 mg/L) were fairly uniform with depth. Peak 
bromide concentrations for the fertilized zones were nearly 
30000 mg/L, 12000 mg/L, and 6000 mg/L for the event-I, -II, 
and -III plots, respectively. Maximum concentrations in the 
midrow and ridge furrow zones were in the 100-200 mg/L range 
throughout the soil profile sampled. 
As with the NO3-N, the bromide profiles indicate more 
downward movement of the bromide anion in the flat plots than 
in the ridge plots for both the fertilized and nonfertilized 
areas, see Figures 26, 27, and 28. Mass balance data for 
bromides (see Table 6) indicate total recovery of applied 
bromide from the flat plots for events I and II. These are 
similar to the ridge plot data which shows approximately 86% 
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Figure 22. Bromide concentration profiles at the flat row-
center (FC) location for the background, 0.024 ra, 
0.050 m, and 0.072 m simulated rainfall events 
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Figure 23. Bromide concentration profiles at the flat midrow 
(FM) location for the background, 0.024 m, 
0.050 ra, and 0.072 m simulated rainfall events 
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Figure 24. Bromide concentration profiles at the ridge 
center (RC) location for the background, 0.024 m, 
0.050 m, and 0.072 m simulated rainfall events 
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Figure 25. Bromide concentration profiles at the ridge 
furrow (RM) location for the background, 0.024 m, 
0.050 m, and 0.072 ra simulated rainfall events 
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Figure 26. Bromide concentration profiles at the row and 
midrow zones of the flat and ridge plots 
receiving 0.024 m of simulated rainfall 
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Figure 27. Bromide concentration profiles at the row 
midrow zones of the flat and ridge plots 
receiving 0,050 m of simulated rainfall 
and 
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Figure 28. Bromide concentration profiles at the row and 
midrow zones of the flat and ridge plots 
receiving 0.072 m of simulated rainfall 
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and 100% recovery from the I and II plots, respectively. It 
is likely that the shortage in recovered NO3-N for plot I 
resulted from lower than desired fertilizer solution 
application (as explained previously). 
The bromide profiles for the event-Ill plots, 
particularly the FC and RC zones which were treated with the 
fertilizer solution, indicate more downward movement of 
bromide than in the event-I and -II plots. In instances 
where fertilizer solution is applied as a line source in the 
row, the potential for anion leaching for ridge tillage 
appears to be less than for flat tillage. Bromide recovery 
for event III, as indicated by mass balance calculations, was 
62% and 94% for the flat and ridge plots, respectively, 
further supporting the idea that ridges may be effective in 
decreasing anion leaching. 
Conclusions 
Based on the data from this field study, the following 
conclusions are noted: 
1. As simulated rainfall increased, the downward movement 
of anions increased. 
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2. Even when placed near the top of a ridge, vertical 
movement of anions with simulated rainfall was 
predominant over lateral movement. 
3. When fertilizer solution was applied as a source in the 
elevated portion of the ridge, the ridge - tillage 
configuration had reduced anion leaching as 
contrasted to flat tillage. 
4. On individual plots the recovery of bromide was always 
greater than the recovery of NO3-N regardless of the 
amount of simulated rainfall, thereby suggesting that 
some nitrogen was lost from the profile because of 
processes other than leaching. 
5. Further studies are needed to better quantify the 
effects of the time between rainfall and sample 
excavation on water - content and NO3-N profiles and to 
better assess the NO3-N mass balance under flat 
tillage. 
6. Future studies of this type should consider the use of 
tensiometers and TDR probes but with greater care in 
design, construction and installation of the devices 
and interpretation of the data. 
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MODEL SIMULATIONS 
The finite element program FEMWATER-FEMWASTE was used to 
model the unsaturated-saturated two-dimensional water and 
solute transport through ridge and flat soil profiles. A 
general overview of both submodels is presented along with a 
discussion of some of the potential problems encountered 
while using the code. Future code modifications and areas 
requiring further modeling attention are indicated. Input 
data required for the water and solute submodels are 
discussed and data used in the model simulations are 
presented, with an explanation of how the data were obtained. 
Finally, the results of the model simulations and discussion 
of the implications of the results are presented. Results 
from the model simulations, similar to the field data, 
indicate that the use of ridge tillage (with nitrate applied 
as a line source in the elevated portion of the ridge) 
decreases the leaching potential of nitrate as contrasted to 
a similar placement under flat tillage. 
General Overview of the Model 
The FEMWATER-FEMWASTE finite element model, as implied 
by its name, consists of two submodels; FEMWATER, which 
handles water flow and FEMWASTE, which handles solute 
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transport. FEMWATER-FEMWASTE (Yeh and Ward, 1980, 1981; with 
subsequent updates referred to as FECWATER-FECWASTE, in 1982) 
is a modified version (written in Fortran) of the two-
dimensional water and solute transport model originally 
written by Reeves and Duguid, 1975, and Duguid and Reeves, 
1976 . 
The modeling process involves preparing an input data 
file to be read during modeling, outputting a file containing 
information on water flow within the system, passing 
pertinent data via an external file to the solute transport 
submodel, and finally outputting solute concentration data. 
The water flow portion, FEMWATER, can be used alone while the 
solute transport submodel, FEMWASTE, requires output from a 
water flow submodel. 
FEMWATER-FEMWASTE is implied by some to be a fully-
coupled water and solute model. In fact, it is coupled only 
in the sense that the pertinent water flow data at each time 
step is passed to the solute flow code for use in 
calculations of solute movement. Data on the changes in 
solute concentration, and hence possible density effects on 
water flow, are not considered in the FEMWATER submodel. 
Further, any other water submodel designed to provide the 
same formatted data could be used to provide input to the 
FEMWASTE model (the UNSATII finite element water flow model 
with appropriate format changes, for example). 
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The source code, details of the model development, 
user's input guide, and related information are contained in 
the ORNL-5567 and -5601 Reports, by Yeh and Ward, 1980 and 
1981. Subsequent modifications are discussed by Yah and 
Strand, 1982, in ORNL/TM-7316 and -8104. Additional changes 
incorporated into the model by Yeh since 1982 are not 
included in the documentation. Changes dealing primarily 
with output formats and file handling have been made by the 
present user. Additional changes in boundary condition 
subroutines need to be incorporated to fully handle the 
transient, infiltration-ponding boundary condition on a 
sloping surface, such as with ridge tillage. 
Model simulations have been performed using a Zenith 248 
micro - computer with math coprocessor, 20 Mbyte hard disk, and 
640 K RAM (for smaller-scale water flow problems), and using 
a National Advanced Sysytems (NAS) 9160 mainframe computer 
for the larger water flow and water flow-solute transport 
coupled problems. Presently, problems considering both water 
and solute transport, over any sizable length of simulation 
time, are most-readily solved using the mainframe computer. 
As an example, simulation of the water flow problem over 
a period of 96 h for the ridge configuration receiving 75 mm 
of rainfall, required nearly 100 CPU seconds on the 
mainframe. Additionally, over 14 tracks of disk storage (in 
free format with variable block size) were required for the 
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output file used to pass data to the FEMWASTE code. For the 
same problem configuration, the FEMWASTE code required nearly 
20 CPU seconds computing time, using simulation time 
increments of 1 h. As the number of elements, the number of 
time increments for simulation, number of iterations for 
solution convergence, and complexity of boundary conditions 
are increased the required computation time also increases. 
FEMWATER Submodel 
The FEMWATER submodel handles steady-state and 
transient transport problems with various boundary conditions 
(including Dirichlet, Neumann, Cauchy, and mixed boundary 
conditions, also referred to as rainfall/seepage boundaries). 
The distribution of pressure head, governed by the continuity 
equation of water mass, is solved using the Galerkin FEM 
subject to the appropriate initial and boundary conditions. 
Using these data and Darcy's law, the flow field within the 
domain of interest is obtained. Pertinent soil properties 
including values of saturated hydraulic conductivity, soil-
moisture characteristic curve data, relative hydraulic 
conductivities, specific water capacities, and porosity are 
read in as part of the input (the user may specify either 
tabular or analytical inputs for some of these properties). 
The X- and z-coordinate nodal data and the connectivity 
167 
information describing the region to be modeled are also 
input. 
The user has several modeling choices such as the number 
of iterations in the solution, the time-stepping algorithm to 
use, time step sizes, convergence criteria, and desired 
output. The user can choose a lumping or no-lumping option 
for the mass matrix, although Huyakorn et al., 1985, indicate 
that the lumping procedure should be avoided because it 
generally degrades the accuracy of the finite element 
solution of the transport equation. A restart feature is 
also available that allows the user to restart the FEMWATER 
program from any time step previously calculated. This is 
particularly useful when changes in time step size or 
boundary conditions are desired. 
Output from the submodel includes the spatial 
distribution of water content, pressure head, total head, and 
Darcy's velocity components at any desired output time (as 
long as the desired time is an even multiple of the 
simulation time increment used). Diagnostic data on non-
convergence, number of solution iterations, number of 
rainfall/seepage nodes, residuals at each time step, and 
fluxes through various boundaries are also provided. 
Unfortunately the code does not contain postprocessing 
algorithms to aid in graphical presentation of any of the 
solution results. 
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Appendix III contains a general flowchart for the 
FEMWATER submodel. More detailed flowcharts and information 
for the FEMWATER code are contained in the above - referenced 
documents by Yeh and others. 
The subroutines used in handling boundary conditions are 
of particular importance in the simulations. The subroutines 
BCPREP and DC handle the preparation of the rainfall/seepage 
boundaries and the application of the appropriate boundary 
conditions to the assembled global matrices and load vectors, 
respectively. The user must specify the boundary conditions 
for individual nodes and times, as required in the problem 
statement. Within the code, there are certain limitations on 
the number of nodes, number of different flux profiles, and 
number of points to describe the various profiles that are 
allowed. Re - dimensioning of the arrays in the main program 
of the source code will allow the user to run problems that 
differ from these restrictions, albeit at increased 
computational time and expense. 
In the present model (as obtained from Dr. Yeh), the 
application of the Dirichlet (constant head), the Cauchy 
(specified flux), and the Neumann (specified flux including 
gravity flux) boundary conditions are handled totally within 
the BC subroutine, and the variable boundary condition 
(rainfall/seepage) is handled by the BCPREP and BC 
subroutines combined. Use of the model shows that for 
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rainfall/seepage conditions certain problems may exist, 
depending on the specific situation modeled. For a given 
rainfall/seepage boundary node, the BCPREP subroutine 
determines the rainfall rate (or evaporation rate, if so 
desired) at each time step and compares this rate with the 
Darcy flux as determined from the soil properties at that 
time step. If the soil conditions are such that the full 
rainfall rate may infiltrate, the subroutine specifies that 
no ponding occurs and the appropriate boundary conditions are 
then used by the BC subroutine. (A similar decision 
algorithm exists for evaporation conditions.) 
However, if the rainfall rate exceeds the possible Darcy 
flux the BCPREP subroutine notes that ponding conditions 
prevail, and a check is made as to the maximum ponding depth 
allowable at this node. The BCPREP subroutine then passes to 
the BC subroutine that this ponding depth is to be used as 
the pressure potential at this node. If the difference 
between the rainfall rate and the Darcy flux causes a ponding 
depth in excess of the maximum user-specified ponding depth 
the "extra" water is lost from the system (considered surface 
runoff); that is, it is not carried forward to the next time 
step. Further, if ponding has occurred in the previous time 
step and the current rainfall rate is less than the Darcy 
flux the subroutine initially decides that the ponding 
condition no longer prevails. This information is passed to 
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the BC subroutine and the code is required to complete 
another cycle to recalculate the Darcy flux based on these 
new conditions. Because of information passed at each cycle 
by the BCPREP subroutine, the simulation alternates from a 
ponded to a nonponded situation for each successive cycle, 
without converging to a pressure head that matches that 
necessary to accommodate the correct infiltration flux. The 
cycling continues for as many rainfall/seepage cycles as 
allowed by user-specification. Therefore, the BCPREP 
subroutine was modified so thau when the condition of 
changing from a ponded to a nonponded case is noted, the 
continual cycling is avoided. When this occurs, the 
allowable ponding depth is used for flow calculations. 
Further modifications of these two subroutines 
(primarily the BCPREP subroutine) are needed to adequately 
handle various boundary conditions that exist on a sloping 
boundary and for carrying forward the "excess" water from one 
time step to the next time step. For a sloping boundary it 
would be desirable to be able to specify that "excess" water 
from one portion of the rainfall/seepage boundary be directed 
to an area of ponding. For this ponded zone, the ponding 
depth should be calculated as a function of the rainfall rate 
received on this surface plus an apportioned amount of the 
runoff from the nonponded surface. And, at each time step, 
that amount of water received but not infiltrated should be 
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carried forward to the next time step. This maintenance of 
mass balance between the rainfall and infiltration should be 
carried forward throughout the simulation, unless 
specification is made to allow for overland runoff. 
Additionally, further refinement of the BCPREP subroutine to 
allow calculation of the pressure head when switching from a 
ponded to a nonponded case is warranted. 
Depending on the specific problem to be simulated, the 
user has several options as to sizes of time steps (constant 
as well as variable), number of iterations to allow for 
solution convergence at each time step, number of cycles to 
allow for rainfall/seepage conditions, relaxation techniques 
for time discretization, and printer and disk output 
controls. Mass balance calculations are carried out at each 
time step during the simulation. Huyakorn et al., 1985, in a 
review of available computational schemes for transport in 
variably saturated-media, indicate that only the FEMWATER-
FEMWASTE model had a reliable mass balance algorithm. 
However, the scheme was noted to require excessive 
computational effort and Huyakorn et al. proposed a more 
efficient mass balance subroutine that could be used. 
As with any numerical model, some experience in model 
use will aid in selecting the appropriate time step sizes, 
finite element mesh sizes, iterations allowed, etc. The most 
beneficial improvements needed are pre- and post-processing 
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subroutines, further development of the rainfall/seepage 
boundary condition subroutines, and more complete user-
documentation of the code. 
FEMWASTE Submodel 
Similar to the FEMWATER submodel, FEMWASTE handles 
steady-state and transient solute transport problems with 
various boundary conditions. Transport mechanisms considered 
include; convection, hydrodynaraic dispersion, chemical 
sorption, first-order decay, and partitioning between solid 
and liquid phases. The spatial discretization allows either 
the Galerkin weighting scheme or an upwind weighting function 
(an improved asymmetric weighting function to decrease 
numerical oscillations associated with advectively-dominated 
transport) to be used, as specified by the user. (Further 
information on the use of the upwind weighting scheme is 
available in Huyakorn and Nilkuha, 1979.) Appropriate 
properties including dispersivity, bulk density, molecular 
diffusion coefficient of the solute, adsorption factor, 
tortuosity, compressibility of the liquid and solid, and 
distribution coefficient are required as input. 
Additionally, the spatial representation of pressure head, 
total head, Darcy velocity components, and water contents, as 
determined from the water flow submodel (FEMWATER in this 
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case), must be read from an external file during the 
simulation. Nodal and element data are passed from the 
FEMWATER submodel to the FEMWASTE model via the external file 
read in by the FEMWASTE submodel. 
Boundary and initial conditions of solute concentration 
must be supplied at program initiation and are specified in a 
fashion similar to that used in the FEMWATER submodel. A 
restart capability, similar to that in the FEMWATER submodel, 
allows calculation of solute transport from any point in time 
for which data are available from a previously calculated and 
stored simulation run. Mass balance calculations for each 
element and for the entire volume modeled is maintained at 
each time step. Twelve alternative numerical calculation 
schemes for time integration are possible and are dependent 
on user specification. 
Principal model outputs are solute concentration and 
material fluxes with both space and time. Fluxes through 
boundaries and amounts of material transformed through decay 
or chemical, physical, and biological degradation may also be 
obtained. As with the FEMWATER model, diagnostic messages 
concerning nonconvergence, number of solution iterations, and 
residuals at each time step are also provided with the 
printout. A general flowchart for the FEMWASTE submodel is 
included in Appendix III. Further details on model structure 
and subroutines are available in the documentation by Yeh and 
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Ward, 1980 and 1981, and Yeh and Strand, 1982. 
When using the FEMWASTE submodel as obtained from Dr. 
Yeh, care must be taken to insure that the time interval of 
output stored from FEMWATER and to be read by FEMWASTE, 
exactly matches the time interval used in the FEMWASTE 
simulation. The FEMWASTE code reads the water flow data via 
the external file passed from FEMWATER but does not check the 
simulation time against the time associated with the stored 
input data. The data from the input file from FEMWATER is 
simply read incrementally and it is assumed that the user has 
specified the same time increments for both the output 
control in FEMWATER and the time stepping for FEMWASTE. As a 
result, the FEMWASTE code does not determine if the time for 
the input data is correct but merely assumes that the values 
of Darcy velocity, pressure and total head, and water content 
are for the current simulation time. 
The FEMWASTE code could be modified to allow a check of 
the time associated with the water flow variables (since this 
time is stored with the data) against the simulation time. 
If the two times do not agree, the external data file being 
read could be adjusted until the correct corresponding time 
was located, Alternatively, the two times could be compared 
and if they didn't match a diagnostic message could be 
printed to the user indicating the inconsistency. It also 
appears that the restart feature for the FEMWASTE code 
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disregards the time increment and simulation time on the 
input data file passed from FEMWATER. Unless the restart 
time is identical for both the FEMWATER and FEMWASTE runs it 
doesn't appear possible to read the correct time from the 
FEMWATER file to correspond with the simulation time of the 
FEMWASTE run. Modifications of the code to better handle 
restart and simulation time comparisons between the input 
data from FEMWATER and the simulation time of FEMWASTE would 
improve use and reliability of the model results. 
Initial Model Runs 
Initially the model was run using a seepage-pond problem 
as furnished by Dr. Yeh and described in Reeves and Duguid, 
1975, and Duguid and Reeves, 1975. The simulated problem 
considered ponded infiltration into an unsaturated, highly 
permeable sand, with flow to a water table which laterally 
drained toward a stream. The domain was discretized into 595 
node points and 528 elements. The node points on the stream-
soil interface were modeled as a Dirichlet (constant head) 
boundary and the nodes at the bottom of the pond were 
considered a constant flux (Cauchy) boundary. The nodes 
along the sloping surface between the pond and the stream 
were considered as rainfall/seepage boundary nodes; however 
no rainfall occurred, so only the free seepage was 
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cons idered. 
The FEMWATER code was used to model the steady-state 
water-table position. Duguid and Reeves, 1976, reported on 
the model results and pointed cut that the advantage in using 
the FEMWATER code was that it capably handles the coupling of 
saturated and unsaturated soil-moisture zones. The FEMWASTE 
simulation of this problem uses the steady-state water flow 
parameters from FEMWATER and models transient solute 
transport through the system. Both the FEMWATER and FEMWASTE 
submodels, as received from Yeh, were used for modeling this 
system and results were in agreement with previous 
s iraulations. 
The FEMWATER submodel was further verified by comparing 
simulation results with data from previous experimental and 
modeling results as reported by Haverkamp et al,, 1977. 
Soils data, initial conditions, and boundary conditions for 
one-dimensional water flow are taken from the manuscript of 
Haverkamp et al., 1977. The FEMWATER submodel was used to 
model the one-dimensional soil column and the two-
dimensional ridge configuration. For all cases evaluated, 
the soil profiles were assumed to be homogeneous and 
isotropic with uniform initial conditions. 
The one-dimensional infiltration problem, as described 
in Haverkamp et al., 1977, considers a 70 cm vertical sand 
profile initially at uniform water content of 0.10 cm^/cm^ 
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with a constant flux of 13.79 cm/h at the surface and a water 
content of 0.10 cra^/cm^ maintained at the lower boundary. 
The sand column was simulated by gridding into 35 
elements, each 2 cm thick, with the soil properties as 
described by Haverkamp et al. Crank-Nicholson (central 
difference) and backward difference finite-difference time 
discretizations were employed with time step sizes of 90 s. 
As shown in Figure 29, the FEMWATER results using the Crank-
Nicholson scheme compare favorably with the experimental 
results from Haverkamp et al. Model results from the regular 
backward difference approach did not compare as favorably, 
however. 
The same problem (initial and boundary conditions and 
soil properties as indicated above) was simulated using a 
two-dimensional ridge - tillage configuration, as illustrated 
in Figure 30. The ridge was gridded into 80 quadrilateral 
elements approximately 5 cm by 5 cm in size near the surface, 
and 5 cm by 10 cm deeper in the profile. Because of 
symmetry, the vertical boundaries were limited to zero flux. 
The Crank-Nicholson scheme with a time step size of 60 s was 
used and the simulation was made for 0.5 h. The changing 
water content profile with time is illustrated as a sequence 
of plots in Figure 31. As expected, the surface reached the 
saturated water content of 0.287 quite rapidly and water 
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Haverkamp et al., data 
G FEMWATER, backward dlff., 0.1 h 
A FEMWATER, backward diff., 0.3 h 
i FEMWATER, Crank-Nicholson , O.l h 
Q FEMWATER, Crank-Nich olson , 0.4 h 
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Figure 29. Comparison of experimental and computed water 
content profiles for constant infiltration into a 
sand column (one-dimensional case) 
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Figure 30. Finite element mesh for the ridge configuration 
used in the two-dimensional simulations to 
compare against Haverkamp et al., 1977, data 
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Figure 31. Volumetric water content profiles for a sand 
under a ridge configuration; h - 13.8 cm/h on the 
surface boundary, h - 61.5 cm on the lower 
boundary, and a uniform initial water content -
0.10 cm^/cm^ 
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moved downward through the profile quickly and in a fairly 
uniform manner. Figure 32 shows a similar profile for the 
identical configuration but simulated using a Yolo clay soil 
with a saturated conductivity of 0.044 cm/hr and time 
increments of 30 s. As expected, water movement is fairly 
uniform downward through the soil profile, but much slower 
than for the sand. 
With the exception of the seepage-pond problem furnishe 
by Yeh, no other independent runs were made of the FEMWASTE 
submodel. Huyakorn et al., 1985, report on a comparison the 
made in modeling a specific two-dimensional transport proble 
with the FEMWASTE submodel and another finite element model, 
SATURN. Results from both models compared favorably with a 
semianalytical solution reported by Watson and Jones, 1982, 
Huyakorn et al. concluded that solutions from both finite 
element models were reasonable; however, use of the Galerkin 
weighting scheme in FEMWASTE caused rather severe 
oscillations (overshoot) in the predicted concentrations 
during the early time steps. 
Kincaid et al., 1984, in a study of various 
geohydrochemical transport models, report on their use of 
FEMWATER-FEMWASTE for modeling water and solute transport. 
Of several potential models, the FEMWATER-FEMWASTE model was 
one of three selected for detailed investigation as a 
potential code to solve variably-saturated water and solute 
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Figure 32. Volumetric water content profiles for a Yolo 
silty clay loam under a ridge configuration; h -
0.044 cm/h on the surface boundary, h - 600.0 cm 
on the lower boundary, and a uniform initial 
water content - 0.238 cm^/cm^ 
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transport. Their report indicates that the FEMWATER-
FEMWASTE and SATURN models appear to be two of the best 
finite-element codes capable of handling such problems. They 
noted that the FEMWATER-FEMWASTE model had the more 
comprehensive capabilities for handling various types of 
boundary conditions (specifically rainfall/seepage) and that 
adequate user documentation was lacking. Implications from 
their study are that the FEMWATER-FEMWASTE and SATURN codes 
are quite similar and that users need to become "familiar" 
with the individual models in order to effectively select 
time steps, numerical algorithms, mesh sizes, etc. 
Simulations conducted in this study and reports from the 
literature indicate that the results using FEMWATER-FEMWASTE 
compare favorably with independent simulations and analytical 
or semianalytical methods. It is reasonable to assume that 
the model can therefore be used for the proposed simulations 
comparing water and solute flow within the flat- and ridge-
tillage profiles. 
Ridge- and Flat-Tillage Simulations 
The FEMWATER-FEMWASTE finite element model was used to 
simulate water and solute transport in ridge and flat 
tillage, similar to the field studies conducted. Simplifying 
assumptions of homogeneous, isotropic soil properties for the 
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soil profile were made for the model simulations. Initial 
and boundary conditions that approximated the field studies 
were used. Model results are compared with the field study 
results, and water and solute transport for the ridge and 
flat tillage cases are contrasted. 
Soil properties 
The field experiment was conducted on a Nicollet silt 
loam soil; therefore, the soil properties used in the 
simulations were based on measurements for this soil. 
Saturated hydraulic conductivity, bulk density, and the soil-
water characteristic curve data (desorption) were determined 
from lab measurements made on undisturbed, 7.5 cm diameter 
and 7.5 cm long soil cores taken with a Uhland core sampler. 
The undisturbed soil cores were obtained in a manner similar 
to that outlined by Blake and Hartge, 1986. 
After saturated hydraulic conductivities were measured, 
the same soil cores were used for water retention 
measurements for the 0 to -400 cm matric pressure range, 
following the method outlined by Klute, 1986. Water 
retention for the matric pressures less than -400 cm water 
were made on a high pressure apparatus following the method 
similar to that also described by Klute, 1986. Smaller, 
disturbed soil samples were used for these matric pressure 
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measurements rather than the undisturbed samples. At these 
larger negative matric pressures the structure of the soil 
matrix has minimal effect on water retention. 
Following Campbell, 1985, a relationship similar to the 
following was used to describe the soil moisture 
characteristic curve: ^6^ - tJ>q( 6 / 6 g), where ij).^ is the 
matric potential, is the air-entry water potential, 8 is 
the water content, 0g the saturated water content, and b is 
an empirical parameter. Measured data were plotted on a log-
log graph and values for the empirical parameter b (the slope 
of the plot) and the air entry matric potential value (the 
intercept) were determined from this plot. The specific 
water capacity, dip/dQ , corresponding to any given matric 
potential was determined using the derivative of this 
relationship. 
Saturated hydraulic conductivity was measured using a 
constant head method similar to that described by Klute and 
Dirksen, 1986. The unsaturated hydraulic conductivity as a 
function of water content was described, following Campbell, 
1985, as k - kg (^^/^)*, where n - 2+3/b. Bulk density 
values for these soil samples were determined following the 
method described by Blake and Hartge, 1986. 
Table 7 lists the pertinent soil property data including 
the soil water chracteristic curve data, relative hydraulic 
conductivities at various water potentials, the soil bulk 
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Table 7. Values of system parameters used in simulations 
water 
content 
cm^/cm^ 
matric 
potential 
cm of water 
specific 
water 
capacity 
relative 
hydraulic 
conductivity 
0 150 -15000 0  6 . 821(10'*) 4 212(10' 
0 170 -5000 0  2 .655(10'%) 1 198 (10 
0 200 -2869 0  6 .144(10'?) 5 952 (10 
0 250 -1347 0  1 635(10'7) 5 277 (10 
0 300 -727 0  1 900(10-7) 3 132 (10 
0 335 -500 0  2 000(10":) 9 . 209 (10 
0  350 -340. 0  2 238(10'7) 2  .  270 (10 
0  400 -106 5 8 177(10':) 3 . 459 (10 
0 450 -38. 2  2 564(10'^) 3 . 828 (10 
0. 500 -15 3 7 128(10'^) 3 . 271 (10 
0 .  528 -9 . 5 1 328(10';:) 9 . 9996(10 
0 .  530 -  6  ,  8 1 800(10'^) 9 . 9997(10 
0  541 -1. 0 1 000(10';) 9 . 9998(10 
0 542 - 0 .  5 1. 000(10'*) 9. 9999(10 
0. 543 0 .  0 1 000(10'/) 1. 0000(10 
11 
7 
7 
6 
5 
5 
4 
3 
- 4 
saturated hydraulic conductivity - 5.000(10 ) cm/s 
soil bulk density - 1.20 g/cm^ 
distribution coefficient - 0.0 
first order reaction constant - 0.0 
NO3-N diffusion coefficient = 0.278(10"^) cm^/s 
tortuosity - 0.60 
longitudinal dispersivity - 2.00 cm 
lateral dispersivity - 0.14 cm 
coefficient of compressibility - 0.0 
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density, and the specific water capacity corresponding to the 
different water potentials for this soil. The values listed 
are the mean values based on measurements made on 12 soil 
cores. These soil properties were used for all the FEMWATER 
simulations reported herein. 
Several additional input parameters were required for 
the FEMWASTE code, including the distribution coefficient of 
the medium, the longitudinal and lateral dispersivity, the 
decay constant for the constituent, the compressibility of 
the medium, the molecular diffusion coefficient, the 
tortuosity, the degradation rate constant through the 
dissolved phase and the degradation rate constant through the 
adsorbed phase. Table 7 also includes the selected 
parameters used for the FEMWASTE simulations. 
For all simulations, it was assumed that the medium was 
incompressible, there was no partitioning to the adsorbed 
phase, there was no degradation of the solute nor 
transformations, and the solute concentration entering 
through the boundaries was zero. Longitudinal dispersivities 
in the 0.3 to 5 cm range are generally reported for studies 
of solute transport in unsaturated soils (see Bresler, 1973, 
and Gureghian et al., 1979). Shamir and Harleman, 1967, 
indicate that data suggest a lateral dispersivity 0.05 to 0.1 
of the magnitude of the longitudinal dispersivity. Values 
for longitudinal and lateral dispersivity are assumed to be 
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2.0 cm and 0.14 cm, respectively. Nye and Tinker, 1977, 
indicate that a value of 1 cm^/day is typical for the 
molecular diffusion coefficient for nitrate and this was used 
in the simulations. For most soils the tortuosity is 
somewhere in the 0.3 to 0.7 range and a value of 0.6 was 
assumed for these studies. 
Water flow 
The FEMWATER submodel, with appropriate initial and 
boundary conditions, was used to simulate water flow within 
flat- and ridge - tillage soil profiles. All the evaluations 
were based on a soil profile that was homogeneous, isotropic 
with soil properties as previously specified. Rainfall 
applications of 25, 50, and 75 mm at an intensity of 31.8 
mm/h were simulated for each of the ridge and flat plots. 
Simulation times of 24, 48, and 96 h were specified for the 
25, 50, and 75 mm rainfall amounts, respectively. These 
times match the periods allowed for redistribution before the 
field plots were sampled. 
The initial matric pressure distribution within the 
profile was based on data obtained from the field plots prior 
to application of rainfall. Figure 33 shows the initial 
water content distribution for the field plots. The surface 
boundary condition for most of the simulations was a 
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rainfall/seepage condition that allowed ponded and nonponded 
infiltration at specified nodes. The lower third of the 
ridge (nodes 91, 92, and 93) was specified to allow ponding 
to depths of 9.0, 6.0, and 3.0 cm, respectively, and nodes 94 
through 99 were prescribed as nonponded nodes. Simulations 
were also made for the ridge plots using surface boundary 
conditions with separate flux profiles (Cauchy conditions) 
through the ponded and nonponded zones. The results from 
these simulations are compared to the rainfall/seepage runs. 
A unit gradient condition was specified for the lower 
boundary and zero flux imposed on the vertical boundaries. 
Water flow simulations for each case studied were 
conducted in two runs, an initial time period from the start 
of the event until several minutes past the cessation of 
rainfall and a second period extending from the end time of 
the first run to the end of the simulation. The time 
increment used during the initial run (during the period of 
most rapid changes in pressure potential and water content 
within the profile) was 30 s. The Crank-Nicholson time-
stepping scheme was used in all simulations. The decision to 
use this procedure was based on the favorable results 
obtained in modeling the Haverkamp et al., 1977, one-
dimensional problem using the Crank-Nicholson time-weighting 
factor, and information from Huyakorn et al., 1985, 
indicating that this approach is unconditionally stable with 
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second-order accuracy in time approximations. Typically, 
printed output was requested at 30, 60, and 90 minutes for 
this initial phase. The water flow data to be passed to 
FEMWASTE was written to an external file at the appropriate 
time intervals. 
The restart feature of FEMWATER was used for the second 
simulation time period, with the pressure potential 
distribution from the last time step of the first run used as 
the initial condition for the restart run. A time step 
increment of 600 s was generally used in calculations during 
this period. Printed output was typically requested at 3, 5, 
10, and 24 h (48 and 96 h for the 50 and 75 mm events). 
Water flow variables, subsequently passed to and used in the 
FEMWASTE simulations, were stored in an external file, 
typically for hourly intervals of simulation time. 
The region modeled extended from the midrow (furrow) 
zone to the row center (center of the ridge), 38 cm in width, 
and from the soil surface to a depth of 80 cm below the row. 
Figure 34 shows the region and mesh used for the ridge and 
flat plots. The individual elements of the discretized 
region were approximately 5 cm by 5 cm near the soil surface, 
with larger 5 cm by 10 cm elements deeper in the profile. 
Because the area of most rapid change in water and solute 
content occurs near the surface and this represents the zone 
of most interest, most simulations were made for the upper 80 
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cm of the profile. Initially, simulations using a mesh 
extending from the surface to a depth of 120 cm were compared 
with those for the 80 cm depth mesh. Results of water and 
solute transport in the upper profile, in the region of 
particular interest, were comparable. Therefore, to reduce 
computer time and decrease costs, further simulations only 
considered the upper 80 cm of the profile. 
Figures 35, 36, and 37 illustrate the water content 
contours simulated for the ridge plots that received 25, 50, 
and 75 mm of rainfall, respectively. Each figure is a 
sequence of water content distributions at selected times 
during the rainfall/seepage event. For the initial water 
content distribution, see Figure 33, the center of the ridge 
is drier than the furrow and the water content decreases with 
depth below 40 cm. The simulations show that, as rainfall 
and ponding occur, water content increases near the surface 
and moves downward. Because the rainfall rate exceeds the 
Darcy flux, ponding in the lower portion of the ridge occurs, 
causing more water to infiltrate in the furrow zone. The 
sequence of water content changes with time clearly show that 
the furrow zone receives more infiltrating water than does 
the upper portion of the ridge. Water redistribution within 
the profile is from the furrow downward and also toward the 
drier ridge center. 
For the simulated 25 mm event, the water content profile 
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Figure 35. Simulated volumetric water content profiles for 
the ridge configuration with 0.025 m rainfall 
(boundary conditions include rainfall/seepage at 
the surface with ponding allowed at nodes 91, 92, 
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Figure 36, Simulated volumetric water content profiles for 
the ridge configuration with 0.050 m rainfall 
(boundary conditions include rainfall/seepage at 
the surface with ponding allowed at nodes 91, 92, 
and 93 and a unit hydraulic gradient at the lower 
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(boundary conditions include rainfall/seepage at 
the surface with ponding allowed at nodes 91, 92, 
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after 24 h indicates that the center portion of the ridge is 
drier than the furrow zone. This is comparable to the field 
data for the ridge plot that received 24 mm of rainfall. As 
evident, less water has moved through the zone where the line 
source of nitrate was applied, see Figure 35. 
Figure 36 shows the sequence for water redistribution in 
the ridge plot receiving 50 mm rainfall. The pattern of 
water movement, as expected, is similar to that for the 25 mm 
event for the first 24 h, with a greater increase in water 
content in the profile corresponding to the increased 
rainfall-infiltration. Even after 48 h the center portion of 
the ridge is drier than the furrow portion, and it is 
apparent that the flux of water through the elevated portion 
of the ridge is smaller than in the furrow zone. This is 
important because convective flow transports nitrate; hence, 
a smaller flux through this fertilized zone will help to 
minimize nitrate leaching. 
The sequence of water content profiles for the ridge 
plot receiving 75 mm of rain is shown in Figure 37. As seen 
in the previous figures showing the 25 and 50 mm events, more 
infiltration occurs, with a corresponding increase in water 
content, in this furrow zone. The elevated portion of the 
ridge is the slowest to wet and the flux of water through 
this region is less than in the furrow. Of interest is that 
after 24 h the center portion of the ridge has wetted and the 
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drier soil zone is gradually disappearing. This is in 
contrast to the field data that showed the elevated ridge to 
be substantially drier even after 96 h of redistribution 
following rainfall. Because the model assumes the profile to 
be homogeneous and does not consider possible 
discontinuities, macropores, and different soil properties, 
the eventual wetting of the entire profile is expected. 
However, the flux of water through the center portion of the 
ridge is reduced in comparison with the flux in the zone 
below the furrow. 
Figure 38 contains a sequence of water content profiles 
for the ridge - tillage case with a Cauchy (specified flux 
profile) boundary condition at the surface. This simulation 
is for the 50 mm rainfall event and may be contrasted to the 
50 mm rainfall/seepage event. Using this surface boundary 
condition the entire mass of rainfall could be assured to 
infiltrate into the profile. Results from this simulation, 
like those from the rainfall/seepage boundary condition, show 
a similar pattern of water infiltration and redistribution 
occurring, and the effect of mass of rain not preserved under 
the rainfall/seepage condition appears to be minimal. This 
implies that little of the rainfall was lost as surface 
runoff for the rainfall/seepage condition. 
The water content profiles for the flat plots receiving 
the rainfall amounts of 25, 50, and 75 mm are illustrated in 
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Figures 39, 40, and 41, respectively. The initial conditions 
for pressure potential were uniform in the horizontal 
dimension and matched the observed profile from the field 
data for samples obtained prior to the rainfall application. 
The rainfall/seepage boundary was imposed as the surface 
boundary condition, with ponding allowed at all surface 
nodes. The water flow simulation therefore reduces to a one-
dimensional flow model. As seen in the figures, greater 
water contents are observed deeper in the profile as the 
simulation time proceeds. A comparison of the figures shows 
that, with increased rainfall applied, increased water 
contents are observed at deeper depths. The flux of water 
through the fertilized row zone is the same as through the 
nonfertilized midrow area and is greater than through the 
center portion of the ridge. (It is noted that in the field 
study the water flow through the fertilized zone could have 
been greater than the nonfertilized zone because the tracking 
could have decreased water flow in this unfertilized zone.) 
It is therefore reasonable to expect nitrate leaching to be 
greater for the flat plots than for the ridge plots. 
Solute transport 
The FEMWASTE submodel, using water flow data passed from 
the FEMWATER submodel, was used in the simulations of 
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Figure 40. Simulated volumetric water content profiles for 
the flat configuration with 0.050 m rainfall 
(boundary conditions include rainfall/seepage at 
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nitrate transport through the flat and ridge systems. 
Simplifying assumptions of a conservative solute passing 
through a noncompressible, homogeneous soil medium were made. 
The simulations therefore consider convective-dispersive 
transport of a nonreacting and nontransforming constituent 
without retardation in transport. 
For these studies, an initial solute concentration of 1 
mg/cm^ was assumed for the top element at the center of the 
ridge (and at the row location for the flat plot), see Figure 
33. The solute concentrations at all other elements were 
assumed to be zero. This allows results from the simulations 
to be compared on a relative basis and concentration profiles 
viewed as relative concentrations. The magnitude of the 
concentrations at each concentration contour and for the 
various runs will not match the field studies, but the 
comparisons of nitrate concentrations at various times and 
locations allow assessment of the relative merits of the 
individual cases studied. 
Simulation times were the same as in the FEMWATER runs 
for each of the flat- and ridge-tillage studies. Water flow 
data from the rainfall/seepage boundary condition runs from 
FEMWATER were used as input to the FEMWASTE simulations. The 
solute transport simulations were made in one computer run 
(the restart feature not used) with time steps of 1 h. 
Similar to the FEMWATER studies, output was requested at 1, 
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3, 5, 10, 24, 48, and 96 h, as appropriate. Data from the 
FEMWASTE runs could have been stored in an external file for 
later restart calculations (or post-processing applications) 
but this feature was not used in this study. 
The sequence of solute concentration contours with time 
for the 25, 50, and 75 mm rainfall events on the ridge plots 
are presented in Figures 42, 43, and 44, respectively. As is 
evident, with increasing time and rainfall the solute is 
transported away from the line source at the center of the 
elevated ridge. A similar pattern of solute concentration 
with time is observed for all three cases. For all graphs, 
the smallest concentration contour represents a relative 
concentration (to the applied source) of 0.01. The vertical 
transport of solute is greater than the horizontal transport, 
as is expected considering that the longitudinal dispersivity 
is greater than the lateral dispersivity and the predominant 
water flux is downward. 
The solute concentration contours for the flat plots 
receiving 25, 50, and 75 mm of rainfall are shown in Figures 
45, 46, and 47, respectively. Initial nitrate concentration 
is centered at the location of the line source near the soil 
surface in the row center. With time and increasing rainfall 
the nitrate is transported away from this location. The 
pattern for movement is similar to that for the ridge plots, 
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Figure 42. Simulated relative NO3-N concentration profiles 
for the ridge configuration receiving 0.025 m 
rainfall (a relative NO3-N concentration of 1.0 
is assumed initially at nodes 90 and 99 and a 
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Figure 43. Simulated relative NO3-N concentration profiles 
for the ridge configuration receiving 0.050 m 
rainfall (a relative NO3-N concentration of 1.0 
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Figure 44. Simulated relative NO3-N concentration profiles 
for the ridge configuration receiving 0.075 m 
rainfall (a relative NO3-N concentration of 1.0 
is assumed initially at nodes 90 and 99 and a 
relative concentration of 0.0 at all other 
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Figure 45, Simulated relative NO3-N concentration profiles 
for .the flat configuration receiving 0.025 m 
rainfall (a relative NO3-N concentration of 1.0 
is assumed initially at nodes 90 and 99 and a 
relative concentration of 0.0 at all other 
nodes; all distances are in cm relative to the 
axes origin) 
80 r 
70 
60 • 
50 • 
40 • 
30 -
20 -
1 0  •  
4 
80 r 
70 -
60  •  
50 -
40 • 
30 -
20 -
1 0  -
4 
210 
/ h 3 h 5 h 
' ' ' ' t ' 
10 20 30 
10 h 
o -
_i I I I I L 
10 20 30 
80 
70 
60 
50 
40 
30 
20 
10 
0 
80 
70 
60 
50 
40 
30 
20 
10 
0 
10 20 30 
24 h 
10 20 30 
10 20 30 
48 h 
10 20 30 
46. Simulated relative NO3-N concentration profiles 
for the flat configuration receiving 0.050 m 
rainfall (a relative NO3-N concentration of 1.0 
is assumed initially at nodes 90 and 99 and a 
relative concentration of 0.0 at all other 
nodes; all distances are in cm relative to the 
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Figure 47, Simulated relative NO3-N concentration profiles 
for the flat configuration receiving 0.075 m 
rainfall (a relative NO3-N concentration of 1.0 
is assumed initially at nodes 90 and 99 and a 
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with vertical movement predominant over horizontal movement. 
This is in agreement with the greater vertical movement of 
water, the greater value of longitudinal dispersivity, and 
with the observed field data. 
Comparison of the nitrate transport simulations shows 
that nitrate transport from the line source is greater for 
the flat plots than for the ridge plots, for comparable 
events. In fact, the vertical transport of nitrate is 
greater for 25 mm rainfall on the flat plot after 24 h of 
redistribution than for 75 mm rainfall on the ridge plot 
after 96 h of redistribution. This is confirmed by noting 
that at 24 h the 0.01 contour on the 25 mm flat plot is at a 
depth of 25 cm below the soil surface. Contrast this to the 
28 cm depth location of the 0.01 contour on the 75 mm ridge 
plot after 96 h. 
As was evident in reviewing water movement through the 
profiles, a greater amount of water moved through the row 
portion (zone of line source of nitrate) of the flat plots 
than through the elevated ridge section. Corresponding to 
this increased water flux for the flat plots is an increased 
transport of nitrate from the line source as contrasted to 
the ridge plots. Greater nitrate transport in the flat plots 
contrasted to the ridge plots was also noted in the field 
study results. 
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Summary 
Because the simulations assumed homogeneous, isotropic 
soil properties and simplifying assumptions for solute 
transport, quantitative comparisons of results from the field 
and model simulations are not warranted. However, relative 
comparisons of water and solute movement for the conditions 
studied are valid. The results indicate that the hypothesis 
of placement of a line source of nitrate in an elevated ridge 
to decrease nitrate leaching (relative to placement under a 
flat tillage situation) is substantiated. Further, the study 
shows that a finite element model, such as FEMWATER-FEMWASTE, 
can be used as a tool to investigate water and solute 
transport for alternative configurations, placements, soil 
conditions, and initial and boundary conditions. 
Because of the nature of field heterogeneities, lack of 
modeling sophistication to handle complex field situations, 
and inability to quantify the various transport and 
transformation parameters that occur in nature, it is 
unrealistic to expect that any present deterministic model 
will adequately determine the fate of water and solute 
transport for a field situation. Even though such modeling 
results may not be quantitatively definitive on a field 
scale, simulations should provide a basis for relative 
comparisons and decisions between alternative systems. 
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Additionally, use of models should aid in further defining 
critical parameters and possible systems in the lab and field 
situations for which more investigations are needed. 
Simultaneously, decision makers, required to pass judgement 
on the possible best management practices to minimize 
pollutant leaching, will have a tool to aid in those 
decisions and recommendations. 
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SUMMARY AND RECOMMENDATIONS FOR FURTHER STUDY 
Results from both the field and the modeling studies 
support the hypothesis that ridge tillage, with placement of 
a source of fertilizer solution in the elevated ridge, 
decreases NO3-N leaching as contrasted to a similar placement 
in flat tillage. This suggests that changes in surface 
configurations, fertilizer placements, soil conditions and 
other crop production practices offer management alternatives 
that may be beneficial in reducing solute leaching from 
targeted soil zones. Use of a model, such as that described 
herein, offers a valuable tool to help assess the relative 
merits of alternative practices. 
Modeling emphasis has traditionally focused on 
simulating the fate of toxic chemicals and radioactive wastes 
from landfill sites and the movement of chemical plumes in 
the ground water zone. Review of the literature suggests 
that little activity has occurred in using finite element 
models to investigate water and solute transport in the near-
surface soil profile. With the great concern for potential 
ground water contamination resulting from agricultural 
practices, such modeling approaches seem warranted. Modeling 
activities, similar to those reported in this study, should 
help to determine further research areas where laboratory and 
field investigations are most needed and assess possible best 
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management practices that may be used by farmers to decrease 
chemical losses with percolation. 
Results from the field study suggest that ridge tillage 
offers advantages over flat tillage to reduce anion transport 
away from a line source of fertilizer solution. Comparison 
of model-simulation and field-study results indicate similar 
patterns of water and solute transport. Because the model 
simulations assumed a homogeneous, isotropic soil profile (as 
contrasted to the complex heterogeneities that exist in the 
field), quantitative results from the two types of studies 
can not be expected to be the same. However, both approaches 
suggest that the ridge - tillage practice has the potential to 
decrease NO3-N movement as contrasted to flat tillage, if the 
NO3-N is placed in the ridge. More detailed soils input data 
for the model, simulations using a heterogeneous soil 
profile, and alternate discretizations of the region modeled 
should be used and simulation results from such runs should 
be compared with those reported herein. 
The field-study results show that the downward movement 
of NO3-N and bromide anions with percolating rainwater is 
predominant, as contrasted to lateral movement. As the 
amount of simulated rainfall increases the leaching of these 
anions increases also. When fertilizer solution is applied 
as a line source in the elevated portion of the ridge, the 
ridge - tillage configuration acts to reduce NO3-N and bromide 
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leaching as contrasted to flat tillage. This suggests that 
alternate placement and surface configurations, different 
from traditional flat tillage with nitrogen fertilizer 
applications, may afford opportunities to minimize NO3-N 
leaching. 
The FEMWATER-FEMWASTE finite element model was selected 
for use in this study because it appeared to offer the most 
flexibility for modeling various initial and boundary 
conditions similar to those of this investigation. 
Additionally, reviews by previous investigators suggested 
that the code was one of the few available to adequately 
handle both water and solute transport in the saturated-
unsaturated soil profile. The code is in the public domain 
and is therefore available at minimal cost. The results from 
this study show that the model is useful, at least in a 
relative sense, in investigating water and solute transport 
in the near-surface zone as affected by agricultural 
management practices. 
Considerable work remains in modifying and using the 
FEMWATER-FEMWASTE model to more completely and more 
accurately investigate problems similar to those reported 
herein. A refined and alternate mesh discretization of the 
modeled region should be used to check the applicability of 
the mesh used in this study. The size of individual elements 
of the mesh are of particular concern in the simulations of 
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solute transport because of the sensitivity of the solution 
algorithm to various element sizes. Various alternatives of 
time-step sizes, time-difference algorithms, and weighting 
functions should also be studied. Results from simulations 
considering these alternatives would allow further assessment 
of the "art" of using the FEMWATER-FEMWASTE model for studies 
such as this. 
Modification of the code, particularly in the boundary 
subroutines BGPREP and BC, is needed to enable better 
simulation of runoff - ponding boundary conditions, especially 
on sloping surfaces such as modeled in this study. 
Presently, using the rainfall/seepage boundary condition, the 
code does not assure that all rainfall infiltrates into the 
soil, nor that ponded water from one area on the surface can 
flow laterally to another portion of the surface, with 
subsequent infiltration in the latter area. Inclusion of 
this capability would allow the model to more realistically 
simulate several alternatives encountered in the field. 
Other portions of the code that would benefit from 
modification include post-processing algorithms to aid in 
graphical representation of model results, checking of 
simulation times of the FEMWASTE submodel with times 
associated with input data from the FEMWATER submodel, 
restart capabilities of the FEMWASTE model, and alternative 
output formats for simulation results. 
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Undoubtedly, continued use of the model for simulation 
of problems similar to those reported in this study will 
further highlight the strengths and weaknesses of this model. 
Continual revision and update of the model should prove 
helpful in better understanding and simulating these types of 
problems. Many possible management practices aimed at 
modifying the soil properties, soil configuration, fertilizer 
and chemical placement, and controlling boundary conditions 
can reasonably be modeled and warrant further physical and 
numerical study. 
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APPENDIX I. EQUATION DEVELOPMENT 
Water Flow 
The equation for water flow in unsaturated porous medium 
can be developed from the equation of conservation of mass 
(also known as the equation of continuity) and the Darcy 
Equation. The equation developed represents the transient 
water flow equation for unsaturated flow. Such an equation 
may be used to calculate water flow as a function of position 
and time in a wetting and drying system. Modifications of 
the general equation may subsequently be made for conditions 
of saturated flow, isotropic medium, and less than three 
dimensional systems. 
The flux of water through a porous medium is 
proportional to the conductivity of the medium and the 
driving force present. Darcy's Law is used to express this 
flux and is represented as 
d<f> 
-  -K  31  
where is the mass of water moving across a unit cross 
sectional area per unit time, K is the hydraulic conductivity 
of the medium in length per time, and d^/dz represents the 
potential gradient driving the flow in the z-direction. This 
equation can be expressed more completely for three-
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dimensional systems with separate hydraulic conductivity 
terms for each dimension. 
For the particular soil water movement to be studied in 
this research, only the two-dimensional equation is desired. 
This may be expressed as 
di^  d^ 
-  -  K%( f )  ^  
where and Kg represent hydraulic conductivities in the x-
and z-directions, respectively, and the other terms are as 
defined above. Often, the hydraulic conductivity in the x-
and z-directions may be assumed to be the same for the upper 
profile and the equation can then be written as 
~  K(^ )  
d^  d0  
+  — 
dx dz 
Further, letting the total potential gradient be represented 
as the matric potential of the soil plus the gravitational 
potential 
^  +  z  
where ^ is the matric potential and z the gravity potential. 
Then the Darcy Equation may be expressed as 
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J „  -  -  K( f )  
dtp dz 
— + — + T ~  dx dz dz (AL) 
The Equation of Continuity states that the amount of 
material flowing into a representative volume minus the 
amount of material flowing out of the representative volume 
must equal the change in storage of the material within the 
same volume, neglecting any source or sinks to the system. 
Development of this principle yields an equation of the form 
8 9  
J t  
a  V  X 
3x 
aVy  
3 y  
3v, 
d  z ( A 2 )  
where d O / d t  is the change in water content with time, 
Vjj, Vy, and Vg are the Darcian fluxes in the x- y- and z-
directions, respectively. 
The transient water flow equation is then formed by 
combining equations (1) and (2), which may be expressed in 
two-dimensional form as 
3 9  d  d ^ '  d  
CD 1 
aK(g) 
Ft d x  •*" 7z 3 z  
where all terms are as previously specified. For saturated 
flow the change in water content with time, dB/dt, is equal 
to zero and the equation reduces to 
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a  ai/> a  a-ij) aK(g )  
° J z  d z  
If the flux is written in terms of hydraulic head, H, and K 
is uniform in all directions, this equation in three 
dimensions becomes the well known LaPlace Equation 
3x 
X 
Y  + 
2 2 6  Hy  3  Hg  
+  
d y  d z  7  •  
Many solutions for this equation and various boundary 
conditions have been worked out over the years and are 
available from the literature. 
Often times the transient water flow equation will be 
expressed in terms of a diffusivity coefficient, D(5), and 
the volumetric water content, The diffusivity term is 
represented as 
D(0  -  K(g )  
drl> 
â J  
and by imposing the chain rule of differentiation to Darcy's 
Law, the flux equation becomes 
' w - D ( 4 )  0 9  ^  a s  ^  3 0  + + 
ÔX d y  dz 
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Multiplication of the unsaturated conductivity term by the 
s l o p e  o f  t h e  s o i l - w a t e r  c h a r a c t e r i s t i c  c u r v e ,  V  v s  9 ,  
produces a water content dependent diffusivity term, D(#). 
Following through by combining this form of the Darcy Eqn. 
with the Continuity Eqn. gives the transient flow equation, 
represented as 
89 a 86 a 88 8 
at âx FI d z  FT d z  K(*) 
It should be noted that K(#) is less affected by hysteresis 
than is the K(^) term, often leading to use of the water flow 
equation expressed in terms of diffusivity and water content 
rather than hydraulic conductivity and water potential. The 
advantage to using the diffusivity representation is that the 
range in variation is much smaller than the corresponding 
range in conductivity values over the range of changes in 
water content (changes in thousands as compared to changes in 
millions, respectively), 
Solute Movement 
A better understanding of the simultaneous movement and 
interactions of water and solutes in soil is essential to the 
improvement in soil fertility through control of nutrients in 
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the root zone and in environmental management to prevent 
migration of solutes to groundwater or surfacewater 
resources. Solutes move within the soil profile in response 
to convection (mass flow) with soil water, diffusion due to 
concentration gradients, and dispersion of solute within the 
convecting water. Further, solutes are not always inert and 
may react with plants and fauna within the profile (nitrate 
for example is taken up by plants and may undergo 
transformation depending on the environmental conditions). A 
study of the movement of solutes therefore is often quite 
complex and requires consideration of many factors. 
The principal movement of solutes is generally by mass 
flow (convection). If the flux density of water movement 
within the soil in a given direction is expressed as q and 
the concentration of solute is c, then the rate of transport 
of solute due to mass flow is J - qc. The convective solute 
transport equation is generally expressed in one-dimensional 
form as 
J g — qc — —c 
à<f> 
^2; 
where q is the water flux in the x-direction, c is the solute 
concentration, K is the hydraulic conductivity, and d^/dx is 
the hydraulic gradient driving water flow. This equation, 
like the water flow equation, may be expressed in the x, y, 
and z directions for three dimensional flow systems. If the 
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values of wetness and hydraulic conductivity vary within the 
soil profile, calculations can be carried out layer by layer 
to determine the space-variable solute flow. 
Diffusive transport of solutes within the soil profile 
is in response to concentration gradients when solutes are 
not distributed evenly. If concentration gradients exist, 
solutes will tend to diffuse from regions of higher to lower 
concentrations. In bulk soil water at rest (no mass flow), 
the diffusion rate J^ is related by Pick's First Law as 
Jd  "  -D  o 
dc 
dx 
where DQ is the diffusion coefficient of the solute in water, 
Jis the diffusive flux of solute, and dc/dx is the 
concentration gradient in the x-direction. 
For diffusion in soil's liquid phase, the effective 
diffusion coefficient is less than DQ. A couple of reasons 
for this are; the liquid phase occupies only a fraction of 
the soil volume and the soil pores are tortuous so that the 
actual path length is much greater than the straight line 
distance. Hence, the soil diffusion coefficient is often 
expressed as 
Dg -  Do *  f  
where 9^ is the volumetric water content and f is the 
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tortuosity factor. The diffusion equation (in the x-
direction) then becomes 
Jj - -Dg(#) * dc/dx 
where the variables are as stated above and the equation 
represents diffusion in the liquid phase of unsaturated soil. 
For the transient state process, the rate and 
concentration vary with time. Therefore, the continuity 
equation must be used to maintain conservation of mass in the 
system. Assuming no sources or sinks in the system, the 
expression for x-direction transport becomes 
3 c 3 Jjj 
31 3x 
where 3c/3t is the change in concentration with time. 
Combining this continuity equation with the diffusion 
equation from above results in a second order equation (in 
one-dimension) as 
3c 3 
31 3x Ds(4) 
3 c 
3x 
where all terms are as specified above. If Dg(#) is constant 
the equation becomes analogous to the well known Pick's 
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Second Law and can be expressed as 
3c d^c 
a t  a x ^  
however, Dg(g) generally is not constant and, in fact, may be 
wetness and concentration dependent, hence Dg is expressed as 
Dg (5 , c) . 
Attempts to apply the above equations to describe 
diffusion of solutes in soils, particularly unsaturated 
soils, encounter numerous complications. Soil properties 
vary with both space and time. Solutes interact with and 
modify the soil matrix and hence the pore space. Different 
species of solute interact with one another. And, the 
convective flow of solution affects the diffusion process by 
changing the distribution of solutes and by inducing 
hydrodynamic dispersion. 
Hydrodynaraic dispersion of solute within mass flow of 
solution results due to the motion of nonhomogeneous solution 
in the porous medium. The process is different from 
diffusion but similar in effect in that it tends to mix and 
eventually even out the concentration differences in 
different portions of the flowing solution. Dispersion 
results from the differences in flow velocity in the soil's 
conducting pores, with some parts of flowing solution moving 
ahead of other parts. The degree of mixing depends on 
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factors such as; average flow velocity, pore size 
distribution, degree of saturation, concentration gradients, 
etc. When convection velocity is high, the relative effect 
of hydrodynamic dispersion can greatly exceed that of 
molecular diffusion and the latter can be neglected in the 
analysis of solute movement. 
The hydrodynamic dispersion coefficient is expressed as 
D]^ where 
- au 
with a being an empirical parameter for the solute and u the 
average pore water velocity. Often the dispersion and 
diffusive coefficients are combined to obtain the diffusive-
dispersive coefficient as 
Dsh(*,y) - DgCf) + Dh(y). 
Considering the three forms of solute movement, an 
equation expressing the movement of solutes in a 
nonhomogeneous solution flowing in a porous medium can be 
expressed. This equation represents the combined equations 
for convective, diffusive and dispersive flow as expressed in 
individual equations above. The equation indicates that the 
combined solute flux is equal to the flux due to convection 
plus the flux due to diffusion plus the flux due to 
hydrodynamic dispersion of solute within the convecting flow. 
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The equation may be epressed as; 
dc 
J - u$c - Dg(g) — + Dh(y) dx 
dc 
where all terms are as defined previously. This may also be 
expressed as 
where Dg^ is the combined dispersive and diffusive 
coefficients, J is the total mass solute transported per unit 
area per unit time, v is the average pore water velocity, c 
is the solute concentration, mass per unit volume, and dc/dx 
is the concentration gradient. Again, this represents flow 
in the x-direction only. A similar but more involved 
expression may be formulated for flow in two or three 
dimensions. 
Noninteracting solutes seldom exist and the parameters 
Dg , Djj, V, 9, and c can only be defined in a macroscopic 
sense as gross spatial averages. Hence, the solute flow 
equation as expressed can only be viewed as an approximation 
of the actual process which it attempts to represent. 
For the transient solute flow process the above solute 
flow equation may be combined with the continuity equation as 
dc 
J - v9c -  Dgh(g,v) 
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9  ( e g )  
at 
ÔJ 
ôx 
which, on substituting the expression for solute flux, J, 
becomes 
a(c4) 
aT~ 
a(u9c) a 
+ 
ax ax 
a c 
'sh âlc 
for flow in the x-direction only. For steady water flow (but 
not necessarily steady solute flow) 6, v, and Dg^ can be 
taken as constants and the equation becomes; 
ÔC ac Dg^ 
at ax 9 
a^c^ 
ax' 
For solutes such as nitrate, transformations occur and so a 
source/sink term may be introduced such that 
a  ( e g )  
~n 
aj 
âx ± S 
where S represents the source or sink. The transient solute 
flux equation is quite complicated and is solved numerically. 
This equation considers the effects of soil-water 
movement on solutes in the profile. Reciprocally, solute 
movement can affect soil-water movement by affecting the 
hydraulic conductivity of the porous medium and by affecting 
the potential gradient. The effects of solutes on the 
potential gradient are debateable but the effects on K are 
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certain and can be great. Phenomenon to consider in this 
regard include; hydration of clay particles and swelling of 
soil, dispersion of aggregates, and plugging of pores. The 
unsaturated conductivity should be less affected by these 
various factors than the saturated conductivity. 
For two-dimensional cases with flow in the vertical and 
horizontal direction the transient water flow and diffusive-
convective solute transport equations are, respectively 
ds a a^ 8 a ^  a 
at ax K(*) ax Tz K(6) a z + Tz K(f) 
and, 
a(c5) d 
dt °° 5x 
3 C 
âx dz 
8 c 
Dz(4,y) - V, 
dc 
3x 
dc as 
~ Tt 
where all terms are as previously specified. 
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APPENDIX II. TENSIOMETER AND TDR DATA 
As indicated in the methods section, measurements of 
soil water matric potential and volumetric water content were 
made periodically during the field experiment. At each 
stoppage of the rainfall simulator tensiometers were read 
using a handheld pressure transducer with the needle-end 
inserted into the septum-stopper of the tensiometer. Field 
data for these matric potential measurements are included in 
Table 8. As the tensiometers were read, readings of the TDR 
probes via the Tektronix cable tester were also made. The 
TDR field data are included in Table 9. If the readings from 
both the tensiometers and the TDR probes are valid, then 
measurements of the changing matric potential and volumetric 
water content with time during the event are possible. These 
data should allow better assessment of the redistribution of 
water (and associated solute) within the soil profile during 
rainfall. 
I had little experience using the TDR technique and the 
small tensiometers prior to conducting the field experiment, 
and because of this lack of experience some of the data are 
of questionable value. Preliminary review of the tensiometer 
data indicates that some readings are invalid because of poor 
contact with the soil matrix, pore sealing of the septum 
stopper to the plastic tubing, insufficient equilibration 
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time prior to reading, or other problems. Data for some of 
the tenslcmeters are missing because ponded water above the 
top of the tensiometer tube prevented reading with the 
instrument. 
Reading the TDR trace from the oscilloscope screen or 
from the hardcopy printout is somewhat of an art. During the 
event TDR readings were made and recorded for the various 
probes. However, subsequent study indicates that these are 
of questionable value because of the subjective nature of the 
readings and the very short time period allowed for reading 
all 36 TDR probes during rainfall stoppage. The printout 
traces should provide more reliable data but the nature of 
the short probes (only 0.15 m in length) combined with the 
difficulty in reading the start and end points from the 
charts causes unreliability of the data. 
In retrospect, longer TDR probes should have been used 
and more experience in using the TDR technique would have 
been helpful. Additionally, the tensiometers should have had 
longer tubes extending above the soil surface to prevent 
inundation by ponded water and more care in installation 
might have minimized any sealing and contact problems. 
Future studies should consider the use of such instruments 
but with greater care in design, construction, installation, 
and interpretation. Possible benefits of reliable data from 
these techniques would warrant their use. 
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Table 8. Tensioraeter data collected during field experiment 
Approximate time after start 
Location of rainfall (min.) 
Plot* Pro­ Depth 0.0 18 58 95 131 168 184 1440 
file (cm) 
cm of water tension^ 
R 1 2 . 5 31 3 8 0 _ c 3 
R 1 7 . 5 290 231 225 201 188 164 76 50 
R 1 15 .0 180 176 172 168 81 48 30 68 
R 1 30 .0 56 108 125 130 134 154 92 
R 1 45 .0 55 76 105 97 93 92 96 73 
R 1 60 .0 64 86 81 68 53 61 67 86 
R 1 90 .0 98 114 118 123 132 124 134 132 
R 1 105 .0 147 151 153 148 157 153 139 
R 3 2 5 304 118 13 4 4 11 14 11 
R 3 7 5 275 243 167 99 51 17 5 61 
R 3 15 0 228 210 204 192 153 120 30 58 
R 3 30 0 67 87 103 107 112 92 36 90 
R 5 2 5 215 25 24 18 15 17 7 78 
R 5 7 5 7 0 2 10 3 3 13 
R 5 15 0 277 264 243 17 15 19 10 73 
R 5 30 0 41 59 67 74 34 23 22 96 
R 5 45 0 69 90 88 94 101 90 43 102 
R 5 60 0 54 71 76 87 78 90 45 108 
R 5 90. 0 64 78 82 83 91 94 74 128 
R 7 2. 5 274 210 8 6 11 2 12 68 
R 7 7 5 283 260 2 34 67 19 10 11 65 
R 7 15 . 0 211 203 189 187 151 54 14 64 
R 9 2 . 5 97 77 61 39 25 16 58 
R 9 7 . 5 192 177 133 111 76 55 56 
R 9 15 . 0 152 156 133 123 43 
F 10 2 . 5 311 213 16 20 5 19 20 70 
F 10 7 . 5 112 86 23 0 2 0 7 62 
F 10 15 . 0 113 161 69 17 11 11 11 75 
F 10 30 . 0 60 71 67 73 73 72 50 89 
F 10 45 . 0 62 69 57 51 48 46 47 92 
F 10 60 . 0 53 61 64 67 65 64 65 101 
F 10 90 . 0 58 96 91 95 89 93 85 125 
F 10 105 . 0 113 114 119 110 118 120 122 
®An R indicates ridge plot and F signifies flat plot. 
These data are as read from the pressure transducer and 
therefore include gravity head. 
°A signifies missing datum. 
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Table 9a, TDR data collected during field experiment (from 
screen image)* 
Approximate time after start 
Location of rainfall (min.) 
Plot Depth Probe 
and length 0 18 58 95 131 168 184 
Pro- (cm) (cm) 
file 
relative length (cm) 
R-1 2 , , 5 15 ,0 62 , 5 65 .0 70 . 0 72 . 5 70 . 0 70 . 0 80 .0 
R-1 7 . , 5 15 . 1 67 . , 5 65 .0 70 . 0 70 .0 75 . 0 75 . 0 80 . 0 
R-1 15 . 0 15 . 0 70 . 0 67 .5 62 . 5 62 . 5 70 . 0 75 . 0 75 . 0 
R-1 30 . 0 15 .0 67 . 5 65 .0 65 . 0 70 . 0 70 . 0 70 .0 75 .0 
R-1 45 . 0 15 . 1 65 . 0 65 ,0 57 . 5 62 . 5 65 . 0 70 . 0 65 .0 
R-1 60 . 0 15 . 1 65 . 0 70 ,0 72 , 5 67 . 5 70 , . 0 65 . 0 70 . 0 
R-3 2 . 5 15 . 1 57 . 5 57 . 5 72 . 5 72 . 5 75 , . 0 75 . 0 80 . 0 
R-3 7 . 5 14 . 9 60, 0 57 . 5 55 . 0 67 . 5 70 ,  0 75 , . 0 75 ,0 
R-3 15 . 0 15 . 0 65 . 0 70 . 0 70 . 0 70 . 0 65 , , 0 70 ,  0 75 .0 
R-3 30 . 0 14 , 9 70 . 0 65 , . 0 65 , . 0 70 . 0 65 . , 0 75 , , 0 80 . 0 
R-3 45 . 0 13 , 8 65 . 0 65 ,  0 65 , . 0 70 . 0 75 . , 0 65 , , 0 70 . 0 
R-3 60. 0 13 , 1 60 . 0 60 , 0 57, .5 60 . 0 65 . 0 65 , ,0 60 ,  0 
R-5 2 . 5 15 , 1 b 75 , .0 102 . , 5 100 . 0 105 . 0 100 , 0 100, , 0 
R-5 7. 5 15 , 0 47 . 5 47 , , 5 52 . , 5 65 . 0 75 . 0 85 . 0 90, , 0 
R-5 15 . 0 15 , 0 60. 0 67 . , 5 62 . , 5 65 . 0 75 . 0 80 . 0 80, , 0 
R-5 30 . 0 15 . 0 67 . 5 67 . 5 67. 5 65 , 0 70. 0 80. 0 80. 0 
R-5 45. 0 15 . 0 65 . 0 47 . 5 65. 0 65 . 0 65 . 0 65 . 0 70. 0 
R-5 60 . 0 15 . 0 62 . 5 60. 0 70. 0 75 ,  0 75 . 0 70 . 0 70. 0 
R-7 2 . 5 13 , . 9 47. 5 70. 0 70 . 0 75 . 0 
R-7 7 . 5 13 , . 6 60. 0 70 . 0 70. 0 70. 0 
R-7 15 . 0 13 , . 4 55. 0 60 . 0 65 . 0 75 . 0 
R-7 30. 0 13 , 4 . 
R-7 45, 0 15 ,  1 62. 5 65 . 0 65 . 0 62. , 5 6 5 .  0 70 . 0 65 . 0 
R-7 60 . 0 15 , 1 67. 5 80 . 0 72 . 5 72 . 5 80. 0 65 . 0 65 . 0 
*Data are for visual readings from the oscilloscope - type 
trace on the screen of the Tektronix cable tester. Readings 
were made during experiment. 
^A signifies datum not available. 
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Table 9a. (continued) 
Approximate time after start 
Location of rainfall (min.) 
Plot Depth Probe 0 18 58 95 131 168 184 
and length 
Pro- (cm) (cm) 
file 
relative length (cm) 
R-9 2 . 5 13 . 5 60 . 0 70 . 0 75 . 0 65 . 0 
R-9 7 . 5 13 .4 55 . 0 70 . 0 65 . 0 70 . 0 
R-9 15 . 0 15 . 0 67 . 5 80 . 0 82 . 5 72 . 5 75 . 0 75 . 0 70 . 0 
R-9 30 .0 15 . 0 65 .0 67 . 5 62 . 5 62 . 5 75 . 0 6 5 . 0 80 . 0 
R-9 45 , . 0 15 . 1 72, .5 70. 0 70 . 0 72 . 5 75 . 0 70 . 0 65 .0 
R-9 60, ,0 15 ,  2 60, .0 70 . 0 67 . 5 67 . 5 70 ,  0 65 , . 0 60 . 0 
R-10 2, , 5 15 ,  0 92, , 5 100 . 0 120 , . 0 117 , . 5 125 , 0 135 , 0 180 ,  0 
R-10 7 . , 5 15 , 3 67 . , 5 65 . 0 67 , 5 100 , , 0 145 , ,0 150 . , 0 150 , 0 
R-10 15 . , 0 13 , , 9 55 . 0 55 . 0 55 , , 0 70. ,0 80 . , 0 100 . 0 120 , 0 
R-10 30 . 0 16 . 0 67. 5 65. 0 67 . 5 67 . , 5 75 . 0 80. 0 90 , 0 
R-10 45 . 0 15 . , 1 70. 0 70. 0 70 . 0 70. 0 70 . 0 15. 0 90 , 0 
R-10 60 . 0 15 . 0 65 . 0 6 7 .  5 65 . 0 72 . 5. 70 . 0 75 . 0 80 . 0 
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Table 9b. TDR data collected during field experiment (from 
paper trace)& 
Approximate time after start 
Location of rainfall (rain.) 
Plot Depth Probe 
and length 0 18 58 95 131 168 184 
Pro- (cm) (cm) 
file 
relative length (cm) 
R-1 2 . , 5 15 , . 0 61. 3 65 . , 5 77 . 0 68 . 2 71 . 7 70 . 4 96 . 6 
R-1 7 . 5 15 , . 1 64. 8 63 . 3 6 6 . 3 66 . 6 69 . 9 69 . 2 69 . 9 
R-1 15 . 0 15, ,0 60 . 6 62 . 7 62 .2 63 . 1 60 . 9 68 . 5 66 . 8 
R-1 30 . 0 15. , 0 61. 9 64. 7 b 64 .4 70 .0 63 . 2 65 ,  5 
R-1 45 . 0 15 , , 1 58 . 5 66 . 3 62 . 9 62, ,4 
R-1 50. 0 15 , , 1 58 . 5 71. 3 61 . 9 65 , 1 
R-3 2 . 5 15 , , 1 56 . 4 73 . 3 74, , 8 71 . 1 78 . 4 65 , 5 
R-3 7 . 5 14. 9 92 . 1 69 ,  2 65 , . 6 69 , . 7 69 . 4 68 , , 2 
R-3 15 . 0 15 . 0 64. 9 70 , . 6 69 , 4 72 , . 6 66 . 3 64, ,3 
R-3 30 . 0 14. 9 60 . 9 62 , .4 66. , 5 72 , . 6 69 . 7 71 , , 6 
R-3 45 . 0 13 . 8 64 . 1 64. 8 
R-3 50. 0 13 . 1 52 . 7 54 , 9 
R-5 2. 5 15 . 1 44. 5 7 8 .  9 91, , 5 84, , 2 80 , , 2 69 . 7 60 . 2 
R-5 7. 5 15. 0 43 . 0 44. 2 62 , , 9 75 , 0 71. ,4 68 . 0 60 . 4 
R-5 15 . 0 15. 0 57 . 6 58 . 4 66 . ,0 75 , , 7 70 , , 9 73 . 1 73 . 3 
R-5 30. 0 15 . 0 70. 6 65. 6 63 . , 8 63 . 2 71. , 9 71 . 9 1 1 .  4 
R-5 45. 0 15 . 0 61. 0 62. 3 65 . 6 
R-5 60. 0 15. 0 59 . 7 62 . 7 66 . 5 69 . 7 
R-7 2. 5 13. 9 45. 8 67 ! 3 68 . 2 73 , .4 6 2 .  4 
R-7 7 . 5 13. 6  59. 4 65 . 5 66 . 6 68 ,  9 66 . 8 
R-7 15. 0 13 . 4 54. 7 56 . 4 61. 5 6 8  , 2 66 . 1 
R-7 30. 0 13 . 4 
R-7 45. 0 15. 1 64, , 3 68 . 2 
R-7 60. 0 15 . 1 68 , , 9 64 . 9 
^These data are for TDR readings read from the paper-
tape printout of oscilloscope trace that was taken during 
rainfall event. Because of time constraints paper traces 
were not collected for all locations. 
signifies datum is not available. 
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Table 9b. (continued) 
Approximate time after start 
Location of rainfall (rain.) 
Plot Depth Probe 
and length 0 18 58 95 131 ' 168 184 
Pro- (cm) (cm) 
file 
relative length (cm) 
R-9 2 5 13 5 57 1 64 1 64 1 63 .4 58 .3 
R-9 7 5 13 .4 55 9 63 6 63 9 66 6 53 9 
R-9 15 0 15 .0 31 5 9 5 69 5 
R-9 30 0 15 0 39 3 68 0 69 .9 
R-9 45 0 15 1 35 5 62 2 66 0 
R-9 60 0 15 2 62 1 58 1 62 4 
R-10 2 5 15 0 86 2 86 9 110 2 115 9 95 5 
R-10 7 5 15 3 63 4 57 0 109 1 100 0 101 8 
R-10 15 0 13 9 54 6 54 9 96 4 66 1 72 4 
R-10 30 0 16 0 61 0 71 6 77 0 98 3 
R-10 45 0 15 1 60 2 62 1 77 5 73 8 
R-10 60 0 15 0 58 0 60 9 68 7 67 3 
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APPENDIX III. FEMWATER-FEMWASTE FLOWCHARTS 
^ Begin ^  
. .  PpobleM, 
/ identif ication 
DATAIN to read 
control  
paraHeters,  
nodal and 
elenent.data,  Materiel 
properties,  
etc.  
Print  
relevant data 
to screen 
READ ini t ial  
condit ions 
ffOM current  
input f i le  
yes 
READ ini t ial  
condit ions fPOM 
rSmiu 1 
a new 
FEMHAIER 
f i le  for 
future use 
Figure 48. General flowchart for FEMWATER submodel 
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READ,sources 
.  sinks,  
boundary 
condit ions 
Use Galepkin 
, weighting 
functions,  the 
same as the 
shape functions 
variables to 
natch,init ial  
condit ions 
call  INIERP 
Prepare 
l
Call  
SFLOH to 
calculate 
Mass 
balances 
Call  VELT and 
solve for water 
Figure 48. (continued) 
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/  Call  PRINT to 
information to , 
the screen for /  
user /  
yes 
Are data 
to be 
stored? 
no 
yes 
Print  output 
to screen 
if  desired ,  
!9in cycling 
loop for 
rainfall  
seepage 
boundary 
Calo.  nodal 
f lows,  boundary 
f lows,  changes 
In water,  
content,  etc.  
carryout 
Call  SIOHE 
to offload 
data to 
external  
f i le  
Use the t ine 
increments and 
weighting functions 
specified,  compute 
,  sources/sinks,  
boundary condit ions 
at  present t ime 
Figure 48. (continued) 
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no 
As user^  
specified 
tclep&nce 
wet? 
on 
specified by 
user 
Call  SPROP 
.  .  determine 
propert ies 
Call  ASSEHBL to 
asseMbl? global  
matrix and load 
vector 
no 
Is  cyclin! 
loop to em 
yes 
Call  SrWH to 
calculate f lux 
thrpugh ,  
boundaries and 
Mass balances 
Call  VEL: 
to 
determine 
.water 
f luxes 
Call  BONSOL to 
tr ianyularize 
global system, 
Gauss-Dooli t t le  
algori t im 
Call  PRIMI to 
print  output 
to user 
Call  BCPBÏP to 
calculate 
rainfall  
«oSSîS^ s 
Call  STORE to 
tVTskiiîe 
Call  BflNSOl to 
back-substi tute 
and solve for 
the vector of 
unknowns 
this  the 
end t ime 
step? 
no yes 
Figure 48. (continued) 
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Begin 
/
READ ini t ial  
condit ions 
"fOM current  
input f i le  
no 
yes 
READ ini t ial  
condit ions 
FEfifei le 
Read ^ 
pert inent data^ froH 
current f i le  
yes 
WRITE data to 
a new _ 
FEUVSSIE 
f i le  for 
future use 
Rewind FEMWATER 
tape f i le  and 
read node and 
element data 
Print  
relevant data 
to screen 
Is  this  a 
yls  data\  
"^to he read ^  
froM FEMHAIER 
V f le? > 
DfllAIN to read 
control 
paraHeters,  
nodal and 
elenent.data, 
Material 
properties,  
etc.  
Figure 49 General flowchart for FEMWASTE submodel 
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CALL 
ARABIA 
for HîKind 
values 
READ sources 
sinks» 
Jjoundjru 
condit ions 
yes 
no 
Prepare 
variables to.  
natch ini t ial  
condit ions 
CALL INIERP 
I une [ions, rnt? 
sane as the 
shape functions 
Call  FLUX 
fop 
calcs 
Call  
REftBR to 
car3%ta 
Hater^  
flow data yes 
no 
Call  
SFLOW to 
calculate 
. ?'5S 
balances 
Flow data 
read from 
FEMHfllER 
output f i le  
Figure 49. (continued) 
261 
.Cale,  nodal 
f lous,  boundars)  
f lous,  changes 
in Mat ' l  
content,  etc,  
Call  PRINT to 
.  print  
/ infopMation to 
the screen for/  
user 
Is t ins 
a transient 
« siMulation? 
Are data 
to he 
stored? 
Call  STORE 
to offload 
data to 
external  
f i le  
carryout 
steady state 
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Print  output 
to screen 
and user and 
call  STORE 
If desired 
End this  
similat ion 
Use the t ine 
increnents and 
weighting functions 
specified,  coMpute 
,  sources/sinks,  
hcundary condit ions 
at  present t im» 
step,  call  IHTERF 
for values 
Read 
t iMe-dependent 
t iodrodynanio 
output f i le  for 
each node 
Call  
flfllBTfl 
for  
upwind 
coefs.  
Update load 
vectors for 
this  t ine 
step and al l  
nodes 
:R: 
Figure 49. (continued) 
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no 
<ls itser^ 
specified 
tolerance 
wet? 
Begin i terat ion 
lopp for nuMhep 
I terations 
specified hy 
user 
"fkKT  
yes 
Call  FLUX 
to 
calculate 
Material  
f lux 
Call  ASSEHBL to 
asseMhIe glohal  
matrix and load 
vector 
call  saOH to 
calculate f lux 
through 
boundaries 
Call  BC to 
apply hoimdary 
conds,to,  
asseMhled 
Matrix 
Call  SOLVE,to 
t r iangulanze 
global systen,  
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Gauss-Dooli t t le  
algopith* 
Call  PRINI to 
print  output 
to user 
Call  STORE to 
store data 
to disk f i le 
Call  SpWE to 
back-substi tute 
and solve for 
the vector of 
unknowns 
this the 
end tine 
step? 
no yes 
End siMulation 
Figure 49 (continued) 
