hysically based response models are useful tools for assessing the potential impact of climate variations on surface hydrology and crop production. Most response models require daily weather input. Several stochastic daily weather generators have been developed to meet this need, among which the CLImate GENerator (CLI-GEN; Nicks et al., 1995) and USCLIMATE (Hanson et al., 1994) are widely used (Johnson et al., 1996) . The CLIGEN has been primarily used to synthesize daily weather that statistically resembles the present climate. It has also been used to generate daily weather for ungauged areas through spatial interpolation of model parameters from adjacent gauged sites (Baffaut et al., 1996). More importantly, Zhang (2003) has shown that this model is suited to generate various climate scenarios of seasonal forecasts and is capable of reproducing seasonal sequences of monthly mean precipitation of different climate scenarios. The ability to readily reproduce seasonal precipitation forecast has important implications on agricultural applications, because seasonal climate forecasts provide a unique opportunity for minimizing production risks and maximizing crop production. Only a few studies were conducted to evaluate the CLIGEN's ability to generate the non−precipitation parameters (i.e., maximum, minimum, and dew point temperatures; solar radiation; and wind speed). Johnson et al. (1996) conducted a thorough evaluation on six climatically dispersed U.S. sites, and Headrick and Wilson (1997) tested CLIGEN at five Minnesota locations. Both studies used earlier CLIGEN versions that adopted a conditional probability−weighting factor to adjust standard deviations of temperatures and solar radiation based on the present and previous day precipitation states, in order to induce proper cross−correlation between precipitation, temperatures, and solar radiation. This adjustment reduced variances of temperatures and solar radiation and therefore was later removed from the model. Flanagan et al. (2001; http://horizon.nserl.purdue.edu/ Cligen) made several changes to CLIGEN. A new version (V5.107) was used in this study. Only changes that influence the generation of parameters other than precipitation are briefly reviewed here. A new subroutine now generates a month's worth of random numbers for each variable at a time. Standard normal deviates are then obtained using two random numbers. For quality control, the new version imposes confidence interval tests on both mean and standard deviation of generated standard normal deviates. The tests are conducted using all numbers produced since the first day of simulation for the current month and variable. The 50% confidence interval is used as the threshold in the test. If either mean or standard deviation falls outside of its 50% confidence interval, the data are not used (rejected) and a new P
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The CLIGEN model generates daily time series of precipitation, temperatures, solar radiation, and wind velocity on a monthly basis (i.e., based on monthly statistics such as the mean, standard deviation, and skewness). Each variable is generated independently, and each day is generated independent of others. Such lack of dependency assumptions is far from reality, because these variables are actually cross−correlated and each parameter is serially correlated. Some modelers have speculated that CLIGEN may be unsuitable for simulating natural systems (Johnson et al., 1996) and for applications that are sensitive to daily interactions of two or more variables (http://horizon.nserl.purdue.edu/Cligen). The actual impact of such simplifying assumptions on certain biotic processes such as crop development needs to be fully evaluated. It may not be as bad in practice as it appears in principle, because crop production is a result of integrated and collective effects of environmental and biotic variables over a sustained period of time or growing−season. To date, the impact of CLIGEN− generated parameters other than precipitation on simulated crop production has not been evaluated.
Temperature is a key factor affecting crop productivity. Lobell and Asner (2003) analyzed corn and soybean yields in U.S. for the period of 1982−1998. They found two distinct relationships between de−trended crop yields and climate anomalies. Crop yields were favored by hotter, drier years in the cooler Northern Great Plains, while yields were favored by cooler, wetter years in the hotter Midwest region. Linear regression further revealed a roughly 17% relative decrease in corn and soybean yields for each degree increase in growing−season temperature in the Midwest. Mearns et al. (1997) conducted a simulation study on two Kansas sites using the WGEN (a weather generator) and CERES (Crop Estimation through Resource and Environment Synthesis)−Wheat model and reported that 1°C increase in mean temperature would result in a 10% to 12% decrease in winter wheat yield. A similar sensitivity was also found by this author in Oklahoma using the CLIGEN and Water Erosion Prediction Project (WEPP) model. These results indicate that for reliable crop simulation, quality of generated temperature data needs to be examined.
The objectives of this study were (i) to evaluate the ability of the expanded and improved CLIGEN (V5.107) to generate daily maximum, minimum, and dew point temperatures; solar radiation; and wind velocity at four Oklahoma stations; and (ii) to assess the potential impacts of CLIGEN−generated temperatures and solar radiation on WEPP−simulated productivity of a winter wheat.
GENERATION OF NON−PRECIPITATION PARAMETERS
Daily solar radiation and daily maximum, minimum, and dew point temperatures are generated using normal distributions, and daily wind velocity using a transformed (skewed) normal distribution. The monthly means and standard deviations of daily maximum and minimum temperatures are directly derived from the station historical records. The monthly statistics like mean and standard deviation of daily dew point temperature, solar radiation, and wind velocity are derived by triangulating parameters of nearby weather stations selected from the CLIGEN parameter databases, using proximity to the target station for weighting. The derived parameters for the target station (called station parameter file) are then used by CLIGEN to generate daily weather series on a monthly basis. Daily temperatures are generated in the model by (Nicks et al., 1995) :
T dp = m dp + s dp × x
where T's are generated daily temperatures (max = maximum, min = minimum, and dp = dew point), m's are the monthly means of daily values, s's are the standard deviations of daily temperatures for a given month, and x is a generated standard normal deviate. Standard normal deviate is obtained for each day using two random numbers. The second number for today is reused as the first number for tomorrow. As mentioned earlier, each variable is generated independently of the others. A range check is imposed in CLIGEN to force daily minimum temperature to be less than maximum temperature. Daily solar radiation (SR) is generated as:
where m sr and s sr are monthly mean and standard deviation of daily solar radiation. The s sr is estimated by:
where SR max is a maximum value possible for the day and is computed from latitude of the station and day of the year. If the generated SR is greater than SR max , it is set to 90% of SR max . If SR is less than zero, it is set to 5% of SR max .
Wind direction is divided into 16 cardinal directions and is generated by sampling the cumulative distribution of percent time that wind is blowing from each of these directions with a random number between 0 and 1. Daily wind velocity (WV) is generated by (Nicks et al., 1995) :
where m wv , s wv , and c are the monthly mean, standard deviation, and skewness coefficient of daily wind velocity, respectively, for the generated cardinal direction and month in question. The above presentation follows CLIGEN's default mode in which daily weather series are generated using monthly statistics with no interpolation (option I0) between months (called monthly parameterization). To generate more time− continuous daily weather, several interpolation methods such as Fourier (option I2) have been added to the model for downscaling monthly statistics to daily equivalents (daily parameterization). The downscaled daily parameters (for each day) are then used in the above formula to generate daily weather data.
CROP GROWTH SUB−MODEL
The WEPP model is a continuous daily simulation program. It integrates climate, hydrology, crop growth, and soil erosion at a highly complex process level. The WEPP crop growth sub−model, which in principle is similar to EPIC (Erosion/Productivity Impact Calculator) and its improved version of ALMANAC (Agricultural Land Management Alternatives with Numerical Assessment Criteria), is a generic type model (Arnold et al., 1995; Kiniry et al., 1997) .
It uses a single model to simulate different crops by varying model parameters. Daily accumulated heat index is used for simulating crop development, harvest index for partitioning grain yield, Monteith's approach for determining potential biomass (Monteith, 1977) , and water and temperature stresses for adjusting biomass production. The water stress factor is estimated as a ratio of water supply within the effective rooting depth to demand of the potential plant transpiration. The temperature stress factor (TS) is computed with (Arnold et al., 1995) :
where T a is the average daily temperature (°C), T b is the base temperature (°C) for the crop, and T o is the optimum temperature (°C) for the crop.
MATERIALS AND METHODS

NATIONAL WEATHER SERVICE DATA
Four sites (Goodwell, Weatherford, Chandler, and Sallisaw were used for evaluating CLIGEN, and El Reno for calibrating WEPP) spread across Oklahoma were selected to represent the east−west precipitation gradient ( fig. 1 ). Mean annual precipitation increased from 417 to 1153 mm from west to east (table 1). The National Weather Service (NWS) station data including daily precipitation and maximum and minimum temperatures (up to year 2000) were used to derive CLIGEN input parameters using the CLIGEN−support parameterization program. The derived parameters were then used to generate 100 years of daily weather data with the default random number seed and no interpolation. Statistics including mean, standard deviation, coefficients of skewness and kurtosis, percentiles, and extreme values were calculated for both NWS−historical and generated daily maximum and minimum temperatures. Relative error (RE) was computed as the difference between generated and historical values divided by historical value. Since daily temperatures are approximately normal, a t−test and F−test were used to test the equality of means and standard deviation, respectively, for generated versus historical daily temperatures at each site. A significance level of P = 0.01 was arbitrarily selected for these tests following the work of Johnson et al. (1996) . In addition, a nonparametric Wilcoxon rank sum, which is applicable to any type of distribution, was used to test the equality of the two population distributions of measured versus generated daily temperatures as well as simulated crop yields.
OKLAHOMA MESONET DATA
Oklahoma Mesonet data (http://www.mesonet.ou.edu), including daily maximum, minimum, and dew point temperatures, solar radiation, wind velocity from 1994 to 2000 at the four sites, were also used. Since the short Mesonet records preclude a rigorous statistical test against 100 years of the CLIGEN−generated daily weather data, the 5, 15, 25, 50, 75, 95, and 99 percentiles of daily temperatures, solar radiation, and wind velocity of both generated and Mesonet data as scaled by (divided by) the corresponding Mesonet means were graphed for trend comparison. In addition, serial and cross correlations for and between daily maximum and minimum temperatures and solar radiation were computed for both data sets. For straightforward comparison, the unfiltered raw data were used in the correlation analysis.
WEPP INPUT FILES
To test the potential impact of generated daily maximum, minimum and dew point temperatures and solar radiation on WEPP crop simulation, Mesonet data and CLIGEN output generated both without (option I0) and with Fourier interpolation (option I2) were used to create hybrid WEPP climate input files. Mesonet data, including daily precipitation amounts, rainfall duration, peak intensity, maximum and minimum temperatures, solar radiation, wind velocity and directions, and dew point temperature, were used to create a measured climate file for each site, in which all but the time−to−peak variable (percent time to reach peak rainfall intensity within a storm) are measured. The generated time−to−peak, which has minimal impact on hydrological processes (Zhang and Garbrecht, 2003) , was used. Daily series of solar radiation (SR) in the measured climate file were replaced with those generated with option I0 or I2 to create two generated−SR−only files. Measured maximum, minimum, and dew point temperatures were further replaced by those generated with option I0 or I2 to create two generated SR−and−temperatures files. A total of five WEPP climate input files, which have the same precipitation elements such as precipitation amounts and internal storm pattern (i.e., storm duration, rainfall intensity, and time−to− peak), were created for each site.
The other input files included soil, slope, and crop management. Soil properties and topography of a unit experimental watershed located at El Reno, Oklahoma were used to build the soil and slope input files for use on all sites. The soils in the tillage layer, on average, are 24% sand, 23% clay, and 53% silt. The average slope is 3.5%, and the slope length is 200 m. For simplicity, a generic one−year rotation of winter wheat/summer fallow was used on all sites. In the simulation, winter wheat was planted on 15 October, and harvested on 20 June each year (though there is roughly a 10−day difference in planting dates between the Goodwell site and the remaining sites). The field was moldboard plowed on 1 July and disked on the first day of August, September, and October. The WEPP infiltration, water balance, and crop growth sub−models were calibrated using measured precipitation, runoff, wheat biomass and grain yield, and soil moisture data on the El Reno site. The calibrated WEPP model was run for each climate input file on each site, and predicted grain yields were analyzed for prediction errors stemming from errors of temperature and solar radiation generation.
RESULTS AND DISCUSSION NWS TEMPERATURE DATA
The CLIGEN model reproduced daily maximum temperature reasonably well (table 2). The t−test and F−test showed that neither the means nor the standard deviations of NWS data were significantly different from those of the CLIGEN− generated data at P = 0.01 on all sites. The better reproduction of the standard deviation as compared to those reported by Johnson et al. (1996) was because a probability−weighting factor, which reduced temperature variability, was used in their version. The absolute skewness coefficients of both measured and generated data were < 0.5 (considered fairly symmetric according to Evans and Olson, 2002) , and the kurtosis coefficients were relatively small. These results indicate that the normal assumption is approximately valid. The cumulative distributions of both data were similar for all sites as indicated by the percentiles. The mean absolute difference across the four sites for the all−time maximum temperature was 2.2°C with the largest difference being 4.1°C on the driest site (Goodwell). The overall Wilcoxon tests for each site showed that cumulative distributions were different at P = 0.01 for the Chandler site. Further tests by month−site combination revealed that none of the 48 tests was significantly different for either t−test or F−test, and only one out of 48 was different for the Wilcoxon test at P = 0.01. Close reproduction of monthly statistics for each month is important for agricultural applications because agricultural production is largely dependent upon seasonal climate patterns.
The CLIGEN−generated mean daily minimum temperatures were numerically lower than those temperatures of NWS data for all sites (table 3). The t−test showed significant differences at P = 0.01 for three out of four sites. The underprediction was caused by the range check imposed in NWS = NWS−historical, C = CLIGEN−generated. [b] Significantly different with historical values at P = 0.01, using a t−test for means and F−test for standard deviations.
the CLIGEN model that forces the independently generated minimum temperature to be lower than the maximum temperature on each day. However, the standard deviation, skewness, and kurtosis coefficients were less affected by the range check and were adequately replicated except for the skewness at the Goodwell site. The CLIGEN−generated 25, 50, and 75 percentiles were consistently less (left shifted) than those of NWS. This might be partially caused by the range check. The mean absolute difference across the four sites for the all−time minimum temperature was 3.6°C with the largest difference being 5.8°C at the wettest site (Sallisaw). The overall Wilcoxon test showed that the NWS and generated distributions were different for three out of four sites at the P = 0.01 level. Further tests by month−site combination revealed that 16, 16, and 23 (out of 48) were different at P = 0.01 for the t−test, F−test, and Wilcoxon test, respectively. The overall results indicate that the range check imposed in the model altered the daily minimum temperature generation.
DIURNAL TEMPERATURE RANGE
Diurnal temperature ranges of the Mesonet and CLIGEN− generated data are given in table 4. Both means and standard deviations of the same−day temperature ranges (T max1 − T min1 ) of the CLIGEN−generated data were consistently greater than those of the Mesonet data on all sites, and there were very small differences between those generated without (I0) and with Fourier interpolation (I2). Due to the range check imposed on the minimum temperature, daily maximum temperature was always higher than the same−day minimum temperature. The overpredicting trends for the means and standard deviations were similarly exhibited in the one−day lag temperature ranges for both (T max1 − T min2 ) and (T max2 − T min1 ), where 2 in the subscripts represents the succeeding day. Because temperature tends to change in a gradual and continuous manner, it is not common for T min1 to be > T max2 (cold front) and even rarer for T min2 to be > T max1 (warm front), as is shown by the Mesonet data. In contrast, considerable occurrences were generated by the CLIGEN model for both cases. However, the Fourier interpolation, which attempts to generate smoother daily temperatures, improved the results slightly in both cases. The inability of CLIGEN to generate more time−continuous temperature is expected because the maximum and minimum temperatures are generated independently, and no day−to−day persistence is assumed for both variables in the model.
MESONET NON−PRECIPITATION DATA
Considering the non−stationary nature of climate, seven years of the Mesonet data is insufficient for quantitative comparison with 100 years of CLIGEN−generated data. Thus, the selected percentiles of daily maximum, minimum and dew point temperatures, solar radiation, and wind velocity as scaled by (divided by) the corresponding Mesonet means are plotted in figure 2 for trend comparison. A data point of a percentile in figure 2 that is above the 1:1 line indicates the CLIGEN−generated distribution, compared with the measured distribution, was shifted to a higher value at that probability level and therefore signifies an overprediction by CLIGEN, and vice versa. In general, the probability distributions of all variables except wind velocity were adequately reproduced on all sites as indicated by all percentiles falling close to the 1:1 line. It should be pointed out that the range checks imposed to the daily solar radiation and minimum temperature in the model did not alter their distributions dramatically.
Wind velocity was satisfactorily replicated on the Goodwell and Weatherford sites, but was overpredicted considerably on the Chandler and Sallisaw sites above the 25 percentiles ( fig. 2) . As mentioned earlier, wind velocity was triangulated from the three closest stations using proximity to target station for weighting. Stations used in the triangulation for Chandler were two stations from Oklahoma City and one from Tulsa (Okla.); and stations used for Sallisaw included Tulsa (Okla.), Fort Smith (Ark.), and Texarkana (Ark.). Some of the stations were less representative of the target stations because of their large geographic separations. Inclusion of more wind stations in the CLIGEN database should reduce the triangulation errors of this type.
CORRELATION ANALYSIS
The first seven years of the CLIGEN−generated 100 years' data (with Fourier interpolation or option I2), along with the seven years of the Mesonet data, were analyzed for serial (auto) and cross correlations for and between daily maximum and minimum temperatures, and solar radiation for each site. Seven years were considered long enough to detect any correlation between daily variables. To quantify true dependence structure of daily temperatures and solar radiation, standardized data or residuals as used by Richardson (1982) should be used. However, for straight comparison, raw data may be preferred because the use of raw data reflects not only day−to−day persistence but also month−to− [a] T max1 = maximum temperature on day 1, T min2 = minimum temperature on day 2 (succeeding day), CNV = count of negative values. month persistence (seasonality). In this work, the separation of the two periods of persistence was conveniently defined by a break point in a correlogram at which correlation coefficient decreased to a much smaller value. Since similar results were obtained from all four sites, only those results from the Chandler site are shown in figure 3 for illustration. It should be noted that all correlations in figure 3 are much greater than those reported previously (e.g., Richardson, 1982) . This is because raw data, which include an additional element of seasonal correlation (seasonality), were used in the analysis.
For the Mesonet data, five−day (day−to−day) persistence was shown for maximum and minimum temperatures, and two−day persistence for solar radiation ( fig. 3A) . In contrast, no day−to−day persistence was shown for the CLIGEN−generated data as was expected from the independency assumption. The autocorrelation coefficients of daily maximum and minimum temperatures for the lags of greater than five days (month−to−month persistence) were close between the Mesonet and CLIGEN data, but the autocorrelation coefficients of daily solar radiation were much greater for the CLIGEN data than for the Mesonet data for all lags except lag 1. There was no sign of one−day persistence for the CLIGEN−generated daily temperatures and solar radiation. As mentioned earlier, standard normal deviates that are used to generate daily values are obtained in the model using two uniform random numbers, and the second number for today is reused as the first number for tomorrow. Such a generation procedure does not induce additional dependency between the two consecutive days as is indicated by the lag 1 autocorrelation coefficients. However, it does provide an effective means for reshuffling the uniform random numbers. The impact of the generation errors including the lack of day−to−day persistence for the three variables and the overprediction of serial correlation for the solar radiation on crop production and grain yield are examined later.
Cross correlation coefficients between the same−day maximum and minimum temperatures (lag 0) were around 0.90 for the Mesonet data and 0.76 for the CLIGEN data ( fig.  3B ), which were also the case for the other three sites. The cross correlation showed a six−day (day−to−day) persistence in the Mesonet data reflecting the continuity in temperature change, but no day−to−day persistence was shown in the CLIGEN data. However, the cross correlation coefficients of daily maximum and minimum temperatures for the lags of >7 days (month−to−month persistence) agreed well between the two data sets. The cross correlation coefficients between the same−day maximum temperature and solar radiation were slightly greater for the Mesonet data than for the CLIGEN data (similar trend on other sites). The cross correlation coefficients for the Mesonet data decreased from lag 0 to lag 4 before stabilizing near 0.57, showing a four−day (day−to−day) persistence and a steady seasonality. In contrast, the correlation coefficients for the CLIGEN data increased slightly for the first several lags and then leveled off near 0.65. The stronger seasonality shown in the CLIGEN data also existed on the three other sites. The cross correlation coefficients between daily minimum temperature and solar radiation were consistently greater for the CLIGEN data than for the Mesonet data. It should be pointed out that serial and cross correlations of the non−interpolated CLI-GEN data (I0) were similar in trends but slightly worse in values than those of the Fourier−interpolated data as presented above, as compared to those of the Mesonet data. The purpose of conducting the above correlation analyses was to examine differences between the measured and CLIGEN−generated data rather than to detect true correlation structure, and to further quantify how much impact those differences may have on crop productivity predictions.
IMPACT ON WHEAT YIELD
The WEPP model, which was calibrated on the El Reno site, was run for the four sites using the measured and generated climate input files as described earlier. Predicted winter wheat yields using the measured climate data agreed reasonably well with those predicted with the generated−SR− only files for all sites ( fig. 4A ). There was little difference between the Fourier−interpolated (I2) and non−interpolated (I0) solar radiation data. The mean absolute error or yield difference for using the measured versus generated solar radiation was 0.013 kg/m 2 for option I0 and 0.014 kg/m 2 for option I2, which translates into a mean absolute relative error of 5.4% and 5.8%, respectively. The coefficient of determination (a measure of goodness of fit) was >0.97 and the slope of the regression was not different from 1 at P = 0.01 for both options. Model efficiency (a measure of goodness of model prediction), as defined by Nash and Sutcliffe (1970) , was approximately 0.97 for both options. These results indicate that errors in solar radiation generation (e.g., differences between the generated and measured distributions, greater seasonal serial correlation in the generated data, and greater seasonal cross correlation between generated solar radiation and temperatures) did not alter the predicted grain yields considerably, indicating that simulated grain yields are not sensitive to the correlation structures of generated solar radiation. These results are in agreement with findings reported in the literature. Richardson (1985) conducted a simulation study at an Oklahoma City location using the CERES−wheat and WGEN models, and reported that monthly mean solar radiation values produced the same wheat yield distributions as daily solar radiation data.
The predicted grain yields with generated SR and temperatures were more scattered along the 1:1 line ( fig. 4B ), suggesting that wheat yield is sensitive to generated temperatures. The mean absolute relative error between using the measured versus generated climates was 15.0% for option I0 and 13.8% for option I2; however, the mean relative error was 5.9% for I0 and 2.9% for I2. The overall performance of the yield prediction appears to be slightly better with option I2 than with option I0. The model efficiency was 0.784 for option I0 and 0.813 for option I2, and the coefficient of determination was 0.805 and 0.820, respectively. The intercepts of the linear regressions were not different from zero and the slopes were not different from 1 at P = 0.05 for both options. Johnson et al. (1996) reasoned that continuous daily parameterization would be superior for simulating natural systems, especially during transitional months. The predicted grain yields of the winter wheat, which is growing in the transitional spring months, showed some sensitivity to the degree of continuity in the input variables (i.e., daily vs. monthly parameterization). A paired t−test was also conducted, and the results showed that the mean difference in the predicted yields for the measured and generated climates was not different from zero for both options (P = 0.1). This result suggests that the prediction errors are fairly symmetric to the 1:1 line. The standard deviations of the predicted yields in figure  4B were 0.09, 0.095, and 0.101 kg/m 2 for options I0, I2, and Mesonet data, respectively, and the corresponding coefficients of variation were 40.4%, 41.3%, and 42.5%. These results indicate that variability and uncertainty of the predicted crop yields were not altered considerably when the generated as opposed to the measured climates were used. This result is further substantiated by the Wilcoxon rank sum test. This test showed that the distributions of the predicted crop yields on all sites (n = 27) using the measured versus generated climates were not different at P = 0.63 for I0 and P = 0.86 for I2 (the larger the P value, the more likely the two datasets being tested are from the same population). This result has an important implication on issuing crop forecasts using generated climate data derived from seasonal probabilistic climate forecasts.
CONCLUSIONS
The CLIGEN model reproduced daily maximum temperature well. In comparison, daily minimum temperature was less well reproduced, mainly because of the range check imposed in the model. Daily dew point temperature and solar radiation were satisfactorily generated for use in the impact assessment. Generation of wind velocity was problematic at two of the four sites and can be improved by adding more wind stations to the internal CLIGEN database. Means and standard deviations of diurnal temperature ranges were much greater for the generated data than for the measured data, simply because each day and each variable are generated independently.
Simulated wheat yield was sensitive to generated daily temperatures but was insensitive to solar radiation. Seasonal serial and cross correlations for and between maximum and minimum temperatures were well reproduced by the CLI-GEN model, but the day−to−day correlations were not. The lack of proper day−to−day correlation compounded with model and parameter errors (e.g., normal approximation of distribution, quality of random number, and standard normal deviate streams, errors in estimating mean and standard deviation) altered predicted grain yields noticeably for individual years. However, the distribution of the predicted grain yields, including mean and standard deviation, was satisfactorily preserved, resulting from the random nature of the weather generation. This finding has the important implication that yield distribution rather than individual yields should be used when conducting impact assessment with this type of model. Results also showed that yield prediction was slightly improved when interpolated, more time−continuous climate data were used.
