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Abstract
In this paper, we explore identiﬁcation and efﬁcient semiparametric estimation of
a class of nonlinear panel data index models with small-T, which includes a class of
single-index panel discrete-choice models. The model allows for the inclusion of pre-
determined variables, lagged dependent variables, andanonparametric speciﬁcation of
the individual-speciﬁc effects. The paper provides a root-N consistent, asymptotically
normal and efﬁcient estimator for the ﬁnite-dimensional parameters, and a consistent
estimator of the unknown index function. The estimator developed in this paper may
be computed with any smoother, be it sieves or kernel smoothers. We propose a pow-
erful new kernel-based modiﬁed backﬁtting algorithm to compute the estimator. The
algorithm fully implements the identifying restrictions of the model. We study the
small sample properties of the estimator via Monte Carlo techniques. The results indi-
cate that the estimator performs well in recovering the ﬁnite dimensional parameters of
interest. The simulation results also show that, in small samples, the estimator outper-
forms more parametric models with various mis-speciﬁcations of the index function.
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11 Introduction
This paper is concerned with identiﬁcation and estimation of the following semiparametric
regression model
yit = Ft (xitb+ f(zi))+eit (i = 1,    ,N, t = 1,    ,T), (1.1)
where xit is a K-dimensional vector of random variables that may contain lags of the de-
pendent variable as well as other predetermined variables; zi is an L-dimensional vector of
time-constant random variables; and eit is an individual-time speciﬁc idiosyncratic shock
assumed to be mean independent of the other explanatory variables. The parameters of
interest are b, F := {Ft, t = 1,     , T} and f, where b is a K-dimensional vector, the Ft’s
are strictly increasing and smooth unknown functions, and f is an unknown function.
The estimator developed in this paper builds on previous work of Chamberlain (1980),
Newey (1994a), Chen (1998), and Arellano and Carrasco (2003) (to name a few), concern-
ing the estimation of binary choice panel data models with individual-speciﬁc effects. The
common strategy of these papers, as well as ours, is to impose restrictions on the condi-
tional distributionoftheindividual-speciﬁceffects, conditionedon theobserved regressors.
However, the estimator developed here differs in a variety of ways. Our own interest goes
beyond the binary choice framework. Any model that can be presented in the form of equa-
tion (1.1) can be estimated using the algorithm developed in this paper. In the next section,
we provide two examples of how equation (1.1) may be derived from more familiar single-
index panel data models. The assumptions required on the individual speciﬁc effects will
depend on the nature of the observed regressors.
The estimator proposed in this paper treats both the index functions Ft and the function
f as unknown functions. The models proposed in Chamberlain (1980) assumes that the
index function Ft is known, and that f(zi) is known up to a set of ﬁnite dimensional pa-
rameters. Newey (1994a) extendsthis framework to allow for f to be an unknownfunction,
while maintaining the parametric speciﬁcation of the index function. These models assume
that the the explanatory variables are all strictly exogenous. The model presented in this
paper is therefore an extensionof themodel presented in Newey(1994a) to allow for prede-
termined variables and an unspeciﬁed time speciﬁc index function. In the discrete choice
1framework, Chen (1998) also extends the framework of Newey (1994a) by relaxing the
parametric speciﬁcation of the index function, but maintains the assumption that all of the
explanatory variables are strictly exogenous. Including lagged-dependent variables into the
set of regressors requires stronger assumptions on the relationship between the individual
speciﬁc effects and the regressors, as discussed in the next section. Arellano and Carrasco
(2003) develops a panel data discrete choice model that allows for the individual speciﬁc
effect to be related to the explanatory variables in a less restrictive way than suggested in
this paper. They also allow for all the explanatory variables to be predetermined. However
the model presented by Arellano and Carrasco (2003) requires that the index function is
known.
Semiparametric panel data models speciﬁed similar to equation (1.1) with an unknown
index function can be estimated by a series or sieve minimum distance estimator (see
Newey and Powell (2003), Ai and Chen (2003), and Chen (2007)). Gayle and Viauroux
(2007) show that the resulting estimator of the ﬁnite dimensional parameters are
√
N-
consistent with a Gaussian limiting distribution. In this paper, we present a general min-
imum distance estimator and a kernel-based algorithm to compute this estimator. The
algorithm may also be implemented using sieve based smoothers. The algorithm pre-
sented here adopts the backﬁtting algorithm of Buja et al. (1989) Mammen et al. (1999)
and Mammen et al. (2001) to the panel data context. A key extension provided by our algo-
rithm is the estimation of additive models with monotone components, where the additive
components are speciﬁed as the difference between two monotone components. We pro-
vide sufﬁcient conditions under which the algorithm converges. We show that the resulting
estimator of b is
√
N-consistent with a Gaussian limiting distribution. The semiparametric
efﬁciency bound is derived and we show that the proposed estimator achieves this bound.
The paper provides two Monte Carlo exercises that conﬁrm the convergence rate of the
proposed estimator. In the ﬁrst exercise, the dependent variable is continuous, all the ex-
planatory variables are strictly exogenous, and theindex function is asymmetricabout zero.
We show that wrongly assuming a symmetric index function such as a “stretched” normal
distribution function signiﬁcantly biases the estimates of the ﬁnite dimensional parameters.
The second exercise simulates a dynamic probit model with unconditional heteroskedas-
ticity. The proposed model also works well in this environment, and outperforms a model
where the index function is known, but the error term is assumed to be homoskedastic.
2The rest of paper is organized as follows: the following section motivates equation
(1.1) by describing how it is derived from various economic models. Section 3 discusses
identiﬁcation while Section 4 presents the estimator. Section 5 presents the algorithm used
to compute the estimate. Section 6 derives the large sample properties of the estimator
and propose estimators of the asymptotic variances and average derivatives. Section 7
is devoted to the Monte carlo simulations and Section 8 concludes. All the proofs and
auxiliary lemmas are to be found in the appendix of the paper.
2 The Model
In this section, we discuss two examples of how equation (1.1) is derived from more prim-
itive models. The ﬁrst example discusses relaxing the log-linearity assumption in the clas-
sical Mincer wage regression, and the second example is a dynamic panel data discrete-
choice model.
EXAMPLE 1. Semiparametric panel data Mincerian wage equation with semiparametric
individual effects. Consider the wage equation for N individuals observed over T consecu-
tive time periods
lnWit = Ft(b1Sit +b2Eit +b3E2
it +xitb4+µi)+uit (i = 1,    ,N; t = 1,    ,T), (2.1)
where for individual i in period t, Wit is the average hourly wage rate, Sit is the level of
completed schooling, Eit is the level of labor market experience, and xit are other observed
individual-time varying characteristics. The xit’s as well as Sit and Eit may be predeter-
mined in that they may be partially determined by lagged values of uit. In this context, µi is
interpreted is the individual’s time invariant, unobserved ability. To keep things simple, as-
sume that uit has zero mean and is mean independent of all the explanatory variables.1 The
restriction of Ft, t =1,    , T to the identity function results in the popular log-linear panel
data wage equation (see Altug and Miller (1990) and Altug and Miller (1998)for example).
Assume that there exists a set of proxies zi such that the individualspeciﬁc effect can be
1This assumption abstracts away from sample selection considerations where the distribution of observed
wages is potentially different from the wage offer distribution.
3decomposed as µi = f(zi)+vi, where vi is independent of ((xit,Sit,Eit), t = 0,    ,T). One
alternative is to specify zi to be the time average of the strictly exogenous explanatory
variables (see Mundlak (1978), Newey and McFadden (1994), and Gayle and Viauroux
(2007)). However this choice leads to a time inconsistency problem where it is not clear
how to treat a new year of observation, say T +1 given that the model, and f(zi) in partic-
ular, is estimated with the ﬁrst T cross sections. An alternative that avoids this problem is
to assume that zi is composed of time invariant measures of ability such as IQ and Armed
Forces Qualiﬁcation Test (AFQT) scores. Equation (2.1) can be written as
E[lnWit|Sit,Eit,xi,zi,vi] = Ft(b1Sit +b2Eit +b3E2
it +xitb4+ f(zi)+vi). (2.2)
Assume that the density of vi, fv is continuous. This density is not a function of the ex-
planatory variables by assumption. We can therefore integrate out vi in equation (2.2) to
get
E[lnWit|Sit,Eit,xi,zi] = Ft(b1Sit +b2Eit +b3E2
it +xitb4+ f(zi)). (2.3)
By deﬁning eit := lnWit −E[lnWit|Sit,Eit,xi,zi] we obtain equation (1.1).
EXAMPLE 2. Dynamic panel data binary choice model with semiparametric individual
effects. For the second example, consider the model for N individuals observed over T
consecutive time periods
yit = 1{ayit−1+witg+µi−uit ≥ 0} (i = 1,    ,N; t = 1,    ,T), (2.4)
where wit is a set of strictly exogenous variables. Deﬁne wi := (wi0,    ,wiT). Assume
that uit is distributed according to the cdf Ft, which is not a function of (yit−1,wi,µi).
This assumption is substantive as it rules out conditional heteroskedasticity of uit condi-
tional on (yit−1,wi,µi). However, it does allow for unconditional heteroskedasticity. Under
homoskedasticity, Manski (1987) derives an estimator under weaker assumptions on the
individual-speciﬁc effect. Honor´ e and Kyriazidou (2000) extends the model of Manski
(1987) to include the lagged dependent variable. However, the resulting estimators are not
√
N-consistent, and the asymptotic distribution is generally unknown.
The suggestion of this paper is to assume that there exists a set of strictly exogenous
time-invariant regressors zi such that µi := f(zi). This is a stronger assumption than the one
4made in Example 1, in that the model does not allow for the existence of the pure random
effectsvi. Toiswhy,notethatthelaggeddependentvariableyit−1 wouldnecessarilydepend
on vi, which would violate the independence assumption required to derive the estimator.
The assumption made here implies that
yit = 1{ayit−1+witg+ f(zi)−uit ≥ 0} (i = 1,    ,N; t = 1,    ,T). (2.5)
Deﬁning xit := (yit−1,wit) and eit := yit −E[yit|xit,zi] obtains equation (1.1). The estimator
derived in this paper uses only the information provided in equation (1.1). The resulting
minimum distance estimator therefore does not require modeling the initialization of yit.
This implies that the resulting estimator is not subject to the initial conditions problem (see
Honore and Tamer (2006)) in that it is robust to mis-speciﬁcation of the distribution of yi0
conditioned on µi.
These two examples show that under certain assumptionsand by appropriately deﬁning
zi, equation (1.1) is implied by a variety of models that are popular in applied work. Equa-
tion (1.1) is also of interest in its own right. It extends the GLM model of Chen (1995) by
relaxing the parametric speciﬁcation of the link function.
Returning to equation (1.1), deﬁne the conditioning vector wit := (xit,zi). By taking
conditional expectations of yit conditioned on wit in equation (1.1) we obtain
Pit := E(yit | wi) = Ft(xitb+ f(zi)), (i = 1,    ,N; t = 1,   T). (2.6)
We formalize the monotonicity constraint on the index function that will be maintained in
this paper in the following assumption.
Assumption 2.1. For t = 1,    ,T, the index function Ft : R −→ R is strictly increasing.
Under assumption 2.1 the index function can be inverted. Deﬁne the inverse index
function jt0 := F−1
t0 . Equation (2.6) implies that
jt0(Pit) = xitb0+ f0(zi), (i = 1,    ,N; t = 1,   T), (2.7)
5which in turn implies
D[jt0(Pit)] = Dxitb0, (i = 1,    ,N; t = 2,   T), (2.8)
where D[jt0(Pit)] := jt0(Pit)−jt−1,0(Pit−1) and Dxitb0 := (xitb0−xit−1b0). The time in-
variant restriction on f0(zi) is implicitly imposed by the ﬁrst differencing of equation (2.7),
and will therefore not need to be made explicit in estimation. Since f0(zi) will not be es-
timated jointly with the other parameters of the model, the computational cost due to the
possibly large dimension of zi is incurred only once in the estimation of Pi.
3 Identiﬁcation
Deﬁne j := (j1,    ,jT). The parameter vector we are interested in identifying is denoted
by p =(b,j, f). The goal of the section is to prove that under a set of assumptions, there is
a unique parameter vector p0 = (b0,j0, f0) that satisﬁes equation (2.6). Let     be a norm
on RK. The restrictions are formally stated in the the following assumption.
Assumption 3.1. 1. For at least one k ∈ [1,    ,K], xik is not contained in zi. Without
loss of generality, let k = K.
2. rank(E[Dx′
itDxit]) = K.
3.  b  = 1 and E[j(Pi)] = 0.
Assumption 3.1.1 is satisﬁed if the set of regressors contain predetermined variables
and zi is composed of all strictly exogenous variables for individual i. It is also satis-
ﬁed if zi is composed of time invariant characteristic of the individual, as discussed in the
ﬁrst example. In the case where all the explanatory variables are strictly exogenous, this
assumption means that one of the regressors is excluded from zi. A similar conditional
independence assumption is used in Honor´ e and Lewbell (2002) to obtain identiﬁcation of
their ﬁnite dimensional parameter vector. Honor´ e and Lewbell (2002) impose no other re-
strictions on the dependence between the individual effect and the other regressors. The es-
timator proposed in this paper therefore makes more restrictive assumptions on the depen-
dence between the individual effect and the other regressors than the estimator developed
6in Honor´ e and Lewbell (2002). However, the estimator proposed in this paper provides a
convenient framework for predictions and simulations (conditioned on the observables).
As shown in Newey (1994a), this conditional independence assumption is not needed if it
is assumed that the index function is known.
Part 2 of assumption 3.1 is the full rank assumption needed for identiﬁcation of the
model p. It requires that xit does not contain time-constant random variables. However, the
effect of time-constant random variables can be controlled for by including them in zi.
Part 3 of assumption 3.1 are the scale and location normalizations required for point
identiﬁcation of the model p. The assumption that  b  = 1 ﬁxes the scale of the parameter
in the model. This normalization is frequent in single index models (see Manski, 1985
and Manski, 1987 for example). An alternative normalization (see Horowitz, 1992 and
Ichimura, 1993) is to assume that the ﬁrst component of xit has a probability distribution
conditional on the remaining components that is absolutely continuous with respect to the
Lebesgue measure, and then assume that |b1| = 1. Identiﬁcation of the model can also
be proven under this alternative normalization. The assumption that E[j(Pi)] = 0 ﬁxes
the location of the j’s and f. This is one of many alternative normalizations that can be
imposed. This particular normalization is chosen because of it is easy to implement in
proposed algorithm.
Assume that the parameter vector p0 satisﬁes the restrictions in Assumption 3.1. Let
the alternative model p1 = (b1,F1, f1) be observationally equivalent to p0 in that
Pit = Ft1(xitb1+ f1(zi)), (i = 1,    ,N; t = 1,   T). (3.1)
The identiﬁcation theorem is stated as follows.
Theorem 3.2. (Identiﬁcation) If (i) (Ft1, t = 1,    ,T) satisfy assumption 2.1, and (ii) p1
satisﬁes assumption 3.1, then b0 = b1, f0 = f1, and for t = 1,    ,T, jt,0 = jt,1.
Proof. See appendix A.1
74 The Estimator
Suppose a sample of N independent realizations (yit,xit,zi t = 1,    ,T; i = 1,    ,N) are
drawn from the distribution of the T ×(K +L+1)-dimensional random matrix (y,x,z)
with support Y ×X ×Z, where Y ⊆ R, X ⊆ RK, and Z ⊆ RL. Let and w := (x,z) and
let fw(w) be the probability density function of the distribution function deﬁned on X ×Z
with respect some dominating measure.
Because the predicted outcomes Pit := E[yit|wit] =
 
(yf(y,wit)v(dy))/fw(wit) has the
density density fw in the denominator, fw must be bounded away from zero. We therefore
impose a ﬁxed trimming condition by deﬁning the compact subset W ⊂ X ×Z where
fw(w) is bounded away from zero on W . This ﬁxed trimming condition imply that there is
a compact connected subset K ⊂ R in which all the P’s lie. Let L2
c2(K ) := {f ∈ C 2(K ) :
 f s,2 ≤ c2 < ¥}, where    s,2 is the supremum Sobolev norm (see Newey (1994b)), and
SK be a compact subset of L2
c2(K ), composed of strictly increasing functions. Deﬁne the
function D as a := (a1,...,aT)′  −→ Da := (a2−a1,...,aT −aT−1)′ and let
F :=
 
a  → Df(a)|a ∈ ÂT, f(a) = (f1(a1)    , fT(aT))′, ft : Â  → Â
 
,
Fc := {a  → Df(a) ∈ F |ft ∈ SK ,t = 1,    ,T}.
Assume that q0 := (b′
0,j0)′ ∈ Q := B ×Fc, where B ⊆ ÂK is compact and convex with
non-empty interior. We remark that the vector Dxb is an element of the space F , and
D[j(P)] := (j2(P2)−j1(P1),     , jT(PT)−jT−1(PT−1))′ is an element of Fc. We further
require that the induced density fP(P) also be bounded away from zero onK . This holds in
general givenboundedness conditionson fw and y (see Mood et al. (1974), sections 5 and 6
for detailed discussions). Deﬁne the indicator function tit = 1{wit ∈W }, let ti := Õ
T
t=1tit








where S is a (T −1)-dimensional symmetric, positive deﬁnite weighting matrix for any
given w. In general, ˘ q will be set valued. However, the identiﬁcation results of theorem 3.2
imply that the transformation q0 := (˘ b/a,{(˘ jt −ct)/a, t = 1,    ,T}), where a :=  ˘ b  and
ct := E[ti˘ jt(Pit)], maps ˘ q onto a singleton.
8Estimation of q0 from the sample analog of equation (4.1) is infeasible because the
predicted outcomes Pit are unknown. To overcome this problem, we replace Pit with




1 (w−wit)), where K1 is a Kernel. Let qit = (1,yit) and deﬁne
ˆ g(w) = (ˆ g1(w),ˆ g2(w)) by








Then the estimated conditional mean is deﬁned by ˆ Pit = ˆ g2(wit)/ˆ g1(wit), and the estimate
of the probability density function (pdf) of w, fw(w) is ˆ fw(w) = ˆ g1(w). We assume also
that W is chosen so that the estimated density ˆ fw(w) is bounded away from zero on W .
To our knowledge, there exists no estimator deﬁned as the inﬁmum of a sample ana-
log to equation (4.1) that uses kernels to estimate the index functions. There are now well
established methods for estimating q0 using sieves as the smoother for the inﬁnite dimen-
sional parameters (see Newey and Powell (2003), Ai and Chen (2003), and Chen (2007)
for examples). These SMD estimators also have the desirable property of semiparametric
efﬁciency given appropriate choice of the weighting matrix. In this section, we propose an
estimator that is based purely on kernels that also achieves the semiparametric efﬁciency
bound. Indeed, the estimator presented in this section can be implemented with any type
of smoother as discussed in Mammen et al. (2001). In order to deﬁne the estimator, let
F N := {m = (mi,i = 1,    ,N) : mi ∈ F },
F N




m ∈ F N
m : mi ∈Fc
 
.
We remark that the vector (xib, i = 1,    ,N) is an element of F N. F N is a vector space
when endowed with the operations “+” and “ ” deﬁned as
m+g := (mi+gi, i = 1,    ,n), for m,g ∈F ,
a m := (ami, i = 1,    ,n), for a ∈ R, m ∈F .
Deﬁne wit(P) := s−1
2 K2(s−1
2 ( ˆ Pit −P)), where s2 is a positive constant and K2 is a ker-
9nel. Then ˆ ft(Pt) := N−1å
N
i=1wit(Pt) is the estimated marginal density of Pt. Let wi(P) :=
Õ
T
t=1wit(Pt). TheestimatedjointdensityofP=(P1,    ,PT)isgivenby ˆ f(P):=N−1å
N
i=1wi(P).
Deﬁne the inner product on F N by

















Deﬁnethesampleresidualvectoroffunctionsr(wi,P,q):=(D[j(P)]−Dxib), andlet ˘ q∈Q
be the solution to
min
q∈Q








where ˆ S is a consistent estimator of S. Again, ˘ q will typically be set valued. The fea-
sible semiparametric minimum distance estimator of q0 is given by ˆ q := (˘ bN/aN,{(˘ jt −
cN,t)/aN,t = 1,    ,T}), where aN :=  ˘ bN  and cN,t := N−1åiti˘ jt( ˆ Pit).
Remark 4.1. It is not obvious that the solution ˇ q deﬁned in (4.2) exists, and if it does,
whether it is unique. We therefore state the following lemma.
Lemma 4.2. The minimization problem (4.2) has a unique solution.
Proof. See appendix A.2.
Remark 4.3. For the semi-norm deﬁned above to be well-deﬁned, we require that wit ≥ 0,
and wit = 0 on a set of measure zero. An important consequence of this restriction is
that higher order kernels cannot be used in the deﬁnition of wit. It would seem therefore
that the estimator of the ﬁnite dimensional parameter cannot obtain the parametric rate of
convergence. However, the proposed estimator works by ﬁrst concentrating out the index
functions (estimating them as function of b) and then estimate b. This allows us to apply
Proposition 2 of Newey (1994a) concerning how estimation of the nuisance parameter af-
fects the asymptoticvariance of the estimator of the ﬁnite dimensional parameter, the result
being that ˆ b is
√
N-consistent.
10Remark 4.4. In order to compute 4.2, a consistent estimator ˆ S of S is required. This is
achieved by implementinga two step approach where in the ﬁrst step ˆ S is replaced with the
(T −1)-dimensional identity matrix. This obtains consistent estimates of q0. These con-
sistent estimates are then used to construct ˆ S, which is used in the second stage estimator.
Details of the construction are found in the next Section 6.
5 Computing the Estimator
It is possible to deﬁne a feasible empirical analog to (4.1) by implementing the method
series or sieve estimation developed in by Newey and Powell (2003), Ai and Chen (2003)
and Chen (2007). To the best of our knowledge however, there has been no work in the
econometrics literature that shows how to compute panel data estimators such as equation
(4.2) using kernel estimators with monotonicity and additivity constraints. Since kernel es-
timation is still the workhorse in the nonparametric literature, we ﬁnd it pertinent to present
such a method. The method presented in this section develops a technique that makes use
of the method of alternating projections (Bauschke and Borwein, 1996; Deutsch, 2001)
and backﬁtting algorithm developed in Hastie and Tibshirani (1986), Buja et al. (1989),
Mammen et al. (1999) and Mammen et al. (2001). To begin, we impose the restrictions
on the kernel K2 that will be needed for the derivation of the algorithm and to prove its
convergence.
Assumption 5.1. For d ≥2, K2(s) is differentiableof order d, the d-th derivatives bounded








We begin by deﬁning the projection of Dxb onto F N
c for a ﬁxed b. This projection is
deﬁned as the ﬁxed pointto a backﬁtting algorithm. Proposition1 of Mammen et al. (2001)
suggests that this projection can be decomposed into three cascading projections. The ﬁrst
is the projection of Dxb onto the set ×T
s=1C 2 to obtain the T −1-dimensional unconstrained
estimator ˆ m(b) := ( ˆ m2(b),    , ˆ mT(b))′ deﬁned by








ti( ˜ m−Dxib)′ˆ S−1( ˜ m−Dxib)wi(P)dP.
11The solution can be computed for each P individually, suggesting the following minimiza-
tion problem








ti( ˜ m−Dxib)′ˆ S−1( ˜ m−Dxib)wi(P), (5.1)
with the solution given by ˆ mt(P,b) := N−1å
N
i=1tiDxitbwi(P)/ ˆ fP(P),t = 2,    ,T.
We next deﬁne the empirical projection estimator (˘ j1, ˘ j2) as minimizers of




[ ˆ m2(P;b)− ˜ j2+ ˜ j1]2 ˆ f(P)dP, (5.2)























where dP−t is the Lebesgue measure on the vector (Ps, s =t). Straightforward calculations













































To minimize computation costs, we will approximate (
 
˘ j1(P1)wi1(P1)dP1) by ˘ j1(Pi1).
Under Assumption 5.1, Gayle (2008) shows that the difference in these two quantities is
oP(1). We also approximate (
 
˘ j2(P2)wi2(P2)dP2) by ˘ j2(Pi2). With these approximations
we have the following solutions
˘ j2(P2) = 1
N å
N
i=1tiwi2(P2) (Dxi2b+ ˘ j1(Pi1))/ ˆ f2(P2),
˘ j1(P1) = 1
N å
N
i=1tiwi1(P1) (˘ j2(Pi2)−Dxi2b)/ ˆ f1(P1).
(5.3)
The third step is to project these solutions into the space of increasing functions. The




s=u ˘ j2(s) ˆ f2(s)ds
  v




s=u ˘ j1(s) ˆ f1(s)ds
  v
s=u ˆ f1(s)ds .
(5.4)
For ﬁxed b, the backﬁtting algorithm therefore works as follows.
Inner Backﬁtting Algorithm (IBA)
Step 1. Obtain an initial estimator (j∗[0](Pi1), i = 1,    ,N).
Step 2. Apply the following loop:
Do for r ≥ 1
˘ j
[r]





1 (Pi1))/ ˆ f2(P)
j
∗[r]
























2 (Pi2)−Dxi2b)/ ˆ f1(P)
j
∗[r]


















until convergence in (j∗
2,j∗
1) is reached.
Convergence of the IBA is stated in the following theorem.
Theorem 5.2. (Convergence of IBA) Suppose that the assumptions of 5.1 hold. Then there
exists a solution (j∗
1,j∗
2) of the system of equations (5.5).
Proof. See appendix A.3.
Given the estimates (j∗
1,j∗
2), and for ﬁxed b, estimates of (j∗
t , t =3,    ,T) are derived
by similiar computations as follows:






t (P) = infv≥Psupu≤P
  v
s=u ˘ jt(s) ˆ f2(s)ds
  v
s=u ˆ f2(s)ds ,
(5.6)
13followed by the mean normalization. Given estimates of jt,t = 1,    ,T, the next step is to
project this solution (an element of Fc) onto xB. This amount to substituting the Dj∗
t (P)’s
into (5.2) and solving the problem for b. This stage of the problem has a closed form













iˆ S−1D[j∗( ˆ Pi)]
 
. (5.7)
For an arbitrary initial choice of b, say ˘ b[0], the outer backﬁtting algorithm therefore works
as follows.
Outer Backﬁtting Algorithm (OBA)
Do for s ≥ 1




2 ) by implementing the IBA initialized by
j
∗[s−1]
1 and b ﬁxed at ˘ b[s−1].
Step 2. Compute the updated estimates of (j
∗[s]
t , t = 3,    ,T) by implementing the system
(5.6).



















until convergence in b is reached.
The ﬁnal step in computing the estimator is to impose the normalization constraints.
For ˆ a := ˘ b  the normalized estimates of the parameters of the model are given by ˆ b= ˘ b/ˆ a
and ˆ jt = j∗
t /ˆ a, t = 1,    ,T.
To see that the sequence
 
˘ b[s],D[j∗[s]],s ≥ 0
 
deﬁned by the OBA does converge, note
that the solution is characterized by the system of equations
D[j∗(P)] = arg inf
m∈F N
c
 Dx˘ b−m(P) T,
Dx˘ b = arg inf
a∈xB
 a−D[j∗(P)] T.
14This makes it clear that the iteration of the OBA deﬁnes a series of alternating projections
between two convex and closes sets xB and F N
c . This intuition is formally stated in the
following theorem.
Theorem 5.3. (Convergence of the OBA) Suppose the assumptions of 5.1 hold. Then there
exists a solution of the OBA.
Proof. See appendix A.4.
The ﬁnal issue to coveris that of obtaining estimatesof the weighting matrix ˆ S. Assum-
ing that this can be calculated from consistent estimates of b and j, we propose a two-step
procedure similar to that of the two-step efﬁcient GMM estimator. The ﬁrst stage replaces
the weighting matrix with the identity matrix to obtain initial consistent estimates of b and
j. Theseﬁrst-stage estimates are then used to computean estimateof theweighting matrix,
which is used in the second stage to obtain the second-stage estimator of the parameters
of interest. In the next section, we derive the efﬁcient weighting matrix S and a propose a
consistent estimator of this weighting matrix that can be computed from initial consistent
estimates of b and j.
6 Asymptotic properties of the estimator
In order to derive the asymptotic properties of the estimator, some regularity conditions
must be imposed. We turn ﬁrst to the nuisance parameter, the ﬁrst stage kernel estimator of
Pit0 =E[yit|wit]. Weimposeconditionsthatensureuniformconvergenceofthenonparamet-
ric estimate ˆ Pit0. Deﬁne g0 := (g10,g20) where g10 := fw(wit) and g20 := fw(wit)E[yit|wit].
Clearly Pit0 = g20/g10. We make the following assumptions
Assumption 6.1. 1. K1(u) is differentiable of order d ≥ 2, the derivatives d are bounded,
K1(u) is zero outside a bounded set,
 
K1(u)du = 1, there is a positive integer m such that




ℓ=1u]du = 0. 2. There is a version of go(w) that is continuously
differentiable to order d with bounded derivatives on an open set containing W . 3. There









Assumption 6.1 ensures that the nuisance parameters ˆ Pi converges to the true condi-
tional expectation at a fast enough rate to ensure
√
N-convergence of the ﬁnite dimensional
parameter estimate ˆ b. This result is proven and discussed in Newey and McFadden (1994)
and Newey (1994b). Deﬁne mt,0(P;b) := E[Dxt|P],t = 2,    ,T. We require the following
assumptions on the mt,0 and the bandwidth s2.
Assumption 6.2. 1. Fort =2,    ,T and ﬁxed b ∈B, there is a version of mt,0(P;b) that is
continuously differentiable to order 2 with bounded derivatives on an open set containing
W . 2. For t = 2,    ,T, E[ Dxit 2] < ¥. 3. s2 → 0 and nsT+1
2 → ¥ as n → ¥.
Assumption 6.2 is standard in the nonparametric literature to obtain consistency of the
estimators of nonparametric components jt (See Pagan and Ullah (1999) and Hardle et al.
(2004) for discussions). Deﬁne the distance d on Q as follows:





where    K is the Euclidean norm on ÂK and    s,2 is the supremum Sobolev norm of
smoothness 2. In what follows, we denote the ﬁrst stage estimator by (˜ b, ˜ j) and the second
stageestimatorby(ˆ b, ˆ j). Wenowstatetheconsistencyandasymptoticnormalitytheorems.
Theorem 6.3. Let the assumptions 2.1, 3.1, 5.1, 6.1, and 6.2 be satisﬁed. Then ˜ b
p
−→ b0,
and for t = 1,    ,T,  ˜ jt(P)−jt,0(P) s,2
p
−→ 0.










t(Pi2) 0     0 0
0 −j′
t−1(Pi2) j′
t−1(Pi3)     0 0
. . . ... . . .









16eit := yit −Pit and ei := (ei1,    ,eiT)′. The weighting matrix that is used to deﬁne the
second stage estimator is S := E[R(Pi)eie′







ˆ R( ˆ Pi)ˆ eiˆ e′
i ˆ R( ˆ Pi)′, (6.2)
where, analogously,







t−1( ˆ Pi1) ˜ j′
t( ˆ Pi2) 0     0 0
0 −˜ j′
t−1( ˆ Pi2) ˜ j′
t−1( ˆ Pi3)     0 0
. . . ... . . .
0 0 0     −˜ j′








ˆ eit :=yit − ˆ Pit, and ˆ ei :=(ˆ ei1,    ,ˆ eiT)′. The proof of the asymptoticproperties of the second
stage estimator requires the following lemma.
Lemma 6.4. Let assumptions 2.1, 3.1, 5.1, 6.1, and 6.2 be satisﬁed. Then  S  < ¥, and ˆ S
p
−→ S.
Proof. See Appendix A.6.
We now state the consistency theorem for the second stage theorem.
Theorem 6.5. Let the assumptions 2.1, 3.1, 5.1, 6.1, and 6.2 be satisﬁed.Then ˆ b
p
−→ b0,
and for t = 1,    ,T,  ˆ jt(P)−jt,0(P) s,2
p
−→ 0.
Proof. See Appendix A.7.
Finally, we state the theorem deﬁning asymptotic normality of both the ﬁrst and second
stage ﬁnite dimensional estimators.
























and hi0 := ¶
¶bDj0(Pi0;b0)−Dxi
Proof. See Appendix A.8.
6.1 Semiparametric Efﬁciency Bound
We now tackle the question of whether the proposed estimatorof the ﬁnite-dimensional pa-
rameter b is efﬁcient. The model for which we compute the efﬁciency bound is the implied
model given in equation (1.1). Chamberlain (1993) shows that models deﬁned in section
2 are not efﬁcient when no restrictions are made on the index function and the individ-
ual speciﬁc effects. The assumptions made in this model are therefore substantive from
this point of view. The variance bound that we compute for equation (1.1) is the one that
would be attained within an SMD framework. This is not surprising given proposition 1
of Newey (1994a), which states that the asymptotic variance of the semiparametric estima-
tor depends on the nonparametric function that is being estimated, and not on the type of
smoother used to estimate estimate it. Thus our estimation framework is as efﬁcient as any
competing extremum estimator for the condition given in (1.1), but retains the property that
it is independent of the choice of smoother. This results in the following theorem.
Theorem 6.7. The estimator ˆ b of the ﬁnite dimensional parameter b developed in section
4 is semiparametric efﬁcient with variance bound given in theorem 6.6.
Proof. See Appendix A.9.
6.2 Estimating the asymptotic variance
In order to estimate the asymptoticvariancesV1 andV2, one needs to obtain estimates of hi0
in both cases, and S in the latter case. The feasible estimator of S is already deﬁned to be ˆ S
in equation (6.2) and its convergence to S is already shown in Lemma 6.4. An estimator of
18hi0 = ¶
¶bDj0(Pi0;b0)−Dxi requires an estimator of ¶
¶bDj0(Pi0;b0). To this end, note that
the model (2.8) implies that for t = 2,    ,T,
Djt0(Pit0;b0) = E[tiDxitb0|Pit0,Pit−1,0] = E[Dxit|Pit0,Pit−1,0]b0.
This implies that an estimator of ¶
¶bDjt0(Pit0;b0) can be deﬁned as
¶
¶b
Dˆ jt( ˆ Pit; ˆ b) := ˆ E[tiDxit| ˆ Pit, ˆ Pit−1],
where ˆ E[ | ˆ Pit, ˆ Pit−1] is some estimator of the conditional expectation, such as a kernel es-
timator. Given the choice of this conditional expectations estimator, and the convergence
results above, it is straightforward to show that ¶
¶bDˆ jt( ˆ Pit; ˆ b) = ¶
¶bDjt0(Pit0;b0)+oP(1),
t = 2,    ,T. Let ˆ hi = ¶





































We end with the following proposition
Proposition 6.8. Let assumptions 2.1, 3.1, 5.1, 6.1, and 6.2 be satisﬁed, and assume
ˆ E[tiDxit| ˆ Pit, ˆ Pit−1] = E[tiDxit| ˆ Pit, ˆ Pit−1]+oP(1). Then ˆ V1
p
−→V1 and ˆ V2
p
−→V2.
6.3 Estimating marginal effects
Recall the model implies that the marginal effect of the covariates depends on t. The
estimated coefﬁcients ˆ b are not sufﬁcient to characterize these marginal effects of the re-
gressors on the dependent variable. We therefore present feasible estimates of the marginal
effects that does not require estimation of the individual-speciﬁc effects f0(zi). Differenti-






































The derivative ˆ j′
t can be taken directly by applying the results of Delfour and Solesio
(1987). An alternative approach to estimating the derivative is to differentiate the equality
















   
P=Pit0
,
which by the analogy principle implies that an estimator of the derivative is given by
ˆ j′
t( ˆ Pit) =
¶
¶P
ˆ E[tiDxitˆ b|P, ˆ Pit−1]
 




An immediate consequence of the above results is the following proposition.
Proposition 6.9. Let assumptions 2.1, 3.1, 5.1, 6.1, and 6.2 be satisﬁed, and assume that
¶
¶P
ˆ E[tiDxit ˆ b|P, ˆ Pit−1]







E[tiDxitˆ b|P, ˆ Pit−1]











In this section, we examine the small sample properties of the estimator via Monte Carlo
experiments. Two modelspeciﬁcationsareinvestigated: theﬁrst isastaticpanel datamodel
with a continuous dependent variable and an asymmetric index function. The results are
compared to the case where a known symmetric index function is assumed. The second
investigates the performance of the estimator for a dynamic panel data probit model with
unconditionalheteroskedasticity. Theresultsinthissecond exerciseis comparedto thecase
where the investigator correctly assume that the distribution of the error term is Gaussian,
but also assumes homoskedasticity of the error term.
7.1 Static panel data model
Consider the following data generating process:
yit = Ft(x1itb1+x2itb2+ f(zi))+vit, i = 1,    ,N, t = 1,2,3. (7.1)
In this model, x1it and x2it are both independently distribution asU(−5, 10), vit is indepen-
dently distributed as N(0, 2), and zi = (x2i1+x2i2+x2i3)/3. The index function is chosen



























Finally, (b1, b2) = (0.6, 0.8). We perform 100 Monte Carlo replications of the model
with three sample sizes N: 100, 200, and 400. The mean bias and the root mean squared
error (RMSE) are calculated for each sample size. We also perform the same Monte carlo
21Table 1: Small sample properties of the estimator of the static model.
b1 b2
Mean Bias RMSE Mean Bias RMSE
N=100
KMD 0.0061 0.0951 -0.0137 0.0746
EKMD -0.0026 0.0912 -0.0062 0.0680
RMD -0.0225 0.2630 -0.0521 0.2026
N=200
KMD 0.0085 0.0669 -0.0109 0.0527
EKMD -0.0071 0.0605 -0.0090 0.0469
RMD 0.0085 0.1843 -0.0444 0.1637
N=400
KMD 0.0044 0.0453 -0.0054 0.0347
EKMD -0.0016 0.0410 -0.0028 0.0309
RMD 0.0048 0.1407 -0.0236 0.1102
exercise under the assumption that the index function is given by 10F where F in this case
isthestandardnormalCDF. Theresultsarepresented inTable1. Theﬁrst stageunrestricted
estimatorisdenotedbyKMD,thesecondstageunrestrictedestimatorisdenotedbyEKMD,
and the restricted model is denoted by RMD.
The comparison between KMD and EKMD show that KMD always has a higher mean
bias and RMSE for both parameters. However, while the difference in the mean bias is
substantial, the difference in the RMSE is relatively small. Table 1 also veriﬁes
√
N-
convergence for both KMD and EKMD. The restricted estimator RMD performs worse
than the unrestricted estimators. Indeed, the RMSE of the RMD is always 3 to 4 times
larger than the RME of the EKMD. The results also veriﬁes that lack of parametric rate of
convergence of the restricted model. Our experience from this exerciseis that the algorithm
proposed in Section 5 converges fast, with the IBA converging typically in 1 to 3 iterations,
and the OBA converging in 3 to 5 iterations.
22Table 2: Small sample properties of the estimator of the dynamic probit model.
a b
Mean Bias RMSE Mean Bias RMSE
N=100
KMD 0.0509 0.3618 -0.1549 0.2335
EKMD -0.0043 0.4154 -0.1521 0.2564
RMD 0.1736 0.2806 -0.2429 0.3186
N=200
KMD 0.0081 0.2592 -0.0624 0.1515
EKMD -0.0889 0.2654 -0.0105 0.1395
RMD 0.1865 0.2746 -0.2349 0.2767
N=400
KMD -0.0284 0.1732 0.0035 0.1086
EKMD -0.0024 0.1444 -0.0177 0.1022
RMD 0.1060 0.1753 -0.1165 0.1687
7.2 Dynamic panel data probit model
For the second simulation exercise, consider the following model:
yit = 1{ayit−1+bxit + f(zi)+uit > 0}, i = 1,    ,N; t = 1,2,3. (7.4)
Here, xit and zi are independently distributed N(0,1). The random shock uit is indepen-
dently distributed N(0, 0.3+0.1 t). The process is initialized with yi0 = 0, and the indi-





Again, we perform 100 Monte Carlo replications of the model with three sample sizes N:
100, 200, and 400. We also perform the same Monte Carlo exercise under the assumption
that the investigator knows that uit is normally distributed, but incorrectly assumes the
distribution N(0, 0.5). Finally, the ﬁnite dimensional parameters are (a, b) = (0.6, 0.8).
The results are presented in Table 2. As in the previous exercise, the ﬁrst stage unrestricted
estimatorisdenotedbyKMD,thesecondstageunrestrictedestimatorisdenotedbyEKMD,
and the restricted model is denoted by RMD.
23The results in Table 2 indicate that the noise introduced by estimating the weighting
matrix results in the EKMD performing worse that KMD in very small samples (N=100).
The results also show that the gains in variance reduction from a parametric speciﬁcation
of the index function may outweigh the increased bias for very small samples. However,
as the sample size grows, the EKMD performs uniformly better than both the KMD and
the RMD. The results of Table 2 again veriﬁes
√
N-convergence of both the KMD and the
EKMD. The convergence of the algorithm is slightly slower for this exercise, with the IBA
converging typically in 2 to 4 iterations and the OBA converging in 3 to 6 iterations.
As expected all three estimators perform uniformly worse in estimating the dynamic
binary choice model than estimating the static model of the ﬁrst Monte Carlo exercise.
However, the results show that the model does perform well in recovering the ﬁnite di-
mensional parameters of interest. These exercises also highlight the potential severity of
incorrectly specifying the index function.
8 Conclusion
This paper investigates identiﬁcation and estimation of a class of single-index panel data
models with semiparametric individual-speciﬁc effects. This class includes the semipara-
metric discrete-choice panel models with heteroskedastic errors. The model allows for the
inclusion of predetermined variables, as well as lagged dependent variables. A stronger re-
striction on the individual-speciﬁc effects is needed in the latter case. We develop a general
minimum distance estimator of the ﬁnite and inﬁnite parameters of interest. This estimator
extends the minimum distance estimator of Mammen et al. (2001) to the panel data frame-
work and has the advantage that the estimator can be computed with either a sieve or a
kernel smoother. In the case where a kernel smoother is chosen, this paper provides a new
algorithm to compute the estimators that fully implements the restrictions of the model.
The algorithm is an extension of the backﬁtting algorithm proposed in Buja et al. (1989),
Mammen et al. (1999) and Mammen et al. (2001). The full algorithmis composed of an in-
ner backﬁtting algorithmand an outer backﬁtting algorithm. Convergence of this algorithm
is proved and ourexperience shows that both theinner and outerbackﬁtting algorithms typ-
ically converge within 2-5 iterations. We show that the estimators of the ﬁnite dimensional
24parameters are
√
N-consistent and asymptotically normal. We show also that the estima-
tors of the inﬁnite dimensional parameters are consistent. We derive the semiparametric
efﬁciency bound for this class of models and show that our estimator indeed achieves this
bound. Identiﬁcation of the model does require that the individual-speciﬁc effect be inde-
pendent of one of the continuous explanatory variables given the other covariates. It may
be possible to relax this assumption under alternative restrictions of the form of the indi-
vidual speciﬁc effect. The paper provides a small Monte Carlo exercise that shows that the
estimator performs well is small samples. The simulation results verify
√
N-convergence
of the ﬁnite dimensional parameters and show that the model outperforms other models
that miss-specify the index function.
A LEMMA AND THEOREMS
A.1 Proof of Theorem 3.2
Proof. Equations (2.6) and (3.1) imply that
j−1
t0 (xitb0+ f0(zi)) = j−1
t1 (xitb1+ f1(zi)) ⇔
xitb0+ f0(zi) = jt0(j−1
t1 (xitb1+ f1(zi))), (A.1)
Strict monotonicity of the index function implies that it is differentiable almost everywhere. Differ-












where the positive sign follows from the assumption that the index function is strictly increasing.
We have from equation (A.2) that j′
t0(Pit0) = aj′
t1(Pit0) which implies that:
jt0(Pit0) = ajt1(Pit0)+ct. (A.3)
25By taking expectations of (A.3), Assumption 3.1.3 implies that ct = 0. Taking ﬁrst difference of
equations (A.3) gives:
D[jt0(Pit0)] = aD[jt1(Pit0)]. (A.4)
Noting that equation (2.7) also holds for p1, equation (A.4) implies
aD[jt1(Pit0)] = Dxitb0
aD[jt1(Pit0)] = aDxitb1. (A.5)
Equating the RHS of the equations in (A.5), pre-multiplying by Dx′




Then by the invertibility of E[Dx′
itDxit] we have
b0 = ab1. (A.7)
Equation (A.3) gives
xitb0+ f0(zi) = xit(ab1)+af1(zi). (A.8)
Substituting equation (A.7) into equation (A.8) gives
f0(zi) = af1(zi). (A.9)
The assumption that  b0  =  b1  = 1 implies from equation (A.7) that |a| = 1. But a > 0, which
implies that a = 1.
We ﬁrst state and prove some lemmas that are needed for the existence and uniqueness of the
proposed estimator (4.2).
Lemma A.1. (i) The cartesian product S T
K :=
 T
j=1SK is compact in the sup-norm topology. (ii)
The spaces Fc = {Dj | j ∈ S T
K } and F N
c = {(m,    ,m)
′ |m ∈ Fc}, where the vector in the last set
has N components, are compact in their respective sup-norm topologies.
Proof. Given that SK is compact, claim (i) follows from Tychonov theorem on the compactness
of product spaces. Given that S T
K is compact, and the operator D is (linear and) continuous in the
sup-norm, Fc is compact and, again by Tychonov theorem, F N
c is also compact.
26Lemma A.2. The objective function in the minimization problem (4.2), ˆ QN(q), is a uniformly con-
tinuous and strictly convex function of q.
Proof. The strict convexity follows from the observations that the function is strictly convex in r
and r is linear in q. If q converges uniformly to q∗, then r converges uniformly to r∗, where r∗
is obtained by substituting q∗ for q in r. Hence, the objective function converges uniformly to
ˆ QN(q∗).
A.2 Proof of Lemma 4.2
Proof. By Lemma A.1 the set QN is compact in the sup-norm topology. Since the functional QN(q)
is continuous (Lemma A.2), by Weierstrass theorem, it has a maximum and a minimum. Since it is
also strictly convex (Lemma A.2), the minimum is unique.
A.3 Proof of Theorem 5.2
Proof. First note that the projection of an element h of the set ˜ j2 := {j2|j2 ∈ SK } onto the set
a+ ˜ j1 := {a+j1|j1 ∈SK } for ﬁxed a is equal to a plus the projection of h−a onto the set ˜ j1 :=
{j1|j1 ∈ SK }. Hence, the backﬁtting algorithm is indeed a sequence of alternating projections
under the norm    2. Let Ta+˜ j1 and T ˜ j2 denote the projectors onto a+ ˜ j1 and ˜ j2 respectively, as
deﬁned by equations (5.2) to (5.4). The restrictions on the kernel K2 in Assumption 5.1 and the
monotonization step (equation (5.4)), along with Proposition 1 of Mammen et al. (2001) ensure that
the resulting projections dolieintheir respective sets. Then foranarbitrary f0 ∈a+ ˜ j1, the sequence
of alternating projections is given by Qnf0 :=
 
Ta+˜ j1T ˜ j2
 n f0. Finally, given the compactness results
of Lemma A.1, Theorem 4 of Cheney and Goldstein (1959) shows that the sequence Qnf0 converges
to a ﬁxed point when n tends to inﬁnity. The theorem is reproduced here for convenience.
Theorem 4. Let K1 and K2 be two closed convex sets in Hilbert space and Q the composition PlP2
of their proximity maps. Convergence of Qnx to a ﬁxed point of Q is assured when either (a) one set
is compact, or (b) one set is ﬁnite dimensional and the distance between the sets is attained.
27A.4 Proof of Theorem 5.3
Proof. Given b and jt−1, the projection the set ˜ jt := {jt |jt ∈ SK } is closed form and is imple-
mented by equation (5.6). Hence, steps 1 and 2 of OBA are projections of Dxb onto the set F N
c .
Denote the corresponding projector as TF N
c . Step 3 of the OBA is clearly a projection of Dj onto xB
under its respective norm. Denote the corresponding projector as TxB. This notation shows that the
OBA is indeed sequences of alternating projections under the norm    T. For an arbitrary b ∈ B,




 nb. Given compactness of F N
c
(Lemma A.1) and of B, Theorem 4 of Cheney and Goldstein (1959) shows that the sequence T nb
converges to a ﬁxed point as n tends to inﬁnity.
A.5 Proof of Theorem 6.3
In order to prove consistency of the ﬁrst and second stage estimators, we ﬁrst state and prove the
following auxiliary lemma.
Lemma A.3. Let W be a positive deﬁnite, symmetric with  W  < ¥. Let ˆ W
p
−→W as N → ¥. Let












over Q. Let the assumptions 2.1,




 ˇ j(P)−j0(P) s,2
p
−→ 0
Proof. Tobegin, deﬁne ˜ wit(Pt):=s−1
2 K2(s−1
2 (Pit−Pt)), ˜ wi(P):=Õ
T
t=1 ˜ wit(Pt), ˜ fP(P):=N−1å
N
i=1 ˜ wi,
ˆ mt(P,b) := N−1å
N
i=1tiDxitbˆ wi(P)/ ˆ fP(P), and ˜ mt(P,b) := N−1å
N
i=1tiDxitb˜ wi(P)/ ˜ fP(P). Deﬁne
also ˆ m(P,b) := ( ˆ m2(P,b),    , ˆ mT(P,b))′. Deﬁne m0(P,b) and ˜ m(P,b) analogously.
Thelawofiterated projections (Mammen et al. (2001))implies that ˇ qalso minimizes QN(q, ˆ P):=
 
( ˆ m(P,b)−Dj(P))′ ˆ W−1( ˆ m(P,b)−Dj(P)) ˆ f(P)dP, and thatq0 also minimizes Q0(q):=E[(m0(P,b)−
Dj(P))′W−1(m0(P,b)−Dj(P))]. DeﬁneQN(q,P):=
 
( ˜ m(P,b)−Dj(P))′W−1( ˜ m(P,b)−Dj(P)) ˜ f(P)dP,
28and note that Q0(q0) = 0. We make the following claims:
supQ|QN(q,P)−Q0(q)|
P → 0 (A.10)
supQ|QN(q, ˆ P)−QN(q,P)|
P → 0 (A.11)
ˇ jt ∈ SK wpa1, t = 1,    ,T (A.12)
Proof of claim A.10: Note that for each q ∈ Q,
QN(q,P) =
 






( ˜ m(P,b)−m0(P,b))W−1(m0(P,b)−Dj(P)) ˜ f(P)dP. (A.13)
Under assumptions 5.1 and 6.2, ˜ m(P,b)−m0(P,b) and ˜ f(P) converges in probability to 0 and f(P)
respective, and are both bounded. Thus application of the Lebesgue dominated convergence theo-
rem, the ﬁrst and third terms of the RHS of equation (A.13) converges in probability to 0, and the
second term converges to Q0(q). Since Q is compact, the convergence is uniform.
Proof of claim A.11: For each q ∈ Q we have that
QN( ˆ P,q)−QN(P,q) =
 
( ˆ m(P,b)−Dj(P))′( ˆ W−1−W−1)( ˆ m(P,b)−Dj(P)) ˆ f(P)dP
+
 
( ˆ m(P,b)− ˜ m(P,b))′W−1( ˆ m(P,b)− ˜ m(P,b)) ˆ f(P)dP
+
 
( ˜ m(P,b)−Dj(P))′W−1( ˜ m(P,b)−Dj(P))( ˆ f(P)− ˜ f(P))dP. (A.14)
Deﬁne qit := (1 Dxitb)′. Under assumptions 5.1 , 6.1 and 6.2 we have that | 1
N åiqit(wi(P)−
˜ wi(P))|≤( 1
N åi qit 2)1/2( 1
N åi|wi(P)− ˜ wi(P)|2)1/2 ≤C( 1
N åi qit 2)1/2(NsT+1
2 )−1(
√
N  ˆ Pi−Pi 2
s,2)1/2
→ 0, which implies that | ˆ m(P,b)− ˜ m(P,b)| and | ˆ f(P)− ˜ f(P)| converge to zero in probability. This,
assumptions 5.1 , 6.1 and 6.2 and the Lebesgue dominated convergence theorem imply that the
second and third terms of equation (A.14) converge to 0 in probability. Similarly, the ﬁrst term con-
verges to zero in probability by assumptions 5.1 , and 6.2, by the Lebesgue dominated convergence
theorem, and by the consistency of ˆ W forW. Thus we have that |QN( ˆ P,q)−QN(P,q)| converges to
zero in probability for any q ∈ Q. Since Q is compact, the convergence is uniform over Q.
Proof of claim A.12: To prove this claim, it is sufﬁcient to consider the isotonic kernel smoother
ˇ j2. One obtains this monotone function from the unconstrained estimate by replacing parts of the
29unconstrained smoother with ﬁnite constant pieces (Mammen et al. (2001)). These pieces clearly
satisfy the restrictions of SK . Outside these intervals, assumptions 5.1, and 6.2 ensure that the
unconstrained smoother satisﬁes the restrictions of SK wpa1.
Since ˇ q is the minimizer of QN(q, ˆ P), we have that
0 ≤ QN(ˆ q, ˆ P) ≤ QN(q0, ˆ P)
≤ |QN(q0, ˆ P)−QN(q0, ˆ P)|+|QN(q0, ˆ P)−Q0(q0)|+Q0(q0)
≤ sup
Q
|QN(q0, ˆ P)−QN(q0, ˆ P)|+sup
Q
|QN(q0, ˆ P)−Q0(q0)|+Q0(q0)
P → 0, (A.15)
by equations (A.10) and (A.11). Also,
0 ≤ Q0(ˇ q)





|Q0(q,P)−QN(q,P)|+QN(ˇ q, ˆ P)
P → 0, (A.16)
by claims (A.10), (A.11), (A.12) and equation (A.15). Since the model is identiﬁed, for all d > 0
there exists e>0suchthat d[(b,j),(b0,j0)]>d⇒Q0(b,j)>e, which implies thatthat Pr{d[(ˇ b, ˇ j),(b0,j0)]>
d} ≤ Pr{(Q0(ˇ b, ˇ j) > e} −→ 0.
We are now in a position to prove Theorem 6.3.
Proof. By Lemma A.3, and setting ˆ W = W = IT−1, where IT−1 is the T −1-dimensional identity
matrix, we obtain the desired result.
A.6 Proof of Lemma 6.4
Proof. We have that  S  ≤ E[ Ree′R′ ] ≤ E
 
 R 2 e 2 
≤ E
 
 R 4 1/2E
 
 e 4 1/2 < ¥ , where
the last inequality comes from the uniform boundedness of Q and Assumption 6.2. Deﬁning
ˆ ui := ˆ R( ˆ Pi)ˆ ei and ui := Riei, we have that  å
N
i=1 ˆ ui ˆ u′
i/N−E[uiu′
i]  ≤  å
N









i] . The last term is oP(1) by the LLN. Also, we have that  å
N









i=1 ˆ ui−ui 2/N+2å
N
i=1 ui  ˆ ui−ui /N ≤å
N









i=1 ˆ ui−ui 2/N
 1/2. By adding and subtracting ˆ R( ˆ Pi)ei, and R( ˆ Pi)ei, and
by application of the triangle and Cauchy-Schwartz inequalities, we have that å
N
i=1 ˆ ui−ui 2/N ≤
å
N
i=1(  ˆ R( ˆ Pi)   ˆ Pi−Pi +  ˆ R( ˆ Pi)−R( ˆ Pi)  ei + R( ˆ Pi)−R(Pi)  ei )2/N ≤C1å
N
i=1  ˆ Pi−Pi 2/N+




i=1  ˆ Pi−Pi 4/N)1/2(å
N
i=1 ei 4/N)1/2+2C1supP  ˆ R(P)−
R(P) (å
N
i=1(  ˆ Pi −Pi 2/N)1/2(å
N
i=1 ei 2/N)1/2+ C1C2(å
N
i=1(  ˆ Pi −Pi 4/N)1/2 (å
N
i=1 ei 2/N)1/2,
where the constant C1 comes from the uniform boundedness of ˆ R and C2 comes from the uniform
Lipschitz condition. Assumptions 5.1, 6.1.1, and Theorem 6.3 imply that all the terms on the RHS
of the last inequality converge in probability to zero. Thus  å
N




i/N  = oP(1).
Furthermore, å
N
i=1 ui 2/N ≤Cå
N
i=1 ei 2/N = Op(1) by Assumption 6.1.1. Thus  å
N
i=1 ˆ ui ˆ u′
i/N −
E[uiu′
i]  = oP(1).
A.7 Proof of Theorem 6.5
Proof. Set ˆ W = ˆ S and W = S. Then application of Lemmas 6.4 and A.3 obtains the desired result.



















Proof. Note that the backﬁtting algorithm works by iteratively solving for j given a ﬁxed b, and






j = arg max
m∈Fc(b)
E[Q(xi,b,m)].
The notation Fc(b) makes it explicit that the resulting estimator j = j( ;b) is a function of beta.
Proposition 2 of Newey (1994a) therefore implies that the estimation of j can be ignored in calcu-
lating the asymptotic distribution of ˇ b. Therefore, in what follows, we ignore the estimation of j in
the calculation of the asymptotic distribution of ˇ b.
Deﬁne hi0( ˆ Pi;b) := ¶Dj0( ˆ Pi;b)/¶b−Dxi. Theorem 3.2 implies that for any solution b to (4.2),
ab is also a solution, including where a =  b −1. By construction, ˇ b = b∗/ b∗  ∈ int(B1). Taking
31a mean value expansion of g(wi, ˇ b,j0( ˆ Pi; ˇ b)) obtains
√
N(ˇ b−b0) = −
 


































tihi0( ˆ Pi; ¯ b)′Whi0( ˆ Pi; ¯ b),












h0( ˆ Pi; ¯ b)
 
,
¯ b ∈ (b0, ˇ b), and ⊗ denotes the Kroneker product. The inverse term on the RHS exists with prob-
ability one because W is positive deﬁnite, and Dx and ¶
¶bh0( ˆ Pi;b) has full rank. Deﬁne g(xi,ˆ gi) :=
tihi0( ˆ Pi)′W(D[j0( ˆ Pi)]−D[j0(Pi0)]). The rest of this section of the proof involves checking condi-
tions (i)-(iv) of Theorem 8.11 of Newey and McFadden (1994). Notice that g(xi,Pi0) = 0 implying




f−1(wit),t = 1,    ,T
 
Gi := diag((−Pit0 1),t = 1,    ,T)
g0(wi) := (g10(wi1),g20(wi1),    ,g10(wiT),g20(wiT))
ˆ g(wi) := (ˆ g1(wi1),ˆ g2(wi1),    ,ˆ g1(wiT),ˆ g2(wiT))′.
Conditions (i) and (ii) of Theorem 8.11 ofNewey and McFadden (1994) are satisﬁed by noting that
boundedness ofDxi, ofg0 anditsﬁrsttwoderivatives ofK , andofW gives  g(xi,ˆ gi)−D(wi,ˆ g−g0) ≤
b(w) ˆ g(wi)−g0(wi) 
2, with E[b(w)]<¥, and D(w,g)=tihi0(Pi0)′WRif−1(wi)Gig≤c(w) g  with




n(w)g(w)dw, where n(wi) := tihi0(Pi0)′WRiGi. Given continuity of v(w) on W and assumption
6.1.1, veriﬁcation of conditions (iv) of Theorem 8.11 of Newey and McFadden (1994) is given in









32where W=Var(d(w)), and d(w)=n(w)q−E[n(w)q]. Application ofthe lawof iterated expectations
show that E[n(w)q] = 0. Also, straightforward calculations show that n(wi)qi = tihi0(Pi0)IiWRiei,





S(w)=S. ByApplying thelawofiterated expectations, wehave thatW=E[tihi0(Pi0)′WSWhi0(Pi0)].
Deﬁning M(W) := E[h′
i0Whi0], straightforward calculations show that





N åi hi0  W  hi0( ˆ Pi; ¯ b)−hi0( ˆ Pi;b0) 
+ 2
N åi hi0  W  hi0( ˆ Pi;b0))−hi0 
+ 1
N åi hi0  W  hi0( ˆ Pi; ¯ b)−hi0( ˆ Pi;b0)  hi0( ˆ Pi;b0))−hi0 
+ 2
N åi hi0  W  hi0( ˆ Pi; ¯ b)−hi0( ˆ Pi;b0) 2
+ 2
N åi hi0  W  hi0( ˆ Pi;b0))−hi0 2
(A.17)
By the LLN, the ﬁrst term on the RHS of equation (A.17) is oP(1). Note that
 hi0( ˆ Pi; ¯ b)−hi0( ˆ Pi;b0)  =  
¶
¶b
j0( ˆ Pi; ¯ b)−
¶
¶b
j0( ˆ Pi;b0) ,
which is oP(1) by the continuous mapping theorem and by the consistency of ¯ b for b0. This and the
boundedness conditions on hi0 and W imply that the second and ﬁfth terms on the RHS of equation
(A.17) are oP(1). Furthermore,







which is oP(1) by the same conditions. This, along with the above convergence and boundedness
conditions imply that the third, fourth, and sixth terms on the RHS of equation (A.17) are all oP(1).
We thus have that
ˆ M1(¯ b,W) = Eti[h′
i0Whi0]+oP(1).
Note also that







j0( ˆ Pi; ¯ b)  W  I  Dj0( ˆ Pi; ¯ b)−Dxi¯ b  = oP(1)
by the consistency theorem, and the boundedness conditions on W and ¶
¶bj0( ˆ Pi; ¯ b). Thus we have









A.8 Proof of Theorem 6.6









































tihi0( ˆ Pi)′ˆ S−1(D[j0( ˆ Pi)]−D[j0(Pi0)])
 
.
Note that ˆ M1(¯ b, ˆ S−1) − ˆ M1(¯ b,S−1) ≤ N−1å
N
i=1ti hi0( ˆ Pi, ¯ b) 2 ˆ S−1 − S−1  ≤ N−1å
N
i=1C ˆ S−1 −
S−1 =oP(1), and ˆ M2(¯ b, ˆ S−1)− ˆ M2(¯ b,S−1)≤N−1å
N
i ti  ¶
¶bj0( ˆ Pi; ¯ b)  I  Dj0( ˆ Pi; ¯ b)−Dxi¯ b 
 
 ˆ S−1−S−1 
 ≤















Asymptotic normality of the ﬁrst stage estimator implies that the ﬁrst term on the RHS of the
equality in parenthesis is Op(1). The second term on the RHS of the equality in parenthesis is oP(1)
by Lemma 6.4. Thus Slutsky’s theorem implies that
√




34A.9 Proof of Theorem 6.7
Proof. The proof of efﬁciency uses the results developed in Newey (1994a). To proceed, we ﬁrst
set up the environment so that the results are directly applicable.
As noted in section 5, the objective function in (4.1) can be written by concentrating out j, and





= EQ[m(xi,b,j,Pi0)] = 0,
where hi := ¶
¶bDj(Pi0;b)−xi. Furthermore, the limit of our estimate ˆ j maximizes EQ[S(xi,b,j,Pi)].
Thus by proposition 2 of Newey (1994a), the estimation of j can be ignored in calculating the
asymptotic variance. So we work only with j(P;b) = j0(P;b).
Let the distribution Q belong to a general family of distributions Q . Deﬁne the parametric
submodel Q (h) := {Qh : Qh ∈Q , Qh = Q0 at h = 0}. We assume fh to be a probability density
relative to a ﬁxed measure n, the map h →
 
fh(w) is continuously differentiable in a neighborhood
of 0, and h  →
   
(¶fh/¶h)2/fh
 
dn is ﬁnite and continuous in this neighborhood. Then by Lemma
1.9 of van der Vaart (1998), h  → Qh is a differentiable path. We use this differentiable path to
induce parametric submodels for the parameters that ˆ b and ˆ Pi are estimating. That is, we deﬁne
µ(h) = µ(Qh) := plim ˆ b and Pi(h) = Pi(Qh) := plim ˆ Pi, where µ(Qh) satisﬁes:
Eh[m(x,µ,P(h))] = 0 (A.18)




¶h|h=0lnfh(w) is the corresponding score. Then the variance bound for the estimation





















where M := ¶
¶bE[m(x,b0P0)] = E[h′
i0{S(w)}−1hi0], which is invertible by assumption (3.1.3). From
equation (A.18), the lastterm onthe RHSofequation (A.19)iszero. Deﬁningd(x):= ¶
¶Pm(x,b0,P(h))










Thus giving d(w) = −M−1d(w)(y−P0). Noting that d(wi) = tih′























Finally, the assumption that S(w) = S obtains the asymptotic variance of ˆ b derived in theorem
6.6.
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