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Kapitel 1
Einleitung
1.1 Gegenstand und Ziel der Arbeit
Das Anliegen dieser Arbeit ist es, grundlegende Einsichten fu¨r die Vorhersage und die Modellie-
rung des Konjunkturverlaufs zu gewinnen. Dabei werden neuere Entwicklungen der statistischen
und o¨konometrischen Literatur auf die Modellierung und Vorhersage der Konjunkturverla¨ufe
angewendet. Als Konjunkturvariable wird dabei das Quartalswachstum des realen saisonberei-
nigten Bruttoinlandsprodukts (BIP) angenommen. Es ist der wichtigste und umfassenste Kon-
junkturindikator. Der Schwerpunkt der Anwendung liegt dabei auf der Modellierung deutscher
Daten. Neben deutschen Daten kommen in einigen Fragestellungen auch Daten aus den USA
zum Einsatz um die Ergebnisse vor dem Hintergrund verschiedener Daten zu u¨berpru¨fen.
Die Arbeit setzt in Kapitel 2 mit der Diskussion der stochastischen Eigenschaften des BIP-
Wachstums anhand verschiedener linearer und nicht-linearer univariater Zeitreihenmodelle ein.
Es werden eine Vielzahl nicht-linearer Zeitreihenmodelle angepasst, deren urspru¨ngliche Formu-
lierung in der Regel vor dem Hintergrund von US Daten zu sehen ist: Hamilton (1989), Potter
(1995), Pesaran und Potter (1997), Kim et al. (2005) und DeJong et al. (2005). Dabei wird die
Fragestellung behandelt, welches der in der US Literatur verwandten Modelle die beste Eignung
zur Beschreibung des deutschen Konjunkturverlaufs hat. Die Modelle werden u¨ber verschiedene
Kriterien miteinander verglichen. Fu¨r die Modellgu¨te wird insbesondere die Marginale Like-
lihood herangezogen, die einen Vergleich auch zwischen nicht genisteten Modelle ermo¨glicht,
siehe Koop und Potter (1999).
Im Kapitel 2 werden mehrere Methoden zur U¨berpru¨fung der Eignung von Modellen dis-
kutiert, die im wesentlichen auf die Likelihood oder die Residuen der Modelle abheben. Ka-
pitel 3 diskutiert eine alternative Methode um die Eignung eines Modelles zur Abbildung des
BIP-Wachstums zu u¨berpru¨fen. Das BIP ist eine Konjunkturvariable und eine BIP-Zeitreihe
korrespondiert entsprechend mit dem Konjunkturzyklus. Es schließt sich die Frage an, ob die
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verschiedenen Modelle in der Lage sind, den beobachteten Konjunkturzyklus nachzubilden. Die-
se Form des Modellvergleichs wird fu¨r Zeitreihenmodelle von Hess und Iwata (1997) in die
Literatur eingefu¨hrt. Mit der Entwicklung weiterer Zeitreihenmodelle folgen weitere Arbeiten
z.B. von Harding und Pagan (2002), Morley und Piger (2004) oder Engel et al. (2005), die
deren Eigenschaften in der Reproduktion von Konjunkturzyklen u¨berpru¨fen. Alle Autoren be-
fassen sich mit US Daten. Um die Fragestellung zu operationalisieren muss der beobachtete
Konjunkturzyklus mit einem reproduzierbaren Verfahren bestimmt werden. Dieses Verfahren
kann dann auf simulierte Zeitreihen angewendet werden. Die Wendepunkte des Konjunkturzy-
klus werden mit Hilfe des deterministischen Bry-Boschan Algorithmus bestimmt. Anhand der so
gewonnen Phasen bzw. Zyklen werden stylisierte Fakten, wie Anzahl, Dauer und Tiefe der Ex-
pansionen bzw. Kontraktionen ermittelt. Die verschiedenen Modelle werden als Datenerzeugende
Prozesse interpretiert und jeweils eine Vielzahl von Zeitreihen erzeugt und korrespondierender
Konjunkturzykluseigenschaften ermittelt. Die somit erzeugten Verteilungen werden dann mit
dem beobachteten stylisierten Fakten verglichen. Die vorliegende Untersuchung stellt die erste
U¨berpru¨fung verschiedener Zeitreihenmodelle dieser Art fu¨r deutsche Daten dar.
Eine mo¨gliche beste Charakterisierung des deutschen BIP durch eines der Modelle ko¨nnte
Erkenntnisse fu¨r die o¨konomische Modellierung sowie die Formulierung von Vorhersagemodellen
mit sich bringen. Die Eigenschaften der nicht-linearen Modelle, die sich der linearen Formulierung
als u¨berlegen zeigen, ko¨nnen als Impulse bzw. als Forderungen fu¨r entsprechende o¨konomische
Modelle aufgenommen werden. Die verschiedenen Kriterien zeigen zwar uneinheitliche Ergeb-
nisse. Die Bedeutung von nicht-linearen Modellen ist jedoch insbesondere bei der Nachbildung
der Eigenschaften des deutschen Konjunkturzyklus zu erkennen.
Schließlich werden univariate Zeitreihenmodelle im Kontext eines Bruchs in der Volatilita¨t
des deutschen BIP-Wachstums in Kapitel 4 diskutiert. Fu¨r die USA gibt es eine umfassende
Literatur, die eine Reduktion der Volatilita¨t in Form eines Bruchs in das Jahr 1984 datiert,
siehe u.a. Kim und Nelson (1999a) oder McConell und Perez-Quiros (2000). Fu¨r Deutschland
gibt es unterschiedliche Ergebnisse, vgl. Mills und Wang (2003), Buch et al. (2004) und Frit-
sche und Kuzin (2005a). Kapitel 4 greift daher diese Fragestellung auf, wobei die Einsicht von
Kim und Nelson (1999a), dass die Mittelwertspezifikation erheblichen Einfluss auf die Analyse
bzw. Datierung einer mo¨glichen Volatilita¨tsreduktion haben kann, beru¨cksichtigt wird. Entspre-
chend werden einige der in Kapitel 2 vorgestellten Modelle zusammen mit einem Bruch in der
bedingten Varianz angepasst. Es wird eine Bayesianische Analyse durchgefu¨hrt, da diese eine
bessere Datierung eines mo¨glichen Bruchs bietet als frequentistische Verfahren, was angesichts
der bisherigen Uneinheitlichkeit der Datierung des Volatilita¨tsbruchs in Deutschland von be-
sonderem Interesse ist. Schließlich werden die Komponenten des BIP-Wachstums analysiert um
mo¨gliche Ursachen fu¨r die Volatilita¨tsreduktion in Deutschland zu bestimmen.
In der Vorhersage der Konjunktur und des Konjunkturzyklus spielen Fru¨hindikatoren eine
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bedeutende Rolle. Kapitel 5 geht auf die Rolle von Fru¨hindikatoren ein. An die Diskussion
verschiedener Vorhersage- und Fru¨hindikatormodelle schließt sich die Frage der strukturellen
Stabilita¨t der Vorlaufeigenschaften einzelner Fru¨hindikatoren an, die exemplarisch anhand des
Fru¨hindikators Zinsdifferenz diskutiert wird. In Kapitel 5 wird dabei insbesondere die Hypothe-
se untersucht, dass die Vorlaufeigenschaften der Zinsdifferenz von der Geldpolitik determiniert
werden. Chauvet und Potter (2002), Estrella et al. (2003) oder Venetis et al. (2003) finden in
ihren Untersuchungen Strukturbru¨che im Vorlaufverhalten der Zinsdifferenz zu realwirtschaft-
lichen Gro¨ßen wie BIP oder Industrieproduktion. Estrella (2005) gibt in einem o¨konomischen
Modell eine mo¨gliche Erkla¨rung fu¨r das Vorlaufverhalten der Zinsdifferenz. Im Modell werden die
Vorlaufeigenschaften durch die Geldpolitik bestimmt. Dieser Zusammenhang wird von Estrella
empirisch mit der Scha¨tzung linearer Modelle u¨ber verschiedene Zeitra¨ume u¨berpru¨ft. Die vor-
liegende Arbeit greift die Zeitvarianz des Vorlaufverhaltens der Zinsdifferenz auf, indem diese
explizit in Form eines zeitvariierenden Koeffizienten modelliert wird. Dabei wird ein Markov-
Switching Prozess fu¨r den Koeffizienten unterstellt. Um die Hypothese mit der Determination
durch die Geldpolitik zu u¨berpru¨fen wird ein gemeinsames Markov-Switching-Modell fu¨r das
Vorhersagemodell und die Geldpolitik unterstellt. Der Zusammenhang zwischen Geldpolitik und
Vorlaufeigenschaften der Zinsdifferenz, der bei Estrella (2005) ad hoc u¨berpru¨ft wird, wird in
dieser Arbeit explizit modelliert und somit direkt u¨berpru¨fbar.
Bei der Vorhersage des BIP-Wachstums am aktuellen Rand ist die besondere Eigenschaft der
Daten, wie sie von den statistischen A¨mtern berichtet werden, zu beru¨cksichtigen. Es handelt sich
bei diesen um auf Stichproben basierende Scha¨tzungen des tatsa¨chlichen Geschehens. Wegen des
Prozesses der Datenerhebung gibt es einen zeitlichen Verzug des Berichts der Daten im Vergleich
zu ihrer Entstehung. Sofern erste Erkenntnisse vorliegen, in der Regel ein bis zwei Monate nach
dem zu berichtenden Quartal, werden die ersten Scha¨tzungen des BIP-Wachstums vero¨ffentlicht.
Der Prozess der Datenerhebung ist jedoch noch nicht abgeschlossen und neue Informationen
fu¨hren zu Vera¨nderungen (Verbesserungen) der Scha¨tzungen. Dieser Prozess der Datenrevision
kann mehrere Jahre in Anspruch nehmen, bis sich die BIP-Zahlen nicht mehr a¨ndern. Die ersten
Vero¨ffentlichungen der Daten ko¨nnen zum Teil erheblich von den spa¨teren Werten abweichen
und nehmen Einfluss auf die Ergebnisse makroo¨konometrischer Modelle und auf Vorhersagen.
Wegen der Verzo¨gerung zwischen Entstehung und erster Vero¨ffentlichung der BIP-Zahlen ent-
stand in den letzten Jahren eine breite Literatur zum Thema “Now- and Backcasting” des BIP,
die ho¨her frequente und schneller verfu¨gbare Variablen nutzt, um die aktuelle Entwicklung vor
den statistischen A¨mtern abzuscha¨tzen, siehe z.B. Evans (2005) oder Mitchell et al. (2005). Diese
Arbeit nimmt in Kapitel 6 diese Ansa¨tze auf und nutzt sie zur Vorhersage von Datenrevisionen
mit der U¨berlegung, dass nicht alle verfu¨gbare Information in die erste Datenrevision einfließt.
Bestehende Arbeiten zur Erkla¨rung und Prognose von Datenrevisionen des BIP, wie Faust et
al. (2005) oder Fixler und Grimm (2006), verwenden nur Regressoren gleicher Frequenz wie
das BIP und vernachla¨ssigen dadurch eventuell wichtige Informationen, die am aktuellen Rand
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verfu¨gbar sind. Die Ergebnisse fu¨r die USA sprechen dafu¨r die Techniken, die im “Nowcasting”
Anwendung finden, auch fu¨r die Prognose von Datenrevisionen zu nutzen.
1.2 Definition von Konjunktur und Konjunkturzyklus
Im weistesten Sinne wird mit Konjunktur die realwirtschaftliche Entwicklung als Ganzes be-
zeichnet. Die Konjunktur ist nicht direkt beobachtbar. Konjunkturindikatoren, also verschie-
dene makroo¨konomische Variablen, die von der Konjunktur abha¨ngen, dienen dazu Aussagen
u¨ber die Konjunktur, Konjunkturentwicklung und Konjunkturschwankungen treffen zu ko¨nnen.
Fu¨r Konjunkturschwankungen wird oft der Begriff “Konjunkturzyklus” verwendet. Der Begriff
“Konjunkturzyklus” erweckt die Assoziation, dass sich Expansionen und Kontraktionen des
realwirtschaftlichen Geschehens in Form einer Schwingung mit fester Periodizita¨t abwechseln.
Diese Vorstellung entstammt den fru¨hen Arbeiten zur Konjunktur und zum Konjunkturzyklus
in der zweiten Ha¨lfte des 19. und der ersten Ha¨lfte des 20. Jahrhunderts. In der zweiten Ha¨lfte
des 19. Jahrhunderts finden konjunkturelle Schwankungen in der o¨konomischen Literatur ihren
Niederschlag, zum Beispiel spricht Marx (1867) von den wiederkehrenden Krisen der Industrie.
Juglar (1863) beschreibt den Konjunkturzyklus als periodisches Auf und Ab von Produktion,
Nachfrage und Preisen. Die Dauer eines Zyklus liegt laut Juglar zwischen 7 und 11 Jahren.
Ebenfalls einen Zyklus fester Periodizita¨t unterstellt Jevons (1884), der als Ursache das Auftre-
ten von Sonnenflecken annimmt, die entsprechend Einfluss auf das Klima und die Ernte nehmen.
Aus den Beobachtungen finanzieller Variablen der USA und des UK der Jahre 1890 bis 1920
schlussfolgert Kitchin (1923) eine Zyklusdauer von 312 Jahren. Kuznets (1930a,1930b) arbeitet
auf Grundlage von US-Daten zwischen 1840 und 1914 eine La¨nge des Konjunkturzyklus von 15
bis 20 Jahren heraus, weist aber auch daraufhin, dass die Vorstellung einer festen Periodizita¨t
zu kritisieren ist. Den kurz- und mittelfristigen Konjunkturzyklen stellt Kondratieff (1926) die
Vorstellung gegenu¨ber, dass diese von langfristigeren Zyklen u¨berlagert werden, die von bedeu-
tenden technischen Innovationen hervorgerufen werden.
Die Literatur u¨ber die Periodizita¨t der Konjunkturzyklen reagiert jeweils auf die mit der Zeit
zunehmenden Konjunkturdaten. Um das Fehlschlagen einzelner Zykluskonzepte zu beheben,
wurde versucht die tatsa¨chlich beobachteten Zeitreihen als eine Mischung mehrerer Zykluskon-
zepte zu erkla¨ren.1 Bereits in den 20er und 30er Jahren des 20. Jahrhunderts wurden die Zyklen
fester Periodizita¨t kritisiert (siehe z.B. Kuznets [1930a]). Die Definition des Konjunkturzyklus
von Burns und Mitchell (1946), die in modifizierter Form auch aktuell vom National Bureau
of Economic Research (NBER) verwendet wird, greift diese Kritik auf und formuliert vielmehr,
dass die Dauer der Konjunkturzyklen variiert:
1Vgl. z.B. Schumpeter (1939), der auch daraufhinweist, dass die Identifikation von mehrfach u¨berlagerten
Zyklen problematisch ist.
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Business cycles are a type of fluctuation found in the aggregate economic activity
of nations that organize their work mainly in business enterprises: a cycle consists
of expansions occurring at about the same time in many economic activities, fol-
lowed by similarly general recessions, contractions, and revivals which merge into
the expansion phase of the next cycle; this sequence of changes is recurrent but not
periodic; in duration business cycles vary from more than one year to ten or twelve
years; they are not divisible into shorter cycles of similar character with amplitude
approximating their own.
Der Konjunkturzyklus ist definiert als Abfolge von Expansionen und Kontraktionen des re-
alwirtschaftlichen Geschehens, die eine Vielzahl von Bereichen der O¨konomie betreffen.2 Dieser
Definition folgend kann der Konjunkturzyklus als Historie der Wechselpunkte von Expansio-
nen zu Kontraktionen aufgefasst werden. Fu¨r die USA besteht mit NBER eine Institution, die
die Wechselpunkte festlegt. NBER beru¨cksichtigt bei dieser Arbeit insbesondere vier monatlich
erhobene Indikatoren. Das BIP, der umfassenste Konjunkturindikator, wird nur quartalsweise
erhoben.
Viele das realwirtschaftliche Geschehen beeinflussende Gro¨ßen, zum Beispiel Faktorausstat-
tung oder Demographie, sind nur geringen kurzfristigen Schwankungen ausgesetzt und ent-
wickeln sich eher langfristig. Die realwirtschaftliche Entwicklung wird daher oft in kurzfristige
konjunkturelle Schwankungen und langfristiges Wachstum unterteilt.3 Der gedanklichen Tren-
nung in Konjunktur und Wachstum entspricht auf der empirischen Seite die Literatur zur Trend-
bereinigung bzw. zu entsprechenden Filtern. Canova (1998) bietet einen U¨berblick u¨ber verschie-
dene Trendbereinigungsverfahren, die fu¨r makroo¨konomische Zeitreihen eine Rolle spielen, und
thematisiert, dass das Trendbereinigungsverfahren Einfluss auf die Eigenschaften der resultieren-
den Konjunkturkomponente und die Datierung der Wechselpunkte der Konjunktur hat.4 Eine
eindeutige Trennung von Trend und Konjunktur scheint vor diesem Hintergrund problematisch
und fu¨r einige Adressaten konjunktureller Daten, die wie zum Beispiel die Scha¨tzer von Steuer-
einnahmen an der Gesamtentwicklung interessiert sind, nur bedingt sinnvoll, so dass in dieser
Arbeit das Augenmerk auf die direkte Modellierung und Vorhersage von Konjunkturindikatoren
bzw. deren ersten Differenzen gesetzt wird. Verschiedene Bestandteile der Daten wie Trend und
2Erkla¨rungen fu¨r das Auftreten von Konjunkturpha¨nomenen bzw. Konjunkturtheorien sind nicht Gegenstand
dieser Arbeit. Einzelne Aspekte werden bestimmte o¨konomische Theorien tangieren bzw. auch Implikationen
fu¨r Konjunkturtheorien mit sich bringen, wie einige der in Kapitel 2 besprochenen Modelle oder die Erkla¨rung
fu¨r das Verhalten des Fru¨hindikators Zinsdifferenz. Diese Arbeit ist jedoch in keiner Weise als Stellungnahme
zu interpretieren, die einer bestimmten Konjunkturtheorie den Vorzug gibt. Eine Zusammenschau verschiedener
Konjunkturmodelle findet sich in Heubes (1991) oder Assenmacher (1998). Eine umfassendere Darstellung der
Real-Business-Cycle-Theorie und Keynsianischer Ansa¨tze findet sich z.B. in Romer (2001).
3Vgl. z.B. Lucas (1981).
4Zu den popula¨rsten Trendbereinigungsverfahren za¨hlen die Filter von Hodrick und Prescott (1997) sowie
Baxter und King (1999).
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Konjunktur werden also a priori nicht unterschieden. In einigen Modellen, die insbesondere in
den Kapiteln 2 und 3 eine Rolle spielen werden, werden vielmehr Trendbewegungen in der Dar-
stellung der Wachstumsraten des BIP direkt beru¨cksichtigt. Ferner weisen Harding und Pagan
(2002) daraufhin, dass Burns und Mitchell in ihrer grundlegende Arbeit keine trendbereinigten
Daten verwendet haben. Harding und Pagan argumentieren daher fu¨r die direkte Verwendung
des BIP bzw. seiner Wachstumsraten fu¨r die Konjunkturanalyse. Diese Arbeit bescha¨ftigt sich
folglich mit den Fragen, die im Zusammenhang mit der Modellierung, Vorhersage und Revision
des Konjunkturindikators BIP bzw. seiner Wachstumsraten auftreten.
Das Bruttoinlandsprodukt (BIP) bzw. das Bruttosozialprodukt (BSP) ist die umfassenste
und daher wichtigste Konjunkturvariable,5 da sie die Aktivita¨ten aller Zweige der O¨konomie
zusammenfasst, was bereits in Burns und Mitchell (1946) seinen Niederschlag fand:
Aggregate [economic] activity can be given a definite meaning and made conceptually
measurable by identifying it with gross national product.
Burns und Mitchell (1946) sowie viele nachfolgende Autoren und Institutionen beru¨cksichtigen in
ihrer Arbeit eine Vielzahl anderer Indikatoren zur Bestimmung der Konjunktur bzw. Datierung
von Konjunkturzyklen. Dieser Umstand la¨sst sich insbesondere u¨ber die niedrige (quartalswei-
se) Frequenz und teilweise schlechte Qualita¨t bzw. der Zeitverzo¨gerung der Vero¨ffentlichungen
der BIP Daten am aktuellen Rand erkla¨ren. Vor diesem Hintergrund ist in den letzten Jahren
zum einen eine breite Literatur zum Thema monatlicher Repra¨sentationen des BIP6 und zum
anderen die bereits erwa¨hnte Diskussion zum Thema “Nowcasting” entstanden. Letztlich ist
das Missverha¨ltnis zwischen der eigentlichen Relevanz des Konjunkturindikators BIP und der
reduzierten Qualita¨t seiner Daten insbesondere am aktuellen Rand der Anlass in dieser Arbeit
die Entwicklungen zum Thema “Nowcasting” mit der Frage der Vorhersagbarkeit von Datenre-
visionen zu verbinden.
1.3 Aufbau der Arbeit
Die Arbeit setzt in Kapitel 2 mit der Vorstellung verschiedener Zeitreihenmodelle ein, die u¨ber-
wiegend im Zusammenhang mit der Analyse des BIP-Wachstums der USA formuliert werden.
Diese Zeitreihenmodelle werden auf die Quartalswachstumsraten des deutschen BIP zwischen
1971 und 2006 angewendet. Die Anpassungsgu¨te der Modelle wird in-sample u¨ber die Marginale
Likelihood diskutiert, deren Berechnung und die korrespondieren Ergebnisse fu¨r die einzelnen
Modelle werden in Abschnitt 2.3 dargestellt. Neben der Diskussion der in-sample Ergebnisse
5BIP und BSP unterscheiden sich in der Abgrenzung der nationalen Wirtschaftsleistung. Das BIP folgt dem
Inlandskonzept wa¨hrend das BSP entsprechend des Inla¨nderkonzepts ermittelt wird. Seit den 90er Jahren ist das
BIP gebra¨uchlicher.
6Vgl. unter anderen Mariano und Murasawa (2003), Nunes (2005) oder Proietti und Moauro (2006).
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geht es um die Fragestellung, ob sich die univariaten Modelle zur Vorhersage zuku¨nftiger Kon-
junkturentwicklungen oder zur Abscha¨tzung der Prognoseunsicherheit eignen. In Abschnitt 2.4
werden die Methoden zur Evaluation von Punkt- und Intervallprognosen dargestellt und auf die
Prognosen fu¨r das deutsche BIP-Wachstum der verschiedenen Modelle angewendet.
Kapitel 3 setzt mit der Diskussion von Konjunkturzykluseigenschaften ein und referiert die
Literatur zu US-Daten, die die Nachbildbarkeit von Konjunkturzykluseigenschaften als Modell-
kriterium verwenden. In Abschnitt 3.2 werden die im Zusammenhang mit der Entstehung der
Modellierung des BIP-Wachstums diskutierten Asymmetrien des Konjunkturzyklus erla¨utert.
Sie werden im Folgenden auch zu den Konjunkturzykluseigenschaften geza¨hlt, an deren Repro-
duktion sich die Modelle messen lassen. Schließlich wird der Bry-Boschan-Algorithmus zur Da-
tierung von Wechselpunkten der Konjunktur eingefu¨hrt und in Abschnitt 3.4 werden die Simula-
tionsergebnisse der verschiedenen Modelle im Vergleich mit den Konjunkturzykluseigenschaften,
die aus den deutschen BIP resultieren, besprochen. Abschnitt 3.5 liefert eine zusammenfassende
Diskussion zur Bedeutung von Nicht-Linearita¨ten fu¨r das deutsche BIP.
Kapitel 4 bietet eine Analyse einer mo¨glichen Volatilita¨tsreduktion des deutschen BIP-Wachs-
tums in Hinblick auf die Fragen, ob es eine Reduktion gegeben hat, wie diese Reduktion zu da-
tieren und zu charakterisieren ist sowie auf welche Ursachen sie zuru¨ckgefu¨hrt werden kann. Ab-
schnitt 4.2 beantwortet dabei die Frage “Ob?” und “Wann?” und diskutiert vor dem Hintergrund
verschiedener Zeitreihenmodelle die Charakterisierung der Volatilita¨tsreduktion. In Abschnitt
4.3 werden dann mo¨gliche Ursachen anhand der Analyse der Komponente des BIP untersucht.
Die Frage nach der Vorhersagbarkeit der Konjunktur wird in Kapitel 5 wieder aufgegriffen.
In Abschnitt 5.1 wird die Rolle, die Fru¨hindikatoren an dieser Stelle haben, besprochen. Am
Beispiel des Fru¨hindikators Zinsdifferenz wird das Problem zeitvariierender Vorlaufeigenschaften
in Abschnitt 5.2 fu¨r den deutschen wie den US Fall diskutiert. Schließlich wird in Abschnitt 5.3
ein gemeinsames Markov-Switching-Modell fu¨r die Vorlaufeigenschaften der Zinsdifferenz und
die Geldpolitik angelehnt an o¨konomische Theorien zur Begru¨ndung der Vorlaufeigenschaften
entwickelt. Die empirische U¨berpru¨fung des Modells im gleichen Abschnitt dient letztlich der
Analyse der o¨konomischen Signifikanz der Zinsdifferenz als Fru¨hindikator.
In Kapitel 6 werden Ansa¨tze aus der Diskussion u¨ber die Prognose des BIP genutzt, um
Vorhersagemodelle fu¨r Datenrevisionen des BIP zu erstellen. Nachdem Abschnitt 6.1 die grund-
legenden Begriffe einfu¨hrt, werden in Abschnitt 6.2 Methoden zur Beru¨cksichtigung von ho¨her
frequenten Regressoren diskutiert und schließlich darauf basierend in Abschnitt 6.3 Vorhersa-
gemodelle fu¨r Revisionen des BIP-Wachstums formuliert. In Abschnitt 6.3 werden die Modelle
auf US Daten und deutsche Daten zu Revisionen des BSP-Wachstums angewendet. Kapitel 7
beschließt die Arbeit.
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Kapitel 2
Zeitreihenmodelle des
BIP-Wachstums
Im Rahmen der Diskussion des Trendverhaltens des BIP fanden insbesondere ARMA-Modelle
fu¨r das BIP-Wachstum Anwendung, siehe Nelson und Plosser (1982) oder Campbell und Man-
kiw (1987). ARMA-Modelle bieten eine Darstellung des BIP-Wachstums in reduzierter Form,
die eine Vielzahl von Symmetrieannahmen mit sich bringt. So werden Schocks in verschiedenen
Konjunkturphasen identisch verarbeitet und U¨berga¨nge von Expansionen zu Rezessionen wer-
den mit der gleichen Dynamik modelliert wie umgekehrte U¨berga¨nge. Insbesondere im Bezug auf
das BIP der USA existiert eine intensive Diskussion u¨ber verschiedene Formen der Asymmetrien
im Konjunkturverlauf, vgl. Abschnitt 3.2. Die den ARMA-Modellen inha¨renten Symmetriean-
nahmen werden aus diesem Blickwinkel kritisiert. Im Zusammenhang mit der Diskussion von
Asymmetrien ist eine Vielzahl nicht-linearer Zeitreihenmodelle auf das BIP der USA angewendet
oder fu¨r diese Zeitreihe entwickelt worden. Eine Auswahl dieser Modelle wird hier vorgestellt
und, teilweise in Adaption, auf das deutsche BIP-Wachstum angewendet. Es handelt sich da-
bei um die Modelle von Hamilton (1989), Potter (1995), Pesaran und Potter (1997), Kim et
al. (2005) sowie DeJong et al. (2005), die sa¨mtlich etablierte Modelle des US BIP-Wachstums
sind. In diesem Kapitel werden die Anpassungsgu¨te (In-Sample-Fit) und Prognosegu¨te (Out-
of-Sample-Fit) dieser Modelle diskutiert. Ferner geht das folgende Kapitel 3 auf die Frage ein,
welches der Zeitreihenmodelle den deutschen Konjunkturzyklus am besten reproduzieren kann.
Zur Analyse der Anpassungs- und Prognosegu¨te kommen an dieser Stelle sowohl frequentisitsche
wie Bayesianische Methoden zum Einsatz. Die Vorteile der Bayesianischen Methode insbesonde-
re im Zusammenhang mit nicht-linearen Modellen wird in Abschnitt 2.5 erla¨utert. Ein Nachteil
Bayesianischer Methoden ist die Abha¨ngigkeit von a priori Annahmen. Daher werden auch und
insbesondere fu¨r die Prognosen frequentistische Methoden verwendet.
Die Bescha¨ftigung mit nicht-linearen Zeitreihenmodellen bzw. das Auffinden von Nicht-Lineari-
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ta¨ten ist aus mehreren Perspektiven erstrebenswert. Zum einen ist es sinnvoll nicht-lineare Mo-
delle als mo¨gliche Prognosemodelle fu¨r das deutsche BIP-Wachstum zu beru¨cksichtigen. In dieser
Hinsicht wird in diesem Kapitel u¨berpru¨ft, ob sich nicht-lineare Modelle als u¨berlegenen Pro-
gnosemodelle anbieten. Zum anderen kann das Auffinden von Nicht-Linearita¨ten einen wichtigen
Hinweis fu¨r andere o¨konomische und o¨konometrische Modelle liefern. Kiani und Bidarkota (2004)
weisen daraufhin, dass Nicht-Linearita¨ten bedeuten ko¨nnen, dass Schocks nicht symmetrisch pro-
pagiert werden und somit die Verwendung von VAR-Modellen, die diese Symmetrie annehmen,
zweifelhaft ist. In diesem Sinne ist das Auffinden von Nicht-Linearita¨ten mit entsprechenden
Anforderungen an die o¨konomische Modellierung verbunden.
2.1 Modelldarstellung und Maximum Likelihood Scha¨tzung
2.1.1 Lineare Modelle
ARMA-Modelle spielen wie erwa¨hnt eine große Rolle in der Modellierung des BIP-Wachstums.
Sie dienen an dieser Stelle als Benchmark fu¨r die nicht-linearen Modelle. Ein ARMA(k,m)-Modell
kann wie folgt repra¨sentiert werden:
yt = µ+
k∑
`=1
φ`yt−` +
m∑
i=0
ψi²t−i, ²t ∼ N (0, σ2), (2.1)
wobei yt die realen saisonbereinigten Quartalswachstumraten des BIP und ²t iid Innovationen
repra¨sentieren. Durch ARMA-Modelle kann die Persistenz von Schocks abgebildet werden.1 Ei-
ne kritische Annahme, die mit ARMA-Modellen einhergeht, ist die Symmetrie des Modells:
z.B. werden Schocks annahmegema¨ß in Kontraktionen genauso wie in Expansionen verarbeitet.
Fu¨r die Parameter des ARMA-Modells wird eine konditionale Maximum-Likelihood Scha¨tzung
(ML) verwendet. Wird auf die ersten k Beobachtungen bedingt, la¨sst sich die Likelihood allge-
mein wie folgt darstellen:
L(Θ;Y ) =
T∏
t=1
f(yt|yt−1, ..., yt−k, µ, φ, ψ, σ2). (2.2)
Im Falle eines reinen AR-Modells mit normalverteilten Fehlern ist
f(yt|yt−1, ..., yt−k, µ, φ, σ2) = 1√
2piσ
exp
{
−.5(yt − µ−
∑k
`=1 φ`yt−`)
2
σ2
}
. (2.3)
Die ML-Scha¨tzung der konditionalen Likelihood entspricht in diesem Fall einer Kleinst-Quadrate
Scha¨tzung. Ein ARMA-Modell wiederum kann als Zustandsraummodell dargestellt werden, so
1Die im Rahmen der ARMA-Modelle gefundene Persistenz in den US Daten hat weitreichenden Einfluss auf
die theoretische wie empirische Literatur genommen.
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dass zur Berechnung der konditionalen Likelihood der Kalman-Filter verwendet werden kann.2
Bei der Anwendung auf die deutschen Daten wird die Anzahl der Parameter des ARMA-
Modells (Anzahl der Verzo¨gerten) mit Hilfe der Informationskriterien AIC und BIC auf vier
AR-Koeffizienten bestimmt. MA-Terme bringen keine Verbesserung. Vier Verzo¨gerte werden im
Wesentlichen auch fu¨r die folgenden nicht-linearen Modelle beibehalten.
2.1.2 Markov-Switching-Modelle
Eines der ersten nicht-linearen Modelle fu¨r das BIP-Wachstum wird von Hamilton (1989) vorge-
schlagen. In Markov-Switching Modellen (MS-Modellen) entstammen die Wachstumsraten nicht
einem einzigen linearen Prozess, vielmehr wird eine diskrete Anzahl linearer Prozesse unterstellt
sowie eine Zustandsvariable st, die eine entsprechende Anzahl diskreter Auspra¨gungen anneh-
men kann und angibt aus welchem der Prozesse die laufende Wachstumsrate entstammt. Die
Wachstumsraten haben die folgende Repra¨sentation:
yt = µst +
k∑
`=1
φst,`yt−` + ²t, ²t ∼ N (0, σ2st). (2.4)
In dieser Formulierung variieren der Achsenabschnitt µst , die autoregressiven Parameter φst,`
und die Fehlervarianz σ2st . Die Zustandsabha¨ngigkeit kann allerdings auch auf einzelne Para-
meter beschra¨nkt werden. Variiert nur der Achsenabschnitt spricht man vom MSI-Modell (vom
engl. “intercept”), bei den autoregressiven Parametern vom MSA und bei der Varianz vom MSH
(Heteroskedastie), vgl. Krolzig (1997).
In der urspru¨nglichen Formulierung von Hamilton (1989), dem MSM, ist der Mittelwert zu-
standsabha¨ngig:
yt = µst +
k∑
`=1
φ`(yt−` − µst−`) + ²t. (2.5)
In allen Fa¨llen ist die Zustandsvariable st unbeobachtbar und folgt einem Markov-Prozess. Die
Wahrscheinlichkeit, gegeben in Zustand j zu sein, in den Zustand i zu wechseln ist entsprechend
pij :
P (st+1 = i|st = j) = pij . (2.6)
Inferenz u¨ber die unbeobachteten Zusta¨nde ist u¨ber den Hamilton-Filter mo¨glich, der in Appen-
dix A.1 erla¨utert wird.
Die Interpretation insbesondere des MSM-Modells mit zwei Zusta¨nden ist intuitiv. Phasen
hohen und niedrigen Wachstums wechseln sich ab. Hamilton (1989) findet fu¨r die USA, dass
die Zusta¨nde in etwa den Phasen, die durch den NBER-Zyklus definiert werden, entsprechen.
2Vgl. Kim und Nelson (1999a).
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Markov-Switching Modelle werden daher auch in der Datierung und Vorhersage von Konjunk-
turwechselpunkten eingesetzt.3 Hamilton weist selbst daraufhin, dass die Scha¨tzung eines MS-
Modells mit zwei Zusta¨nde nicht zu dem Ergebnis fu¨hren muss, dass die Zusta¨nde als Konjunk-
turphasen zu interpretieren sind, sondern die Zusta¨nde auch anderen Eigenschaften der Zeitreihe
entsprechen ko¨nnen. Hamilton erwa¨hnt die Mo¨glichkeit, dass unterschiedliche Trendwachstums-
raten existieren und im MS-Modell identifiziert werden ko¨nnten, siehe Hamilton (1989), S. 359.
Vor dem Hintergrund der Asymmetrien des Konjunkturzyklus werden in der Literatur zu US
Daten MSM-Modelle mit drei Zusta¨nden diskutiert, siehe z.B. McQueen und Thorley (1993).
Der dritte Zustand wird mit der Beobachtung motiviert, dass direkt nach Kontraktionen Pha-
sen relativ hohen Wachstums folgen, deren Wachstumsraten ho¨her sind als in der Folgezeit einer
Expansion.
In dieser Arbeit kommt das MSI-Modell fu¨r die deutschten Daten zur Anwendung. Die Er-
gebnisse des Hamilton-Modells (MSM) unterscheiden sich kaum von denen des MSI-Modells und
werden daher an dieser Stelle nicht berichtet. Ferner wird der Fall einer zeitgleichen Variation
von Interzept und Varianz (MSIH) beru¨cksichtigt. Fu¨r deutsche Daten schlagen Fritsche und
Kuzin (2005a) außerdem die Verwendung von zustandsabha¨ngigen Persistenzen vor. Folglich
kommt auch das MSA-Modell zur Anwendung, welches ebenfalls mit einer heteroskedastischen
Komponente erweitert wird (MSAH).
Die Scha¨tzung von Markov-Switching-Modellen ist mit der Maximum-Likelihood-Methode
mo¨glich. Die Likelihood, wie sie in Gleichung 2.2 aufgestellt ist, ist jedoch nicht direkt berechen-
bar. Gegeben die Zustandsvariable st entspricht das MS-Modell allerdings einem linearen Modell
bzw. einer der Anzahl der Regime entsprechenden Anzahl linearer Modelle. Unterstellt man eine
Normalverteilung fu¨r die Fehler ²t, ist die auf die Zustandsvariablen bedingte Verteilung von yt
gegeben durch:
f(yt|s˜t, yt−1, ..., yt−k,Θ) = 1√
2piσst
exp
{
−.5(yt − µst −
∑k
`=1 φst,`yt−`)
2
σ2st
}
, (2.7)
wobei s˜t die Auspra¨gungen der Zustandsvariablen bis zum Zeitpunkt t darstellt (s˜t = {si}ti=1)
und yt−1, ..., yt−k die Verzo¨gerten der Abha¨ngigen. Der Term f(yt|yt−1, ..., yt−k,Θ) ist wie be-
reits erwa¨hnt nicht direkt darstellbar, da die Zustandsvariablen {st}Tt=1 erst aus der Gleichung
2.7 “herausintegriert” werden mu¨ssen. Die dazugeho¨rigen Zustandswahrscheinlichkeiten ko¨nnen
mit Hilfe des Hamilton-Filters ermittelt und somit die Faktoren der konditionalen Likelihood-
funktion aus Gleichung 2.2 bestimmt werden. Diese kann dann mit numerischen Verfahren
u¨ber die entsprechenden Parameter maximiert werden.4 Neben den u¨blichen Verfahren bietet
3Beispiele sind Boldin (1994) und Chauvet (1998).
4Der Hamilton-Filter basiert auf Hamilton (1989). Fu¨r Zustandsraummodelle, deren Bewegungsgleichung einem
Markov-Switching Prozess unterliegt, hat Kim (1994) eine entsprechende Modifikation vorgeschlagen. Dort wird
auch ein vereinfachter Gla¨tter vorgeschlagen, der im Rahmen des EM-Algorithms im Erwartungsschritt verwendet
werden kann. Der Gla¨tter wird in Anhang A.1 erla¨utert.
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sich der EM-Algorithmus fu¨r die ML-Scha¨tzung eines Markov-Switching-Modells an. Der EM-
Algorithmus wird seit der Arbeit von Dempster et al. (1977) als Methode in der empirischen
Wirtschaftsforschung angewendet und wurde von Hamilton (1990) fu¨r das Markov-Switching
Problem formuliert.5 Er hat relativ gute Konvergenzeigenschaften. Die Standardfehler der Para-
meterscha¨tzer mu¨ssen allerdings zusa¨tzlich ermittelt werden, wa¨hrend diese z.B. bei Gradienten-
verfahren wie dem Gauß-Newton-Verfahren bei der Optimierung mit berechnet werden. Bei der
ML-Scha¨tzung kann wegen mo¨glicher Multimodalita¨t der Likelihoodfunktion von Mischungs-
verteilungen unabha¨ngig vom Lo¨sungsalgorithmus das Problem auftreten, ein lokales und kein
globales Maximum zu ermitteln. Daher wird der Algorithmus fu¨r mehrere Startwerte wiederholt
und das globale Maximum als Supremum der verschiedenen Versuche ermittelt.
2.1.3 Bounce-Back-Modell
Das Bounce-Back-Modell von Kim et al. (2005) stellt eine Erweiterung des Hamilton-Modells
dar. Die Motivation fu¨r den Bounce-Back-Effekt korrespondiert mit der Motivation eines drit-
ten Zustandes des MSM-Modells in McQueen und Thorley (1993). Das asymmetrische Verhalten
nach Expansionen und Kontraktionen soll explizit modelliert werden. In der Formulierung des
Bounce-Back werden die Ansa¨tze von Beaudry und Koop (1993) mit dem MS-Modell verbun-
den.6 Die Neuerung im Vergleich zum Hamilton-Modell ist, dass mit Beginn eines kontraktiven
Regimes, ein zusa¨tzlicher Regressor aufgebaut wird, der von der Tiefe der Kontraktion bzw. Re-
zession abha¨ngt.
Das Modell entspricht weitgehend dem bereits beschriebenen Markov-Switching-Modell. Ab-
weichend von Kim et al. (2005) wird an dieser Stelle das Bounce-Back-Modell auf Grundlage
des MSI-Modells und nicht des MSM-Modells verwendet. Die Zustandsvariable st nehme den
Wert 1 fu¨r expansive Regime und den Wert 0 fu¨r kontraktive an. Das Bounce-Back-Modell, wie
es in dieser Arbeit verwendet wird, la¨sst sich dann wie folgt formulieren:
yt = µst +
k∑
`=1
φ`yt−` + γ
m∑
j
(1− st−j)yt−j + ²t, ²t ∼ N (0, σ2). (2.8)
Wenn γ einen negativen Wert annimmt, tritt schon wa¨hrend der Rezession und bis zum Quartale
nach der Rezession ein positiver Effekt ein, der das Wachstum erho¨ht. Die ML-Scha¨tzung des
Bounce-Back-Modells ist analog zum MS-Modell mit Hilfe des Hamilton-Filters mo¨glich.
2.1.4 SETAR-Modell
Potter (1995) schla¨gt die Verwendung des Self-Exciting Threshold Autoregression-Modells (SE-
TAR) vor, um das BSP-Wachstum der USA zu modellieren. Das Modell soll die Asymmetrie,
5Hartley (1958) hat bereits den EM-Algorithmus verwandt, jedoch nicht seine Konvergenz bewiesen.
6Die Arbeit von Beaudry und Koop (1993) wird im Rahmen des Floor-and-Ceiling-Modells diskutiert.
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mit der Schocks in verschiedenen Phasen des Konjunkturzyklus verarbeitet werden, abbilden.
Analog zum Markov-Switching Modell werden mehrere lineare Prozesse unterstellt, die zu-
sammen den datenerzeugenden Prozess bilden. Im Gegensatz zum Markov-Switching ist die
Variable (Schwellenvariable), die den Zustand bestimmt, beobachtbar. Im SETAR-Modell wird
die eigene Vergangenheit des Prozesses als Schwellenvariable eingesetzt (daher “Self-Exciting”).
Das SETAR-Modell mit zwei Zusta¨nden kann wie folgt dargestellt werden:
yt =
µ1 +
∑k
`=1 φ1,` yt−` + σ1ηt, falls yt−q < r,
µ2 +
∑k
`=1 φ2,` yt−` + σ2ηt sonst,
(2.9)
wobei ηt ∼ N(0, 1). Der Parameter r ist der Schwellenwert, dessen U¨berschreitung durch die
Schwellenvariable yt−q zum Regimewechsel fu¨hrt.
Analog zum MS-Modell entspricht das SETAR-Modell fu¨r gegebene Zusta¨nde bzw. fu¨r einen
gegebene Schwellenwert einem linearen Modell. Der Unterschied zum MS-Modell ist, dass der
Parameter r direkt mit der Zustandsvariable korrespondiert und kein Parameter eines laten-
ten Prozess ist, wie es bei den U¨bergangswahrscheinlichkeiten im MS-Modell der Fall ist. Die
Likelihood fu¨r gegebene Parameter ist daher leicht zu formulieren:
L(Θ;Y ) =
∏
yt−q<r
1√
2piσ1
exp
{
−.5(yt − µ1 −
∑k
`=1 φ1,`yt−`)
2
σ21
}
· (2.10)
∏
yt−q≥r
1√
2piσ2
exp
{
−.5(yt − µ2 −
∑k
`=1 φ2,`yt−`)
2
σ22
}
Die Maximierung u¨ber den Parameter r ist jedoch nicht trivial. Da verschiedene Werte des Pa-
rameters r zwischen zwei geordneten Auspra¨gungen der Schwellenvariable (y(i) < r < y(i+1)) zu
gleichen Werten der Likelihood fu¨hren und an der Stelle r = y(i+1) ein Sprung auftritt, ist die
Likelihood nicht differenzierbar in r. Fu¨r den Parameter r wird daher eine Gittersuche (“grid
search”) durchgefu¨hrt; die Likelihood wird also fu¨r alle sinnvollen Werte von r fu¨r die ande-
ren Parameter maximiert, was mit Hilfe der KQ-Methode durchgefu¨hrt werden kann, und an-
schließend der maximale Wert und die dazugeho¨rigen Parameter der konzentrierten Likelihoods
ausgewa¨hlt.
2.1.5 Floor-Ceiling-Modell
Die bereits im Zusammenhang mit dem dritten Zustand des MSM-Modells sowie der Formulie-
rung des Bounce-Back Modells diskutierte Beobachtung, dass fu¨r US-Daten nach Rezessionen
ein zusa¨tzlich versta¨rktes Wachstum existiert, wurde zuerst von Beaudry und Koop (1993) auf-
gegriffen.7 Sie konstruieren anhand des logarithmierten BIPs eine zusa¨tzliche Regressorvariable,
7Das versta¨rkte Wachstum nach Rezessionen ist gleichbedeutend mit einer Regimeabha¨ngigkeit der Persistenz
der Schocks. Negative Schocks setzen sich anders fort als positive, vgl. das zuvor dargestellte Modell von Potter
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die die Tiefe der laufenden Kontraktion misst. Die Variable wird im Folgenden mit CDRt (cur-
rent depth of recession) bezeichnet. CDRt ergibt sich als Differenz des laufenden BIPs von dem
bisherigen Maximum der BIP-Zeitreihe.
Die Aufnahme der Verzo¨gerten von CDRt in das lineare Modell ermo¨glicht eine unterschied-
liche Anpassung an negative Schocks im Vergleich zu positiven. Beaudry und Koop finden einen
signifikanten Effekt dieses Regressors fu¨r US-Daten, so dass auf eine Rezession mit einem an-
schließend erho¨hten Wachstum reagiert wird, wobei die Sta¨rke der Rezession die Reaktion selber
versta¨rkt. Rezessionen haben fu¨r den betrachten Zeitraum in der USA eine entsprechend verrin-
gerte Langzeitwirkung auf die Niveauvariable (BIP).
Pesaran und Potter (1997) haben das Modell von Beaudry und Koop (1993) in mehrfacher
Hinsicht erweitert. Neben dem von Beaudry und Koop eingefu¨hrten Effekt, der eine Da¨mpfung
der Rezession und ein beschleunigtes Wachstum danach ermo¨glicht und bei Pesaran und Potter
als “Floor”-Regime bezeichnet wird, unterstellen Pesaran und Potter einen a¨hnlichen Effekt
bei zu hohem Wachstum. Durch den “Ceiling”-Effekt, der in die Mittelwertgleichung als HCt
eingeht, wird hohes (u¨ber dem durchschnittlichen Wachstum liegendes) Wachstum im Verlauf
wiederum geda¨mpft. Neben diesem zusa¨tzlichen Effekt wird die Variable CDRt reformuliert und
der Schwellenwert rF als Parameter aufgefasst und nicht wie in Beaudry und Koop (1993) auf
null gesetzt. Ferner wird Heteroskedastie in Form einer von den “Floor” und “Ceiling”-Regimen
abha¨ngigen Fehlervarianz zugelassen. Das Floor-Ceiling-Modell stellt sich wie folgt dar:
yt = µ+
k∑
`=1
φ`yt−` + θ1CDRt−1(γ) + θ2HCt−1(γ) + ηtht(γ, σ) (2.11)
wobei der bedingte Skalierungsfaktor ht(γ, σ) gegeben ist als
ht(γ, σ) = σ0(1−max{Ft−1, Ct−1}) + σ1Ft−1 + σ2Ct−1
und ηt eine standardnormalverteilte Sto¨rgro¨ße bezeichnet. Ferner gilt γ = (rF rC) sowie σ =
(σ0 σ1 σ2). Die Parameter θ1 und θ2 steuern die “Floor”- und “Ceiling”-Effekte im Hinblick auf
den bedingten Mittelwert, wa¨hrend σ1 und σ2 den Einfluss des “Floor”- und “Ceiling” auf die
Standardabweichung bzw. Varianz abbilden.
Die Dummy-Variable Ct kennzeichnet das “Ceiling”-Regime und HCt den korrespondieren-
den Regressor, wa¨hrend die Variable Ft der Dummy ist, der das “Floor”-Regime kennzeichnet
und CDRt der Regressor, der die Tiefe der Rezession angibt. Diese Gro¨ßen bilden sich wie folgt:
Ft =
1(yt < rF ), falls Ft−1 = 0,1(CDRt−1 + yt < 0), falls Ft−1 = 1. (2.12)
(1995).
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Abbildung 2.1: Regressoren im Floor-Ceiling-Modell
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Fa¨llt die Wachstumsrate unter den Schwellenwert, wird das “Floor”-Regime aktiviert. Das Re-
gime dauert solange an, bis der Effekt der Kontraktion u¨berwunden ist. Die Variable CDRt
baut sich wa¨hrend des “Floor”-Regimes auf und ergibt sich als:
CDRt(γ) =
(yt − rF )Ft, falls Ft−1 = 0,(CDRt−1 + yt)Ft, falls Ft−1 = 1. (2.13)
Das “Ceiling”-Regime tritt dann ein, wenn die Wachstumsraten u¨ber ihrem Mittelwert liegen
(als Schwellenwert wird rc = y angenommen). Durch die Beru¨cksichtigung des Terms HCt−1 bei
der Bestimmung von Ct werden zusa¨tzlich die vergangenen Perioden mit u¨berdurchschnittlichen
Wachstumsraten mit einbezogen.
Ct = 1(HCt−1 + yt > rC) (2.14)
HCt(γ) = (HCt−1 + yt − rC)Ct, HC0 = 0. (2.15)
Da die Regressoren CDRt und HCt von den Parameterscha¨tzungen abha¨ngen, kann man sie
nicht a priori darstellen. Abbildung 2.1 zeigt die beiden Regressoren basierend auf der Scha¨tzung
fu¨r das deutsche BIP-Wachstum, siehe Abschnitt 2.4. Fu¨r die hier dargestellte Spezifikation
des Modells wa¨hlen Pesaran und Potter die Formulierung “hard ceiling”, die sich auch in der
Benennung der Variable HCt wiederfindet. Sie beruht darauf, dass das “Ceiling”-Regime gilt,
solange nicht sa¨mtliche u¨berdurchschnittlichen Entwicklungen abgebaut sind, die Niveauvariable
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also wieder zu ihrem langfristigen Trend zuru¨ckgekehrt ist.8 In dieser Spezifikation ko¨nnen beide
Effekte, Floor und Ceiling, parallel auftreten.
Zumindest fu¨r die “hard ceiling” Spezifikation kann das Floor-Ceiling-Modell in dem Sinne
interpretiert werden, dass das BIP um seinen langfristigen Trend schwankt und es Mechanismen
gibt, die Abweichungen von diesem Pfad revidieren. Das Modell steht damit im Widerspruch
zur klassischen Real-Business-Cycle-Theorie, die Langfristwirkungen der Schocks impliziert.
Die ML-Scha¨tzung des Floor-Ceiling-Modells weist das gleiche Problem wie die des SETAR-
Modells auf. Die Likelihood ist nicht differenzierbar in rf . Wiederum wird eine Gittersuche u¨ber
die Schwellenwerte durchgefu¨hrt.
2.1.6 Regime-Wechsel-Modell
DeJong et al. (2005) schlagen ein Modell vor, das Aspekte des Floor-Ceiling-Modells wie des
Markov-Switching-Modells beinhaltet. In diesem Modell (in der Folge DLR-Modell) wechseln
sich Phasen bzw. Regime mit sich beschleunigendem und sich entschleunigendemWachstums ab.
Innerhalb eines Regimes folgt das Wachstum einer Trajektorie. Die Trajektorien sind stochastisch
und ko¨nnen zwischen den Regimen variieren. Die Idee unbeobachtbarer Regimewechsel zeigt die
Na¨he des Modells zu MS-Modellen. Die Zustandvariable folgt allerdings keinem Markov-Prozess,
sondern die Regimewechsel werden von einem beobachtbaren “Spannungsindex” hervorgerufen.
Der “Spannungsindex” ht ergibt sich als geometrische Summe der Abweichungen vergangener
Wachstumsraten vom “nachhaltigen” Wachstum y∗t :
ht =
∞∑
`=1
δ`(yt−` − y∗t ), (2.16)
wobei der Parameter δ ∈ (0, 1) die Persistenz der vergangenen Abweichungen abbildet. Als nach-
haltige Wachstumsrate wird von DeJong et al. (2005) der Mittelwert eingesetzt, als Alternative
nennen die Autoren gefilterte Trendvariablen. Im weiteren wird das mittlere Wachstum als nach-
haltiges Wachstum und fu¨r δ der Wert 0,575 angenommen. Basierend auf δ = 0, 575 ergibt sich
fu¨r deutsche BIP-Daten der in Abbildung 2.2 dargestellte Spannungsindex.
Der “Spannungsindex” zeigt Analogien zum Floor-Ceiling-Modell auf. Abweichungen von ei-
nem langfristigem Trend fu¨hren auch im DLR-Modell zu Anpassungsreaktionen, jedoch nicht
in Form eines anwachsenden Regressors, sondern als Regimewechsel. Durch die Annahme, dass
die Wachstumsraten wa¨hrend des Regimes einem Trend folgen, in Kontraktionen einem negati-
ven und in Expansionen einem positiven, ko¨nnen die Regimewechsel nicht zum Eintritt in eine
nachhaltige Phase fu¨hren.
8Pesaran und Potter (1997) verwenden außerdem die Spezifikation “over heating”, bei der Ct = 1(yt > rC)
und folglich vergangene u¨berdurchschnittliche Entwicklungen zu keinen Anpassungen fu¨hren.
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Abbildung 2.2: Spannungsindex im DLR-Modell – δ = 0, 575
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Die Regimewechsel folgen einem Probit-Modell, dessen Wahrscheinlichkeiten vom Spannungs-
index beeinflusst werden:
pit+1 = P (rt+1 = −rt|rt, ht) = Φ(β0 + β1rtht), (2.17)
mit
rt =
{
1, falls t in einem expansivem Regime ist
−1, falls t in einem kontraktivem Regime ist ,
wobei Φ die Verteilungsfunktion der Standardnormalverteilung darstellt. Dadurch, dass die Re-
gimevariable im Probit-Modell mit dem Spannungsindex multipliziert wird, wird ein Regime-
wechsel immer dann wahrscheinlich, wenn in einem kontraktivem Regime der Spannungsindex
hohe negative Werte annimmt oder wenn in einem expansivem Regime der Spannungsindex hohe
positive Werte annimmt. Die Wachstumsraten werden im DLR-Modell wie folgt dargestellt:
yt = mt + νht−1 + γyt−1 + ²t, ²t ∼ N (0, σ2). (2.18)
Die Variable mt repra¨sentiert den Regimedrift in Form lokaler Trends
mt = aj + bjrt
t−t(j−1)−1∑
υ=1
dυ−1, bj > 0, t = t(j − 1) + 1, ..., t(j), (2.19)
wobei j (j : 1 → J) das zum Zeitpunkt t geltende Regime bezeichnet und t(j) den Zeitpunkt
des Wechsels von Regime j zu j + 1 (d.h. t(j) ist die letzte Periode des Regimes j wobei
t(0) ≡ 0). Der Parameter aj bezeichnet den Wert des Regimedrifts in der ersten Periode des
jten Regimes. Der Term bj gibt die Steigung und die Zustandsvariable rt die Richtung des
Trends an. Der Parameter d steuert die Kru¨mmung des Trends. Bei d = 1 ist der Trend linear.
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In der empirischen Anwendung werden abweichend von DeJong et al. (2005), die fu¨r US-Daten
d mitscha¨tzen, vereinfachend lineare Trends unterstellt, also d gleich eins gesetzt. Die Parameter
aj und bj werden als Zufallsvariablen modelliert. aj entstammt einer Normalverteilung mit den
Parametern µa,1 bzw. µa,2 und σa. Sofern es sich um ein kontraktives Regime handelt gilt µa,1.
Fu¨r expansive Regime wird µa,2 als Erwartungswert der aj angenommen.9 Fu¨r die bj eine Log-
Normalverteilung mit den Parametern µb und σb angenommen, um die strikte Positivita¨t der bj
sicherzustellen.
Die Regime bzw. die Zustandsvariable rt ist analog zur Zustandsvariable in MS-Modellen
latent. Der Hamilton-Filter kann hier jedoch nicht eingesetzt werden, da sich die Regime un-
tereinander nicht gleichen. Eine endliche U¨bergangsmatrix kann daher nicht bzw. nicht ohne
unma¨ßigen Aufwand spezifiziert werden. Die im Folgenden dargestellte Likelihoodfunktion gilt
gegeben eine Sequenz von rt, die eine Anzahl von J verschiedenen Regimen impliziert. Sie ent-
spricht der gemeinsamen Dichte der Wachstumsraten yt und der Zustandsvariablen rt:
L(Θ; {yt}Tt=1, {rt}Tt=1) =
J∏
j=1
∫
aj
∫
bj
f(Yj , Rj , aj , bj ,Θ) daj dbj , (2.20)
wobei
f(Yj , Rj , aj , bj ,Θ) =
t(j)∏
t=t(j−1)+1
1
σ
φ
(
yt −mt − νht−1 − γyt−1
σ
)
·
1
σa
φ
(
aj − µa,(rt(j)+3)/2
σa
)
1
σb
φ
(
lnbj − µb
σb
)
pir˜tt (1− pit)(1−r˜t).(2.21)
φ(.) bezeichnet die Dichtefunktion der Standardnormalverteilung. Yj sowie Rj bezeichnen die
Vektoren der Wachstumsraten sowie der Zustandsvariablen wa¨hrend des Regimes j. r˜t nimmt
den Wert 1 an, wenn Wechsel in der Regimevariablen rt auftreten und sonst den Wert 0. Das
angegebene Doppelintegral kann mit Hilfe einer Gauss-Hermite-Quadratur gelo¨st werden. Die
Likelihoodfunktion kann folglich mit numerischen Algorithmen u¨ber die Parameter Θ maximiert
werden.
DeJong et al. (2005) schlagen zur Behandlung der latenten Variablen rt zwei Vorgehensweisen
vor. Zum einen wird u¨ber einen Algorithmus eine optimale Sequenz fu¨r rt gesucht und basierend
auf dieser Sequenz werden dann Inferenz und Vorhersage betrieben. Eine zweite Vorgehensweise
besteht darin die Likelihood u¨ber die Sequenz rt zu integrieren. Da die Anzahl mo¨glicher Se-
quenzen zu groß ist, schlagen DeJong et al. (2005) die Verwendung eines Importance-Samplers
vor um den Rechenaufwand handhabbar zu halten. Im Rahmen der Diskussion der Modellgu¨te
in Abschnitt 2.5 wird der Ansatz u¨ber den Importance-Sampler im Detail erla¨utert.
9Wenn die Verteilung anhand der Zustandsvariablen rt definiert wird, ergibt sich folgender Ausdruck fu¨r den
Erwatungswert von aj : µa,(rt(j)+3)/2.
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Die zuerst genannte Vorgehensweise betreibt Inferenz bedingt auf eine explizite Sequenz von
rt, die u¨ber den folgenden Algorithmus bestimmt werden kann. Es wird eine Startsequenz fu¨r rt
bestimmt. Da die Regime im Zusammenhang mit dem Konjunkturzyklus zu sehen sind, schla-
gen DeJong et al. (2005) fu¨r die USA die NBER Datierungen fu¨r Konjunkturwechselpunkte vor.
Fu¨r Deutschland besteht keine eindeutige Referenzserie, so dass der Bry-Boschan-Algorithmus
verwendet wird um eine Startsequenz zu generieren.10 Fu¨r diese Startsequenz wird eine ML-
Scha¨tzung durchgefu¨hrt. Anschließend werden die Regimewechselpunkte sequentiell u¨berpru¨ft.
Dies geschieht wie folgt: Gegeben die ML-Scha¨tzung und alle andere Regimewechselpunkte wird
die Likelihood fu¨r alle mo¨glichen Werte des Regimewechselpunkts t(j) berechnet, wobei t(j) zwi-
schen t(j − 1) und t(j + 1) abzu¨glich der Mindestregimedauer von zwei Quartalen liegen kann.
Die Likelihoodwerte eines mo¨glichen Regimewechselpunkts werden durch ihre Summe geteilt und
ko¨nnen als Wahrscheinlichkeiten aufgefasst werden. Der Punkt mit der ho¨chsten Wahrschein-
lichkeit wird als neuer Regimewechselpunkt t(j) festgelegt. Ferner wird auch gepru¨ft, ob das
Entfernen des Regimewechselpunkts die Likelihood verbessert. Das Gleiche geschieht dann mit
dem na¨chsten Regimewechselpunkt. Wenn alle Regimewechselpunkte entsprechend behandelt
worden sind, wird gegeben die resultierende Sequenz wiederum eine ML-Scha¨tzung durchgefu¨hrt
und die Regimewechselpunkte nach dem eben geschilderten Verfahren erneut u¨berpru¨ft. Dieses
Vorgehen wird solange iteriert, bis sich die Sequenz nicht mehr a¨ndert.
2.2 Daten zum BIP-Wachstum in Deutschland
Die Untersuchung basiert auf saisonbereinigten Quartalsdaten des deutschen BIP der Jahre
1970 bis 2006. Es handelt sich dabei um die annualisierten Quartalswachstumsraten, die vom
Statistischen Bundesamt Deutschland fu¨r den Zeitraum vor 1991 (Wiedervereinigung) fu¨r West-
deutschland und danach fu¨r Gesamtdeutschland bereitgestellt werden, siehe Fachserie 18 Reihe
S.28 und Fachserie 18 Reihe 1.3 jeweils aus dem Erscheinungsjahr 2006.11 Entsprechend wird
die zu analysierende Zeitreihe aus diesen beiden Teilstu¨cken zusammengesetzt. Die Daten beider
Teilstu¨cke werden konsistent entsprechend der ju¨ngsten Bestimmung zur Volkswirtschaftlichen
Gesamtrechnung berichtet, siehe Ra¨th und Braakmann (2006).
Der Mittelwert der zu analysierenden Wachstumsraten betra¨gt 2,11 und die Standardabwei-
chung ist 3,633. Die Schiefe betra¨gt -0,096 und die Wo¨lbung 3,56. Der asymptotische p-Wert des
korrespondierenden Jarque-Bera-Tests betra¨gt 0,354. In Abbildung 2.3 sind die Wachstumsraten
des deutschen BIP dargestellt.
10Einzelheiten und Erla¨uterungen zum Bry-Boschan-Algorithmus finden sich in Abschnitt 3.3.
11Aus der gleichen Vero¨ffentlichung werden auch die Daten zu den Komponenten des BIP, die in Kapitel 4
verwendet werden, entnommen.
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Abbildung 2.3: Quartalswachstumsraten des deutschen BIP
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2.3 Literaturu¨bersicht zu nicht-linearen Zeitreihenmodellen fu¨r
deutsche BIP-Daten
Im Gegensatz zu den USA existiert keine umfangreiche Literatur, die nicht-lineare Modelle auf
deutsche Daten anwendet. Teilweise werden deutsche Daten im Rahmen internationaler Studien
beru¨cksichtigt. Goodwin (1993) findet fu¨r deutsche BSP-Daten von 1960 bis 1990, dass das MS-
Modell im Mittelwert (MSM) zwar im Wesentlichen die durch alternative Methoden, wie dem
Bry-Boschan-Algorithmus, bestimmten Rezessionen anzeigt, aber nach dem Test von Hansen
(1992) ist das MS-Modell nicht signifikant im Vergleich zu einem AR-Modell. Fu¨r eine etwas
andere Zeitspanne (1955 bis 1990) und BIP Daten finden Ka¨hler und Marnet (1994) bei der
Anwendung des gleichen Modells zuviele kurzzeitige Phasen fu¨r das Regime mit dem geringeren
Mittelwert verglichen mit der Anzahl an Rezessionen, die mit anderen Verfahren bestimmt wer-
den. Die Ergebnisse der Autoren zu einem MSMH-Modell, in dem neben dem Mittelwert auch
die Varianz regimeabha¨ngig ist, deuten auf einen Bruch in den siebziger Jahren hin, vgl. auch
Mills und Wang (2003) sowie Kapitel 4. Die Ergebnisse von Krolzig (1997) zum MSM-Modell fu¨r
das deutsche BIP entsprechen denen von Goodwin (1993). Ein alternatives MS-Modell verwen-
den Fritsche und Kuzin (2005a), die die autoregressiven Parameter regimeabha¨ngig gestalten
mit dem Ziel Volatilita¨tsschwankungen zu erkla¨ren.
Potter (1995) hat fu¨r die USA die Verwendung von Schwellenwertmodellen vorgeschlagen.
Fu¨r deutsche Daten findet sich in Kiani und Bidarkota (2004) eine Anwendung des SETAR-
Modells fu¨r das deutsche BIP-Wachstum zwischen 1960 und 2000. Sie finden Evidenz fu¨r ein
solches Modell verglichen mit einem linearen AR-Modell. Cancelo und Mourelle (2005) wenden
Verallgemeinerungen des SETAR-Modells in Form des LSTAR- und des ESTAR-Modells an,
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in denen die Schwellenvariable keinen Bruch, sondern einen allma¨hlichen U¨bergang steuert,
und finden fu¨r Deutschland zwischen 1970 und 2002 keine Evidenz fu¨r diese From der Nicht-
Linearita¨t.
Die Vorstufe des Floor-Ceiling-Modells ist das Modell von Beaudry und Koop (1993), welches
einen zusa¨tzlichen von der vorangegangen Rezession abha¨ngigen Regressor beru¨cksichtigt, der
Asymmetrien in der Schockpropagierung zwischen den Konjunkturphasen aufzeigen kann. Br-
adley und Jansen (1997) wenden das Modell auf BIP-Daten der G 7 an und finden fu¨r deutsche
Daten zwischen 1960 und 1993 Evidenz fu¨r eine solche Form der Asymmetrie. Die Autoren spre-
chen von einem “overshooting”, da entsprechend der Ergebnisse zum Modell von Beaudry und
Koop (1993) fu¨r deutsche Daten nach Rezessionen ein erheblich versta¨rktes Wachstum eintritt.
Eine Arbeit, die verschiedene nicht-lineare Modelle fu¨r deutsche Daten miteinander vergleicht
liegt noch nicht vor. In Kiani und Bidarkota (2004) werden jedoch mehrere nicht-lineare Modelle
verwendet, die allerdings nicht miteinander verglichen werden, sondern alle dem Zweck dienen
Zeitreiheneigenschaften des BIP-Wachstums zu untersuchen.
2.4 Scha¨tzergebnisse
In diesem Abschnitt werden die Eigenschaften der in Abschnitt 2.1 dargestellten Modelle fu¨r
das Quartalswachstum des realen saisonbereinigten deutschen BIP anhand der ML-Scha¨tzungen
diskutiert. Die Tabelle 2.1 gibt die Ergebnisse fu¨r das AR-, das MSA- und das MSAH-Modell
wieder. Dabei werden die Punktscha¨tzungen und die dazugeho¨rigen, asymptotischen Werte der
t-Statistik sowie als Kriterien fu¨r die Modellgu¨te das R2, das adjustierte R2, die logarithmier-
te Likelihood und AIC sowie BIC berichtet.12 Ferner werden die Ljung-Box-Statistiken samt
p-Werte fu¨r die Residuen und die quadrierten Residuen angegeben, wobei nur die Werte fu¨r
eine und vier Verzo¨gerte berichtet werden. Die Ljung-Box-Statistiken fu¨r andere Horizonte sind
nicht signifikant zum 10 % Niveau. Als Ausgangspunkt fu¨r den Vergleich der nicht-linearen
Modelle wird ein AR(4)-Modell angenommen. Bezogen auf AIC und BIC zeigt es sich anderen
ARMA-Modellen gegenu¨ber u¨berlegen. Es findet sich signifikante Autokorrelation in den Daten,
die insbesondere durch den vierten autoregressiven Parameter aufgefangen wird, so dass die
Ljung-Box-Statistik keine weitere Autokorrelation in den Residuen des AR(4)-Modells aufzeigt.
Fu¨r ARCH-Effekte gibt es geringe Evidenz angesichts eines p-Werts von 0,106 der Ljung-Box-
Statistik fu¨r die quadrierten Residuen.
Fritsche und Kuzin (2005a) diskutieren die Instabilita¨t der autoregressiven Parameter fu¨r
das deutsche BIP-Wachstum. Daher bietet sich das MSA-Modell, das Regimewechsel in der
Autokorrelation erlaubt, als Kandidat zur Beschreibung des deutschen BIP-Wachstums an. Die
zwei Zusta¨nde unterscheiden sich insbesondere durch den vierten autoregressiven Parameter.
12Zur Berechnung des R2 in MS-Modellen siehe Krolzig (1997), Seite 133.
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Tabelle 2.1: Scha¨tzergebnisse des AR-, MSA- und MSAH-Modells
AR-Modell MSA-Modell MSAH-Modell
µ 2, 161
4,937
p11 0, 858
9,365
p11 0, 815
8,952
φ1 −0, 017
−0,210
p22 0, 817
6,332
p22 0, 679
4,066
φ2 0, 031
0,389
µ 1, 359
3,403
µ 1, 136
3,439
φ3 0, 083
1,040
φ1,1 −0, 033
−0,290
φ1,1 −0, 132
−1,409
φ4 0, 236
3,101
φ1,2 0, 016
0,142
φ1,2 0, 059
0,605
σ2 11,998 φ1,3 −0, 027
−0,228
φ1,3 0, 076
0,751
φ1,4 0, 548
5,565
φ1,4 0, 529
5,597
σ21 11, 142
6,379
φ2,1 0, 129
0,964
φ2,1 0, 402
4,585
φ2,2 0, 115
0,871
φ2,2 0, 048
0,565
φ2,3 0, 249
1,873
φ2,3 0, 180
2,244
φ2,4 −0, 372
−2,574
φ2,4 −0, 431
−5,495
σ2 8, 355
6,935
σ22 2, 573
3,235
R2 0,075 R2 0,125 R2 0,105
adR2 0,048 adR2 0,058 adR2 0,036
logLik -372,696 logLik -366,268 logLik -360,002
AIC 5,357 AIC 5,366 AIC 5,291
BIC 5,462 BIC 5,617 BIC 5,563
Q1(²) 0, 334
0,564
Q1(²) 0, 013
0,908
Q1(²) 0, 027
0,870
Q4(²) 3, 315
0,507
Q4(²) 0, 523
0,971
Q4(²) 0, 562
0,967
Q1(²2) 2, 619
0,106
Q1(²2) 2, 790
0,095
Q1(²2) 2, 153
0,142
Q4(²2) 5, 504
0,239
Q4(²2) 4, 768
0,312
Q4(²2) 5, 415
0,247
Unter den Werten der Punktscha¨tzungen stehen die t-Statistiken.
Q1 bezeichnet die Ljung-Box-Statistik fu¨r eine Verzo¨gerte, Q4 fu¨r
vier Verzo¨gerte. Der p-Wert ist unter den Wert der Ljung-Box-
Statistik gesetzt.
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In einem Zustand ist er signifikant positiv und im anderen signifikant negativ. Die gegla¨tteten
Wahrscheinlichkeiten der Zusta¨nde bieten allerdings keine intuitive Interpretation anhand der
Konjunkturphasen fu¨r dieses Muster, siehe Abbildung 2.4. Außerdem favorisieren beide Krite-
rien, sowohl AIC wie BIC, das AR-Modell im Vergleich zum MSA-Modell.
Die Ljung-Box-Statistik der quadrierten Residuen des MSA-Modells nimmt den p-Wert 0,095
an. Das MSA-Modell wird zum MSAH-Modell erweitert, in dem auch die Varianz zustand-
sabha¨ngig ist. Die Inferenz u¨ber die Zusta¨nde, sowie die Scha¨tzungen der AR-Koeffizienten
weisen starke U¨bereinstimmungen mit dem restriktiverem MSA-Modell auf. Zustand 2 ist im
MSAH-Modell jedoch weniger persistent (MSA: p̂22 = 0, 817; MSAH: p̂22 = 0, 679), dafu¨r weist
Zustand 2 eine erheblich verringerte Varianz auf. Dabei ist bemerkenswert, dass insbesondere im
Vergleich zum MSA-Modell die Wahrscheinlichkeit fu¨r den Zustand 2 am Ende der Stichprobe
relativ hoch ist, was mit der Evidenz fu¨r eine Varianzreduktion des deutschen BIP-Wachstums
in den 90er Jahren korrespondiert.13 Die Ljung-Box-Statistiken fu¨r die quadrierten Residuen des
MSAH-Modells zeigen als geringsten p-Wert 0,142 an. Die Aufnahme dieser Form der Heteros-
kedastie fu¨hrt zu einem erheblichen Zugewinn in der Likelihood, so dass das AIC dieses Modell
gegenu¨ber dem AR-Modell bevorzugt.
In der Tabelle 2.2 werden die Ergebnisse des MSI-, MSIH- und des Bounce-Back-Modells
berichtet. Das MSI-Modell wird hier im Gegensatz zum MSM-Modell von Hamilton (1989) ver-
wendet, da es bei nahezu gleichen Ergebnissen die deutschen Daten etwas besser beschreibt.
Der Unterschied der Modellierung ist, dass das MSM-Modell abrupte Folgen des Regimewech-
sel impliziert, wa¨hrend im MSI-Modell das alte Regime u¨ber die autoregressiven Parameter
“fortbesteht”. Die Interpretation ist allerdings abgesehen von diesem Unterschied analog zum
MSM-Modell zu sehen. Die Scha¨tzung des MSI-Modells ergibt zwei a¨hnlich persistente Zusta¨nde,
die sich nicht als Rezession und Expansion wie in Hamilton (1989) fu¨r die USA oder in Goodwin
(1993) sowie Krolzig (1997) fu¨r Deutschland, sondern eher als zwei unterschiedliche Trendwachs-
tumsraten mit gescha¨tzten 0,751% bzw. 4,206% interpretieren lassen. Die gegla¨tteten Wahr-
scheinlichkeiten der Zusta¨nde sind in Abbildung 2.5 zu finden.14 Die Rezessionen entsprechend
der Definition u¨ber den Bry-Boschan-Algorithmus fallen erwartungsgema¨ß in die Perioden mit
hohen Wahrscheinlichkeiten fu¨r niedriges Trendwachstum.15 Diese Ergebnisse und Interpreta-
tionen des MSI-Modells entsprechen der Diskussion, dass Deutschland ab der zweiten Ha¨lfte der
90er kein eigentlich konjunkturelles, sondern vielmehr strukturelles Pha¨nomen erlebt hat, das
im Sinne der Trennung von Lucas (1981) das Trendwachstum beeinflusst.16 Das MSI-Modell
13Vgl. Kapitel 4.
14Gegla¨ttete Wahrscheinlichkeiten bedingen die Inferenz u¨ber die Zusta¨nde auf die Beobachtungen der gesam-
ten Stichprobe im Gegensatz zu gefilterten Wahrscheinlichkeiten, die nur Beobachtungen bis zum Zeitpunkt t
beru¨cksichtigen. Der hierzu verwendete Kim-Gla¨tter ist in Anhang A.1 erla¨utert.
15Der Bry-Boschan-Algorithmus fu¨r Quartalsdaten wird in Abschnitt 3.3 erla¨utert.
16Zur Diskussion der Wachstumsschwa¨che in Deutschland in den 90er Jahren siehe z.B. Sachversta¨ndigenrat
(2002) oder Weber und Hofmann (2006).
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wird jedoch von keinem der Kriterien adjustiertes R2, AIC oder BIC gegenu¨ber dem AR-Modell
vorgezogen.17 Die Ljung-Box-Statistik weist einen p-Wert von 0,104 bei Beru¨cksichtigung einer
Verzo¨gerten fu¨r die quadrierten Residuen auf. Analog zum MSA-Modell wird eine heteroskeda-
stische Variante des Modells gescha¨tzt (MSIH).
Das MSIH-Modell zeigt ein stark abweichendes Verhalten im Vergleich zum MSI-Modell. Die
Inferenz u¨ber die Zusta¨nde ist dominiert von einem starken Ru¨ckgang der Varianz von 13,157 auf
2,453, die als Strukturbruch interpretiert werden kann, wenn man den Verlauf der gegla¨tteten
Zustandswahrscheinlichkeiten in Abbildung 2.5 betrachtet. Im Vergleich zum MSI-Modell ist die
Beru¨cksichtigung eines zusa¨tzlichen Varianzparameters hoch signifikant, wobei das R2 niedriger
ist als im MSI-Modell. Das AIC zieht das MSIH-Modell sogar dem AR-Modell vor. Die angespro-
chene Varianzreduktion in den deutschen Daten wird auch in diesem Modell offensichtlich. Der
Strukturbruch, dessen Datierung u¨ber die gegla¨tteten Zustandswahrscheinlichkeiten betrieben
werden kann, wird im MSIH spa¨ter gefunden als in der Analyse im noch folgenden Kapitel 4.
Dort wird eine Volatilita¨tsreduktion in Form eines Varianzbruchs auf 1993 datiert. Der gemein-
same Bruch von Varianz und Mittelwertparameter µ im MSIH-Modell korrespondiert mit der
Arbeit von Kholodilin und Siliverstovs (2006), die unter Beru¨cksichtigung von Daten ab 1991
einen gemeinsamen Bruch im Jahr 2001 datieren.
Das Bounce-Back-Modell, das an dieser Stelle zur Anwendung kommt, basiert auf dem MSI-
Modell und nicht wie im Original von Kim et al. (2005) auf dem MSM-Modell. Das Bounce-Back-
Modell, in dem das MSI-Modell genistet ist, ist laut adjustiertem R2 sowie AIC und BIC diesem
vorzuziehen. Die Inferenz u¨ber die beiden Zusta¨nde ist in Form der gegla¨tteten Wahrscheinlich-
keit fu¨r den kontraktiven Zustand (µ̂2 = −4, 982) in Abbildung 2.6 dargestellt. Nur vereinzel-
te Punkte bzw. negative Werte werden diesem Zustand zugeschlagen. Die Konjunkturphasen
ko¨nnen kaum mit diesem Ergebnis u¨bereingebracht werden. Die mittlere Dauer eines kontrak-
tiven Regimes wird im Bounce-Back-Modell auf unter zwei Quartale gescha¨tzt (p̂22 = 0, 336).
Anstatt, wie von Kim et al. (2005) angedacht und fu¨r US Daten gefunden, den U¨bergang von der
Rezession in die Expansion zu modellieren, bietet das Bounce-Back-Modell fu¨r deutsche Daten
eher eine Erkla¨rung fu¨r einzelne negative Extremwerte.
Neben den Markov-Switching-Modellen spielen Schwellenwertmodelle eine große Rolle in der
nicht-linearen Modellierung makroo¨konomischer Zeitreihen. Das SETAR-Modell ergibt fu¨r deut-
sche Daten ein vergleichsweise hohes R2 bzw. adjustiertes R2, siehe Tabelle 2.3. Bedeutende
Unterschiede der beiden Zusta¨nde (der eine gilt auf der einen Seite der andere auf der anderen
Seite des Schwellenwertes) zeigen sich insbesondere in der Form der autoregressiven Struktur
und in der Varianz. In Abbildung 2.7 ist die gescha¨tzte Verteilung der Regime zu sehen. Sie
scheint keinem sonst bekannten Konjunkturmuster zu folgen. Die Verweildauer eines Zustands
17Fu¨r US-Daten ha¨ngt die Evidenz fu¨r das MSI bzw. MSM-Modell vom betrachteten Datensatz ab. Wa¨hrend
Garcia (1998) die Nullhypothese eines linearen Modells zum 5% Niveau nicht ablehnen kann, kommen Kim et
al. (2005) zu einem entgegengesetzten Ergebnis.
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Tabelle 2.2: Scha¨tzergebnisse des MSI-, MSIH- und Bounce-Back-Modells
MSI-Modell MSIH-Modell Bounce-Back-Modell
p11 0, 850
7,224
p11 0, 993
117,579
p11 0, 915
20,667
p22 0, 897
8,265
p22 0, 979
23,359
p22 0, 336
2,034
µ1 0, 751
0,936
µ1 0, 592
1,499
µ1 − µ2 6, 156
5,260
µ2 − µ1 3, 455
4,136
µ2 − µ1 1, 297
2,228
µ2 −4, 982
−3,739
φ1 −0, 148
−1,700
φ1 −0, 009
−0,110
φ1 −0, 021
−0,271
φ2 −0, 065
−0,744
φ2 −0, 009
−0,112
φ2 0, 099
1,305
φ3 0, 022
0,260
φ3 0, 053
0,692
φ3 0, 149
1,970
φ4 0, 202
2,569
φ4 0, 190
2,634
φ4 0, 315
4,013
σ2 9, 123
6,144
σ21 2, 453
3,237
γ −0, 426
−3,539
σ22 13, 157
7,957
σ2 7, 217
6,496
R2 0,094 R2 0,087 R2 0,111
adR2 0,047 adR2 0,039 adR2 0,057
logLik -371,510 logLik -367,036 logLik -367,941
AIC 5,397 AIC 5,348 AIC 5,361
BIC 5,586 BIC 5,557 BIC 5,570
Q1(²) 0, 034
0,854
Q1(²) 0, 155
0,694
Q1(²) 0, 0013
0,971
Q4(²) 0, 315
0,989
Q4(²) 0, 425
0,980
Q4(²) 0, 0771
0,999
Q1(²2) 2, 639
0,104
Q1(²2) 1, 143
0,285
Q1(²2) 0, 4635
0,496
Q4(²2) 6, 357
0,174
Q4(²2) 3, 777
0,437
Q4(²2) 7, 4037
0,116
Unter den Werten der Punktscha¨tzungen stehen die t-Statistiken.
Q1 bezeichnet die Ljung-Box-Statistik fu¨r eine Verzo¨gerte, Q4 fu¨r
vier Verzo¨gerte. Der p-Wert ist unter den Wert der Ljung-Box-
Statistik gesetzt.
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ist relativ kurz und die Wechsel der Zusta¨nde sind relativ ha¨ufig. So wird der Schwellenwert mit
r̂ = 2, 4 nahe dem durchschnittlichen Wachstum gescha¨tzt und nicht wie zum Beispiel fu¨r US
Daten von Potter (1995) nahe Null. Die Zusta¨nde lassen sich also fu¨r diese Scha¨tzung deutscher
Daten nicht als Rezession und Expansion unterscheiden.
Das Floor-Ceiling-Modell weist im Vergleich zu den bisher aufgefu¨hrten Modellen die besten
AIC- und BIC-Werte auf. Im Gegensatz zur von Pesaran und Potter (1997) fu¨r die USA favo-
risierten Spezifikation wird hier das fu¨r deutsche Daten u¨berlegene “Hard-Ceiling” verwendet.
Ferner wird aus Gru¨nden der Identifikation auf einen dritten Varianzparameter verzichtet. Im
Optimum ist nur in zwei Beobachtungen weder der “Floor” noch der “Ceiling”-Effekt aktiv.
Der Regressor CDR, dessen Verlauf in Abbildung 2.1 dargestellt ist, weist einen signifikant
gescha¨tzten Parameter auf. Hier sind A¨hnlichkeiten beim Vergleich der gegla¨tteten Wahrschein-
lichkeiten im Bounce-Back-Modell mit der Variable CDR unverkennbar. Schließlich werden auch
beide Modelle u¨ber eine a¨hnliche Idee motiviert, dass besonders ausgepra¨gte (stark negative und
beim Floor-Ceiling-Modell auch positive) Entwicklungen entgegengesetzte Anpassungen hin zu
einem langfristigen Trend nach sich ziehen. Der besonders gute Fit des Floor-Ceiling-Modells
ist jedoch insbesondere auf die Beru¨cksichtigung der Heteroskedastie zuru¨ckzufu¨hren. In Ab-
bildung 2.1 ist zu sehen, dass der Ceiling-Effekt, der mit einer hohen Varianz einhergeht, erst
gegen Ende der Stichprobe aussetzt. Dieser Umstand korrespondiert mit den Ergebnissen des
MSIH-Modells, in dem ein (Quasi-) Strukturbruch am Ende der Stichprobe ebenfalls mit einer
erheblichen Reduktion der Fehlervarianz einhergeht. Die Bedeutung der Varianzmodellierung
zeigt sich, wenn man das Floor-Ceiling-Modell ohne Heteroskedastie scha¨tzt. Dann ergibt sich
bei leicht verbessertem R2 ein Likelihoodwert von -367,399 im Vergleich zu -362,668 mit einem
zusa¨tzlichen Varianzparameter. Die Ergebnisse von Bradley und Jansen (1997), die im Rahmen
des Modells von Beaudry und Koop (1993) eine erhebliche Bedeutung des “Ceiling”-Effekts auf
den bedingten Mittelwert der deutschen Daten finden, ko¨nnen also fu¨r die hier verwendeten
ju¨ngeren Daten nicht vollsta¨ndig besta¨tigt werden. Die Punktscha¨tzung von θ1 zusammen mit
den Punktscha¨tzungen der autoregressiven Parameter sprechen zwar fu¨r die Existenz von einem
dem “overshooting” in Bradley und Jansen (1997) a¨hnlichen Aufholeffekt nach Rezessionen, er
ist allerdings bedeutend geringer und der hohe Likelihoodwert des Floor-Ceiling-Modells geht
insbesondere auf die Modellierung der Varianz zuru¨ck.18
Von allen Modellen weist das DLR-Modell das ho¨chste R2 auf, siehe Tabelle 2.3. Die Anpas-
sung der zufa¨lligen Niveau- und Trendkomponente an die Daten ist in Abbildung 2.7 rechts zu
sehen. Die gescha¨tzten Werte fu¨r mt sind dort zusammen mit den um die anderen gescha¨tzten
Mittelwertbestandteile bereinigten Wachstumsraten yt − ν̂ht−1 − γ̂yt−1 abgebildet. Insgesamt
haben sich neun Regime mit der in Abbildung 2.7 rechts zu sehenden Abfolge als optimal erwie-
sen. Die Rezessionen entsprechend des Bry-Boschan-Algorithmus fallen sa¨mtlich in Perioden, die
18Die Ergebnisse des homoskedastischen Floor-Ceiling-Modells werden an dieser Stelle nicht weiter verfolgt.
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Abbildung 2.4: Zustandswahrscheinlichkeiten MSA und MSAH
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Links: Zustandswahrscheinlichkeiten des MSA-Modells; rechts: Zustandswahrscheinlichkeiten des MSAH-Modells;
jeweils gestrichelt: Rezessionen gema¨ß Bry-Boschan-Algorithmus
Regimen mit sich verlangsamendem Wachstum zuzuordnen sind.19 Die Werte fu¨r die Modelldia-
gnostiken Likelihood, AIC und BIC sind fu¨r das DLR-Modell mit denen der anderen Modelle
jedoch nicht vergleichbar. Die Ergebnisse beziehen sich auf das bedingte Scha¨tzverfahren, in dem
die durch den Algorithmus bestimmtet Sequenz angenommen wird und die Likelihood sich auf
die gemeinsame Wahrscheinlichkeitsdichte- bzw. massenfunktion der Sequenz der Zusta¨nde und
Sequenz der beobachtbaren Wachstumsraten bezieht, vgl. Gleichung 2.20. Unbedingte Werte fu¨r
den Modellvergleich werden mit Hilfe eines Importance-Sampling-Verfahrens, durch welches rt
herausintegriert wird, in Form der Marginalen Likelihood in Abschnitt 2.5 diskutiert.
Bezogen auf das BIC gibt es nur ein Modell, das Floor-Ceiling-Modell, welches außerdem
nur knapp besser als das AR-Modell abschneidet. Dabei ist zu beachten, dass das DLR-Modell
in der bedingten Form nicht u¨ber das AIC oder BIC mit den anderen Modellen verglichen
werden kann. Bezogen auf das AIC existieren einige weitere Kandidaten wie das MSAH- oder
das SETAR-Modell, die besser abschneiden als das AR-Modell.
19Der Eindruck, dass das DLR-Modell die Konjunkturphasen des deutschen BIP gut abbilden kann, wird in
Kapitel 3 besta¨tigt.
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Tabelle 2.3: Scha¨tzergebnisse des SETAR-, Floor-Ceiling- und DLR-Modells
SETAR-Modell Floor-Ceiling-Modell DLR-Modell
µ1 0, 858
2,053
µ 1, 363
3,133
ν −0, 168
−1,352
φ1,1 0, 232
2,457
φ1 0, 142
1,583
γ −0, 061
−0,459
φ1,2 −0, 042
−0,300
φ2 0, 072
0,945
β0 4, 601
4,730
φ1,3 0, 020
0,196
φ3 0, 066
0,842
β1 −0, 426
−3,113
φ1,4 0, 292
2,840
φ4 0, 236
3,259
µa,1 0, 479
0,645
σ21 7, 261
6,734
σ21 11, 694
7,541
µa,2 1, 803
1,539
µ2 0, 996
0,865
σ22 1, 359
2,683
µb −2, 097
−4,800
φ2,1 −0, 321
−2,528
θ1 −0, 506
−2,745
σ2a 1, 054
1,959
φ2,2 0, 319
1,587
θ2 −0, 036
−1,468
σ2b 0, 025
0,035
φ2,3 0, 041
0,353
r∗f -1,694 σ
2 9, 313
9,260
φ2,4 0, 115
1,073
σ22 13, 999
11,921
r∗ 2,400
q∗ 2,000
R2 0,169 R2 0,124 R2 0,285
adR2 0,112 adR2 0,085 adR2 0,242
logLik -361,325 logLik -362,668 logLik -384,708
AIC 5,295 AIC 5,272 AIC 5,599
BIC 5,546 BIC 5,460 BIC 5,808
Q1(²) 0, 625
0,429
Q1(²) 0, 501
0,479
Q1(²) 0, 334
0,564
Q4(²) 1, 118
0,891
Q4(²) 0, 709
0,950
Q4(²) 3, 315
0,507
Q1(²2) 1, 660
0,198
Q1(²2) 0, 032
0,857
Q1(²2) 0, 385
0,535
Q4(²2) 4, 005
0,405
Q4(²2) 2, 473
0,649
Q4(²2) 6, 657
0,155
Unter den Werten der Punktscha¨tzungen stehen die t-Statistiken.
Q1 bezeichnet die Ljung-Box-Statistik fu¨r eine Verzo¨gerte, Q4 fu¨r
vier Verzo¨gerte. Der p-Wert ist unter den Wert der Ljung-Box-
Statistik gesetzt.
28
Abbildung 2.5: Zustandswahrscheinlichkeiten MSI und MSIH
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Abbildung 2.6: Zustandswahrscheinlichkeiten Bounce-Back-Modell
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Gestrichelte Phasen: Rezessionen gema¨ß Bry-Boschan-Algorithmus
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Abbildung 2.7: SETAR-Modell und DLR-Modell
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Links: Zusta¨nde im SETAR-Modell; rechts: Regimedrift mt des DLR-Modells und die urspru¨ngliche Zeitreihe yt;
jeweils gestrichelt: Rezessionen gema¨ß Bry-Boschan-Algorithmus
2.5 Bayesianische Modellevaluation
2.5.1 Probleme frequentistischer Inferenz nicht-linearer Modelle
Maße zur Modellgu¨te wie das AIC oder BIC sind ad-hoc-Kriterien zur Beurteilung der Mo-
dellgu¨te und zur Modellselektion. Sie bieten also keinen formalen Modellvergleich bezu¨glich der
Frage, ob nicht-lineare Modelle besser geeignet sind als das AR-Modell bzw. zu der Frage, welches
Modell die deutschen Daten am besten beschreiben kann.
Hinsichtlich der Frage, ob nicht-lineare Modelle gegenu¨ber linearen vorzuziehen sind, exi-
stieren verschiedene nicht-parametrische Tests, wie der BDS-Test (Brock et al. [1996]), die iid-
Verhalten (H0) gegen allgemeine Formen der Nicht-Linearita¨t testen. Ferner werden Tests ver-
wendet um explizite nicht-lineare Modelle gegen lineare zu testen, die in jenen genistet sind.
Insbesondere gibt es Tests zu Schwellenwertmodellen und Markov-Switching-Modellen, deren
Besonderheiten im Folgenden kurz skizziert werden.
Im SETAR-Modell ergibt sich die Nullhypothese als Restriktion auf den Parametern Θ1 =
Θ2, wobei Θi = {µi, φi,1, ..., φi,4, σ2i } und i ∈ {1; 2}.20 Fu¨r einen gegebenen bzw. bekannten
Schwellenwert bieten sich nun verschiedene Standardtestverfahren an, um die Nullhypothese
zu u¨berpru¨fen, wie Likelihood-Ratio- (LR-), Lagrange-Multiplier- (LM-) oder Wald-Test, deren
Teststatistiken asymptotisch bekannten χ2-Verteilungen folgen. Im SETAR wie auch im Floor-
Ceiling-Modell sind die Schwellenwerte jedoch Parameter, die mitgescha¨tzt werden. Unter den
20Im Floor-Ceiling-Modell ergeben sich folgende Restriktionen θ1 = θ2 = 0 und σ
2
0 = σ
2
1 = σ
2
2 .
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entsprechenden Nullhypothesen sind sie nicht identifiziert. Unter der Nullhypothese ko¨nnen diese
Parameter also nicht konsistent gescha¨tzt werden. Davies (1977,1987) fasst diesen Umstand unter
das Problem der “Nuisance”-Parameter zusammen und bietet eine analytische Mo¨glichkeit die
obere Schranke des p-Wertes der LR-Teststatistik im Form des p-Wertes des Supremums (sup)
der Teststatistik zu berechnen, die jedoch nur gilt, wenn die Likelihood im “Nuisance”-Parameter
differenzierbar ist.21 Dies ist wie in Abschnitt 2.1.4 dargelegt bei Schwellenwerten in endlichen
Stichproben mit einer endlichen Anzahl an Auspra¨gungen der Schwellenvariable nicht der Fall.
Neben der von Davies propagierten sup-Statistik verwenden Andrews und Ploberger (1994)
die avg- und exp-Statistiken fu¨r die LR- wie auch die LM- und die Wald-Statistik. Sie geben die
kritischen Werte der Verteilungen dieser Statistiken fu¨r den Fall an, dass die Schwellenvariable
die Zeit ist (Strukturbruch). Fu¨r allgemeine Schwellenvariablen schla¨gt Hansen (1996) eine rela-
tiv einfaches Prozedere vor um die Verteilungen von (sup-, avg-, exp-) Wald- und LM-Statistiken
per Simulation zu ermitteln.22 Die Simulation wird no¨tig, da die Teststatistik von der Schwel-
lenvariable abha¨ngt und somit fu¨r jede Schwellenvariable eine eigene Verteilung gilt.23 Potter
(1995) und Pesaran und Potter (1997) wenden das Vorgehen von Hansen an, um ihre Modelle
gegenu¨ber der Nullhypothese eines AR-Modells zu evaluieren.
Neben der Literatur zu Tests von Schwellenwertmodellen existieren Tests fu¨r die Nullhypothe-
se linearer (genisteter) Modelle gegen die Alternative im Form von Markov-Switching-Modellen,
siehe Hansen (1992), Garcia (1998) oder Carrasco et al. (2005). Formuliert man die Nullhypo-
these als Restriktion, dass die Parameter der verschiedenen Zusta¨nde identisch sind, sind die
U¨bergangswahrscheinlichkeiten bzw. die Parameter, die diese steuern, nicht identifiziert. Die Li-
kelihoodfunktion ist allerdings differenzierbar in den Parametern der Markov-Kette. Der Ansatz
von Davies (1977,1987) ist trotzdem nicht geeignet, obwohl er in der Literatur durchaus Ver-
wendung findet, siehe dazu die Diskussion in Krolzig (1997). Die Regularita¨tsbedingungen des
Davies-Test werden verletzt, da unter der Nullhypothese die Matrix der zweiten Ableitungen
singula¨r ist.
Die Tests von Hansen (1992) und Garcia (1998) basieren auf Simulationen, die die wiederhol-
te Scha¨tzung unter der Gegenhypothese erfordern. Wegen des Problems lokaler Maxima, sind
diese Simulationen mit entsprechendem Aufwand zu betreiben (fu¨r einen Simulationsschritt soll-
ten die Scha¨tzungen mehrfach unter der Gegenhypothese mit jeweils verschiedenen Startwerten
21Die Teststatistik wird gegeben den “Nuisance”-Parameter ermittelt und mit diesem indexiert. Eine obere
Schranke herzuleiten entspricht damit der Verteilung des Supremums der Teststatistiken u¨ber den “Nuisance”-
Parameter.
22Die angesprochenen sup-, avg- und exp-Statistiken sind wie folgt zu verstehen. Die Teststatistiken sind Funk-
tionen des Nuisanceparameters. Indem entweder das Supremum u¨ber alle mo¨glichenWerte des Nuisanceparameters
genommen wird oder alle mo¨glichen Auspra¨gungen in eine Statistik zusammengefasst werden wie in den avg- und
exp-Statistiken, wird eine Statistik ermittelt, die keine Funktion des Nuisanceparameters mehr ist.
23Fu¨r Strukturbruchtests ko¨nnen allgemeine asymptotische Verteilungen angegeben werden, da die Zeit als
Schwellenvariable eine einheitliche Form hat, siehe z.B. Andrews (1993).
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errechnet werden). Schließlich formulieren Carrasco et al. (2005) einen asymptotisch optimalen
Test, dessen Verteilung zwar auch simuliert werden muss, der aber nur Scha¨tzungen unter der
Nullhypothese beno¨tigt. Allerdings nimmt der Rechenaufwand fu¨r Hypothesen, die unterstellen,
dass mehrere Parameter gleichzeitig einem Markov-Prozess folgen, erheblich zu.
2.5.2 Marginale Likelihood
Der U¨berblick u¨ber verschiedene Testverfahren zeigt, dass die Inferenz zu nicht-linearen Mo-
dellen auch in frequentistischen Ansa¨tzen einen erheblichen Rechen- bzw. Simulationsaufwand
mit sich bringt. Ferner gibt es keine Mo¨glichkeit zwischen verschiedenen nicht-linearen Modellen
zu testen. Dieser Aspekt kann als Argument fu¨r die Verwendung Bayesianischer Inferenz ge-
sehen werden, wa¨hrend besagter Rechenaufwand kaum als Argument dagegen genannt werden
kann, da dieses Problem auch bei frequentistischen Ansa¨tzen auftritt. Koop und Potter (1999)
nennen außerdem die folgenden vier Punkte als Argumente fu¨r die Verwendung Bayesianischer
Methoden:
• Integration u¨ber Nuisance-Parameter: Bei der Berechnung der Marginalen Likelihood
werden Nuisance-Parameter per Integration beseitigt und beeinflussen die Inferenz nicht.
Allerdings mu¨ssen dazu a priori Verteilungen der entsprechenden Parameter angenommen
werden.
• Ockhams Skalpell24: Durch die Beru¨cksichtigung des Prior/Posterior Verha¨ltnisses wird
ein konsistenter Bestrafungsterm fu¨r zusa¨tzlich Parameter beru¨cksichtigt und somit eine
sparsame Parametrisierung sichergestellt. Unter bestimmten Annahmen bezu¨glich der a
priori Verteilungen entspricht das Prior/Posterior Verha¨ltnis asymptotisch dem Bestra-
fungsterm des BIC, siehe Schwarz (1978).
• Multimodale Likelihood: Die Parameterunsicherheit, die durch lokale Maxima induziert
wird, wird in frequentistischen Analysen vernachla¨ssigt, wa¨hrend sie im Bayesianischen
Ansatz durch die Integration u¨ber den gesamten Parameterraum Beru¨cksichtigung findet.
• Model Averaging: Aus Marginalen Likelihoods ko¨nnen a posteriori Modellwahrschein-
lichkeiten ermittelt werden, die es erlauben zum Beispiel die Vorhersagen verschiedener
Modelle miteinander modellinherent zu verbinden.
Fu¨r den Modellvergleich der nicht-linearen Modelle des deutschen BIP-Wachstums sind die
Eigenschaften von Ockhams Skalpell und der Umgang mit Nuisance-Parametern von großer
Bedeutung. Letzteres ermo¨glicht schließlich auch den direkten Vergleich nicht genisteter Modelle.
24Wilhelm von Ockham: englischer Philosoph und Theologe im 13./14. Jahrhundert. Das nach ihm benannte
Wissenschaftsprinzip sagt aus, dass sparsamere Modelle reichhaltigeren bei a¨hnlichem Erkla¨rungsgehalt vorzuzie-
hen sind.
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Der Modellvergleich mit Hilfe Bayesianischer Methoden fußt auf dem Konzept der Marginalen
Likelihood, die als Modellevidenz der Daten zu interpretieren ist. Schließlich lassen sich aus den
Werten der Marginalen Likelihood einer gegebene Anzahl von verschiedenen Modellen Wahr-
scheinlichkeitsaussagen u¨ber die relative Gu¨ltigkeit der Modelle treffen.25 Je ho¨her die Marginale
Likelihood eines Modells ist, desto wahrscheinlicher ist es, dass die Daten aus diesem Modell im
Vergleich zu den anderen Modellen stammen. Das Verha¨ltnis der Werte der Marginalen Like-
lihoods wird als Bayes-Faktor bezeichnet. Um die absoluten Betra¨ge dieser Verha¨ltniszahlen zu
interpretieren wird in der Regel die von Jeffreys (1961) dargestellte Skala verwendet.26
Die Marginale Likelihood kann wie folgt dargestellt werden:
f(Y ) =
f(Y |Θ) · p(Θ)
p(Θ|Y ) , (2.22)
wobei f(Y |Θ) die gemeinsame Verteilung der Daten gegeben die Parameter, also die Likelihood,
angibt, p(Θ) die a priori Verteilung (oder Prior) der Parameter und p(Θ|Y ) die a posteriori
Verteilung.
In Abschnitt 2.1 werden die Likelihoodfunktionen der verschiedenen Modelle diskutiert. Die
a priori Verteilungen der Parameter wird in der Regel den Erfordernissen der Berechnung der
a posteriori Verteilung angepasst. Im einfachen linearen Modell mit normalverteilten Fehlern
ist die Berechnung der Marginalen Likelihood analytisch mo¨glich, wenn als Prior eine gemein-
same Normal-Gamma-Verteilung fu¨r die Parameter der Mittelwertgleichung und die Varianz
bzw. Pra¨zision angenommen wird. Die a posteriori Verteilung ergibt sich dann ebenfalls als
Normal-Gamma-Verteilung. Man spricht im Fall, dass a posteriori und a priori Verteilung aus der
gleichen Familie stammen, von konjugierten Priorn. Fu¨r andere Prior im linearen Modell bzw. in
den meistens nicht-linearen Modellen ist die a posteriori Verteilung in der Regel nur mit numeri-
schen Methoden zu ermitteln.27 Fu¨r viele Probleme bietet der Metropolis-Hastings-Algorithmus
(in der Folge MH-Algorithmus) und seine Spezialform der Gibbs-Sampler eine Mo¨glichkeit a po-
steriori Verteilungen der Parameter zu ermitteln. Im Folgenden wird der Gibbs-Sampler erla¨utert
und seine Anwendung auf die nicht-linearen Modelle diskutiert.
2.5.3 Markov-Chain-Monte-Carlo-Methoden
In diesem Abschnitt wird der MH-Algorithmus und inbesondere der Gibbs-Sampler, der als
Spezialfall des MH-Algorithmus angesehen werden kann,28 im Hinblick auf ihre Anwendung auf
die nicht-linearen Modelle der BIP-Wachstums dargestellt.
Der MH-Algorithmus geht auf die Arbeit von Metropolis et al. (1953) zuru¨ck und wurde durch
25Siehe Koop (2003).
26Die Skala von Jeffreys (1961) ist in Anhang A.3 dargestellt.
27Siehe Koop (2003).
28Siehe Chib (2001).
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Hastings (1970) verallgemeinert. Es ist eine Markov-Chain-Monte-Carlo-Methode (MCMC). Da-
bei ko¨nnen durch ein iteratives Vorgehen Zu¨ge aus Verteilungen generiert werden, auch wenn
kein direkter Pseudozufallszahlengenerator fu¨r diese Verteilung existiert bzw. die Wahrschein-
lichkeitsdichtefunktion pi(Θ) nur bis auf einen Proportionalita¨tsfaktor bekannt ist. Mit den Zu¨gen
aus der Zieldichte, dies kann zum Beispiel eine a posteriori Verteilung sein, ko¨nnen deren Mo-
mente berechnet werden. Das Vorgehen ist dabei wie folgt: aus einer Vorschlagsdichte q(Θ(j))
wird im (j+1)-ten Zug ein Wert Θ′ gezogen. Die Vorschlagsdichte kann vom vorherigen Zug (j)
des MH-Algorithmus abha¨ngen bzw. wenn j = 0 von den Startwerten. Es ist aber auch denkbar,
dass die Vorschlagsdichte unabha¨ngig von den vorhergehenden Zu¨gen ist. Dann wird das Wahr-
scheinlichkeitsverha¨ltnis α(Θ(j),Θ′) zwischen dem Vorschlag und dem bisherigen Zug gebildet.
Da der Proportionalita¨tsfaktor hier sowohl im Nenner als auch im Za¨hler auftritt, braucht er
nicht bekannt sein.
α(Θ(j),Θ′) = min
[
pi(Θ′)q(Θ′,Θ(j))
pi(Θ(j))q(Θ(j),Θ′)
, 1
]
. (2.23)
Dann wird aus einer (0,1)-Gleichverteilung eine Zufallszahl u gezogen. Ist diese kleiner oder
gleich α wird Θ(j+1) gleich Θ′ gesetzt. Im umgekehrten Fall wird Θ(j+1) gleich Θ(j) gesetzt. Das
folgende Ablaufschema fasst den MH-Algorithmus zusammen:29
(1) Startwert festlegen Θ(0)
(2) Zug aus der Vorschlagsdichte
Θ′ ∼ q
(
Θ(j)
)
(3) Entscheidung
Θ(j+1) =
{
Θ′, wenn u ≤ α(Θ(j),Θ′);
Θ(j), sonst.
(4) Wiederhole die Schritte (2) und (3) fu¨r j = 1, 2, ...,M , wobei M abzu¨glich einer hinrei-
chenden Anzahl von “burn-in”-Zu¨gen die gewu¨nschte Anzahl von Zu¨gen aus pi(Θ) ist.30
Es ist generell wu¨nschenswert eine Vorschlagsdichte zu finden, die der Zieldichte nahe kommt,
um eine hohe Akzeptanzrate der Zu¨ge zu erzielen. Dabei sind u¨brigens auch Vorschlagsdichten
denkbar, die nicht vom vorherigen Zug abha¨ngen, so dass q(Θ(j)) = q(Θ(j+1)). Bei dieser Varian-
te der Vorschlagsdichte ist zu beachten, dass die Vorschlagsdichte mehr Masse in den Flanken der
Verteilung haben sollte als die Zieldichte. Fu¨r einige Probleme ist es aus numerischen Gru¨nden
bzw., weil keine ada¨quaten Vorschlagsdichten gefunden werden ko¨nnen, sinnvoll nicht alle Para-
meter in einem MH-Schritt zu ziehen, sondern Blo¨cke zu bilden, auf die dann gegenseitig bedingt
29Die Darstellung lehnt sich an Chib (2001) an.
30Der so genannte “burn-in” muss beru¨cksichtigt werden um die Unaha¨ngigkeit der Ergebnisse von den Start-
werten sicherzustellen.
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wird. Die so genannten “burn-in”-Zu¨ge werden zur Inferenz nicht herangezogen, da das Verfah-
ren je nach den gewa¨hlten Startwerten und dem vorliegenden Problem eine gewisse Anzahl an
Zu¨gen braucht um zur stationa¨ren Verteilung der Markov-Kette zu konvergieren.
Ein Spezialfall des Multi-Block-MH-Algorithmus ist der Gibbs-Sampler. Er ergibt sich, wenn
die bedingten Verteilungen der einzelnen Blo¨cke geeignet sind, direkt aus diesen Zu¨ge zu gene-
rieren (die bedingten Verteilungen sind vollsta¨ndig bekannt). Die Idee des Gibbs-Samplers wie
des Multi-Block-MH-Algorithmus insgesamt ist durch das iterative Ziehen aus den bedingten
Verteilungen, deren Bedingungen durch die Zu¨ge aus den anderen Blo¨cken jeweils aktualisiert
werden, Zu¨ge aus der gemeinsamen Verteilung aller Blo¨cke bzw. Parameter zu generieren. Es sei
erwa¨hnt, dass es mo¨glich ist im Multi-Block-MH-Algorithmus nur einzelne Blo¨cke mit den Gibbs-
Sampler zu ziehen. Dieser Fall wird in der Literatur auch als “MH-within-Gibbs”-Algorithmus
bezeichnet.31
Unterstellt man K Blo¨cke von Parametern la¨sst sich das Ablaufschema des Gibbs-Samplers
wie folgt darstellen:32
(1) Startwert Θ(0) =
{
θ
(0)
1 , θ
(0)
2 , ..., θ
(0)
K
}
(2) Ziehe
θ
(j+1)
1 aus pi
(
θ1|θ(j)2 , θ(j)3 , ...θ(j)K
)
θ
(j+1)
2 aus pi
(
θ2|θ(j+1)1 , θ(j)3 , ...θ(j)K
)
θ
(j+1)
1 aus pi
(
θ3|θ(j+1)1 , θ(j+1)2 , ...θ(j)K
)
...
θ
(j+1)
K aus pi
(
θK |θ(j+1)1 , θ(j+1)2 , ...θ(j+1)K−1
)
(3) Wiederhole den Schritt (2) fu¨r j = 1, 2, ...,M , wobei M abzu¨glich einer hinreichenden
Anzahl von “burn-in”-Zu¨gen die gewu¨nschte Anzahl von Zu¨gen aus pi(Θ) ist.
Latente Variablen wie die Zustandsvariable in Markov-Switching-Modellen werden in diesem
Rahmen als “Parameter” aufgefasst und mitgezogen, vgl. Tanner und Wong (1987). Fu¨r den
Multi-Block-MH-Algorithmus mu¨ssen die einzelnen Zu¨ge in Schritt (2) des Gibbs-Samplers durch
die Schritte (2) und (3) des MH-Algorithmus ersetzt werden, wobei die vollsta¨ndig bedingten
Verteilungen nun als Zieldichten fungieren.
Durch den MH-Algorithmus bzw. den Gibbs-Sampler stehen Methoden zur Verfu¨gung Zu¨ge
aus einer Verteilung zu generieren, deren Verteilung bis auf einen Proportionalita¨tsfaktor be-
kannt bzw. deren normalisierende Konstante unbekannt ist, wie dies bei a posteriori Verteilungen
31Siehe z.B. Chib und Greenberg (1995).
32Die Darstellung lehnt sich an Chib (2001) an.
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nicht-linearer Modelle ha¨ufig der Fall ist. Die Wahrscheinlichkeitsdichtefunktion der a posteriori
Verteilung fu¨r bestimmte Werte der Parameter, wie es fu¨r die Berechnung der Marginalen Li-
kelihood gema¨ß Gleichung 2.22 notwendig ist, la¨sst sich in einem solchen Fall allerdings nicht
direkt berechnen. Im Rahmen des Gibbs-Samplers schla¨gt Chib (1995) ein Verfahren vor, dass
die blockweise Betrachtung fu¨r die Berechnung der a posteriori Verteilung an der Stelle der
Bayes-Scha¨tzung u¨bernimmt.33 Unterstellt man K Blo¨cke der Parameter Θ = {θ1, ..., θK} wird
die a posteriori Verteilung an der Stelle Θ∗ wie folgt faktorisiert:
p(Θ∗|Y ) = p(θ∗1|θ∗2, ..., θ∗K , Y ) · p(θ∗2|θ∗3, ..., θ∗K , Y ) · ... · p(θ∗K |Y ), (2.24)
wobei die vollsta¨ndig bedingten Dichten p(θ∗k|Θ∗K−k, Y ) in analytischer Form vorliegen mu¨ssen.34
Fu¨r die Ermittlung der Marginalen Likelihood wird die a posteriori Verteilung an der Stelle des
Bayes-Scha¨tzers evaluiert. Ausdru¨cke wie p(θ∗K |Y ) werden per Integration u¨ber die vollsta¨ndig
bedingten Verteilungen berechnet. Dabei gilt allgemein
p(θ∗K |Y ) =
∫
...
∫
p(θ∗K |θ1, ..., θK−1, Y ) p(θ1, ..., θK−1, Y ) dθ1...dθK−1. (2.25)
Da das Integral in Gleichung 2.25 in der Regel analytisch nicht lo¨sbar ist, wird es mit dem
Gibbs-Sampler numerisch approximiert:
p(θ∗K |Y ) =
1
M
M∑
j=1
p
(
θ∗K |θ(j)1 , ..., θ(j)K−1, Y
)
, (2.26)
wobei hier wiederum j einen Zug bei insgesamt M Zu¨gen aus dem Gibbs-Sampler bezeichnet.
Zur Berechnung des Ausdrucks 2.26 ko¨nnen die Gibbs-Zu¨ge verwendet werden, die auch zur
Berechnung der Bayes-Scha¨tzung genutzt werden. Fu¨r die Berechnung des na¨chsten Ausdrucks
auf der rechten Seite der Gleichung 2.24 p(θK−1|θK , Y ) wird in die Bedingung fu¨r θK die Bayes-
Scha¨tzung θ∗K eingesetzt. Fu¨r die Berechnung bzw. Approximation des resultierenden Integrals
p(θ∗K−1|θ∗K , Y ) =
∫
...
∫
p(θ∗K−1|θ1, ..., θK−2, θ∗K , Y ) p(θ1, ..., θK−2|Y ) dθ1...dθK−2. (2.27)
ko¨nnen ebenfalls die bereits vorliegenden Zu¨ge des Gibbs-Sampler verwendet werden. Wenn
allerdings latente Zustandsvariablen wie im MS-Modell eine Rolle spielen, u¨ber die ebenfalls
integriert werden muss, um zur a posteriori Verteilung der Parameter zu gelangen, muss das
Gibbs-Sampling wiederholt werden mit dem Unterschied, dass nicht mehr alle Variablen gezogen
33Im Rahmen des Gibbs-Samplers kann der Mittelwert der Simulationen als Bayes-Scha¨tzer verwendet werden.
Entsprechend des schwachen Gesetz der großen Zahl handelt es sich dann beim Mittelwert um einen Scha¨tzer des
Erwartungswerts der posteriori Verteilung.
34Ist dies nicht der Fall und die bedingten Zu¨ge wurden entsprechend mit dem MH-Algorithmus ermittelt, dann
bieten Chib und Jeliazkov (2001) ein weitergehendes Verfahren zur Berechnung der a posteriori Verteilung.
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werden; das Ziehen des K-ten Blocks fa¨llt weg. Das entsprechende Integral umfasst ebenfalls die
Zustandsvariable {st}Tt=1:
p(θ∗K−1|θ∗K , Y ) =
∫
...
∫
p(θ∗K−1|θ1, ..., θK−2, θ∗K , {st}Tt=1, Y )
p(θ1, ..., θK−2, {st}Tt=1|Y ) dθ1...dθK−2 d{st}Tt=1. (2.28)
und wird an der Stelle des Bayes-Scha¨tzers u¨ber folgenden Ausdruck approximiert
p(θ∗K−1|θ∗K , Y ) =
1
M
M∑
j=1
p(θ∗K−1|θ∗K , θ(j)1 , ..., θ(j)K−1, {st}Tt=1
(j)
, Y ). (2.29)
Im Rahmen des Gibbs-Sampling werden latente Zustandsvariablen wie {st}Tt=1 als fehlende Da-
ten interpretiert und augmentiert, also mitgezogen.35 A¨hnlich wie bei den Parametern ergibt
der Gibbs-Sampler Zu¨ge aus f({st}Tt=1|Y ). Fu¨r die Berechnung der bedingten Verteilungen in
Gleichung 2.28 bzw. 2.29 bedarf es aber Zu¨ge aus f({st}Tt=1|Y, θK), was durch das Weglassen des
Ziehens aus dem K-ten Block und dem Einsetzen von θ̂K erreicht wird. Beim na¨chsten Schritt
wird der Gibbs-Sampler dann um den (K-1)-ten Block verku¨rzt usw., so dass der Gibbs-Sampler
bzw. seine verku¨rzten Formen K mal durchlaufen werden muss.
2.5.4 Berechnen der Marginale Likelihood
In diesem Abschnitt werden die im vorherigen Abschnitt diskutierten Methoden zur Berechnung
der Marginalen Likelihood fu¨r die unterschiedlichen Modelle konkretisiert. Die Marginale Like-
lihood setzt sich aus dem Likelihood-Wert an der Stelle der Bayes-Scha¨tzung, dem Wert der a
priori Verteilung und der a posteriori Verteilung jeweils an der Stelle der Bayes-Scha¨tzung zu-
sammen. Die Likelihoodfunktionen wurden in Abschnitt 2.1 diskutiert. An dieser Stelle werden
a priori und a posteriori Verteilungen der jeweiligen Modelle bzw. die zur Berechnung der a
posteriori Verteilungen notwendigen Gibbs-Sampler diskutiert.
AR-Modell
Die Parameter werden in zwei Blo¨cke unterteilt. Der Interzept µ und die autoregressiven Pa-
rameter {φ`}4`=1 bilden einen Block und Varianz bzw. ihre Inverse, die Pra¨zision τ , bilden den
zweiten. Fu¨r den ersten Block wird a priori eine multivariate Normalverteilung unterstellt. Fu¨r
den zweiten Block wird a priori eine Gamma-Verteilung angenommen. Die resultierende gemein-
same a posteriori Verteilung kann nicht analytisch ermittelt werden.36 Es ergeben sich jedoch
35Siehe Tanner und Wong (1987) und im Rahmen des Markov-Switching-Modells Albert und Chib (1993b)
bzw. Carter und Kohn (1994) oder Shephard (1994).
36Dies wa¨re nur bei einem Normal-Gamma-Prior mo¨glich, wenn also die Varianz der Mittelwertparameter a
priori von der Verteilung der Fehlervarianz abhinge. Auf diese Wahl von a priori Verteilungen wurde verzichtet,
um eine bessere Vergleichbarkeit zu erhalten. Bei heteroskedastischen Modellen wie dem MSIH-Modell oder dem
Floor-Ceiling-Modell sind die hier gewa¨hlten a priori Verteilungen leichter handhabbar.
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bekannte bedingt Verteilungen: eine multivariate Normalverteilung fu¨r den ersten Block bedingt
auf die Pra¨zision und die Daten sowie eine Gammaverteilung fu¨r die Pra¨zision bedingt auf die
Mittelwertparameter und die Daten. Mit Hilfe des Gibbs-Samplers kann der Wert der a posteriori
Verteilung an der Stelle der Bayes-Scha¨tzung ermittelt werden.37
MS-Modelle
Gegeben die Zustandsvariablen {st}Tt=1 sind die Parameter µi, {φi,`}4`=1 und im Falle des Bounce-
Back-Modells γ Parameter eines linearen Regressionsmodells und werden analog zum AR-Modell
zu einem Block zusammengefasst. Entsprechend wird wiederum a priori eine multivariate Nor-
malverteilung unterstellt, wobei die Dimension des Vektors bzw. der Varianz jeweils von der Art
des MS-Modells abha¨ngt. Im MSA-Modell handelt es sich um eine 9-dimensionale im MSI-Modell
um eine 6-dimensionale Verteilung. Die Varianz bzw. Pra¨zision wird analog zum AR-Modell ei-
nem zweiten Block zugeordnet. Im Falle der heteroskedastischen Modelle MSAH und MSIH sind
beide Varianzparameter in diesem Block. Es werden jeweils Gamma-Prior fu¨r die Pra¨zisionen
angenommen. Gegeben {st}Tt=1 sind die U¨bergangs- bzw. Bleibewahrscheinlichkeiten p11 und
p22 unabha¨ngig von allen anderen Parametern und ko¨nnen daher einem beliebigen Block zu-
geordnet werden. Fu¨r beide Parameter wird jeweils a priori eine Beta-Verteilung angenommen.
Durch diese Wahl der Prior entstammen die vollsta¨ndig bedingten Verteilungen der Blocks dem
gleichen Verteilungstyp wie die Prior-Verteilung.
Im Gibbs-Sampler werden neben den Parametern auch die Zustandsvariable {st}Tt=1 gezo-
gen. Es gibt zwei Ansa¨tze aus der vollsta¨ndig bedingte Verteilung von {st}Tt=1 zu ziehen: den
Single-Move-Sampler von Albert und Chib (1993b) sowie den Multi-Move-Sampler von Carter
und Kohn (1994) bzw. Shephard (1994). Letzterer wird wegen seiner besseren Konvergenzeigen-
schaften in der Regel vorgezogen. Der Multi-Move-Sampler ist in Appendix A.2 beschrieben.
Basierend auf der eben beschriebenen Wahl der a priori Verteilungen wird die a posteriori
Verteilung mit Hilfe des Verfahrens von Chib (1995) berechnet. Die Likelihood kann mit dem
Hamilton-Filter errechnet werden, so dass alle Komponenten der Marginalen Likelihood gema¨ß
Gleichung 2.22 vorliegen.
SETAR-Modell
Im SETAR-Modell existiert ein Schwellenparameter r sowie ein Parameter q, der die Verzo¨gerung
der Schwellenvariable steuert. Gegeben diese beiden Parameter entspricht das SETAR-Modell
einem bzw. zwei linearen Regressionsmodellen, deren Marginale Likelihood analog zum AR-
Modell berechnet werden kann. Bedingt auf r und q werden per Gibbs-Sampling analog zum
37Die expliziten Gibbs-Sampler sowie die vollsta¨ndig bedingten Verteilungen, auf denen der Gibbs-Sampler
fußt, werden fu¨r alle Modelle in Appendix A.2 angegeben. Dort werden auch die Hyperparameter der a priori
Verteilungen angegeben.
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AR-Modell Werte fu¨r die a posteriori Verteilungen und die Likelihood ermittelt. Dies wird fu¨r
alle mo¨glichen Werte von r und q gemacht. Folglich wird fu¨r jedes mo¨gliche Wertepaar von r und
q der Gibbs-Sampler zur entsprechend bedingten Scha¨tzung erneut herangezogen. Bezogen auf
den Parameter q wird a priori angenommen, dass dieser die Werte eins bis vier annehmen kann.
Legt man a priori auf diese vier Werte die gleiche Wahrscheinlichkeit, kann der Parameter “her-
aus gemittelt” werden, indem die Marginalen Likelihoodwerte der vier entsprechenden linearen
Modelle errechnet und summiert sowie durch vier geteilt werden, was der Beru¨cksichtigung des
Priors von q in Form einer diskreten Gleichverteilung entspricht.
Die resultierenden Werte sind immer noch bedingt auf r, wobei r ebenfalls nicht innerhalb
des Gibbs-Samplers beru¨cksichtigt wird, sondern im Anschluss aus den Ergebnissen des Gibbs-
Samplers heraus integriert wird.38 Analog zu der Anzahl der Auspra¨gungen der Schwellenvaria-
ble existiert eine endliche Anzahl von Intervallen von r, fu¨r die die zuvor beschriebenen Werte
berechnet werden mu¨ssen. Die Intervalle liegen jeweils zwischen zwei aufeinander folgende Ord-
nungsstatistiken der Schwellenvariable, in welchem beliebige Werte von r den gleichen Wert
der Likelihood ergeben, so dass die Likelihood nur fu¨r einen Wert des Intervalls von r korre-
spondierend zu den Auspra¨gungen der Schwellenvariable berechnet werden muss. Unterstellt
man nun a priori fu¨r r eine stetige Gleichverteilung zwischen einem minimalen und maxima-
len Wert der Schwellenvariable, wird diese endliche Anzahl von Werten mit der jeweiligen a
priori Wahrscheinlichkeit, die der La¨nge des Intervalls zwischen zwei aufeinanderfolgenden Ord-
nungsstatistiken der Schwellenvariable entspricht, multipliziert und aufsummiert. Man erha¨lt
somit letztlich die Marginale Likelihood des SETAR-Modells. Es sei darauf hingewiesen, dass
die Marginale Likelihood des hier vorliegenden SETAR-Modells unter der hier besprochenen
Beru¨cksichtigung der Schwellenvariablen bei der Wahl eines Normal-Gamma-Priors analytisch
berechenbar wa¨re, siehe Koop und Potter (1999).
Floor-Ceiling-Modell
Fu¨r das Floor-Ceiling-Modell gilt ein a¨hnliches Vorgehen wie fu¨r das SETAR-Modell bezu¨glich
des Schwellenparameters rF . Es werden zuerst Werte, gegeben die mo¨glichen Auspra¨gungen von
rF , errechnet und anschließend wird u¨ber rF integriert. Die jeweils auf rF bedingten Werte
werden jeweils durch einen erneuten Durchlauf des Gibbs-Samplers ermittelt. Die Mittelwert-
und Varianzparameter gegeben rF sind analog zu den Mittelwert- und Varianzparameter z.B. des
MSIH-Modells zu behandeln. Es werden im Wesentlichen die gleichen a priori Verteilungen
angenommen, und die Herleitung der vollsta¨ndig bedingten Verteilungen ist identisch. Wegen
der besonderen Form der Heteroskedastie wa¨re fu¨r dieses Modell eine analytische Herleitung der
Marginalen Likelihood im Vergleich zum SETAR-Modell nicht mo¨glich.
38Siehe Koop und Potter (1999).
39
Tabelle 2.4: Marginale Likelihood
AR MSA MSAH MSI MSIH BB SETAR FC DLR
1. -393,75 -402,87 -405,04 -393,51 -394,36 -396,34 -406,72 -388,33 -393,70
2. -392,21 -401,50 -403,10 -392,16 -392,34 -394,85 -403,57 -388,87 -393,74
3. -393,76 -403,00 -405,79 -393,87 -395,07 -396,51 -406,63 -390,76 -392,30
4. -392,13 -400,00 -401,99 -391,59 -392,35 -393,97 -403,57 -385,44 -392,22
5. -390,59 -398,20 -399,78 -390,14 -390,18 -392,67 -400,41 -382,43 -391,91
6. -392,15 -400,15 -401,78 -391,78 -392,98 -394,14 -403,48 -387,72 -392,60
7. -390,16 -395,99 -398,00 -389,02 -389,77 -391,35 -399,61 -383,53 -393,97
8. -388,61 -394,69 -395,56 -387,67 -387,59 -389,62 -396,48 -384,54 -391,39
9. -390,17 -396,21 -398,58 -389,30 -390,26 -391,38 -399,55 -385,97 -393,18
DLR-Modell
Gegeben die Zustandsvariable {rt}Tt=1 wird mit Hilfe des von Chib (1995) beschriebenen Verfah-
rens und des in Appendix A.2 erla¨uterten Gibbs-Sampler eine entsprechend bedingte a posteriori
Verteilung ermittelt. Ebenfalls bedingt werden die Likelihood sowie der Wert der a priori Vertei-
lung an der Stelle des Bayes-Scha¨tzers ermittelt. Die Marginale Likelihood wird dann dadurch
gewonnen, dass der resultierende Ausdruck u¨ber {rt}Tt=1 integriert wird. Dazu wird der in DeJong
et al. (2005) beschriebene Importance-Sampler verwendet, der ebenfalls in Anhang A.2 erla¨utert
wird. Fu¨r jeden Zug von {rt}Tt=1 aus dem Importance-Sampler wird eine Bayes-Scha¨tzung zur
Berechnung der auf {rt}Tt=1 bedingten Likelihood an der Stelle der entsprechenden Scha¨tzung
durchgefu¨hrt sowie der korrespondierende Wert der a posteriori Verteilung berechnet.39
2.5.5 Ergebnisse
Tabelle 2.4 gibt die Marginale Likelihood der Modelle fu¨r neun verschiedene Prior-Szenarien
wieder. Die Unterscheidungsmerkmale der Prior-Szenarien werden in Tabelle A.1 dargelegt. Fu¨r
alle Modelle werden 10.000 Gibbs-Iterationen durchgefu¨hrt, wobei die ersten 2000 Zu¨ge nicht
zur Inferenz herangezogen werden. Aus dem Importance-Sampler des DLR-Modells werden 1000
Zu¨ge gemacht. In allen Fa¨llen weist das Floor-Ceiling-Modell die ho¨chsten Werte auf, wobei die
Differenzen zum jeweils zweitbesten Modell im Sinne der Skala von Jeffreys (1961) als stark
oder sehr stark zu bezeichnen sind. Die Wahl des zweitbesten Modells ha¨ngt von den a priori
Annahmen ab und Differenzen, die eine starke Evidenz manifestieren, existieren nicht. Fu¨r sieben
der neun Szenarien (1-2; 4-7 und 9) weist das MSI-Modell die zweitho¨chste Marginale Likelihood
auf allerdings mit durchweg sehr geringen Differenzen zum AR-, MSIH- und DLR-Modell. Im
3. Fall ist das DLR-Modell das zweitbeste und hat zum drittbesten Modell einen Differenz von
39Fu¨r jede der Bayes-Scha¨tzungen muss der Gibbs-Sampler erneut durchlaufen werden.
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1,56, wa¨hrend die Differenz zum besten Modell 1,54 betra¨gt. Im 8. Szenario ist das MSIH das
zweitbeste. Allerdings mit sehr geringem Abstand zum MSI-Modell. Die Modelle mit einer hohen
Anzahl autoregressiver Koeffizienten, MSA, MSAH und SETAR, schneiden alle sehr schlecht ab.
Das Bounce-Back-Modell liegt stets vor diesen Modellen, aber ist stets schlechter als AR oder
MSI.
Die Auswertung der Marginalen Likelihoods zeigt, dass das Floor-Ceiling-Modell die Wachs-
tumsraten des deutschen BIP am besten erkla¨ren kann. Eine daru¨ber hinausgehende Reihenfolge
der Modelle kann grob in Form von zwei Gruppen dargestellt werden. Zum einen die Modelle
AR, MSI, MSIH und DLR, die hinter dem Floor-Ceiling-Modell kommen, und untereinander in
keine eindeutige Reihenfolge gebracht werden ko¨nnen. Hinter dieser Gruppe kommen dann die
Modelle MSA, MSAH und SETAR.40
2.6 Prognosegu¨te
In diesem Abschnitt werden die Prognoseeigenschaften der zuvor dargestellten Modelle disku-
tiert. Die Fa¨higkeit eines Modells Prognosen zu erstellen wird in der o¨konomischen Literatur
als Hinweis fu¨r die Gu¨te des Modells oder der damit verbundenen Hypothese aufgefasst.41 Um
die Prognoseeigenschaften der Modelle zu evaluieren wird ein Prognoseexperiment der folgenden
Form durchgefu¨hrt. Die letzten 40 Beobachtungen der Stichprobe werden mit den Modellen pro-
gnostiziert. Der Stu¨tzzeitraum, aus dem die ML-Scha¨tzung der Parameter der Modelle stammen,
umfasst im ersten Schritt die Stichprobe minus der letzten 40 Beobachtungen. Ausgehend von
diesem Stu¨tzzeitraum werden Ein-Schritt-, Zwei-Schritt- und Vier-Schritt-Prognosen gewonnen.
Im Anschluss wird der Stu¨tzzeitraum um eine Beobachtung erweitert und die na¨chsten Pro-
gnosen werden gewonnen. Dies wird solange fortgesetzt, bis 40 Ein-Schritt-Prognosen ermittelt
worden sind. Es werden sowohl Punkt- als auch Intervallprognosen ermittelt, um zusa¨tzlich zu
u¨berpru¨fen, ob das Prognosemodell die Unsicherheit der Prognose richtig erfasst.
2.6.1 Prognose in nicht-linearen Modellen
Unterstellt man eine quadratische Verlustfunktion, kann man zeigen, dass der bedingte Erwar-
tungswert die beste Vorhersage liefert. Als Prognose wird also
yft+h = E(yt+h|It)
40Fu¨r US-Daten gibt es ebenfalls keine eindeutige Evidenz fu¨r das SETAR-Modell. Potter (1995) berichtet
verschiedene Tests mit der Nullhypothese eines linearen Modells, die jeweils zu unterschiedlichen Ergebnissen
fu¨hren. Cancelo und Mourelle (2005) nehmen die Null eines linearen Modells gegenu¨ber einer Verallgemeinerung
des SETAR-Modells fu¨r US-Daten an.
41Siehe z.B. die einleitende Diskussion von Diebold und Lopez (1996).
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verwendet, wobei h den Prognosehorizont bezeichnet und It die Informationsmenge zum Zeit-
punkt t. Die Berechnung des bedingten Erwartungswertes fu¨r beliebige Prognosehorizonte im
AR-Modell wie auch, Dank des Hamilton-Filters, in den Markov-Switching-Modellen ist ana-
lytisch mo¨glich. Gleiches gilt auch fu¨r die Progoseintervalle beider Modelltypen. Bezogen auf
die Modelle mit Schwellenwerten ist die analytische Herleitung nur fu¨r die Perioden trivial, in
denen die Schwellenvariable beobachtbar ist. Daru¨ber hinaus wird die Berechnung der Punkt-
prognosen sowie insbesondere der Prognoseunsicherheit bzw. der Prognoseintervalle nicht trivial
bzw. allgemein nicht analytisch lo¨sbar.42
Clements und Smith (1997,1999) zeigen, dass Monte-Carlo-Methoden zu hinreichend guten
Approximationen fu¨r Punkt- und Intervallprognosen fu¨hren. Dieser Ansatz wird auch in dieser
Arbeit verfolgt. Fu¨r das SETAR-, das Floor-Ceiling und das DLR-Modell werden jeweils 10.000
Verla¨ufe vier Schritte voraus fu¨r jeden der 40 Prognoseausgangspunkte simuliert. Daraus werden
als arithmetisches Mittel die Punktprognosen und aus den empirischen Verteilungsfunktionen
die Intervallprognosen gewonnen.
2.6.2 Evaluation von Punktprognosen
Als Prognosefehler wird die Abweichung der Punktprognose von der Realisation bezeichnet,
êt = yt−yft . Ein popula¨res Mittel die Prognosegu¨te mehrerer Punktprognosen eines Modelles zu
erfassen und mit anderen vergleichbar zu machen ist der mittlere quadratische Fehler (quadra-
tische Verlustfunktion) kurz MSE fu¨r mean squared error. Im Rahmen dieser Arbeit wird diese
Form der Verlustfunktion betrachtet.43
An den Vergleich der MSE der Prognosen verschiedener Modelle schließt sich die Frage an,
ob die eventuell auftretenden Unterschiede statistisch signifikant sind. In Diebold und Mariano
(1995) wird ein zweiseitiger asymptotischer Test, der fu¨r allgemeine Verlustfunktionen formuliert
ist, vorgeschlagen, der die Nullhypothese u¨berpru¨ft, dass zwei Prognosemodelle eine identische
Prognosegu¨te haben. Fu¨r eine quadratische Verlustfunktion ergibt sich die folgende Teststatistik:
DM =
1
N
∑
t dt√
1
N σ̂
2
d
, (2.30)
wobei dt = ê2i,t − ê2j,t und êi,t den Prognosefehler von Modell i zum Zeitpunkt t bezeichnet. N
bezeichnet den Umfang der Prognosestichprobe bzw. die Anzahl der Prognosen. Die Varianz
der Differenzen σ2d wird bei Einschrittprognosen u¨ber die einfache Stichprobenvarianz gescha¨tzt.
Sofern der Prognosehorizont gro¨ßer als eins ist, wird bei der Berechnung die mo¨gliche Autokor-
relation der Prognosefehler u¨ber den Ansatz von Newey und West (1987) beru¨cksichtigt. Asym-
ptotisch folgt DM einer Normalverteilung. In kleinen Stichproben zeigen Harvey et al. (1997),
42Siehe Clements und Smith (1997,1999) oder Clements und Krolzig (1998).
43Es sind daneben noch andere Verlustfunktionen denkbar wie absolute Abweichungen oder unterschiedliche
Gewichtungen der Richtungen der Abweichungen, die je nach Art des o¨konomischen Problems vorzuziehen sind.
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dass die t-Verteilung zur Ermittlung der kritischen Werte jedoch bessere Eigenschaften hat als
die Normalverteilung. Diese Verteilungen sind nur gu¨ltig, sofern die beiden zu vergleichenden
Modelle nicht genistet sind. Außerdem macht bei genisteten Modellen nur ein einseitiger Test
Sinn, siehe McCracken (1999).44
Alternativ zum Diebold-Mariano-Test auf gleiche Vorhersagegu¨te wird der einseitige Test von
Harvey et al. (1998) verwendet, dessen Nullhypothese besagt, dass die Prognosen des Modells
i die Prognosen des Modells j umfassen, das Modell j also keine zusa¨tzliche Information bereit
ha¨lt. Die korrespondierende Teststatistik hat die folgende Form:
ENC =
1
N
∑
t ht√
1
N σ̂
2
h
, (2.31)
wobei ht = (êi,t)(êi,t− êj,t). Asymptotisch sind sowohl DM als auch ENC normalverteilt, wobei
in kleinen Stichproben auch fu¨r ENC die Verwendung der t-Verteilung zu empfehlen ist. Dies
gilt jedoch nur, wenn Modell i und j nicht ineinander genistet sind. Clark und McCracken (2001)
stellen fest, dass in diesem Fall die Verteilung unter der Nullhypothese anders lauten muss, da
bei genisteten Modellen asymptotisch beide Modelle identische Prognosen machen. Clark und
McCracken (2001) tabellieren die kritischen Werte des ENC-Test fu¨r genistete Modelle fu¨r Ein-
Schritt-Prognosefehler. Ferner gelten die Werte fu¨r lineare Modelle, so dass diese nicht direkt
auf den Vergleich z.B. zwischen AR- und MSI-Modell u¨bertragen werden ko¨nnen.
Clark und West (2007) schlagen fu¨r einen Test auf gleiche Prognosegu¨te genisteter Modelle
folgende Teststatistik vor:
CW =
1
N
∑
t cwt√
1
N σ̂
2
cw
, (2.32)
wobei cwt = ê2i,t − (ê2j,t − (ŷi,t − ŷj,t)2), fu¨r deren Verteilung die Normalverteilung insbesondere
in kleinen Stichproben eine hinreichend gute Approximation ist.45 In diesem Fall steht i fu¨r das
restringierte und j fu¨r das unrestringierte Modell. Tatsa¨chlich entspricht CW der Teststatistik
ENC fu¨r nicht-genistete Modelle. Die Punktprognosen genisteter Modelle werden mit dem CW -
Test verglichen, wa¨hrend fu¨r nicht-genistete Modelle der DM -Test sowie der ENC-Test zur
Anwendung kommen.46
44Unter der Hypothese, dass das geringer parametrisierte Modell das wahre Modell ist, sind die zusa¨tzlichen Pa-
rameter null und wu¨rden bei konsistenten Scha¨tzmethoden asymptotisch auch so gescha¨tzt, so dass asymptotisch
beide Modelle identische Vorhersagen machen. McCracken (1999) tabelliert auch die Werte der asymptotischen
Verteilung der DM -Statistik fu¨r Ein-Schritt-Prognosen. An dieser Stelle werden diese Werte jedoch nicht heran-
gezogen, da auch Zwei- und Vier-Schritt-Prognosen an dieser Stelle Verwendung finden.
45Die asymptotische Verteilung folgt keiner Normalverteilung.
46Clark und West (2007) diskutieren ihre Ergebnisse vor dem Hintergrund linearer Modelle. Die Ergebnisse von
Clark und West (2007) werden an dieser Stelle als Approximation angewendet. Die Inferenz zum Vergleich von
Prognosen aus nicht-linearen Modellen und genisteten linearen Modellen ist Gegenstand zuku¨nftiger Forschung.
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2.6.3 Evaluation von Intervallprognosen
Intervallprognosen reflektieren, dass Prognosen stets mit Unsicherheit einhergehen. Die Punkt-
prognose ist in der Regel ein bedingter Erwartungswert. In der Intervallprognose wird zusa¨tzlich
die Streuung im Prognosemodell beru¨cksichtigt und Intervalle mit nominellen U¨berdeckungs-
wahrscheinlichkeiten angegeben. Mit der Evaluation der Intervallprognosen kann u¨berpru¨ft wer-
den, ob das Prognosemodell die Unsicherheit der Prognose und die Streuung des Prognosefehlers
gut erfasst. Von besonderem Interesse sind Intervallprognosen und ihre Evaluation angesichts
mo¨glicher Heteroskedastie. Dabei geht es um die Frage, ob das Prognosemodell volatile von
weniger volatilen Zeiten richtig diskriminieren kann.
In diesem Kontext werden drei Testideen von Christoffersen (1998) und Wallis (2003) disku-
tiert. Wa¨hrend Christoffersen (1998) LR-Tests vorschla¨gt, basieren die Tests in Wallis (2003) auf
dem Anpassungstest von Pearson. An dieser Stelle werden die Tests vonWallis (2003) dargestellt,
die jeweils auf die Intervallprognosen der verschiedenen Modelle des deutschen BIP-Wachstums
angewendet werden.
• Test auf unbedingte korrekte U¨berdeckung: Die Idee dieses Tests ist die U¨ber-
pru¨fung, ob die nominelle U¨berdeckungswahrscheinlichkeit des Prognoseintervalls pN mit
den tatsa¨chlichen Realisationen u¨bereinstimmt; bei einem Prognoseintervall von 90 % soll-
te auch ein entsprechender Anteil der Realisationen in diesen liegen.47 Von der Anzahl an
Prognoseintervallen N wird die Menge bestimmt, in die die Realisation fa¨llt, N1, und als
Komplement die Anzahl der Fa¨lle, in der die Realisation außerhalb des Prognoseintervalls
liegt, N2. Den tatsa¨chlichen Treffern steht die erwartete Anzahl von Treffern gegeben die
nominelle U¨berdeckungswahrscheinlichkeit gegenu¨ber N̂1 = pN ·N bzw. N̂2 = (1−pN ) ·N
fu¨r die erwartete Anzahl der Nicht-Treffer. Es ergibt sich folgende Teststatistik:
UK =
2∑
i=1
(Ni − N̂i)2
N̂i
. (2.33)
Die Teststatistik UK ist unter der Nullhypothese der unbedingten korrekten U¨berdeckung
asymptotisch χ2-verteilt mit einem Freiheitsgrad.
• Test auf Unabha¨ngigkeit: Der zuvor dargestellte Test beru¨cksichtigt keine mo¨gliche
zeitliche Struktur der Intervalle bzw. der Volatilita¨t der Fehler. Der Aspekt der Heteros-
kedastie wird vernachla¨ssigt. Liegen die Treffer eines homoskedastischen Prognosemodells
zeitlich beieinander und ebenso die Nicht-Treffer, wa¨re dies ein Indiz fu¨r eine zeitvariieren-
de Prognoseunsicherheit. Der Test auf Unabha¨ngigkeit dient dazu, zu u¨berpru¨fen, ob dieses
47Die nominellen Prognoseintervalle werden im Fall der nicht-linearen Modelle fu¨r jeden Prognosezeitpunkt per
Simulation gewonnen. Der aus dem Stu¨tzzeitraum gescha¨tzte Prozess wird 10.000 Mal unter Beru¨cksichtigung der
Sto¨rgro¨ße fortgeschrieben. Aus diesen 10.000 Simulationen werden die notwendigen Quantile abgelesen. Im Fall
vom 80 % Intervall wird das 10 % und das 90 % Quantil abgelesen.
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Pha¨nomen eine Rolle spielt bzw. ob heteroskedastische Prognosemodelle diesem Rechnung
tragen ko¨nnen. Dazu werden die Prognoseintervalle nicht in zwei Kategorien (Treffer und
Nicht-Treffer), sondern in vier Kategorien unterteilt, wobei N11 die Anzahl der Treffer,
denen ein Treffer vorausging, N12 die Anzahl der Treffer, denen ein Nicht-Treffer voraus-
ging, N21 die Anzahl der Nicht-Treffer, denen ein Treffer vorausging und N22 die Anzahl
der Nicht-Treffer, denen ein Nicht-Treffer vorausging, ist. Bei Unabha¨ngigkeit kann die
erwartete Anzahl N̂ij aus der U¨berdeckungswahrscheinlichkeit hergeleitet werden:
N̂ij = Np
−(i−2)
N p
−(j−2)
N (1− pN )i−1(1− pN )j−1, i, j ∈ {1; 2}.
Setzt man an die Stelle von pN den Scha¨tzer N1/N ein, ergibt sich folgende Teststatistik:
UN =
2∑
i=1
2∑
j=1
(
Nij − NiNjN
)2
NiNj
N
. (2.34)
Asymptotisch folgt die Teststatistik einer χ2-Verteilung mit einem Freiheitsgrad. Die Null-
hypothese der Unabha¨ngigkeit kann als eine Restriktion der Parameter einer Markov-Kette
aufgefasst werden (p11 = p12, was gleichzeitig p22 = p21 impliziert).48
• Test auf bedingte korrekte U¨berdeckung: Beide Aspekte ko¨nnen in einem Test ge-
meinsam getestet werden. Die entsprechende Teststatistik lautet:
BK =
2∑
i=1
2∑
j=1
(Nij − piiNj)2
piiNj
, (2.35)
wobei pi1 die nominelle U¨berdeckungswahrscheinlichkeit pN sei und pi2 das entsprechende
Komplement. Die Teststatistik folgt asymptotisch einer χ2-Verteilung mit zwei Freiheits-
graden.
Ein weiteres und umfassenderes Mittel die Unsicherheit von Prognosen und des Prognosepro-
zess abzubilden sind Dichteprognosen und deren Evaluierung.49 Wa¨hrend Intervallprognosen nur
bestimmte Konfidenzintervalle spezifizieren beru¨cksichtigen Dichteprognosen die gesamte Ver-
teilung. Dabei werden die Werte der Verteilungsfunktion der Prognosen fu¨r die Realisationen der
prognostizierten Variable ermittelt. Unter der Nullhypothese, dass die Prognoseverteilung des zu
u¨berpru¨fenden Prognosemodells die wahre Prognoseverteilung darstellt, entstammen die Werte
der Verteilungsfunktion einer (0,1)-Gleichverteilung. Dies kann z.B. mit Hilfe eines Komolgoroff-
Smirnoff-Test u¨berpru¨ft werden. Wegen der geringen Anzahl an Beobachtungen wird an dieser
Stelle auf die Evaluation der Dichteprognosen der verschiedenen BIP-Wachstumsmodelle ver-
zichtet.
48Vgl. Christoffersen (1998).
49Vgl. Diebold et al. (1998).
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Tabelle 2.5: Relative MSE der Prognosen
1-Schritt 2-Schritt 4-Schritt
AR 0,883 0,906 0,948
MSI 0,857 0,887 0,962
MSIH 0,909 0,952 0,981
MSA 0,811 0,870 0,953
MSAH 0,788 0,873 0,918
BB 1,558 1,006 1,015
SETAR 0,808 0,834 0,961
FC 1,044 1,164 1,338
DLR 1,256 1,035 1,067
2.6.4 Prognoseergebnisse
Punktprognosen
Tabelle 2.5 gibt den mittleren quadratischen Prognosefehler (MSE) der Modelle an. Die Wer-
te sind relativ zum MSE des Mittelwertes des jeweiligen Stu¨tzzeitraums. Das AR-Modell, die
Markov-Switching-Modelle und das SETAR-Modell weisen in allen Prognosehorizonten bes-
sere Werte als die naive Prognose durch den Mittelwert auf. Das Bounce-Back-Modell, das
Floor-Ceiling-Modell, sowie das DLR-Modell weisen schlechtere Werte auf. Bezogen auf die Ein-
und Zwei-Schritt-Prognosen weisen das SETAR-Modell sowie die Markov-Switching-Modelle mit
Ausnahme des MSIH-Modells bessere Werte als das AR-Modell auf. Die besten Ergebnisse lie-
fern das MSA- bzw. das MSAH-Modell. Bezogen auf die Vier-Schritt-Prognosefehler ist nur das
MSAH-Modell besser als das AR-Modell.
In Tabelle 2.6 werden die Werte der Diebold-Mariano Teststatistik (DM) angegeben. Sie wird
dazu verwendet, die Signifikanz der MSE-Differenzen zu u¨berpru¨fen. Unter der Nullhypothese,
dass beide Modelle gleich gute Vorhersagen machen, folgt DM asymptotisch einer Standard-
normalverteilung, sofern die Modelle nicht genistet sind. An dieser Stelle wird die von Harvey
et al. (1997) fu¨r kleine Stichproben vorgeschlagene Korrektur der Teststatistik verwendet, so
dass diese mit den kritischen Werten einer t-Verteilung verglichen werden. Die Werte sind wie
folgt zu interpretieren: ein negativer Wert bedeutet, dass der Prognosefehler des Modells in der
Zeile niedriger ist als der des Modells in der Spalte. Handelt es sich um eine Teststatistik mit
einem genisteten Modellpaar, ist der Wert in Tabelle 2.6 kursiv gedruckt und es werden keine
Signifikanzniveaus angegeben.50 Da in der vorliegenden Reihenfolge der Modelle restringierte vor
50McCracken (1999) gibt die kritischen Werten der asymptotischen Verteilung der DM -Statistik fu¨r den Fall
von Ein-Schritt-Prognosen an. Diese beziehen sich aber nur auf die Verteilungen im Vergleich linearer genistete
Modelle und sind nur fu¨r diesen Prognosehorizont verfu¨gbar. Sie werden daher an dieser Stelle nicht verwendet.
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unrestringierten Modellen aufgefu¨hrt werden, ko¨nnen kursive negative Werte der DM -Statistik
als Evidenz fu¨r das restringierte Modell gewertet werden. Bei positiven Werten ist wiederum zu
beachten, dass die korrespondierenden kritischen Werte kleiner sind, als die fu¨r nicht-genistete
Modelle.51
Die Ein-Schritt-Prognosen des Bounce-Back-Modells, des Floor-Ceiling-Modells und des DLR-
Modells sind zum 5 % Niveau schlechter als die Ein-Schritt-Prognosen des SETAR-Modells sowie
der MSA- und MSAH-Modelle. Das MSI-Modell ist im Bounce-Back-Modell genistet. Der negati-
ve Wert der Teststatistik spricht fu¨r das MSI-Modell. Ferner sind die Prognosen des MSI-Modell
zum 5 % Niveau besser als die des Floor-Ceiling-Modells und des DLR-Modells. Die Prognosen
des MSIH-Modells sind zum 10 % Niveau besser als die des Bounce-Back-Modells und zum
5 % Niveau als die des DLR-Modells. Ferner sind die Ein-Schritt-Prognosen des AR-Modells
zum 5 % Niveau besser als die des DLR-Modells. Bezogen auf die Zwei-Schritt-Prognosen las-
sen sich signifikante Aussagen nur fu¨r das Floor-Ceiling-Modell machen. Dessen Prognosen sind
mindestens zum 5 % Niveau schlechter als die des MSA-, MSAH-, MSI- und SETAR-Modells.
Gleiches gilt zum 10 % Niveau fu¨r die Vier-Schritt-Prognosen, wobei zusa¨tzlich die Prognose des
DLR-Modells die des Floor-Ceiling-Modells dominieren.
Neben dem Diebold-Mariano-Test auf gleiche Vorhersagegu¨te hat sich der Encompassing-Test
von Harvey et al. (1998) etabliert. Beim Vergleich zweier Modelle i und j ko¨nnen zwei Hypothe-
sen aufgestellt werden: Erstens, dass die Prognosen von i die von j “umfangen” und zweitens,
dass die Prognosen von j die von i “umfangen”. Ist i das bessere Modell sollte der Test die erste
Hypothese annehmen und die zweite verwerfen. Der Encompassing-Test ist einseitig. Analog
zum Diebold-Mariano-Test bietet sich eine Korrektur fu¨r kleine Sichproben an. Tabelle 2.7 gibt
die Werte der Teststatistiken ENC sowie die Signifikanzniveaus an. Die Eintra¨ge sind wie folgt
organisiert: Die Modelle in den Zeilen entsprechen dem Modell i und die in den Spalten dem
Modell j. In der Darstellung fehlen die Werte des Bounce-Back-Modells, da eine Voraussetzung
des Encompassing-Tests von den Prognosen des Modells nicht erfu¨llt ist. Damit die asympto-
tische Normal- bzw. t-Verteilung angenommen werden kann, mu¨ssen die Fehler im Mittel null
sein bzw. die beiden Modelle Fehler mit einem identischen Mittelwert haben. Die Fehler des
Bounce-Back-Modells sind jedoch im Mittel fu¨r alle betrachteten Prognosehorizonte signifikant
positiv.
Die Prognosen des MSA- sowie des MSAH-Modell umfassen die Prognosen aller anderen Mo-
delle in allen drei betrachteten Prognosehorizonten. Fu¨r das SETAR-Modell gilt dies immerhin
fu¨r die Zwei-Schritt und Vier-Schritt-Prognosen. Die Ein-Schritt-Prognosen ko¨nnen die Progno-
sen des MSAH-Modells zum 5 % Niveau nicht umfassen. Fu¨r die Prognosen des Floor-Ceiling-
sowie des DLR-Modells wird die Hypothese, dass sie andere Prognosen umfassen, in allen Fa¨llen
mindestens zum 5 % Niveau abgelehnt. Das MSA- sowie das MSAH-Modell sind entsprechend
51Vgl. McCracken (1999) sowie Clark und McCracken (2001).
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der Encompassing-Tests sowie bei den Ein-Schritt-Prognosen auch entsprechend der Diebold-
Mariano-Tests die besten Prognosemodelle. Bei den Zwei-Schritt-Prognosen ist zusa¨tzlich das
SETAR-Modell zu nennen, das dort den kleinsten MSE aufweist und dessen Prognosen fu¨r diesen
Horizont alle anderen Prognosen umfasst.
Im bisherigen Vergleich der Encompassing-Tests wurde das AR-Modell nur dem DLR-Modell
gegenu¨ber gestellt, da diese nicht ineinander genistet sind. Fu¨r den Vergleich des AR-Modells
mit den anderen Modellen, in denen es genistet ist, wird die Teststatistik von Clark und West
(2007) herangezogen, die zwar der von Harvey et al. (1998) entspricht, fu¨r die Clark und West
jedoch als Approximation die Verwendung der Standardnormalverteilung (insbesondere in klei-
nen Stichproben) empfehlen. Diese Approximation wird an dieser Stelle durchga¨ngig verwendet,
um lineare wie nicht-lineare genistete Modelle miteinander zu vergleichen, siehe Tabelle 2.8.
Im Unterschied zum Encompassing-Test von Harvey et al. (1998) kann die Hypothese nicht
umgekehrt werden. Es bietet sich ausschließlich an zu testen, ob die Prognosen des geniste-
ten Modells die des unrestringierten Modells umfassen. Bei einem Prognosehorizont von einem
Quartal sind die Prognosen des MSA-Modells zum 5 % Niveau und die des MSAH-Modells zum
1 % Niveau besser als die des AR-Modells. Die Prognosen des SETAR-Modells sind noch zum
10 % Niveau signifikant. Bezogen auf die Zwei-Schritt-Prognosen sind nur die Prognosen des
SETAR-Modells signifikant besser als die des einfacheren AR-Modells. Schließlich zeigt sich bei
den Vier-Schritt-Prognosen, dass die Prognosen des MSAH-Modells signifikant besser sind als
die des AR-Modells (10 % Niveau) sowie besser als die des MSA-Modells (1 % Niveau), das
ebenfalls im MSAH-Modell genistet ist.
Intervallprognosen
Fu¨r alle Modelle werden die Teststatistiken fu¨r den Test auf unbedingte korrekte U¨berdeckung
berechnet. Die Tests auf Unabha¨ngigkeit und bedingte korrekte U¨berdeckung werden nur aus-
gefu¨hrt, wenn die Hypothese der unbedingten korrekten U¨berdeckung zum 5 % Niveau nicht
verworfen werden kann. In Tabelle 2.9 sind die p-Werte der Tests auf unbedingte korrekte U¨ber-
deckung abgetragen, die aus der χ2-Verteilung entstammen. Das Testintervall ist das zentra-
le 80 % Intervall. Ein gro¨ßeres (vielleicht u¨blicheres) Intervall wurde nicht gewa¨hlt, um eine
hinreichende Klassenbesetzung zu garantieren. Fu¨r das MSIH-, Bounce-Back-, Floor-Ceiling-
und DLR-Modell kann der Test die Nullhypothese der unbedingten korrekten U¨berdeckung
bei den Ein-Schritt-Prognosefehlern nicht ablehnen. Das Gleiche gilt auch fu¨r die Zwei-Schritt-
Prognosefehler. Bei den Vier-Schritt-Prognosefehlern wird die Hypothese beim MSAH-, dem
MSIH- und dem Bounce-Back-Modell nicht verworfen.
Fu¨r diese Modelle werden die beiden anderen diskutierten Tests durchgefu¨hrt. Da die Klas-
senbesetzung zum Teil sehr gering und somit die Approximation durch die χ2-Verteilung pro-
blematisch ist, werden die p-Werte fu¨r diese Tests per Simulation gewonnen. Jeweils werden
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Tabelle 2.6: Test auf gleiche Prognosegu¨te (Diebold und Mariano [1995])
Ein-Schritt-Prognosen
MSA MSAH MSI MSIH BB SETAR FC DLR
AR 1,446 1,902 0,672 -0,388 -1,839 1,518 -1,741 -2,104
MSA – 0,740 -0,757 -1,234 -2,107∗∗ 0,049 -2,009∗∗ -2,303∗∗
MSAH – – -1,110 -1,601 -2,211∗∗ -0,281 -2,029∗∗ -2,440∗∗
MSI – – – -1,151 -1,839 0,736 -2,098∗∗ -2,519∗∗
MSIH – – – – -1,712∗ 1,243 -1,207 -2,266∗∗
BB – – – – – 2,019∗∗ 1,157 0,690
SETAR – – – – – – -2,458∗∗ -2,234∗∗
FC – – – – – – – -1,090
Zwei-Schritt-Prognosen
MSA MSAH MSI MSIH BB SETAR FC DLR
AR 0,820 0,753 0,870 -0,728 -0,431 1,354 -2,326 -0,777
MSA – -0,099 -0,353 -1,109 -0,593 0,633 -2,301∗∗ -0,942
MSAH – – -0,317 -1,264 -0,641 0,752 -2,134∗∗ -0,938
MSI – – – -1,178 -0,494 0,910 -2,623∗∗ -0,876
MSIH – – – – -0,242 1,521 -1,510 -0,546
BB – – – – – 0,713 -0,435 -0,109
SETAR – – – – – – -2,741∗∗∗ 1,041
FC – – – – – – – 0,517
Vier-Schritt-Prognosen
MSA MSAH MSI MSIH BB SETAR FC DLR
AR -0,112 1,046 -0,957 -0,375 -0,214 -0,419 -2,084 -0,896
MSA – 0,700 -0,223 -0,298 -0,205 -0,152 -1,913∗ -0,949
MSAH – – -1,014 -0,744 -0,351 -0,724 -1,811∗ -0,976
MSI – – – -0,225 -0,168 0,032 -1,980∗ -0,771
MSIH – – – – -0,110 0,232 -1,560 -0,635
BB – – – – – 0,166 -0,704 -0,133
SETAR – – – – – – -2,068∗∗ -0,898
FC – – – – – – – 1,982∗
Die Tabelle zeigt die Werte der Teststatistik. Es gelten die folgenden Signifikanzen: * signifikant zum 10
% Niveau; ** signifikant zum 5 % Niveau; *** signifikant zum 1 % Niveau. Die kursiven Werte beziehen
sich auf genistete Modelle. Der Test ist dann einseitig. In diesem Fall werden keine Signifikanzniveaus
angegeben.
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Tabelle 2.7: Encompassing-Test (Harvey et al. [1998])
Ein-Schritt-Prognosen
AR MSA MSAH MSI MSIH SETAR FC DLR
AR – 0,022
MSA – -0,207 0,103 0,775 -0,945 -0,069
MSAH – -0,800 -0,372 0,346 -1,151 -0,076
MSI 1,260 1,670∗∗ – 0,991 -0,923 -0,645
MSIH 2,413∗∗ 2,735∗∗∗ – 1,824∗∗ 0,809 -0,799
SETAR 1,266 1,888∗∗ 0,893 0,659 – -1,123 0,304
FC 2,936∗∗∗ 3,192∗∗∗ 3,119∗∗∗ 3,126∗∗∗ 2,835∗∗∗ – 1,198
DLR 3,648∗∗∗ 3,924∗∗∗ 4,013∗∗∗ 3,738∗∗∗ 3,235∗∗∗ 2,924∗∗∗ 3,113∗∗∗ –
Zwei-Schritt-Prognosen
AR MSA MSAH MSI MSIH SETAR FC DLR
AR – 0,633
MSA – 0,047 0,144 1,012 -1,323 0,526
MSAH – -0,131 0,036 0,962 -1,285 0,544
MSI 0,751 0,612 – 1,002 -1,548 0,485
MSIH 2,061∗∗ 2,016∗∗ – 1,878∗∗ 0,290 0,634
SETAR 0,405 0,053 0,622 0,469 – -1,377 0,823
FC 3,171∗∗∗ 3,347∗∗∗ 3,632∗∗∗ 3,361∗∗∗ 3,151∗∗∗ – 1,490∗
DLR 2,164∗∗ 2,386∗∗ 2,299∗∗ 2,220∗∗ 1,665∗ 1,904∗∗ 1,047 –
Vier-Schritt-Prognosen
AR MSA MSAH MSI MSIH SETAR FC DLR
AR – 0,265
MSA – -0,034 0,506 -0,017 -1,203 0,227
MSAH – -1,105 -0,001 -0,838 -1,238 0,140
MSI 0,405 1,259 – 0,177 -1,273 0,361
MSIH 0,881 1,179 – 0,759 -0,211 0,467
SETAR 0,281 0,882 0,107 0,567 – -1,347 0,338
FC 2,533∗∗∗ 2,595∗∗∗ 2,566∗∗∗ 2,331 2,612∗∗∗ – 2,767∗∗∗
DLR 1,906∗∗ 2,056∗∗ 2,000∗∗ 1,835∗∗ 1,599∗ 1,955∗∗ 0,062 –
Die Tabelle zeigt die Werte der Teststatistik. Es gelten die folgenden Signifikanzen: * signifikant zum 10
% Niveau; ** signifikant zum 5 % Niveau; *** signifikant zum 1 % Niveau. Sofern die Modelle genistet
sind, wird keine Teststatistik berichtet. Fu¨r den Vergleich genisteter Modelle siehe Tabelle 2.8.
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Tabelle 2.8: Test auf gleiche Prognosegu¨te genisteter Modelle (Clark und West [2007])
Ein-Schritt-Prognosen
AR MSA MSAH MSI MSIH SETAR FC
AR – 1,957∗∗ 2,618∗∗∗ 1,100 0,999 1,363∗ -0,868
MSA – – 1,171 – – – –
MSI – – – – -0,071 – –
Zwei-Schritt-Prognosen
AR MSA MSAH MSI MSIH SETAR FC
AR – 1,082 0,997 1,115 0,625 1,284∗ -1,385
MSA – – 0,258 – – – –
MSI – – – – -0,145 – –
Vier-Schritt-Prognosen
AR MSA MSAH MSI MSIH SETAR FC
AR – 0,019 1,360∗ -0,809 0,393 -0,267 -1,374
MSA – – 2,229∗∗ – – – –
MSI – – – – 0,488 – –
Die Tabelle zeigt die Werte der Teststatistik. Es gelten die folgenden Signifikanzen: * signifikant zum 10
% Niveau; ** signifikant zum 5 % Niveau; *** signifikant zum 1 % Niveau.
Tabelle 2.9: Test auf unbedingte korrekte U¨berdeckung
1-Schritt 2-Schritt 4-Schritt
AR 0,002 0,007 0,003
MSA 0,007 0,007 0,010
MSAH 0,007 0,023 0,080
MSI 0,020 0,023 0,030
MSIH 0,128 0,144 0,080
BB 0,938 0,062 0,080
SETAR 0,007 0,007 0,010
FC 0,262 0,062 0,030
DLR 0,262 0,062 0,010
p-Werte der simulierten Verteilung
51
Tabelle 2.10: Test auf zeitliche Unabha¨ngigkeit der U¨berdeckung
1-Schritt 2-Schritt 4-Schritt
MSAH – – 0,159
MSIH 0,844 0,850 0,855
BB 0,126 0,021 0,024
FC 0,015 0,157 –
DLR 0,489 0,865 –
p-Werte der simulierten Verteilung
Tabelle 2.11: Test auf bedingte korrekte U¨berdeckung
1-Schritt 2-Schritt 4-Schritt
MSAH – – 0,302
MSIH 0,372 0,369 0,232
BB 0,203 0,087 0,101
FC 0,015 0,293 –
DLR 0,187 0,025 –
p-Werte der simulierten Verteilung
wiederholt (10.000 Mal) Zahlenfolgen bzw. ein Vektor einer bina¨ren Variablen ermittelt, deren
La¨nge dem Umfang des Prognosezeitraums entspricht. Die bina¨ren Variablen werden unabha¨ngig
voneinander aus einer Bernoulli-Verteilung mit der nominellen U¨berdeckungswahrscheinlichkeit
als Parameter simuliert. Der Wert eins der bina¨ren Variable kann als Treffer in Hinsicht auf
das Prognoseintervall gesehen werden. Auf Grundlage der simulierten Daten werden die beiden
Teststatistiken berechnet und somit deren Verteilungen simuliert. In Tabelle 2.10 sind die p-
Werte des Tests auf Unabha¨ngigkeit angegeben. Die Hypothese der Unabha¨ngigkeit wird in den
meisten Fa¨llen zum ga¨ngigen Fehlerniveau von 5 % nicht verworfen. Ausnahmen sind das Floor-
Ceiling-Modell bei den Ein-Schritt-Prognosen sowie das Bounce-Back-Modell bei den Zwei- und
Vier-Schritt-Prognosen.
Tabelle 2.11 zeigt die ebenfalls per Simulation gewonnen p-Werte des Tests auf bedingte
korrekte U¨berdeckung. Hier wird die Nullhypothese zum 5 % Niveau wiederum beim Floor-
Ceiling-Modell im Fall der Ein-Schritt-Prognosen und beim DLR-Modell im Fall der Zwei-
Schritt-Prognosen verworfen.
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Zusammenfassung
Die MSA- und MSAH-Modelle sowie das SETAR-Modell, die alle variierende autoregressive
Koeffizienten aufweisen, schneiden bei den Punktprognosen insbesondere bei den Ein-Schritt-
Prognosen am besten ab, wobei sie bei den Zwei-Schritt- und Vier-Schritt-Prognosen kaum eine
Verbesserung zum AR-Modell bewirken. Auffallend ist, dass die Modelle mit guten Punktpro-
gnosen zum Teil schlechte Intervallprognosen ergeben. Das Floor-Ceiling-, das DLR- und das
Bounce-Back-Modell, die durchweg die schlechtesten Punktprognosen liefern, schneiden bei den
Intervallprognosen mit am besten ab. Zu erwa¨hnen ist hier insbesondere das MSIH-Modell, des-
sen gutes Abschneiden bei den Intervallprognosen nochmals auf einen Bruch in der Volatilita¨t
des deutschen BIP-Wachstums hinweist.52
Die Prognoseergebnisse, insbesondere die Ergebnisse fu¨r die Punktprognosen stehen zum Teil
in erheblichem Widerspruch zu den Ergebnisse der Untersuchung der In-Sample-Modellgu¨te.
Dies ist wiederum ein Hinweis fu¨r strukturelle Vera¨nderungen im deutschen BIP, die auch durch
die Verwendung nicht-linearer Spezifikationen nicht aufgefangen werden ko¨nnen.
52Vgl. Kapitel 4.
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Kapitel 3
Reproduktion der
Konjunkturzykluseigenschaften
3.1 Konjunkturzykluseigenschaften als Stilisierte Fakten
Die Wahrnehmung des Konjunkturverlaufs als Abfolge von Expansionen und Kontraktionen ist
weit verbreitet. Burns und Mitchell (1946) haben in ihrer Arbeit zwar diese Konjunkturpha-
sen noch weiter unterschieden; die zuvor genannte Unterscheidung in Expansionen und Kon-
traktionen bzw. Rezessionen wird aber zum Beispiel vom NBER verfolgt und die vom NBER
vero¨ffentlichten Wechselpunkte, die die Rezessionen markieren, werden allgemein als der Kon-
junkturzyklus der USA anerkannt.
Die Beobachtung des Konjunkturzyklus und seiner Datierung birgt in sich eine alternative
Methode zur Beurteilung von Modellen des BIP-Wachstums. Die in Kapitel 2 besprochenen
Ansa¨tze basieren auf der Likelihood oder den Residuen des Modells. Es kann jedoch durch die
Minimierung der quadrierten Residuen nicht garantiert werden, dass Modelle, die anhand dieser
Kriterien gut abschneiden, auch den tatsa¨chlich beobachteten Konjunkturzyklus reproduzieren
ko¨nnen, bzw. das BIP-Wachstum reproduzieren ko¨nnen, welches mit dem beobachteten Kon-
junkturzyklus korrespondiert.
Hess und Iwata (1997) stellen die Frage, ob die fu¨r das BIP-Wachstum entwickelten nicht-
linearen Modelle gut bzw. besser als lineare Modelle geeignet sind, den Konjunkturzyklus der
USA nachzubilden. Erster Schritt bei dieser Methode der Modellevaluation ist die Feststellung
der Eigenschaften des tatsa¨chlichen Konjunkturzyklus, wie Anzahl von Zyklen, Dauer und Tiefe
von Rezessionen und Expansionen. Diese Daten gelten als stilisierte Fakten. In Abbildung 3.1
werden die Konjunkturzykluseigenschaften schematisch illustriert. Die Tiefe der Rezession und
die Ho¨he der Expansion wird im Folgenden als mittlere Wachstumsrate dieser Konjunkturphasen
gemessen. Durch die Festlegung der Wechselpunkte werden die Anzahl der Rezessionen und
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Expansionen sowie deren Dauer bestimmt.
Fu¨r die Datierung der Wechselpunkte der Konjunktur muss ein reproduzierbares Verfahren
verwendet werden,1 da das gleiche Datierungsverfahren in der Folge wiederholt angewendet
werden muss. Die Modelle, deren Eigenschaften u¨berpru¨ft werden sollen, werden zur Simulation
von mehreren tausend Zeitreihen herangezogen und fu¨r jede einzelne der Zyklus sowie dessen
Eigenschaften ermittelt. Aus der Vielzahl der Simulationen wird die empirische Verteilung der
Eigenschaften ermittelt und mit den stilisierten Fakten verglichen.
Modelle der Frage zu unterziehen, ob sie der Realita¨t a¨hnliche Konjunkturzyklen erzeugen
ko¨nnen, geht auf die Arbeit von Adelman und Adelman (1959) zuru¨ck, die damit o¨konomi-
sche Modelle u¨berpru¨fen, und wird z.B. von King und Plosser (1994) sowie Simkins (1994) auf
Real-Business-Cycle-Modelle angewendet. Ausgehend von Hess und Iwata (1997), die eine Viel-
zahl von Zeitreihenmodellen untersuchen, jedoch eine ad-hoc Definition des Konjunkturzyklus
verwenden, sind mehrere Arbeiten zur Reproduzierbarkeit des Konjunkturzyklus durch nicht-
linearen Modelle fu¨r das US BIP-Wachstum entstanden. Harding und Pagan (2002) verwenden
eine modifizierte Form des Algorithmus von Bry und Boschan (1971), die auf Quartalsdaten
abgestimmt ist und auf Watson (1994) zuru¨ckgeht. Mit dieser verbesserten Methode zur Bestim-
mung der konjunkturellen Wechselpunkte analysieren sie das Hamilton-Modell (MSM mit zwei
Zusta¨nden) sowie dessen Erweiterung von Durland and McCurdy (1994) im Vergleich zu linea-
ren Modellen. Basierend auf dem modifizierten Bry-Boschan-Algorithmus arbeiten Morley und
Piger (2004) und Kim et al. (2005) mit dem MSM-Modell mit zwei sowie drei Zusta¨nden, dem
Bounce-Back-Modell sowie mehreren linearen Modellen. Engel et al. (2005) beru¨cksichtigen das
Floor-Ceiling-Modell sowie das Bounce-Back-Modell.2 Wa¨hrend Hess und Iwata (1997), Harding
und Pagan (2002) sowie Engel et al. (2005) keinen Vorzug fu¨r nicht-lineare Modelle angesichts
der von diesen Autoren betrachteten Konjunkturzykluseigenschaften finden, zeigen Morley und
Piger (2004) sowie Kim et al. (2005), dass unter Beru¨cksichtigung der zusa¨tzlichen Eigenschaft
der Korrelation zwischen der Tiefe der Rezession und dem Wachstum nach der Rezession das
von Kim et al. (2005) vorgeschlagenen Bounce-Back Modell sowie ein Markov-Switching-Modell
mit drei Zusta¨nden diese Eigenschaft der US Daten besser nachbilden ko¨nnen.
In diesem Kapitel wird der Ansatz von Hess und Iwata (1997) aufgegriffen, Modelle u¨ber
ihre Eignung Konjunkturzykluseigenschaften zu reproduzieren zu analysieren, und wendet ihn
auf das deutsche BIP und die in Kapitel 2 dargestellten Modelle an. Neben den Konjunk-
turzykluseigenschaften, Ha¨ufigkeit, La¨nge und Tiefe von Konjunkturphasen, werden zusa¨tzlich
weitere Eigenschaften in dieser Simulationsstudie beru¨cksichtigt, die explizit im Zusammen-
hang mit nicht-linearen Modellen diskutiert werden. Zur Motivation nicht-linearer Modelle des
1Die NBER-Daten oder a¨hnliche Daten anderer Institutionen ko¨nnen also nicht zur Anwendung kommen,
vielmehr ist es von Bedeutung ein reproduzierbares Verfahren zu verwenden, dessen Ergebnisse dem NBER-
Zyklus mo¨glichst gut entsprechen.
2In einem Arbeitspapier wird außerdem das DLR-Modell beru¨cksichtigt.
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Abbildung 3.1: Eigenschaften des Konjunkturzyklus
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BIP-Wachstums wird wie bereits erwa¨hnt mit mo¨glichen Asymmetrien des Konjunkturverlaufs
argumentiert. Im folgenden Abschnitt werden die Maßzahlen erla¨utert, die in erster Linie dazu
dienen auf Asymmetrien zu testen und die an dieser Stelle als stilisierte Fakten des Konjunktur-
variable benutzt werden. Sie bilden zusa¨tzliche Eigenschaften, die zur Beurteilung der Modelle
des BIP-Wachstums neben den bereits erwa¨hnten Konjunkturzykluseigenschaften herangezogen
werden.
Das Vorgehen, Werte von Teststatistiken bzw. deren p-Werte als stilisierte Fakten aufzufassen
und darauf aufbauend Spezifikationstests zu entwickeln, finden sich auch in Ashley und Patter-
son (2006), die nicht-parametrische Tests auf Nicht-Linearita¨ten, wie der BDS-Test (Brock et
al. [1996]), auf die zu modellierende Zeitreihe anwenden und die resultierenden p-Werte mit
denen von simulierten Zeitreihen nicht-linearer Modelle vergleichen.
3.2 Asymmetrien im deutschen Konjunkturverlauf
3.2.1 Formen der Asymmetrie
In diesem Abschnitt werden verschiedene Formen der Asymmetrie des Konjunkturzyklus bzw.
des BIP dargestellt, die in der Literatur insbesondere fu¨r die USA diskutiert werden. Zu den
Formen der Asymmetrien korrespondieren Maßzahlen und Teststatistiken, die in diesem Ab-
schnitt dargestellt und fu¨r das deutsche BIP-Wachstum berechnet werden. Die resultierenden
Werte gelten als stilisierte Fakten und fließen in die Simulation zur Frage, ob die verschiedenen
Modelle des BIP-Wachstums die tatsa¨chlichen Konjunkturzykluseigenschaften abbilden ko¨nnen,
mit ein. Folgende Asymmetrien werden an dieser Stelle beru¨cksichtigt:
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(a) Tiefe, die durch die Schiefe der trendbereinigten Niveauvariablen gemessen werden kann.3
Hat die Verteilung des trendbereinigten BIP eine negative Schiefe, heißt das, dass weniger
aber dafu¨r ausgepra¨gtere negative Abweichungen vom Trend existieren. In tiefen Prozessen
sind die absoluten Abweichungen vom Trend in der Rezession sta¨rker als in der Expansion.
(b) Steilheit, die durch die Schiefe der ersten Differenzen des BIP gemessen wird. Sie bedeutet,
dass Ru¨ckga¨nge des BIP seltener aber dafu¨r sta¨rker als die Zunahmen relativ zum mittleren
Wachstum sind.4
(c) Scha¨rfe, bedeutet, dass mit dem Ende einer Rezession ein starkes und plo¨tzliches Wachs-
tum auftritt, der U¨bergang von der Expansion zur Rezession aber eher fließend ist. Die
U¨berga¨nge von Expansion zu Rezession und umgekehrt sind also asymmetrisch.5
(d) Dauerabha¨ngigkeit der Konjunkturphasen, die den Umstand bezeichnet, dass die
erwartete Dauer einer Konjunkturphase von der bisherigen Dauer einer solchen abha¨ngt.
Wenn die Dauerabha¨ngigkeit der Rezessionen anders als die der Expansionen ist, handelt
es sich ebenfalls um eine Form der Asymmetrie des Konjunkturzyklus.6
Wie bereits erwa¨hnt, werden diese vier Punkte im Zusammenhang mit der Modellierung des
BIP-Wachstums diskutiert, da sie Evidenz gegen lineare Modelle implizieren und somit Hin-
weise fu¨r die Gu¨ltigkeit anderer Modelle mit sich bringen. Clements und Krolzig (2003) zeigen
welche Parameterkonstellationen in MSM-Modellen Asymmetrien der Formen (a) bis (c) erzeu-
gen. Knu¨ppel (2005) erweitert diesen Ansatz auf MSI-Modelle und zeigt ferner, wie im Rahmen
von dynamischen stochastischen allgemeinen Gleichgewichtsmodellen Zeitreihen generiert wer-
den ko¨nnen, die tief und steil sind.
3.2.2 Tests auf Asymmetrie
Tests auf Asymmetrien ko¨nnen verschiedene Modelle als datenerzeugende Prozesse ausschließen.
Zu den vier genannten Formen der Asymmetrie existieren verschiedene parametrische und nicht-
parametrische Tests. Basierend auf der Arbeit von Clements und Krolzig (2003) lassen sich die
Tests auf Asymmetrien der Formen (a) bis (c) als Parametertests im MSM-Modell auffassen.7
Ferner kann die Asymmetrie (d) u¨ber die Modellierung von zeitabha¨ngigen U¨bergangswahr-
scheinlichkeiten ebenfalls im Rahmen von Markov-Switching-Modellen formuliert werden, siehe
3Verschiedene Formen des Trends sind denkbar. Hier wird durchgehend der Hodrick-Prescott-Filter zur Trend-
bereinigung verwendet.
4Siehe Sichel (1993) fu¨r die Diskussion der Punkte (a) und (b).
5Siehe McQueen und Thorley (1993).
6Siehe Diebold und Rudebusch (1990).
7Fu¨r die Scha¨rfe haben bereits McQueen und Thorley (1993) einen Test beruhend auf der Maximum Likelihood
Scha¨tzung eines Markov-Switching-Modells vorgeschlagen.
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Durland und McCurdy (1994). Im Rahmen eines Simulationsexperiments, in dem verschiedene
datenerzeugende Prozesse beru¨cksichtigt werden, bietet sich wegen des Problems lokaler Maxima
eine Formulierung der stilisierten Fakten und der zu reproduzierenden Eigenschaften in Form
von ML-Scha¨tzungen von Markov-Switching-Modellen nicht an. Die folgenden Tests sind daher
entweder nicht-parametrisch bzw. fußen auf einfachen Stichprobenstatistiken.
Sichel (1993) formuliert einen Test auf Tiefe eines Prozesses daru¨ber, dass ein nicht-tiefer Pro-
zess eine Schiefe von Null bzw. gro¨ßer Null aufweist. Den Test auf eine Schiefe von Null wendet
Sichel (1993) auf das trendbereinigte BIP an, wobei verschiedene mo¨gliche Trendbereinigungs-
verfahren diskutiert werden unter anderem der Hodrick-Prescott-Filter. Die Trendbereinigung
ist notwendig, da es bei der Tiefe um die Abweichungen vom Trend und nicht um diesen selber
geht. Fu¨r die Steilheit eines Prozesses wird die Schiefe der differenzierten Zeitreihe beru¨cksichtigt.
Die Nullhypothese ist wiederum, dass keine Steilheit vorliegt und die Schiefe der differenzierten
Zeitreihe null ist. Die von Sichel (1993) verwendete Verteilung der Schiefe beru¨cksichtigt jedoch
nicht, dass Mittelwert und Standardabweichung in der Berechnung der Schiefe unbekannt sind.
Bai und Ng (2005) geben die korrekten Verteilungen an, die ebenfalls eventuelle Autokorrelation
in den Daten beru¨cksichtigen.
Sei ϑ̂ die Schiefe der Stichprobe, dann konvergiert die stabilisierende Transformation unter
der Nullhypothese wie folgt gegen eine Standardnormalverteilung:
√
T ϑ̂
s(ϑ̂)
d→ N(0, 1), (3.1)
wobei s(ϑ̂) = α̂Γ̂α̂
′
σ̂6
und α = [1,−3σ2] sowie Γ die Spektraldichtematrix von [(yt −E(yt))3, (yt −
E(yt))]′ bei der Frequenz von null ist. Γ kann u¨ber das Verfahren von Newey und West (1987)
konsistent gescha¨tzt werden.
Fu¨r die Schiefe des mit dem Hodrick-Prescott-Filter trendbereinigten BIP ergibt sich fu¨r
deutsche Daten ein Wert von 0,345. Der t-Wert betra¨gt 1,798. Angesichts eines positiven Wertes
der Schiefe nimmt der Test die Nullhypothese eines nicht-tiefen Prozesses auf jeden Fall an. Fu¨r
die Wachstumsraten ergibt sich ein Wert fu¨r die Schiefe von -0,01. Der p-Wert des entsprechende
Tests mit der Nullhypothese eines nicht-steilen Prozesses ist 0,536 und kann entsprechend zu
keinem typischen Niveau abgelehnt werden.
McQueen und Thorley (1993) verwenden als Maß der Scha¨rfe eines Prozesses die mittlere
Differenz zwischen den Differenzen des Wachstums an den Wechselpunkten. Es werden also an
den Wechselpunkten von Expansionen zu Rezessionen von der jeweiligen Wachstumsrate vor
dem Wechselpunkt die Wachstumsrate nach dem bzw. des Wechselpunkts abgezogen und diese
Differenzen fu¨r alle Wechselpunkte dieses Typs gemittelt. Das Gleiche wird fu¨r die Wechselpunk-
te in der Gegenrichtung gemacht. Unter der Nullhypothese der Nicht-Scha¨rfe sind die beiden
erwarteten Mittelwerte identisch und deren erwartete Differenz ist null. Entsprechend kann ein
t-Test durchgefu¨hrt werden. Die mittlere Differenz zwischen den Wachstumsraten einer Periode
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vor einer Rezession und in der ersten Periode einer Rezession betra¨gt fu¨r das deutsche BIP
4,446, wobei die Wechselpunkte mit Hilfe des Bry-Boschan-Algorithmus festgelegt worden sind.
Die mittlere Differenz zwischen den Wachstumsraten eine Periode vor einer Expansion und in
der ersten Periode der Expansion betra¨gt fu¨r das deutsche BIP 4,495. Die Differenz der beiden
Werte betra¨gt 0,0482 und bedenkt man die Standardabweichung der Differenzen der einzelnen
Konjunkturzyklen von 1,053 gibt es keinen Hinweis, dass Scha¨rfe im deutschen Konjunkturzyklus
vorliegt.8
Diebold und Rudebusch (1990) u¨berpru¨fen die Dauerabha¨ngigkeit der Konjunkturphasenla¨nge
ausgehend von der U¨berlegung, dass unter der Nullhypothese, dass keine Dauerabha¨ngigkeit be-
steht, die Phasenla¨ngen exponential verteilt sind. Die Annahme der Exponential-Verteilung fu¨r
Wartezeiten bzw. der Zeit zwischen zwei Ereignissen entspricht der Annahme, dass der Prozess
“geda¨chtnislos” ist, also die bereits vergangene Wartezeit keinen Einfluss auf die Wahrschein-
lichkeit des Endes der Wartezeit hat. Diebold und Rudebusch (1990) verwenden drei Tests, die
auf Vorliegen einer Exponential-Verteilung als Nullhypothese testen. Es sei zi die Dauer der
Konjunkturphase bzw. Konjunkturzyklus i und N die Anzahl der Konjunkturphasen bzw. Kon-
junkturzyklen.
1. Shapiro und Wilk (1972) geben die folgende Teststatistik an:
W =
(z − z(1))2
(N − 1)ŝ2 , (3.2)
wobei z(1) die erste Ordnungsstatistik darstellt und s2 = 1/N
∑N
i=1(zi − z)2. In Shapiro
und Wilk (1972) finden sich die kritischen Werte dieser Teststatistik fu¨r Werte von N
zwischen 3 und 100.
2. Stephens (1978) schla¨gt eine Variante des Tests von Shapiro und Wilk (1972) vor, fu¨r die
eine eventuelle Mindestdauer der Phasen oder Zyklen explizit angenommen wird. Da durch
die Verwendung des Bry-Boschan-Algorithmus Mindestla¨ngen der Rezessionen bzw. Ex-
pansionen und des Zyklus vorgegeben sind, ko¨nnen diese Werte hier u¨bernommen werden.
Die Mindestla¨nge sei t0. Ferner sei A =
∑N
i=1(zi − t0) und B =
∑N
i=1(zi − t0)2. Die
Teststatistik lautet
W (t0) =
A2
N [(N + 1)B −A2] . (3.3)
Sie folgt ebenfalls der von Shapiro und Wilk (1972) angegebenen Verteilung mit dem
Unterschied, dass nicht die Werte fu¨r N , sondern fu¨r N +1 beru¨cksichtigt werden mu¨ssen.
8Die Scha¨rfe ist im Zusammenhang mit dem “Bounce-Back-Effekt” zu sehen. Das vorliegende Ergebnis spricht
also auch gegen die Verwendung der Modelle von Beaudry und Koop (1993) oder Kim et al. (2005) fu¨r deutsche
BIP-Daten.
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3. Ferner wird die asymptotisch standardnormalverteilte Teststatistik von Brain und Shapiro
(1983) verwendet. Sie beruht auf der folgenden Transformation der Phasenla¨ngen:
ui = (N − i+ 1)(z(i)− z(i− 1) i = 2, ..., N.
In einer Regression von ui auf i, ist der Regressionsparameter unter der Nullhypothese der
Exponentialverteilung gleich null. Dies wird von Brain und Shapiro (1983) verwendet um
die folgende Teststatistik aufzustellen:
BS =
∑N−1
i=1 (i− i)(ui+1 − u)∑N−1
i=1 ui+1
(∑N−1
i=1 (i− i)2/[N(N − 1)]
) . (3.4)
Tabelle 3.1 gibt die Werte der Teststatistiken fu¨r die La¨nge der (beendeten) Konjunktur-
phasen, die u¨ber das BIP mit Hilfe des Bry-Boschan-Algorithmus ermittelt worden sind, an.
Unterschieden werden Rezessionen, Expansionen und Konjunkturzyklen, die aus einer Expansi-
on und der folgenden Rezession zusammengesetzt sind. Keiner der Werte ist signifikant zum 5%
Niveau, so dass eine Dauerabha¨ngigkeit weder der Rezessionen noch der Expansionen noch der
Zyklen festzustellen ist.
Tabelle 3.1: Tests auf Dauerabha¨ngigkeit
W W (t0) BS N
Expansion 0,364 0,195 -0,402 5
Rezession 0,400 0,222 -1,299 6
Zyklus 0,383 0,222 -0,551 5
Fu¨r den hier betrachteten Datensatz des deutschen BIP-Wachstums findet sich kein signifi-
kantes Ergebnis, dass gegen die Hypothese der Symmetrie spricht. Die verschiedenen Tests mit
den Gegenhypothesen Tiefe, Steilheit, Scha¨rfe und Dauerabha¨ngigkeit fu¨hren in keinem Fall zu
einer Ablehnung der Nullhypothese Symmetrie, womit die Ergebnisse der Arbeiten von Razzak
(2001) und Belaire-Franch und Contreras (2003) besta¨tigt werden, die fu¨r deutsche BIP-Daten
bei Tests mit den Gegenhypothesen Tiefe, Steilheit und Scha¨rfe ebenfalls keine Ablehnung der
Symmetrie finden.9
3.3 Datierung von Wechselpunkten der Konjunktur
Fu¨r die USA wird vom NBER die Chronologie der Wechselpunkte der Konjunktur gepflegt. Die
Arbeit des NBER im Bezug auf die Konjunkturforschung geht auf die 20er Jahre des letzten
9Wa¨hrend Razzak (2001) nicht-parametrische Methoden in Form des hier nicht beschriebenen Triples-Test
verwendet, fu¨hren Belaire-Franch und Contreras (2003) die in Clements und Krolzig (2003) beschriebenen auf
Markov-Switching-Modellen basierenden parametrischen Tests durch.
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Jahrhunderts und das Wirken von Wesley Mitchell zuru¨ck. Entsprechend kann die Datierung des
Konjunkturzyklus als eine Art Fortsetzung von Burns und Mitchell (1946) angesehen werden.
Die Wechselpunkte der Konjunktur werden von einem Komitee festgelegt, das dazu mehrere
Variablen beobachtet.10 Das BIP wird zwar als wesentlichster Konjunkturindikator angesehen,
um jedoch eine monatliche Datierung zu gewa¨hrleisten werden insbesondere die Privateinkom-
men und der Bescha¨ftigungsstand beru¨cksichtigt. Zusa¨tzlich spielen Industrieproduktion und
Umsa¨tze eine Rolle. Diese vier Variablen werden in monatlicher Frequenz erhoben.
Fu¨r die Datierung von Wechselpunkten in monatlichen Daten haben Bry und Boschan (1971)
einen computergestu¨tzten Algorithmus entwickelt, der auch Anwendung beim NBER zur Unter-
stu¨tzung des Komitees gefunden hat. Der Algorithmus wird auf die Niveauvariable angewendet
und soll die Phasen, in denen die allgemeine Entwicklung ru¨ckla¨ufig ist, von den expansiven
Phasen unterscheiden. Damit kurzfristige Schwankungen das Ergebnis nicht beeinflussen, wer-
den verschiedene gleitende Durchschnitte gebildet, fu¨r die zuerst die Wechselpunkte bestimmt
werden. Ausgehend von den Ergebnissen fu¨r die gleitenden Durchschnitte werden dann die Wech-
selpunkte der Ausgangszeitreihe festgelegt. Eine u¨bersichtliche Darstellung des Bry-Boschan-
Algorithmus findet sich in Lucke und Knu¨ppel (2002).
Der Bry-Boschan-Algorithmus wurde fu¨r Monatsdaten entwickelt und muss fu¨r eine Anwen-
dung auf das BIP auf die niedrigere Frequenz angepasst werden. Angelehnt an Watson (1994)
ergibt sich der folgende Algorithmus:
1. Ausreißerbestimmung und Substitution extremer Beobachtungen
2. Zyklusbestimmung in einem gleitenden Durchschnitt von 2 Quartalen
(a) Bestimmung von Werten, die ho¨her (oder niedriger) sind als alle Werte im Umkreis
von einem Quartal
(b) Erzwingung alternierender Wendepunkte: Ho¨chster von multiplen oberen Wende-
punkten; niedrigster von multiplen unteren Wendepunkten
3. Zyklusbestimmung in einem weniger stark gegla¨tteten gleitenden Durchschnitt (sog. Spencer-
Kurve)
(a) Bestimmung der ho¨chsten (oder niedrigsten) Werte im Umkreis von 2 Quartalen um
die Wendepunkte des gleitenden Durchschnitts von 2 Quartalen
(b) Erzwingung der Mindestzyklusla¨nge von 5 Quartalen durch Elimination niedrigerer
oberer oder ho¨herer unterer Wendepunkte bei Zyklen ku¨rzerer Dauer
10Die Datierung des Komitees folgt dabei keinen festgelegten Regeln oder einem Algorithmus, sondern gilt
vielmehr als Expertenurteil.
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4. Bestimmung der Wendepunkte in einem kurzfristigen gleitenden Durchschnitt von 2 Quar-
talen
(a) Bestimmung der ho¨chsten (oder niedrigsten) Werte im Umkreis von 2 Quartalen um
die Wendepunkte der Spencer-Kurve
5. Bestimmung der Wendepunkte in der ungegla¨tteten Zeitreihe
(a) Bestimmung der ho¨chsten (oder niedrigsten) Werte im Umkreis von 2 Quartalen um
die Wendepunkte des kurzfristigen gleitenden Durchschnitts
(b) Elimination von Wendepunkten, die nicht weiter als 2 Quartale vom Anfang oder
Ende der Zeitreihe entfernt liegen
(c) Elimination von oberen (oder unteren) Wendepunkten an beiden Enden der Zeitreihe,
die niedriger (oder ho¨her) sind als noch na¨her an den Enden platzierte Werte
(d) Elimination von Zyklen mit einer Dauer von weniger als 5 Quartale
(e) Elimination von Phasen mit einer Dauer von weniger als 2 Quartale
6. Ausgabe der endgu¨ltigen Wendepunkte
Der Bry-Boschan-Algorithmus fu¨r Quartalsdaten wird wie erwa¨hnt in der Arbeit von Harding
und Pagan (2002) verwendet. Außerdem benutzen Inklaar et al. (2004), Engel et al. (2005) und
Everts (2006) den Bry-Boschan-Algorithmus fu¨r Quartalsdaten.
3.4 Simulationsergebnisse
Basierend auf den ML-Scha¨tzungen der Modelle des BIP-Wachstums werden von diesen 10.000
Mal Zeitreihen mit dem gleichen Umfang wie der Scha¨tzzeitraum bzw. des fu¨r die Feststellung der
stilisierten Fakten des Konjunkturzyklus verwendeten Zeitraums simuliert. Fu¨r jede Simulation
werden mit Hilfe des Bry-Boschan-Algorithmus Wechselpunkte der Konjunktur bestimmt und
die folgenden Kennzahlen ermittelt:11
1. Anzahl (#) der Expansionen
2. Durchschnittliche Dauer einer Expansion
3. Standardabweichung der Dauer einer Expansion
4. Durchschnittliche Ho¨he der Expansion (Ho¨he gemessen als mittleres Wachstum)
11Vgl. Hess und Iwata (1997). In der Arbeit von Morley und Piger (2004) werden zusa¨tzlich die Standard-
abweichungen der Wachstumsraten der unterschiedlichen Regime sowie die Standardabweichungen der Dauer
aufgenommen.
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5. Standardabweichung der Ho¨he der Expansionen
6. Anzahl (#) der Rezessionen
7. Durchschnittliche Dauer einer Rezession
8. Standardabweichung der Dauer einer Rezession
9. Durchschnittliche Tiefe der Rezession (Tiefe gemessen als mittleres Wachstum)
10. Standardabweichung der Tiefe der Rezessionen
Zusa¨tzlich zum Ansatz von Hess und Iwata (1997) werden fu¨r jede Simulation die in Abschnitt
3.2.1 besprochenen Asymmetriemaße errechnet. Die mit dem Begriff “Scha¨rfe” diskutierte Form
der Asymmetrie kann analog zu der von Kim et al. (2005) diskutierten Korrelation zwischen Tiefe
der Rezession und dem Wachstum nach der Rezession als Eigenschaft des Konjunkturzyklus
gesehen werden.
11. Schiefe der (Hodrick-Prescott-)gefilterten Niveauvariable (Tiefe des Prozess)
12. Schiefe der Wachstumsraten bzw. der simulierten Zeitreihe(Steilheit)
13. Scha¨rfe als mittlere Differenz der Wachstumsratendifferenzen an den Wechselpunkten der
Konjunktur
Mit den jeweils 10.000 Werten wird die Verteilungsfunktion der Kennzahlen eines Modells u¨ber
die empirische Verteilungsfunktion approximiert. In Tabelle 3.2 werden die Mediane der Rand-
verteilungen der einzelnen Kennzahlen, sowie der Wert der Randverteilungen an der Stelle der
tatsa¨chlich realisierten Kennzahl des deutschen BIP dargestellt. Fu¨r die Kennzahl der “Scha¨rfe”
werden nur die Simulationen herangezogen, die mehr als einen abgeschlossenen Konjunkturzy-
klus aufweisen. Fu¨r alle anderen Kennzahlen sind 10.000 Simulationen die Grundlage. Sofern
sich die Kennzahlen nicht auf die Wachstumsraten beziehen, sondern auf die Niveauvariable
bzw. fu¨r die Anwendung des Bry-Boschan-Algorithmus wird die Niveauvariable aus den simu-
lierten Wachstumsraten errechnet. Insbesondere die Werte der Verteilungsfunktionen geben Auf-
schluss, ob der tatsa¨chliche Konjunkturverlauf aus der Mitte der Verteilung stammt oder aus
Sicht des jeweiligen Modells als atypisch gilt also z.B. Werte unter 0,05 oder u¨ber 0,95 auftreten.
Die Reproduktion der Anzahl der Expansionen und damit einhergehend der Anzahl der Re-
zessionen ist fu¨r alle Modelle schwierig. Keiner der Mediane u¨berschreitet die beobachteten Werte
von 7 Expansionen und 6 Rezessionen. Die Werte der Verteilungsfunktionen aller Modelle sind
u¨ber 0,9. Besonders schlecht schneiden das AR- und das MSIH-Modell ab, die bei 10.000 Wie-
derholungen de facto nicht in der Lage sind, die entsprechende Anzahl an Zyklen zu erzeugen.
Positiv herausheben lassen sich das MSA- und MSAH-Modell sowie das DLR-Modell, deren
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Werte der Verteilungsfunktionen fu¨r die besagten Kategorien die besten sind. Diese Bewertung
wird zusa¨tzlich besta¨rkt, wenn man die Dauer der Expansionen betrachtet. Die Werte der Vertei-
lungsfunktion der drei besagten Modelle sind sa¨mtlich u¨ber 0,1, wa¨hrend AR- und MSIH-Modell
Werte nahe null aufweisen. Die mittlere Dauer der Expansionen ha¨ngt direkt mit der Anzahl der
Rezessionen zusammen. Alle Modelle haben unbedingte Mittelwerte u¨ber null, die Expansion
ist also das vorwiegende Regime und einzelne Rezessionen ko¨nnen aus letzt genanntem Grund
nicht allzu lange andauern, so dass die mittlere Dauer der Expansion wesentlich mit der Anzahl
der Expansionen und somit Rezessionen zusammenha¨ngt. Auffa¨llig ist, dass das MSI-Modell, das
insbesondere fu¨r die Modellierung von Rezessionen Anwendung findet, schlechter abschneidet als
das MSAH-Modell oder das DLR-Modell. Die Scha¨tzung des MSI-Modells lies allerdings auch
nicht auf die Interpretation der Zusta¨nde als Rezession und Expansion schlussfolgern, vergleiche
Abschnitt 2.4.
Bei der Betrachtung der mittleren Dauer der Rezessionen zeigt sich, dass das MSAH-Modell
zu relativ langen Rezessionen neigt. Es hat den ho¨chsten Median und der Wert der Verteilungs-
funktion erreicht nur 0,099. Dies korrespondiert zwar mit dem betragsma¨ßig niedrigsten Median
bei der Tiefe der Rezessionen (lang andauernd aber weniger harte Ru¨ckga¨nge des BIP), die
Verteilungsfunktion nimmt aber immerhin den Wert 0,441 an. Bezu¨glich der durchschnittlichen
Dauer und Tiefe der Rezessionen lassen sich andere Modelle im Hinblick auf die tatsa¨chlich beob-
achteten Werte kaum differenzieren. Die Standardabweichungen der Dauer und Tiefe bzw. Ho¨he
fu¨hren ebenfalls nicht zur Modelldifferenzierung. Die tatsa¨chlich beobachteten Werte finden sich
jeweils in der Mitte der Verteilung.
Den positiven Wert der Schiefe der gefilterten Niveauvariable ko¨nnen die verschieden Modelle
schlecht nachbilden. Alle Verteilungsfunktionen nehmen Werte gro¨ßer als 0,9 an. Der Median
aller Modelle ist nahe null und zum Teil negativ. Am besten schneidet das MSAH-Modell mit
0,943 ab. Bei “Steilheit” und “Scha¨rfe” schneiden nahezu alle Modelle gut ab. Die tatsa¨chlich
beobachteten Werte deuten auf Symmetrieeigenschaften der unterstellten Prozesse hin, die an-
gesichts der Medianwerte einiger Modelle zum Beispiel dem AR-Modell oder dem MSI-Modell
bzw. deren Scha¨tzungen deutlich werden.12 Die Modelle, die explizit fu¨r Formen von Asym-
metrie konstruiert worden sind, wie das Bounce-Back und das Floor-Ceiling-Modell, schneiden
erwartungsgema¨ß am schlechtesten ab. Die Medianwerte beider Modelle bezu¨glich “Scha¨rfe”
sind die ho¨chsten und der Wert der Verteilungsfunktion fu¨r das Bounce-Back-Modell bezogen
auf die “Steilheit” ist mit 0,94 verglichen mit den anderen Modellen extrem hoch. Doch kann
man beide Modelle u¨ber diese einzelnen Kriterien kaum verwerfen.
Um eine Mo¨glichkeit zu haben die Kriterien zusammen zu evaluieren haben Hess und Iwata
(1997) χ2-Tests durchgefu¨hrt, wobei die mittleren quadrierten Abweichungen der Simulationen
12Die Symmetrieeigenschaften des MSI-Modells sind von den Auspra¨gungen der Parameter abha¨ngig,
vgl. Knu¨ppel (2005).
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von den tatsa¨chlich beobachteten Werten u¨ber verschiedene Kennzahlen aufsummiert werden.
Problematisch an diesem Vorgehen ist, dass eindeutig diskriminierende Kennzahlen in der Ge-
samtheit die Testentscheidung nicht determinieren, also zum Beispiel fu¨r ein Modell die Nullhy-
pothese, dass es die verschiedenen Kennzahlen des Konjunkturzyklus reproduzieren kann, nicht
verworfen wird, obwohl dies bei einem (z.B. die Anzahl der Rezessionen) eindeutig der Fall ist.
Alternativ werden an dieser Stelle Akzeptanzregionen definiert, die a¨hnliche Eigenschaften ha-
ben wie der tatsa¨chlich beobachtete Konjunkturverlauf. Die Akzeptanzregionen werden wie folgt
definiert. Fu¨r die Kennzahlen 2., 4., 7. und 11.-13. werden deren Standardabweichungen aus den
tatsa¨chlich vorliegenden BIP-Daten gescha¨tzt und basierend auf der Normalverteilungsannah-
me drei verschiedene Konfidenzintervalle festgelegt, zu 90%, 95% und 99%, wobei das erste am
sta¨rksten diskriminiert und das letzte am schwa¨chsten. Fu¨r die Kennzahlen 1. und 6., die die
Anzahl der Expansionen und Rezessionen repra¨sentieren werden ebenfalls drei Intervalle fest-
gelegt, die ganzzahlig und symmetrisch um die tatsa¨chlich beobachteten Werte liegen: ±1, ±2
und ±3. Die Kennzahlen 3., 5., 8. und 10. werden an dieser Stelle nicht beru¨cksichtigt, da sie
augenscheinlich keine diskriminierende Wirkung haben. Damit eine Simulation akzeptiert wird,
mu¨ssen ihre Kennzahlen in jedes der neun Intervalle fallen. Das Verha¨ltnis zwischen akzeptier-
ten Simulation und Simulationen insgesamt (10.000) ist in Prozent in Tabelle 3.3 dargestellt. Je
ho¨her die Verha¨ltniszahl ist, desto besser bzw. desto eher kann das entsprechende Modell die
Eigenschaften des Konjunkturzyklus nachbilden.
Es werden verschiedene Szenarien fu¨r die Zusammenstellung der Akzeptanzregionen entspre-
chend der Intervallla¨ngen unterschieden. Ferner werden in Tabelle 3.3 zwei Szenarien angegeben,
die mit einem Asterisk markiert sind, in denen die Asymmetriemaße nicht in die Definition der
Akzeptanzregion einfließen. Es fa¨llt die insgesamt niedrige Akzeptanzrate auf. Unterstellt man
9 unabha¨ngige Intervalle die jeweils 90% entspra¨chen, wu¨rde man eine Akzeptanzrate des “rich-
tigen” Modells von 38,74% erwarten. Alle Modelle haben also erhebliche Schwierigkeiten die sti-
lisierten Fakten des Konjunkturverlaufs zu reproduzieren. Abgesehen von dieser Gesamtbilanz
zeigt das DLR-Modell herausragende Ergebnisse. Die Akzeptanzha¨ufigkeit ist in allen Szenarien
mindestens 50 % ho¨her als die des zweitbesten Modells, welches, sofern die Asymmetriema-
ße beru¨cksichtigt werden, das MSA-Modell ist. So ist die relative Akzeptanz im restriktivsten
Szenario (90% Intervalle und ±1 Phase) fu¨r das DLR-Modell 4,31 % und fu¨r das MSA-Modell
2,18%. Im liberalsten Szenario unter Beru¨cksichtigung der Asymmetriemaße (99% Intervalle und
±3 Phasen) ist die Akzeptanzrate fu¨r das DLR bei 21,92% und fu¨r das MSA-Modell bei 14,36%.
Das AR-Modell kommt in keinem Szenario unter Beru¨cksichtigung der Asymmetriemaße auf
u¨ber 1%. A¨hnlich schlecht sind die Ergebnisse fu¨r das MSIH- und das Bounce-Back-Modell.
Werden die Asymmetrien nicht beru¨cksichtigt (siehe die letzten beiden Zeilen in Tabelle
3.3) sind die Akzeptanzraten erwartungsgema¨ß ho¨her. Die relativen Positionen der Modelle
zueinander a¨ndern sich insbesondere im Hinblick auf das Bounce-Back-Modell, das in diesen zwei
Szenarien zu den drei besten Modellen za¨hlt. Hier zeigt sich insbesondere, dass das Bounce-Back-
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Modell zur Modellierung der Asymmetrien der US-Konjunktur entwickelt wurde. Das DLR-
Modell erweist sich allerdings auch hier als das relativ beste Modell.
Die Reproduzierbarkeit der Konjunkturzykluseigenschaften ist ein weiterer Test fu¨r die Eig-
nung verschiedener Modelle zur Abbildung des BIP. Die Ergebnisse weichen teilweise von den
Einsichten, die im Rahmen der Evaluierung der Prognosegu¨te oder des In-Sample-Fits gemacht
worden sind, ab. Es gibt Eigenschaften des deutschen BIP, die von nahezu keinem Modell abge-
bildet werden ko¨nnen, wie die positive Schiefe der gefilterten Niveauvariablen. Eine wesentliche
Einsicht ist, dass das lineare AR-Modell defacto nicht in der Lage ist, den deutschen Konjunk-
turverlauf nachzubilden.13 Von allen Modellen sind im wesentlichen das MSA-, das MSAH- und
insbesondere das DLR-Modell hervorzuheben. Diese Modelle weisen bei 10.000 Simulationsla¨ufen
mehrere Zu¨ge auf, deren Eigenschaften den tatsa¨chlich beobachteten a¨hnlich sind. Der Umstand,
dass das DLR-Modell so gut abschneidet, la¨sst Spekulationen zu, dass verschiedene Aspekte des
DLR-Modells wesentliche Eigenschaften des Konjunkturverlaufs widerspiegeln. Das DLR-Modell
kann die Anzahl der Konjunkturzyklen mit am besten nachbilden, was fu¨r die Annahme stocha-
stischer Regimeparameter spricht. Diese sind flexibel genug sich den unterschiedlichen Konjunk-
turho¨hen und -tiefen anzupassen, wa¨hrend das MSI-Modells bei gleichzeitigen Schwankungen
des Trendwachstums im deutschen Fall nicht als Modell zur Differenzierung von Expansionen
und Rezessionen angesehen werden kann.
3.5 Die Bedeutung nicht-linearer Zeitreihenmodelle im deut-
schen Kontext
In diesem und dem vorangegangenen Kapitel werden verschiedene nicht-lineare Zeitreihenmo-
delle mit einem AR-Modell verglichen. Es werden die Marginalen Likelihoods, die Prognose-
eigenschaften sowie die Fa¨higkeiten der Konjunkturzyklusnachbildung u¨berpru¨ft. Keines der
nicht-linearen Modelle erweist sich in allen Aspekten dem AR-Modell u¨berlegen, so dass keine
spezielle Form der Nicht-Linearita¨t als eindeutiges Charakteristikum der deutschen BIP-Daten
gefunden werden kann. Folglich kann auch keine spezielle Form der Nicht-Linerita¨t benannt wer-
den, die bei der Formulierung von o¨konomischen Modellen beru¨cksichtigt werden muss bzw. die
von o¨konmischen Modellen reproduziert werden muss, damit sie fu¨r den deutschen Fall geeignet
sind.
Fu¨r eine lineare Modellierung des BIP spricht ferner, dass von den diskutierten Maßen von
mo¨glichen Asymmetrien kein signifikantes Ergebnis gegen die Annahme eines symmetrischen
Prozesses spricht, siehe Abschnitt 3.2. Nimmt man die Ergebnisse aus der In-Sample und Out-
13Dieses Ergebnis steht im offenen Widerspruch zu Arbeiten fu¨r US-Daten, die das AR-Modell gerade aus der
Sicht der Reproduzierbarkeit des Konjunkturzyklus rehabilitieren, siehe Harding und Pagan (2002) oder Engel et
al. (2005).
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of-Sample-Analyse der Zeitreihenmodelle zusammen, erscheint das AR-Modell als gut geeignet.
Auf der einen Seite ist In-Sample das Floor-Ceiling-Modell u¨berlegen, doch fa¨llt dieser Vorteil
Out-of-Sample weg und umgekehrt lassen sich die guten Punktprognoseeigenschaften von MSAH
und SETAR im Vergleich zum AR-Modell In-Sample nicht besta¨tigen. Die U¨berlegenheit des
Floor-Ceiling-Modells In-Sample ist offensichtlich der heteroskedastischen Modellierung geschul-
det. Heteroskedastie ist allerdings kein Hinweis auf Asymmetrie, so dass diese nicht gegen die
Verwendung von VAR-Modellen in der Politikberatung spricht, vgl. Kiani und Bidarkota (2004).
Trotzdem ist die Annahme eines AR-Modells fu¨r deutsche BIP-Daten (auch unter Beru¨ck-
sichtigung der Heteroskedastie) problematisch, da die ermittelte autoregressive Dynamik nicht
in der Lage ist den aus den deutschen BIP-Daten ermittelten Konjunkturzyklus nachzubilden.
Insbesondere die Anzahl der Zyklen ist zu hoch, als dass es plausibel ist, dass sie aus einem
AR-Modell stammen. Das gute Abschneiden des DLR-Modells zeigt in die Richtung, dass die
deutsche Konjunktur eher in unterschiedliche Regime unterteilt gedacht werden kann. Diese
univariaten (reduzierte Form) Ergebnisse deuten fu¨r die multivariate Modellierung vielleicht
daraufhin, dass ein VAR-Modell mit zeitvariierenden Koeffizienten, wie es Cogley und Sargent
(2005) vorschlagen, fu¨r die Modellierung deutscher Daten eine gute Wahl ist.
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Kapitel 4
Die Verminderung der Volatilita¨t des
BIP-Wachstums
4.1 Einleitung
Die Abweichungen zwischen den Ergebnissen der In-Sample und Out-of-Sample Evaluation der
Modelle sowie das relativ gute Abschneiden heteroskedastischer Modelle legen die Vermutung
nahe, dass der Prozess, der das deutsche BIP-Wachstum erzeugt, strukturellen Vera¨nderungen
unterworfen ist. Zugleich ist angesichts der Zeitreihe des BIP-Wachstums in Abbildung 2.3 eine
Reduktion der Volatilita¨t augenscheinlich, so dass die Frage nach einem Ru¨ckgang der Volatilita¨t
in Form eines Strukturbruchs plausibel erscheint. Fu¨r die USA hat die Fragestellung, ob und
warum es eine Volatilita¨tsreduktion gegeben hat, ein breites Interesse in der Literatur gefunden.
Eine abrupte Volatilita¨tsreduktion im Jahr 1984 gilt inzwischen als stilisierter Fakt, wa¨hrend die
Diskussion um mo¨gliche Ursachen dieser Reduktion noch andauert, siehe z.B. Gali und Gambetti
(2007). In diesem Kapitel wird untersucht, ob es einen Strukturbruch in der Volatilita¨t des
deutschen BIP-Wachstums gegeben hat und welche Ursachen dabei eine Rolle spielen.1
Fu¨r den deutschen Kontext gibt es eine geringere Anzahl von Untersuchungen, die die Frage
einer Volatilita¨tsreduktion aufgreifen und die zum Teil zu unterschiedlichen Ergebnissen kom-
men. Im Rahmen einer Analyse von Daten der G 7 berichten Mills und Wang (2003) einen
Bruch der bedingten Varianz im Jahr 1974, wobei sie auf Daten ab 1960 zuru¨ckgreifen.2 Buch
et al. (2004) diskutieren einen Volatilita¨tsru¨ckgang in der Zeit nach der Wiedervereinigung 1990
und die damit mo¨glicherweise verbundenen Ursachen. Analog findet sich in Stock und Watson
(2003b) im Rahmen eines Modells stochastischer Volatilita¨t eine Reduktion der bedingten Va-
rianz, die insbesondere in den fru¨hen 90er Jahren forciert auftritt. Im Widerspruch zu diesen
1Die Darstellung sowie die Ergebnisse folgen einer erweiterten Fassung von Aßmann et al. (2006).
2Die Studie von Ka¨hler und Marnet (1994), die die Frage der Volatilita¨tsreduktion allerdings nicht fokussieren,
kommt zu einem a¨hnlichen Ergebnis.
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Ergebnissen finden Fritsche und Kuzin (2005a) fu¨r einen etwas anderen Datensatz, dass ein
Volatilita¨tsru¨ckgang mit der Vera¨nderung der autoregressiven Dynamik in den 70er Jahren ein-
hergeht. Sie finden keine Evidenz fu¨r eine Reduktion der bedingten Varianz. In der vorliegenden
Analyse wird das vollsta¨ndig revidierte BIP-Wachstum der Jahre 1970 bis 2006 verwendet und
mit Bayesianischen Methoden wird u¨berpru¨ft ob und wann ein Strukturbruch in den deutschen
Daten vorliegt. Diese Arbeit verwendet daher eine Vero¨ffentlichung des deutschen BIP, die u¨ber
den gesamten Zeitraum konsistenten Erhebungsmethoden und Datenabgrenzungen folgt. Lan-
ge Zeit waren die methodischen A¨nderungen der Volkswirtschaftlichen Gesamtrechnung Mitte
der 90er Jahre nicht fu¨r die Jahrzehnte davor zuru¨ckverfolgt worden. Außerdem bietet diese
Arbeit die erste Bayesianische Analyse der Frage nach einem Strukturbruch der deutschen Vo-
latilita¨t.3 Bayesianische Inferenz u¨ber den Strukturbruch bietet im Vergleich zu den klassischen
Methoden wie den Tests von Andrews (1993) oder Andrews und Ploberger (1994) eine genauere
Mo¨glichkeit der Datierung des Bruchs. Der Bruchpunkt wird als Parameter aufgefasst und sei-
ne a posteriori Verteilung ermittelt. Die Strukturbruchanalyse bezieht sich auf die konditionale
Varianz. Da diese Analyse von der unterstellten Mittelwertgleichung abha¨ngt, werden neben
einem linearen autoregressiven Modell auch ein Markov-Switching-Modell fu¨r den Interzept so-
wie das DLR-Modell beru¨cksichtigt, um die Sensitivita¨t der Ergebnisse gegenu¨ber verschiedenen
Mittelwertmodellen zu kontrollieren, vgl. Kim und Nelson (1999a).
Neben der Inferenz u¨ber den Bruchpunkt, die in Abschnitt 4.2 diskutiert wird, ist ein weiteres
Anliegen mo¨gliche Ursachen fu¨r die Volatilita¨tsreduktion aufzudecken. Verschiedene Erkla¨run-
gen fu¨r Volatilita¨tsreduktionen werden insbesondere im Zusammenhang mit den USA diskutiert.
Neben der Mo¨glichkeit, dass schlicht kleinere Schocks die O¨konomie treffen, schließlich waren
die O¨lkrisen vor 1984, werden eine verbesserte Geldpolitik, Verbesserungen in der Lagerhaltung
und der Finanzintermediation sowie der Strukturwandel, der den Schwerpunkt der o¨konomi-
schen Aktivita¨t weg von hoch volatilen Komponenten wie der Industrieproduktion zu weniger
volatilen Bereichen wie dem Dienstleistungssektor verlagert, diskutiert. In Abschnitt 4.3 werden
diese mo¨glichen Ursachen fu¨r den deutschen Fall erla¨utert und mit empirischen Befunden zu
den Komponenten des deutschen BIP in Verbindung gebracht. Buch et al. (2004) diskutieren
ebenfalls mo¨gliche Ursachen einer Volatilita¨tsreduktion in Deutschland. An dieser Stelle werden
jedoch abweichend von Buch et al. (2004) eine andere Datengrundlage und Bayesianische Me-
thoden verwendet, die schließlich zu teilweise anderen Ergebnissen fu¨hren. Der Strukturwandel,
der in zwei Dimensionen auftritt, zum einen die Vera¨nderung der Bedeutung der einzelnen Sek-
toren und zum anderen eine Vera¨nderung der Beziehungen zwischen den Sektoren, ist fu¨r einen
großen Teil der Volatilita¨tsreduktion in Deutschland verantwortlich. Im folgenden Abschnitt
wird zuna¨chst die Fragen, ob es einen Strukturbruch gab und wenn ja wann, diskutiert.
3Kim und Nelson (1999a) sowie Kim et al. (2004) wenden Bayesianische Methoden zur Analyse des Struktur-
bruchs in den USA an.
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4.2 Auffinden und Datieren des Strukturbruchs
4.2.1 Modellspezifikationen
In der Literatur wird die Frage nach einer abrupten Volatilita¨tsreduktion ha¨ufig mit Tests auf
Strukturbruch der bedingten (Fehler-)Varianz untersucht. Dieser Ansatz wird auch hier verfolgt.
Dabei werden Bayesianische Verfahren verwendet, die das Modell mit Bruch mit dem Modell
ohne Bruch u¨ber die Marginale Likelihood vergleichen. Kim und Nelson (1999a) weisen darauf
hin, dass bei der Analyse der bedingten Varianz auf Strukturbruch das unterstellte Mittelwert-
modell Einfluss nehmen kann auf die Entscheidung, ob ein Strukturbruch gefunden hat sowie auf
seine Datierung. Um in diesem Sinne die Sensitivita¨t der Ergebnisse zu u¨berpru¨fen werden ver-
schiedene Mittelwertmodelle unterstellt, die eine Auswahl der Modelle aus Kapitel 2 darstellen.
Als erstes Modell wird das lineare autoregressive Modell mit vier Verzo¨gerten angenommen:
yt = µ+
k∑
`=1
φ`yt−` + ²t, ²t ∼ N (0, σ2dt), (4.1)
wobei im Fall eines Bruchs in der Varianz die Fehlervarianz σ2dt von der Zustandsvariable dt
abha¨ngt und dt bis zum Zeitpunkt des Bruchs t∗ den Wert 0 annimmt und nach dem Bruch den
Wert 1. Analog zu Kim und Nelson (1999a) wird fu¨r die Zustandsvariable dt angenommen, dass
sie einer restringierten Markov-Kette mit zwei Zusta¨nden und den folgenden U¨bergangswahr-
scheinlichkeiten folgt:
P (dt+1 = 0|dt = 0) = υ, P (dt+1 = 1|dt = 1) = 1, υ ∈ (0, 1). (4.2)
Das Modell mit Bruch in der Varianz in Gleichung 4.1 wird mit einem Modell ohne Bruch
verglichen, das sich aus dem Bruchmodell ergibt, wenn σ20 = σ
2
1.
Fritsche und Kuzin (2005a) argumentieren, dass die Volatilita¨tsreduktion auf eine Vera¨nde-
rung der autoregressiven Dynamik zuru¨ckzufu¨hren ist. Daher wird neben dem Modell 4.1 ein
AR-Modell mit Bruch in den Mittelwertparametern beru¨cksichtigt:
yt = µdt +
k∑
`=1
φ`,dtyt−` + ²t, ²t ∼ N (0, σ2). (4.3)
Im Folgenden wird das AR-Modell ohne Bruch alsMAR,0, das AR-Modell mit Varianzbruch
als MAR,1 und das AR-Modell mit Bruch in den Mittelwertparametern als MAR,2 bezeichnet.
Die Analyse wird mit Methoden der Bayesianischen Statistik durchgefu¨hrt. Fu¨r die Modelleva-
luation werden die Marginalen Likelihoods mit dem in Abschnitt 2.5 beschriebenen Verfahren
ermittelt. Der Gibbs-Sampler, der im Fall eines Modells mit Strukturbruch verwendet wird, wird
in Anhang A.4 dargestellt.
Fu¨r die Analyse des Varianzbruchs wird neben dem AR-Modell ein Markov-Switching-Modell
fu¨r den Interzept als alternatives Mittelwertmodell angenommen, vergleiche Abschnitt 2.1.2.
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Durch die Annahme dieses Modells kann beru¨cksichtigt werden, dass die Volatilita¨tsreduktion
eventuell nicht durch eine Reduktion der bedingten Varianz, sondern durch eine A¨nderung der
Konjunkturzyklusabfolge oder der Trendwechsel erkla¨rt werden kann. Analog zu Kim und Nel-
son (1999a) wird zusa¨tzlich die Mo¨glichkeit beru¨cksichtigt, dass die beiden Zusta¨nde durch den
Bruch na¨her aneinander ru¨cken also die Konjunkturamplitude geringer und somit die Volatilita¨t
reduziert wird. Dies wird dadurch modelliert, dass der Strukturbruch auch auf die Interzeptpa-
rameter angewendet wird:
gt = µ¯st,dt +
k∑
`=1
φ`gt−` + ²t, ²t ∼ N (0, σ2dt). (4.4)
Die Zustandsvariable st folgt einer Markov-Kette mit zwei Zusta¨nde wie es auch in den
Modellen in Abschnitt 2.1.2 der Fall ist. Die verschiedenen Markov-Switching-Modelle, die zur
Analyse des Strukturbruchs herangezogen werden, lassen sich wie folgt unterscheiden:
MMS,0 : µ00 = µ01 and µ10 = µ11 and σ20 = σ21
MMS,1 : µ00 = µ01 and µ10 = µ11 and σ20 6= σ21
MMS,2 : µ00 6= µ01 and µ10 6= µ11 and σ20 6= σ21,
wobei µ00 den Parameter des Regimes 0 vor dem Bruch und µ01 des Parameter des Regimes
0 nach dem Bruch darstellt. Analoges gilt fu¨r die Paramerter µ10 und µ11 des Regimes 1. Der
Bruch ist im Hinblick auf die Mittelwertparameter nur in MMS,2 wirksam.
Im ModellMMS,0 wird ein einfaches Markov-Switching-Modell (MSI), wie es auch in Kapitel
2 und 3 Anwendung findet, unterstellt. ModellMMS,1 beru¨cksichtigt einen Bruch in der Fehler-
varianz und Modell MMS,2 spezifiziert zusa¨tzlich, dass sich der Bruch auf die Mittelwerte der
beiden Zusta¨nde auswirkt. Die Volatilita¨t wird ebenfalls durch die Differenz zwischen den Mittel-
werten der beiden Zusta¨nde beeinflusst. Wenn die Konjunkturphasen na¨her zusammenru¨cken,
also die Rezessionen weniger tief und die Aufschwu¨nge weniger stark werden, entspricht dies
auch einem Volatilita¨tsru¨ckgang. Ein weiteres mo¨gliches Modell, in dem der Bruch ausschließ-
lich auf die beiden Mittelwertparameter wirkt, bei dem also die Volatilita¨tsreduktion durch eine
A¨nderung der Mittelwertparameter (Reduktion der Differenz zwischen den Zusta¨nden) erkla¨rt
werden ko¨nnte, wird an dieser Stelle nicht weiter betrachtet, da die Ergebnisse zu diesem Modell
in allen Szenarien schlechter ausfallen als die fu¨r MMS,0.
Als dritter Modelltyp wird das DLR-Modell beru¨cksichtigt. Im Vergleich zum Modell, das
in Abschnitt 2.1.6 erla¨utert wird, werden an dieser Stelle einige Modifikationen vorgenommen.
Da das DLR-Modell hier nicht zur Vorhersage genutzt werden soll und daher Aussagen u¨ber
zuku¨nftige Regime nicht no¨tig sind, werden die Regimeparameter aj und bj als Modellparame-
ter und nicht als Realisationen eines Zufallsprozesses interpretiert. Ferner wird die Anzahl der
Regime auf neun fixiert, was der Anzahl an Regimen in der konditionalen Scha¨tzung entspricht.
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Tabelle 4.1: Log Marginale Likelihoods
Prior (I) Prior (II) Prior (III)
AR-model ln[f(GT |MAR,0)] -394.33 -393.42 -392.79
ln[f(GT |MAR,1)] -391.15 -389.56 -388.33
ln[f(GT |MAR,2)] -406.37 -406.11 -402.31
MS-model ln[f(GT |MMS,0)] -395.18 -394.40 -391.73
ln[f(GT |MMS,1)] -393.34 -392.22 -389.11
ln[f(GT |MMS,2)] -394.38 -393.28 -389.98
DLR-model ln[f(GT |MDLR,0)] -390.17 -384.16 -385.08
ln[f(GT |MDLR,1)] -384.48 -380.64 -378.44
Die Regimewechselpunkte werden jedoch nicht analog zur konditionalen Scha¨tzung festgelegt,
sondern werden in dieser Modellversion als latente Variablen aufgefasst und im Gibbs-Sampler
mitgezogen insbesondere um einen mo¨glichen Einfluss des Bruchs in der Varianz auf die Mittel-
wertspezifikation zuzulassen. . Der korrespondierende Gibbs-Sampler fu¨r das modifizierte DLR-
Modell ist in Appendix A.4 dargestellt. Die Regimeparameter und die Regimewechsel stehen im
direkten Verha¨ltnis zur Volatilita¨t. Volatilita¨tsru¨ckga¨nge ko¨nnen als verringerte Steigungen der
Regimetrends oder als seltenere Regimewechsel auftreten. Fu¨r das modifizierte DLR-Modell wird
ein Modell mit konstanter FehlervarianzMDLR,0 und ein Modell mit Bruch in der Fehlervarianz
analysiert MDLR,1.
4.2.2 Ergebnisse
Die Ergebnisse fu¨r die verschiedenen Modelle der BIP-Wachstumszeitreihe werden mit Hilfe der
in Anhang A.4 dargestellten Gibbs-Sampler ermittelt. Die fu¨r die Marginalen Likelihoods not-
wendigen a posteriori Verteilungen werden mit dem in Abschnitt 2.5 erla¨uterten Verfahren von
Chib (1995) berechnet. Um die Sensitivita¨t gegenu¨ber den a priori Annahmen zu beru¨cksichti-
gen werden Ergebnisse fu¨r drei verschiedene Parameterspezifikationen der a priori Verteilungen
ermittelt. Die verschiedenen Prior sind in Tabelle A.2 im Anhang gegeben. Tabelle 4.1 gibt einen
U¨berblick u¨ber die Modellevidenz in Form der Marginalen Likelihoodwerte fu¨r die verschiede-
nen Modelle und Priorspezifikationen. Im Folgenden werden die Ergebnisse nach Modelltypen
gegliedert dargestellt.
Lineare autoregressive Modelle
Entsprechend der Marginalen Likelihood ist fu¨r alle Priorspezifikationen in der Klasse der li-
nearen autoregressiven Modelle das Modell mit einem Bruch in der Varianz (MAR,1) sowohl
74
Tabelle 4.2: Bayesianische Scha¨tzung des AR-Modells mit Bruch in der Varianz
Prior Posterior
Parameter Mittel Std. abw. Mittel Std. abw. 95%-Ba¨nder
µ 0
√
10 1.257 .388 [.518 ; 2.015]
φ1 0
√
10 .010 .084 [-.155 ; .176]
φ2 0
√
10 .043 .081 [-.116 ; .204]
φ3 0
√
10 .073 .083 [-.089 ; .236]
φ4 0
√
10 .208 .081 [.050 ; .372]
1/σ20 .100 .707 .0649 .0105 [ .0460 ; .0866]
1/σ21 .100 .707 .2262 .0924 [ .1237 ; .4896]
σ20 15.814 2.625 [11.554 ; 21.740]
σ21 4.919 1.471 [2.042 ; 8.087]
υ .976 .051 .989 .011 [.961 ; 0.999]
Bruch 1995:II 12.024 [1992:I ; 2002:II]
Log Marginale Likelihood ln f(GT |MAR,1) -391.15
Log Bayes Faktor ln[f(GT |MAR,1)/f(GT |MAR,0)] 3.18
Hinweis: Das Modell (MAR,1) wird in den Gleichungen (4.1) und (4.2) beschrieben. Die Momen-
te der a posteriori Verteilung basieren auf 10.000 Gibbs-Iterationen, wobei die ersten 2000 nicht
beru¨cksichtigt werden. Die Ergebnisse gelten fu¨r das Priorszenario I, siehe Tabelle A.2.
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dem Modell ohne Bruch (MAR,1) als auch den Modellen mit abweichenden Auspra¨gungen des
Bruchs vorzuziehen. Insbesondere die von Fritsche und Kuzin (2005a) diskutierte Mo¨glichkeit
eines Bruchs in der autoregressiven Dynamik (MAR,2) findet keine Besta¨tigung in den Daten.
Wenn eine autoregressive Struktur fu¨r den Mittelwert angenommen wird, findet sich also Evi-
denz fu¨r einen Bruch in der Fehlervarianz im Gegensatz zur Annahme der Strukturstabilita¨t
und auch im Gegensatz zur Annahme, dass die Volatilita¨tsreduktion durch Vera¨nderungen der
Mittelwertparameter des autoregressiven Modells verantwortet wird.
Die Bayesianischen Scha¨tzungen fu¨r das Priorszenario I des in dieser Modellklasse besten
Modells MAR,1 sind in Tabelle 4.2 angeben. Ferner ist die a posteriori Verteilung des Bruchs
in Abbildung 4.1 oben dargestellt. Der Mittelwert der a posteriori Verteilungen der Varianzen
hat sich um 69 % durch den Bruch verringert. Eine a¨hnlich starke Reduktion finden Kim et
al. (2004) auch fu¨r die US Daten. Der Mittelwert der Bruchverteilung liegt mit 1995:III jedoch
ungefa¨hr 10 Jahre nach dem fu¨r die USA berichteten Bruchpunkt in 1984. Der Modus der
Bruchverteilung ist mit 1993:I etwas vor dem Mittelwert der a posteriori Verteilung anzusiedeln.
Wahrscheinlichkeitsmasse fu¨r den Bruch gibt es ausschließlich ab 1991, wobei sich neben dem
Modus Ende 1992 einige Masse 1996 findet und in geringerem Ausmaß auch noch nach 2000.
Markov-Switching-Modelle
Fu¨r die Markov-Switching-Modelle ergibt sich ein a¨hnliches Bild wie fu¨r die linear autoregres-
siven Modelle. Die Variante mit einem Bruch in der Fehlervarianz (MMS,1) wird fu¨r alle Sze-
narien der Variante ohne Bruch MMS,0 und der Variante, bei der sich der Bruch auch auf die
Mittelwertparameter auswirkt (MMS,2), vorgezogen, siehe Tabelle 4.1. Die Absta¨nde zwischen
den Modellvarianten sind jedoch fu¨r die Markov-Switching-Modellklasse geringer. Also ist die
Evidenz fu¨r das Modell mit einem Bruch in der Fehlervarianz weniger ausgepra¨gt als bei den
AR-Modellen. Das Ergebnis, dass es keine Evidenz gibt, dass die Differenz der Mittelwerte der
Zusta¨nde einen Einfluss auf die Volatilita¨tsreduktion haben, steht im Widerspruch zu dem,
was Kim und Nelson (1999a) fu¨r die USA finden. Dort wird durch den Bruch 1984 auch die
Differenz zwischen Expansionen und Kontraktionen im Verlauf des Konjunkturzyklus geringer.
Hierbei mag es eine Rolle spielen, dass das Markov-Switching-Modell fu¨r Deutschland weniger
Konjunkturphasen, wie es fu¨r die USA gelingt, als vielmehr unterschiedliche Trendentwicklun-
gen differenziert. Außerdem ist das Markov-Switching-Modell kein evident besseres Modell als
das lineare autoregressive Modell, wie bereits in Kapitel 2 dargelegt wurde.
Die Ergebnisse der Bayesianischen Scha¨tzung gegeben Priorszenario I fu¨r das beste Markov-
Switching-ModellMMS,1 sind in Tabelle 4.3 dargestellt. Interessanterweise ist die Reduktion des
a posteriori Mittelwerts der Varianz durch den Bruch mit 82 % sogar ho¨her als im AR-Modell,
was eventuell im Zusammenspiel mit den unterschiedlichen Regimen eine Erkla¨rung findet. Die
Datierung des Varianzbruchs ist analog zum zuvor besprochenen Fall. Der Modus ist 1993:I,
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Tabelle 4.3: Bayesianische Scha¨tzung des MS-Modells mit Bruch in der Varianz
Prior Posterior
Parameter Mittel Std. abw. Mittel Std. abw. 95%-Ba¨nder
µ1 3.499 2.248 2.684 0.611 [ 1.442 ; 3.846 ]
µ0 -2.397 1.943 -0.631 0.472 [ -1.624 ; 0.069 ]
φ1 0
√
10 -0.082 0.094 [ -0.257 ; 0.110 ]
φ2 0
√
10 0.035 0.078 [ -0.121 ; 0.185 ]
φ3 0
√
10 0.109 0.078 [ -0.043 ; 0.263 ]
φ4 0
√
10 0.221 0.074 [ 0.078 ; 0.371 ]
1/σ20 .100 .707 0.081 0.016 [ 0.054 ; 0.116 ]
1/σ21 .100 .707 0.608 0.434 [ 0.198 ; 1.842 ]
σ20 12.765 2.526 [ 8.615 ; 18.515 ]
σ21 2.231 1.141 [ 0.542 ; 5.046 ]
υ .976 .051 0.988 0.010 [ 0.961 ; 0.999 ]
p .750 .144 .772 .096 [ 0.554 ; 0.932 ]
q .750 .144 .671 .110 [ 0.439 ; 0.866 ]
Bruch 1995:I 11.882 [1991:I ; 2000:IV]
Log Marginale Likelihood ln f(GT |MMS,1) -393.34
Log Bayes Faktor ln[f(GT |MMS,1)/f(GT |MMS,0)] 1.84
Hinweis: Die Modellgleichung von (MMS,1) ist in Gleichungen (4.4) angegeben. Die Momente der a
posteriori Verteilung basieren auf 10.000 Gibbs Iterationen, wobei die ersten 2000 nicht beru¨cksich-
tigt werden. Die Ergebnisse gelten fu¨r das Priorszenario I, siehe Tabelle A.2.
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siehe Abbildung 4.1 mitte. Im Wesentlichen werden die Ergebnisse des AR-Modells durch die
Ergebnisse des MS-Modells besta¨tigt.
DLR-Modelle
Die Ergebnisse fu¨r die ModelleMDLR,0 undMDLR,1 unterstu¨tzen ebenfalls die Hypothese eines
Bruchs in der Fehlervarianz. Fu¨r alle Priorszenarien ist die Marginale Likelihood des Modells
mit Bruch ho¨her als die ohne Bruch und die log-Differenzen teilweise sogar ho¨her als fu¨r die
AR-Modelle. Zum Vergleich der Marginalen Likelihoods u¨ber die unterschiedlichen Modellklas-
sen hinweg ist an dieser Stelle zu sagen, dass das DLR-Modell hier (Tabelle 4.1) im Vergleich
mit den AR- und MS-Modellen zwar am besten abschneidet, aber dem DLR-Modell mit der An-
nahme von neun Regimen a priori Informationen zukommen, die einen direkten Modellvergleich
problematisch machen und auch die Unterschiede zu den Ergebnissen in Kapitel 2 erkla¨ren.
Fu¨r das Modell MDLR,1 sind die Ergebnisse der Bayesianischen Scha¨tzung in Tabelle 4.4
angegeben und die korrespondierende a posteriori Verteilung des Bruchs findet sich in Abbil-
dung 4.1. Mit dem Bruch geht eine Reduktion des Mittelwerts der a posteriori Verteilungen der
Fehlervarianz von 79 % einher. Im Unterschied zu den AR- und MS-Modellen ist der Mittelwert
der Bruchverteilung nicht in 1995 sondern spa¨ter im dritten Quartal 1997, wobei der Modus der
Verteilung im Jahr 1999 und nicht wie im AR-Modell in 1992 liegt, im DLR-Modell der Bruch
also spa¨ter angenommen werden kann. Diese Verschiebung des Bruchs im Vergleich zum AR-
Modell la¨sst sich durch die Besonderheit des DLR-Modells erkla¨ren. Zu Beginn der 90er Jahre
setzt ein relativ lang andauerndes expansives Regime ein, dass einen geringeren Trendanstieg als
andere expansive Phasen und ein aj hat, dessen 95% Band der a posteriori Verteilung die null
einschließt. Die Volatilita¨tsreduktion zu Beginn der 90er Jahre, die im AR-Modell als Varianz-
bruch wiedergegeben wird, findet im DLR-Modell zuna¨chst ihren Ausdruck in den Eigenschaften
des siebten Regimes, dessen Ende in zeitlicher Na¨he zum Modus der a posteriori Verteilung des
Bruchs im DLR-Modell liegt. Zu dem Zeitpunkt als sich die Regimedynamik a¨nderte und wie-
der volatiler wurde, zeigt sich die Volatilita¨tsreduktion im DLR-Modell auch als Bruch in der
Fehlervarianz.
Alle Modelle weisen Evidenz fu¨r eine Volatilita¨tsreduktion auf, die sich als Ru¨ckgang der be-
dingten Varianz a¨ußert. Durch die besondere Mittelwertstruktur des DLR-Modells, die zeitweise
(also Mitte des 90er Jahre) einen Teil der Volatilita¨tsreduktion erkla¨rt, wird hier der Bruch der
bedingten Varianz im Modus auf 1999 und damit spa¨ter als im AR- oder MS-Modell gescha¨tzt,
die den Bruch in 1993 ansiedeln.
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Tabelle 4.4: Bayesianische Scha¨tzung des DLR-Modells mit Bruch in der Varianz
Prior Posterior
Parameter Mittel Std. abw. Mittel Std. abw. 95%-Ba¨nder
ν 0
√
10 -,4568 ,1435 [ -,7395 ; -,1768 ]
γ 0
√
10 ,1917 ,1407 [ -,0838 ; ,4677 ]
a1 0
√
10 1,7912 1,5613 [ -1,4322 ; 4,6579 ]
a2 0
√
10 2,4457 2,1966 [ -1,9287 ; 6,6763 ]
a3 0
√
10 ,4471 1,6781 [ -3,6239 ; 3,1268 ]
a4 0
√
10 1,2977 2,2276 [ -2,8423 ; 5,5759 ]
a5 0
√
10 -2,295 1,5347 [ -5,3454 ; ,5305 ]
a6 0
√
10 1,9624 2,5633 [ -2,1374 ; 7,6347 ]
a7 0
√
10 -1,7975 1,1481 [ -4,1652 ; ,4012 ]
a8 0
√
10 ,3814 1,665 [ -2,6702 ; 3,7752 ]
a9 0
√
10 -3,9479 1,1308 [ -6,1334 ; -1,6731 ]
b1 2,523 1,906 ,3441 ,2416 [ ,0237 ; ,928 ]
b2 2,523 1,906 1,3235 ,4772 [ ,4434 ; 2,2831 ]
b3 2,523 1,906 ,2227 ,5648 [ ,0123 ; 2,1976 ]
b4 2,523 1,906 ,5283 ,6393 [ ,0707 ; 2,6233 ]
b5 2,523 1,906 ,202 ,0687 [ ,0598 ; ,3313 ]
b6 2,523 1,906 ,8449 ,4926 [ ,0211 ; 1,7714 ]
b7 2,523 1,906 ,0928 ,2875 [ ,0045 ; 1,1308 ]
b8 2,523 1,906 ,5281 ,251 [ ,0933 ; 1,109 ]
b9 2,523 1,906 ,2832 ,1506 [ ,0568 ; ,599 ]
β0 0
√
10 -2,3919 ,4541 [ -3,3682 ; -1,6242 ]
β1 0
√
10 ,2019 ,0676 [ ,0721 ; ,3399 ]
1/σ21 ,1 ,707 ,0822 ,0137 [ ,0577 ; ,1109 ]
1/σ22 ,1 ,707 ,4679 ,2776 [ ,1737 ; 1,1634 ]
σ21 12,4271 2,1511 [ 9,0171 ; 17,3439 ]
σ22 2,5542 1,3971 [ ,8595 ; 5,7585 ]
v ,976 ,051 ,9897 ,0094 [ ,9652 ; ,9996 ]
Bruch 1997:III 13.6884 [1990:IV ; 2001:III]
Log Marginale Likelihood ln[f(GT |MDLR,1)] -384.4810
Log Bayes Faktor ln[f(GT |MDLR,1)/f(GT |MDLR,0)] 5.6862
Hinweis: Das Modell (MDLR,1) ist eine Modifikation des in Abschnitt 2.1.6 dargestellten Modells.
Die Momente der a posteriori Verteilung basieren auf 10.000 Gibbs-Iterationen, wobei die ersten
2000 nicht beru¨cksichtigt werden. Die Ergebnisse gelten fu¨r das Priorszenario I, siehe Tabelle A.2.
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Abbildung 4.1: A posteriori Verteilungen des Bruchs
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Histogramme der Bruchpunkte: AR Model (obere Tafel); MS Model (mittlere Tafel); DLR-Model
(untere Tafel). Die Ergebnisse basieren auf Priorszenario I, siehe Tabelle A.2.
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4.3 Ursachen fu¨r die Volatilita¨tsreduktion
An die Ergebnisse des Abschnitts 4.2 schließt sich die Frage an, welche Ursachen fu¨r den Ru¨ck-
gang der Volatilita¨t, der nach 1993 in Deutschland stattgefunden hat, verantwortlich sind. Fu¨r
den Volatilita¨tsru¨ckgang in den USA existiert eine umfangreiche Literatur die eine Vielzahl
mo¨glicher Ursachen diskutiert. Stock und Watson (2002a) bieten einen U¨berblick und argumen-
tieren, dass insbesondere der Umstand, dass die US-O¨konomie nach 1984 nicht mehr von starken
Schocks wie den O¨l-Krisen getroffen wurde, ein große Rolle spielt. Neben diesem Argument, dass
es sich bei der Volatilita¨tsreduktion sozusagen um Glu¨ck handelt, werden der Einfluss einer ver-
besserten Geldpolitik, Neuerungen der Lagerhaltungstechnik und in der Finanzintermediation
sowie im Zuge der aufkommenden Dienstleistungsgesellschaft der strukturelle Wandel als mo¨gli-
che Ursachen genannt. Fu¨r den Fall der Volatilita¨tsreduktion in Deutschland gehen Buch et
al. (2004) auf diese mo¨glichen Ursachen ein. Auch wenn sie strukturellen Vera¨nderungen eine
Rolle zuschreiben, schließen die Autoren weder eine verbesserte Geldpolitik noch das Argument
Glu¨ck aus.
An dieser Stelle werden die Ursachen des Volatilita¨tsru¨ckgangs in Deutschland mit Hilfe Baye-
sianischer Methoden analysiert. Zum einen wird die Volatilita¨t der Wachstumsraten der einzelnen
Komponenten des BIP-Wachstums und zum anderen der Einfluss mo¨glicher Vera¨nderungen der
Zusammensetzung der Komponenten untersucht. Das BIP wird vom Statistischen Bundesamt
in drei verschiedenen Weisen in Komponenten gegliedert. Von Komponenten wird im Sinne der
Entstehung, Verwendung und Verteilung gesprochen. Im folgenden Untersuchungsgang werden
die Komponenten der Entstehung wie produzierendes Gewerbe, Landwirtschaft usw. und der
Verwendung wie Konsum, Investitionen usw. beru¨cksichtigt.
Die Zerlegung der Varianz des BIP-Wachstums entsprechend der Komponenten des BIP
ermo¨glicht es sowohl die Volatilita¨t der einzelnen Komponenten wie auch Vera¨nderungen in der
Zusammensetzung des BIPs wie auch der Korrelation der Komponenten zu beru¨cksichtigen. Das
BIP-Wachstum la¨sst sich na¨mlich wie folgt zerlegen:
yt =
n∑
i=1
aitxit, (4.5)
wobei xit die Wachstumsrate der iten Komponente und ait der korrespondierende Beitrag zur
Niveauvariablen sind. Die Varianz des BIP-Wachstums, also des Wachstums des Aggregats ergibt
sich als:
V ar [yt] =
n∑
i=1
a2itV ar [xit] + 2
n∑
i>j
aitajtCov [xit, xjt] . (4.6)
Eine Varianzreduktion des BIP-Wachstums entspricht entweder einer Varianzreduktion der Kom-
ponenten (V ar(xit)), die im folgenden Abschnitt 4.3.1 untersucht wird, oder einer Reduktion
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der Kovarianz zwischen den Komponenten oder einer Verringerung des Gewichts hoch volatiler
Komponenten. Die beiden letzten Aspekte werden in Abschnitt 4.3.2 angesprochen.
Die Analyse der Volatilita¨t der Komponenten la¨sst Ru¨ckschlu¨sse u¨ber einige der mo¨glichen
Ursachen der Volatilita¨tsreduktion im Aggregat zu. So sollten Verbesserungen in der Geldpo-
litik und Glu¨ck als mo¨gliche Ursachen zu Reduktionen der Volatilita¨t in einer oder eher sogar
mehreren Komponenten auf der Entstehungsseite fu¨hren, vgl. Kim et al. (2004). Ebenso soll-
ten technische Innovationen im Bereich der Lagerhaltung zumindest als Volatilita¨tsru¨ckgang
im produzierenden Gewerbe sichtbar werden. Im Gegenzug la¨sst sich die Hypothese des Struk-
turwandels in der O¨konomie von hoch volatilen hin zu weniger volatilen Sektoren direkt mit
der Vera¨nderung der Gewichte ait in Verbindung bringen. Außerdem kann der Strukturwan-
del Einfluss auf die Korrelation zwischen den Sektoren nehmen, wobei im Zusammenhang mit
der sektoralen Korrelation auch Entwicklungen im Bereich der Finanzintermediation eine Rolle
spielen ko¨nnten.
4.3.1 Volatilita¨t der Komponenten des BIP
Das Statistische Bundesamt vero¨ffentlicht mit dem BIP auch dessen Gliederung in Komponen-
ten, wobei dies fu¨r drei Gliederungsarten getan wird: 1. Entstehung, 2. Verwendung und 3.
Verteilung. Von besonderem Interesse ist an dieser Stelle die Gliederung im Sinne der Entste-
hung des BIP, da sich mit diesen Komponenten einige der Hypothesen zur Volatilita¨tsreduktion
verknu¨pfen lassen. Die Datenvero¨ffentlichung, auf der die Arbeit an dieser Stelle basiert, ist
identisch mit den Daten, die in Kapitel 2 und 3 verwendet werden. Folgende Komponenten
werden auf der Entstehungsseite unterschieden: Land-, Forst- und Fischereiwirtschaft (im Fol-
genden Landwirtschaft), produzierendes Gewerbe, Baugewerbe, Handel und Verkehr, Finanz-
und andere Dienstleistungen (im Folgenden Finanzwirtschaft), o¨ffentliche und private Dienstlei-
stungen (im Folgenden Dienstleistungen). Neben der Entstehungsseite wird an dieser Stelle auch
die Verwendungsseite beleuchtet, die sich in Privater Konsum, Staatskonsum, Investitionen, Ex-
porte und Importe gliedert. Ist die Untersuchung der Komponenten auf der Entstehungsseite
angelehnt an die Arbeiten fu¨r die USA insbesondere fu¨r die Frage nach mo¨glichen Ursachen
interessant, spielt bei der Analyse der Komponenten auf der Verwendungsseite auch die Frage
der Folgen der Volatilita¨tsreduktion eine Rolle.
Tabelle 4.5 gibt einen U¨berblick u¨ber die Mittelwerte und Standardabweichungen der Wachs-
tumsraten der Komponenten, wobei der gesamte Zeitraum zwischen 1971 und 2006 sowie die
beiden durch den Jahreswechsel 1992/1993 getrennten Zeitra¨ume betrachtet werden.
Die Wachstumsraten des BIP haben vor 1993 unbedingt nahezu die doppelte Standardab-
weichung als nach 1993. Eine solch starke Reduktion der Standardabweichung ist in keiner der
Komponenten zu finden, weder auf der Entstehungs- noch auf der Verwendungsseite. Auf der
Entstehungsseite steigt die Volatilita¨t sogar bei einigen Komponenten,wie der Landwirtschaft
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Tabelle 4.5: Stichprobenstatistiken des BIP-Wachstums und der Komponenten
Mittelwert Standardabweichung
gesamt vor 1993 nach 1993 gesamt vor 1993 nach 1993
BIP 2,2513 2,7440 1,4211 3,7992 4,3991 2,2883
Entstehungsseite
Mittelwert Standardabweichung
gesamt vor 1993 nach 1993 gesamt vor 1993 nach 1993
Landwirtschaft 1,2334 1,2384 1,2249 12,1240 9,2074 15,9816
prod. Gewerbe 1,4552 1,4397 1,4813 6,3683 7,0504 5,0769
Baugewerbe 0,0488 1,4379 -2,2921 17,6801 19,5375 13,8634
Handel/Verkehr 2,5990 2,9409 2,0229 5,4385 5,9302 4,4837
Finanz 3,9840 4,7263 2,7330 3,2389 2,5810 3,8275
Dienstleistungen 2,5057 3,2880 1,1875 2,3789 2,3811 1,7107
Verwendungsseite
Mittelwert Standardabweichung
gesamt vor 1993 nach 1993 gesamt vor 1993 nach 1993
Privater Konsum 2,2519 3,0062 0,9807 4,2178 4,5978 3,1325
Staatskonsum 2,2532 3,0011 0,9927 5,3291 5,7424 4,3110
Investment 1,7260 2,2550 0,8344 14,8119 15,5380 13,5949
Exporte 5,5433 4,6771 7,0031 11,9331 13,7005 8,0433
Importe 5,0755 4,7190 5,6763 8,8745 9,3707 8,0176
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Tabelle 4.6: Log-Bayes-Faktoren fu¨r Varianzbru¨che in den Komponenten
Verwendungsseite Entstehungsseite
Priv. Konsum .366 Landwirtschaft 9.576∗
Staatskonsum -2.089 prod. Gewerbe -2.001
Investment -4.823 Baugewerbe -1.035
Exporte -3.958 Handel/Verkehr -4.289
Importe -3.969 Finanz -2.399
Dienstleistung -3.454
Hinweis: Die logarithmierten Bayes-Faktoren ergeben sich aus
ln[f({yt}Tt=1|MAR,1)/f({yt}Tt=1|MAR,0)]. Die Modelle MAR,1 und MAR,0 werden in Ab-
schnitt 4.2.1 erla¨utert. Die Ergebnisse basieren auf 10.000 Gibbs-Iterationen, wobei die ersten 2000
nicht beru¨cksichtigt werden. Es wird Priorszenario I angenommen, siehe Tabelle A.2.
und dem Finanzsektor.
Sofern die Volatilita¨tsreduktion des deutschen BIP-Wachstums auf die Ursachen verbesserte
Geldpolitik oder Glu¨ck zuru¨ckzufu¨hren ist, sollte sich eine starke Volatilita¨tstreduktion in den
Komponenten der Entstehung finden lassen, wie es schließlich im Aggregat der Fall ist. Aus der
einfachen Darstellung der unbedingten Standardabweichungen la¨sst sich bereits schlussfolgern,
dass es zumindest noch weitere Einflu¨sse auf die Volatilita¨t des Aggregats gegeben haben muss
als die Einflu¨sse, die in den Komponenten vorliegen. Um den Einfluss der Komponenten letztlich
zu u¨berpru¨fen, werden die Wachstumsraten der Komponenten auf Struktrbruch untersucht. Die
beiden ModelleMAR,0 undMAR,1 werden fu¨r die verschiedenen Komponenten der Entstehungs-
seite und auch der Verwendungsseite angepasst. Die anderen fu¨r das BIP-Wachstum zusa¨tzlich
herangezogenen Modelle werden an dieser Stelle vernachla¨ssigt, da sie alle einen Strukturbruch in
der bedingten Varianz des BIP-Wachstums ermittelt haben und somit zu a¨hnlichen Ergebnissen
fu¨hren.
Tabelle 4.6 zeigt die logarithmierten Bayes-Faktoren fu¨r die Hypothese eines Varianzbruchs
gegen die Hypothese der Strukturkonstanz. Positive Werte bedeuten Evidenz fu¨r den Bruch und
negative gegen einen Bruch. Auf der Verwendungsseite findet sich mit dem privaten Konsum
eine Zeitreihe, die einen positiven Wert aufweist, der allerdings sehr gering ist und im Sinne
von Jeffreys’ Skala nur als sehr schwache Evidenz fu¨r einen Strukturbruch zu werten ist. Die
Datierung des Bruchs in der bedingten Varianz des privaten Konsums stimmt mit dem des
BIP weitgehend u¨berein,4 so dass hier die Volatilita¨tsreduktion im BIP-Wachstum zumindest
zum Teil reflektiert wird. Anders ist die Situation auf der Verwendungsseite. Der einzige Bruch,
der Evidenz (sogar sehr starke Evidenz) aufweist, ist in der Landwirtschaft und hat die falsche
4Die Datierungen der Bru¨che der Komponenten werden an dieser Stelle nicht wiedergegeben. Abgesehen vom
privaten Konsum (Modus und Mittelwert) gibt es wenige U¨bereinstimmungen zwischen den Komponenten und
dem Aggregat.
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Tabelle 4.7: Bayesianische Analyse der kontrafaktischen Zeitreihen
Log Bayes Bruchpunktscha¨tzung
Faktor Mittel Modus Std. Abw.
feste Anteile (Verwendung) 3.896 1994:I 1993:I 9.478
feste Anteile (Entstehung) -.082 1996:III 1996:II 15.117
Hinweis: Die logarithmierten Bayes-Faktoren ergeben sich aus
ln[f({yt}Tt=1|MAR,1)/f({yt}Tt=1|MAR,0)]. Die Modelle MAR,1 und MAR,0 werden in Ab-
schnitt 4.2.1 erla¨utert. Die Ergebnisse basieren auf 10.000 Gibbs-Iterationen, wobei die ersten 2000
nicht beru¨cksichtigt werden. Es wird Priorszenario I angenommen, siehe Tabelle A.2.
Richtung. Die Volatilita¨tsreduktion im BIP-Wachstum kann auf keine der Komponenten auf der
Entstehungsseite zuru¨ckgefu¨hrt werden. Glu¨ck, eine verbesserte Geldpolitik oder Verbesserungen
in der Lagerhaltung scheiden somit im wesentlichen als Ursachen fu¨r die Volatilita¨tsreduktion in
Deutschland aus. Dieses Ergebnis steht im Widerspruch zu Buch et al. (2004), die der Geldpo-
litik und Glu¨ck eine Rolle zuordnen, aber auch keine Strukturbruchtests fu¨r die Komponenten
ausfu¨hren.
4.3.2 Strukturwandel
Da die Entwicklung der Volatilita¨t der Komponenten nur wenig insbesondere auf der Entste-
hungsseite zur Erkla¨rung der Volatilita¨tsreduktion beitragen kann, sind neben einer Vera¨nderung
der Gewichte zwischen hoch volatilen und weniger volatilen Komponenten die Vera¨nderungen der
Kovarianzstruktur zwischen den Komponenten mo¨gliche Ursachen reduzierter Volatilita¨t. Beide
Aspekte werden in diesem Abschnitt untersucht. Die Frage nach dem Einfluss des Strukturwan-
dels wird analog zu Buch et al. (2004) mit Hilfe einer kontrafaktischen Analyse vorgenommen.
Dazu wird eine kontrafaktische Zeitreihe gebildet, die sich aus den Wachstumsraten der einzelnen
Komponenten mit festen in der Zeit invarianten Gewichten zusammensetzt. Durch die Fixierung
der Gewichte wird der Einfluss des Strukturwandels nivelliert. Fu¨r die mit fixen Gewichten aus
den Komponenten konstruierte Zeitreihe wird wiederum eine Bayesianische Analyse des AR-
Modells auf Strukturbruch in der bedingten Varianz durchgefu¨hrt. Es werden also auch hier die
ModelleMAR,0 undMAR,1 gegenu¨ber gestellt. Tabelle 4.7 gibt die zugeho¨rigen logarithmierten
Bayes-Faktoren und Bruchpunktscha¨tzungen fu¨r das Priorszenario I wieder.
Die Bayesianische Analyse wird fu¨r zwei kontrafaktische Zeitreihen durchgefu¨hrt: zum einen
fu¨r die Zeitreihe, die mit den Komponenten laut der Entstehungsseite konstruiert wurde, und
zum anderen fu¨r die Zeitreihe, die auf den Komponenten der Verwendungsseite beruht. Die
Gewichte fu¨r die Konstruktion entstammen jeweils aus dem Jahr 1971. Fu¨r die kontrafaktische
Zeitreihe aus den Komponenten der Verwendungsseite findet sich ein a¨hnlicher Bruch wie fu¨r
das BIP-Wachstum selbst, fu¨r den es mit 3,896 als logarithmierten Bayes-Faktor starke Evidenz
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Abbildung 4.2: Anteile der Komponenten der Entstehungsseite am BIP
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produzierende Gewerbe: ¦; Finanzsektor: ∗; Dienstleistungen: +; Handel und Verkehr: ◦; Baugewerbe:
O; Landwirtschaft: ·.
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Tabelle 4.8: Bayesianische Analyse der paarweisen Korrelationen - Entstehungsseite
prod. Gewerbe Baugewerbe Handel/Verkehr Finanz Dienstleistung
unbekannter Bruchpunkt
Landwirtschaft 0,392 0,245 -2,361 0,720 -0,428
prod. Gewerbe – 0,457 -0,145 -1,898 0,303
Baugewerbe – – 0,203 -0,445 1,636
Handel/Verkehr – – – -1,396 0,220
Finanz – – – – -0,280
fester Bruchpunkt 1993:I
Landwirtschaft -0,879 -0,289 -0,030 -0,712 -0,803
prod, Gewerbe – -0,070 -1,184 2,424 0,517
Baugewerbe – – 1,145 0,745 -0,289
Handel/Verkehr – – – 4,299 -0,200
Finanz – – – – -0,983
Hinweis: Die logarithmierten Bayes-Faktoren vergleichen das Modell in den Gleichungen (4.7), (4.8),
(4.2) mit einem Bruch (ρij0 6= ρij1 ) mit dem korrespondierenden Modell ohne Bruch (ρij0 = ρij1 ).
Hervorgehobene Zahlen entsprechen sehr starker Evidenz fu¨r einen Bruch nach der Skala von Jeffreys.
Die Bayes-Faktoren werden nach der in Anhang A.5 erla¨uterten Methode berechnet.
gibt. Auf der Verwendungsseite hat die Vera¨nderung der Gewichte also nicht den Einfluss, dass
sie den Bruch in der bedingten Varianz hervorruft, da auch ohne die Vera¨nderung der Gewichte
ein solcher Bruch gefunden werden kann. Auf der Entstehungsseite sieht das Bild anders aus.
Es gibt keine Evidenz fu¨r einen Bruch, wenn hier die Gewichte fixiert werden. Der gescha¨tzte
Bruchzeitpunkt (Modus) stimmt auch nicht mit dem Modus fu¨r den Bruch im BIP-Wachstum
u¨berein. Der Strukturwandel in dem Sinne, dass gewisse Sektoren immer bedeutender werden
und andere, wie die Landwirtschaft oder die Industrie, an Bedeutung und Gewicht verlieren, hat
somit einen großen Einfluss auf die Volatilita¨t des BIP-Wachstums. Ohne diesen Strukturwandel
ko¨nnte keine Evidenz fu¨r einen Bruch gefunden werden.
Abbildung 4.2 zeigt den zeitlichen Verlauf der Gewichte der Komponenten auf der Entste-
hungsseite. Der Anteil der relativ volatilen Komponente produzierendes Gewerbe nimmt nach
der Wiedervereinigung sehr stark ab und die weniger volatilen Komponenten Finanz und Dienst-
leistung gewinnen an Gewicht. Durch die Wiedervereinigung und den damit verbundenen Abbau
der ostdeutschen Industrie sowie die O¨ffnung nach Osteuropa hat das produzierende Gewerbe
an der Bruttowertscho¨pfung in Deutschland stark an Gewicht verloren. Dieser Umstand tra¨gt
unmittelbar auch zur Volatilita¨tsreduktion des BIP-Wachstums bei. Im Gegensatz zu Buch et
al. (2004), die dem Strukturwandel eine untergeordnete Rolle zuschreiben, ist die insbesondere
zu Beginn der 90er Jahre intensivierte Entwicklung von der Industrie- zur Dienstleistungsgesell-
schaft eine wesentliche Ursache fu¨r die Volatilita¨tsreduktion. Auf der Verwendungsseite findet
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Tabelle 4.9: Strukturbruch in paarweisen Korrelationen
ρ0 ρ1 Bruchpunkt
Mittel 95%-Band Mittel 95%-Band Mittel 95%-Band
fester Bruchpunkt
prod. Gewerbe
& Finanz 0,454 [0,305;0,595] -0,066 [-0,200;0,062] 1993:I –
Handel/Verkehr
& Finanz 0,524 [0,377;0,661] -0,092 [-0,220;0,037] 1993:I –
priv. Konsum
& Exporte 0,007 [-0,101;0,115] -0,319 [-0,552;-0,073] 1993:I –
Importe
& Exporte 0,330 [0,220;0,440] 0,407 [0,203;0,598] 1993:I –
Gescha¨tzter Bruchpunkt
Importe
& Exporte 0,059 [-0,146;0,369] 0,590 [0,333;0,744] 1985:II [1980:II;1995:II]
Hinweis: Die Momente der a posteriori Verteilung basieren auf 10.000 Gibbs-Iterationen, wobei die
ersten 2000 nicht beru¨cksichtigt werden.
sich die Volatilita¨tsreduktion des BIP-Wachstums nicht in einer Umgewichtung der Komponen-
ten wieder.
Die reduzierte Volatilita¨t eines Aggregats kann sich in den Komponenten, deren Gewichten
und schließlich in der Korrelation widerspiegeln. Abschließend wird also an dieser Stelle die Ent-
wicklung der Korrelation zwischen den Komponenten analysiert. Dabei werden die paarweisen
Korrelationen zwischen den Komponenten auf einen Strukturbruch hin im Rahmen einer Baye-
sianischen Analyse untersucht. Dabei wird das folgende Modell paarweise fu¨r die standardisierten
Wachstumsraten der Komponenten x∗it und x
∗
jt unterstellt:
(
x∗it
x∗jt
)
∼ N
([
0
0
]
,
[
1 ρijdt
ρijdt 1
])
, (4.7)
mit
ρijdt = ρ
ij
0 (1− dt) + ρij1 dt, dt =
{
0, t ≤ t∗
1, t > t∗.
(4.8)
Die Analyse auf Strukturbruch wird in zwei Varianten durchgefu¨hrt. Zum einen wird der
Strukturbruch als unbekannt angenommen. Die latente Zustandsvariable dt folgt dann dem in
Gleichung 4.2 beschriebenem Markov-Prozess. Zum anderen wird t∗ als bekannt angenommen
und auf 1993:I festgelegt. Fu¨r das Modell ohne Bruch gilt jeweils ρij0 = ρ
ij
1 . Damit der Bruch in
der Korrelation die Volatilita¨tsreduktion im Aggregat erkla¨rt, muss gelten, dass ρij0 > ρ
ij
1 . Die
Methodik zur Berechnung der Marginalen Likelihoods der Modelle mit Bruch und ohne Bruch
wird in Anhang A.5 dargestellt.
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Tabelle 4.10: Bayesianische Analyse der paarweisen Korrelationen - Verwendungsseite
Staatskonsum Investment Exporte Importe
unbekannter Bruchpunkt
priv. Konsum 0,882 0,805 -0,349 0,508
Staatskonsum – 0,841 0,263 0,356
Investment – – -0,930 -0,090
Exporte – – – 3,817
fester Bruchpunkt 1993:I
priv, Konsum -0,366 0,091 3,362 1,263
Staatskonsum – -0,732 -0,409 -0,505
Investment – – 0,230 -0,690
Exporte – – – 3,250
Hinweis: Die logarithmierten Bayes-Faktoren vergleichen das Modell in den Gleichungen (4.7), (4.8),
(4.2) mit einem Bruch (ρij0 6= ρij1 ) mit dem korrespondierenden Modell ohne Bruch (ρij0 = ρij1 ).
Hervorgehobene Zahlen entsprechen sehr starker Evidenz fu¨r einen Bruch nach der Skala von Jeffreys.
Die Bayes-Faktoren werden nach der in Anhang A.5 erla¨uterten Methode berechnet.
Tabelle 4.8 gibt die logarithmierten Bayes-Faktoren fu¨r die Komponenten der Entstehungs-
seite fu¨r beide Varianten, mit unbekanntem und mit auf 1993:I festgelegtem Bruch, an. Mit
unbekanntem Bruchpunkt gibt es fast kein Paar, fu¨r welches der Bruch mehr als nur sehr schwa-
che Evidenz aufweist. Eine Ausnahme bildet das Paar Baugewerbe und Dienstleistungen. Auch
um zu u¨berpru¨fen, ob die in der Analyse mit unbekanntem Bruchpunkt gefundenen Beziehungen
zur 1993:I zu verortenden Volatilita¨tsreduktion beigetragen haben, wird die Variante mit dem
festgelegten Bruch untersucht. Das eben genannte Paar Baugewerbe und Dienstleistungen weist
keine Evidenz fu¨r einen Bruch 1993:I auf. Insbesondere die Paare Handel/Verkehr und Finanz
sowie Produzierendes Gewerbe und Finanz bringen Evidenz fu¨r einen Bruch in der Korrelation
mit sich. Wie in Tabelle 4.9 zu sehen ist, hat die Entwicklung der Korrelation auch das richtige
Vorzeichen, so dass ein Teil der Volatilita¨tsreduktion des BIP-Wachstums der Vera¨nderung der
Korrelation zwischen den Sektoren der Entstehungsseite geschuldet ist.
Tabelle 4.10 gibt analog die logarithmierten Bayes-Faktoren fu¨r die Komponenten der Ver-
wendungsseite an. Starke Evidenz fu¨r einen unbekannten Bruch findet sich hier nur zwischen
den Importen und Exporten. Diese Evidenz bleibt auch bei Fixierung des Bruchs auf 1993:I
erhalten. Hinzukommt bei bekanntem Bruch auch das Paar Privater Konsum und Exporte. Wie
in Tabelle 4.9 ersichtlich fu¨hrt der Bruch in der Korrelation zwischen Privatem Konsum und
Exporten zu einer Reduktion der Korrelation, die dadurch negativ wird. Auf der Verwendungs-
seite ist die Volatilita¨tsreduktion somit zum Teil in der Korrelation zwischen privatem Konsum
und Exporten zu finden. Der Bruch der Korrelation zwischen Exporten und Importen bietet
hingegen keine Erkla¨rung fu¨r eine Volatilita¨tsreduktion, da durch den Bruch die Korrelation
89
gestiegen ist. Die Bayesianische Scha¨tzung des Bruchs ergibt einen Mittelwert der a posteriori
Verteilung des Bruchs von 1985:II bei einem relativ breiten 95% Band von 15 Jahren. Der An-
stieg der Korrelation zwischen Exporten und Importen deutet auf die wachsende internationale
Verflechtung der deutschen O¨konomie hin, welche bereits vor der Wiedervereinigung einsetzte.
Abschließend sind aus der Analyse der Komponenten folgende Schlu¨sse fu¨r die Ursachen der
Volatilita¨tsreduktion des BIP-Wachstums in Deutschland zu ziehen: Da in den einzelnen Kom-
ponenten auf der Entstehungsseite keine Evidenz fu¨r einen Bruch gefunden werden konnte und
die Unterschiede in der Standardabweichung vor und nach 1993 zum Beispiel im produzierenden
Gewerbe bedeutend geringer sind als im Aggregat, sind eine verbesserte Geldpolitik und Glu¨ck
als Ursachen von untergeordneter Bedeutung. Die Folgen dieser Ursachen sollten zumindest in
einzelnen Komponenten feststellbar sein. Vielmehr spielt der Ru¨ckgang des Industriesektors,
der auf Gesamtdeutschland bezogen wegen der Abwicklung ostdeutscher Betriebe in der ersten
Ha¨lfte der 90er Jahre besondere Dynamik hatte, eine große Rolle. Ohne diese Entwicklung wa¨re
keine Evidenz fu¨r einen Strukturbruch in der bedingten Varianz vorhanden. Schließlich wird
diese Entwicklung von einigen Vera¨nderungen in der Kovarianz zwischen den Komponenten be-
gleitet. Ob diese ebenfalls Folge des Strukturwandels sind oder auf Innovationen im Bereich
der Finanzintermediation bzw. in anderen Bereichen zuru¨ckzufu¨hren sind, kann an dieser Stelle
nicht gekla¨rt werden.
Auf der Verwendungsseite kann die Volatilita¨tsreduktion im BIP-Wachstum auch mit einer
Volatilita¨tsreduktion im privaten Konsum in Verbindung gebracht werden, jedoch ist auch diese
zu geringfu¨gig um das ganze Geschehen aufzufangen. Vielmehr scheint auf der Verwendungs-
seite die Korrelation zwischen den Komponenten ebenfalls eine Vera¨nderung erlebt zu haben.
Insbesondere die Korrelation zwischen Exporten und privatem Konsum ist hier zu nennen.
4.4 Schluss
Die hier vorliegende Analyse kann das Ergebnis von Buch et al. (2004) besta¨tigen, dass das deut-
sche BIP-Wachstum eine starke Reduktion der bedingten Varianz in den 90er Jahren erlebt hat.
Alternativ zu Buch et al. (2004) werden hier Bayesianische Verfahren verwendet, die eine bessere
Mo¨glichkeit zur Datierung des Bruchs u¨ber die Bestimmung seiner a posteriori Verteilung bieten.
Zusa¨tzlich wird die Analyse der bedingten Fehlervarianz fu¨r verschiedene Mittelwertgleichungen
durchgefu¨hrt. Die Analyse autoregressiver Modelle und von Markov-Switching-Modellen (im
Interzept) kommen zu a¨hnlichen Ergebnissen im Bezug auf Evidenz, Datierung und Charakte-
risierung des Bruchs. Die Volatilta¨tsreduktion la¨sst sich aus Sicht dieser Modelle am besten als
Reduktion der bedingten Varianz im ersten Quartal 1993 darstellen. Alternative Ansa¨tze, die ei-
ne vera¨nderte Dynamik vorschlagen (Fritsche und Kuzin [2005a]) oder eine geringere Amplitude
zwischen Konjunkturphasen vermuten, werden nicht besta¨tigt.
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Das DLR-Modell, welches als drittes Mittelwertmodell beru¨cksichtigt wird, liefert eine andere
Charakterisierung der Volatilita¨tsreduktion. Zwar gibt es auch hier Evidenz fu¨r einen Bruch in
der bedingten Varianz, dieser wird jedoch spa¨ter auf 1999 datiert. Die bereits seit 1993 geringere
Volatilita¨t wird im DLR-Modell durch ein entsprechendes Mittelwertregime abgebildet, welches
zusammen mit dem Bruch in der Fehlervarianz des DLR-Modells in 1999 endet.
An die Datierung und Charakterisierung der Volatilita¨tsreduktion des deutschen BIP-Wachs-
tums schließt sich die Frage nach den Ursachen an. Die hier vorliegende Arbeit fokussiert die
Analyse dabei auf die Komponenten der Entstehungsseite des BIP. Die Strukturbruchanalyse
der Wachstumsraten der einzelnen Komponenten u¨ber den Vergleich der Modelle MAR,0 und
MAR,1 zeigt, dass Verbesserungen der Geldpolitik oder Glu¨ck als wesentliche Ursachen ausschei-
den. Die kontrafaktische Analyse einer aus den Komponenten konstruierten Zeitreihe zeigt die
Bedeutung des Strukturwandels in Form des relativen Ru¨ckgangs des produzierenden Gewerbes
auf. Hier ist eine der Hauptursachen der Volatilita¨tsreduktion in Deutschland zu sehen. Ferner
hat sich die Korrelationsstruktur zwischen den Komponenten vera¨ndert, so dass diese weniger
Volatilita¨t implizieren. Auf der Verwendungsseite la¨sst sich die Volatilita¨tsreduktion ebenfalls
nur zu einem geringen Teil in der Volatilita¨t der einzelnen Komponenten verfolgen, hier am
meisten im Privaten Konsum. Von Bedeutung ist auf der Entstehungsseite jedoch nicht eine
Gewichtsverschiebung zwischen den Komponenten, sondern die Vera¨nderung der Korrelations-
struktur, insbesondere ist die Korrelation zwischen Exporten und Privatem Konsum nach dem
Bruch in 1993:I negativ geworden.
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Kapitel 5
Zeitvariierende Vorlaufeigenschaften
von Fru¨hindikatoren
5.1 Fru¨hindikatoren in der Konjunkturforschung
5.1.1 Was ist ein Fru¨hindikator?
Die monatlichen Vero¨ffentlichungen des Ifo- sowie des ZEW-Index stoßen regelma¨ßig auf ein
großes o¨ffentliches Interesse. Beide Variablen gelten als Fru¨hindikatoren der deutschen Kon-
junktur. Die wesentliche Eigenschaft von Fru¨hindikatoren ist, dass sie mit zuku¨nftigen Werten
der Konjunkturvariable oder gleichlaufender Indizes korrelieren. Spa¨testens seit der Arbeit von
Burns und Mitchell (1946), die die zeitliche Korrelationsstruktur verschiedener makroo¨konomi-
scher Variablen analysiert haben, wird diesem Thema großes Interesse von Seiten der Politik,
Wirtschaft und Medien entgegengebracht in der Hoffnung verla¨ssliche Signale bzw. Prognosen
fu¨r die zuku¨nftige wirtschaftliche Entwicklung zu erhalten als zum Beispiel von o¨konomischen
Modellen oder univariaten Zeitreihenmodellen.1
Bei der Betrachtung und Begutachtung von Fru¨hindikatoren ist einer der ersten Fragen, wel-
che Variable die Zielvariable ist bzw. welcher Konjunkturvariable sie vorlaufen. Zwei Konjunk-
turvariablen sind Gegenstand dieser Arbeit in den vorangegangenen Kapiteln, das BIP bzw. sein
Wachstum sowie die diskrete Variable, die den Zeitverlauf in Expansionen und Rezessionen ein-
teilt. Wie bereits erwa¨hnt, kann das BIP als der umfassenste Konjunkturindikator gelten und
spielt daher als Zielvariable von Fru¨hindikatoren eine große Rolle. Das BIP und somit auch seine
Wachstumsraten oder gefilterte Derivate wie der Output-Gap haben in der Regel den Nachteil
nur quartalsweise vorzuliegen. Als Zielvariable einer ho¨heren Frequenz dient oft die Industrie-
produktion, die monatlich erhoben wird. Ihr Nachteil wiederum ist, dass sie (nur) einen immer
1Vgl. Abschnitt 2.6.
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kleiner werdenden Anteil der O¨konomie abbildet.2 Alternativ haben Stock und Watson (1989)
ein Dynamisches Faktormodell vorgeschlagen, dass aus mehreren monatlich verfu¨gbaren (gleich-
laufenden) Indikatoren einen dahinter liegenden Faktor extrahiert. Der Ansatz, einen Faktor
bzw. mehrere Faktoren aus einer großen Datenmenge zu extrahieren, um so einen gleichlau-
fenden Indikator zu gewinnen wird in Forni et al. (2001) sowie Altissimo et al. (2006) fu¨r die
o¨konomische Aktivita¨t der Eurozone verfolgt. Ferner ist das Dynamische Faktormodell von Stock
und Watson (1989) unter Beru¨cksichtigung gemischt frequenter Daten erweitert worden, so dass
monatliche Repra¨sentationen des BIP mo¨glich sind, siehe Mariano und Murasawa (2003), Nunes
(2005) oder Proietti und Moauro (2006).
Als Fru¨hindikatoren werden Variablen aus verschiedenen Bereichen der O¨konomie angese-
hen. Burns und Mitchell (1946) diskutieren 487 und Stock und Watson (1989) 280 mo¨gliche
Zeitreihen fu¨r die USA. Manche Fru¨hindikatoren bilden explizit oder implizit Erwartungen u¨ber
zuku¨nftiges wirtschaftliches Geschehen ab; dies ist explizit der Fall fu¨r umfragebasierte Indizes
wie den Ifo-Indizes und dem ZEW-Index oder implizit in Zinsdifferenzen und Aktienpreisen.
Andere Fru¨hindikatoren haben einen direkten Zusammenhang zum zuku¨nftigen wirtschaftli-
chen Geschehen einzelner Sektoren, wie der Auftragseingang im verarbeitenden Gewerbe oder
Baugenehmigungen. Andere Variablen wie z.B. Kfz-Zulassungszahlen ko¨nnen als Proxy fu¨r In-
vestitionen und folgende o¨konomische Aktivita¨t gelten. Wenn die Fru¨hindikatoren aus verschie-
denen Sektoren entstammen, wie z.B. Anzahl der Baugenehmigungen oder Auftragseingang der
Industrie, also nicht die Erwartungen u¨ber die Gesamtlage abbilden oder offensichtlich idiosyn-
kratischen Einflu¨ssen unterliegen, erscheint es sinnvoll die Informationen mehrerer Variablen
zusammenzubringen und sich nicht auf einen einzelnen Fru¨hindikator zu verlassen. Auch wenn
man von Fru¨hindikatoren, wie die Zinsdifferenz, von denen angenommen wird, dass sie allge-
meine wirtschaftliche Erwartungen in sich enthalten, ausgeht, kann eine Verwendung mehrerer
Indikatoren in zusammengesetzter Form sinnvoll sein. In Abschnitt 5.2 wird diskutiert, dass
auch diese Fru¨hindikatoren erheblichen Vera¨nderungen im Vorlaufverhalten unterliegen ko¨nnen.
Zusammengesetzte Fru¨hindikatoren werden zum Beispiel von der OECD (als Zielvariable dienen
dort die Wechselpunkte der Konjunktur) oder vom Conference Board, einem Unternehmerver-
band mit Sitz in den USA, erstellt. Die Gewichtung, mit der die einzelnen Variablen in den zu-
sammengesetzten Fru¨hindikator einfließen, unterliegt in diesen beiden Fa¨llen Expertenurteilen.
Alternativ gibt es zusammengesetzte Fru¨hindikatoren, deren Gewichtungen auf Faktormodellen
basieren, siehe Stock und Watson (1989) oder Forni et al. (2001).
Als wesentlicher und wohl bedeutenster Aspekt zur Beurteilung der Gu¨te eines Fru¨hindikators
dient die Prognosegu¨te im Bezug auf die Zielvariable. Dies ist jedoch nicht der einzige Aspekt.
Moore und Shiskin (1967) diskutieren weitere Kriterien, die ebenfalls von Marcellino (2006)
aufgenommen und im Folgenden kurz erla¨utert werden:
2Der Einfluss der anteilsma¨ßigen Vera¨nderung des Industriesektors auf die Gesamto¨konomie wird unter ande-
rem in Kapitel 4 besprochen.
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1. Konsistente Datierung von Expansionen und Rezessionen, wobei der dem jewei-
ligen Fru¨hindikatoren korrespondierende Vorlauf zur Zielvariablen zu beru¨cksichtigen ist.
Wenn die Zielvariable die diskrete Regimevariable selber ist, entspricht dieses Kriterium
der Forderung nach guten Prognosen fu¨r die Regimewechsel.
2. O¨konomische Bedeutung. Der Fru¨hindikator bzw. seine Vorlaufeigenschaften sollten
durch o¨konomische Theorien begru¨ndbar sein. Fru¨hindikatoren, die diesen Status nur we-
gen ihrer statistischen Eigenschaften zugesprochen bekommen, setzen sich der bereits von
Koopmans (1947) gea¨ußerten Kritik “measurement without theory” aus.
3. Verla¨sslichkeit der Datenerhebung. Der berichtete Fru¨hindikator soll dem entspre-
chen, was gemessen werden soll, und dies konsistent u¨ber den Zeitverlauf hinweg. Dieses
Kriterium ist z.B. von Bedeutung, wenn man an die umfragebasierten Erhebungen wie
Ifo- oder ZEW-Index denkt und es dabei zu methodischen Vera¨nderungen der Befragun-
gen kommen kann.
4. Zeitnahe Zuga¨nglichkeit und Revisionsfreiheit. Analog zum in Kapitel 6 diskutierten
Problem fu¨r das BIP gilt auch fu¨r Fru¨hindikatoren, dass es wu¨nschenswert ist sie zeitnah
und mit geringen Messfehlern behaftet beobachten zu ko¨nnen.
5. “Sanfte” monatliche U¨berga¨nge. Der Fru¨hindikator soll die Konjunkturentwicklung
abbilden und mo¨glichst nicht von idiosynkratischen hochfrequenten Bewegungen u¨berla-
gert sein.
Die Punkte 3 und 4 machen die Verwendung von Finanzmarktindikatoren wie Zinssa¨tze oder Ak-
tienindizes sehr attraktiv, da sie quasi in beliebiger Frequenz und sofort bei Entstehung verfu¨gbar
und keinerlei Revisionen unterworfen sind. Dies erkla¨rt auch zum Teil die große Aufmerksam-
keit, die der Zinsdifferenz als Fru¨hindikator entgegengebracht wird, und in spa¨teren Abschnitten
dieses Kapitels von Bedeutung sein wird. Marcellino (2006) verbindet mit Punkt 2 das Pro-
blem, dass Korrelationen zwischen Fru¨hindikator und Zielvariable nur zufa¨llig sein ko¨nnen. Eine
theoretisch begru¨ndbare Verbindung verspricht in diesem Sinne Stabilita¨t, da die statistische
Korrelation auf Verhaltensmuster der o¨konomischen Agenten zuru¨ckzufu¨hren ist. Hierbei ist je-
doch zu bedenken, dass es keine generell anerkannte und umfassende Konjunkturtheorie gibt.3
Die Begru¨ndungen fu¨r konjunkturelle Schwankungen sind vielfa¨ltig und zum Teil kontrovers.
In weiten Teilen wird die Auffassung vertreten, dass verschiedene Ursachen zu einer Rezession
bzw. zu konjunkturellen Schwankungen fu¨hren ko¨nnen und die Gewichtung dieser Ursachen in
der Zeit variiert.4
3Siehe z.B. die Darstellung der Ergebnisse der Konferenz “Beyond Shocks: What Causes Business Cycles?”
von Fuhrer und Schuh (1998).
4Vgl. Stock und Watson (2003a) oder Marcellino (2006).
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Die Abschnitte 5.2 und 5.3 werden explizit fu¨r die Zinsdifferenz auf den Zusammenhang
o¨konomischer Signifikanz und Instabilita¨t der Vorlaufeigenschaften eingehen und die Relevanz
scheinbarer o¨konomischer Signifikanz kritisch hinterfragen. Dabei steht die empirische Analyse
der Vorlaufeigenschaften der Zinsdifferenz fu¨r die USA und Deutschland sowie deren mo¨glicher
Zusammenhang mit der Geldpolitik im Mittelpunkt. Exemplarisch wird anhand der Zinsdiffe-
renz aufgezeigt, dass Vorlaufeigenschaften von Fru¨hindikatoren zum Teil erheblichen Schwan-
kungen unterliegen und dass einfache o¨konomische Theorien, die ein Vorlaufverhalten erkla¨ren
ko¨nnen, keine Garantie gegen Instabilita¨ten und eventuelle Ausfa¨lle der korrespondierenden
Fru¨hindikatoren bieten. Im Mittelpunkt steht dabei die durch das Modell von Estrella (2005)
motivierte Hypothese, dass Schwankungen im Vorlaufverhalten der Zinsdifferenz durch Vera¨nde-
rungen in der Geldpolitik induziert werden. Diese Hypothese wird mit Hilfe eines gemeinsamen
Markov-Switching-Modells fu¨r das Vorlaufverhalten und die Geldpolitik in Form einer an die
Taylor-Regel angelehnten Gleichung u¨berpru¨ft, siehe Abschnitt 5.3. Im folgenden Abschnitt 5.1.2
werden zuna¨chst verschiedene Modelle vorgestellt, die in der Literatur verwendet werden, um
Fru¨hindikatoren fu¨r Vorhersagen nutzbar zu machen.
5.1.2 Fru¨hindikatoren und Vorhersagemodelle
Der Sinn von Fru¨hindikatoren besteht darin Prognosen fu¨r die Zielvariable bereitzustellen. Um
aus den Fru¨hindikatoren Prognosen zu gewinnen, wird in der Regel u¨ber ein Modell ein Zu-
sammenhang zwischen Fru¨hindikator und Zielvariable hergestellt. Im Folgenden werden ga¨ngige
Fru¨hindikatormodelle dargestellt.
Lineare Modelle
Sofern die Zielvariable metrisch ist, besteht eine einfache Variante in Form eines linearen Modells,
das eine oder mehrere vorlaufende Variablen als Regressoren und die Zielvariable als Regressand
hat. Das lineare Modell kann im Fall mehrerer Regressoren als zusammengesetzter Fru¨hindika-
tor interpretiert werden. Insbesondere in der Diskussion einzelner Fru¨hindikatoren findet dieses
Modell Anwendung.5 Das einfache lineare Regressionsmodell hat den Nachteil, dass fu¨r jeden
Prognosehorizont eine neue Scha¨tzung durchgefu¨hrt werden muss, da bei der Ausweitung des
Prognosehorizonts die Fru¨hindikatoren nicht weiter fortgeschrieben werden ko¨nnen.6 Alternativ
werden in VAR-Modellen die Interaktionen zwischen den Fru¨hindikatoren untereinander sowie
5Vgl. Abschnitt 5.2.
6Johnston (1974) weist daraufhin, dass sofern das Modell richtig spezifiziert ist, iterative Fortschreibungen des
Modells, wie sie im VAR mo¨glich sind, effizientere Vorhersagen ermo¨glichen als direkte Mehr-Schritt-Prognosen.
Siehe Marcellino et al. (2006) fu¨r eine empirische Analyse zum Vergleich von iterierten und direkten Mehr-Schritt-
Prognosen.
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der Zielvariablen beru¨cksichtigt, so dass das ganze System fortgeschrieben werden kann.7
Faktormodelle
Sofern eine Vielzahl von Variablen im Vorhersagemodell beru¨cksichtigt werden soll, ergeben sich
im VAR-Modell Probleme durch die große Anzahl an Parametern des Modells. Ferner fa¨llt auch
im einfachen linearen Regressionsmodell der Aspekt der Multikollinearita¨t ins Gewicht. Natur-
gema¨ß weisen Fru¨hindikatoren oft hohe Korrelationen untereinander auf. Genau dieser Umstand
wird im Rahmen von Faktormodellen ausgenutzt. Die Idee ist, dass die Korrelation zwischen
einer Vielzahl von Variablen darauf beruht, dass diese von einer geringeren Zahl unbeobachtba-
rer Faktoren getrieben werden. Faktormodelle sind seit vielen Jahrzehnten in der Analyse von
Querschnittsdaten etabliert, wo angenommen werden kann, dass keine Abha¨ngigkeit zwischen
den Merkmalstra¨gern herrscht, siehe zum Beispiel Spearman (1904) oder Thurstone (1947).
U¨bertragen auf den Zeitreihenkontext hieße dies die Freiheit von jeder Form der Autokorrela-
tion. Fu¨r die n Variablen mit T Beobachtungen, die in der Matrix X zusammengefasst sind,
ergibt sich dann folgendes Modell:
X = FΛ′ + U, (5.1)
wobei die T × q Matrix F die unbeobachtbaren Faktoren repra¨sentiert und die n× q Matrix Λ
die Faktorladungen. U sind die idiosynkratischen Komponenten, die weder u¨ber die Zeit noch
zwischen den Variablen korrelieren. Es ist schließlich die Idee, dass die Korrelation zwischen den
Variablen durch die Faktoren abgebildet wird. Die Faktoren und Ladungen ko¨nnen mit Hilfe
einer Hauptkomponentenanalyse gescha¨tzt werden. Wenn die Varianzen der idiosynkratischen
Komponenten identisch sind (ΣU = σ2UI), dann entspricht das Ergebnis der Hauptkomponenten-
analyse der ML-Scha¨tzung. Das Ergebnis ist jedoch in keinem Fall eindeutig. Die Faktorladungen
ko¨nnen entsprechend rotiert werden.
Fu¨r makroo¨konomische Gro¨ßen erscheint die Annahme, dass keine Autokorrelation existiert,
zu restriktiv. Die Arbeiten von Sargent und Sims (1977) sowie Geweke (1977) beru¨cksichtigen
eben diesen Punkt und fu¨hren Dynamische Faktormodelle ein, die eine zusa¨tzliche autoregressive
Struktur der Faktoren aufnehmen und eine explizite Beru¨cksichtigung autoregressiver idiosyn-
kratischer Strukturen ermo¨glichen:
Ft =
k∑
i=1
ΦiFt−i + V. (5.2)
Sargent und Sims (1977) sowie Geweke (1977) scha¨tzen das Dynamische Faktormodell im Fre-
quenzbereich mit der Maximum-Likelihood-Methode. Eine Maximum-Likelihood-Scha¨tzung des
Dynamischen Faktormodells in der Zeitdarstellung findet sich in Watson und Engle (1983).
7VAR-Modelle werden fu¨r deutsche Daten zum Beispiel von Breitung und Jagodzinski (2002), Benner und
Meier (2004), Fritsche und Stephan (2002) oder Hu¨fner und Schro¨der (2002) verwendet.
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Die Likelihood kann mit Hilfe des Kalman-Filters berechnet und numerisch maximiert werden.
Alternativ kann die Maximum-Likelihood-Scha¨tzung mit Hilfe des Kalman-Gla¨tters u¨ber den
EM-Algorithmus, wie auch in Watson und Engle (1983), durchgefu¨hrt werden. Analog zum
(statischen) Faktormodell existiert auch im Dynamischen Faktormodell das Identifikationspro-
blem, das durch entsprechende Parameterrestriktionen beru¨cksichtigt werden kann, siehe dazu
z.B. Geweke (1977) oder Geweke und Singleton (1981). Stock und Watson (1989,1991) ver-
wenden das Dynamische Faktormodell mit einem Faktor zur Bestimmung eines gleichlaufen-
den Konjunkturfaktors. Basierend auf diesem Konjunkturfaktor erweitern sie das Modell, um
einen zusammengesetzten Fru¨hindikator zu gewinnen. Bandholz und Funke (2003) verwenden
ein Dynamisches Faktormodell um aus Auftragseinga¨ngen und Lagerbesta¨nden einen zusam-
mengesetzten Fru¨hindikator fu¨r die deutsche Konjunktur zu gewinnen. Zielvariable ist dabei das
BIP-Wachstum.
Wenn die Anzahl der zu beru¨cksichtigen Variablen im Dynamischen Faktormodell sehr groß
ist, ist die Maximum-Likelihood-Scha¨tzung rechenintensiv und zeitaufwendig. Mit Hilfe Bayesia-
nischer Methoden ko¨nnen auch ho¨here parametrisierte Modelle mit vertretbarem Zeitaufwand
gescha¨tzt werden, siehe Otrok und Whiteman (1998) sowie Kose et al. (2003).8
Alternativ findet die im Zusammenhang mit Faktormodellen fu¨r Querschnittsdaten eingefu¨hr-
te Hauptkomponentenanalyse Anwendung im Zeitreihenkontext.9 Bai (2003) hat gezeigt, dass
die strikten Annahmen des klassischen Faktormodells teilweise aufgehoben werden ko¨nnen und
die Hauptkomponentenanalyse konsistente und asymptotisch normalverteilte Scha¨tzer erbringt,
sofern die Anzahl der Variablen gegen unendlich strebt. Was also fu¨r die Maximum-Likelihood-
Scha¨tzung eines (exakten) dynamischen Faktormodells problematisch ist, ist Voraussetzung fu¨r
das sogenannte approximative Faktormodell. Bei approximativen Faktormodellen ist zu beru¨ck-
sichtigen, dass die durch die Hauptkomponentenanalyse ermittelten “statischen” Faktoren zwar
zeitgleich orthogonal zueinander sind, deren Zeitverzo¨gerte aber miteinander korrelieren und im
Extrem ein oder mehrere “statische” Faktoren Linearkombinationen der zeitverzo¨gerten anderen
Faktoren sind, also die Anzahl der dynamischen Faktoren geringer ist als die der “statischen”
Faktoren.10 Dieser Umstand ist insbesondere bei der Interpretation der Ergebnisse der Faktor-
modelle zu beru¨cksichtigen.
Markov-Switching Modelle
Seit Hamilton (1989) finden Markov-Switching-Modelle Verwendung zur Darstellung makroo¨ko-
nomischer Zeitreihen, vgl. Abschnitt 2.1.2. Fru¨hindikatoren lassen sich in verschiedener Weise mit
diesem Modelltyp verbinden. Hamilton und Perez-Quiros (1996) schlagen eine Erweiterung des
8Siehe auch Kim und Nelson (1999b).
9Siehe unter anderem Chamberlain und Rothschild (1983) oder Stock und Watson (2002b).
10Siehe zum Verha¨ltnis zwischen statischen und dynamischen Faktoren Amengual und Watson (2007) oder Bai
und Ng (2007).
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VAR-Modells vor, wobei eine gemeinsame Zustandsvariable unterstellt wird, die den Mittelwert
der Zielvariable und des Fru¨hindikators beeinflusst. Die Zustandsvariable folgt einem Markov-
Prozess. Der Vorlaufcharakter des Fru¨hindikators wird dadurch beru¨cksichtigt, dass sich der
Mittelwert des Fru¨hindikators nach der gleichzeitigen Auspra¨gung der Zustandsvariablen rich-
tet, wa¨hrend der Mittelwert der Zielvariable sich nach der verzo¨gerten Zustandsvariablen richtet.
Die Idee ist, dass die Zustandsa¨nderungen erst beim Fru¨hindikator beobachtbar werden und dies
dann die Zustandsvera¨nderung der Zielvariable nach sich zieht.
Ferner wendet Chauvet (1998) ein Dynamisches (Ein-)Faktormodell an, bei dem der unbe-
obachtbare Faktor von einem Markov-Prozess abha¨ngt. Bandholz und Funke (2003) wenden
ein solches Modell fu¨r deutsche Daten an.11 Alternativ geht Filardo (1994) vom univariaten
Hamilton-Modell aus und modifiziert die U¨bergangswahrscheinlichkeiten. Fru¨hindikatoren die-
nen als Argumente in logistischen Funktionen, welche die U¨bergangswahrscheinlichkeiten bilden,
so dass diese in der Zeit mit den Fru¨hindikatoren variieren.
Im Zusammenhang mit Markov-Switching-Modellen werden ha¨ufig auch Schwellenwertmo-
delle oder U¨bergangsmodelle diskutiert, die a¨hnlich Markov-Switching-Modellen eine Zustand-
sabha¨ngigkeit der Modellparameter konstituieren, vgl. Abschnitt 2.1.4. Analog zum Modell
von Filardo (1994) werden Fru¨hindikatoren auch hier genutzt um die Zustandswechsel bzw. -
u¨berga¨nge zu modellieren, siehe zum Beispiel Granger et al. (1993) oder Camacho (2004).
Bina¨re Modelle
Neben metrischen Daten wie dem BIP-Wachstum oder der Industrieproduktion werden auch
bina¨re Variablen als Zielvariablen verwendet, so la¨sst sich aus den bereits in Kapitel 3 diskutier-
ten Wechselpunkten der Konjunktur eine bina¨re Variable konstruieren, die den Wert 1 in Rezes-
sionen annimmt. Zur Vorhersage von Rezessionen ko¨nnen dann Logit oder Probit-Modelle heran-
gezogen werden, in denen die Fru¨hindikatoren als Regressoren aufgenommen werden ko¨nnen.12
Alternativ werden zur Rezessionsvorhersage die bereits besprochenen Markov-Switching-Modelle
verwendet, wobei die unbeobachtbare Zustandsvariable als bina¨rer Konjunkturindikator inter-
pretiert wird.13 Eine Erweiterung des Probit-Modells findet sich in Dueker (2005). Das dort
beschriebene Qual-VAR ermo¨glicht es die Korrelation der bina¨ren Variable mit anderen Varia-
blen zeitgleich zu beru¨cksichtigen und eignet sich ferner zur Fortschreibung der Daten. Qual-VAR
oder Qualitative-Vector-Autoregressive-Model steht fu¨r ein VAR-Modell, in dem mindestens ei-
ne der abha¨ngigen Variablen diskret bzw. qualitiativ ist. Das eigentliche VAR-Modell besteht
dabei aus den metrischen und den latenten Variablen.
11Fu¨r die ML-Scha¨tzung eines Dynamischen Faktormodells mit Markov-Switching wird von den Autoren die
Approximation von Kim (1994) verwendet, da eine exakte Berechnung der Likelihood zu rechenintensiv ist.
12Fu¨r Beispiele siehe Stock und Watson (1991), Birchenhall et al. (1999) oder Birchenhall et al. (2001).
13Fritsche und Kuzin (2005b) verwenden beide Ansa¨tze fu¨r deutsche Daten.
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5.2 Die Zinsdifferenz als Fru¨hindikator der Konjunktur
Am Beispiel der Zinsdifferenz wird im Folgenden ein mo¨gliches Problem von Fru¨hindikatoren
diskutiert, dass deren Vorlaufeigenschaften nicht stabil u¨ber die Zeit sind. Es soll ein mo¨gli-
cher Bestimmungsgrund der Instabilita¨t der Vorlaufeigenschaften der Zinsdifferenz diskutiert
werden. Im Mittelpunkt steht dabei angelehnt an das Modell von Estrella (2005), das einen
Zusammenhang zwischen den Vorlaufeigenschaften der Zinsdifferenz und der Reaktionsfunktion
der Geldpolitik aufzeigt, die Frage, ob die Instabilita¨t der Vorlaufeigenschaften durch Vera¨nde-
rungen der Geldpolitik induziert wird. Fu¨r Deutschland und die USA wird die auf dem Modell
von Estrella (2005) basierende Hypothese u¨berpru¨ft, dass zeitliche Schwankungen der Vorlauf-
eigenschaften der Zinsdifferenz mit geldpolitischen Schwankungen korrespondieren.
5.2.1 Lineares Vorhersagemodell
Bezu¨glich der Zinsdifferenz gibt es keine Probleme der zeitlichen Na¨he zwischen Entstehung
und Beobachtung, ferner unterliegen sie keinen Revisionen. Außerdem existieren Ansa¨tze die
Vorlaufeigenschaften der Zinsdifferenz aus der o¨konomischen Theorie herzuleiten.14 Wie bereits
erwa¨hnt, ist die Zinsstrukturkurve bzw. die Zinsdifferenz aus diesen Gru¨nden ein wu¨nschenswer-
ter Fru¨hindikator. In vielen Arbeiten wird Evidenz fu¨r die Zinsdifferenz als Fru¨hindikator der
Konjunktur gefunden.15 Grundlegend ist dabei das folgende einfache lineare Modell:
ykt = α+ βSt + εt, εt
i.i.d.∼ (0, σ2), (5.3)
wobei ykt die Differenz der logarithmierten Werte des BIP der Zeitpunkte t und t + k ist. In
vielen Arbeiten werden anstelle des BIP die Industrieproduktion oder a¨hnliche real-o¨konomische
Indikatoren verwendet.16 k repra¨sentiert an dieser Stelle den Vorhersagehorizont. St gibt die
Zinsdifferenz zweier risikofreier Papiere unterschiedlicher Maturita¨t wieder. Typischerweise wird
die Differenz zwischen Papieren der Maturita¨ten von drei Monaten und 10 Jahren gebildet. Die
Zinsdifferenz zeigt in vielen La¨ndern fu¨r verschiedenen Zeitra¨ume und Vorhersagehorizonte gute
Vorlaufeigenschaften nicht nur fu¨r die USA, sondern auch fu¨r kleinere O¨konomien wie Belgien
oder die Niederlande.17
5.2.2 Nicht-Linearita¨t und Instabilita¨t der Vorlaufeigenschaften
Mehrere Arbeiten weisen darauf hin, dass die Zinsdifferenz ein u¨ber die Zeit variierendes Vor-
laufverhalten aufweist bzw. dass Nicht-Linearita¨ten im Verha¨ltnis zwischen zuku¨nftiger real-o¨ko-
14Vgl. Abschnitt 5.2.3.
15Siehe unter anderen Plosser und Rouwenhorst (1994), Estrella und Mishkin (1997) oder Dotsey (1998).
16Ferner wird die Zinsdifferenz im Rahmen von Probit-Regressionen zur Rezessionsvorhersage verwendet, siehe
unter anderem Estrella und Hadrouvelis (1991), Dueker (1997), Estrella und Trubin (2006) oder Wright (2006).
17Siehe Bernard und Gerlach (1998).
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nomischer Aktivita¨t und der Zinsdifferenz existieren. Bereits Haubrich und Dombrosky (1996)
argumentieren, dass die Prognosegu¨te der Zinsdifferenz fu¨r das reale BIP-Wachstum der USA
fu¨r die Jahre 1985 bis 1995 niedriger war als in den Jahren zuvor. Die Gu¨te des linearen Progno-
semodells in verschiedenen Zeitfenstern wird ferner von Giacomini und Rossi (2006) fu¨r die USA
und daru¨ber hinaus fu¨r das UK und Deutschland von Schrimpf und Wang (2007) diskutiert.
Estrella et al. (2003) finden fu¨r die USA, dass ein Strukturbruch im Vorlaufverhalten zwi-
schen Zinsdifferenz und Industrieproduktion stattgefunden hat, der zu einer Verschlechterung
der Prognosegu¨te fu¨hrt. Chauvet und Potter (2002) deuten im Gegensatz zu Estrella et al. (2003)
daraufhin, dass es einen Bruch auch fu¨r die Rezessionsprognose gegeben hat, der jedoch nicht zur
Verschlechterung der Prognoseeigenschaften gefu¨hrt hat. Schließlich deuten Venetis et al. (2003)
daraufhin, dass die Prognosegu¨te der Zinsdifferenz in den USA, dem UK und Kanada jeweils
nach einem Strukturbruch fu¨r Prognosehorizonte u¨ber 4 Quartale dramatisch sinkt. In der Ar-
beit von Venetis et al. (2003) wird zusa¨tzlich fu¨r Schwelleneffekte kontrolliert. Galbraight und
Tkacz (2000) fu¨hren die Beru¨cksichtigung von Schwelleneffekten in die Literatur der Progno-
sen mit Zinsdifferenzen ein und finden diese im Vorlaufverhalten fu¨r die USA und Kanada. Als
Schwellenvariable verwenden Galbraight und Tkacz (2000) die Zinsdifferenz. Unter Verwendung
anderer Schwellenvariablen und eines Smooth-Transition-Modells finden Venetis et al. (2003)
Schwelleneffekte auch fu¨r das UK.
In vielen La¨ndern findet sich eine Zeitvariation der Prognosegu¨te der Zinsdifferenz. Die Tat-
sache, dass Vorlaufeigenschaften der Zinsdifferenz existieren, macht die Frage nach den Gru¨nden
dafu¨r und den dahinter liegenden Zusammenha¨ngen nicht nur aus theoretischer Sicht interes-
sant. Die Zeitvariation des Vorlaufverhaltens impliziert, dass diese Fragestellung auch fu¨r den
Vorhersager von Interesse ist. Die Kenntnis u¨ber die Ursachen des Vorlaufverhaltens ermo¨glicht
eventuell Inferenz u¨ber die Frage, wann und wie sehr der Zinsdifferenz als Fru¨hindikator Beach-
tung geschenkt werden muss. Außerdem wu¨rde eine Erkla¨rung des zeitvariierenden Verhaltens
des Vorlaufverhaltens der Zinsdifferenz die o¨konomische Bedeutung dieses Fru¨hindikators sta¨rken
bzw. wiederherstellen.
5.2.3 Warum ist die Zinsdifferenz ein Fru¨hindikator?
Eine ad hoc Erkla¨rung dafu¨r, dass die Zinsdifferenz ein Fru¨hindikator ist, liefert die Annahme,
dass Zentralbanken antizyklische Geldpolitik betreiben. Laut der Erwartungshypothese bildet
die Zinsdifferenz die erwartete Zinsa¨nderung ab. Wenn ein konjunktureller Abschwung bevor-
steht, wird die antizyklisch agierende Zentralbank ihre Zinsen senken, so dass sich die Zinsdif-
ferenz schon im voraus verringern oder umkehren wird.18 Die Zinsdifferenz gilt hier folglich im
Zusammenhang mit der Geldpolitik als Fru¨hindikator.
Plosser und Rouwenhorst (1994) argumentieren, dass die Vorlaufeigenschaften der Zinsdif-
18Vgl. zum Beispiel Estrella und Hadrouvelis (1991).
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ferenz im Rahmen von Real-Business-Cycle-Modellen als Erwartungen u¨ber Produktivita¨ts-
schocks aufgefasst werden ko¨nnen, die entsprechenden Einfluss auf das zuku¨nftige Zinsniveau
haben. Schließlich lassen sich die Vorlaufeigenschaften der Zinsdifferenz auch im Rahmen des
Consumption-based-asset-pricing-Modells interpretieren, indem ein Zusammenhang zwischen
zuku¨nftigem Konsum und zuku¨nftigen Renditen besteht, vgl. Harvey (1988).
Estrella (2005) systematisiert den Zusammenhang zwischen Geldpolitik und Vorlaufeigen-
schaften der Zinsdifferenz. Im Folgenden werden Auszu¨ge aus dem Modell von Estrella (2005)
eingefu¨hrt, die die Vorlaufeigenschaften der Zinsdifferenz im Bezug auf real-o¨konomisches Ge-
schehen konstituieren:
• Die Inflationsdynamik wird durch die Phillips-Kurve abgebildet:
pit = pit−1 + axt−1 + ²pit ,
wobei pit die Inflationsrate und xt−1 den verzo¨gerten Output-Gap darstellen. Zusa¨tzlich
wird ein Fehlerterm ²pit beru¨cksichtigt.
• Die Geldpolitik wird durch die folgende Reaktionsfunktion abgebildet:
it = giit−1 + gpipit + gxxt + (1− gr − gpi)pi∗,
wobei it der (kurzfristige) Zinssatz u¨ber eine Periode ist und pi∗ die gewu¨nschte Inflati-
onsrate angibt. Es wird angenommen, dass die Zentralbank den kurzfristigen Zins setzen
kann und sie dabei auf den Output-Gap sowie die Inflation reagiert.
• Es wird die Erwartungshypothese in der folgenden Form angenommen:19
Rt =
1
2
(it + Et[it+1]).
Rt ist dabei der Zinssatz fu¨r die Maturita¨t von zwei Perioden und Et[·] steht fu¨r den
Erwartungswert gegeben alle Informationen im Zeitpunkt t.
Lo¨st man die Gleichungen nach dem erwarteten Output-Gap, erha¨lt man die folgende Glei-
chung:
Et[xt+1] =
2
gx
(Rt − it) + 1− gi
gx
(it − pi∗) + gpi
gx
(pi∗ − pit − axt), (5.4)
in der der erwartete Output-Gap eine lineare Funktion in der Zinsdifferenz (Rt − it) ist. Die
Zinsdifferenz ist somit in diesem Modell ein Fru¨hindikator.
Alle bisher dargestellten Erkla¨rungsansa¨tze gehen im wesentlichen auf die Gu¨ltigkeit der Er-
wartungshypothese zuru¨ck. Es besteht starke empirische Evidenz, dass dieser Zusammenhang
unmodifiziert nicht gilt. Vielmehr kann von einer zeitvariierenden Pra¨mie fu¨r langfristigere Titel
19In dieser vereinfachten Form bleiben Zinses-Zins-Effekte unberu¨cksichtigt.
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ausgegangen werden. Bereits Hicks (1939) weist darauf hin, dass die Identita¨t zwischen langfristi-
gen Zinsen und zuku¨nftigen kurzfristigen Zinsen wegen der Liquidita¨tspra¨ferenzen der Agenten
nicht gelten muss. Die Liquidita¨tspra¨ferenz steht im Zusammenhang der Risikoaversion und der
Risikostruktur. Es erscheint plausibel, dass diese Gro¨ßen in der Zeit variieren. Der Kern des
Modells von Estrella (2005) ist jedoch, dass eine lineare Beziehung zwischen realem Output
und der Zinsdifferenz besteht und dass dieser Zusammenhang von den Reaktionsparametern der
Geldpolitik abha¨ngt. Entsprechend fu¨hren A¨nderungen in den Reaktionsparametern der Geld-
politik auch zu A¨nderungen im Vorlaufverhalten der Zinsdifferenz. Ausgehend von dem Modell
von Estrella (2005) la¨sst sich die Hypothese formulieren, dass die Vera¨nderungen des Vorlauf-
verhaltens der Zinsdifferenz durch A¨nderungen in der Geldpolitik hervorgerufen werden. Um
diese Hypothese der direkten Abha¨ngigkeit der Zeitvariation der Vorlaufeigenschaften der Zins-
differenz von der Zeitvariation in der Geldpolitik zu u¨berpru¨fen wird daher in Abschnitt 5.3
ein Modell mit gemeinsamer Zeitvariation der Parameter eingefu¨hrt. Im folgenden Abschnitt
wird in Hinleitung auf dieses gemeinsame Modell die Zeitvariation der Vorlaufeigenschaften der
Zinsdifferenz anhand eines Markov-Switching-Modells diskutiert.
5.2.4 Empirische Ergebnisse zeitvariierender Vorlaufeigenschaften
In der vorliegenden Arbeit wird die Zeitvariation des Vorlaufverhaltens der Zinsdifferenz mit
Hilfe eines Markov-Switching-Prozesses modelliert. Das Vorhersagemodell nimmt die folgende
Form an:
ykt = α+ βvtSt + εt, εt
i.i.d.∼ N(0, σ2), (5.5)
wobei die Zustandsvariable vt einem bereits in Abschnitt 2.1.2 besprochenen Markov-Prozess
folgt. Dieses Modell wird mit dem linearen Modell in Gleichung 5.3 verglichen. Sowohl fu¨r
Deutschland wie fu¨r die USA werden im Markov-Switching-Modell zwei Zusta¨nde unterstellt.20
Das Modell hat entsprechend neben den Parametern in Gleichung 5.5 zwei U¨bergangs- bzw.
Bleibewahrscheinlichkeiten als zusa¨tzliche Parameter, P (vt = 0|vt−1 = 0) = pv00 und P (vt =
1|vt−1 = 1) = pv11. Das Markov-Switching-Modell wird außerdem in einer restringierten Fassung
verwendet, die nur einen einmaligen Regimewechsel bzw. Bruch zula¨sst. Die Restriktion liegt
auf den U¨bergangswahrscheinlichkeiten in Form von pv11 = 1.
21 Die Bruchspezifikation lehnt
sich an die Arbeit von Estrella et al. (2003) an und u¨berpru¨ft, ob ein einmaliges Ereignis die
20Ein Markov-Switching-Modell mit drei Zusta¨nden wird weder fu¨r Deutschland noch fu¨r die USA pra¨feriert.
Vorab Maximum-Likelihood-Scha¨tzungen ergeben einen Wert der Log-Likelihood von -211,425 im Fall von drei
Zusta¨nden. Das beschra¨nkte Markov-Switching-Modell mit zwei Zusta¨nden hat einen Log-Likelihood-Wert von
-214,311 im Fall der USA. Fu¨r Deutschland ist die Differenz noch geringer.
21In der Literatur werden Schwelleneffekte als mo¨gliche Form der Nicht-Linearita¨t diskutiert, siehe Galbraight
und Tkacz (2000), Venetis et al. (2003) oder Duarte et al. (2005). In Hogrefe (2007) werden diese zusa¨tzlich zum
Markov-Switching diskutiert. Schwelleneffekte substituieren nicht die hier besprochenen Formen der Zeitvariation
und werden daher an dieser Stelle vernachla¨ssigt.
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Vera¨nderungen der Vorlaufeigenschaften am besten modellieren kann.
Sowohl fu¨r die USA wie auch fu¨r Deutschland gibt es Evidenz, dass sich die Volatilita¨t des
Wachstums im Verlauf der Zeit verringert bzw. vera¨ndert hat.22 Um zu kontrollieren, dass die
Zeitvariation des Regressors im homoskedastischen Modell nicht diesem Umstand geschuldet
ist, wird zusa¨tzlich ein unabha¨ngiger Markov-Switching-Prozess fu¨r die Varianz unterstellt. Es
ergibt sich das folgende Modell:
ykt = α+ βSt + σwtet, et
i.i.d.∼ N(0, 1), (5.6)
wobei die Zustandsvariable wt zwei mo¨gliche Zusta¨nde annehmen kann und einer Markov-Kette
mit P (wt = 0|wt−1 = 0) = pw00 und P (wt = 1|wt−1 = 1) = p11w folgt. Analog wird auch in den
Modellen mit zeitvariierenden Vorlaufeigenschaften eine entsprechende Modellierung der Varianz
vorgenommen:
ykt = α+ βvtSt + σwtet, et
i.i.d.∼ N(0, 1), (5.7)
Ebenfalls wird fu¨r diese Modellvariante ein einzelner Bruch in der Mittelwertgleichung in Form
einer restringierten Markov-Kette beru¨cksichtigt (pv11 = 1). Insgesamt werden folglich drei Mo-
delle diskutiert: (1) das lineare Modell aus Gleichung 5.3, (2) das Markov-Switching-Modell
aus Gleichung 5.5 sowie (3) eine restringierte Variante dieses Modells in Form eines einzelnen
Bruchs. Schließlich werden fu¨r alle drei Modelle zwei Spezifikationen der Varianz unterstellt: (a)
homoskedatische Fehlervarianz und (b) Markov-Switching-Prozess in der Fehlervarianz. Fu¨r alle
Modellvarianten werden die a posteriori Verteilungen der Parameter mit Hilfe des Gibbs-Sampler
ermittelt und die Marginalen Likelihoods anhand der Methode von Chib (1995) berechnet, um
die Modelle zu vergleichen. Die in diesem Kapitel verwendeten Gibbs-Sampler sind in Anhang
A.6 angegeben. Dort finden sich auch die Hyperparameter der a priori Verteilungen aller in
diesem Kapitel verwendeten Modelle.
Ergebnisse fu¨r die USA
Die verwendeten Daten liegen quartalsweise vor und stammen fu¨r die USA wie auch fu¨r Deutsch-
land vom OECD Statistical Compendium Ausgabe 2003. Es wird jeweils der Zeitraum zwischen
1974 und 2002 betrachtet. Der Beginn der Untersuchung wurde auf 1974 gelegt um mo¨gliche
Einflu¨sse durch den U¨bergang zum flexiblen Wechselkurssystem nach dem Ende des Bretton-
Woods-Systems auszuschließen. Die Zinsdifferenz wird aus den Zinsen 10 ja¨hriger Staatspapiere
und einem dreimonatigen Zinssatz gebildet. Als Abha¨ngige dient die ja¨hrliche Wachstumsra-
te des realen BIP. In Tabelle 5.1 sind die Ergebnisse des linearen Modells aus Gleichung 5.3,
des Markov-Switching-Modells mit homoskedastischer Varianz aus Gleichung 5.5 und dessen
22Fu¨r die USA siehe unter anderem Kim und Nelson (1999b) oder McConnell und Perez-Quiros (2000); fu¨r
Deutschland siehe Kapitel 4.
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restringierte Version, die nur einen Wechsel zula¨sst, angegeben. In Abbildung 5.1 sind die Wahr-
scheinlichkeiten der Zusta¨nde abgetragen. Im unrestringierten Fall (linkes Bild) findet sich viel
Wahrscheinlichkeitsmasse im ersten Teil der Stichprobe fu¨r den Zustand 0, wobei β0 eindeutig
positiv und im Mittel gro¨ßer eins ist. Nach 1984 bis etwa 1995 ist die Wahrscheinlichkeit fu¨r den
Zustand 1 nahezu 1. β1 ist im Mittel 0,318 und das 2,5 % Perzentil der a posteriori Verteilung
ist negativ. Die Vorlaufeigenschaften der Zinsdifferenz haben sich abgeschwa¨cht. Ende der 90er
Jahre baut sich wiederum Wahrscheinlichkeitsmasse fu¨r den Zustand 0 auf, die sich allerdings
zum Ende der Stichprobe 2002 verringert. Das restringierte Modell zeigt einen Bruch um 1984
auf.23 Entsprechend der Marginalen Likelihood wird die Restriktion vorgezogen. Die Zeitvaria-
tion der Vorlaufeigenschaften der Zinsdifferenz in den USA lassen sich im homoskedastischen
Modell also am besten als Bruch darstellen, nach welchem die Verteilung von β1 um die Null
zentriert ist.
In Tabelle 5.2 sind die Ergebnisse unter Beru¨cksichtigung eines Markov-Switching-Prozesses
der Fehlervarianz angegeben. Abbildung 5.2 zeigt die Wahrscheinlichkeitsverteilung der Vari-
anzregime im linearen Modell. Die Marginale Likelihood zeigt an, dass die homoskedastische
Modellierung in keinem der drei Modellvarianten bevorzugt wird und starke Evidenz fu¨r einen
Markov-Switching-Prozess in den Fehlern besteht. Die Beru¨cksichtigung der Heteroskedastie
macht die Zeitvariation der Vorlaufeigenschaften jedoch nicht u¨berflu¨ssig. Die Evidenz steigt so-
gar an, was mit einer eindeutigeren Zuordnung der Regime im Fall des unrestringieren Markov-
Switching im Mittelwert einhergeht, siehe Abbildung 5.3 links. Die Standardabweichungen sowie
die Mittelwerte der Parameter β0 und β1 sinken, die Differenz zwischen beiden bleibt erhalten.
Die Verteilung von β1 hat mehr Masse im negativen Bereich. Im Fall des restringierten Modells
ergibt sich die gleiche Datierung des Bruchs wie im homoskedastischen Modell, siehe Abbildung
5.4 links. Hier ist der Mittelwert von β1 negativ. Der Vergleich der Marginalen Likelihoods des
restringierten Markov-Switching-Modells mit dem Unrestringierten zeigt in diesem Fall etwas
sta¨rkere Evidenz fu¨r die Hypothese eines einzelnen Bruchs an. Insgesamt ist die Evidenz fu¨r eine
Zeitvariation des Vorlaufverhaltens der Zinsdifferenz in den USA sehr stark. Abschließend sei
darauf verwiesen, dass um 1984 sowohl eine starke Vera¨nderung des Vorlaufverhaltens wie auch
der Fehlervarianz aufgetreten ist. In den Abbildungen 5.3 und 5.4 sind auf der rechten Seite
jeweils die Wahrscheinlichkeiten fu¨r den Zustand 0 der Varianzen dargestellt, die im Vergleich
untereinander nahezu identisch sind. Verglichen zu den Varianzen im linearen Modell gibt es
Unterschiede Anfang der 90er Jahre. Die Beru¨cksichtigung des Markov-Switching in der Mittel-
wertgleichung fu¨hrt zum fru¨heren Ende einer Phase hoher Varianz. Insgesamt la¨sst sich fu¨r die
Vorlaufeigenschaften der Zinsdifferenz in den USA festhalten, dass diese nach 1984 schwa¨cher
geworden sind. Nimmt man das restringierte Markov-Switching-Modell an, hat die Zinsdifferenz
nach 1984 keine Vorlaufeigenschaften zum BIP-Wachstum in einem Horizont von einem Jahr
23Estrella et al. (2003) finden fu¨r die USA im Rahmen eines Strukturbruchtests ebenfalls, dass sich die Vorlauf-
eigenschaften der Zinsdifferenz in 1984 verschlechtert haben.
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Tabelle 5.1: Ergebnisse fu¨r das Vorhersagemodell – USA – Teil (a)
Lineares Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 2,612 0,189 2,236 2,301 2,613 2,926 2,981
β 0,630 0,092 0,448 0,477 0,631 0,779 0,808
σ2 3,409 0,464 2,615 2,719 3,369 4,229 4,403
Likelihood -224,851 Marginale Likelihood -234,379
Modell in Gleichung 5.3.
MS-Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 2,724 0,295 2,136 2,236 2,727 3,210 3,306
β0 1,541 0,549 0,876 0,949 1,412 2,784 3,127
β1 0,318 0,178 -0,045 0,017 0,318 0,607 0,650
σ2 2,593 0,404 1,908 1,997 2,559 3,312 3,488
pv00 0,830 0,096 0,591 0,644 0,847 0,952 0,963
pv11 0,901 0,057 0,768 0,795 0,910 0,974 0,982
Likelihood -217,915 Marginale Likelihood -229,889
Modell in Gleichung 5.5.
Restringiertes MS-Modell (Bruch)
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 3,103 0,386 2,336 2,469 3,105 3,739 3,859
β0 1,037 0,234 0,578 0,648 1,034 1,424 1,499
β1 0,127 0,256 -0,359 -0,285 0,121 0,554 0,642
σ2 3,007 0,465 2,246 2,339 2,956 3,850 4,081
pv00 0,973 0,020 0,924 0,936 0,977 0,995 0,997
Likelihood -214,906 Marginale Likelihood -229,059
Modell in Gleichung 5.5, wobei pv11 = 1.
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
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Abbildung 5.1: Homoskedastische MS-Modelle – USA
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Abbildung 5.2: Lineares Modell mit MS-Varianz – USA
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mehr.
Ergebnisse fu¨r Deutschland
Wie fu¨r die USA wird als Untersuchungszeitraum 1974 bis 2002 angenommen. Mit dem U¨ber-
gang von der Deutschen Mark zum Euro in 1999 wird als kurzfristiger Zinssatz vom Zins des
Fibor zum Euribor gewechselt. Vor 1999 werden die Differenzen der Zinsen der 10 ja¨hrigen
Staatspapiere zu den Fibor-Zinsen und nach 1999 zu den Euribor-Zinsen gebildet. In Tabelle 5.3
sind die Ergebnisse der drei zu vergleichenden Modelle mit der homoskedastischen Fehlervarianz
dargestellt. Entsprechend der Marginalen Likelihood wird das Modell mit konstanten Vorlaufei-
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Tabelle 5.2: Ergebnisse fu¨r das Vorhersagemodell – USA – Teil (b)
Lineares Modell mit MS-Varianz
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 3,027 0,234 2,570 2,640 3,031 3,399 3,490
β 0,440 0,151 0,088 0,150 0,459 0,661 0,699
σ20 6,088 1,738 3,752 3,981 5,733 9,467 10,488
σ21 0,565 0,217 0,311 0,339 0,534 0,863 0,945
pw00 0,853 0,072 0,687 0,723 0,864 0,950 0,960
pw11 0,888 0,060 0,744 0,778 0,899 0,965 0,973
Likelihood -216,000 Marginale Likelihood -226,148
Modell in Gleichung 5.6.
MS-Modell mit MS-Varianz
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 3,197 0,242 2,713 2,802 3,196 3,581 3,675
β0 0,864 0,172 0,554 0,599 0,856 1,158 1,223
β1 0,025 0,097 -0,156 -0,126 0,022 0,191 0,228
σ20 5,786 1,497 3,598 3,828 5,541 8,528 9,339
σ21 0,482 0,107 0,312 0,333 0,469 0,672 0,726
pv00 0,901 0,045 0,794 0,818 0,908 0,962 0,970
pv11 0,870 0,062 0,725 0,754 0,880 0,954 0,963
pw00 0,910 0,046 0,796 0,822 0,918 0,969 0,975
pw11 0,894 0,058 0,754 0,785 0,904 0,970 0,978
Likelihood -201,205 Marginale Likelihood -216,616
Modell in Gleichung 5.7.
Restringiertes MS-Modell (Bruch) mit MS-Varianz
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 3,708 0,228 3,241 3,332 3,714 4,073 4,139
β0 0,992 0,204 0,633 0,680 0,981 1,333 1,398
β1 -0,085 0,104 -0,281 -0,251 -0,088 0,091 0,124
σ20 5,921 1,538 3,671 3,905 5,667 8,850 9,700
σ21 0,562 0,132 0,354 0,378 0,545 0,800 0,866
pv00 0,974 0,018 0,930 0,940 0,979 0,995 0,997
pw00 0,896 0,049 0,778 0,804 0,903 0,961 0,969
p11w 0,869 0,064 0,720 0,752 0,878 0,955 0,965
Likelihood -201,243 Marginale Likelihood -215,156
Modell in Gleichung 5.7, wobei pv11 = 1.
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
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Abbildung 5.3: MS-Modell mit MS-Varianz – USA
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Abbildung 5.4: Restringiertes MS-Modell mit MS-Varianz – USA
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Tabelle 5.3: Ergebnisse fu¨r das Vorhersagemodell – Deutschland – Teil (a)
Lineares Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,507 0,211 1,098 1,166 1,507 1,851 1,917
β 0,532 0,112 0,316 0,347 0,532 0,715 0,758
σ2 3,236 0,442 2,495 2,590 3,192 4,031 4,219
Likelihood -220,976 Marginale Likelihood -229,148
Modell in Gleichung 5.3.
MS-Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,616 0,224 1,184 1,250 1,614 1,984 2,053
β0 0,747 0,271 0,441 0,482 0,723 1,036 1,141
β1 0,067 0,284 -0,499 -0,395 0,064 0,526 0,592
σ2 2,919 0,443 2,156 2,258 2,886 3,702 3,873
pv00 0,866 0,109 0,564 0,637 0,897 0,976 0,983
pv11 0,812 0,114 0,525 0,588 0,834 0,954 0,968
Likelihood -218,946 Marginale Likelihood -230,436
Modell in Gleichung 5.5.
Restringiertes MS-Modell (Bruch)
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,590 0,375 0,851 0,971 1,588 2,209 2,320
β0 0,701 0,229 0,246 0,325 0,704 1,076 1,148
β1 0,118 0,357 -0,598 -0,492 0,130 0,682 0,792
σ2 3,159 0,486 2,346 2,455 3,104 4,014 4,230
pv00 0,959 0,032 0,874 0,894 0,968 0,994 0,996
Likelihood -218,126 Marginale Likelihood -230,589
Modell in Gleichung 5.5, wobei pv11 = 1.
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
genschaften pra¨feriert.24 Die Evidenz dafu¨r ist allerdings nicht sehr ausgepra¨gt. Eine Differenz
um die 1,3 der logarithmierten Marginalen Likelihoods entspricht nur schwacher Evidenz laut
der Skala von Jeffreys (1961), vgl. Anhang A.3. Die Marginalen Likelihoods des restringierten
und des unrestringierten Markov-Switching-Modells liegen gleich auf. In beiden Modellen nimmt
der Wert von β im zweiten Teil der Stichprobe ab. Der Mittelwert von β1 ist jeweils nahe Null.
Die Wahrscheinlichkeiten des Zustandes 0 (hohes β) sind in Abbildung 5.5 zu finden.
Die Evidenz fu¨r eine Zeitvariation des Vorlaufverhaltens a¨ndert sich, wenn die Annahme ei-
ner homoskedastischen Fehlervarianz fallengelassen wird. Fu¨r das lineare Modell sind die Wahr-
24Estrella et al. (2003) finden fu¨r ein Strukturbruchmodell allerdings mit der Industrieproduktion als Abha¨ngi-
gen ebenfalls keine Evidenz fu¨r eine Variation der Vorlaufeigenschaften in der Zeit fu¨r deutsche Daten.
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Tabelle 5.4: Ergebnisse fu¨r das Vorhersagemodell – Deutschland – Teil (b)
Lineares Modell mit MS-Varianz
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,144 0,184 0,777 0,844 1,144 1,450 1,504
β 0,652 0,093 0,470 0,499 0,652 0,803 0,832
σ20 14,805 5,449 7,557 8,325 13,723 24,734 28,288
σ21 1,722 0,284 1,237 1,305 1,697 2,226 2,353
pw00 0,952 0,030 0,877 0,896 0,958 0,988 0,991
pw11 0,755 0,104 0,521 0,564 0,767 0,907 0,926
Likelihood -209,968 Marginale Likelihood -220,479
Modell in Gleichung 5.6.
MS-Modell mit MS-Varianz
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,256 0,183 0,898 0,958 1,259 1,556 1,612
β0 0,900 0,122 0,691 0,722 0,887 1,119 1,167
β1 0,123 0,167 -0,193 -0,144 0,122 0,394 0,450
σ20 14,933 5,322 7,716 8,475 13,918 24,874 28,213
σ21 1,279 0,227 0,900 0,945 1,259 1,679 1,782
pv00 0,895 0,065 0,731 0,767 0,909 0,974 0,981
pv11 0,846 0,077 0,668 0,704 0,856 0,952 0,964
pw00 0,957 0,026 0,894 0,909 0,962 0,988 0,991
pw11 0,756 0,104 0,527 0,567 0,768 0,908 0,925
Likelihood -202,800 Marginale Likelihood -217,875
Modell in Gleichung 5.7.
Restringiertes MS-Modell (Bruch) mit MS-Varianz
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,264 0,184 0,902 0,959 1,266 1,566 1,626
β0 0,822 0,090 0,646 0,676 0,822 0,970 1,000
β1 0,120 0,146 -0,162 -0,116 0,119 0,361 0,413
σ20 14,487 5,313 7,549 8,249 13,399 24,178 27,754
σ21 1,345 0,235 0,937 0,995 1,329 1,755 1,857
pv00 0,954 0,032 0,875 0,892 0,961 0,992 0,994
pw11 0,749 0,102 0,522 0,565 0,759 0,898 0,917
pw00 0,951 0,030 0,876 0,894 0,956 0,987 0,990
Likelihood -201,775 Marginale Likelihood -217,644
Modell in Gleichung 5.7, wobei pv11 = 1.
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
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Abbildung 5.5: Homoskedastische MS-Modelle – Deutschland
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scheinlichkeiten der Varianzen in Abbildung 5.6 zu finden. Zum einen wird entsprechend der
Marginalen Likelihood die Modellierung mit einem Markov-Switching-Prozess der Varianz ein-
deutig favorisiert. Zum anderen hat sich das Verha¨ltnis zwischen zeitinvarianten und zeitvari-
ierenden Vorlaufeigenschaften umgekehrt. Anhand der Marginalen Likelihood la¨sst sich jedoch
nicht entscheiden, ob das restringierte oder das unrestringierte Markov-Switching-Modell vor-
zuziehen ist. Die Verteilungen der β-Parameter sind von der Lage a¨hnlich wie die im Falle der
homoskedastischen Modelle, wobei die Standardabweichung geringer ist, siehe Tabelle 5.4. Die
Wahrscheinlichkeiten des Zustandes 0 sind in Abbildung 5.7 und fu¨r das restringierte Modell in
Abbildung 5.8 jeweils links zu sehen. Es zeigt sich, dass in den 90er Jahren die Vorlaufeigen-
schaften der Zinsdifferenz schwa¨cher waren als in den Perioden zuvor. Die Zinsdifferenz hat an
Prognosegu¨te verloren.
Analog zu den USA erho¨ht sich die Evidenz fu¨r die Zeitvariation des Vorlaufverhaltens
der Zinsdifferenz, wenn A¨nderungen in der Varianz beru¨cksichtigt werden, wobei die Inferenz
u¨ber die Varianzregime nahezu unberu¨hrt durch die unterschiedlichen Mittelwertgleichungen ist,
vgl. Abbildung 5.6 sowie 5.7 und 5.8 jeweils rechts. Im Falle von Deutschland zeigt sich erst unter
Beru¨cksichtigung der Zeitvariation der Varianz Evidenz fu¨r eine Verschlechterung der Vorlaufei-
genschaften gegen Ende des Stichprobenzeitraums. Die Variation der Vorlaufeigenschaften la¨sst
sich also nicht als Pha¨nomen der Variation der Volatilita¨t des BIP-Wachstums deuten, sondern
hat einen eigensta¨ndigen Charakter.
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Abbildung 5.6: Lineares Modell mit MS-Varianz – Deutschland
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Abbildung 5.7: MS-Modell mit MS-Varianz – Deutschland
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Abbildung 5.8: Restringiertes MS-Modell mit MS-Varianz – Deutschland
1974 1979 1984 1989 1994 1999 2004
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1974 1979 1984 1989 1994 1999 2004
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
P (vt = 0) P (wt = 0)
5.3 Die Rolle der Geldpolitik
5.3.1 Empirische Reaktionsfunktionen der Geldpolitik
In den o¨konomischen Theorien zu den Vorlaufeigenschaften der Zinsdifferenz spielen die Erwar-
tungen u¨ber kurzfristige Zinsen eine zentrale Rolle. Allgemein unterliegen kurzfristige Zinsen
starken Einflu¨ssen der Geldpolitik, was, sofern angenommen werden kann, dass die Geldpolitik
auf die Konjunktur reagiert, einen mo¨glichen U¨bertragungskanal von Konjunkturerwartungen
auf die langfristigen Zinsen manifestiert. Vor diesem Hintergrund ist die Hypothese, dass die
Geldpolitik die Vorlaufeigenschaften der Zinsdifferenz bestimmt, zu verstehen. Das bereits an-
gesprochene Modell von Estrella (2005) formuliert die Geldpolitik einer Zentralbank in Form
einer Reaktionsfunktion, die die Inflation und den Output-Gap beru¨cksichtigt. Die urspru¨ngli-
che Formulierung basiert auf der Arbeit von Taylor (1993), die als eine Art positiver Theorie
des Zentralbankverhaltens zu sehen ist. Der (von der Zentralbank) gewu¨nschte kurzfristige Zins
ergibt sich in der folgenden Form:
i∗t = r + pit + η(pit − pi) + ξxt, (5.8)
wobei r der Realzins, pi die gewu¨nschte Inflation und pit − pi die entsprechende realisierte Ab-
weichung davon ist. Der Output-Gap wird durch xt dargestellt. Grundlegend fu¨r Reaktions-
funktionen dieser Art ist, dass kurzfristige Zinssa¨tze das wesentliche Instrument der Geldpolitik
sind und dass Zentralbanken ein Konjunktur- sowie ein Inflationsziel verfolgen. Der Gewichtung
der Ziele entspricht das Verha¨ltnis der Reaktionsparameter η und ξ zueinander. Taylor (1993)
nimmt fu¨r η und ξ jeweils den Wert 0,5 an, wobei zu beru¨cksichtigen ist, dass pit einmal bereits
in der Gleichung enthalten ist.
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Diese grundlegende Formulierung hat in verschiedenen Varianten Eingang in die empirische
Literatur gefunden. Eine wesentliche Erweiterung ist die Gla¨ttung der Zinsen. Es ist zu beob-
achten, dass Zinsen eine hohe Autokorrelation aufweisen und Zinsschritte nicht in der Sta¨rke
vorgenommen werden, wie die A¨nderungen der eventuell bestimmenden Faktoren dies vorgeben.
Goodfriend (1991) begru¨ndet diese Gla¨ttung mit dem Argument, dass zusa¨tzliche Turbulenzen
auf den Finanzma¨rkten vermieden werden sollen. Ein Modell, das die Gla¨ttung der Zinssa¨tze
beru¨cksichtigt, lautet wie folgt:25
it = (1− ρ)i∗t + ρit−1 (5.9)
wobei die Zentralbank nicht mehr den eigentlich gewu¨nschten Zins i∗t , sondern den gegla¨tteten
Zins it setzt.
Da in der Regel der Realzinssatz und eventuell das Inflationsziel der Zentralbank unbekannt
sind, ergibt sich im Zusammenspiel der Gleichungen 5.8 und 5.9 folgendes Scha¨tzmodell:
it = (1− ρ)[ζ + (1 + η)pit+j + ξxt+k] + ρit−1 + ²t. (5.10)
In der Formulierung von Taylor (1993) gilt j = k = 0. In der Regel werden, um Endogenita¨tspro-
bleme zu vermeiden, in empirischen Scha¨tzmodellen negative Werte fu¨r j und k angenommen,
siehe zum Beispiel Carstensen (2006). In der Arbeit von Clarida et al. (2000) wird explizit eine
vorausschauende Reaktionsfunktion unterstellt. In der Scha¨tzgleichung sind j und k positiv. Das
Endogenita¨tsproblem wird mit Hilfe einer Instrumentvariablenscha¨tzung angegangen. In der hier
vorliegenden Arbeit werden j und k jeweils auf -1 gesetzt, so dass die Regressoren exogen sind.26
5.3.2 Zeitvariation der Geldpolitik
Das Thema der Zeitvariation der Geldpolitik nimmt in der empirischen-makroo¨konomischen
Literatur einen großen Stellenwert ein. Modelle, die der Gleichung 5.10 a¨hneln, spielen dabei
ha¨ufig eine Rolle die Geldpolitik zu quantifizieren. Judd und Rudebusch (1998) sowie Clarida et
al. (2000) scha¨tzen das Modell aus Gleichung 5.10 fu¨r verschiedene Zeitperioden, die sich nach
den Amtszeiten der Vorsitzenden der Zentralbank der USA richten, um zu u¨berpru¨fen, ob der
Wechsel des Vorsitzes zu signifikanten Vera¨nderungen der Geldpolitik gefu¨hrt hat.
Da institutionelle Wechsel nicht gleichzeitig einen Wechsel der Geldpolitik bedeuten mu¨ssen
bzw. auch bei bestehenden institutionellen Rahmen A¨nderungen der Geldpolitik auftreten ko¨nnen,
haben Regime-Wechsel-Modelle Eingang in die empirische Forschung zur Geldpolitik bekom-
men. Basierend auf der Arbeit von Clarida et al. (2000) verwendet Kim (2004) ein restringiertes
Markov-Switching-Modell um den a priori festgelegten Bruchpunkt der US-Geldpolitik (Wechsel
25Im theoretischen Modell von Estrella (2005) hat die Gla¨ttung der Zinssa¨tze ebenfalls Eingang gefunden.
26In Hogrefe (2007) wird gezeigt, dass sich die Ergebnisse durch die Wahl einer vorausschauenden Reaktions-
funktion qualitativ im Hinblick auf die Verbindung zu den Vorlaufeigenschaften der Zinsdifferenz nicht a¨ndern.
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von Volcker zu Greenspan) mit einem frei gescha¨tzten zu vergleichen. Kim (2004) verwendet eine
vorausschauende Reaktionsfunktion der Geldpolitik und fu¨hrt die Instrumentvariablenscha¨tzung
fu¨r Markov-Switching-Modelle ein. Weitere Beispiele von Markov-Switching-Modellen, die an die
Taylor-Regel angelehnte Reaktionsfunktionen verwenden, sind fu¨r US-Daten in Bueno (2004)
und Assenmacher-Wesche (2006) zu finden. Letztere wendet den Modellrahmen auch auf deut-
sche Daten an. Ein Markov-Switching-Modell fu¨r das Verhalten der Bundesbank ist ferner in
Kuzin (2006) zu finden. Markov-Switching-VAR-Modell zur Analyse der Geldpolitik finden sich
in Valente (2003), der mit Daten der G 7 La¨nder arbeitet, in Owyang und Ramey (2004) und in
Sims und Zha (2006). Die letzt genannten analysieren US-Daten. Auffallend beim Vergleich der
verschiedenen Studien ist, dass die Inferenz u¨ber die Zusta¨nde der Geldpolitik zum Teil stark
zwischen den Studien variiert. Bereits Detailvera¨nderungen haben offensichtlich einen Einfluss
auf die Inferenz. Passend dazu ist das Ergebnis von Sims und Zha (2006), die mit Bayesiani-
schen Methoden ein Modell mit Regimewechseln ausschließlich in der Varianz und nicht in der
Mittelwertgleichung favorisieren.
Es ist nicht Gegenstand dieser Arbeit das “richtige” Regime-Wechsel-Modell fu¨r die Geld-
politik in den USA bzw. in Deutschland zu finden. Das folgende Markov-Switching-Modell ei-
ner Reaktionsfunktion der Geldpolitik dient vielmehr dem Vergleich mit einem gemeinsamen
Markov-Switching-Modell von Geldpolitik und Vorlaufeigenschaften der Zinsdifferenz:
it = (1− ρ)[ζut + ηutpit+j + ξutxt+k] + ρit−1 + σztet , et ∼ N(0, 1), (5.11)
wobei ut einem Markov-Prozess mit zwei Zusta¨nden folgt und zt einen (optionalen) Markov-
Prozess fu¨r die Fehlervarianz repra¨sentiert. Wie in Kuzin (2006) unterliegen die Reaktionspara-
meter η und ξ sowie das implizite Inflationsziel ζ den Regimewechseln. Die zusa¨tzliche Option
heteroskedastischer Fehler ist angelehnt an Assenmacher-Wesche (2006). Als Maß fu¨r die In-
flation werden in der empirischen Anwendung die Wachstumsraten des Konsumentenpreisindex
verwendet. Ein Maß fu¨r den Output-Gap wird mit Hilfe des Hodrick-Prescott-Filters ermittelt.27
Die Abbildung 5.9 zeigt in der linken Ha¨lfte die Wahrscheinlichkeiten der Zusta¨nde der Geld-
politik in der Zeit, die aus der Bayesianischen Scha¨tzung des Modells in Gleichung 5.11 fu¨r
die USA gewonnen werden. Es fa¨llt auf, dass sich ab 1979 Wahrscheinlichkeitsmasse fu¨r den
Zustand 0 aufbaut. Dies ist begleitet von einem Regimewechsel bzw. einer zeitweisen Zunah-
me in der Varianz der Geldpolitik.28 Um 1984/1985 nimmt die Varianz der Geldpolitik wieder
ab und es wird mehr Wahrscheinlichkeit fu¨r den Zustand 1 der Geldpolitik aufgebaut. In der
Mitte der 90er Jahre nimmt die Wahrscheinlichkeit fu¨r den Zustand 0 wieder zu. Wie bereits
27Die zugrunde liegenden Daten sind dem OECD Statistical Compendium 2003 entnommen.
28Die Zentralbank der USA ist in der Zeit nach 1979 vom Zinsziel abgeru¨ckt und erst nach Einda¨mmung der
Inflation dahin zuru¨ckgekehrt, vgl. Kim (2004). Abgesehen von dieser mo¨glichen Erkla¨rung fu¨r das Varianzver-
halten ko¨nnen die Zustandswahrscheinlichkeiten nur sehr schwer mit bedeutenden geldpolitischen Ereignisse, wie
zum Beispiel dem Wechsel der Vorsitzenden der US Zentralbank in 1987, u¨berein gebracht werden.
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Abbildung 5.9: Markov-Switching-Modell der Geldpolitik – USA
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erwa¨hnt gibt es verschiedene Charakterisierungen der Zustandsabha¨ngigkeit der Geldpolitik in
den USA. Diese ist mit keiner der vorher genannten deckungsgleich. Auch lassen sich die Ergeb-
nisse schwerlich mit institutionellen Vera¨nderungen der Zentralbank, wie dem Wechsel des Vor-
sitz von Volcker zu Greenspan, erkla¨ren. Es ist jedoch festzustellen, dass ein Ergebnis von Sims
und Zha (2006) hier reproduziert wird. Es gibt entsprechend der Marginalen Likelihood keine
Evidenz fu¨r Zustandswechsel in der Mittelwertgleichung, sondern nur fu¨r Zustandswechsel in der
Varianz. Die Marginale Likelihood fu¨r das Modell aus Gleichung 5.11 betra¨gt -74,184, wobei die
Marginale Likelihood fu¨r ein Modell, das linear in der Mittelwertgleichung ist und eine Markov-
Switching-Varianz hat, mit -68,365 evident besser abschneidet und dies trotz einer erheblichen
Log-Likelihood Differenz zu Gunsten des ho¨her parametrisierten Modells (-34,236 und -43,979).
Mit Hinblick auf die Hypothese der gemeinsamen Zustandsabha¨ngigkeit zwischen Vorlaufeigen-
schaften der Zinsdifferenz und Geldpolitik spricht die mangelnde Evidenz fu¨r die Zeitvarianz der
Geldpolitik im Vergleich zur eindeutigen Evidenz fu¨r die Zeitvarianz der Vorlaufeigenschaften
gegen die Hypothese. Jedoch ist dies nicht hinreichend. Auch wenn die Daten zur Geldpolitik
alleine keine Evidenz aufweisen, ist es mo¨glich, dass die gemeinsame Inferenz u¨ber die Daten
zur Geldpolitik und der Vorlaufeigenschaften die zugrunde liegende Zustandsabha¨ngigkeit be-
deutend besser aufdeckt. Sofern beide Prozesse die gleiche Zustandsabha¨ngigkeit haben, sollte
die Modellierung einer gemeinsamen Zustandsabha¨ngigkeit zu einer eindeutigen Verbesserung
fu¨hren und die gemeinsame Modellierung dann auch die Inferenz u¨ber die Zusta¨nde der Geld-
politik verbessern. Erst das Verwerfen der gemeinsamen Modellierung impliziert hinreichende
Evidenz gegen eine gemeinsame Zustandsabha¨ngigkeit. Hierbei ist auch zu beachten, dass es
augenscheinlich A¨hnlichkeiten im Verlauf der Zusta¨nde der Vorlaufeigenschaften der Zinsdiffe-
renz und der Geldpolitik gibt, vgl. Abbildung 5.3 und 5.9 jeweils links. Bildet man in beiden
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Abbildung 5.10: Markov-Switching-Modell der Geldpolitik – Deutschland
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Fa¨llen aus den dort dargestellten Wahrscheinlichkeiten die erwarteten Zusta¨nde und fu¨hrt einen
χ2-Unabha¨ngigkeitstest von Pearson fu¨r beide 0/1-Zeitreihen durch, wird die Hypothese der
Unabha¨ngigkeit zum 5% Niveau verworfen. Dies kann neben den auf dem Modell von Estrella
(2005) gestu¨tzten theoretischen U¨berlegungen als Indiz fu¨r eine gemeinsame Zustandsabha¨ngig-
keit gewertet werden, die schließlich im folgenden Teilabschnitt u¨berpru¨ft wird.
Abbildung 5.10 zeigt die Wahrscheinlichkeiten der Zusta¨nde der deutschen Geldpolitik. Im
Gegensatz zu den USA wird hier eine homoskedastischen Fehlervarianz unterstellt. Diese stim-
men im wesentlichen mit den Ergebnissen von Kuzin (2006) u¨berein, die ebenfalls in den Jah-
ren um die Wiedervereinigung eine von den sonstigen Jahren abweichende Geldpolitik kon-
statieren.29 Vergleicht man wesentliche Geldpolitische Ereignisse mit der Inferenz u¨ber die
Zusta¨nde fa¨llt der Anstieg der Wahrscheinlichkeit in 1979 auf, dem der Beginn des Europa¨ischen
Wa¨hrungsraums entspricht. Wa¨hrend in den starken Anstieg der Wahrscheinlichkeit des Zustan-
des 1 in den ersten Jahren der 90er Jahre der Vertrag von Maastricht fa¨llt. Diese Koinzidenzen
sollten allerdings nicht u¨berbewertet werden, da diese Europa¨isierungsschritte der Geldpolitik zu
jeweils entgegengesetzten Bewegungen eintreffen.30 Ferner ist auch hier einzuwenden, dass keine
Evidenz fu¨r die Zeitvarianz der Geldpolitik vorliegt. Die Marginale Likelihood des Markov-
Switching-Modells betra¨gt -78,192 und ist niedriger als die des linearen Modells der Geldpolitik
aus Gleichung 5.10 mit -76,045. Auch hier gilt, dass die fehlende Evidenz fu¨r die Zeitvarianz der
Geldpolitik noch kein hinreichendes Argument gegen die gemeinsame Zustandsabha¨ngigkeit von
29Der Stichprobenzeitraum beinhaltete den U¨bergang von der Deutschen Mark zum Euro in 1999. Entsprechend
wird als Abha¨ngige nach 1999 der Euro-Zinssatz verwendet. Es wird also ein geldpolitisches Modell u¨ber die
Einfu¨hrung des Euro hinaus behauptet. Wie auch der Vergleich mit den Ergebnissen in Kuzin (2006) zeigt, wo
der Stichprobenzeitraum 1999 abbricht, a¨ndert die Fortschreibung der Geldpolitik u¨ber 1999 hinaus die Ergebnisse
nicht substantiell.
30Siehe auch Hogrefe (2007).
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Geldpolitik und Vorlaufeigenschaften ist.
5.3.3 Gemeinsames Markov-Switching-Modell
Die Hypothese, dass die Vorlaufeigenschaften der Zinsdifferenz und die Geldpolitik die gleiche
Zustandsabha¨ngigkeit haben, wird mit Hilfe eines gemeinsamen Markov-Switching-Modells fu¨r
die Geldpolitik und das Vorhersagemodell u¨berpru¨ft, in welchem die Parameter beider Gleichun-
gen dem selben Markov-Prozess folgen. Die Marginale Likelihood fu¨r das gemeinsame Modell
wird dazu der Marginalen Likelihood der getrennten Modelle gegenu¨bergestellt.
Das gemeinsame Markov-Switching-Modell nimmt die folgende Form an:
it = (1− ρ)(ζut + ηutpit+j + ξutxt+k) + ρit−1 + σi,ztet
ykt = α+ βutSt + σ∆y,wtεt. (5.12)
Von der unbeobachtbaren Zustandsvariable ut ha¨ngen hier die Reaktionsparameter und das
implizite Inflationsziel der Geldpolitik sowie der Vorlaufparameter β ab.
Das gemeinsame Markov-Switching-Modell aus Gleichung 5.12 ist eine Restriktion eines Mo-
dells, das sich aus den zwei Gleichungen 5.7 und 5.11 zusammensetzt. Am besten verdeutlichen
kann man die Restriktion, wenn man die beiden Zustandsvariablen ut und vt der Mittelwertglei-
chungen der Gleichungen 5.7 und 5.11 in eine Zustandsvariable uvt u¨berfu¨hrt. ut und vt ko¨nnen
jeweils die Werte 0 oder 1 annehmen. uvt sei wie folgt definiert:
uvt =

1 wenn ut = 0 und vt = 0,
2 wenn ut = 0 und vt = 1,
3 wenn ut = 1 und vt = 0,
4 wenn ut = 1 und vt = 1.
Die U¨bergangsmatrix der Zustandsvariable uvt setzt sich nun aus den U¨bergangswahrscheinlich-
keiten der Modelle 5.7 und 5.11 wie folgt zusammmen:
P uv =

puv11 p
uv
21 p
uv
31 p
uv
41
puv12 p
uv
22 p
uv
32 p
uv
42
puv13 p
uv
23 p
uv
33 p
uv
43
puv14 p
uv
24 p
uv
34 p
uv
44
 =

pu00p
v
00 p
u
00p
v
10 p
u
10p
v
00 p
u
10p
v
10
pu00p
v
01 p
u
00p
v
11 p
u
10p
v
01 p
u
10p
v
11
pu01p
v
00 p
u
01p
v
10 p
u
11p
v
00 p
u
11p
v
10
pu01p
v
01 p
u
01p
v
11 p
u
11p
v
01 p
u
11p
v
11
 .
Das Modell mit zwei unabha¨ngigen Markov-Switching-Prozessen der Mittelwertgleichungen
entspricht folglich einem Markov-Switching-Prozess mit der U¨bergangsmatrix Puv, die vier frei
zu scha¨tzende Parameter entha¨lt. Das Modell der Gleichung 5.12 etspricht der Annahme, dass
der Zustand der Geldpolitik ut den der Vorlaufeigenschaften determiniert also ut = vt. Die
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Restriktion fu¨hrt zu folgender U¨bergangsmatrix:
P uv =

pu00 0 0 p
u
10
0 0 0 0
0 0 0 0
pu01 0 0 p
u
11
 ,
die nur noch zwei frei zu scha¨tzende Parameter entha¨lt. Die Restriktionen liegen jedoch nicht
auf den Parametern pv00 und p
v
11. Ein parametrischer Test zu der Hypothese der gemeinsamen
Zustandsabha¨ngigkeit ist daher nicht mo¨glich.31
Die Verwendung eines gemeinsamen Markov-Switching-Modells basiert auf der U¨berlegung,
dass die Marktteilnehmer, die mit zinstragenden Titeln handeln, entsprechend dem Verhalten
der Geldpolitik und ihren Konjunktur- und Inflationserwartungen agieren. Dabei wird durch die
Modellierung mit nur zwei Zusta¨nden unterstellt, dass die Geldpolitik ohne Zeitverzug wahrge-
nommen werden kann. Es bietet sich an diese strikte Annahme abzuschwa¨chen und eine even-
tuelle Reaktionszeit auf Vera¨nderungen der Geldpolitik zu bedenken. Unterstellt man, dass die
Marktteilnehmer entweder sofort oder erst nach einem Quartal die Geldpolitika¨nderungen nach-
vollziehen, ergibt sich folgende U¨bergangsmatrix:
P uv =

puv11 0 p
uv
31 p
uv
41
1 0 0 0
0 0 0 1
puv14 p
uv
24 0 p
uv
44
 .
Maximum-Likelihood-Scha¨tzungen fu¨r das Modell in Gleichung 5.12, das mit dieser U¨bergangs-
matrix und der Setzung ut = uvt modifiziert wird, ergeben nur geringfu¨gige Unterschiede zu
Maximum-Likelihood-Scha¨tzungen des Modells in Gleichung 5.12 ohne Modifizierung. Entspre-
chend wird dieser Fall nicht weiter verfolgt und ausschließlich die striktere Hypothese, dass sich
die Geldpolitika¨nderungen noch im gleichen Quartal auf die Vorlaufeigenschaften auswirken,
betrachtet.
Das hier diskutierte Modell mit gemeinsamer Zustandsabha¨ngigkeit ist alternativ zu anderen
Ansa¨tzen in der Literatur zu sehen, die darauf basieren das Vorhersagemodell fu¨r verschiedene
Zeitfenster zu scha¨tzen, deren Einteilung sich nach mo¨glichen institutionellen Wechselpunkten
der Geldpolitik richtet, siehe Estrella (2005). Wenn die Scha¨tzungen von β in den einzelnen
Zeitfenstern signifikante Unterschiede aufweisen, ist dies dann als Evidenz fu¨r die gemeinsame
Zustandsabha¨ngigkeit zu werten. Dieses Vorgehen weist einige Nachteile auf. Neben der bereits
erwa¨hnten Kritik, dass tatsa¨chliche Schwankungen der Geldpolitik zeitlich nicht mit institu-
tionellen Vera¨nderungen u¨bereinstimmen mu¨ssen und somit kein eigentlicher Beweis fu¨r den
Zusammenhang zwischen Vorlaufeigenschaften und Geldpolitik erbracht wird, werden Schwan-
kungen von β innerhalb der jeweiligen Zeitfenster unterschlagen, siehe dazu Hogrefe (2007).
31Analog zu Abschnitt 2.5 werden daher auch hier Bayesianische Methoden zum Modellvergleich angewendet.
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Abbildung 5.11: Gemeinsames Markov-Switching-Modell – USA – Teil (a)
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5.3.4 Ergebnisse
Ergebnisse fu¨r die USA
Im Folgenden werden die Ergebnisse der gemeinsamen Markov-Switching-Modelle dargestellt
und mit denen der getrennten Markov-Switching-Prozesse verglichen. Das gemeinsame Markov-
Switching-Modell entspricht der Hypothese, dass die Vorlaufeigenschaften der Zinsdifferenz und
die Geldpolitik die gleiche Zustandsabha¨ngigkeit haben, was von der Determination der Vor-
laufeigenschaften durch die Geldpolitik impliziert wu¨rde. Dem werden die getrennten Markov-
Switching-Modelle gegenu¨ber gestellt, wo die Zusta¨nde von Geldpolitik und Vorlaufeigenschaf-
ten unabha¨ngig voneinander modelliert werden. Tabelle 5.5 gibt die a posteriori Verteilungen
der Parameter des gemeinsamen Modells an, wobei hier eine homoskedastische Varianz in der
Gleichung fu¨r die Vorlaufeigenschaften unterstellt wird (σ2∆y,0 = σ
2
∆y,1). Vergleicht man die Ver-
teilungen der Parameter der Vorlaufeigenschaften zeigt sich im unrestringierten Fall eine gewisse
Abweichung des Mittelwertes von β1 (1,244) zum Fall des alleinigen Markov-Switching-Modells
(1,541). Die Verteilungen u¨berlappen sich jedoch weitestgehend, vgl. Tabelle 5.1 und 5.5. Der
leichten Abweichung entspricht, dass die Wahrscheinlichkeit der Zusta¨nde sich stark an die In-
ferenz im alleinigen Markov-Switching-Modell fu¨r die Geldpolitik anlehnen, vgl. Abbildung 5.9
links und Abbildung 5.11 links. Insbesondere am Anfang und Ende der Stichprobe kommt es zu
Abweichungen im Vergleich zum alleinigen Markov-Switching-Modell der Vorlaufeigenschaften.
Abbildung 5.11 rechts zeigt ferner die Wahrscheinlichkeit des Zustandes 0 der Varianz der Geld-
politik. Sie entspricht im Wesentlichen der Darstellung in Abbildung 5.9 rechts, wo ausschließlich
die Geldpolitik modelliert ist.
Ferner ist festzuhalten, dass beim Wechsel der Zusta¨nde die A¨nderungen der Parameterwerte
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Tabelle 5.5: Gemeinsames Markov-Switching-Modell – USA – Teil (a)
Unrestringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 2,668 0,362 1,967 2,072 2,668 3,274 3,384
β0 1,244 0,393 0,618 0,695 1,194 1,966 2,165
β1 0,405 0,211 -0,043 0,042 0,418 0,727 0,785
σ2∆y 3,164 0,520 2,294 2,411 3,119 4,070 4,322
ζ0 0,409 0,220 0,068 0,117 0,380 0,803 0,912
ξ0 0,035 0,027 -0,005 0,001 0,030 0,088 0,100
η0 0,101 0,052 -0,002 0,016 0,105 0,182 0,196
ζ1 0,196 0,141 -0,097 -0,041 0,196 0,421 0,463
ξ1 0,056 0,014 0,038 0,041 0,055 0,070 0,077
η1 0,065 0,018 0,038 0,043 0,065 0,086 0,091
ρ 0,901 0,021 0,860 0,867 0,901 0,936 0,943
σ2i,0 0,034 0,006 0,024 0,026 0,033 0,043 0,046
σ2i,1 0,529 0,162 0,296 0,321 0,502 0,836 0,927
pz00 0,797 0,101 0,553 0,606 0,813 0,931 0,944
pz11 0,901 0,050 0,781 0,806 0,909 0,966 0,973
pu00 0,815 0,088 0,612 0,651 0,828 0,935 0,950
pu11 0,904 0,055 0,771 0,804 0,914 0,970 0,977
Likelihood -255,017 Marginale Likelihood -304,465
Restringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 3,105 0,382 2,345 2,477 3,101 3,733 3,847
β0 1,043 0,227 0,601 0,666 1,045 1,412 1,484
β1 0,124 0,254 -0,374 -0,291 0,120 0,539 0,618
σ2∆y 2,998 0,453 2,262 2,346 2,948 3,815 3,995
ζ0 0,335 0,206 -0,056 0,005 0,333 0,680 0,757
ξ0 0,081 0,015 0,051 0,057 0,082 0,104 0,108
η0 0,043 0,019 0,006 0,012 0,043 0,074 0,079
ζ1 0,222 0,111 0,008 0,041 0,223 0,406 0,442
ξ1 0,035 0,009 0,018 0,021 0,035 0,049 0,052
η1 0,044 0,021 0,002 0,009 0,045 0,078 0,085
ρ 0,925 0,021 0,884 0,890 0,925 0,961 0,967
σ2i,0 0,032 0,006 0,023 0,024 0,031 0,042 0,044
σ2i,1 0,459 0,109 0,295 0,313 0,442 0,660 0,719
pz00 0,821 0,076 0,646 0,679 0,831 0,927 0,939
pz11 0,859 0,057 0,726 0,752 0,867 0,938 0,948
pu00 0,973 0,019 0,924 0,936 0,977 0,995 0,997
Likelihood -253,596 Marginale Likelihood -306,832
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
121
Tabelle 5.6: Gemeinsames Markov-Switching-Modell – USA – Teil (b)
Unrestringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 2,932 0,270 2,424 2,497 2,931 3,365 3,441
β0 0,937 0,199 0,566 0,616 0,932 1,267 1,341
β1 0,130 0,123 -0,106 -0,065 0,126 0,329 0,369
σ2∆y,0 5,621 1,403 3,532 3,765 5,406 8,204 8,966
σ2∆y,1 0,469 0,116 0,289 0,312 0,454 0,676 0,731
pw00 0,894 0,053 0,767 0,798 0,903 0,962 0,970
pw11 0,880 0,058 0,743 0,771 0,889 0,959 0,966
ζ0 0,315 0,142 0,062 0,099 0,307 0,552 0,609
ξ0 0,030 0,023 -0,004 0,001 0,026 0,078 0,087
η0 0,072 0,032 0,021 0,028 0,068 0,129 0,144
ζ1 0,107 0,124 -0,140 -0,103 0,107 0,312 0,356
ξ1 0,059 0,013 0,037 0,041 0,058 0,081 0,091
η1 0,062 0,017 0,024 0,034 0,063 0,088 0,093
ρ 0,913 0,020 0,875 0,881 0,913 0,946 0,952
σ2i,0 0,034 0,008 0,024 0,025 0,033 0,044 0,046
σ2i,1 0,514 0,146 0,303 0,327 0,488 0,788 0,871
pz00 0,800 0,092 0,588 0,626 0,813 0,925 0,940
pz11 0,888 0,052 0,765 0,792 0,895 0,957 0,965
pu00 0,864 0,065 0,709 0,739 0,875 0,950 0,960
pu11 0,882 0,056 0,751 0,779 0,890 0,958 0,966
Likelihood -241,123 Marginale Likelihood -293,033
Restringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 3,673 0,232 3,207 3,286 3,675 4,046 4,122
β0 0,959 0,201 0,615 0,660 0,944 1,309 1,374
β1 -0,073 0,107 -0,278 -0,245 -0,074 0,103 0,146
σ2∆y,0 5,973 1,632 3,665 3,904 5,677 9,069 9,958
σ2∆y,1 0,576 0,136 0,366 0,390 0,560 0,812 0,882
pw00 0,892 0,051 0,772 0,799 0,900 0,958 0,966
pw11 0,864 0,066 0,708 0,740 0,873 0,954 0,964
ζ0 0,349 0,205 -0,035 0,022 0,344 0,690 0,767
ξ0 0,083 0,015 0,052 0,057 0,083 0,105 0,110
η0 0,041 0,019 0,003 0,009 0,041 0,071 0,077
ζ1 0,208 0,113 -0,022 0,018 0,209 0,393 0,427
ξ1 0,034 0,009 0,017 0,020 0,034 0,049 0,052
η1 0,046 0,020 0,006 0,012 0,047 0,079 0,085
ρ 0,926 0,022 0,886 0,892 0,926 0,964 0,971
σ2i,0 0,032 0,006 0,023 0,024 0,031 0,042 0,044
σ2i,1 0,457 0,109 0,294 0,313 0,440 0,659 0,718
pz00 0,823 0,077 0,646 0,681 0,834 0,929 0,941
pz11 0,861 0,058 0,721 0,752 0,870 0,940 0,950
pu00 0,974 0,018 0,929 0,939 0,978 0,995 0,997
Likelihood -240,731 Marginale Likelihood -295,469
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
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Abbildung 5.12: Gemeinsames restringiertes Markov-Switching-Modell – USA – Teil (a)
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Abbildung 5.13: Gemeinsames Markov-Switching-Modell – USA – Teil (b)
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Abbildung 5.14: Gemeinsames restringiertes Markov-Switching-Modell – USA – Teil (b)
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die richtige Richtung im Sinne des Modells von Estrella (2005) haben. In Zustand 0 ist ξ kleiner
als im Zustand 1, wa¨hrend fu¨r β genau das Gegenteil gilt, vgl. Tabelle 5.5.
Im restringierten Modell wird fu¨r die gemeinsame Mittelwertgleichung ein Bruch unterstellt.
Fu¨r Angaben zu den a posteriori Verteilungen der Parameter dieses Modells siehe ebenfalls
Tabelle 5.5. Die a posteriori Verteilungen der Parameter µ, β0 und β1 fu¨r das gemeinsame Mo-
dell sind den a posteriori Verteilungen fu¨r das alleinige Modell der Vorlaufeigenschaften sehr
a¨hnlich. Der Bruch wird nahezu identisch ermittelt, vgl. Abbildung 5.12 links mit Abbildung
5.1 rechts. Im Fall des restringierten Modells richtet sich die Inferenz der Zusta¨nde nach den
Vorlaufeigenschaften und im unrestringierten Fall eher nach der Geldpolitik. Vergleicht man die
Abbildungen 5.1 links, 5.9 und 5.11 links zeigen sich um 1984 und 1994 a¨hnliche Bewegungen
in der Geldpolitik wie in den Vorlaufeigenschften der Zinsdifferenz. Die Dominanz der Vorlauf-
eigenschften in der Inferenz u¨ber die Zusta¨nde im restringierten Modell zeigt sich insbesondere
darin, dass sich die Richtung der A¨nderungen der von ξ und η umgekehrt haben. Wa¨hrend ξ
im unrestringierten Modell in Zustand 0 kleiner ist als in Zustand 1, ist dies im restringierten
Modell umgekehrt, so dass die Scha¨tzergebnisse des gemeinsamen Markov-Switching-Modells in
Widerspruch zum Modell von Estrella (2005) treten.32 Die Scha¨tzung des gemeinsamen Markov-
Switching-Modells in der restringierten Form alleine liefert bereits ein Argument gegen die mit
dem Modell von Estrella (2005) verbundene Hypothese, dass die Parameter der Geldpolitik und
die Vorlaufeigenschaften die gleiche Zustandsabha¨ngigkeit haben. Es wird jedoch mit Blick auf
die Marginale Likelihood dem unrestringierten Fall des gemeinsamen Markov-Switching-Modells
nicht vorgezogen.
32Diese Relation zwischen den Parameterscha¨tzungen der Markov-Switching-Spezifikationen bleibt auch im
heteroskedastischen Fall erhalten.
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Tabelle 5.7: Marginale Likelihood – Modellevidenz
USA Deutschland
homosked. heterosked. homosked. heterosked.
Gemeinsames MS -304,465 -293,033 -309,140 -301,354
Gemein. MS res. -306,832 -295,469 -317.122 -305,350
Zwei MS −304, 073
−74,184/−229,889
−290, 800
−74,184/−216,616
−308, 628
−78,192/−230,436
−296, 067
−78,192/−217,875
Zwei MS (res.) −303, 243
−74,184/−229,059
−289, 340
−74,184/−215,156
−308, 781
−78,192/−230,598
−295, 836
−78,192/−217,644
In Tabelle 5.6 werden Ergebnisse dargestellt, die sich auf die heteroskedastische Modellierung
der Vorlaufeigenschaften beziehen (σ2∆y,0 6= σ2∆y,1). Die Abbildungen 5.13 und 5.14 beziehen sich
auf diese Modelle. Auf der rechten Seite sind jeweils die entsprechenden Wahrscheinlichkeiten
der Zusta¨nde der Varianz σ2∆y,wt dargestellt. Die Inferenz zu den Varianzzusta¨nden in der Geld-
politikgleichung ist nahezu identisch, so dass diese hier nicht mehr gesondert dargestellt werden.
Qualitativ entsprechen die Aussagen im heteroskedastischen Modell denen des homoskedasti-
schen Modells. Die Inferenz u¨ber den Zustand der Mittelwertgleichung im unrestringierten Fall
hat sich augenscheinlich den Ergebnissen fu¨r die Vorlaufeigenschaften angena¨hert, vgl. Abbil-
dung 5.3 links und Abbildung 5.13 links.
Schließlich sind in Tabelle 5.7 die logarithmierten Werte der Marginalen Likelihoods auf ei-
nem Blick zusammengefasst. Es findet sich in keinem Fall Evidenz fu¨r das gemeinsame Markov-
Switching-Modell. Immerhin kann im homoskedastischen Fall nur schwache Evidenz fu¨r das
ho¨her parametrisierte Modell gefunden werden.33 Im heteroskedastischen Fall, der durchweg
ho¨here Werte der Marginalen Likelihood aufweist, ist starke Evidenz gegen die Hypothese der
gemeinsamen Zustandsabha¨ngigkeit zu finden. Fu¨r die USA ko¨nnen die Daten die Hypothese
einer gemeinsamen Zustandsabha¨ngigkeit von Vorlaufeigenschaften der Zinsdifferenz und Geld-
politik trotz der augenscheinlichen Korrelation der Zusta¨nde nicht besta¨tigen.
Ergebnisse fu¨r Deutschland
Die a posteriori Verteilungen der Parameter des gemeinsamen Markov-Switching Modells aus
Gleichung 5.12 fu¨r deutsche Daten sind im Fall der homoskedastischen Fehlervarianz in Tabelle
5.8 dargestellt. Die Verteilung von β1 weist erhebliche Abweichungen von der fu¨r das alleinige
Modell der Vorlaufeigenschaften ermittelten auf, sofern das unrestringierte Modell betrachtet
wird. So ist der Mittelwert der Verteilung des gemeinsamen Modells nicht im zentralen 90%
Intervall der a posteriori Verteilung von β1 aus dem Modell der Gleichung 5.5, vgl. Tabelle 5.3.
33Die Differenz betra¨gt 1,222 (-303,243+304,465). Nach Jeffreys (1961) entspricht dies schwacher Evidenz.
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Abbildung 5.15: Gemeinsames Markov-Switching-Modell – Deutschland – Teil (a)
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Dem entspricht das Bild der Inferenz der Zusta¨nde, Abbildung 5.15 links, das augenscheinlich
von der Inferenz des alleinigen MS-Modells der Vorlaufeigenschaften abweicht, vgl. Abbildung
5.5 links. Im Gegenzug zeigen sich A¨hnlichkeiten mit dem alleinigen MS-Modell der Geldpoli-
tik, vgl. Abbildung 5.10. Die Inferenz u¨ber die Zusta¨nde wird also im wesentlichen durch die
Geldpolitikgleichung bestimmt.
Fu¨r das gemeinsame restringierte MS-Modell ergeben sich a¨hnliche Werte fu¨r die Verteilun-
gen der Parameter α, β0 und β1 wie fu¨r das alleinige restringierte MS-Modell der Vorlaufei-
genschaften, vgl. Tabellen 5.3 und 5.8. Die Verteilung der Zusta¨nde zeigt große A¨hnlichkeiten
mit dem des restringierten MS-Modell der Vorlaufeigenschaften, vgl. Abbildung 5.5 rechts und
5.15. Die Konzentration des U¨bergangs um 1993 ist jedoch noch sta¨rker ausgepra¨gt, was da-
mit zu erkla¨ren ist, dass in dieser Zeit im unrestringierten Modell der Geldpolitik ebenfalls ein
Regimewechsel angezeigt wird. Auch in Deutschland findet sich also eine Koinzidenz zwischen
Vera¨nderungen der Geldpolitik und der Zeitvariation der Vorlaufeigenschaften der Zinsdifferenz.
Die Modellevidenz fu¨r das gemeinsame restringierte Markov-Switching-Modell im Vergleich zum
unrestringierten spricht klar gegen den einzelnen Bruch, sondern fu¨r wiederkehrende Regime,
was, wie noch gezeigt wird, fu¨r das Modell von Estrella (2005) spricht.
Das Verha¨ltnis zwischen den Parametern ξ und β insbesondere im Hinblick auf die Frage
unrestringiertes oder restringiertes Markov-Switching-Modell liefert eine Analogie zu den Er-
gebnissen der USA. Auch hier gilt im unrestringierten Fall, dass ξ im Zustand 0 kleiner ist als
im Zustand 1, wa¨hrend fu¨r β das Gegenteil zutrifft. Im Widerspruch zum Modell von Estrella
(2005) ist das restringierte Modell, in dem sich ξ und β beim Zustandswechsel in die gleiche
Richtung vera¨ndern, wobei jedoch die Vera¨nderung von ξ sehr gering ist.34
34Diese Ergebnisse besta¨tigen sich auch bei Beru¨cksichtigung von Heteroskedastie
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Tabelle 5.8: Gemeinsames Markov-Switching-Modell – Deutschland – Teil (a)
Unrestringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,871 0,301 1,287 1,378 1,872 2,369 2,465
β0 1,134 0,296 0,581 0,661 1,125 1,630 1,738
β1 0,306 0,159 -0,004 0,046 0,306 0,568 0,622
σ2∆y 3,061 0,433 2,341 2,431 3,015 3,840 4,002
ζ0 0,999 0,358 0,174 0,293 1,053 1,504 1,592
ξ0 0,015 0,037 -0,093 -0,056 0,021 0,055 0,061
η0 0,050 0,044 -0,023 -0,011 0,046 0,128 0,154
ζ1 0,409 0,140 0,114 0,160 0,418 0,621 0,664
ξ1 0,063 0,016 0,034 0,038 0,062 0,090 0,096
η1 0,034 0,018 -0,003 0,004 0,034 0,064 0,070
ρ 0,844 0,042 0,769 0,781 0,840 0,920 0,934
σ2i 0,103 0,015 0,076 0,080 0,102 0,129 0,137
pu00 0,882 0,061 0,731 0,765 0,892 0,959 0,967
pu11 0,946 0,029 0,880 0,895 0,951 0,982 0,986
Likelihood -260,512 Marginale Likelihood -309,140
Restringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,653 0,208 1,235 1,304 1,656 1,988 2,048
β0 0,693 0,119 0,467 0,501 0,692 0,888 0,929
β1 0,009 0,208 -0,343 -0,304 -0,009 0,387 0,453
σ2∆y 2,903 0,407 2,216 2,311 2,867 3,635 3,819
ζ0 0,436 0,161 0,072 0,141 0,449 0,679 0,716
ξ0 0,074 0,017 0,047 0,051 0,071 0,109 0,119
η0 0,039 0,021 -0,003 0,005 0,039 0,073 0,079
ζ1 0,248 0,119 0,017 0,055 0,247 0,445 0,481
ξ1 0,059 0,027 0,009 0,017 0,057 0,105 0,114
η1 0,025 0,040 -0,057 -0,042 0,027 0,089 0,101
ρ 0,884 0,030 0,827 0,836 0,883 0,935 0,944
σ2i 0,148 0,020 0,114 0,119 0,146 0,182 0,190
pu00 0,953 0,034 0,869 0,887 0,962 0,992 0,995
Likelihood -268.446 Marginale Likelihood -317.122
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
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Tabelle 5.9: Gemeinsames Markov-Switching-Modell – Deutschland – Teil (b)
Unrestringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,394 0,284 0,879 0,951 1,381 1,879 1,969
β0 1,096 0,252 0,661 0,716 1,077 1,528 1,641
β1 0,424 0,176 0,036 0,110 0,434 0,691 0,731
σ2∆y,0 1,546 0,282 1,055 1,124 1,528 2,043 2,154
σ2∆y,1 12,338 4,605 6,358 6,938 11,388 20,755 24,020
pw00 0,948 0,034 0,863 0,885 0,955 0,987 0,990
pw11 0,760 0,103 0,533 0,572 0,772 0,910 0,927
ζ0 0,704 0,426 0,011 0,089 0,669 1,400 1,503
ξ0 0,008 0,052 -0,134 -0,104 0,018 0,082 0,091
η0 0,064 0,046 -0,015 -0,002 0,059 0,149 0,170
ζ1 0,319 0,175 -0,008 0,046 0,317 0,596 0,650
ξ1 0,058 0,044 -0,094 -0,047 0,066 0,099 0,106
η1 0,036 0,031 -0,010 -0,002 0,032 0,081 0,122
ρ 0,872 0,047 0,775 0,791 0,876 0,942 0,952
σ2i 0,109 0,019 0,077 0,081 0,107 0,142 0,150
pu00 0,873 0,069 0,704 0,742 0,885 0,960 0,969
pu11 0,930 0,049 0,793 0,837 0,941 0,980 0,984
Likelihood -251,609 Marginale Likelihood -301,354
Restringiertes Modell
Mittelwert Std. 2,5 % 5 % 50 % 95 % 97,5 %
µ 1,303 0,175 0,961 1,018 1,302 1,590 1,644
β0 0,809 0,086 0,638 0,667 0,810 0,950 0,978
β1 0,095 0,138 -0,179 -0,130 0,095 0,321 0,363
σ2∆y,0 1,338 0,231 0,930 0,988 1,322 1,751 1,843
σ2∆y,1 12,728 4,582 6,668 7,271 11,783 21,344 24,349
p00w 0,949 0,032 0,871 0,888 0,955 0,987 0,990
p11w 0,749 0,102 0,524 0,566 0,758 0,898 0,917
ζ0 0,463 0,131 0,202 0,245 0,464 0,674 0,717
ξ0 0,069 0,012 0,046 0,050 0,069 0,088 0,092
η0 0,038 0,019 0,000 0,007 0,038 0,070 0,076
ζ1 0,245 0,119 0,011 0,046 0,245 0,438 0,478
ξ1 0,060 0,026 0,007 0,017 0,059 0,103 0,111
η1 0,023 0,039 -0,053 -0,041 0,023 0,087 0,100
ρ 0,881 0,027 0,828 0,838 0,881 0,925 0,932
σ2i 0,148 0,020 0,114 0,119 0,147 0,183 0,191
pu00 0,957 0,030 0,882 0,900 0,963 0,992 0,994
Likelihood -252,333 Marginale Likelihood -305,350
A posteriori Verteilungen ermittelt per Gibbs-Sampling.
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Abbildung 5.16: Gemeinsames Markov-Switching-Modell – Deutschland – Teil (b)
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Abbildung 5.17: Gemeinsames restringiertes Markov-Switching-Modell – Deutschland – Teil (b)
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Durch die zusa¨tzliche Beru¨cksichtigung der Heteroskedastie in der Gleichung der Vorlaufei-
genschaften werden die Ergebnisse qualitativ wenig vera¨ndert, vgl. die Tabellen 5.8 und 5.9. Die
Inferenz u¨ber die Zusta¨nde ist augenscheinlich wie im homoskedastischen Fall, vgl. Abbildung
5.15 links mit Abbildung 5.16 links sowie Abbildung 5.15 rechts mit Abbildung 5.17 links. In
Tabelle 5.4 sind die a posteriori Verteilungen der Parameter des Modells angegeben. Im unrestrin-
gierten Modell treten wiederum Abweichungen (allerdings schwa¨chere) zwischen den a posteriori
Verteilungen von β1 des gemeinsamen MS-Modells und des MS-Modells, das sich ausschließlich
auf die Vorlaufeigenschaften bezieht, auf. Fu¨r das restringierte MS-Modell entsprechen sich die
a posteriori Verteilungen des gemeinsamen und des getrennten Modells im Wesentlichen. Bei
Beru¨cksichtigung der Heteroskedastie, die entsprechend der Marginalen Likelihood dem homos-
kedastischen Modell vorgezogen wird, sinkt die Evidenz fu¨r das unrestringierte Modell in Form
der Differenz der logarithmierten Marginalen Likelihood. Das unrestringierte Modell wird aber
noch klar vorgezogen (-305,350 restringiert zu -301,354 unrestringiert).
Die Inferenz u¨ber die Zusta¨nde der Varianz sind in allen Modellen nahezu identisch, ob re-
stringiert, unrestringiert, gemeinsames oder getrenntes Modell, vgl. die Abbildungen 5.7 rechts,
5.8 rechts, 5.16 rechts und 5.17 rechts. A¨hnliche U¨bereinstimmungen gelten auch fu¨r die Vertei-
lungen der U¨bergangsparameter.
Zusammenfassend findet sich bei der Betrachtung der Modellevidenz gegeben die deutschen
Daten wiederum keine Evidenz fu¨r ein gemeinsames MS-Modell. Bei homoskedastischen Fehlern
findet sich zwar nur sehr schwache Evidenz fu¨r das ho¨her parametrisierte Modell mit getrennten
Markov-Switching-Prozessen, vgl. Tabelle 5.7. Es bleibt jedoch zu bedenken, dass in diesem Fall
Evidenz fu¨r die Zeitvariation weder der Vorlaufeigenschaften noch der Geldpolitik existiert. Also
fu¨r beide, Geldpolitik und Vorlaufeigenschaften, von Stabilita¨t auszugehen ist. Allerdings wer-
den die Modelle mit heteroskedastischen Fehlern und Zeitvariation in den Vorlaufeigenschaften
vorgezogen und hier findet sich starke Evidenz gegen das gemeinsame Markov-Switching-Modell,
so dass eine Determination der Vorlaufeigenschaften der Zinsdifferenz durch die Geldpolitik auch
in Deutschland nicht durch die Daten besta¨tigt werden kann.
5.3.5 Schluss
Die Diskussion u¨ber die Ursachen des Vorlaufverhaltens der Zinsdifferenz fu¨hrt zu der Hypothe-
se, dass die Geldpolitik die Vorlaufeigenschaften der Zinsdifferenz determiniert. Der Hypothese
entsprechend sollte die Zeitvariation des Vorlaufverhaltens ihre Entsprechung in A¨nderungen
der Geldpolitik finden.
In Abschnitt 5.2 wurde gezeigt, dass Evidenz fu¨r zeitvariierendes Vorlaufverhalten der Zins-
differenz existent ist, wobei in den USA wie auch in Deutschland nicht eindeutig ist, ob die
Zeitvariation als einzelner Bruch oder als wiederkehrende Regime zu charakterisieren ist. In Ab-
schnitt 5.3.3 wurde ein Markov-Switching-Modell fu¨r die Geldpolitik eingefu¨hrt, das dann um das
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die Zinsdifferenz verwendende Vorhersagemodell erweitert wurde. In keinem der besprochenen
Fa¨lle zeigte sich Evidenz fu¨r das gemeinsame Modell. Die Alternative, in der fu¨r die Geldpoli-
tik und das Vorlaufverhalten getrennte Zustandsvariablen unterstellt werden, also keine direkte
Abha¨ngigkeit zwischen Geldpolitik und Vorlaufeigenschaften der Zinsdifferenz modelliert wird,
wird favorisiert. Einzelne Episoden, in denen Vera¨nderungen der Geldpolitik mit Vera¨nderungen
des Vorlaufverhaltens parallel laufen, fu¨hren nicht zu einer hinreichenden Gemeinsamkeit, die
zu einer Evidenz im Sinne von Jeffreys’ Skala fu¨hrt. Die Hypothese, die im Modell von Estrella
(2005) Gestalt angenommen hat, wird also hier verworfen. Andere Ursachen der Zeitvariation
der Vorlaufeigenschaften der Zinsdifferenz wie zeitvariierende Risikopra¨mien sollten in Betracht
gezogen werden.35 Die bisherigen Modelle reichen nicht aus die Instabilita¨ten des Vorlaufver-
haltens der Zinsdifferenz zu erkla¨ren. Trotz einiger Erkla¨rungsansa¨tze durch die o¨konomische
Theorie ist die Zinsdifferenz im Hinblick auf ihre o¨konomische Signifikanz und Stabilita¨t als
Fru¨hindikator mit der no¨tigen Vorsicht zu betrachten.
35Siehe dazu Hamilton und Kim (2002) oder Ang et al. (2006).
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Kapitel 6
Echtzeitdaten und die Vorhersage
von Datenrevisionen
In der bisherigen Arbeit wurden die Eigenschaften der Daten des BIP nicht diskutiert und
die Daten als endgu¨ltig angenommen, das heißt, dass die Daten exakt das repra¨sentieren, was
sie messen sollen. In der Regel werden jedoch makroo¨konomische Variablen nicht direkt im
Moment der Entstehung beobachtet. Eine Ausnahme bilden Zinsen und Preise, die sofort bei der
Entstehung zumindest den Marktteilnehmern bekannt sind.1 Fu¨r viele andere Gro¨ßen gilt, dass es
sich um Aggregate handelt, deren Umfang von vielen Agenten beeinflusst wird. Eine vollsta¨ndige
und sofortige Erfassung erscheint selbst beim heutigen Stand der Informationstechnik nicht
verha¨ltnisma¨ßig.
Im Rahmen der Volkswirtschaftlichen Gesamtrechnung (VGR) in Deutschland werden Sta-
tistiken der Unternehmen in verschiedener Frequenz und von verschieden großen Stichproben
erhoben. Wegen des Aufwands der Datenerhebung gibt es ein Spannungsverha¨ltnis zwischen
Zeitna¨he der Vero¨ffentlichungen und der Qualita¨t.2 Aufwendigere und qualitativ hochwertigere
Erhebungen werden entsprechend in einer geringeren Frequenz durchgefu¨hrt. Die unterja¨hrig
(monatlich oder quartalsweise) erhobenen Daten stammen nur von einem Bruchteil der Unter-
nehmen. Ja¨hrliche Erhebungen, die alle Unternehmen mit mehr als 20 Bescha¨ftigten erfassen,
dienen dann dazu die zuvor ermittelten Daten zu revidieren. Außerdem fließen weitere Sta-
tistiken, wie die Umsatzsteuerstatistik, in den fortlaufenden Prozess der Erstellung der VGR
und somit der BIP-Zahlen ein.3 Vor diesem Hintergrund erscheint es plausibel, dass BIP-Zahlen
immer wieder Vera¨nderungen unterliegen und erste Vero¨ffentlichungen vorla¨ufigen Charakter ha-
ben. In diesem Zusammenhang wird der Terminus “Echtzeitdaten” verwendet. Die Bedeutung
1Was fu¨r Preise gilt, gilt nicht fu¨r Preisniveaus, die wiederum von Umsatzmengen und im Rahmen hedonisti-
scher Preisindizes auch von Qualita¨tsmerkmalen abha¨ngen.
2Vgl. Statistisches Bundesamt (2007).
3Vgl. Statistisches Bundesamt (2002).
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von Echtzeitdaten in der Politikberatung bzw. ihr Einfluss auf die Ergebnisse von Prognosen
und o¨konometrischen Modellen hat in den letzten Jahren eine große Aufmerksamkeit erhalten.4
Dabei geht es um die Frage, ob die geringe Qualita¨t der Daten am aktuellen Rand Einfluss auf
die Politik nimmt bzw. zu falschen Politikempfehlungen zum Beispiel fu¨r die Geldpolitik fu¨hrt.
In der Geldpolitik wird im besonderen Maße auf aktuelle Informationen u¨ber Inflation und BIP-
Wachstum geachtet, so dass hier die Datenqualita¨t am aktuellen Rand von besonderem Interesse
ist.5
Drei Aspekte, die BIP-Daten betreffen, werden im Folgenden eine Rolle spielen. Zum einen der
zeitliche Unterschied zwischen Entstehung und Bericht der BIP-Daten, der zu einer relativ brei-
ten Literatur zum Thema “Nowcasting” gefu¨hrt hat.6 Zweitens spielen verschiedene Frequenzen
in denen makroo¨konomische Daten verfu¨gbar sind eine Rolle. Zinssa¨tze zum Beispiel sind nahe-
zu in beliebig hoher Frequenz beobachtbar. Die Industrieproduktion wird fu¨r Deutschland oder
die USA monatlich ausgewiesen, das BIP nur quartalsweise. Wegen der niedrigen Erhebungsfre-
quenz und Problemen der zeitlichen Abgrenzung erscheint es allerdings sinnvoll, dass das BIP
in einer relativ niedrigen Frequenz berichtet wird. Drittens geht es um die Revisionen der BIP-
Daten. Das zuvor erwa¨hnte Spannungsverha¨ltnis zwischen dem Wunsch zeitnaher Informationen
und der durch die Kosten intensiverer Erhebungen bedingten anfangs geringeren Validita¨t wird
in der Regel so gehandhabt, dass erste Scha¨tzungen des BIP im Folgequartal bekannt gegeben
werden und diese in der spa¨teren Zeit entsprechend der sich mit der Zeit verbessernden Informa-
tionslage revidiert werden. Insbesondere die Frage, ob Revisionen eine Systematik inne wohnt,
die zur Verbesserung der fru¨hen Datenbekanntgaben genutzt werden ko¨nnen, ist Gegenstand
dieses Abschnitts. Die ersten beiden genannten Aspekte sind hierzu aus methodischer Sicht von
Interesse.
6.1 Echtzeitdaten und Datenrationalita¨t
Mankiw und Shapiro (1986) argumentieren mit zwei alternativen Erkla¨rungsansa¨tzen fu¨r Da-
tenrevisionen des BIP. Zum einen ko¨nnen Datenrevisionen als Berichtigung von Mess- oder
Berichtsfehlern (operationale Fehler, “noise”) angesehen werden und zum anderen auf das Ein-
treffen neuer Informationen (“news”) zuru¨ckgefu¨hrt werden, da zum Beispiel gro¨ßere Stichproben
von Unternehmensdaten oder andere Erhebungen zuga¨nglich geworden sind, wie am Beispiel der
4Bernanke und Boivin (2003) analysieren die Geldpolitk in den USA mit Echtzeitdaten und Gerberding et
al. (2005) die Geldpolitik der Bundesbank. Croushore und Stark (2003) u¨berpru¨fen den Einfluss von Echtzeitdaten
auf die Ergebnisse einer Vielzahl makroo¨konometrischer Modelle. Vorhersagemodelle mit Echtzeit-Daten werden
unter anderem in Breitung und Schumacher (2006) und Croushore (2006) diskutiert.
5Bereits Mankiw et al. (1984), die Revisionen von Geldmengendaten betrachten, fordern angesichts der Vor-
hersagbarkeit der Revisionen nicht die fru¨hen Vero¨ffentlichungen der Daten zur Politikberatung, sondern modell-
basierte Vorhersagen zu verwenden.
6Siehe z.B. Giannone et al. (2005), Mitchell et al. (2005), Nunes (2005) oder Evans (2005).
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deutschen VGR bereits erla¨utert. Operationale Fehler oder “noise” ko¨nnen einfache Tippfehler
sein aber auch eher systematische Fehler, wie die Anwendung falscher Hochrechnungsfaktoren
bei den weniger umfangreichen unterja¨hrigen Statistiken. Sofern Datenrevisionen auf operatio-
nale Fehler zuru¨ckzufu¨hren sind, sollten diese prognostizierbar sein, da die Informationen, die
den “wahren” Werten entsprechen, zum Zeitpunkt der Vero¨ffentlichung verfu¨gbar sind.
U¨ber zwei einfache Gleichungen la¨sst sich testen, ob die eine bzw. die andere Hypothese u¨ber
das Verhalten der datenberichtenden Agentur zutreffend ist:
t+1+kyt = α(1) + β(1) t+1yt + e
(1)
t (6.1)
und
t+1yt = α(2) + β(2) t+1+kyt + e
(2)
t , (6.2)
wobei yt die von der datenberichtenden Agentur bereitgestellte makroo¨konomische Variable zum
Zeitpunkt t bezeichnet und der vorgestellte Index den Zeitpunkt der Vero¨ffentlichung meint. So-
fern Datenrevisionen auf unerwartete neue Informationen zuru¨ckzufu¨hren sind, ist t+1yt ein un-
verzerrter Scha¨tzer von t+1+kyt, was der testbaren Parameterrestriktion α(1) = 0 und β(1) = 1
entspricht. In diesem Fall wird von der Rationalita¨t des datenberichtenden Prozesses gespro-
chen.7 Wu¨rden die Datenrevisionen ausschließlich unsystematischen operationalen Fehlern ge-
schuldet sein, dann entspra¨che die Gleichung 6.1 dem Fehler-in-Variablen Problem und die
Scha¨tzer wa¨ren verzerrt. Ferner wu¨rde in Gleichung 6.2 die Parameterrestriktion α(2) = 0 und
β(2) = 1 gelten. In diesem Fall wu¨rden die fru¨hen Vero¨ffentlichungen mit den Revisionen kor-
relieren. Carstensen und Liedo (2005) finden fu¨r deutsche BSP-Daten und US BIP-Daten, dass
die statistische Annahme der Hypothese α(1) = 0 und β(1) = 1 nur in wenigen Fa¨llen mit dem
Verwerfen der Hypothese α(2) = 0 und β(2) = 1 einhergeht. Die “news” und “noise” Hypothese
scheinen sich nicht perfekt auszuschließen. Im Folgenden wird daher die Analyse auf die Frage
begrenzt, ob bzw. wie Datenrevisionen bestmo¨glich vorhersagbar sind. Die Vorhersagemodelle
dienen also dem Ziel eventuell verbesserte Daten am aktuellen Rand zu gewa¨hrleisten.
Mankiw und Shapiro (1986) ko¨nnen fu¨r BSP-Wachstumsraten der USA die Hypothese der Da-
tenrationalita¨t nicht verwerfen. Auch Faust et al. (2005) finden fu¨r die USA wenig Evidenz, dass
Revisionen des BIP-Wachstums prognostizierbar sind.8 Im Gegensatz zu Mankiw und Shapiro
(1986) verwenden Faust et al. (2005) bei der U¨berpru¨fung der Datenrationalita¨t nicht nur das
Modell in Gleichung 6.1, sondern erlauben noch weitere Regressoren. Ferner wird als Abha¨ngi-
ge nicht das “wahre” BIP-Wachstum bzw. hinreichend revidierte BIP-Wachstum genommen,
sondern die Revision:
t+1+krevt =t+1+k yt − t+1yt = α+ β˜ t+1yt +Xt+1′γ + et, (6.3)
7Mankiw et al. (1984) haben bei der Analyse von Vero¨ffentlichungen und Revisionen der Geldmenge den Begriff
der Datenrationalita¨t in die Literatur eingefu¨hrt.
8Fu¨r andere G 7 La¨nder finden Faust et al. (2005) prognostizierbare Datenrevisionen, so auch fu¨r deutsche
BIP-Daten.
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wobei β˜ dem Ausdruck β(1) − 1 aus Gleichung 6.1 entspricht und Xt+1 weitere Regressoren
darstellt, die zum Zeitpunkt der Datenvero¨ffentlichung bekannt sind.
Fixler und Grimm (2006) finden mit einem a¨hnlichen Modell wie Faust et al. (2005) in
einem Datensatz etwas anderen Zuschnitts Evidenz gegen die Datenrationalita¨t des US BIP-
Wachstums. Insbesondere beru¨cksichtigen sie als Regressoren Vorhersagen des BIP-Wachstums
und die Zinsdifferenz, die jeweils mit positivem Vorzeichen in die Regression der Revisionen
eingehen, wa¨hrend fu¨r die zeitnahen Vero¨ffentlichungen des BIP-Wachstums t+1yt ein negatives
Vorzeichen gescha¨tzt wird. Golinelli und Parigi (2005) formulieren den Zusammenhang dahinge-
hend, dass sich das wahre BIP-Wachstum als lineare Funktion der ersten Datenvero¨ffentlichung
und der Vorhersage des BIP-Wachstums ergibt. Dieser Ansatz von Golinelli und Parigi (2005)
sowie Fixler und Grimm (2006) wird an dieser Stelle um den Aspekt erweitert, dass in den letzten
Jahren eine breite Literatur unter dem Stichwort “Nowcasting” entstanden ist. Bei Vorhersagen
finden Informationen Verwendung, die vor dem vorherzusagenden Zeitpunkt liegen, da es das
Ziel ist vor diesem Zeitpunkt eine Aussage zu ta¨tigen. Die Zeitspanne der Entstehung des BIP
und die Zeit danach bis zur Vero¨ffentlichung der ersten Scha¨tzung durch die datenberichtende
Agentur werden im Diskurs u¨ber die Ho¨he des BIP-Wachstums nicht beru¨cksichtigt. “Now-
casting” schließt diese Lu¨cke zwischen Vorhersage und ersten Datenvero¨ffentlichungen indem
andere Daten, die in dieser Zeit anfallen, die also in ho¨herer Frequenz auftreten oder zeitna¨her
berichtet werden, dazu verwendet werden Prognosen u¨ber das BIP-Wachstum zu machen, das
gerade stattfindet oder gerade stattgefunden hat.
Die Methoden, die beim “Nowcasting” zur Anwendung kommen und die darauf abzielen,
Daten verschiedener Frequenz und Zeitna¨he in ein Modell einzubinden, werden an dieser Stelle
nicht direkt zur Inferenz u¨ber das BIP-Wachstum herangezogen, sondern zur Inferenz u¨ber des-
sen Revisionen. Die bestehenden Ansa¨tze haben gezeigt, dass Variablen, die in Verbindung zur
Konjunktur stehen, z.B. als Fru¨hindikatoren, auch einen Beitrag zur Vorhersage und Erkla¨rung
von Revisionen bringen. Von diesen Variablen werden oft Beobachtungen gemacht, die bis di-
rekt zum Vero¨ffentlichungszeitpunkt des BIP reichen und bisher ungenutzt bleiben. Ausgehend
von “Nowcasting”-Modellen und den bisherigen Ansa¨tzen zur Vorhersage von Datenrevisionen
schla¨gt diese Arbeit die Verwendung von “Backcasting”-Modellen zur Bestimmung des BIP am
aktuellen Rand vor, die die ersten Vero¨ffentlichungen des BIP beru¨cksichtigen.9 Im Vergleich zu
den bisherigen Arbeiten zur Vorhersage von Datenrevisionen werden in dieser Arbeit durch den
gemischt frequenten Ansatz mehr Informationen zur Vorhersage genutzt, die auch tatsa¨chlich
im Augenblick der ersten Datenvero¨ffentlichung verfu¨gbar sind. Die bisherigen Ansa¨tze ver-
nachla¨ssigen die jeweils aktuellsten Informationen schlicht aus methodischen Gru¨nden. Im fol-
genden Abschnitt werden die Methoden erla¨utert, die es erlauben ho¨herfrequente Regressoren
zu beru¨cksichtigen.
9Vorhersagemodelle fu¨r Datenrevisionen ko¨nnen als Backcastingmodelle fu¨r das “wahre” BIP-Wachstum an-
gesehen werden.
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6.2 Modelle mit gemischtfrequenten Daten
6.2.1 Interpolation
Das BIP und somit auch die Endogene fu¨r Modelle zur Vorhersage von Datenrevisionen sind
Quartalsdaten, die einer Vielzahl ho¨her frequenter Kovariate gegenu¨bergestellt werden ko¨nnen.
Die Problematik gemischt frequenter Daten in der Modellierung wurde von Friedman (1962)
aufgegriffen. Grundlegend ist die Idee, dass ein Modellzusammenhang zwischen verschiedenen
Variablen in der ho¨chsten Frequenz hergestellt wird. Jedoch ist die endogene Variable nicht in
dieser Frequenz, sondern nur in einer aggregierten Form beobachtbar.
Im Folgenden wird angenommen, dass die Variable Y quartalsweise beobachtet werden kann
und T die Anzahl der Quartale der Stichprobe bezeichnet. Die erkla¨renden Variablen werden in
monatlicher Frequenz erhoben. Die Anzahl der Monate in der Stichprobe sei M (M = 3 · T ).
Y m
M×1
= X
M×k
β + u, (6.4)
wobei Y m die nicht beobachtbare monatliche Repra¨sentation der endogenen Variablen ist. Be-
obachtbar ist hingegen Y , das sich als Aggregation mit Hilfe der AggregationsmatrixW von Y m
darstellen la¨sst:
Y
T×1
= W
T×M
′Y m =W ′Xβ +W ′u. (6.5)
Die Form der Aggregationsmatrix ha¨ngt von der Sachlogik des Problems ab. Quartalswerte
ko¨nnen zum Beispiel Summen oder Mittelwerte der entsprechenden Monatswerte sein. Das BIP
selbst ist eine Flussvariable und das BIP eines Quartals ergibt sich als Summe der Monatswerte.
Repra¨sentiert Y das BIP, nimmt W die folgende Form an:
W =

. . .
0 1 1 1 0 0 0 0 0 0 0
0 0 0 0 1 1 1 0 0 0 0
0 0 0 0 0 0 0 1 1 1 0
. . .

. (6.6)
Betrachtet man an Stelle der Niveauvariablen deren erste Differenzen und unterstellt, dass sich
die Werte der Quartalsdaten als Mittelwerte der monatlichen Werte ergeben, ist die Matrix W
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entsprechend zu modifizieren:10
W =

. . .
1
3
2
3 1
2
3
1
3 0 0 0 0 0 0
0 0 0 13
2
3 1
2
3
1
3 0 0 0
0 0 0 0 0 0 13
2
3 1
2
3
1
3
. . .

. (6.7)
Chow and Lin (1971) schlagen einen Scha¨tzer fu¨r die Parameter des linearen Modells sowie eine
entsprechende Interpolation zur Repra¨sentation der Abha¨ngigen in der ho¨heren Frequenz vor.
Der Scha¨tzer
β̂ =
[
X ′W (W ′VW )−1W ′X
]−1
X ′W (W ′VW )−1Y (6.8)
ist der beste lineare unverzerrte Scha¨tzer, wobei V die Varianz-Kovarianz-Matrix der Fehler u
repra¨sentiert. Die Interpolation ergibt sich dann als
Ŷ m = Xβ̂ + VW (W ′VW )−1[Y −W ′Xβ̂], (6.9)
wobei durch VW (W ′VW )−1[Y −W ′Xβ̂] der Fehler auf die Monatswerte “verteilt” wird. Unter-
stellt man nicht autokorrelierte und homoskedastische Fehler, dann ist V eine Diagonalmatrix
der Form σ2I. Diese Form wird in der folgenden empirischen Anwendung unterstellt.
6.2.2 Zustandsraummodelle und der Kalman-Filter
Proietti (2006) weist daraufhin, dass Interpolationsmodelle als Zustandsraummodelle formuliert
werden ko¨nnen. Eine Maximum-Likelihood-Scha¨tzung des Zustandsraummodells ist mit Hilfe
des Kalman-Filters mo¨glich, sofern normalverteilte Fehler unterstellt werden. Die Darstellung als
Zustandsraummodell hat den Vorteil, dass weitere Unregelma¨ßigkeiten der Daten wie fehlende
Beobachtungen, ein “Ausfransen” am Rand oder verschiedene Frequenzen der Kovariate direkt
beru¨cksichtigt werden ko¨nnen. Zustandsraummodelle finden daher weite Anwendung im Bereich
des “Now- und Backcasting” des BIP.11
Das Modell, das im Rahmen der Interpolation diskutiert wurde, la¨sst sich wie folgt als Zu-
standsraummodell auffassen. In der Messgleichung werden die Gewichte der Aggregation, die
Elementen der Matrix W entsprechen, mit den unbeobachtbaren Monatswerten in Verbindung
10Siehe Stock und Watson (2002b). Diese Gewichtungsmatrix wird approximativ auch fu¨r Wachstumsraten ver-
wendet. Die exakte Gewichtung im Fall von Wachstumsraten impliziert nicht-lineare Formen, die die Anwendung
des Interpolationsverfahrens erheblich komplizieren, siehe Proietti und Moauro (2006).
11Beim “Backcasting” wird der Kalman-Gla¨tter verwendet, vgl. z.B. Angelini et al. (2003).
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gebracht.
yt =
(
w1 w2 w3 . . .
)

ym,t
ym,t−1/3
ym,t−2/3
...

Die unbeobachtbaren Monatswerte folgen der Bewegungsgleichung, in der das lineare Modell
in monatlicher Frequenz xtβ beru¨cksichtigt wird. An dieser Stelle wird der Quartalsindex t
verwendet, wobei auch monatliche Werte zwischen t und t + 1 auftreten, die mit t + 1/3 und
t+ 2/3 indiziert werden.
ym,t
ym,t−1/3
ym,t−2/3
...
 =

xtβ
0
0
...
+

0 0 . . . 0
1 0 . . . 0
0 1 . . . 0
...
...
. . . 0


ym,t−1/3
ym,t−2/3
ym,t−1
...
+

em,t
0
0
...
 , em,t ∼ N(0, σ2m).
6.2.3 MIDAS
Der Interpolationsansatz, auch in der Formulierung als Zustandsraummodell, nimmt einen li-
nearen Zusammenhang in der ho¨chsten Frequenz an, der u¨ber eine feste Gewichtung aggregiert
wird. Alternativ dazu wird im MIDAS-Ansatz (MIxed DAta frequency Sampling) die Gewich-
tung selber parametrisiert und mit gescha¨tzt, vgl. Ghysels et al. (2004). Der Ansatz hat seinen
Ursprung in der Finanzmarktliteratur, in der mit ultra hoch frequenten Daten gearbeitet wird
und die Aggregation nicht nur drei, wie zwischen Monats- und Quartalsdaten, sondern bedeutend
mehr Zeitperioden umfassen kann.
Die grundlegende Gleichung des MIDAS-Modells lautet wie folgt:
yt = β0 + β1G
(
L1/h; θ
)
X
(h)
t−1 + εt, (6.10)
wobei G
(
L1/h; θ
)
=
∑J
j=0 g(j, θ)L
j/h und Lj/hX(h)t−1 = xt−1−j/h. Der Index t repra¨sentiert den
Zeitindex der geringeren Frequenz. h gibt die Beziehung zwischen niedriger und hoher Frequenz
an. Wenn y quartalsweise erhoben wird und x monatlich, dann ist h = 3. J repra¨sentiert die
Zahl der (monatlichen) Verzo¨gerten von X die im Modell beru¨cksichtigt werden. Folglich stellt
X
(h)
t−1 einen Vektor von zeitlich benachbarten Beobachtungen von X mit der La¨nge J dar. In der
Regel ist J bedeutend gro¨ßer als h. g(j, θ) ist die Gewichtungsfunktion. Ghysels et al. (2004)
schlagen die folgende Form vor:
g(j, θ) =
exp(θ1j + θ2j2)∑J
j˜=1 exp(θ1j˜ + θ2j˜
2)
. (6.11)
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Die Gewichtungsfunktion wird von zwei Parametern θ1 und θ2 gesteuert. Um das MIDAS-Modell
fu¨r den hier relevanten Fall zu veranschaulichen, sei unterstellt, dass y quartalsweise erhoben
wird und x monatlich (h = 3). Ferner werden die Werte von x des vergangenen Jahres (J = 12)
als Regressoren beru¨cksichtigt:
yt = β0 + β1[g(0, θ)xt−1 + g(1, θ)xt−1−1/3 (6.12)
+ g(2, θ)xt−1−2/3 + . . .+ g(12, θ)xt−5] + εt.
Tatsa¨chlich stellt die Interpolation einen Spezialfall des Modells in Gleichung 6.10 dar, wobei
die Gewichtung nicht eine parametrisierte Form aus Gleichung 6.11 ist, sondern auf die feste
Gewichtungsmatrix W zuru¨ckgeht.
6.3 Vorhersage von Datenrevisionen
In dieser Arbeit werden Datenrevisionen der Wachstumsraten des BIP bzw. des Bruttosozial-
produkts (BSP) fu¨r die USA und Deutschland analysiert. Fu¨r die USA werden die Daten von
der Federal Reserve Bank of Philadelphia verwendet.12 Eine Vielzahl an Variablen ist u¨ber diese
Quelle verfu¨gbar. Der Datensatz wird am aktuellen Rand besta¨ndig fortgeschrieben. Fu¨r das
BIP/BSP wird eine Variable “Realer Output” berichtet, die sich vor 1991 auf das BSP und da-
nach auf das BIP bezieht. Da die wesentlichen Bestandteile identisch sind und durch die Betrach-
tung von Wachstumsraten Niveauunterschiede keine Rolle spielen, werden die Wachstumsraten
des “Realen Outputs” als abha¨ngige Variable verwendet. Pro Quartal wird die jeweils letzte
Datenvero¨ffentlichung berichtet. Vero¨ffentlichungen innerhalb des Quartals, wie Vorabscha¨tzun-
gen, sind u¨ber diesen Datensatz nicht zuga¨nglich.13 Ferner entha¨lt der Echtzeitdatensatz der
Federal Reserve Bank of Philadelphia einige monatliche und quartalsweise erhobene Variablen,
die in Vorhersagemodellen beru¨cksichtigt werden ko¨nnen.14 Von der OECD-Datenbank und der
Datenbank FRED der Federal Reserve Bank of St. Louis werden weitere Variablen entnommen,
die keinerlei Revisionen unterliegen, wie Zinsen oder das Verbrauchervertrauen. Die Analyse
fu¨r die USA bezieht sich auf das BIP bzw. BSP zwischen 1985 und 2003. Wegen des starken
Volatilita¨tsru¨ckgangs in 1984 in den USA und daraus resultierenden mo¨glichen Instabilita¨ten im
Datenberichtsprozess werden nur Daten nach diesem Zeitpunkt beru¨cksichtigt. Die Stichprobe
endet in 2003 um eine hinreichende Revisionsgeschichte der letzen Datenpunkte zu gewa¨hrlei-
sten.
12Download im Oktober 2006: http://www.phil.frb.org/econ/forecast/readow.html
13U¨ber das Datenportal ALFRED der Federal Reserve Bank of St. Louis sind auch Vorabscha¨tzungen inner-
halb der Quartale verfu¨gbar. Sie sind allerdings sehr volatil und teilweise unregelma¨ßig, was mit zusa¨tzlichen
methodischen Problemen bei der Formulierung von Vorhersagemodellen einherginge.
14Siehe Appendix A.8 fu¨r die Datenu¨bersicht.
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Fu¨r Deutschland stammen die Echtzeitdaten aus der Arbeit von Gerberding et al. (2005),
die u¨ber die Bundesbank verfu¨gbar sind. Im Gegensatz zu den Daten der USA werden diese al-
lerdings nicht fortlaufend aktualisiert, sondern beru¨cksichtigen als letzte bzw. ju¨ngste Daten fu¨r
das saisonbereinigte BSP die Vero¨ffentlichung im August 1995. Ferner sind nur BIP bzw. BSP
und der Konsumentenpreisindex beru¨cksichtigt. Daher fehlen viele gleichlaufende Indikatoren
der Konjunktur wie die Industrieproduktion oder die Kapazita¨tsauslastung als Regressoren in
der Analyse deutscher Datenrevisionen. Als Regressoren bieten sich ausschließlich Variablen an,
die keinen Revisionen unterliegen, sofern ein Vorhersagemodell (in Echtzeit) angestrebt wird.
Von der OECD-Datenbank werden die Zinsdifferenz, der Aktienindex C-DAX (der in Form von
Quartalsrenditen beru¨cksichtigt wird), das Ifo-Konsumklima sowie Arbeitslosenzahlen herange-
zogen. Da die Revisionen des BSP-Wachstums fu¨r die Spanne von 1973 bis 1993 als Abha¨ngige
verwendet wird, fallen das GfK-Konsumklima oder der ZEW-Index aus, da sie zwar revisionsfreie
Indikatoren sind, aber erst seit 1983 bzw. 1991 erhoben werden. Das westdeutsche BSP wird im
Gegensatz zum BIP verwendet, da fu¨r das BSP ein umfangreicherer Datenbestand verfu¨gbar ist.
6.3.1 Vorhersagemodelle
An dieser Stelle werden die Modelle vorgestellt, die zur Vorhersage der Datenrevisionen in der
empirischen Analyse zur Anwendung kommen. Das Modell in Gleichung 6.3 dient dabei als
Ausgangspunkt. Lineare Modelle dieser Art finden Anwendung in Faust et al. (2005) oder Fixler
und Grimm (2006). Da hier nur Quartalsdaten bzw. zuvor entsprechend aggregierte Regressoren
zur Anwendung kommen, ist es der Vergleichspunkt fu¨r die Hypothese, dass es sinnvoll ist mehr
Informationen am aktuellen Rand in Form von monatlichen Regressoren aufzunehmen.
Basierend auf Gleichung 6.3 werden zwei Modelle beru¨cksichtigt, die sich durch die Auswahl
der Regressoren unterscheiden. In Modell I werden nur Informationen aus dem Revisionsprozess
der Variablen selbst und saisonale Dummies als Regressoren beru¨cksichtigt. In Modell II wird
das vorhergehende Modell um Regressoren erweitert, die als Fru¨h- und gleichlaufenden Indika-
toren der Konjunktur gelten und die die Frequenz des BIP haben bzw. die in diese Frequenz
vorab u¨berfu¨hrt worden sind, so dass die Regressormatrix X im Modell II eine erweiterte Form
der Regressormatrix X des Modells I ist.
In Modell III werden die Regressoren, die zusa¨tzlich zu denen in Modell I beru¨cksichtigt
werden und mindestens in monatlicher Frequenz vorliegen, als monatliche Regressoren Z im
Rahmen eines Interpolationsmodells beru¨cksichtigt. Modell III hat die folgende Form:
t+1+krevt = α+ β˜ t+1yt +Xt+1′γ1 + W˜ ′Zt+1γ2 + et, (6.13)
wobei W˜ den korrespondierenden Vektor aus der Gewichtungsmatrix in Gleichung 6.7 darstellt.
Da das BIP eine Flussgro¨ße ist und yt die Wachstumsraten wiedergibt, wird an dieser Stelle die
Matrix W aus Gleichung 6.7 verwendet.
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Das Interpolationsverfahren unterstellt einen linearen Zusammenhang zwischen den Varia-
blen in der ho¨heren Frequenz, der u¨ber eine vorgegebene Aggregation bzw. Gewichtung mit
den beobachtbaren Quartalsdaten in Verbindung gebracht wird. Im MIDAS-Ansatz wird die
Gewichtung parametrisiert und das Modell in der niedrigeren Frequenz formuliert. Dieser wird
in Modell IV eingesetzt um die Variablen, die bereits in Modell III genutzt werden, alternativ
in die Revisionsvorhersagen einfließen zu lassen:
t+1+krevt = α+ β˜ t+1yt +Xt+1′γ1 + γ2G
(
L1/3; θ
)
Z
(3)
t+1 + et. (6.14)
Fu¨r die Modelle III und IV , wie auch fu¨r die Modelle I und II, werden die Regressoren u¨ber
das adjustierte R2 ausgewa¨hlt. Die bereits diskutierten Faktormodelle geben die Mo¨glichkeit alle
verfu¨gbaren Variablen als bedingende Information einzusetzen ohne ein zu hoch parametrisiertes
Modell zu erhalten. Aus den Variablen wird dabei eine Anzahl von Faktoren ermittelt, die
weitaus geringer ist als die Anzahl der Variablen. Die bzw. der Faktor wird als Regressor im
Modell verwendet. Im Modell V bilden die mit Faktormodellen gewonnenen Regressoren die
monatlichen Regressoren Z der Gleichung 6.13. Im Modell V I werden die monatlichen Faktoren
mit dem MIDAS-Ansatz eingebunden, vgl. Gleichung 6.14. Die folgende Darstellung fasst die
verschiedenen Modelle auf einen Blick zusammen:
I “Univariates” Modell (gleichfrequente Regressoren wie Zeitverzo¨gerte oder Saisondummies)
II Erweiterung von Modell I mit gleichfrequenten makroo¨konomischen Regressoren
III Erweiterung von Modell I mit ho¨her frequenten makroo¨konomischen Regressoren (Interpolation)
IV Erweiterung von Modell I mit ho¨her frequenten makroo¨konomischen Regressoren (MIDAS)
V Erweiterung von Modell I mit monatlichen Faktoren als Regressoren (Interpolation)
V I Erweiterung von Modell I mit monatlichen Faktoren als Regressoren (MIDAS)
Der hier eingefu¨hrte gemischt frequente Ansatz ist explizit fu¨r die Anwendung in Echtzeit
am aktuellen Rand auf die Fragestellung hin konzipiert, ob ho¨her frequente Informationen die
Vorhersage von Datenrevisionen bzw. die Datenqualita¨t der BIP-Vero¨ffentlichungen verbessern
ko¨nnen. Mit Fortschreiten der Zeit weitet sich der Informationsstand aus, so dass bereits einzel-
ne Monate wichtige neue Informationen mit sich bringen ko¨nnen. Um genau diesem Umstand
Rechnung zu tragen und die gemischt frequenten Vorhersagemodelle in dieser Hinsicht zu u¨ber-
pru¨fen werden sie in drei verschiedenen Informationssituationen angewendet. In der Situation
A werden die Informationen beru¨cksichtigt, die im Quartal der ersten Vero¨ffentlichung (t + 1)
des BIP-Wachstums des Quartals t bekannt sind. Sofern monatliche Daten angewendet werden,
werden Daten bis t + 1/3 aufgenommen und bezogen auf Quartalsdaten bis einschließlich t. In
der Situation B werden die folgenden zwei Monate zusa¨tzlich beru¨cksichtigt, um zu u¨berpru¨fen,
ob die Informationen, die zwischen den beiden ersten Datenvero¨ffentlichungen des BIP liegen,
noch Informationen fu¨r zuku¨nftige Revisionen enthalten. Ferner soll dadurch ermo¨glicht werden,
erste eventuelle Revisionen der monatlichen Regressoren, wie der Bescha¨ftigung oder der Ka-
pazita¨tsauslastung zu beru¨cksichtigen. Schließlich wird eine dritte Situation beru¨cksichtigt, die
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im wesentlichen der Situation B entspricht, aber die erste Revision der BIP-Daten mitberu¨ck-
sichtigt. Entsprechend wird in C nicht t+1+kyt −t+1 yt sondern t+1+kyt −t+2 yt regressiert. Die
Beru¨cksichtigung dieses Informationsstandes dient zur U¨berpru¨fung der Frage, ob der unter A
und B vorhersagbare Anteil der Revisionen bereits in der ersten Revision beru¨cksichtigt wird
und somit nach der ersten Revision, was der zweiten Vero¨ffentlichung der BIP-Daten entspricht,
das Vorhersagemodell obsolet wird. Die folgende Darstellung gibt alle drei Informationssta¨nde
wieder:
A Informationsstand zum Zeitpunkt der ersten Vero¨ffentlichung des BIP einen Monat nach Ende
des Quartals. Abha¨ngige: t+1+kyt −t+1 yt.
B Informationsstand am Ende des Folgequartals; es werden zwei weitere Monate monatliche In-
formationen hinzugenommen. Abha¨ngige: t+1+kyt −t+1 yt.
C Informationsstand bei der Vero¨ffentlichung der ersten Revision. Abha¨ngige: t+1+kyt −t+2 yt.
Die Modelle I bis V I werden also in drei Situationen A, B und C mit unterschiedlichen Infor-
mationssta¨nden angepasst, wobei in den Modellen I und II die Informationssituation B nicht
genutzt werden kann und somit fu¨r I und II kein Unterschied zwischen A und B besteht.
Die unterschiedlichen Informationssta¨nde korrespondieren mit unterschiedlichen Situationen am
aktuellen Rand bezogen auf die relative zeitliche Position zu den Datenvero¨ffentlichungen des
BIP. Ziel der Modelle ist es Datenrevisionen zeitnah zur ersten Vero¨ffentlichung vorherzusagen.
Die Datenrevisionen beziehen sich auf die letzte verfu¨gbare Datenvero¨ffentlichung, im Folgen-
den Langzeitrevisionen. Ein methodisches Problem der Langzeitrevisionen besteht darin, dass
die Revisionsdauer innerhalb der Stichprobe variiert bzw. abnimmt also in t+1+kyt − t+1yt der
Term k = Tp − t ist, wobei Tp das Datum der letzten verfu¨gbaren Datenvero¨ffentlichung meint.
Mit der Annahme, dass die meisten und bedeutendsten Revisionen des BIP-Wachstums in den
ersten Jahren stattfinden, ist dieses Vorgehen zu rechtfertigen. Um in dieser Hinsicht Konsi-
stenz der Stichprobe herzustellen, werden nur Daten zur U¨berpru¨fung der Langzeitrevisionen
verwendet, die mindestens drei Jahre vor der zuletzt beachteten Datenvero¨ffentlichung das erste
Mal vero¨ffentlicht worden sind, die also mindestens drei Jahren der Revision unterzogen waren.
Angelehnt an Faust et al. (2005) werden alternativ Kurzzeitrevisionen als abha¨ngige Variable
verwendet. Kurzzeitrevisionen bezeichnen an dieser Stelle Revisionen mit einem festen Revisi-
onshorizont von zwei Jahren bzw. mit k = 8. Die methodische Problematik der variierenden
Revisionshorizonte wird entsprechend umgangen.
6.3.2 Datenrevisionen des realen Outputs der USA
In Abbildung 6.1 sind die Zeitreihe der ersten Vero¨ffentlichungen des realen saisonbereinig-
ten Wachstums des BIP der USA (t+1yt), die dazugeho¨rigen Revisionen nach zwei Jahren
(t+1+8yt− t+1yt) und wiederum ausgehend von den ersten Vero¨ffentlichungen die gesamten Re-
visionen bis zur letzten Vero¨ffentlichung (Stand Oktober 2006) abgetragen. Die folgenden Ergeb-
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Abbildung 6.1: Datenrevisionen – USA
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nisse der Vorhersagemodelle beziehen sich auf die Zeitreihe der letzten Revisionen bzw. Langzeit-
revisionen und auf die Revisionen nach zwei Jahren bzw. Kurzzeitrevisionen. Das BIP-Wachstum
entsprechend seiner ersten Vero¨ffentlichungen hat eine Standardabweichung von 0,791. Werden
die Revisionen nach zwei Jahren dazu geza¨hlt, die im Mittel 0,033 betragen, erha¨lt man eine
Standardabweichung des BIP-Wachstums von 0,969, was fu¨r die Hypothese der Datenrationa-
lita¨t spricht, die entsprechend der ersten Vero¨ffentlichungen weniger volatil sein sollten als die
endgu¨ltigen. Durch die weiteren Revisionen sinkt die Volatilita¨t allerdings etwas, so dass fu¨r die
betrachteten Perioden die Standardabweichung des BIP-Wachstums mit Stand vom Oktober
2006 mit 0,908 angegeben werden kann.
Die Analyse der Revisionen bzw. ihrer Vorhersagbarkeit besteht aus zwei Teilen. Zum einen
werden die In-Sample-Ergebnisse der Vorhersagemodelle I bis V I in den drei Informationssitua-
tionen A bis C berichtet. Als zweiter Schritt wird u¨berpru¨ft, ob diese Modelle in der Lage sind
auch Out-of-Sample die Daten zu verbessern. Fu¨r die Out-of-Sample-Analyse wird ein Pseudo-
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Echtzeit-Experiment durchgefu¨hrt. Das heißt, dass zum Zeitpunkt der Prognose nur die dann
bereits vero¨ffentlichten Daten als Informationen fu¨r die Scha¨tzung der Modellparameter genutzt
werden. Dabei ist zu beru¨cksichtigen, dass zur Scha¨tzung der Modellparameter der Stu¨tzzeit-
raum einen erheblichen Abstand zum Prognosezeitpunkt haben muss. Bei den Kurzzeitrevisionen
betra¨gt dieser acht Quartale, da die Abha¨ngige eben nach zwei Jahren beobachtbar wird. Bei
den Langzeitrevisionen existiert die Vergangenheit der vorherzusagende Gro¨ße nicht. Wenn die
Revision t+1+kyt − t+1yt in t + 1 vorhergesagt werden soll, sind in t + 1 keinerlei Werte der
Zeitreihe {t+1+kyt − t+1yt}Tt=1 verfu¨gbar, da diese erst in T erstellt wird und k also in der Zeit
variiert. Im Pseudo-Echtzeit-Experiment wird dies dadurch angegangen, dass fu¨r den Stu¨tzzeit-
raum, die jeweils in t+1 letzten Datenvero¨ffentlichungen als Approximation der “echten” Daten
verwendet werden und ein Abstand zwischen Stu¨tzzeitraum und Prognosezeitpunkt (t+ 1) von
mindestens drei Jahren eingehalten wird. Die Abha¨ngige fu¨r die Regression u¨ber den Stu¨tz-
zeitraum ist folglich t+1rev1, ...,t+1 revt−12. Mit jedem zusa¨tzlichen Prognosezeitpunkt wird also
nicht ein bloß erweiterter, sondern ein erweiterter und revidierter Datensatz fu¨r die Regression
u¨ber den vergro¨ßerten Stu¨tzzeitraum verwendet.
In-Sample-Ergebnisse
Die Tabellen 6.1 bis 6.6 geben die Punktscha¨tzungen und deren t-Teststatistiken sowie die An-
passungsgu¨te der Modelle in Form des R2 sowie des adjustierten R2 an. Fu¨r die Selektion der
Regressoren wurde das adjustierte R2 als Kriterium verwendet. Bereits die Ergebnisse fu¨r das
Modell I gegeben das Informationsset A weisen Evidenz gegen die Hypothese der Datenratio-
nalita¨t auf. Die Konstante ist signifikant positiv, Quartals-Dummies sind signifikant negativ.
Der Einfluss einer Saison kann entweder mit Revisionen des Saisonmusters zu tun haben oder
mit dem Umstand, dass ja¨hrige oder u¨berja¨hrige Statistiken erstmalig in bestimmten Quartalen
vorliegen. Die Hinzunahme von quartalsweise erhobenen bzw. aggregierten Regressoren (bis ein-
schließlich t) im Modell II fu¨hrt zu keiner Verbesserung des adjustierten R2 im Informationsset
A. Erst die Beru¨cksichtigung des Folgemonats in den Modellen III (Interpolation) und IV (MI-
DAS) bringt einen erheblichen Anstieg der Anpassungsgu¨te. Anhand der Parameterscha¨tzungen
im Modell IV fu¨r die zusa¨tzlichen Regressoren, zeigt sich, dass diese Konjunkturindikatoren
einen positiven Einfluss auf die Revision haben, wa¨hrend der Wert der ersten Vero¨ffentlichung
negativ bleibt und signifikant wird. Es erscheint lohnenswert trotz der ersten Vero¨ffentlichungen
von BIP-Daten “Now-” bzw. “Backcasting”-Ansa¨tze basierend auf anderen Konjunkturindika-
toren zu verfolgen, da diese spa¨teren Datenrevisionen entsprechen ko¨nnen.
In den Modellen V und V I werden an der Stelle einzelner Regressoren Faktoren aus dem in
Appendix A.7 beschriebenem Ansatz eingesetzt. Sie ergeben keine Verbesserung im Vergleich
zu den einzelnen Indikatoren Verbrauchervertrauen, Zinsdifferenz und Bescha¨ftigung. Beim Ver-
gleich zwischen dem Interpolationsverfahren und dem MIDAS-Ansatz zeigen sich nur geringe
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Tabelle 6.1: Vorhersagemodelle fu¨r Langzeitrevisionen des BIP-Wachstums in der USA gegeben
A
I II III IV V VI
con 0, 574
4,353
0, 553
3,444
0, 614
4,140
0, 576
4,705
0, 780
4,619
0, 826
5,687
Q2 −0, 704
−4,090
−0, 710
−3,960
−0, 656
−3,494
−0, 674
−4,551
−0, 656
−3,816
−0, 616
−3,473
Q4 −0, 485
−2,823
−0, 439
−2,361
−0, 153
−0,809
−0, 246
−1,526
−0, 422
−2,448
−0, 428
−2,511
t+1revt−3 −0, 266
−1,004
−0, 228
−0,824
−0, 297
−1,055
−0, 244
−1,081
−0, 324
−1,229
−0, 344
−1,372
t+1yt −0, 116
−1,290
−0, 202
−1,922
−0, 405
−3,728
−0, 373
−4,077
−0, 281
−2,224
−0, 353
−3,181
cst−1 0, 004
0,204
0, 023
1,594
cst 0, 013
0,694
0, 013
0,978
cst+1/3 0, 351
1,959
0, 225
3,470
yspt−1 0, 003
0,015
−0, 125
−0,692
yspt 0, 198
0,990
1, 093
2,528
yspt+1/3 −0, 678
−1,730
0, 795
2,377
t+1empt−1 −0, 328
−0,951
0, 037
1,970
t+1empt 0, 622
1,879
0, 004
0,012
t+1empt+1/3 0, 377
0,672
1, 746
3,597
t+1F̂t 0, 095
1,254
t+1F̂t+1/3 0, 135
1,107
0, 524
3,256
σ2 0, 344 0, 352 0, 290 0, 219 0, 334 0, 289
R2 0, 271 0, 322 0, 477 0, 501 0, 313 0, 342
adR2 0, 227 0, 211 0, 349 0, 389 0, 250 0, 270
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation A.
t+kyt − t+1yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q4: Dummy fu¨r das vierte Quartal; cs:
Verbrauchervertrauen; ysp: Zinsdifferenz; emp: Bescha¨ftigung; F : gescha¨tzter Faktor.
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Tabelle 6.2: Vorhersagemodelle fu¨r Langzeitrevisionen des BIP-Wachstums in der USA gegeben
B
III IV V VI
con 0, 592
4,419
0, 557
5,283
0, 798
5,977
0, 729
5,401
Q2 −0, 617
−3,723
−0, 670
−5,011
−0, 644
−4,086
−0, 668
−4,261
Q4 −0, 072
−0,418
−0, 252
−1,767
−0, 416
−2,641
−0, 442
−2,811
t+1revt−1 −0, 270
−1,234
t+1revt−3 −0, 370
−1,525
−0, 300
−1,399
−0, 302
−1,250
−0, 256
−1,058
t+1yt −0, 432
−4,435
−0, 377
−4,726
−0, 290
−3,093
−0, 227
−2,453
cst−1 0, 042
3,432
cst 0, 021
1,620
cst+1 0, 020
1,605
0, 305
4,891
yspt−1 −0, 070
−0,414
yspt 0, 347
2,059
yspt+1 −0, 169
−1,005
0, 801
3,701
t+1+2/3empt−1 0, 219
0,649
t+1+2/3empt 1, 229
2,584
t+1+2/3empt+1 −0, 828
−2,241
2, 046
4,494
t+1+2/3F̂t+1 0, 202
3,842
0, 556
3,971
σ2 0, 242 0, 193 0, 286 0, 255
R2 0, 564 0, 560 0, 404 0, 420
adR2 0, 457 0, 462 0, 359 0, 357
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation B.
t+kyt − t+1yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q4: Dummy fu¨r das vierte Quartal; cs:
Verbrauchervertrauen; ysp: Zinsdifferenz; emp: Bescha¨ftigung; F : gescha¨tzter Faktor.
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Tabelle 6.3: Vorhersagemodelle fu¨r Langzeitrevisionen des BIP-Wachstums in der USA gegeben
C
I II III IV V VI
con 0, 545
4,261
0, 655
4,764
0, 575
4,703
0, 502
4,526
0, 741
5,537
0, 670
5,053
Q2 −0, 593
−3,570
−0, 604
−3,719
−0, 523
−3,391
−0, 565
−3,929
−0, 565
−3,634
−0, 598
−4,089
Q4 −0, 463
−2,809
−0, 410
−2,448
−0, 090
−0,564
−0, 231
−1,738
−0, 412
−2,661
−0, 433
−2,819
t+2revt −0, 169
−0,697
0, 177
0,707
0, 250
1,104
0, 027
0,134
−0, 176
−0,778
−0, 289
−1,398
t+2yt −0, 149
−1,685
−0, 406
−3,603
−0, 471
−5,070
−0, 413
−4,882
−0, 290
−3,109
−0, 222
−2,517
cst 0, 011
0,702
0, 026
2,271
cst+1 0, 000
−0,009
0, 020
1,734
cst+2 0, 012
0,764
0, 022
1,877
0, 253
4,282
yspt 0, 005
1,046
−0, 027
−0,177
yspt+1 −0, 004
−0,844
0, 416
2,650
yspt+2 0, 001
0,426
−0, 186
−1,167
0, 947
2,831
t+2empt −0, 753
−2,619
0, 018
0,059
t+2empt+1 0, 535
1,525
1, 544
3,493
t+2empt+2 0, 706
2,424
−0, 957
−2,807
2, 182
4,754
t+2F̂t
t+2F̂t+1 0, 170
3,254
0, 460
3,343
σ2 0, 308 0, 268 0, 203 0, 170 0, 269 0, 243
R2 0, 252 0, 438 0, 575 0, 556 0, 357 0, 366
adR2 0, 207 0, 310 0, 478 0, 454 0, 307 0, 295
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation C.
t+kyt − t+2yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q4: Dummy fu¨r das vierte Quartal; cs:
Verbrauchervertrauen; ysp: Zinsdifferenz; emp: Bescha¨ftigung; F : gescha¨tzter Faktor.
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Tabelle 6.4: Vorhersagemodelle fu¨r Kurzzeitrevisionen des BIP-Wachstums in der USA gegeben
A
I II III IV V VI
con 0, 237
2,567
0, 2709
2,959
0, 265
2,967
0, 251
3,257
0, 265
2,857
0, 243
2,301
Q2 −0, 407
−2,545
−0, 4262
−2,714
−0, 505
−3,047
−0, 454
−3,463
−0, 413
−2,606
−0, 377
−2,562
Q4 −0, 411
−2,568
−0, 4716
−2,888
−0, 287
−1,707
−0, 295
−2,221
−0, 383
−2,405
−0, 413
−2,398
t+1revt−1 −0, 309
−1,412
−0, 404
−2,052
−0, 175
−0,795
cst−1 0, 013
0,823
0, 037
2,645
cst 0, 027
1,728
0, 011
0,878
cst+1/3 0, 004
0,022
0, 223
4,073
yspt−1 0, 355
2,162
0, 303
1,849
yspt −0, 106
−0,654
−0, 134
−1,288
yspt+1/3 0, 159
1,726
1, 302
2,844
t+1cut−1 0, 042
2,373
t+1cut 0, 219
0,718
t+1cut+1/3 0, 245
1,855
0, 464
1,804
t+1F̂t −0, 014
−0,247
t+1F̂t+1/3 0, 193
1,702
0, 155
1,433
σ2 0, 307 0, 286 0, 258 0, 195 0, 308 0, 285
R2 0, 124 0, 232 0, 370 0, 420 0, 185 0, 151
adR2 0, 099 0, 161 0, 242 0, 302 0, 110 0, 072
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation A.
t+8yt − t+1yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q4: Dummy fu¨r das vierte Quartal; cs:
Verbrauchervertrauen; ysp: Zinsdifferenz; cu: Kapazita¨tsauslastung; F : gescha¨tzter Faktor.
Unterschiede, die zwischen den Informationssets variieren. Generell fu¨hrt die Beru¨cksichtigung
von mehr Informationen am aktuellen Rand zu eindeutigen Verbesserungen der Modellanpas-
sung. Dies zeigen der U¨bergang von Modell II zu den Modellen III und IV im Informationsset
A sowie der U¨bergang von A nach B. Die adjustierten R2 der Modelle III und IV steigen von
0,349 und 0,389 auf 0,457 und 0,462. Die wesentlichen Tendenzen der Parameterscha¨tzungen
werden durch das Informationsset B verglichen mit A nicht vera¨ndert.
Mit der Beru¨cksichtigung der ersten Revision auf der linken wie der rechten Seite der Vorher-
sagemodelle soll u¨berpru¨ft werden, ob die in den Vorhersagemodellen verarbeitete Information
bereits in der ersten Revision von der datenberichtenden Agentur aufgenommen wird und die
Vorhersagemodelle nach einem weiteren Quartal obsolet werden. Tabelle 6.3 gibt die entspre-
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Tabelle 6.5: Vorhersagemodelle fu¨r Kurzzeitrevisionen des BIP-Wachstums in der USA gegeben
B
III IV V VI
con 0, 286
3,514
0, 240
3,199
0, 277
3,370
0, 268
3,931
Q2 −0, 426
−2,805
−0, 368
−2,793
−0, 368
−2,560
−0, 353
−2,703
Q4 −0, 382
−2,521
−0, 384
−3,073
−0, 364
−2,559
−0, 357
−2,943
t+1revt−1 −0, 375
−1,837
−0, 383
−1,965
−0, 289
−1,421
−0, 406
−2,125
cst−1 0, 023
1,860
cst 0, 018
1,226
cst+1 0, 008
0,673
0, 017
0,955
yspt−1 0, 087
0,532
yspt −0, 151
−0,872
yspt+1 0, 311
2,134
−0, 198
−0,840
t+1+2/3cut−1 0, 252
2,935
t+1+2/3cut −0, 124
−1,299
t+1+2/3cut+1 0, 101
1,187
−0, 884
−5,775
t+1+2/3F̂t 0, 262
4,623
t+1+2/3F̂t+1 −0, 125
−2,189
0, 619
6,359
σ2 0, 211 0, 159 0, 239 0, 201
R2 0, 484 0, 493 0, 347 0, 401
adR2 0, 380 0, 390 0, 297 0, 346
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation B.
t+8yt − t+1yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q4: Dummy fu¨r das vierte Quartal; cs:
Verbrauchervertrauen; ysp: Zinsdifferenz; cu: Kapazita¨tsauslastung; F : gescha¨tzter Faktor.
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Tabelle 6.6: Vorhersagemodelle fu¨r Kurzzeitrevisionen des BIP-Wachstums in der USA gegeben
C
I II III IV V VI
con 0, 150
1,877
0, 185
2,324
0, 335
2,865
0, 285
8,317
0, 287
2,349
0, 292
2,871
Q2 −0, 264
−1,910
−0, 293
−2,145
−0, 225
−1,647
−0, 236
−2,288
−0, 247
−1,913
−0, 242
−1,976
Q4 −0, 373
−2,692
−0, 434
−3,062
−0, 430
−3,134
−0, 394
−9,426
−0, 309
−2,362
−0, 328
−2,665
t+1revt−1 0, 023
1,698
−0, 128
−1,572
−0, 107
−2,654
−0, 092
−1,106
−0, 108
−1,686
cst−1 0, 013
0,977
0, 006
0,502
cst 0, 281
1,971
0, 003
0,213
cst+1 −0, 019
−0,134
0, 013
1,173
0, 060
1,562
yspt−1 0, 071
0,485
yspt −0, 281
−1,813
yspt+1 0, 259
1,870
0, 608
2,448
t+1+2/3cut−1 0, 243
3,134
t+1+2/3cut −0, 007
−0,071
t+1+2/3cut+1 −0, 072
−0,936
0, 575
5,919
t+1+2/3F̂t−1 0, 181
3,525
t+1+2/3F̂t −0, 032
−0,531
t+1+2/3F̂t+1 −0, 046
−1,387
0, 442
4,080
σ2 0, 230 0, 216 0, 173 0, 139 0, 198 0, 176
R2 0, 109 0, 211 0, 428 0, 438 0, 279 0, 289
adR2 0, 083 0, 138 0, 312 0, 323 0, 212 0, 224
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation C.
t+8yt − t+2yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q4: Dummy fu¨r das vierte Quartal; cs:
Verbrauchervertrauen; ysp: Zinsdifferenz; cu: Kapazita¨tsauslastung; F : gescha¨tzter Faktor.
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chenden Ergebnisse wieder. Die Vorhersagemodelle behalten auch nach der ersten Revision ihren
Wert; die Richtungen der Parameterscha¨tzungen sind analog zu denen ohne Beru¨cksichtigung
der ersten Revisionen. Insbesondere fa¨llt auf, dass Modell II im Informationsset C bedeutend
besser abschneidet als im Informationsset A, wobei in C auch zusa¨tzliche Informationen in das
Modell II verglichen mit dem Informationsset A einfließen. Auch nach der ersten Revision sind
die Vorhersagemodelle von Relevanz. Die erste Revision entha¨lt nicht alle Informationen, die
von den Vorhersagemodellen beru¨cksichtigt werden.
Die Vorhersagemodelle werden nicht nur fu¨r Langzeitrevisionen, sondern auch fu¨r Kurzzeit-
revisionen mit einem festen Horizont von acht Quartalen eingesetzt. Die Tabellen 6.4 bis 6.6
geben die entsprechenden Ergebnisse wieder. Verglichen mit den Ergebnissen fu¨r die Langzeitre-
visionen weisen die Vorhersagemodelle deutlich schlechterer Anpassungsgu¨ten auf. Es fa¨llt auf,
dass der Wert der ersten Vero¨ffentlichung t+1yt keine Rolle mehr spielt. Dass die Kurzzeitrevi-
sionen schlechter zu erkla¨ren sind als die Langzeitrevisionen, besta¨tigt das Ergebnis von Faust
et al. (2005), die allerdings noch schlechtere Anpassungsgu¨ten finden. Es zeigt sich an dieser
Stelle insbesondere der Vorteil Informationen am aktuellen Rand zu beru¨cksichtigen. So steigen
die adjustierten R2-Werte der Modelle III bis V I erheblich zwischen Informationsset A und B
an. Ferner zeigt sich, dass bezogen auf die Kurzzeitrevisionen die Variable Bescha¨ftigung einen
geringeren Einfluss hat.15 Dafu¨r tritt die Kapazita¨tsauslastung zum Teil an ihre Stelle. Gegeben
die Informationssituation B ist sie in Modell IV der einzige signifikante Regressor unter den
Konjunkturvariablen. Bezogen auf die Kurzzeitrevisionen ist der Einfluss der ersten Revision
sta¨rker als auf die Langzeitrevisionen, so dass die Erkla¨rungsgu¨te der Vorhersagemodelle im
Informationsset C deutlich schlechter ist als gegeben B. Die erste Revision scheint einige der
Informationen, die gegeben B in den Vorhersagemodellen bezogen auf die Kurzzeitrevisionen
stecken, aufzunehmen.
Out-of-Sample-Ergebnisse
In der Out-of-Sample-Analyse der Prognosegu¨te soll u¨berpru¨ft werden, ob die bereits diskutier-
ten Vorhersagemodelle von tatsa¨chlicher Bedeutung am aktuellen Rand sind bzw. ob sie es in
einem bestimmten Zeitraum der Stichprobe gewesen wa¨ren. Die Out-of-Sample-Analyse besteht
aus schrittweisen Prognosen von Werten der Stichprobe, wobei die Prognosen mit den tatsa¨chli-
chen Realisationen verglichen werden. Die gesamte Stichprobe umfasst 72 Beobachtungen. Die
letzten 20 Beobachtungen werden als Prognosezeitraum gewa¨hlt und die Prognosen schrittweise
von der ersten zur zwanzigsten durchgefu¨hrt. Der korrespondierende Stu¨tzzeitraum, auf dem die
Parameter der Prognosemodelle gescha¨tzt werden, wird mit jedem Prognoseschritt wie erla¨utert
15Im Informationsset C ist der Unterschied zwischen Kapazita¨tsauslastung und Bescha¨ftigung gering. In der
Out-of-Sample-Analyse wird gegeben Set C Bescha¨ftigung als Regressor an Stelle der Kapazita¨tsauslastung
beru¨cksichtigt, da dies zu besseren Ergebnissen fu¨hrt. Gemeinsam verbessern beide Variablen die Ergebnisse
nicht.
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Tabelle 6.7: MSFE – Langzeitrevisionen – USA
rel. zu kein Modell rel. zu Modell I
kein Modell 1,000 1,113
IA 0,899 1,000
IIA 1,051 1,169
IIIA 0,780 0,868
IVA 0,722 0,803
VA 0,884 0,984
V IA 2,881 3,206
IIIB 0,633 0,705
IVB 0,691 0,769
VB 0,798 0,888
V IB 0,971 1,080
Hinweis: Basierend auf 20 Vorhersagen (t+kyt −t+1 yt). Kein Modell bedeutet, dass Datenrationalita¨t
angenommen wird.
erweitert. Es soll jeweils die Information zur Prognose verwendet werden, die auch in Echt-
zeit zur Verfu¨gung stand. Um Vorhersagemodelle fu¨r Langzeitrevisionen zu scha¨tzen, mu¨ssen
hinreichend lange Revisionszeiten gewahrt bleiben (drei Jahre werden angenommen). Der Stu¨tz-
zeitraum wird dadurch zusa¨tzlich verringert, so dass die erste Prognose (53. Beobachtung) nicht
auf einem Stu¨tzzeitraum mit 52 Beobachtungen fußt, sondern nur mit 40.
Tabelle 6.7 zeigt die mittleren quadratischen Vorhersagefehler der Vorhersagemodelle im
Verha¨ltnis zu den mittleren quadratischen Revisionen selbst (kein Modell) und zu den mitt-
leren quadratischen Vorhersagefehlern des Modells I, das im Hinblick auf die Hinzunahme
zusa¨tzlicher Konjunkturindikatoren als Regressoren als Benchmark dient. Analog zu den In-
Sample-Ergebnissen schneiden die Modelle III und IV am besten ab, insbesondere wenn das
Informationsset B beru¨cksichtigt wird. Ebenfalls analog zu den In-Sample-Ergebnissen schnei-
det Modell II sehr schlecht ab und weist hier sogar gro¨ßere Prognosefehler auf als die Annahme
der Datenrationalita¨t (kein Modell). Im Hinblick auf das Modell V I ist zu erwa¨hnen, dass die
Gewichtungsparameter des MIDAS-Modells im Zusammenspiel mit dem einzelnen Faktor sehr
instabil im Zeitverlauf sind und daher Modell V I sehr schlechte Prognosen liefert.
Wegen der geringen Anzahl von Prognosen ist eine weitergehende Prognoseevaluation nur
eingeschra¨nkt sinnvoll. Tabelle 6.8 zeigt die Werte der Diebold-Mariano-Teststatistik, siehe Ab-
schnitt 2.6.2 fu¨r eine Darstellung der Teststatistik. Fu¨r den Vergleich nicht genisteter Modelle
kann eine t-Verteilung mit 19 Freiheitsgraden unterstellt werden.16 Die Variante ohne Modell
und das Modell I lassen sich aus den anderen Modellen durch Parameterrestriktionen herlei-
ten, so dass asymptotisch unter der Nullhypothese des restringierten Modells beide identische
Prognosen liefern wu¨rden. Somit ist die asymptotische Verteilung nicht die Normalverteilung.
16Vgl. Harvey et al. (1997).
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Tabelle 6.8: Diebold-Mariano-Test – Langzeitrevisionen – USA
I II III IV V V I IIIB IVB VB V IB
kein M. 0,978† -0,260 1,149‡ 1,195‡ 0,687† -0,964 1,874‡ 1,845‡ 0,972† 0,088
I – -1,253 0,778† 0,908† 0,129 -0,986 1,453‡ 1,550‡ 0,562 -0,236
II – – 1,973∗ 1,751∗ 1,195 -0,955 2,028∗ 1,226 1,183 0,338
III – – – 0,801 -1,084 -1,012 0,992 -0,036 -0,151 -0,727
IV – – – – -1,059 -1,054 -0,391 -1,239 -0,795 -1,065
V – – – – – -0,990 1,252 0,473 0,697 -0,260
V I – – – – – – 1,042 1,009 1,007 1,020
IIIB – – – – – – – -1,235 -0,966 -1,187
IVB – – – – – – – – -0,064 -0,567
VB – – – – – – – – – -0,687
Hinweis: Basierend auf 20 Vorhersagen (t+kyt−t+1yt). Bei nicht-genisteten Modellen liegt ein zweiseitiger
Test vor. Die kritischen Werte werden einer t-Verteilung mit 19 Freiheitsgraden entnommen. Interpretati-
on: Signifikant positive Werte korrespondieren zu besseren Vorhersagemodellen in den Spalten; signifikant
negative Werte korrespondieren zu besseren Vorhersagemodellen in den Zeilen. ∗: Signifikant zum 10 %
Niveau.
Bei genisteten Modellen ist der Test einseitig und es werden die asymptotischen kritischen Werte aus
McCracken (1999) entnommen. †: Signifikant zum 5% Niveau. ‡: Signifikant zum 1% Niveau.
Die tatsa¨chlichen kritischen Werte sind kleiner und nur ein rechtsseitiger Test erscheint sinnvoll.
An dieser Stelle werden die asymptotischen kritischen Werte von McCracken (1999) angewen-
det, da nur Ein-Schritt-Prognosen evaluiert werden und mit Einschra¨nkung der nicht-linearen
Gewichtung im MIDAS lineare Modelle verglichen werden.17 Der Encompassing-Test von Har-
vey et al. (1998) oder dessen Reinterpretation fu¨r genistete Modelle entsprechend Clark und
West (2007) werden in diesem Kontext nicht verwendet, da die Prognosen einiger Modelle im
Mittel signifikant von null abweichen und dies eine grundlegende Forderung fu¨r die Gu¨ltigkeit
der asymptotischen Verteilungen, wie sie von Harvey et al. (1998) bzw. Clark und West (2007)
verwendet werden, ist.
Unter dem Vorbehalt, dass die Modelle genistet sind, bringen die Varianten IIIB und IVB
Evidenz besser zu prognostizieren als die Variante ohne Modell und das Modell I. Die Prognosen
des Modells II sind zum 10 % Niveau schlechter als die der Modelle III und IV fu¨r beide
Informationssets A und B. Im Informationsset B ist Modell III auch zum 5 % Niveau besser.
Der Vergleich der Modelle mit monatlichen Regressoren untereinander zeigt keine signifikanten
Ergebnisse.
Auch fu¨r die Out-of-Sample-Analyse soll u¨berpru¨ft werden, welche Position die Vorhersage-
modelle einnehmen, wenn die erste Datenrevision der datenberichtenden Agentur vero¨ffentlicht
worden ist. Tabelle 6.9 zeigt die mittleren quadratischen Abweichungen der Vorhersagemodelle
17Wegen der geringen Anzahl an Beobachtungen sind die asymptotischen Testergebnisse entsprechend vorsichtig
zu interpretieren.
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Tabelle 6.9: MSFE – Langzeitrevisionen nach der ersten Revision (C) – USA
rel. zu kein Modell rel. zu Modell I
kein Modell 1,000 0,957
I 1,045 1,000
II 1,265 1,210
III 0,614 0,588
IV 0,742 0,709
V 0,925 0,885
V I 2,156 2,063
Hinweis: Basierend auf 19 Vorhersagen (t+kyt −t+2 yt). Kein Modell bedeutet, dass Datenrationalita¨t
angenommen wird.
Tabelle 6.10: Diebold-Mariano-Test – Langzeitrevisionen nach der ersten Revision (C) – USA
I II III IV V V I
no m. -0,324 -0,895 1,866‡ 1,089‡ 0,342 -0,788
I – -0,862 1,768‡ 1,267‡ 0,481 -0,744
II – – 2,523∗∗ 1,573 1,068 -0,587
III – – – -0,662 -1,666 -1,055
IV – – – – -0,729 -0,964
V – – – – – -0,835
Hinweis: Basierend auf 19 Vorhersagen (t+kyt−t+1yt). Bei nicht-genisteten Modellen liegt ein zweiseitiger
Test vor. Die kritischen Werte werden einer t-Verteilung mit 18 Freiheitsgraden entnommen. Interpretati-
on: Signifikant positive Werte korrespondieren zu besseren Vorhersagemodellen in den Spalten; signifikant
negative Werte korrespondieren zu besseren Vorhersagemodellen in den Zeilen. ∗: Signifikant zum 10 %
Niveau. ∗∗: Signifikant zum 5 % Niveau.
Bei genisteten Modellen ist der Test einseitig und es werden die asymptotischen kritischen Werte aus
McCracken (1999) entnommen. †: Signifikant zum 10% Niveau. ‡: Signifikant zum 5% Niveau.
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Tabelle 6.11: MSFE – Kurzzeitrevisionen – USA
rel. zu kein Modell rel. zu Modell I
kein Modell 1,000 1,101
IA 0,909 1,000
IIA 0,968 1,066
IIIA 0,945 1,041
IVA 0,860 0,947
VA 1,069 1,177
V IA 1,028 1,131
IIIB 0,656 0,722
IVB 0,777 0,856
VB 0,776 0,854
V IB 1,019 1,121
Hinweis: Basierend auf 20 Vorhersagen (t+8yt −t+1 yt). Kein Modell bedeutet, dass Datenrationalita¨t
angenommen wird.
und Tabelle 6.10 die korrespondierenden Werte der Diebold-Mariano-Teststatistik. Da nun die
erste Revision “abgewartet” wird, reduziert sich der Prognoseumfang um eine Beobachtung. Ins-
besondere Modell III schneidet auch unter Informationsset C gut ab. Relativ zur Variante, in
der kein Modell angenommen wird, hat Modell III einen MSFE von 0,614. Ferner weist es eine
DM -Teststatistik von 1,866 auf und relativ zu Modell I 1,768. Selbst unter der zu konservativen
Annahme einer t-Verteilung mit 18 Freiheitsgraden entspra¨che dies einem Signifikanzniveau von
10 % (zweiseitig). Der MIDAS-Ansatz (Modell IV ) weist im Fall einzelner Regressoren an dieser
Stelle etwas schlechtere Ergebnisse auf als die Interpolation (Modell III). Im Fall des einzelnen
Faktors als Regressor fu¨hrt die Parameterinstabilita¨t im Modell V I wiederum zu sehr schlechten
Ergebnissen.
Neben den Langzeitrevisionen, die sich fortwa¨hrend am aktuellen Rand fu¨r die gesamte Stich-
probe a¨ndern, werden Kurzzeitrevisionen mit einem festen Horizont von zwei Jahren betrachtet.
Der feste Zeithorizont vereinfacht die Out-of-Sample-Analyse, da sich nun die Abha¨ngige im
Fortgang der Prognose nicht mehr a¨ndert. Ferner kann der Abstand zwischen Prognose- und
Stu¨tzzeitraum auf die besagten zwei Jahre reduziert werden.
Tabelle 6.11 zeigt die mittleren quadratischen Abweichungen der Vorhersagemodelle. Gegeben
das Informationsset A zeigen die Vorhersagemodelle kaum Verbesserungen im Vergleich zur
Variante ohne Modell. Von den Modellen mit monatlichen Regressoren ist nur IV besser als
das Modell I. Wird das Informationsset erweitert zeigt sich der Vorteil der Beru¨cksichtigung
von Daten am aktuellen Rand auch Out-of-Sample. Die Modelle III, IV und V weisen unter
Informationsset B deutlich geringere MSFE auf als die anderen Modelle.
Tabelle 6.12 gibt die Werte der Diebold-Mariano-Teststatistik an. Zwischen den nicht-genis-
teten Modellen, die die Annahme einer t-Verteilung rechtfertigen, gibt es nur eine Beziehung
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Tabelle 6.12: Diebold-Mariano-Test – Kurzzeitrevisionen – USA
I II III IV V V I IIIB IVB VB V IB
kein M. 0,757† 0,178 0,186 0,481 -0,263 -0,107 1,502‡ 0,971‡ 0,662† -0,042
I – -0,803 -0,172 0,236 -0,781 -0,595 1,294‡ 0,663 0,410 -0,259
II – – 0,127 0,581 -0,467 -0,285 1,563 0,978 0,566 -0,117
III – – – 0,876 -0,493 -0,340 1,326 0,834 0,456 -0,163
IV – – – – -0,867 -0,712 1,081 0,459 0,263 -0,365
V – – – – – 2,233∗∗ 1,608 1,136 1,189 0,169
V I – – – – – – 1,505 1,018 1,048 0,029
IIIB – – – – – – – -1,863∗ -0,498 -0,985
IVB – – – – – – – – 0,006 -0,620
VB – – – – – – – – – -1,699
Hinweis: Basierend auf 20 Vorhersagen (t+8yt−t+2yt). Bei nicht-genisteten Modellen liegt ein zweiseitiger
Test vor. Die kritischen Werte werden einer t-Verteilung mit 19 Freiheitsgraden entnommen. Interpretati-
on: Signifikant positive Werte korrespondieren zu besseren Vorhersagemodellen in den Spalten; signifikant
negative Werte korrespondieren zu besseren Vorhersagemodellen in den Zeilen. ∗: Signifikant zum 10 %
Niveau. ∗∗: Signifikant zum 5 % Niveau.
Bei genisteten Modellen ist der Test einseitig und es werden die asymptotischen kritischen Werte aus
McCracken (1999) entnommen. †: Signifikant zum 10% Niveau. ‡: Signifikant zum 5% Niveau.
die ein signifikanten Wert zu einem Standardniveau aufweist: Modell V I ist signifikant bes-
ser als Modell V . Das beste Modell entsprechend des MSFE, IIIB, weist keine signifikanten
Dominanzverha¨ltnisse zu nicht-genisteten Modellen auf. Der Wert 1,502 im Vergleich mit der
genisteten Variante ohne Modell kann aber als Evidenz fu¨r eine Verbesserung der Prognosen
gewertet werden insbesondere, wenn man den Wert mit dem kritischen Wert von McCracken
(1999) vergleicht. Insgesamt ist der Stichprobenumfang der Prognosen sehr gering, insbesonde-
re im Verha¨ltnis zu der Zahl der gescha¨tzten Parameter, was sich entsprechend auch auf die
Qualita¨t der Diagnostik auswirkt.
Tabelle 6.13: MSFE – Kurzzeitrevisionen nach der ersten Revision (C) – USA
rel. zu kein Modell rel. zu Modell I
kein Modell 1,000 0,894
I 1,119 1,000
II 1,312 1,173
III 0,847 0,757
IV 1,184 1,058
V 1,195 1,068
V I 1,298 1,161
Hinweis: Basierend auf 19 Vorhersagen (t+8yt −t+1 yt). Kein Modell bedeutet, dass Datenrationalita¨t
angenommen wird.
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Tabelle 6.14: Diebold-Mariano-Test – Kurzzeitrevisionen nach der ersten Revision (C) – USA
I II III IV V V I
kein Modell -0,818 -1,532 0,644† -0,648 -0,381 -0,862
I – -1,682 1,073‡ -0,282 -0,156 -0,627
II – – 1,524 0,476 0,215 0,037
III – – – -1,781∗ -0,699 -1,194
IV – – – – -0,024 -0,339
V – – – – – -0,326
Hinweis: Basierend auf 19 Vorhersagen (t+8yt−t+1yt). Bei nicht-genisteten Modellen liegt ein zweiseitiger
Test vor. Die kritischen Werte werden einer t-Verteilung mit 18 Freiheitsgraden entnommen. Interpretati-
on: Signifikant positive Werte korrespondieren zu besseren Vorhersagemodellen in den Spalten; signifikant
negative Werte korrespondieren zu besseren Vorhersagemodellen in den Zeilen. ∗: Signifikant zum 10 %
Niveau.
Bei genisteten Modellen ist der Test einseitig und es werden die asymptotischen kritischen Werte aus
McCracken (1999) entnommen. †: Signifikant zum 10% Niveau. ‡: Signifikant zum 5% Niveau.
Auch im Fall der Kurzzeitrevisionen wird das Informationsset C beru¨cksichtigt, also die
Auswirkung der ersten Revision analysiert. Nur Modell III zeigt einen niedrigeren MSFE als
die Variante ohne Modell, siehe Tabelle 6.13. Die einzige signifikante Beziehung, die zwischen
zwei nicht-genisteten Modellen gefunden werden konnte, ist, dass Modell III zum 5% Niveau
besser vorhersagt als Modell IV , siehe Tabelle 6.14. Gegeben die kritischenWerte von McCracken
(1999) ist Modell III signifikant besser als die Alternative ohne Modell sowie das Modell I zum
10 % bzw. 5 % Niveau.
Viele der Informationen, die durch die Vorhersagemodelle im Bezug auf die Kurzzeitrevisionen
inkorporiert werden, scheinen bereits in der ersten Revision Beru¨cksichtigung zu finden. Dazu
sei erwa¨hnt, dass an dieser Stelle nicht die Kapazita¨tsauslastung als Regressor im Modell III
auftritt, wie in den Informationssets A und B, sondern die Bescha¨ftigung, wie in der Analyse
der Langzeitrevisionen. Kurzzeitrevisionen, sofern die erste Revision beru¨cksichtigt wird, ko¨nnen
eindeutig schlechter vorhergesagt werden als Langzeitrevisionen.
Die Analyse der Datenrevisionen des BIP-Wachstums der USA zeigen, dass Vorhersagen ins-
besondere der Langzeitrevisionen mo¨glich sind. Dabei ist die Beru¨cksichtigung von Informatio-
nen am aktuellen Rand durch gemischt-frequente Modelle zu empfehlen. Der MIDAS-Ansatz hat
sich dabei In-Sample als vielversprechend erwiesen, zeigt jedoch wegen Parameterinstabilita¨ten
keine Vorteile in der Out-of-Sample-Analyse gegenu¨ber der Interpolation. In der bisherigen Ar-
beit zeigten sich Modelle, die mit einzelnen Regressoren arbeiten, Ansa¨tzen mit Faktormodellen
u¨berlegen. Hier kann vermutet werden, dass mit der Zuga¨nglichkeit gro¨ßerer Echtzeitdatensa¨tze
Faktormodelle an Bedeutung gewinnen.
Es zeigt sich, dass Kurzzeitrevisionen schlechter erkla¨rt und vorhergesagt werden ko¨nnen. Die
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erste Revision nimmt anscheinend viele der Informationen auf, die auch in den Vorhersagemo-
dellen eine Rolle spielen. Anzumerken ist hier die zum Teil erhebliche Variation der Koeffizienten
der einzelnen Regressoren zwischen den Informationssets. Die schlechte Prognostizierbarkeit von
Kurzzeitrevisionen im Vergleich zu Langzeitrevisionen ist im Einklang mit den Ergebnissen von
Faust et al. (2005).
6.3.3 Datenrevisionen des deutschen BSP
Abbildung 6.2 zeigt in der oberen Ha¨lfte das Wachstum des realen und saisonbereinigten BSP
fu¨r Deutschland entsprechend der ersten Vero¨ffentlichungen und in der unteren Ha¨lfte die da-
zugeho¨rigen Revisionen nach zwei Jahren. Beru¨cksichtigt werden Daten zwischen 1973 und
1993 (insgesamt 80 Beobachtungen). Langzeitrevisionen werden fu¨r die deutschen Daten nicht
betrachtet.18 Die Standardabweichung des BSP-Wachstums der ersten Vero¨ffentlichungen be-
tra¨gt 1,303. Nach Beru¨cksichtigung der zweija¨hrigen Revisionen betra¨gt die Standardabweichung
1,025. Bereits dieses Ergebnis spricht gegen Datenrationalita¨t und unterstu¨tzt die Ergebnisse
von Faust et al. (2005), die fu¨r deutsche Daten bezu¨glich des realen Output klare Evidenz gegen
Datenrationalita¨t finden.19
In-Sample-Ergebnisse
Fu¨r das deutsche BSP-Wachstum werden nur Ergebnisse zu Kurzzeitrevisionen besprochen.20
Die Ergebnisse der Vorhersagemodelle, die sowohl fu¨r das Informationsset A als auch B in Tabel-
le 6.15 dargestellt sind, entsprechen der Vermutung, dass die Hypothese der Datenrationalita¨t
fu¨r deutsche Daten zu verwerfen ist. Bereits das Modell I weist ein adjustiertes R2 von 0,516 auf.
Neben saisonalen Einflu¨ssen, die Faust et al. (2005) in ihrem Datensatz nicht finden, ist insbe-
sondere die erste Vero¨ffentlichung ein hoch sigifikanter Regressor mit negativem Koeffizienten.
Die Erweiterung des Modells mit Konjunkturindikatoren, namentlich dem Konjunkturklima-
Index des Ifo-Instituts, der Arbeitslosenzahlen sowie der Quartalsrenditen des C-DAX, in den
18Langzeitrevisionen bezo¨gen sich auf die Differenz der Daten gema¨ß der ersten Vero¨ffentlichung zu den letzten
Vero¨ffentlichungen. Mitte der 90er Jahre hat eine erhebliche Anpassung der Volkswirtschaftlichen Gesamtrechnung
hinzu internationalen Standards stattgefunden, siehe z.B. Statistisches Bundesamt (2002). Dieser Effekt wu¨rde
bei der Analyse der Langzeitrevisionen eine erhebliche Rolle spielen, ist aber nicht Gegenstand oder Ziel der
Untersuchung.
19Faust et al. (2005) verwenden BIP-Daten des Zeitraums 1979 bis 1994, die sie den einzelnen Vero¨ffentlichungen
der OECD entnommen haben.
20Da es sich um einen mehr oder minder historischen Datensatz handelt, der in 1994 abbricht, ist es unklar
ob nun die dort zuletzt gefu¨hrte Vero¨ffentlichung oder die ju¨ngste Vero¨ffentlichung zur Berechnung der Lang-
zeitrevisionen verwendet werden sollte. Insbesondere im Hinblick auf die methodischen Vera¨nderungen in der
Volkswirtschaftlichen Gesamtrechnung Mitte der 90er Jahre erscheint die Langzeitperspektive fu¨r diesen Daten-
satz nicht angebracht.
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Abbildung 6.2: Datenrevisionen – Deutschland
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Modellen II bis IV fu¨hrt zu weiteren Verbesserungen der Modellanpassung.21
Im Vergleich mit den Ergebnissen fu¨r die US-Daten fallen erhebliche Unterschiede auf. Die
Aufnahme von zusa¨tzlichen Konjunkturindikatoren verbessert die Anpassungsgu¨te der Modelle,
so steigt das adjustierte R2 in Modell II auf 0,634. Die zusa¨tzliche Beru¨cksichtigung von Infor-
mationen am aktuellen Rand durch die Modelle III und IV oder durch die gleichen Modelle
gegeben das Informationsset B fu¨hrt nur zu sehr geringen Verbesserungen, im Fall des MIDAS-
Modell sogar zu einem leichten Ru¨ckgang des adjustierten R2 im Vergleich zum Modell II. Das
Konjunkturklima und der C-DAX gelten als Fru¨hindikatoren, so dass sie ihre Informationen fu¨r
die Konjunktur zum Zeitpunkt t bereits in t bzw. sogar fru¨her enthalten. In diesem Zusammen-
hang ist das Ergebnis fu¨r die Arbeitslosenzahlen problematisch. Zwar ist der negative Koeffizient
ein Hinweis, dass diese auch zur Abbildung der tatsa¨chlichen Konjunktursituation beizutragen
scheinen, da die Arbeitslosenzahlen allgemein eher als nachlaufender Indikator gelten, ist der
starke Einfluss der verzo¨gerten Arbeitslosenzahlen allerdings bemerkenswert.
Ebenfalls fu¨r deutsche Daten soll u¨berpru¨ft werden, ob mit der ersten Revision die Vorhersa-
gemodelle Gu¨te im Hinblick auf die Vorhersage der Daten zum spa¨teren Vero¨ffentlichungsstand
verlieren. Tabelle 6.16 gibt die Ergebnisse der Modelle I bis IV fu¨r die Informationssituati-
on C wieder. Die Anpassungsgu¨te der Modelle hat sich nur unwesentlich verschlechtert. Die
Scha¨tzungen der Koeffizienten liegen weitest gehend in dem Bereich, der auch fu¨r die Informati-
onssituationen A und B erreicht wird mit dem Unterschied, dass im MIDAS-Ansatz (Modell IV )
der C-DAX als Regressor an Signifikanz verliert. Auch fu¨r deutsche Daten bleibt festzuhalten,
dass die Modelle durch die erste Revision nicht u¨berflu¨ssig werden, sondern auch daru¨ber hinaus
zur Verbesserung der Datenqualita¨t beitragen ko¨nnen.
Out-of-Sample-Ergebnisse
Die mittleren quadratischen Abweichungen der Prognosen der Vorhersagemodelle von den tat-
sa¨chlichen Revisionen nach zwei Jahren finden sich fu¨r die Informationssituationen A und B in
Tabelle 6.17. Sofern B fu¨r ein Modell angenommen wird, ist dies entsprechend indexiert. Im Ver-
gleich zu den USA ist es augenfa¨llig, dass der Abstand zwischen der Variante ohne Modell und
den Vorhersagemodellen bedeutend gro¨ßer ist. Auch Out-of-Sample erkla¨ren die Vorhersagemo-
delle u¨ber 50 % der Variation. Wird das Modell I als Benchmark gewa¨hlt, zeigt sich erneut, dass
ein großer Anteil der Revisionen ohne Beru¨cksichtigung anderer makroo¨konomischer Variablen
erkla¨rt bzw. vorhergesagt werden kann.
Das beste Vorhersagemodell ist Modell IV unter Informationsset B. Wie in Tabelle 6.18 zu
sehen ist, findet sich jedoch kein signifikanter Vorsprung gegenu¨ber den anderen Modellen. Die
Variante ohne Modell wird offensichtlich von allen anderen Modellen dominiert. Auch hier ist
21Die Zinsdifferenz als zusa¨tzlicher Regressor verbessert die Ergebnisse nicht und wird daher in der Ergebnis-
darstellung nicht beru¨cksichtigt.
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Tabelle 6.15: Vorhersagemodelle fu¨r Kurzzeitrevisionen des BSP-Wachstums in Deutschland
gegeben A bzw. B
I II III IV IIIB IVB
con 0, 062
0,828
0, 175
2,396
0, 214
2,889
0, 206
3,430
0, 225
2,973
0, 222
3,280
Q2 0, 256
2,086
0, 172
1,587
0, 147
1,372
0, 173
1,763
0, 148
1,360
0, 145
1,406
Q3 0, 328
2,696
0, 270
2,500
0, 203
1,907
0, 254
2,516
0, 188
1,727
0, 253
2,542
trevt−2 −0, 764
−2,961
−0, 655
−2,843
−0, 589
−2,661
−0, 698
−3,189
−0, 609
−2,706
−0, 639
−3,107
t−1revt−3 0, 787
2,972
0, 772
3,337
0, 725
3,183
0, 671
3,299
0, 671
2,803
0, 619
2,850
t+1yt −0, 289
−7,292
−0, 368
−9,248
−0, 393
−9,887
−0, 390
−10,987
−0, 392
−9,660
−0, 390
−10,695
bct−2 −0, 133
−0,360
−0, 187
−0,495
bct−1 −0, 585
−2,135
−0, 789
−1,188
−0, 718
−0,967
bct 0, 867
3,008
1, 404
2,866
1, 322
3,476
1, 241
1,446
1, 258
3,444
bct+1 −0, 042
−0,055
alt−2 −0, 949
−0,758
−1, 120
−0,870
alt−1 −1, 475
−2,064
−3, 300
−1,593
−3, 581
−1,713
alt 3, 656
1,806
−5, 229
−2,616
4, 490
1,808
−5, 545
−2,750
alt+1 −1, 070
−0,400
daxt−2 0, 312
1,390
0, 401
1,581
0, 517
1,868
daxt−1 −0, 437
−1,972
−0, 068
−0,236
−0, 232
−0,709
daxt −0, 653
−2,294
−1, 083
−2,136
−0, 422
−1,222
−1, 472
−2,723
daxt+1 −0, 34
−0,831
σ2 0, 194 0, 147 0, 135 0, 122 0, 139 0, 120
R2 0, 547 0, 680 0, 722 0, 691 0, 728 0, 697
adR2 0, 516 0, 634 0, 662 0, 625 0, 653 0, 632
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation A
bzw. B sofern das Modell mit dem Buchstaben B indiziert ist. t+8yt − t+1yt ist die Abha¨ngige. Die t-Statistiken
sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q3: Dummy fu¨r das dritte Quartal; bc:
Ifo-Konjunkturklima; al: monatliche Wachstumsraten der Arbeitslosenzahlen; dax: Vierteljahres-Renditen des
C-DAX.
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Tabelle 6.16: Vorhersagemodelle fu¨r Kurzzeitrevisionen des BSP-Wachstums in Deutschland
gegeben C
I II III IV
con 0, 037
0,488
0, 153
2,105
0, 200
2,648
0, 150
2,341
Q2 0, 266
2,212
0, 182
1,703
0, 155
1,450
0, 163
1,640
Q3 0, 328
2,743
0, 272
2,567
0, 198
1,846
0, 310
3,196
t+2revt −0, 502
−1,968
−0, 568
−2,517
−0, 594
−2,602
−0, 530
−2,451
trevt−2 −0, 680
−2,645
−0, 577
−2,512
−0, 532
−2,360
−0, 584
−2,697
t−1revt−3 0, 778
2,993
0, 771
3,397
0, 684
2,906
0, 670
3,025
t+2yt −0, 275
−6,961
−0, 355
−8,967
−0, 380
−9,423
−0, 351
−9,951
bct−2 −0, 178
−0,480
bct−1 −0, 582
−2,167
−0, 820
−1,120
bct 0, 832
2,934
1, 354
1,601
1, 111
3,166
bct+1 −0, 129
−0,173
alt−2 −1, 493
−1,165
alt−1 −1, 583
−2,251
−3, 358
−1,631
alt 4, 387
1,797
−5, 639
−3,435
alt+1 −0, 891
−0,339
daxt−2 0, 317
1,438
0, 465
1,698
daxt−1 −0, 388
−1,771
−0, 131
−0,400
daxt −0, 439
−1,292
−0, 539
−1,110
daxt+1 −0, 237
−0,577
σ2 0, 187 0, 141 0, 134 0, 119
R2 0, 533 0, 671 0, 719 0, 675
adR2 0, 494 0, 617 0, 636 0, 598
HINWEIS Die Tabelle zeigt die Parameterscha¨tzungen der Vorhersagemodelle in der Informationssituation C.
t+8yt − t+2yt ist die Abha¨ngige. Die t-Statistiken sind untergesetzt.
ABKU¨RZUNGEN con: Konstante; Q2: Dummy fu¨r das zweite Quartal; Q3: Dummy fu¨r das dritte Quartal; bc:
Ifo-Konjunkturklima; al: monatliche Wachstumsraten der Arbeitslosenzahlen; dax: Vierteljahres-Renditen des
C-DAX.
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Tabelle 6.17: MSFE – Kurzzeitrevisionen – Deutschland
rel. zu kein Modell rel. zu Modell I
kein Modell 1,000 2,342
IA 0,427 1,000
IIA 0,388 0,910
IIIA 0,400 0,937
IVA 0,385 0,903
IIIB 0,413 0,967
IVB 0,371 0,868
Hinweis: Basierend auf 25 Vorhersagen (t+8yt−t+1yt). Kein Modell bedeutet, dass Datenrationalita¨t angenommen
wird.
Tabelle 6.18: Diebold-Mariano-Test – Kurzzeitrevisionen – Deutschland
I II III IV IIIB IVB
kein Modell 2,040‡ 1,710‡ 1,680‡ 1,716‡ 1,587‡ 1,882‡
I – 0,323 0,206 0,331 0,098 0,499
II – – -0,295 0,070 -0,483 0,319
III – – – 0,293 -0,576 0,619
IV – – – – -0,472 0,344
IIIB – – – – – 0,696
Hinweis: Basierend auf 25 Vorhersagen (t+8yt −t+2 yt). Bei nicht-genisteten Modellen liegt ein zweiseitiger Test
vor. Die kritischen Werte werden einer t-Verteilung mit 24 Freiheitsgraden entnommen. Interpretation: Signifi-
kant positive Werte korrespondieren zu besseren Vorhersagemodellen in den Spalten; signifikant negative Werte
korrespondieren zu besseren Vorhersagemodellen in den Zeilen. ∗: Signifikant zum 10 % Niveau.
Bei genisteten Modellen ist der Test einseitig und es werden die asymptotischen kritischen Werte aus McCracken
(1999) entnommen. †: Signifikant zum 10% Niveau. ‡: Signifikant zum 5% Niveau.
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Tabelle 6.19: MSFE – Kurzzeitrevisionen nach der ersten Revision (C)– Deutschland
rel. zu kein Modell rel. zu Modell I
kein Modell 1,000 2,596
I 0,385 1,000
II 0,329 0,853
III 0,413 1,073
IV 0,478 1,241
Hinweis: Basierend auf 24 Vorhersagen (t+8yt−t+1yt). Kein Modell bedeutet, dass Datenrationalita¨t angenommen
wird.
Tabelle 6.20: Diebold-Mariano-Test – Kurzzeitrevisionen nach der ersten Revision (C)– Deutsch-
land
I II III IV
kein Modell 1,971‡ 1,832‡ 1,520‡ 1,718‡
I – 0,480 -0,202 -0,904
II – – -1,859∗ -1,563
III – – – -0,589
Hinweis: Basierend auf 24 Vorhersagen (t+8yt −t+1 yt). Bei nicht-genisteten Modellen liegt ein zweiseitiger Test
vor. Die kritischen Werte werden einer t-Verteilung mit 23 Freiheitsgraden entnommen. Interpretation: Signifi-
kant positive Werte korrespondieren zu besseren Vorhersagemodellen in den Spalten; signifikant negative Werte
korrespondieren zu besseren Vorhersagemodellen in den Zeilen. ∗: Signifikant zum 10 % Niveau.
Bei genisteten Modellen ist der Test einseitig und es werden die asymptotischen kritischen Werte aus McCracken
(1999) entnommen. †: Signifikant zum 10% Niveau. ‡: Signifikant zum 5% Niveau.
wieder zu beru¨cksichtigen, dass die kritischen Werte einer t-Verteilung mit 24 Freiheitsgraden
zu konservativ wa¨ren, da die Variante ohne Modell in den anderen genistet ist und somit die
kritischen Werte von McCracken (1999) zur Anwendung kommen.
Wird die erste Revision hinzugenommen und die Out-of-Sample-Analyse auf Grundlage der
Informationssituation C durchgefu¨hrt, zeigen sich analog zu den In-Sample-Ergebnissen keine
bedeutenden Verschiebungen im Hinblick auf die Vorhersagbarkeit der Datenrevisionen. Bereits
Modell I bringt erhebliche Verbesserungen mit sich. Die erste Revision macht die Modelle nicht
obsolet, siehe Tabelle 6.19 fu¨r die mittleren quadratischen Fehler. Gewinner der Hinzunahme
der ersten Revision ist Modell II. Es weist nun den niedrigsten MSFE aus und ist zum 10 %
Niveau signifikant besser als Modell III, siehe Tabelle 6.20.
Revisionen von Wachstumsdaten sind fu¨r Stichproben aus den USA und Deutschland vor-
hersagbar. Es treten jedoch erhebliche Unterschiede auf. In den USA sind die ersten Vero¨ffentli-
chungen weniger volatil als die revidierten Wachstumsraten. Fu¨r Deutschland gilt das Gegenteil,
was bereits die Hypothese der Datenrationalita¨t fu¨r den deutschen Vero¨ffentlichungsprozess aus-
schließt. So findet sich auch, dass die Vorhersagemodelle mehr von der Streuung der Revisionen
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in Deutschland erkla¨ren als in den USA. Schließlich ist es fu¨r die USA kaum mo¨glich Vorhersa-
gemodelle zu nutzen um Kurzzeitrevisionen Out-of-Sample vorherzusagen also fru¨he Vero¨ffent-
lichungen von Wachstumsdaten in Echtzeit zu verbessern. Insgesamt ist allerdings fu¨r die USA
festzuhalten, dass der hier vorgeschlagene gemischt frequente Ansatz zu erheblichen Verbesse-
rungen in der Vorhersage von Datenrevisionen verglichen mit den monofrequenten Ansa¨tzen
in Faust et al. (2005) oder Fixler und Grimm (2006) fu¨hrt, die zu einer gesteigerten Daten-
qualita¨t beitragen ko¨nnen. Basierend auf den Ergebnissen des gemischt frequenten Ansatzes
fu¨r die USA bietet es sich an, dass fu¨r Politikentscheidungen am aktuellen Rand nicht nur die
fru¨hen BIP-Vero¨ffentlichungen, sondern auch ein mit diesen operierendes gemischt frequentes
Backcasting-Modell Beachtung findet.
Bezogen auf die BIP-Daten der USA zeigt sich, dass es von wesentlichem Vorteil ist, an-
dere Konjunkturindikatoren am aktuellen Rand wa¨hrend und kurz nach der Vero¨ffentlichung
der BIP-Daten zu beru¨cksichtigen. Diese Aussage ist fu¨r Deutschland nicht gu¨ltig. Insbesondere
die erste Vero¨ffentlichung selbst hat einen erheblichen Erkla¨rungsgehalt und die im deutschen
Fall beru¨cksichtigten Regressoren, zwei von ihnen sind Fru¨hindikatoren, bringen am aktuellen
Rand kaum Informationen fu¨r spa¨tere Datenrevisionen mit sich. Allerdings ist hier die Datenlage
schlechter. Monatliche Daten, die Revisionen unterliegen, fallen ga¨nzlich weg, da sie nicht als
Echtzeitdaten fu¨r den fraglichen Zeithorizont verfu¨gbar sind. Die Beru¨cksichtigung der Kapa-
zita¨tsauslastung oder der Industrieproduktion als Regressoren in hoher Frequenz am aktuellen
Rand ko¨nnte auch fu¨r deutsche Daten zu zusa¨tzlichen Verbesserungen fu¨hren. Aus besagtem
Mangel an Daten bleibt diese Frage an dieser Stelle allerdings offen. Die Ergebnisse aus den
USA weisen jedoch in die Richtung, dass eine Untersuchung auf einer entsprechend erweiterten
Echtzeitdatenbasis auch fu¨r Deutschland erstrebenswert ist.
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Kapitel 7
Zusammenfassende Schlussfolgerung
Im Mittelpunkt dieser Arbeit steht die Modellierung und Vorhersage des realen und saisonberei-
nigten BIP. Dabei geht es nicht darum ein weiteres Vorhersagemodell der bereits umfangreichen
Literatur zur Vorhersage des BIP-Wachstums hinzuzufu¨gen, sondern verschiedene Aspekte ins-
besondere aus der Sicht des deutschen BIP-Wachstums aufzugreifen und zu beleuchten. Dadurch
ko¨nnen Einsichten gewonnen werden, auf denen die weitere Diskussion zu BIP-Vorhersagen auf-
bauen kann.
In Kapitel 2 wird eine Vielzahl von Zeitreihenmodellen an das deutsche BIP-Wachstum an-
gepasst um eine mo¨gliche beste Chrakterisierung der Daten zu finden. In-Sample schneidet das
Floor-Ceiling-Modell gemessen an der Marginalen Likelihood sehr gut ab, was insbesondere
mit der Beru¨cksichtigung der Heteroskedastie in diesem Modell zusammenha¨ngt. Out-of-Sample
weist es allerdings sehr schlechte Eigenschaften bezogen auf die Punktprognosen auf. In der Gu¨te
der Punktprognosen schneiden die Modelle gut ab, die Zustandsabha¨ngigkeiten der autoregressi-
ven Parameter modellieren, wie das MSA-, das MSAH- oder das SETAR-Modell. Das schlechte
Abschneiden einiger Modelle, wie des Bounce-Back-Modells, das fu¨r US Daten relativ gute Er-
gebnisse aufweist, zeigt auch, dass der deutsche Konjunkturverlauf erhebliche Unterschiede zum
US Verlauf besitzt.
In Kapitel 3 wird die Analyse der Charakterisierung des BIP-Wachstums durch Zeitreihen-
modelle um die Frage erweitert, ob besagte Modelle in der Lage sind die Konjunkturzykluseigen-
schaften des deutschen BIP-Wachstums nachzubilden. Hier weist insbesondere das DLR-Modell
gute Eigenschaften auf. Die Charakterisierung des BIP-Wachstums als Abfolge wechselnder Re-
gime mit stochastischen Niveaus und Trends erscheint gut geeignet den tatsa¨chlichen Konjunk-
turzyklus zu repra¨sentieren.
Aus den Kapiteln 2 und 3 kann man schlussfolgern, dass es unter den beru¨cksichtigten kein
eindeutig vorzuziehendes Zeitreihenmodell im Sinne eines besten Modells zu Beschreibung und
Vorhersage des deutschen BIP-Wachstums gibt. Ein einfaches lineares Modell erscheint jeden-
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falls nicht hinreichend. Viele der Ergebnisse und die Eigenschaften des DLR-Modells weisen
daraufhin, dass die Konjunkturmuster einem steten Wandel unterliegen und auch wenn das
DLR-Modell Out-of-Sample nicht u¨berzeugen konnte, erscheinen lokale Modelle zur Vorhersage
sinnvoll.
Anschließend an die Diskussion verschiedener Zeitreihenmodelle fu¨r die Wachstumsraten den
BIP in den Kapiteln 2 und 3 werden in Kapitel 4 die Wachstumsraten des deutschen BIP explizit
auf die Existenz eines Bruchs in der Volatilita¨t untersucht. Es findet sich eindeutige Evidenz fu¨r
eine permanente Reduktion der Volatilita¨t in den fru¨hen 90er Jahren, die insbesondere auf den
im Zuge der Wiedervereinigung beschleunigten Strukturwandel zuru¨ckzufu¨hren ist.
Zeitliche Instabilita¨t ist ebenfalls im Fokus von Kapitel 5. Zum einen kann besta¨tigt werden,
dass die Vorlaufeigenschaften der Zinsdifferenz zum BIP-Wachstum in Deutschland und den USA
Schwankungen unterliegt. Ferner wird in Kapitel 5 nachgewiesen, dass der Erkla¨rungsansatz,
der die Schwankungen der Vorlaufeigenschaften auf Schwankungen der Geldpolitik zuru¨ckfu¨hrt,
nicht geeignet ist das Pha¨nomen der Instabilita¨t der Vorlaufeigenschaften der Zinsdifferenz
vollsta¨ndig zu erkla¨ren. Die Konjunkturvorhersage mit Fru¨hindikatoren unterliegt folglich a¨hnli-
chen Problemen, wie die Anwendung von Zeitreihenmodellen. Die Zusammenha¨nge unterliegen
Schwankungen in der Zeit, die selber kaum vorhergesehen bzw. im Hinblick auf die Zinsdifferenz
nicht vollsta¨ndig mit o¨konomischen Modellen erkla¨rt werden ko¨nnen.
Schließlich greift die Arbeit ein Problem auf, das fu¨r die Arbeit mit dem BIP bzw. seinem
Wachstum insbesondere bei der Anwendung von Vorhersagemodellen am aktuellen Rand von
Bedeutung ist. Die fru¨hen Vero¨ffentlichungen des BIP-Wachstums unterliegen zum Teil erheb-
lichen Revisionen. In dieser Arbeit wird gezeigt, dass fu¨r die USA die Anwendung gemischt
frequenter Verfahren, die auch monatliche Informationen beru¨cksichtigen, zu erheblichen Ver-
besserungen der Vorhersagbarkeit der Datenrevisionen fu¨hrt. Fu¨r deutsche Daten bieten bereits
gleich-frequente Modelle gute Vorhersagen der Datenrevisionen, wobei die Echtzeitdatenlage im
Bezug auf monatliche Kovariate erheblich schlechter ist verglichen mit den USA. Allgemein kann
man die Ergebnisse dahingehend interpretieren, dass das BIP am aktuellen Rand als Zielvaria-
ble mit entsprechender Vorsicht zu behandeln ist und zumindest vergleichend “Backcasting”-
Modelle zur Gewinnung einer verbesserten Zielvariablen eingesetzt werden sollten, wobei die
“Backcasting”-Modelle die fru¨hen Vero¨ffentlichungen der Daten mit beru¨cksichtigen.
Die Vorhersage des BIP-Wachstums steht einer Vielzahl von Problemen gegenu¨ber, die letzt-
lich mit der Komplexita¨t des Konjunkturpha¨nomens zusammenha¨ngen und sich unter anderem
in zeitlichen Instabilita¨ten der Modelle zur Charakterisierung und Vorhersage des BIP a¨ußern.
Trotzdem oder vielleicht gerade deswegen ist eine intensivierte Analyse und Anwendung von
Vorhersagemodellen des BIP anzuraten. Zum einen erscheint eine intensivierte Analyse not-
wendig um die Qualita¨t der Vorhersagen sta¨ndig zu u¨berpru¨fen, zum anderen hat diese Arbeit
aufgezeigt, dass die Methoden, die in Vorhersagemodellen des BIP eine Rolle spielen, nicht nur
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genutzt werden ko¨nnen, Erwartungen u¨ber die zuku¨nftige konjunkturelle Entwicklung zu bilden,
sondern auch zu einer besseren Bestimmung des jeweils ju¨ngsten bzw. aktuellen Konjunkturver-
laufs geeignet sind.
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Anhang A
Methoden
A.1 Hamilton-Filter und Kim-Gla¨tter
In der folgenden Darstellung sei {Yt}Tt=1 eine Zeitreihe eines Skalars oder eines Vektors endoge-
ner Variablen. Exogene Variablen sowie die Parameter des Modells, auf die die Verteilung von
{Yt}Tt=1 bedingt wird, werden in der folgenden Darstellung weggelassen bzw. sind immer impli-
zit Bedingungen. Der unbeobachtbare Zustand sei {st}Tt=1, von dem angenommen wird, dass er
einem Markov-Prozess mit M +1 verschiedenen Zusta¨nden folgt (also kann st ganzzahlige Wer-
te zwischen 0 und M annehmen), und der die bedingte Verteilung von {Yt}Tt=1 beeinflusst. Der
Hamilton-Filter ermo¨glicht es, die Wahrscheinlichkeit der Zusta¨nde zum Zeitpunkt t gegeben die
Informationen bis zum Zeitpunkt t zu berechnen. Der Filter muss im Zeitpunkt t = 0 initialisiert
werden. In der Regel geschieht dies, indem man fu¨r die bedingte Wahrscheinlichkeit P [s0|Y0,Θ]
die unbedingte Wahrscheinlichkeit P [s0] einsetzt. Vergleicht man die folgende Darstellung mit
der in Hamilton (1989) fu¨r das MSM-Modell mit einer beliebigen Anzahl der Verzo¨gerten als
Regressoren, zeigt sich, dass dort die Zustandsvariable zwar nur zwei Werte annehmen kann,
dafu¨r aber entsprechend der Anzahl der Verzo¨gerten k auf bis hin zu k vergangene Werte der
Zustandsvariable bedingt wird. Die ho¨here Anzahl von Verzo¨gerten im MSM-Modell la¨sst sich
durch eine ho¨here Anzahl an diskreten Zusta¨nden abbilden. Wird dies beru¨cksichtigt, entspricht
die Darstellung hier der in Hamilton (1989).
Hamilton-Filter
Der Hamilton-Filter ist ein iteratives Verfahren, welches ermo¨glicht die Zustandswahrscheinlich-
keiten zum Zeitpunkt t bedingt auf die Beobachtungen bis zum Zeitpunkt t sowie die Parameter
zu ermitteln. Fu¨r jeden Punkt in der Zeit wird der Hamilton-Filter einmal durchlaufen.
F I Im ersten Schritt wird aus dem Ergebnis des Filters der vorhergehenden Zeitpunkte, also
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der gefilterten Zustandswahrscheinlichkeiten in t−1 und den U¨bergangswahrscheinlichkei-
ten, die gemeinsamen Zustandswahrscheinlichkeiten in den Zeitpunkten t und t−1 gegeben
die Beobachtungen bis zum Zeitpunkt t− 1 berechnet:
P
[
st, st−1|{Yt˜}t−1t˜=1
]
= P [st|st−1] · P
[
st−1|{Yt˜}t−1t˜=1
]
,
wobei P [st|st−1] die U¨bergangs- bzw. Bleibewahrscheinlichkeit darstellt und selber weiter
parametrisiert werden kann, vgl. Filardo (1994).
F II Das Ergebnis aus F I wird mit der auf die eigene Vergangenheit und die Zusta¨nde bedingten
Wahrscheinlichkeitsdichtefunktion der Beobachtung zum Zeitpunkt t multipliziert:
f
(
Yt, st, st−1|{Yt˜}t−1t˜=1
)
= f
(
Yt|st, st−1, {Yt˜}t−1t˜=1
)
· P
[
st, st−1|{Yt˜}t−1t˜=1
]
wobei fu¨r f(Yt|st, st−1, {Yt˜}t−1t˜=1) in der Regel eine Normalverteilung unterstellt wird, siehe
zum Beispiel Gleichung 2.7. Andere Verteilungen wie die t-Verteilung sind ebenfalls denk-
bar, siehe unter anderem Hamilton (2005).
F III Indem u¨ber die Zusta¨nde integriert wird, wird die ausschließlich auf die eigene Vergangen-
heit bedingte Wahrscheinlichkeitsdichtefunktion der Beobachtung in t gewonnen:
f
(
Yt|{Yt˜}t−1t˜=1
)
=
M∑
st=0
M∑
st−1=0
f
(
Yt, st, st−1|{Yt˜}t−1t˜=1
)
.
Da sich die Likelihood-Funktion als Produkt der entsprechend bedingten Dichten ergibt,
kann u¨ber F III der Wert der Likelihood-Funktion mit Hilfe des Hamilton-Filters errechnet
werden.
F IV Es werden die auf die Beobachtung in t bedingten Wahrscheinlichkeiten der Zusta¨nde
gewonnen:
P
[
st, st−1|{Yt˜}tt˜=1
]
=
f
(
Yt, st, st−1|{Yt˜}t−1t˜=1
)
f
(
Yt|{Yt˜}t−1t˜=1
)
F V und, indem u¨ber die Zusta¨nde in t−1 integriert wird, schließlich die gefilterte Wahrschein-
lichkeit der Zusta¨nde:
P
[
st|{Yt˜}tt˜=1
]
=
M∑
st−1=0
P
[
st, st−1|{Yt˜}tt˜=1
]
.
Nach F V wird t um eins erho¨ht und basierend auf dem Ergebnis von F V setzt der Filter
wieder bei F I ein.
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Kim-Gla¨tter
Bereits Hamilton (1990) hat einen Gla¨tter vorgeschlagen, der jedoch von Kim (1994) basierend
auf der Markov-Eigenschaft bedeutend vereinfacht wurde. Gegla¨ttete Wahrscheinlichkeiten ge-
ben die volle Stichprobeninformation u¨ber die Zusta¨nde wieder. Sie spielen bei der Anwendung
des EM-Algorithmus in der Maximum-Likelihood-Scha¨tzung von Markov-Switching-Modellen
eine zentrale Rolle, da u¨ber den Gla¨tter die basierend auf der gesamten Stichprobeninformati-
on erwarteten Zustandswahrscheinlichkeiten gewonnen werden. Der Gla¨tter kann als eine Art
rekursiver Filter aufgefasst werden. Die Stichprobe wird in die Gegenrichtung also von T bis 1
durchlaufen, wobei der letzte Wert des Filters P [sT |{Yt˜}Tt˜=1,Θ] der erste Wert des Gla¨tters ist.
G I In diesem Schritt wird die Ein-Schritt-Prognosewahrscheinlichkeit der Zusta¨nde berechnet
P
[
st+1|{Yt˜}tt˜=1
]
=
M∑
st=0
P [st+1|st]P
[
st|{Yt˜}tt˜=1
]
,
die in den eigentlichen Gla¨tter (G II) eingeht.
G II
P
[
st|{Yt˜}Tt˜=1
]
=
M∑
st+1=0
P [st+1|st]P
[
st|{Yt˜}tt˜=1
]
P
[
st+1|{Yt˜}tt˜=1
] P [st+1|{Yt˜}Tt˜=1]
Im eigentlichen Gla¨tter werden die Ein-Schritt-Prognose-Wahrscheinlichkeiten aus G I, die
gefilterten Wahrscheinlichkeiten aus F V sowie der vorausgehende Wert (t + 1 wegen der
rekursiven Struktur des Gla¨tters) von G II zusammengefasst.
A.2 Gibbs-Sampler der Zeitreihenmodelle
AR-Modell
Die Parameter µ und {φ`}k`=1 werden zu einem Block zusammengefasst. Der zweite Block umfasst
nur die Varianz σ2 bzw. die Pra¨zision τ = 1/σ2. Es wird ein unabha¨ngiger Normal-Gamma-Prior
angenommen.1 Die a priori Verteilung des ersten Blocks wird wie folgt angenommen:
µ, {φ`}k`=1 ∼ N(µp,Ωp),
wobei µp ein Vektor der La¨nge k + 1 ist und Ωp eine Diagonalmatrix der Form I · σ2p ist. Fu¨r
die Pra¨zision wird eine Gammaverteilung angenommen:
τ ∼ Gam(λp, κp).
1Die Prior werden in der Form den Verteilungsfamilien gewa¨hlt, dass die vollsta¨ndig bedingten Verteilungen
der gleichen Verteilung wie die Prior folgen. Sie sind in diesem Sinne konjugiert. Dieses Prinzip wird fu¨r alle
Parameter angewendet.
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Im Gibbs-Sampler wird iterativ aus den folgenden vollsta¨ndig bedingten Verteilungen gezogen:2
• µ, {φ`}k`=1|y, τ ∼ N
(
(X ′Ω−1X +Ωp−1)−1(X ′Ω−1y +Ωp−1µp); τ−1(X ′Ω−1X +Ωp−1)−1
)
,
wobei die Matrix X eine Konstante und die verzo¨gerten Werte des BIP-Wachstums entha¨lt
und Ω eine Diagonalmatrix mit 1/τ auf der Diagonalen ist. An dieser Stelle und im Fol-
genden steht y fu¨r den gesamten Vektor der beobachtbaren BIP-Wachstumsraten, also
y = {yt}Tt=1.
• τ |µ, {φ`}k`=1, y ∼ Gam(λp +
∑
t ²̂
2
t /2, κ
p + T/2),
wobei ²̂t die Residuen bezeichnet.
Die Werte der Hyperparameter sind in Tabelle A.1 fu¨r neun verschiedene Szenarien zu finden. Es
handelt sich dabei um Hyperparameter, die in allen Modellen auftreten. Die Werte modellspe-
zifischer Hyperparameter werden bei der Erla¨uterung der jeweiligen Gibbs-Sampler angegeben.
MSA- und MSI-Modell
Der erste Block umfasst die Parameter µ1, µ2 und {φ`}k`=1 im MSI-Modell und µ, {φ1,`}k`=1 sowie
{φ2,`}k`=1 im MSA-Modell. Der entsprechende Block von Parametern wird im Folgenden, sofern
nicht von einzelnen Parametern aus diesem Block die Rede ist, als Θµ,φ aufgefu¨hrt. Der zweite
Block ist analog zum AR-Modell. Fu¨r beide Blo¨cke werden die gleichen a priori Verteilungen wie
im AR-Modell angenommen. Zusa¨tzlich bilden die U¨bergangs- bzw. Bleibewahrscheinlichkeiten
p11 und p22 einen dritten Block. A priori sind p11 und p22 Beta-verteilt mit den Parametern vp
und wp, die fu¨r alle MS-Modelle in Kapitel 2 auf 6 bzw. 2 gesetzt werden. Die Zustandsvariablen
{st}Tt=1 werden als fehlende Daten aufgefasst und im Rahmen der Gibbs-Samplers imputiert,
so dass die Verteilungen der Parameter auf {st}Tt=1 bedingt werden ko¨nnen. Im Gibbs-Sampler
wird iterativ aus den folgenden vollsta¨ndig bedingten Verteilungen gezogen:
• Θµ,φ|y, τ, {st}Tt=1 ∼ N
(
(X ′Ω−1X +Ωp−1)−1(X ′Ω−1y +Ωp−1µp), (X ′Ω−1X +Ωp−1)−1
)
,
wobei die Matrix X im MSI-Modell die Zustandsvariable {st}Tt=1 und 1 − {st}Tt=1 sowie
die verzo¨gerten Werte des BIP-Wachstums entha¨lt. Im MSA-Modell besteht X aus einer
Konstanten und zweimal den verzo¨gerten Werten des BIP-Wachstums, die mit {st}Tt=1
bzw. 1− {st}Tt=1 elementweise multipliziert worden sind.
• τ |Θµ,φ, y, {st}Tt=1 ∼ Gam(λp +
∑
t ²̂
2
t /2, κ
p + T/2)
• p11|{st}Tt=1 ∼ Beta(n11 + vp, n12 + wp)
• p22|{st}Tt=1 ∼ Beta(n22 + vp, n21 + wp),
2Es werden in der Darstellung nur die Bedingungen aufgefu¨hrt, die Einfluss auf die Verteilungen haben.
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wobei nii die Anzahl der Perioden angibt, in denen der Zustand i andauert, und nij die
Anzahl der Perioden, in denen der Zustand von i nach j wechselt.
• Die Zustandsvariable {st}Tt=1 wird als fehlende Daten aufgefasst und in jedem Gibbs-Zug
imputiert. Allgemein gilt fu¨r die Verteilung dieser diskreten Variable
P ({st}Tt=1|y,Θ) = P (sT |y,Θ)
T−1∏
t=1
P (st|{st˜}Tt˜=t+1, y,Θ),
wobei wegen der Markov-Eigenschaft P (st|{st˜}Tt˜=t+1, y,Θ) = P (st|st+1, y,Θ) ist; ferner
gilt P (st|st+1, y,Θ) = P (st|st+1, {yt˜}tt˜=1,Θ), weil st mit zuku¨nftigen Werten nur u¨ber st−1
abha¨ngt ebenfalls wegen der Markov-Eigenschaft, so dass
{st}Tt=1|y,Θ ∼ P (sT |y,Θ)
T−1∏
t=1
P (st|st+1, {yt˜}tt˜=1,Θ).
Aus dieser Verteilung kann nach dem Multi-Move-Verfahren gezogen werden.3 Mit Hilfe
des Hamilton-Filters wird P (sT |y,Θ) bestimmt. Es wird aus einer (0,1)- Gleichverteilung
eine Zahl gezogen und sT gleich 1 gesetzt, wenn die gezogene Zahl kleiner ist als P (sT |y,Θ).
Dann wird von t = T − 1 bis t = 1 wie folgt iteriert. Es wird
P (st|st+1, {yt˜}tt˜=1,Θ) =
P (st+1|st)P (st|{yt˜}tt˜=1,Θ)
P (st+1|{yt˜}tt˜=1,Θ)
berechnet, wobei die entsprechenden Ausdru¨cke aus dem Hamilton-Filter gewonnen wer-
den ko¨nnen.4 Es werden jeweils Zufallszahlen aus einer (0,1)- Gleichverteilung gezogen
um diskrete Werte fu¨r st zu imputieren. Dabei werden die Zufallszahlen mit der zuvor
beschriebene Wahrscheinlichkeit verglichen und je nachdem welcher Wert gro¨ßer ist eine 0
oder eine 1 imputiert.
MSAH- und MSIH-Modell
Im Wesentlichen ist der Gibbs-Sampler identisch zu dem der MSA- und MSI-Modelle. Durch die
Zustandsabha¨ngigkeit der Varianz sind zwei A¨nderungen zu beru¨cksichtigen. Zum einen tritt eine
zweite Varianz dazu. Außerdem muss die Heteroskedastie bei den Zu¨gen der Mittelwertparameter
beru¨cksichtigt werden.
3Dieses wird von Shephard (1994) sowie Carter und Kohn (1994) vorgeschlagen. Eine anschauliche Darstel-
lung findet sich in Krolzig (1997). Alternativ existiert das Single-Move-Verfahren von Albert und Chib (1993b),
in dem die fu¨r die Zu¨ge verwendete Verteilung von st auf die zuku¨nftigen und vergangenen Realisationen der
Zustandsvariablen bedingt wird.
4P (st|{yt˜}tt˜=1,Θ) ist die gefilterte Wahrscheinlichkeit fu¨r den Zustand st und P (st+1|{yt˜}tt˜=1,Θ) ist die pro-
gnostizierte.
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• Θµ,φ|y, τ, {st}Tt=1 ∼ N
(
(X ′Ω−1X +Ωp−1)−1(X ′Ω−1y +Ωp−1 · µp); (X ′Ω−1X +Ωp−1)−1) ,
wobei die Diagonalmatrix Ω auf der Diagonalen entweder 1/τ1 oder 1/τ2 entsprechend der
Zustandsvariablen {st}Tt=1 hat.
• τ1|µ1, {φ1,`}k`=1, y, {st}Tt=1 ∼ Gam(λp +
∑
t st²̂
2
t /2, κ
p +
∑
t st/2)
• τ2|µ2, {φ2,`}k`=1, y, {st}Tt=1 ∼ Gam(λp +
∑
t(1− st)²̂2t /2, κp +
∑
t(1− st)/2)
• p11|{st}Tt=1 ∼ Beta(n11 + vp, n12 + wp)
• p22|{st}Tt=1 ∼ Beta(n22 + vp, n21 + wp),
wobei nii die Anzahl der Perioden angibt, in denen der Zustand i andauert, und nij die
Anzahl der Perioden, in denen der Zustand von i nach j wechselt.
• {st}Tt=1|y,Θ ∼ P (sT |y,Θ)
∏T−1
t=1 P (st|st+1, {yt˜}tt˜=1,Θ)
SETAR-Modell
Das SETAR-Modell bedingt auf den Schwellenparameter r und die Verzo¨gerung q kann in zwei
lineare Modelle geteilt werden. Jeweils kann der fu¨r das AR-Modell beschriebene Gibbs-Sampler
verwendet werden, wobei der Vektor y und die Matrix X an die entsprechende Aufteilung der
Stichprobe anzupassen ist (y1, X1 und y2, X2). Die vollsta¨ndig bedingten Verteilungen sind:
• µ1, {φ1,`}k`=1|y1, τ1
∼ N ((X ′1Ω−11 X1 +Ωp−1)−1(X ′1Ω−11 y1 +Ωp−1µp); (X ′1Ω−11 X1 +Ωp−1)−1) ,
• µ2, {φ2,`}k`=1|y2, τ2
∼ N ((X ′2Ω−12 X2 +Ωp−1)−1(X ′2Ω−12 y2 +Ωp−1µp); (X ′2Ω−12 X2 +Ωp−1)−1) ,
wobei die MatrixX1 bzw.X2 eine Konstante und die verzo¨gertenWerte des BIP-Wachstums
entha¨lt und Ω1 eine Diagonalmatrix mit 1/τ1 bzw. Ω2 eine Diagonalmatrix mit 1/τ2 auf
der Diagonalen ist. Dadurch, dass jeweils auf y1 und X1 sowie auf y2 und X2 bedingt wird,
wird implizit auch auf r und q bedingt. Es werden fu¨r beide Zusta¨nde die gleichen a priori
Verteilungen angenommen.
• τ1|µ1, {φ1,`}k`=1, y1 ∼ Gam(λp +
∑
t1
²̂2t /2, κ
p + T1/2)
• τ2|µ2, {φ2,`}k`=1, y2 ∼ Gam(λp +
∑
t2
²̂2t /2, κ
p + T2/2)
Das Ergebnis des Gibbs-Samplers dient zur Berechnung der a posteriori Verteilung bedingt
auf r und q. Die Marginale Likelihood wird dann durch Integration u¨ber beide Parameter ge-
wonnen.5 Der Gibbs-Sampler wird also fu¨r alle Kombinationen aus r und q mit entsprechenden
5Chen und Lee (1995) bedingen den Gibbs-Sampler nicht auf r und q, sondern ziehen diese Parameter mit Hilfe
des Metropolis-Hastings-Algorithmus im Rahmen des Gibbs-Samplers mit, um entsprechende Bayes-Scha¨tzer fu¨r
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Anpassungen von y1 und X1 sowie y2 und X2 wiederholt. Es wird a priori angenommen, dass
q die Werte 1 bis 4 mit gleicher Wahrscheinlichkeit annehmen kann. Fu¨r r wird a priori eine
stetige Gleichverteilung unterstellt. Einfluss auf die Likelihood haben verschiedene Werte von r
jedoch nur im Hinblick auf die endliche Anzahl von Auspra¨gungen der Schwellenvariablen, so
dass die Integration u¨ber r als gewichtetes arithmetisches Mittel interpretiert werden kann. Die
Marginale Likelihood ergibt sich als:
f(y) =
1
4
4∑
q=1
b0,9T c∑
i=b0,1T c
h(ri)
L(Θ/r,q|y, ri, q)p(Θ/r,q)
p(Θ/r,q|y, ri, q)
,
wobei Θ/r,q alle Parameter des Modells ohne r und q bezeichnet. Wenn r Werte im Intervall zwi-
schen zwei (geordneten) Auspra¨gungen der Schwellenvariablen y(i)t−q und y
(i+1)
t−q annimmt, wirkt
dies auf die Likelihood genauso, wie wenn r den Wert der kleineren der beiden Auspra¨gungen der
Schwellenvariable annimmt, also ri = y
(i)
t−q. Wegen der unterstellten Gleichverteilung entspricht
die relative Intervallla¨nge dem Gewicht h(ri).
Floor-Ceiling-Modell
Analog zum SETAR-Modell tritt auch im Floor-Ceiling-Modell ein unbeobachtbarer Schwellen-
parameter auf. Der Gibbs-Sampler ist folglich bedingt auf rF . Da anhand der ML-Scha¨tzungen
eine vereinfachte Varianzspezifikation der urspru¨nglich von Pesaran und Potter (1997) vorge-
schlagenen fu¨r deutsche Daten vorgezogen wird, wird der Gibbs-Sampler fu¨r diese vorgestellt.
Hier wird also ht(γ, σ) = σ1(1− Ct−1) + σ2Ct−1 unterstellt, vergleiche mit Gleichung 2.11.
• µ, {φ`}k`=1, ν1, ν2|y, τ1, τ2, rF , rC
∼ N ((X ′Ω−1X +Ωp−1)−1(X ′Ω−1y +Ωp−1µp); (X ′Ω−1X +Ωp−1)−1) ,
wobei die Matrix X eine Konstante, die verzo¨gerten Werte des BIP-Wachstums sowie
{CDRt−1}Tt=1 und {HCt−1}Tt=1 entha¨lt. {CDRt−1}Tt=1 ha¨ngt dabei vom Schwellenparame-
ter rF ab, u¨ber den zu integrieren ist. rC wird auf die mittlere Wachstumsrate gesetzt. Ω
ist eine Diagonalmatrix mit 1/τ1 bzw. 1/τ2 auf der Diagonalen.
• τ1|y, µ, {φ`}k`=1, ν1, rF , rC ∼ Gam(λp +
∑
Ct−1=0 ²̂
2
t /2, κ
p +
∑
t 1(Ct−1 = 0)/2)
• τ2|y, µ, {φ`}k`=1, ν1, ν2, rF , rC ∼ Gam(λp +
∑
Ct−1=1 ²̂
2
t /2, κ
p +
∑
t 1(Ct−1 = 1)/2)
die Parameter zu erzeugen. Bei der Berechnung der Marginalen Likelihood wu¨rde ein solches Vorgehen implizieren,
dass das von Chib und Jeliazkov (2001) beschriebene Vorgehen verwendet werden muss. Der hier verwendete
Ansatz r und q herauszuintegrieren, der auch von Koop und Potter (1999) verwendet wird, erscheint weniger
rechenintensiv als der Weg, der auf dem Vorgehen von Chen und Lee (1995) und Chib und Jeliazkov (2001)
basiert, und wird daher an dieser Stelle vorgezogen.
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Der Schwellenparameter rF wird analog zum Schwellenparameter r des SETAR-Modells behan-
delt, wobei die a priori Gleichverteilung nicht zwischen dem 10% und dem 90% Quantil, sondern
zwischen dem 10% Quantil und null angenommen wird.
DLR-Modell
Im DLR-Modell existieren drei latente Prozesse, die Zustandsvariable {rt}Tt=1 bzw. die korrespon-
dierenden Regimewechselpunkte sowie die Koeffizienten der lokalen Trends {aj}Jj=1 und {bj}Jj=1.
Der Gibbs-Sampler wird bedingt auf {rt}Tt=1, wa¨hrend {aj}Jj=1 und {bj}Jj=1 imputiert werden.
Der Parameter δ wird gesetzt (δ = 0, 575). Folgende a priori Verteilungen werden angenommen:
• ν, γ ∼ N(µp,Ωp) mit Ωp = I · σ2p
• 1/σ2 bzw. τ ∼ Gam(λp, κp)
• µa,1 ∼ N(µpa,1, σ2ap) mit µpa,1 = µp und σ2ap = σ2p
• µa,2 ∼ N(µpa,2, σ2ap) mit µpa,2 = 3
• µb ∼ N(µpb , σ2b p) mit µpb = −0, 1 und σ2b p = 1
• 1/σ2a ∼ Gam(λpa, κpa) mit λpa = 1 und κpa = 1
• 1/σ2b ∼ Gam(λpb , κpb) mit λpb = 1 und κpb = 1
• β0, β1 ∼ N(µpβ, ωpβ) mit µpβ = µp und ωpβ = σ2pI
An dieser Stelle werden µa,1 und µa,2 unterschieden, wobei angenommen wird, dass µa,2 der
Erwartungswert der aj ist, sofern j ein sich beschleunigendes Wachstumsregime ist und µa,1 wird
im gegenteiligen Fall unterstellt. Es ergeben sich folgende vollsta¨ndig bedingte Verteilungen:
• ν, γ|y, {rt}Tt=1, {aj}Jj=1, {bj}Jj=1, τ
∼ N ((X ′Ω−1X +Ωp−1)−1(X ′Ω−1y +Ωp−1µp); (X ′Ω−1X +Ωp−1)−1) ,
wobei die Matrix X das verzo¨gerte BIP-Wachstum und den verzo¨gerten Spannungsindex
umfassen.
• τ |y, {rt}Tt=1, {aj}Jj=1, {bj}Jj=1, ν, γ ∼ Gam(λp +
∑
t ²̂
2
t /2, κ
p + T/2)
• µa,1|{aj1}J1j1=1 ∼ N((1/σ2a,1
p+J1/σ2a)
−1(µpa,1/σ
2
a,1
p+J1aj1/σ
2
a), (1/σ
2
a,1
p+J1/σ2a)
−1), wobei
J1 die Anzahl an kontraktiven Regimen und aj1 ein Parameter des kontraktiven Regimes
j1 ist. Die expansiven Regime werden mit dem Index j2 geza¨hlt. Es gilt J1 + J2 = J . Der
Ausdruck aj1 bezeichnet das arithmetische Mittel der {aj1}J1j1=1. Analog bezeichnen aj2
und ln bj ebenfalls arithmetische Mittel.
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• µa,2|{aj2}J2j2=1 ∼ N((1/σ2a,2
p + J2/σ2a)
−1(µpa,2/σ
2
a,2
p + J2aj2/σ
2
a), (1/σ
2
a,2
p + J2/σ2a)
−1)
• µb|{bj}Jj=1 ∼ N((1/σ2b p + J/σ2b )−1(µpb/σ2b p + J ln bj/σ2b ), (1/σ2b p + J/σ2b )−1)
• 1/σ2a|{aj}Jj=1, µa,1, µa,2 ∼ Gam(λpa + (
∑
j1
(aj1 − µa,1)2 +
∑
j2
(aj2 − µa,2)2)/2 , κpa + J/2)
• 1/σ2b |{bj}Jj=1, µb ∼ Gam(λpb + (
∑
j(ln bj − µb)2)/2 , κpb + J/2)
• Die zufa¨lligen Koeffizienten {aj}Jj=1 und {bj}Jj=1 werden im Rahmen des Gibbs-Samplers
imputiert. Die einzelnen Elemente von {aj}Jj=1 werden dabei aus der folgenden vollsta¨ndig
bedingten Verteilung gezogen:
N
(ωaj )−1
µa,(rt(j)+3)/2/σ2a + t(j)∑
t=t(j−1)+1
²˜t/σ
2
 , (ωaj )−1
 ,
wobei ωaj = 1/σ
2
a+(t(j)− t(j−1))/σ2 und ²˜t = yt−νht−1−γyt−1−bjrt
∑t−t(j−1)−1
υ=1 d
υ−1.
• Fu¨r die {bj}Jj=1 kann keine bekannte vollsta¨ndig bedingte Verteilung angegeben werden,
so dass der Metropolis-Hastings-Algorithmus zur Anwendung kommt. Die Verteilung von
bj ist proportional zu folgendem Ausdruck:
f(bj |y,Θ, {rt}Tt=1) ∝ exp
−.5∑t(j)t=t(j−1+1)(yt − νht−1 − γyt−1 −mt)2
σ2
 1
σb
φ
(
lnbj − µb
σb
)
,
wobei mt = aj+bjrt
∑t−t(j−1)−1
υ=1 d
υ−1. Als Vorschlagsdichte im Metropolis-Hastings-Algo-
rithmus wird eine t-Verteilung verwendet, wobei der Lageparameter auf den Wert der kor-
respondierenden ML-Scha¨tzung und der Skalierungsparameter auf denWert der gescha¨tzen
Varianz des korrespondierenden ML-Scha¨tzers gesetzt wird.
• Die Parameter β0 und β1 sind Parameter eines Probit-Modells. Sofern die Werte des laten-
ten Modells {r∗t }Tt=1 gegeben sind, sind β0 und β1 Parameter eines linearen Modells und
es gilt:
β0, β1|{r∗t }Tt=1, {rt}Tt=1, {yt}Tt=1
∼ N
(
(X ′βΩ
−1
β Xβ +Ω
p
β
−1)−1(X ′βΩ
−1
β r
∗ +Ωpβ
−1
µpβ); (X
′
βΩ
−1
β Xβ +Ω
p
β
−1)−1
)
,
wobei Xβ aus einer Konstanten sowie dem verzo¨gerten Spannungsindex multipliziert mit
den Regimevariablen {rt}Tt=1 besteht. Die Latente des Probit-Modells wird mit dem Ver-
fahren von Albert und Chib (1993a) ermittelt.
Um die bedingende Variable {rt}Tt=1 herauszuintegrieren, wird der von DeJong et al. (2005)
vorgeschlagene Importance-Sampler verwendet. Fu¨r eine allgemeine Darstellung zur Technik des
Importance-Sampling siehe Richard (1995) oder Stern (1997). Die Marginale Likelihood ergibt
sich als
f({yt}Tt=1) =
∑
{rt}Tt=1
f({yt}Tt=1, {rt}Tt=1).
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Alle Varianten der Regimevariable zu beru¨cksichtigen ist zu rechenintensiv. Daher werden die Er-
gebnisse der konditionalen Scha¨tzung des Modells zur Formulierung eines Importance-Samplers
fu¨r {rt}Tt=1 genutzt. Gegeben die ML-Scha¨tzung der Parameter Θ̂ hat die Wahrscheinlichkeit
eines Regimewechsels die folgende Form:
pit+1 = P (rt+1 = −rt|rt, ht) = Φ(β̂0 + β̂1rtht)
und der resultierende Importance-Sampler
h({rt}Tt=1|{yt}Tt=1, Θ̂) = pir˜tt (1− pit)(1−r˜t)
kann von t = 1 bis t = T durchlaufen werden, um Zu¨ge von {rt}Tt=1 zu generieren. Diese
Zu¨ge werden zur Approximation der Marginalen Likelihood herangezogen, wobei f∗({yt}Tt=1)
fu¨r die approximierende MC Marginale Likelihood steht und G die Anzahl der Zu¨ge aus dem
Importance-Sampler darstellt:
f∗({yt}Tt=1) =
1
G
G∑
g=1
f({yt}Tt=1, {r(g)t }Tt=1)
h({r(g)t }Tt=1|{yt}Tt=1, Θ̂)
,
wobei f({yt}Tt=1, {r(g)t }Tt=1) entsprechend dem Verfahren von Chib (1995) mit Hilfe des zuvor
dargestellten Gibbs-Samplers (mit einem MH-Schritt) errechnet wird. Die Ergebnisse in Tabelle
2.4 basieren auf G = 1500.
Tabelle A.1: Priorszenarien
Sz. σ2
p
λp κp Sz. σ2
p
λp κp Sz. σ2
p
λp κp
1. 10 1 1 4. 5 1 1 7. 2 1 1
2. 10 1 0,1 5. 5 1 0,1 8. 2 1 0,1
3. 10 0,1 0,1 6. 5 0,1 0,1 9. 2 0,1 0,1
Sensitivita¨tsanalyse
Fu¨r einzelne Parameter der a priori Verteilungen werden jeweils drei verschiedene Werte ange-
nommen und kombiniert, so dass sich neun Szenarien ergeben. Die Tabelle A.1 zeigt die Un-
terschiede zwischen den Szenarien auf. Hier nicht aufgefu¨hrte Hyperparameter nehmen in allen
neun Szenarien die gleichen Werte an. Die konkreten Werte finden sich an den Stellen, wo die
entsprechenden Hyperparameter eingefu¨hrt worden sind. Der Hyperparameter µp nimmt jeweils
der Wert null an.
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A.3 Die Skala von Jeffreys
Das Verha¨ltnis der Werte der Marginalen Likelihood zweier Modelle gibt Aufschluss u¨ber die
relative Modellgu¨te. Zur Interpretation dieses Verha¨ltniswertes schla¨gt Jeffreys (1961) eine Ska-
la vor; die verschiedenen Stufen der mo¨glichen Verha¨ltniswerte entsprechende Evidenzniveaus
zuordnet. Die Skala ist im Folgenden fu¨r die logarithmierten Verha¨ltniswerte angegeben.
Sei nun fA(Y ) der Wert der Marginalen Likelihood fu¨r das Modell A und fB(Y ) der Wert
der Marginalen Likelihood fu¨r das Modell B. Dann wird das Verha¨ltnis
BF =
fA(Y )
fB(Y )
als Bayes-Faktor bezeichnet. In logarithmierter Form ergibt sich:
logBF = log fA(Y ) − log fB(Y ).
Werte fu¨r logBF gro¨ßer Null werden als Evidenz fu¨r das Modell A aufgefasst. Umgekehrt werden
Werte kleiner Null als Evidenz fu¨r das Modell B aufgefasst. Dem Betrag der Werte von logBF
lassen sich mit der Skala von Jeffreys verschiedene Sta¨rken der Evidenz zuordnen:
0 < logBF ≤ 1,15 sehr schwache Evidenz,
1,15 < logBF ≤ 2,3 schwache Evidenz,
2,3 < logBF ≤ 4,6 starke bis sehr starke Evidenz,
4,6 < logBF entscheidende Evidenz.
A.4 Varianzbruch und Gibbs-Sampler
Die Gibbs-Sampler fu¨r die AR-Modelle sowie die MS-Modelle ohne Bruch entsprechen den in
Abschnitt A.2 dargestellten. Die in Kapitel 4 verwendeten Prior sind sa¨mtlich in Tabelle A.2
angegeben. Ein Unterschied in den angesprochenen Gibbs-Samplern ergibt sich durch die Beru¨ck-
sichtigung eines unbekannten Bruchs. Dessen vollsta¨ndig bedingte Dichte ist proportional zum
folgenden Ausdruck:
P (t∗ = t˜|GT ,Θ) ∝ (1− υ)υt˜−T1−1f({yt}Tt=1|Θ, t∗ = t˜), T1 < t˜ < T2,
wobei f({yt}Tt=1|Θ, t∗ = t˜) die Likelihood gegeben den Bruchpunkt t˜ angibt und υ der Parameter
der restringierten Markov-Kette ist, der der Bruch folgt. Die Werte T1 und T2 geben die sicheren
Randbereiche an, in denen der Bruch noch nicht 1→ T1 oder bereits T − 2→ T stattgefunden
hat.
Mit Hilfe dieses Ausdrucks ko¨nnen fu¨r alle mo¨glichen Bruchpunkte Werte berechnet werden.
Indem durch deren Summe normalisiert wird, erha¨lt man eine Wahrscheinlichkeitsmassenfunk-
tion aus der Zu¨ge generiert werden ko¨nnen. Somit wird der Bruchpunkt als zusa¨tzlicher Block in
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den Gibbs-Sampler integriert. Das Vorgehen entspricht einem Multi-Move-Sampler fu¨r restrin-
gierte Markov-Ketten. Bei den anderen Parametern mu¨ssen die zwei Varianzregime entsprechend
beru¨cksichtigt werden. Fu¨r die vollsta¨ndig bedingte Verteilung der Mittelwertparameter µ und
{φ`}k`=1 im AR-Modell mit Bruch in der bedingten Varianz
µ, {φ`}k`=1|y, τ ∼ N
(
(X ′Ω−1X +Ωp−1)−1(X ′Ω−1y +Ωp−1µp); τ−1(X ′Ω−1X +Ωp−1)−1
)
ist zu beachten, dass die Diagonalmatrix Ω nicht mehr einheitlich mit 1/τ auf der Diagonalen
besetzt ist, sondern die ersten t˜ Diagonalelemente gleich 1/τ1 und die folgenden Diagonalele-
mente gleich 1/τ2 sind. Entsprechend sind zwei Pra¨zisionen zu beru¨cksichtigen, die die folgenden
vollsta¨ndig bedingten Verteilungen haben:
τ1|µ, {φ`}k`=1, y, t˜ ∼ Gam
λp + t˜∑
t=1
²̂2t /2, κ
p + t˜/2
 ,
τ2|µ, {φ`}k`=1, y, t˜ ∼ Gam
λp + T∑
t=t˜+1
²̂2t /2, κ
p +
T − t˜+ 1
2
 .
Fu¨r die Markov-Switching-Modelle ist die Beru¨cksichtigung eines Varianzbruchs analog zu
sehen. Ebenfalls muss die besondere Form der Heteroskedastie in die vollsta¨ndig bedingten Dich-
ten der Mittelwertparameter einfließen, es werden zwei Pra¨zisionen gezogen und der Bruchpunkt
selber bildet einen zusa¨tzlichen Block im Gibbs-Sampler.
Das DLR-Modell, das in der Analyse des Strukturbruchs Anwendung findet, ist im Ver-
gleich zum DLR-Modell in Kapitel 2 in einiger Hinsicht modifiziert. Die Anzahl der Regime ist
auf neun festgelegt und die Regimekoeffizienten aj und bj werden nicht als zufa¨llig angesehen,
sondern als Parameter des Modells. Diese Modifikationen vereinfachen die Analyse. Der Gibbs-
Sampler des DLR-Modells mit zufa¨lligen Regimekoeffizienten, der in Abschnitt A.2 erla¨utert
ist, muss entsprechend modifiziert werden. Die Parameter µa,1, µa,2, µb, σ2a und σ
2
b sowie die
korrespondierenden a priori Verteilungen und Likelihoodbestandteile entfallen. Dafu¨r werden 18
zusa¨tzliche Parameter {aj}9j=1, {bj}9j=1 beru¨cksichtigt. Fu¨r aj wird a priori eine Normalvertei-
lung angenommen und fu¨r bj eine gestutzte Normalverteilung um die Positivita¨t sicherzustel-
len. Die Hyperparameter sind in Tabelle A.2 angegeben. Als vollsta¨ndig bedingte Verteilungen
von aj und bj ergeben sich dann Normal- bzw. gestutzte Normalverteilungen. Der MH-Schritt
entfa¨llt. Die vollsta¨ndig bedingten Dichten von ν, γ, β0 und β1 entsprechen den in Abschnitt
A.2 dargestellten mit dem Unterschied, dass im Fall des Varianzbruchs die Heteroskedastie in
den vollsta¨ndig bedingten Verteilungen der Mittelwertparameter beru¨cksichtigt werden muss.
Dies geschieht analog zur Darstellung fu¨r das AR-Modell. Ferner mu¨ssen dann ebenfalls zwei
Pra¨zisionen gezogen werden, deren Verteilungen im wesentlichen denen im AR-Fall entsprechen,
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wobei die zusa¨tzlichen bzw. unterschiedlichen bedingenden Parameter und die Zustandvariable
rt bei der Berechnung der Residuen ²̂t beru¨cksichtigt werden.
Ein weiterer Unterschied im modifizierten DLR-Modell ist, dass die Zustandsvariable rt, die
die Mittelwertregime steuert, jetzt in den Gibbs-Sampler integriert wird. Die Zustandsvariable
rt wird implizit durch die Regimewechselpunkte gezogen. Die Regimewechselpunkte werden se-
quentiell in Anlehnung an das konditionale Verfahren der ML-Scha¨tzung in DeJong et al. (2005)
gezogen. Es gibt neun Regime und acht Regimewechselpunkte j∗ = 1, ..., 8. Der Zeitpunkt eines
Regimewechsels t(j∗) wird bedingt auf die anderen Regimewechselpunkte J∗ betrachtet:
P (t(j∗) = t˜|TJ∗ , {yt}Tt=1, {dt}Tt=1,Θ) ∝ f({yt}Tt=1, t(j) = t˜|TJ∗ , {dt}Tt=1,Θ), j∗ : 1→ 8¯.
Fu¨r den Wert t˜ entspricht der Ausdruck der Likelihood des Modells gegeben die Zustandsvaria-
blen {rt}Tt=1, die durch TJ∗ und t(j) = t˜ definiert sind. Θ sei hier ein Platzhalter fu¨r sa¨mtliche
Modellparameter. Letztlich entspricht P (t(j∗) = t˜|TJ∗ , {yt}Tt=1, {dt}Tt=1,Θ) einer multinomialen
Verteilung, die durch die Summe der Wahrscheinlichkeiten normalisiert werden kann und somit
einen Ausdruck ergibt, aus dem direkt Zu¨ge ermittelt werden ko¨nnen. Das sequentielle Ver-
fahren verfa¨hrt dabei so, dass mit dem ersten Wechselpunkt bedingt auf die sieben folgenden
begonnen wird. Dann wird bedingt auf den Zug des Ersten und auf die sechs letzten der zweite
Wechselpunkt gezogen usw.
Die Gibbs-Sampler werden genutzt um die Bayesianischen Scha¨tzungen durchzufu¨hren und
um im Rahmen der von Chib (1995) vorgeschlagenen Methode die a posteriori Verteilungen zu
berechnen, die einen Bestandteil der Marginalen Likelihood entsprechend der Gleichung 2.22
darstellen. Die korrespondierenden Likelihoods, die zur Berechnung der Marginalen Likelihoods
notwendig sind, ha¨ngen im Falle der Modelle mit Bruch von den latenten Variablen dt ab.
Weil dt einer restringierten Markov-Kette folgt, kann mit Hilfe des Hamilton-Filters u¨ber diese
Variablen integriert werden. Im Falle des DLR-Modells spielt eine zweite Regimevariable eine
Rolle. Um u¨ber die dazugeho¨rigen Zustandsvariablen rt zu integrieren wird wie auch im DLR-
Modell in Kapitel 2 ein Importance-Sampling-Ansatz verwendet. An dieser Stelle muss allerdings
beru¨cksichtigt werden, dass die Anzahl der Regime mit neun vorgegeben ist. Das an dieser Stelle
verwendete Verfahren stellt sich also wie folgt dar:
Als Importance-Sampler wird eine gestutzte multivariate Bernoulli-Verteilung der folgenden
Form genutzt:
m({rt}Tt=1) =
[
T∏
t=1
pˆrtt (1− pˆt)1−rt
]
I{SJ¯}({rt}Tt=1)/P ({rt}Tt=1 ∈ SJ¯),
wobei pˆt die mit Hilfe des Gibbs-Samplers gescha¨tzte Wahrscheinlichkeit fu¨r rt = 1 darstellt
und I{SJ¯} eine Indikatorfunktion ist, die die Anzahl von genau acht Regimewechseln sicherstellt.
Entsprechend ist SJ¯ die Menge aller Sequenzen von {rt}Tt=1, die genau acht Regimewechsel
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Tabelle A.2: Priorspezifikationen
Parameter (I) (II) (III)
AR-Modell
(µ0,µ1)′ N(0,10) N(0,10) N(0,5)
{(φ1,i, ..., φ4,i)′}i=0,1 N(0,10 · I) N(0,10· I) N(0,5· I)
1/σ20, 1/σ
2
1 Gam(0.02,5) Gam(0.05,2) Gam(0.1,1)
υ Beta(8,0.2) Beta(8,0.1) Beta(8,0.1)
MS-Modell
µ10, µ11 N(2,10)I(0.5,∞)(·) N(2,10)I(0.5,∞)(·) N(2,5)I(0.5,∞)(·)
µ00, µ01 N(0,10)I(−∞,0.5)(·) N(0,10)I(−∞,0.5)(·) N(0,5)I(−∞,0.5)(·)
(φ1, ..., φ4)′ N(0,10· I) N(0,10· I) N(0,5· I)
p, q Beta(6,2) Beta(6,2) Beta(6,2)
1/σ20, 1/σ
2
1 Gam(0.02,5) Gam(0.05,2) Gam(0.1,1)
υ Beta(8,0.2) Beta(8,0.1) Beta(8,0.1)
DLR-Modell
(ν, γ)′ N(0,10·I) N(0,10·I) N(0,5·I)
{(aj , bj)′}9j=1 N(0,10·I)I(0,∞)(bj) N(0,10·I)I(0,∞)(bj) N(0,5·I)I(0,∞)(bj)
(β0, β1)′ N(0,10·I) N(0,10·I) N(0,5·I)
1/σ20, 1/σ
2
1 Gam(0.02,5) Gam(0.05,2) Gam(0.01,1)
υ Beta(8,0.2) Beta(8,0.1) Beta(8,0.1)
Hinweis: I bezeichnet die Einheitsmatrix und N (., .)I(l,h)(z) repra¨sentiert eine gestutzte Normal-
verteilung, wobei der Tra¨ger von z auf das Intervall (l, h) beschra¨nkt ist.
erfu¨llen. Die entsprechende MC-Approximation der unbedingten Likelihood ist dann:
f({yt}Tt=1|Θ) .=
1
G
G∑
g=1
f({yt}Tt=1, ({r˜t}Tt=1)(g)|Θ)
m(({r˜t}Tt=1)(g))
,
wobei ({r˜t}Tt=1)(g) eine Sequenz darstellt, die aus dem Importance-Sampler m(·) gezogen wird.
Das Verfahren wird auf das Modell ohne Bruch MDLR,0 und das Modell mit Bruch MDLR,1
angewendet. Θ ist entsprechend zu modifizieren und im Modell mit Bruch wird die bedingte
Likelihood mit Hilfe des Hamilton-Filters berechnet.
A.5 Marginale Likelihood fu¨r ein Modell mit Bruch in der Ko-
varianz
Um die Marginale Likelihood in einem Modell mit Bruch in der Kovarianz zu evaluieren ist
das direkte Vorgehen mit der Methode von Chib (1995) nicht mo¨glich. Der Gibbs-Sampler kann
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nicht angewendet werden, da die vollsta¨ndig bedingten Dichten zum Teil nicht in geschlossener
Form vorliegen. Anstatt den Gibbs-Sampler durch den MH-Algorithmus zu ersetzen und mit der
Methode von Chib und Jeliazkov (2001) die a posteriori Verteilung zu berechnen, wird an dieser
Stelle ein anderer Weg gewa¨hlt, der auf der folgenden Darstellung der Marginalen Likelihood
beruht:
f({x∗it}Tt=1, {x∗jt}Tt=1) =
∫
f({x∗it}Tt=1, {x∗jt}Tt=1|Θ) pi(Θ) dΘ,
wobei {x∗it}Tt=1 und {x∗jt}Tt=1 die standardisierten Wachstumsraten der Komponenten und Θ
die Parameter des Modells (Θ = (ρij0 , ρ
ij
1 , υ)) darstellt. Außerdem steht pi(Θ) fu¨r die a priori
Verteilung der Parameter, fu¨r die jeweils die Gleichverteilung im Intervall ρ ∈ (−1; 1) bzw.
υ ∈ (0; 1) angenommen wird. Das oben dargestellte Integral ist nicht analytisch lo¨sbar und wird
daher mit einem Importance-Sampling-Ansatz approximiert.
f({x∗it}Tt=1, {x∗jt}Tt=1) .=
1
K
K∑
k=1
f({x∗it}Tt=1, {x∗jt}Tt=1|Θ˜(k)) pi(Θ˜(k))
m(Θ˜(k))
,
wobei {Θ˜(k)}Kk=1 die K Zu¨ge aus dem Importance-Sampler m(Θ) repra¨sentiert. Als Importance-
Sampler wird eine multivariate gestutzte t-Verteilung mit 5 Freiheitsgraden verwendet. Mittel-
wert und Varianz-Kovarianzmatrix der Parameter entstammen einer ML-Scha¨tzung des Modells.
A.6 Gibbs-Sampler des Gemeinsamen Markov-Switching-Mo-
dells
Die Parameter α, β0 und β1 bilden den ersten Block von Mittelwertparametern Θ, wobei β1 zur
Identifikation als β1 = β0 + β∗ parametrisiert wird. A priori wird β∗ als trunkiert normalver-
teilt angenommen, so dass β∗ ≥ 0. Die gemeinsame trunkierte Normalverteilung der Parameter
α, β0 und β∗ hat die folgenden Hyperparameter Θ
p
y = 0 und fu¨r die Varainz-Kovarianzmatrix
Ωpy = 10 · I. Die Parameter der anderen Mittelwertgleichung werden ebenfalls in einen Block
zusammengefasst: Θi = {ζ0, ζ1, η0, η1, ξ0, ξ1, ρ}. Fu¨r diesen Blo¨cke wird a priori eine Nor-
malverteilung mit Vektor der Erwartungswerte Θp2 = 0 und einer diagonalen Varianz-Kovarianz-
Matrix der Form Ωpi = 10 · I angenommen. Fu¨r sa¨mtliche Bleibewahrscheinlichkeiten pu00, pu11,
pw00, p
w
11, p
z
00 sowie p
z
11 wird a priori eine Beta-Verteilung mit den Parameterwerten 6 und 2
angenommen. Fu¨r die Varianzen wird a priori eine Invers-Gamma-Verteilung angenommen und
somit fu¨r die Pra¨zisionen eine Gamma-Verteilung. Die Pra¨zision des Varianzzustands 0 in der
Geldpolitikgleichung τi,0(= 1/σ2i,0) ist folglich a prori Gamma-verteilt mit den Parametern λ
p
i,0
und κpi,0. Entsprechend sind die a priori Parameter der Verteilung von τi,1 λ
p
i,1 und κ
p
i,1. Analog
gelten fu¨r τy,0(= 1/σ2y,0) die Parameter λ
p
y,0 und κ
p
y,0 und fu¨r τy,1 die Parameter λ
p
y,1 und κ
p
y,1.
Da das Vorgehen sehr sensitiv gegenu¨ber den a priori Annahmen zur Varianz ist, werden die
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Werte der Parameter der a priori Verteilungen mit den La¨ndern basierend auf den Ergebnis-
sen von Maximum-Likelihood-Scha¨tzungen variiert. Sie sind in der nachfolgenden Tabelle A.3
angegeben.
Es ergeben sich die folgenden vollsta¨ndig bedingten Verteilungen, aus denen im Verlauf des
Gibbs-Sampler iterativ gezogen wird.
• Θy|{y}Tt=1, τy,0, τy,1, {ut}Tt=1, {wt}Tt=1
∼ N
(
(X ′yΩ−1y Xy +Ω
p
y
−1)−1(X ′yΩ−1y y +Ω
p
y
−1Θpy), (X ′yΩ−1y Xy +Ω
p
y
−1)−1
)
I(0,∞)(β∗),
wobei die Matrix Xy eine Konstante, die Zinsdifferenz multipliziert mit der Zustandsva-
riable sowie die Zinsdifferenz multipliziert mit dem Komplement entha¨lt. Ωy setzt sich aus
der Zustandsvariable der Varianz {wt}Tt=1 sowie den Pra¨zisionen τy,0 und τy,1 zusammen.
• Θi|{i}Tt=1, τi,0, τi,1, {ut}Tt=1, {zt}Tt=1
∼ N
(
(X ′iΩ
−1
i Xi +Ω
p
i
−1)−1(X ′iΩ
−1
i y +Ω
p
i
−1Θpi ), (X
′
iΩ
−1
i Xi +Ω
p
i
−1)−1
)
,
wobei die MatrixXi eine Konstante, die Inflation und den Output-Gap jeweils multipliziert
mit der Zustandsvariable sowie multipliziert mit dem Komplement entha¨lt und ferner den
verzo¨gerten Zins entha¨lt. Ωi setzt sich aus der Zustandsvariable der Varianz {zt}Tt=1 sowie
den Pra¨zisionen τi,0 und τi,1 zusammen.
• τy,0|Θy, {yt}Tt=1, {Xy,t}Tt=1, {ut}Tt=1, {wt}Tt=1
∼ Gam
(
λpy,0 +
∑
t 1(wt = 0) · ²̂2t /2, κpy,0 +
∑
t 1(wt = 0)/2
)
• τy,1|Θy, {yt}Tt=1, {Xy,t}Tt=1, {ut}Tt=1, {wt}Tt=1
∼ Gam
(
λpy,1 +
∑
t 1(wt = 1)²̂
2
t /2, κ
p
y,1 +
∑
t 1(wt = 1)/2
)
• τi,0|Θi, {it}Tt=1, {Xi,t}Tt=1, {ut}Tt=1, {zt}Tt=1
∼ Gam
(
λpi,0 +
∑
t 1(zt = 0) · ê2t /2, κpi,0 +
∑
t 1(zt = 0)/2
)
• τi,1|Θi, {it}Tt=1, {Xi,t}Tt=1, {ut}Tt=1, {zt}Tt=1
∼ Gam
(
λpi,1 +
∑
t 1(zt = 1)ê
2
t /2, κ
p
i,1 +
∑
t 1(zt = 1)/2
)
• pu11|{ut}Tt=1 ∼ Beta(nu11 + vp, nu12 + wp)
• pu22|{ut}Tt=1 ∼ Beta(nu22 + vp, nu21 + wp),
• pw11|{wt}Tt=1 ∼ Beta(nw11 + vp, nw12 + wp)
• pw22|{wt}Tt=1 ∼ Beta(nw22 + vp, nw21 + wp),
• pz11|{zt}Tt=1 ∼ Beta(nz11 + vp, nz12 + wp)
• pz22|{zt}Tt=1 ∼ Beta(nz22 + vp, nz21 + wp),
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• {ut}Tt=1|Θy,Θi, {it}Tt=1, {yt}Tt=1, {X{i,y},t}Tt=1, τi,0, τi,1, τy,0, τy,1, {wt}Tt=1, {zt}Tt=1, pu11, pu22
∼ P (uT |IT )
∏T−1
t=1 P (ut|ut+1, It)
wobei die Informationsmenge It alle Parameter sowie die Variablen bis zum Zeitpunkt t
entha¨lt.
• {wt}Tt=1|Θy, {yt}Tt=1, {Xy,t}Tt=1, τy,0, τy,1, {ut}Tt=1, pw11, pw22
∼ P (wT |IT )
∏T−1
t=1 P (wt|wt+1, It)
• {zt}Tt=1|Θi, {it}Tt=1, {Xi,t}Tt=1, τi,0, τi,1, {ut}Tt=1, pz11, pz22
∼ P (zT |IT )
∏T−1
t=1 P (zt|zt+1, It)
Die Marginale Likelihood wird mit der Methode von Chib (1995) berechnet. Dabei muss ein
verku¨rzter Gibbs-Sampler verwendet werden, wobei in diesem nur noch die Zustandsvariablen
und die Varianzparameter gezogen werden und fu¨r die Mittelwertparameter sowie die Parameter
der Markov-Ketten die Bayes-Scha¨tzer aus dem vollsta¨ndigen Gibbs-Sampler eingesetzt werden.
Tabelle A.3: Prior der Pra¨zisionen
Deutschland USA
homosked. heteros. homosked. heteros.
λpi,0 7 7 30 30
κpi,0 2 2 1 1
λpi,1 – – 4 4
κpi,1 – – 0,5 0,5
λpy,0 2 5 2 2
κpy,0 0,2 0,02 0,1 0,1
λpy,1 – 7 – 9
κpy,1 – 0,1 – 0,25
Im homoskedastischen Fall sind die Pra¨zisionen τy,0 und τy,1 identisch und es wird nur eine Priorverteilung ange-
nommen. Die Prior gelten fu¨r das gemeinsame Markov-Switching-Modell wie fu¨r das Modell mit zwei getrennten
Markov-Switching-Prozessen.
A.7 Dynamisches Faktormodell
Fu¨r die Vorhersagemodelle V und V I, die auf die Revisionen des BIP-Wachstums der USA ange-
wandt werden, werden als Regressoren Faktoren verwendet die aus der Vielzahl zur Verfu¨gung
stehenden Variablen konstruiert werden.6 Grundlegend zur Gewinnung der Faktoren ist das
6Vgl. Anhang A.8.
185
Dynamische Faktormodell:
Zt = ΛFt + ζt,
Ft =
k∑
i=1
AiFt−i +But,
ut ∼ N(0, Ir),
ζt ∼ N(0,Σζ),
wobei Zt den Vektor der verfu¨gbaren makroo¨konomischen Variablen bezeichnet und Ft die dahin-
ter liegenden Faktoren, die sich entsprechend eines (vektor-)autoregressiven Prozesses ergeben.
ζt bezeichnet den Vektor der idiosynkratischen Komponenten der Variablen.
Man kann dieses Modell als Zustandsraummodell formulieren und u¨ber den Kalman-Filter
mit der Maximum-Likelihood-Methode scha¨tzen, wobei die Likelihood numerisch optimiert wird.
Unter Beru¨cksichtigung aller Variablen ist es jedoch relativ hoch parametrisiert, so dass die
Scha¨tzung sehr viel Rechenzeit beanspruchen kann, insbesondere im Hinblick auf die Out-of-
Sample-Analyse, die eine wiederholte Scha¨tzung des Modells verlangt. Giannone et al. (2005)
schlagen ein alternatives Verfahren vor, dessen Parameterscha¨tzung auf dem approximativen
Faktormodell-Ansatz beruht, aber explizit den dynamischen Charakter der Faktoren beru¨ck-
sichtigt. Faktoren Ft und Faktorladungen Λ werden mit Hilfe der Hauptkomponentenanalyse
bestimmt. Wegen der gemischt frequenten Daten wird die Hauptkomponentenanalyse basierend
auf dem Interpolationsverfahren mit Hilfe des EM-Algorithmus durchgefu¨hrt, vgl. Stock und
Watson (2002b). Fu¨r die gewonnenen Faktoren wird ein VAR-Modell angepasst und die Para-
meter A und die Kovarianzmatrix B zweistufig ermittelt.
Gegeben die Scha¨tzungen fu¨r {Λ, A,B,Σζ} werden die Faktoren F mit Kalman-Filter und
-Gla¨tter erneut gescha¨tzt. Durch dieses Verfahren wird die Dynamik der Faktoren beru¨cksichtigt
und der besonderen Situation am aktuellen Rand kann besser Rechnung getragen werden als
durch ein einfaches approximatives Faktormodell.
Unter der Annahme, dass sich die verfu¨gbaren Variablen von der Anzahl N in monatliche
Variablen der Anzahl Nm und quartalsweise erhobene Variablen der Anzahl N q, bei denen es
sich umWachstumsraten handelt, aufteilen, ergeben sich das resultierende Zustandsraummodell,
Kalman-Filter und -Gla¨tter wie folgt:
Es seien die folgenden zwei 1× 5 Vektoren:
C = [1 0 0 0 0] und D =
[
1
3
2
3
1
2
3
1
3
]
.
Ferner sei an dieser Stelle tm ein monatlicher Zeitindex, der sich wie folgt zum quartalsweisen
Index t verha¨lt:
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t = 1 (1. Monat im Quartal 1) ⇔ tm = 1
t = 1 (2. Monat im Quartal 1) ⇔ tm = 2
t = v (1. Monat im Quartal v) ⇔ tm = 3 · v − 2
t = v (3. Monat im Quartal v) ⇔ tm = 3 · v
Die Quartalswachstumsraten zqi,t werden in eine monatliche Variable z
∗
i,tm
abgebildet und die
Matrix D∗ ergibt sich wie folgt:
z∗i,tm =
z
q
i,t if t/3 ∈ IN
0 otherwise,
D∗ =
D if t/3 ∈ IN0 otherwise.
Das Zustandsraummodell fu¨r den Fall, dass p ≤ 4:
zm1,tm
. . .
zmNm,tm
z∗1,tm
. . .
z∗Nq ,tm

︸ ︷︷ ︸
=

λ1 ⊗ C
. . .
λNm,t ⊗ C
λ1q ⊗D∗
. . .
λNq ⊗D∗

︸ ︷︷ ︸

Ftm
Ftm−1
Ftm−2
Ftm−3
Ftm−4

︸ ︷︷ ︸
+

ζm1,t
. . .
ζmNm,t
ζq1,t
. . .
ζqNq ,t

ztm Λ∗ F ∗
Ftm
Ftm−1
Ftm−2
Ftm−3
Ftm−4
 =

µ
0
0
0
0
+

A1 A2 · · · A4 0
I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0

︸ ︷︷ ︸

Ftm−1
Ftm−2
Ftm−3
Ftm−4
Ftm−5
+

But
0
0
0
0

A∗
Die latente Variable des Zustandsraummodells wird mit dem Kalman-Filter gescha¨tzt, wobei
F ∗q|r den Erwartungswert der Zustandsvariablen zum Zeitpunkt q bedingt auf die Informationen
zum Zeitpunkt r angibt und und Pq|r die korrespondierende bedingte Varianz.
F ∗tm|tm−1 = µ+A
∗F ∗tm−1|tm−1
Ptm|tm−1 = A
∗Ptm−1|tm−1A
∗ +B∗B∗′
⇓
ztm|tm−1 = Λ
∗F ∗tm|tm−1
Σtm|tm−1 = Λ
∗Ptm|tm−1Λ
∗′ +Σζ
⇓
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F ∗tm|tm = F
∗
tm|tm−1 + Ptm|tm−1F
∗′Σ−1tm|tm−1(ytm − ytm|tm−1)
Ptm|tm = Ptm|tm−1 − Ptm|tm−1Λ∗′Σ−1tm|tm−1Λ
∗Ptm|tm−1
Mit dem Kalman-Gla¨tter wird dann bedingt auf die Informationen am aktuellen Rand fu¨r
die anderen Werte der latenten Variable zuru¨ckgerechnet :
F ∗tm|Tm = F
∗
tm|tm + Ptm|tmA
∗′P−1tm+1|tm(F
∗
tm+1|Tm − µ−A∗F ∗tm|tm)
Ptm|Tm = Ptm|tm + Ptm|tmA
∗′P−1tm+1|tm(Ptm+1|Tm − Ptm+1|tm)P
−1
tm+1|t
′A∗Ptm|tm
Es werden bis zu fu¨nf Faktoren unterstellt und jeweils durchgespielt. Verfahren zur Bestim-
mung der Anzahl der Faktoren, wie das von Bai und Ng (2002) bieten sich bei gemischt fre-
quenten Daten nicht an. Die Lag-La¨nge des VAR-Modells wurde mit Hilfe des BIC bestimmt.
Nur die Faktorkonstellation mit den besten Vorhersageeigenschaften wird berichtet. Es handelt
sich in allen Fa¨llen um ein Ein-Faktor-Modell mit einer bzw. zwei Verzo¨gerten im autoregres-
siven Prozess. Dieses Ein-Faktor-Modell zeigt sich auch gegenu¨ber einem exakten dynamischen
Faktormodell mit zwei Faktoren und einer kleinen Auswahl an Variablen, darunter auch das
BIP-Wachstum selbst (zur Scha¨tzung wurde das in Mariano und Murasawa (2003) besprochene
Verfahren verwendet), u¨berlegen.
A.8 Echtzeitdaten – USA
Quartalsdaten
real output (GNP and GDP)
output-price index
real personal consumption - services
real personal consumption - durables
real personal consumption - nondurables
real investment business
real investment residential
real investment change in inventories
real exports
real imports
price index for imports
nominal corporate profits after tax
Quelle: Philadelphia FED
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Monatsdaten - monatliche Vero¨ffentlichung
index of industrial production, total
index of industrial production, manufacturing
employees on non-farm payrolls
capacity utilization, total
capacity utilization, manufacturing
new privately owned housings units started
weekly hours worked, total
weekly hours worked, goods-producing sector
weekly hours worked, service-producing sector
Quelle: Philadelphia FED
Monatsdaten - quartalsweise Vero¨ffentlichung
monetary base
M1
M2
unemployment rate
Quelle: Philadelphia FED
Nicht revidierte Monatsdaten
oil price
stock prices (Dow Jones)
new orders
consumer sentiment
business climate
exchange rate Dollar/DM
terms of trade
yield spread (10 years/ 3 months)
yield spread (6 months/ 3 months)
yield spread (1 month/ 3 months)
yield spread (prime rate/ 3 months)
yield spread (AAA/ 3 months)
yield spread (BAA/ 3 months)
yield spread (6 months CD/ 3 months)
yield spread (1 month CD/ 3 months)
Quellen: OECD-Datenbank und FRED
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