Abstract. We define Open Gromov-Witten invariants counting psudoholomorphic curves with boundary of a fixed Euler characteristic. There is not obstruction in the construction of the invariant.
Introduction
For M Calabi-Yau threefold closed Gromov-Witten invariants count J-holomorphic curves without boundary in M , and are independent of the choice of almost complex structure J. In a similar way, if L is a oriented Lagrangian submanifold of M of Maslov index zero, we would like to define open Gromov-Witten invariants which count J-holomorphic curves in M with boundary in L. This is a much more difficult problem than the closed case since the moduli spaces have no boundary in the closed case, but have boundary and corners in the open case.
Motivated by the the result of [10] , in [4] we introduced moduli space of MultiCurve that allow to treat the problem of boundaries at homological level, making the problem someway more similar to the closed case. The moduli space of multicurve are associated to some kind of decorated graphs and are built from the usual moduli spaces of curves. In [4] are defined Open Gromov-Witten invariants to all genus in terms of linking numbers of the boundary components of the multi-curve, in the case that L has the rational homology of a sphere.
Without restriction on the homology of L, in [7] we define recursively rational numbers associated to moduli space of pseudo-holomorphic disks. The rational number associated to the class β ∈ H 2 (M, L) can be defined only if the rational number vanishes for every β ′ such that ω(β ′ ) < ω(β) and ∂β ′ = 0 in H 1 (L, Q) . These conditions are equivalent to the vanishing of the obstruction classes arising in the definition of a bounding chain, familiar from Lagrangian Floer Homology [2] . In particular the existence of the bounding chain set the invariants to zero for every β with ∂β = 0 in H 1 (L, Q).
At least in principle, A ∞ structures (with suitable symmetry proprieties) can be seen as part of the so called genus zero Open Gromov-Witten pontential. The bounding chain can be seen as a critical point of the genus zero Open GromovWitten potential. These potential satisfies classical Maurter-Cartan equation and so its value on the critical points leads to an well defined invariant (see [5] ). However, for technical reasons the Open Gromov-Witten potential is hard to define mathematically. The moduli of multi-disks allows to define in [7] the rational invariants directly avoiding the use of Open Gromov Witten potential. This drastically simplifies the problem from the technical point of view.
A big limitation of the approach with the Open Gromov-Witten potential is that the existence of a bounding chain is very strong restriction on the geometry (M, L). Only in very special cases it is possible to find unobstructed Lagragians. Moreover it is not possible to extend this approach to higher genus. The higher genus GromovWitten potential satisfies the quantum Maurter-Cartan equation and the value on its critical points does not lead to a numerical invariant.
In this paper we provide a construction of Open Gromov-Witten invariants of defined Euler Characteristic that does not rely on the existence of a bonding chain. As in [4] , the moduli space we consider are not simply the usual moduli spaces of holomorphic curves with boundary mapped on L, but they are associated to some kind of decorated graphs. Here we consider also graphs that are unconnected, this correspond to compute the partition function of Open Topological String (see next subsection). The reason why considering unconnected graphs solve the obstruction problem stem on the simple observation that for unconnected graphs we are lead to consider linking numbers of curves associated to the total boundary of the multicurve. Instead for connected graphs we need to consider each boundary component separately, imposing extra conditions on the subgraphs in order to make the relevant linking numbers defined (conditions that in genus zero case are the obstruction classes mentioned above). In this paper we need only to impose that ∂β vanishes in H 1 (L, Z). This approach works for higher genus as well.
To extract invariants from the moduli space of multi-curves, we introduce the notion of multi-curve homology M CH associated to L. In general, the moduli space of multi-curve in homology class β ∈ H 2 (X, L) leads to a well defined element in M CH 0 (∂β), independent on the almost complex structure or other choices we need to perturb the moduli space. For [γ] = 0 in H 1 (L, Q), we have a natural isomorphism M CH(γ) ≃ Q, and so it defines a numerical invariant. This isomorphism arise throughout what we call the multi-link homorphism M CH → H 0 (pt), that is defined as generalization of the usual linking number between curves. For [γ] = 0, M CH(γ) does not lead to an interesting invariant, this is expected from String Theory since the contribution to the Open Topological String partition of these configurations vanishes.
We could also consider more refined version of M CH associated to multi-curves of a fixed genus and number of boundary components. However in order to define the Multi-Link Homomorphism it is necessary make restriction on the topology of L. In the compact case we need to assume that L has the rational homology of the sphere. More interesting examples arises if we consider non-compact geometry with suitable convexity properties at infinity which ensure compactness of the moduli space of curves. If H 2 (L, Q) = 0, it is possible to define Multi-Link Homomorphism after the choice of some extra-structure, numely a frame of L in the sense of [6] . An important case is L has the topology of S 1 × R 2 , that arises in the case of conifold transiction of the conormal bundle of knots [9] . It is well known fact that to define the invariant is necessary to fix a frame of the knot. We therefore interpret the frame ambiguity as ambiguity for the definition of the homomorphism M CH → H 0 (pt).
In this paper we neglect the problem of nodes of type E in sense of [8] , that are a generalization of the bubbling off of spheres from constant disks. This boundary term is a minor problem since it can happen only in a discrete set points of the space of parameters. We can deal with this as in [4] assuming that L is homologically trivial in M and adding extra terms on the definition of the multi-curve cycle we construct. Assuming L homologically trivial is natural in string theory since it implies that the topological charge of the D-brane is zero, that is a necessary condition for compact geometry.
1.1. Relation with String Theory. It is well known that the partition function of the closed topological string can be computed in terms of closed holomorphic curves, that is closed Gromov-Witten invariants. This result arise at physical level from the supersymmetric localization of the ill defined path integral. In the same way, Open Gromov-Witten invariants should be the mathematical counterpart of Open Topological String.
Witten in [10] defines at the physical level of rigor the open topological string partition function for a pair (M, L). However in the open case the supersymmetric localization is much more complicated than the closed correspondent. Witten argues that the open topological string partition function receives contributions also from degenerate or partially degenerate curves. In the case of the cotangent bundle M = T * L, where there are no non-constant holomorphic curves, the open topological string is equivalent to Chern-Simons theory on L. The degenerate curves correspond to Feynman graphs of the Chern-Simons theory.
In more general Calabi-Yau manifolds pseudo-holomorphic curves can be present and the Chern-Simons integral need to be corrected by Wilson loops associated to the boundary circles of the curves. The effective lagrangian is given by formula (4.50) of [10] :
where θ is a parameter, and q i is the symplectic area of the curve i. The case of abelian connection (corresponding to D-branes wrapped one only time) is the case more studied in mathematics. The starting point of the papers [4] , [5] was to provide a mathematical definition of (1) in this case. The Feymann expansion of (1) leads to consider the moduli space of multi-curves.
To define a numerical invariant there is one more step, that was only implicit in [10] . The BV quantizaton of Chern-Simons theory leads to a measure on the moduli space of flat connections that is defined up to an exact form (see [3] ). The partition function is given by the integral of this measure on the moduli space of flat connection. In the abelian case this computation can be made explicitly. The Feymann expansion of (1) around a flat connection A 0 is given by an expansion in diagrams with a classical factor given by exp(i γ A 0 ), where γ = i γ i is the total boundary of the multi-curve. In the abelian case the dependence on A 0 is only on the classical numerical factor. This implies that the integral over the moduli space of flat connection can be factorized as:
From the path integral argument we know that Z is invariant. If [γ] = 0 the fist factor is different from zero, and therefore the expansion in diagrams leads to a well defined invariant. Moreover in this case the Chern-Simons propagator compute the linking numbers between curves. The invariant defined in this paper is the natural mathematical formalization of this result.
In the case that [γ] = 0 in H 1 (L, R) the open topological string partition function is zero since the first factor in the right side of (2) is zero and so the diagrams of the second factors do not lead to an invariant.
Multi-Curve Homology
We fix the following data:
• An oriented three manifold L,
• a finite-rank free abelian group of topological charges Γ,
• an homorphism of abelian groups
• an homomorphism of abelian groups of symplectic area
In this section we define two versions of Multi-Curve homology associated to the data above. First we define the homology associated to some kind of decorated graphs. After we define a less refined homology that is what we get roughly after adding over all the graphs of a fixed euler characteristic. To define rational invariants we use the second version, however we include also the homology associated to graphs because it arises naturally from the moduli space of curves, as we prove in the next section.
2.1. MCH: First Version. We first define some kind of decorated graphs. For this we fix a fix a norm • on Γ R = Γ ⊗ R and a positive real number C ∈ R >0 , that is fixed throughout this section. We omit in the notation the dependence on C.
Definition 1. A decorated graph G is defined by the following data
• A finite set H(G) of half-edges of G.
• A finite set V (G) of vertices of G.
• An involution σ : H(G) → H(G) without fixed points. The set of orbits of σ is denoted E(G), and is called the set of edges of G.
, which sends a half-edge to the vertex to which it is attached.
The homology class of G is defined by β = i∈I β i , and the Euler characteristic by
The graph G is called stable if it has not unstable vertices.
Denote by G k (β, χ) the set of a decorated graphs with k edges, topological charge β and euler characteristic χ. Also put
For each β, χ, the cardinality of G(β, χ) is finite. Given e = {h 1 , h 2 } ∈ E(G) we define the graph δ e G with new data H(δ e G), V (δ e G), χ
•
We consider two operations on
+ l that can be represented by a smooth simplicial chain with twisted coefficients on o G , transverse to the big diagonals associated to every edge in E(T ) \ E l and invariant under the group Aut(T, m).
where o e = {orientations of the edge e} ∼ = Z 2 .
Let
. We consider three linear maps:
that is the usual exterior derivative on the space of currents.
For e ∈ E(T ), denote by π e : L H(G) → L × L the projection to the component associated to e. The big diagonal associated to the edge e is defined by π −1 e (Diag). For C a current on L H(G) that can be represented by a smooth simplicial chain and transversal to the big diagonal associated to the edge e, define
. This is oriented according to the relation
It is easy to show that ∂ 2 = 0, δ 2 = 0,∂ 2 = 0, ∂δ + δ∂ = 0, ∂∂ +∂∂ = 0, δ∂ +∂δ = 0. Hence the linear map
To define multi-curve homology we consider the subspacê
of elements forgetful compatible in the sense of next definition.
• a representation as simplicial chain
be the vector space of multi-curve chains forgetful compatible in the sense above. It is easy to see that (3) induces a linear map
Multi curve homology is the homology of this complex:
MCH: Second Version. For each positive integer
be the space of currents on L H(k) of dimension d + 2k + l that can be represented by a smooth simplicial chain with twisted coefficients on o k , transverse to the big diagonals associated to every edge in E(k) \ E l and invariant under the group Aut(H(k), σ) that fixes the sets
Put
. Define three operations:
that is the usual derivative on the space of currents.
where δ e B k,l is the intersection with the big diagonal in L H(k) associated to the edge e.
•∂ :
It is easy to show that
given the multi-curve chains that are forgetful compatible in the sense of Definition 3. It is easy to seeĈ d (β) is a subcomplex, so that (5) define a complex
Multi curve homology is homology of this complex
Given B ∈ C d (β, χ), formula (7) applied to all the components B(G,
It is easy to see that this correspondence is compatible with∂.
If we start with a multi-curve cycle in the sense of (4) we get an element a multi curve cycle in the sense of (6) except that the forgetful property of Definition 2 does not imply in general the forgetful property of Definition 3. However this is true if Definition 2 holds in a stronger sense, namely if in Definition 2 we impose that f a,h depends on h only throughout π(h). In the next section we construct a mutli-curve cycle in the sense of (4) that satisfies the forgetful property in this stronger sense.
2.3.
Nice Multi-Curve Homology. In the next section we shall show that is relatively simple to construct an element of M CH 0 from the moduli space of pseudoholomorphic curves. However M CH is hard to compute. We now define a subcomplex of (6) that we call Nice Multi-Curve homology, that is much simpler to handle and that induces an isomorphism in homology. We stress that it would be basically impossible to construct an element of N M CH 0 directly from the moduli space of pseudo holomorphic curves. 
It follows directly from the definition that
It is quite simple to describe a set of generators of N M CH 0 as follows. Suppose that for each h ∈ H(k) a one dimensional curve γ h such that [γ h ] = ∂β. We shall use the word "curve" in a generalized sense, that is we mean a 1-current that can be represented by a simplicial 1-chain. Assume that for each {h} ∈ H(k) the support of γ h and γ σh do not intersect. Then
is a nice zero-multi-curve chain.
Lemma 2. The vector space of nice multi disk 0-chain is generated by elements like (8) . The vector space of nice multicurve 1-chains is generated by isotopies of (8)
Proposition 3. The natural map
is an isomorphism.
Proof. We first show that (9) is surjective. Let Z ∈Ĉ 0 (β) be a multi-curve 0-chain, Z = 0. We need to show that there exists B ∈Ĉ 1 (β) such that Z ′ = Z + (∂B) is a nice multi curve chain. We shall show this by a double induction.
Let k ∈ Z ≥0 be a positive integer number, and assume that (10) Z k,l = 0 if k > k and l > 0.
We want to prove that there exists B such that Z
holds. Now we proceed by induction on l. Assume that we have defined B k,l for every l < l with the following proprieties:
is transverse to the big diagonals associated to the edges
The following identity holds for 0 < l < l
To define B k,l observe first that
where the first equality follows applying (11) for l = l − 1 and the second equality follows from∂Z = 0. From∂Z = 0 it follows also that
Therefore, since B k (k 0 , ...,k i , ..., k l ) was defined as small perturbation of (−1)
.., k l , k) such that the identity (11) holds for l = l. Since Z satisfies Definition 3 and
We now prove that (9) is injective. Suppose that Z is nice and that it is trivial M CH. Let B ∈Ĉ 1 (β) such that∂B = Z. We need to find C ∈Ĉ 2 (β) such that B ′ = B +∂C is nice. To define C we can proceed inductively as before. Let k be positive integer such that
Analogously to what we did above for Z
+ δB k+1,0 = 0 holds. We then proceed as above defining
2.4. Multi-Link Homomorphism. We now want to extract rational numbers from M CH 0 (γ). For [γ] = 0 ∈ H 1 (L, Q) we shall define an homomorphism from M CH 0 (γ) to the homology of the point as a generalization of of linking number between two curves on L homologicaly trivial. Given two curves γ 1 and γ 2 trivial on H 1 (L, Q) we denote by Link(γ 1 , γ 2 ) their linking number. The definition extends straightforwardly to simplicial 1-chains.
Proof. Because of Proposition 3 we can work on nice multi chains. The definition of M ultiLink on 0-multi chains is given by
Analogously define M ultiLink on 1-multi chains using the formula (14)
The right hand side is defined for generic t, and has a discontinuity at t where there exists {h, h ′ } ∈ E(k) such that the curve γ h (t) and the curve γ h ′ (t) cross each other. So (14) defines a simplicial 1-chain on a point.
Let B be a nice 1-chain. From the main propriety of the link number it follows immediately that ∂M ultiLink(B k ) = M ultiLink(∂B k ) + M ultiLink(δB k+1 ) for every k. Adding over k we have
∂M ultiLink(B) = M ultiLink(∂B).

It follows that for Z =∂B,
M ultiLink(Z) = ∂M ultiLink(B)
as one dimensional currents on a point.
Geometric realization
In section we show how elements of multi-curve homology arise in geometry. Fix M a Calabi-Yau 3-fold and L an oriented Maslov index zero lagrangian submanifold of M . In this case the moduli spaces of bordered pseudo holomorphic curves (without marked points) with boundary mapped on L have virtual dimension zero. Also fix a spin structure on L. This defines an orientation of the moduli spaces of bordered pseudoholomoprhic curves.
To each β ∈ H 2 (M, L) we define a multi curve zero-cycle Z β in the sense of (4). Z β satisfies the forgetful compatibility in the stronger sense as in Remark 1, and so it defines an element of M CH 0 (∂β) in the sense of (6).
If ∂β trivial in H 1 (L, Q), applying (13), we get an associate rational invariant.
3.1. Kuranishi Spaces. Fix a compact metrizable topological space X. In general we are interested to moduli space X that is singular. The Kuranishi structure formalism allows us to perturb X in an abstract way to get a new moduli space which is smooth. In this subsection we collect the basic facts about Kuranishi Spaces we shall need. For details we refer to [1] , or appendix A of [2] . 
is given by a triple (φ pq , φ pq , h pq ), where h pq : Γ p → Γ q is an injective homomorphism , (φ pq , φ pq ) : E p × V pq → E q × V p is an h pq -equivariant smooth embedding of vector bundles, where V pq is a Γ q invariant open subset of V q such that o q ∈ V pq with s q (o q ) = 0 and ψ q (o q ) = q (see Appendix A of [2] for the precise definition) ;
A Kuranishi structure on X assigns a Kuranishi neighborhood (V p , E p , Γ p , s p , ψ p ) to each p ∈ X, and for each q ∈ ψ p (s −1 (0)/Γ p ) a coordinate changes (φ pq , φ pq , h pq ). The integer dimE p − dimV p is independent of p and is called the virtual dimension of X. The coordinate changes are required to satisfy some obvius compatibility condiction (see Appendix A of [2] for the precise definition).
We assume that the Kuranishi structure has a tangent bundle. This means that the natural map inducted by the fiber derivative of s p
An orientation of a Kuranishi Structure is an orientation of E * p ⊕ T V p for every p that is compatible with (15).
A map f : X → Y between X and an orbifold Y is called strongly smooth if, in each Kuranishi neighborhood (V p , E p , Γ p , s p , ψ p ), f can be represented by a smooth map f p : U p → Y . The maps f p are required to fulfill some obvious compatibility conditions. The map f is called weakly submersive if each f p is a submersion.
Let f : X → Y be a strongly continuous and weakly submersive map, W a manifold and g : W → Y a smooth immersion. The space
has a Kuranishi structure as follows.
We write symbolically
In order to achieve transversality it is necessary to introduce multisections. A n-multisection s of the orbibundle E → V is a continuous, Γ-equivariant section of the bundle S n E → V , where S n E → V is the quotient of the vector bundle E n → V by the symmetric group S n . We shall consider only liftable multisections, that is we require that there existss = (s 1 , ..., s n ) : V → E n with each s i continuous such that s = π •s, where π : E n → S n E is the projection. To a map f : X → Y strongly smooth map in [1] it is associated virtual chain, that is a smooth simplicial chain on Y of dimension equal to the virtual dimension of X. In order to construct the virtual chain we need to pick a perturbation data s. This involves the choice of good coordinate system and a smooth transverse multisections sufficiently close in C 0 to the starting Kuranishi map s. The transversality require that s is transverse on each stratum of the boundary. By sufficiently close we need to ensure that the perturbed Kuranishi space remain compact (see [1] ). We denote the virtual chain associate to the perturbation data s symbolically as f * (s −1 (0)). In [1] is proved the existence of the perturbation of the Kuranishi structure. We state the main result as in Theorem A1. Let M main (g,h),(n, − → m) (β) be the moduli space of stable maps in the relative homology class β ∈ H 2 (M, L) of type (g, h) with n internal marked points and − → m = (m 1 , ..., m h ) ordered boundary marked points. In [8] is proved that M main (g,h),(n, − → m) (β) can be endowed with a Kuranishi structure with corners (natural up to equivalence) such that the evaluation map on the punctures
is strongly smooth and weakly submersive.
Denote by χ = 2 − 2g − h the euler characteristic of the the surface. We introduce a partial order on the type (β, g, h, − → m). We define (β
From the construction of [8] , it follows that the boundary of M main (g,h),(n, − → m) (β) can be described as fiber products of spaces of type smaller of (β, g, h, − → m).
Remark 6. We sketch the general argument for the construction of the Kuranishi structure associated to the moduli space of pseudo-holomorphic curves. For the details see [8] , [2] , [1] .
Assume we defined the Kuranishi structure for spaces of type smaller than (β, g, h, − → m). We first give a preliminary definition of Kuranishi neighborhood for each u ∈ M main (g,h),(n, − → m) (β). For each solution u : Σ → M of the equation ∂ J (u) = 0, from the fact that D(∂ J ) is Fredholm we know that it is possible to find a finite dimension space
On a point u of the boundary the Kuranishi neighborhood V ′ u is constructed using a gluing argument from the fiber product of spaces of smaller type. This is made so that the obstruction bundle with the fiber product. To actually define a Kuranishi structure we need to modify the obstruction bundles in order to allow for coordinate changes. Assume that V ′ u is closed, and let u 1 , u 2 , ..., u N a finite numbers of points of X such that iV
and define V u as we did before for
Observe that the construction sketched above can be carried out so that the obstruction bundle is invariant under the cyclic permutation of the the marked points of each boundary component. We can therefore assume that the Kuranishi structure on M main (g,h),(n, − → m) (β) is invariant under cyclic permutations of the boundary marked points.
We denote with B the set of boundary components of domain of M main (g,h),(n, − → m) (β) ( that is a set of cardinality h) and with {H b } b∈B the set of boundary marked points (H b is a cyclic ordered set of cardinality m b ). According to [8] the boundary faces of M main (g,h),(n,{H b } b∈B ) (β) are associated to boundary nodes, that can be of type H1, H2, H3, E. The boundary faces can be described as some kind of fiber product as in formula (16) (17) X × L×L Diag where f = ev * 1, * 2 : X → L × L is the evaluation map on the boundary marked points * 1 , * 2 , and X is a Kuranishi space defined from the Kuranishi spaces of smaller type as follows. In the next formulas, ∼ denote the equivalence relation generated by the group of cyclic permutation.
• Type H1:
We neglect nodes of type E. These nodes can be handled as in [4] . 
We now define suitable Kuranishi structures on the spaces
labeled by by an increasing sequence H 0 ⊂ H 1 ⊂ ... ⊂ H l of subsets of H. Here we are using the short notation H = {H b } b∈B and
The next lemma is a straightforward consequence of the general argument to construct the Kuranishi structures for curves sketched in Remark 6.
Lemma 7.
On the family of spaces M (g,h),(n,H,{H0,H1,...,H l }) (β) there exist a Kuranishi structure with the following properties
• It is forgetful compatible with respect each point of H 0 , that is for each * ∈ H 0 we have (18) M (g,h),(n,H,{H0,H1,...,H l }) (β) = M (g,h),(n,H\{ * },{H0\{ * },H1\{ * },...,H l \{ * }}) (β) × F.
for small enough ǫ.
• The Kuranishi structure on the closed subspace ∂M (g,h),(n,H) (β) × ∆ l ⊂ ∂M (g,h),(n,H,{H0,H1,...,H l }) (β) is compatible with the description of the boundary of M (g,h),(n,H,{H0,H1,...,H l }) (β) as fiber products.
Proof. If H 0 = ∅ use relation (18) to pull-back the Kuranishi structure on M (g,h),(n,H,{H0,H1,...,H l }) (β). Fix l ∈ Z ≥0 and suppose that we have define the Kuranishi structures if l < l or for spaces of smaller type. The second and third assumption of the Lemma define a Kuranishi structure on a small neighborhood of the boundary of M (g,h),(n,H,{H0,H1,...,H l }) (β) (observe that the inductive hypotheses imply that the conditions are compatible on a neighborhood of the corner). We then extend the Kuranishi structure inside M (g,h),(n,H) (β) × ∆ l using the general argument sketched in Remark 6.
So far we have fixed the almost complex structure J. Let now J 0 , J 1 be two almost complex structures compatible to the symplectic structure ω. Since they are necessarily homotopic, there exists a family J s of compatible almost complex structures such that J s = J 0 for s ∈ [0, ǫ] and J s = J 1 for s ∈ [1 − ǫ, 1]. We put The space M G has an orientation with twisted coefficients o G . This follows from the fact that the spaces M (g,h) without boundary marked points are oriented. An orientation of each edge of G induces an ordering up to even permutations of the set H(G), and so an orientation of M G .
For each e ∈ E(G) define
where Diag ⊂ L × L is the diagonal and ev e : M G → L × L is the evaluation on the punctures associated to the edge e, that is weakly submersive since the Kuranishi structure was taken weakly submersive. The space δ e M G has therefore a natural Kuranishi structure. From the general considerations on orientation of fiber products, the space (22) has a a natural orientation with twisted coefficients in o G/e . We symbolically write
An orientation of e induces an orientation of N * Diag and then an orientation of
From the boundary formula (17) it follows that if δ ′ e G ′ = G, the space δ e ′ M G ′ can be identified with a boundary face of M G . This relation can be written in a compact form:
We now extend the definitions above to elements of G k,l (β, χ). Given a sequence H 0 ⊂ H 1 ⊂ ... ⊂ H l of subsets of H define M χ,(n,H,{H0,H1,...,H l }) (β) analogously to (20) using the Kuranishi structures defined in Lemma 7. For (G, {E 0 , E 1 , ..., E l }) ∈ G k,l (β, χ), the moduli space of multi-curves associated to (G, {E 0 , E 1 , ..., E l }) is given by (24)
where we take the fiber product with the diagonal of (∆ l )
The generalization of (23) is
Observe that it involves also components associated to the boundary faces of ∆ l .
where {F a,v } a∈A,v∈V (G ′ ) are compact one dimensional manifolds. The spaces X a can be defined using the expansion of the graph G ′ in terms of graphs with vertices of fixed type (g v , h v ) (instead that of fixed euler characteristic χ v ). This can be seen as the expansion of the product (24) using (20). In each of these terms, the manifold F a,v is given by the disjoint union of h v one dimensional circles. The existence of (26) follows then by the proprieties of the spaces defined in Lemma 7. The decomposition (26) is compatible with the evaluation map on the boundary marked points in the obvious sense.
Proposition 8. Fix χ ∈ Z and β ∈ H 2 (M, L, Z). There exist a family of pertubation
that is compatible with (25), (26), and is small in order for constructions of virtual class to work.
Proof. We first define s G for every G ∈ G k (β, χ) such that the compatible with (23) holds.
Let G ∈ G k (β, χ) for some k ∈ Z ≥0 , and assume that we have defined s G ′ for every G ′ ∈ G k (β, χ) with k < k. For each internal edge e ∈ E(G), compatibility with (23) defines a multi-section on δ e M G in terms of s δeG . For e 1 , e 2 ∈ E(G), observe that δ e1 M G ⊓ δ e2 M G can be identified with the space
and in particular is a Kuranishi space since the Kuranishi structures were taken weakly submersive. The multi-sections on δ e1 M G and on δ e2 M G are consistent on δ e1,e2 M G since there are both defined by induction in terms of the multi-sections on the codimension two corner of M (δe 1 δe 2 G) . Therefore we could try to use Lemma 17.4 of [1] (or Theorem A1.23 of [2] ) in order to define s on M G such that compatibility on (23) holds. However we need that the perturbation on M G has to be small in order for constructions of virtual class also work. This is probably incompatible on (23) with the perturbations we have defined in the preview steps. To solve this problem we choose at every step the perturbations s G sufficiently close to s in C 0 that not only does the construction of virtual class for M G work, but also the prescribed values for s at later inductive steps in the proof should be sufficiently close to s that the later constructions of virtual class also work. This step is analogous to step 7.2.56 of [2] . Now suppose that we have defined s (G ′ ,m ′ ) for every (G ′ , m ′ ) ∈ G k,l (β, χ ′ ) with χ ′ > χ, or χ ′ = χ and l ′ < l. If (G, m) ∈ G k,l (β, χ) and E 0 = ∅, use (26) to define s (G,{Ei}) in terms of s (G ′ ,{Ei\E0)} with (G ′ , {E i \ E 0 }) ∈ G k−k0,l (β, χ ′ + k 0 ), where k 0 = |E 0 | is the cardinality of E 0 .
If E 0 = ∅, to define s (G,{Ei}) we proceed as we did before inductively starting from the graphs with smaller number of edges. The only difference is that we need to impose on (25) the extra condition involving also elements in G k,l ′ (β, χ) with l ′ < l. The inductive hypothesis assure that these conditions are compatible on the overlap. Again we need to take the perturbation sufficiently close so that the later constructions of virtual class also work. This impose extra conditions also for smaller l and bigger χ. Theorem 9. The image on M CH 0 (β) of the multi-curve cycle (28) depends only on (M, ω) and is independent of compatible almost complex structure J and various choices we made to define a Kuranishi structure.
Proof. Let J 0 , J 1 be two almost complex structures compatible to the symplectic structure ω. They are homotopic, let J s a family of compatible almost complex structures such that Define M (G,m) (J para ) as in (24) using the spaces M (g,h),(n,H,{H0,H1,...,H l }) (β, J para ) of (19). The generalization of (25) Remark 10. We observe that the argument we used to achive trasversality here is much simpler than the one in [2] for Lagrangian Floer Homology. In order to construct the A ∞ structure of [2] it is necessary to work component-wise on the space of disks. A component-wise pertubation of the moduli space would correspond to a perturbation of (21) that is a product of perturbations of the single factors. This is a strong constrain, and it makes hard to achieve transversality. In order to construct an element of M CH, instead we need to consider only the compatibility with (25) on the moduli space of multi-curves. This is a much softer constrain and it makes much simpler to achieve transversality. A perturbation of this type would be impossible working simply with the moduli space of curves as done in [2] . We also point out that working component-wise makes impossible to distinguish between weakly submersive and forgetful compatible points. This problem is related to the difficulty to keep the symmetries of the problem, such as cyclic symmetry for A ∞ structures. On the moduli space of multi-curve the distinction between weakly submersive and forgetful compatible points can be made in a trivial way.
