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1. Introduction
The purpose of this paper is to study a problem posed by the last author [33] on the variation, in a given local ring, of the
first Hilbert coefficients of parameter ideals with a common integral closure. To state the problem and the results as well,
first of all let us fix our notation and terminology.
Let A be a Noetherian local ring with maximal ideal m and d = dim A > 0. Let ℓA(M) denote, for an A-module M , the
length of M . Then for each m-primary ideal I in A and for each finitely generated A-module M with s = dimA M ≥ 0, we
have integers {eiI(M)}0≤i≤s such that the equality
ℓA(M/In+1M) = e0I (M)

n+ s
s

− e1I (M)

n+ s− 1
s− 1

+ · · · + (−1)sesI (M)
holds true for all integers n ≫ 0, which we call the Hilbert coefficients ofM with respect to I . The leading coefficient e0I (M)
is called the multiplicity of M with respect to I and plays a very important role in the analysis of singularity in M . In this
paper, we are mainly interested in the case whereM = A and I = Q is a parameter ideal in A, that is an ideal generated by
a system of parameters in A. Let a denote, for an ideal a in A, the integral closure of a.
With this notation, the last author [33] proved that for every m-primary ideal I in A the set
Λ(I) = {e1Q (A) | Q is a parameter ideal in A and Q = I}
is finite. Added to it, he raised the following, which is the main target of the present research.
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Problem 1.1 ([33]). Is ♯Λ(I) = 1 for every m-primary ideal I in A?
This problem has led the authors to the researches [5,6,17–19] on the finiteness of the set
Λ1(A) = {e1Q (A) | Q is a parameter ideal in A }.
Among many results they proved that A is a generalized Cohen–Macaulay (resp. Buchsbaum) ring if and only if Λ1(A) is a
finite set (resp. ♯Λ1(A) = 1), provided A is unmixed, that is dimA/p = d for every p ∈ AssA, whereA denotes the m-adic
completion of A. We now come back to the starting point, that is Problem 1.1, of our researches and are going to settle it.
Let us now state our main results, explaining how this paper is organized.
Because the value e1Q (A) = −1 is the greatest one among possible values of e1Q (A) for parameter ideals Q in non-Cohen–
Macaulay unmixed local rings A [5, Theorem 2.1], the condition that e1Q (A) = −1 for some parameter ideal Q is a rather
strong restriction. First of all, in Section 3we shall study the structure of certain local rings Awhich contain parameter ideals
Q with e1Q (A) = −1 (Theorem 3.1).We actually haveΛ(m) = {−1} for the local rings (A,m) explored in Theorem 3.1, which
gives an affirmative answer to Problem 1.1 in the special case.
For each parameter ideal Q in A let
R(Q ) = A[Qt] ⊆ A[t] and grQ (A) = R(Q )/QR(Q )
(here t denotes an indeterminate over A), which we call the Rees algebra and the associated graded ring of Q respectively.
In Section 4 we shall study some affirmative cases for Problem 1.1. In particular, we will prove the following, exploring an
example satisfying condition (♯) addressed in it.
Theorem 1.2. Assume that the residue class field A/m of A is infinite. Let I be an m-primary ideal in A and assume that (♯) for
every minimal reduction Q of I the scheme ProjR(Q ) is locally Cohen–Macaulay. Then e1Q (A) is constant and independent of the
choice of minimal reductions Q of I.
In Section 5 we shall study the case where the answer is negative. To state the result, let us briefly recall the notion
of Buchsbaum ring and that of generalized Cohen–Macaulay ring. We say that A is a Buchsbaum ring, if the difference
ℓA(A/Q ) − e0Q (A) is constant and independent of the choice of parameter ideals Q in A [29]. We say that A is a generalized
Cohen–Macaulay ring if
sup
Q
[ℓA(A/Q )− e0Q (A)] <∞
[27], where Q runs over parameter ideals in A. This condition is equivalent to saying that the local cohomology modules
Him(A) of Awith respect to m are finitely generated for all i ≠ d. When this is the case, we have the equality
sup
Q
[ℓA(A/Q )− e0Q (A)] =
d−1
j=0

d− 1
j

ℓA(Hjm(A)) := I(A),
which we call the Buchsbaum invariant of A.
For a moment, suppose that A is a generalized Cohen–Macaulay ring and let Q = (a1, a2, . . . , ad) be a parameter ideal
in A. Then we say that Q is standard if
ℓA(A/Q )− e0Q (A) = I(A).
This condition is equivalent to saying that the system a1, a2, . . . , ad of generators of Q forms a strong d-sequence in A in
any order [27], that is for all integers n1, n2, . . . , nd > 0, a
n1
1 , a
n2
2 , . . . , a
nd
d forms a d-sequence in A in any order (see [20]
for the notion of d-sequence). We say that an m-primary ideal I in A is standard, if every parameter ideal Q contained in I is
standard. Since every standard parameter ideal Q is standard also in this sense [31, Proposition 3.1, Corollary 3.3], for each
generalized Cohen–Macaulay ring A one can find an integer ℓ≫ 0 such that mℓ is standard. Hence A is a Buchsbaum ring if
and only if A is a generalized Cohen–Macaulay ring in which the maximal ideal m is standard.
With this notation and terminology our negative answer is stated as follows, which we shall prove in Section 5.
Theorem 1.3. Suppose that A is a generalized Cohen–Macaulay ringwith infinite residue class field. Let Q be a standard parameter
ideal in A and put I = Q . If I is not a standard ideal, then there exists at least one minimal reduction Q ′ of I such that
0 > e1Q ′(A) > e
1
Q (A).
In Section 5 we will explore concrete examples of the ideals Q satisfying the conditions required in Theorem 1.3. For the
purpose we have to compute e1Q (A) precisely in the case where Q is a parameter ideal in a two-dimensional generalized
Cohen–Macaulay ring A. So, let us summarize in Section 2 a certain primitivemethod of computing e1Q (A). The samemethod
of computation is partially explored, in a slightly different way, also in [8, Example 3.8] and [23, Section 3].
The constancy of the values e1Q (A) is related to that of the rank (or, the multiplicity) of Sally modules
SQ (I) =

n≥1
In+1/Q nI
with I = Q . In Section 5 we will explore this phenomenon, computing the rank of Sally modules of certain bad ideals.
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The integral closures of ideals given in Section 5 as counterexamples for Problem 1.1 are not equal to the maximal ideal
m. In the final Section 6 we will construct counterexamples for Problem 1.1 with I = m, exploring Sally modules of bad
ideals.
Inwhat follows, unless otherwise specified, let A denote aNoetherian local ringwithmaximal idealm and d = dim A > 0.
Let Him(∗) (i ∈ Z) be the ith local cohomology functor of Awith respectm. For each finitely generated A-moduleM letµA(M)
and ℓA(M) stand for the number of elements in a minimal system of generators forM and the length ofM respectively.
2. A method to compute e1Q (A)
In this section we assume that dim A = 2 and that A is a homomorphic image of a Gorenstein ring, say A = R/a with
R a Gorenstein local ring and a an ideal in it. We assume that A is unmixed. Hence H1m(A) is a finitely generated A-module
[5, Proposition 2.2 (1)]. Let Q = (a, b) be a parameter ideal in A. Then, thanks to a lemma of Davis [21, Theorem 124], we
get a regular sequence x, y in R so that
a = xmod a and b = ymod a.
We put q = (x, y)R; hence Q = qA. Let B = HomA(KA,KA) be the endomorphism ring of the canonical module KA (hence B
is the Cohen–Macaulayfication of A in the sense of [2]) and look at the exact sequence
0→ A ϕ→ B → C → 0 (E)
of A-modules, where ϕ(α) is defined, for each α ∈ A, to be the homothety of α. Then, since depthA KA = 2, B is a Cohen–
Macaulay A-module with dimA B = 2 and we get C ∼= H1m(A) as A-modules [1, Theorem 3.2, Proof of Theorem 4.2],
[2, Theorem 1.6]. Let n ≥ 0 be an integer and letM denote the following n+ 1 by n+ 2 matrix
x y 0 0 0 . . . 0
0 x y 0 0 . . . 0
0 0 x y 0 . . . 0
...
0 0 . . . 0 0 x y
 .
Then the ideal qn+1 is generated by the maximal minors of the matrix M and, thanks to the theorem of Hilbert–Burch
[21, Exercises 8, p. 148], the R-module R/qn+1 has a minimal free resolution of the form
F : 0 −→ F2 = Rn+1
tM−→ F1 = Rn+2 ∂−→ F0 = R −→ R/qn+1 −→ 0,
in which the homomorphism ∂ is defined by
∂(ej) = (−1)j·detMj
for all 1 ≤ j ≤ n+ 2, whereMj denotes the matrix obtained by deleting fromM the jth column and {ej}1≤j≤n+2 denotes the
standard basis of Rn+2. Consequently, for each R-module X TorRj (R/qn+1, X) is computed as the jth homology module of the
complex
F⊗R X : 0→ Xn+1 = F2 ⊗R X
tM⊗R1X−→ Xn+2 = F1 ⊗R X ∂⊗R1X−→ X = F0 ⊗R X −→ 0.
Setting X = B, we therefore have TorRi (R/qn+1, B) = (0) for all i ≥ 1 [3, Theorem 9.1.6], since the ideal q = (x, y)R is
generated by a B-regular sequence of length 2, so that exact sequence (E) gives rise to the following exact sequence
0→ TorR1(R/qn+1, C)→ A/Q n+1 → B/Q n+1B → C/Q n+1C → 0,
whence
ℓA(A/Q n+1) = ℓA(B/Q n+1B)+ ℓA(TorR1(R/qn+1, C))− ℓA(C/Q n+1C) (1)
for all n ≥ 0. On the other hand, since the alternating sum of the length of homology modules of the complex
F⊗R C : 0→ Cn+1 = F2 ⊗R C
tM⊗R1C−→ Cn+2 = F1 ⊗R C ∂⊗R1C−→ C = F0 ⊗R C −→ 0
is 0, we get
ℓR(TorR1(R/q
n+1, C)) = ℓR(TorR2(R/qn+1, C))+ ℓA(C/Q n+1C).
Hence by Eq. (1) we have for all n ≥ 0 that
ℓA(A/Q n+1) = e0Q (A)

n+ 2
2

+ ℓR(TorR2(R/qn+1, C)), (2)
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because e0Q (A) = e0Q (B) = ℓA(B/QB) (see exact sequence (E); recall that B is a Cohen–Macaulay A-module with dimA B = 2
and ℓA(C) <∞) and ℓA(B/Q n+1B) = ℓA(B/QB)
n+2
2

for all n ≥ 0. Notice that
TorR2(R/q
n+1, C) ∼= Ker(Cn+1 tM−→ Cn+2),
that is
TorR2(R/q
n+1, C) ∼=


α0
α1
...
αn
 ∈ Cn+1
 aαi + bαi−1 = 0 for all 0 ≤ i ≤ n+ 1
 ,
where α−1 = αn+1 = 0 for convention.
Summarizing these observations, we get the following.
Proposition 2.1. Let
Tn =


α0
α1
...
αn
 ∈ Cn+1
 aαi + bαi−1 = 0 for all 0 ≤ i ≤ n+ 1

for each n ≥ 0. Then the following assertions hold true.
(1) ℓA(A/Q n+1) = e0Q (A)
n+2
2
+ ℓA(Tn) for all n ≥ 0.
(2) −ℓA(C) ≤ e1Q (A) ≤ −ℓA((0) : CQ ).
(3) Suppose aC = (0). Then e1Q (A) = −ℓA((0) : Cb) = −ℓA(C/bC) and e2Q (A) = 0.
(4) ([8, Example 3.8], [23, Section 3]) Suppose QC = (0). Then e1Q (A) = −ℓA(C) and e2Q (A) = 0.
Proof. See Eq. (2) for assertion (1). We have
ℓA((0) : CQ )(n+ 1) ≤ ℓA(Tn) ≤ ℓA(C)(n+ 1),
since [(0) : CQ ]n+1 ⊆ Tn ⊆ Cn+1, which proves assertion (2). If aC = (0), then Tn = [(0) : Cb]n+1, so that
ℓA(A/Q n+1) = e0Q (A)

n+ 2
2

+ ℓA((0) : Cb)

n+ 1
1

by assertion (1), from which assertion (3) follows, because ℓA((0) : Cb) = ℓA(C/bC). Assertion (4) is now clear. 
We explore two examples in order to show how we use Proposition 2.1. Let
Λi(A) = {eiQ (A) | Q is a parameter ideal in A}
for 0 ≤ i ≤ d = dim A. For each a ∈ mwe denote by U(a) the unmixed component of the ideal (a). When A is a generalized
Cohen–Macaulay ring with d = dim A ≥ 2 and a, b is a part of a system of parameters in A, one has U(a)/(a) = H0m(A/(a))
[27], so that
U(a) =

n≥1
[(a) : bn].
We begin with the following.
Proposition 2.2. Assume that A is a generalized Cohen–Macaulay ring with dim A = 2 and depth A = 1. Let a, b be a system of
parameters in A. We then have the following.
(1) Suppose bH1m(A) = (0). Then a, b forms a d-sequence in A.
(2) U(a) ⊆ (a).
Proof. (1) Let c = (0) :A H1m(A). The element a is A-regular, since A is a generalized Cohen–Macaulay ring with depth A > 0.
Therefore, the exact sequence
0→ A a→ A → A/(a)→ 0
gives rise to the long exact sequence
0→ H0m(A/(a))→ H1m(A) a→ H1m(A)→ H1m(A/(a))→ · · ·
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of local cohomology modules, from which we get
[(a) : b2]/(a) ⊆ U(a)/(a) = H0m(A/(a)) ∼= (0) :H1m(A) a ⊆ H1m(A).
Hence c

((a) : b2)/(a) = (0), so that (a) : b2 ⊆ (a) : c ⊆ (a) : b. Thus a, b forms a d-sequence in A.
(2) Let B denote the Cohen–Macaulayfication of A in the sense of [2,9]. We then have U(a)B = aB, since a, b forms a
B-regular sequence. Therefore U(a) ⊆ (a), because B is a module-finite extension of A. 
Example 2.3. Let R = k[[X, Y , Z,W ]] be the formal power series ring over a field k. We look at the local ring
A = R/[(X, Y )ℓ ∩ (Z,W )],
where ℓ ≥ 1 is an integer. Then A is a 2-dimensional generalized Cohen–Macaulay ring with depth A = 1 and we have the
following.
(1) Let a, b be a system of parameters in A. Then a, b or b, a forms a d-sequence in A. Hence every parameter ideal in A is
generated by a d-sequence of length 2.
(2) Λ1(A) = {− (2ℓ−n+1)n2 | 0 < n ≤ ℓ} andΛ2(A) = {0}.
Proof. Let m denote the maximal ideal in A and let x, y, z, w be the images of X, Y , Z , W in A respectively; hence m =
(x, y, z, w). Thanks to the exact sequence
0→ A → A/(x, y)ℓ ⊕ A/(z, w)→ A/[(x, y)ℓ + (z, w)] → 0
of A-modules, we have dim A = 2, depth A = 1, and H1m(A) ∼= A/[(x, y)ℓ+(z, w)]. Hence A is a generalized Cohen–Macaulay
ring. We put C = A/[(x, y)ℓ + (z, w)].
Let us now choose a system a, b of parameters in A and putQ = (a, b). Then a, b are non-zerodivisors in A. Firstly suppose
that aC = (0). Hence b, a is a d-sequence in A by Proposition 2.2. If bC = (0), then QC = (0) and we get
e1Q (A) = −ℓA(C) = −
(ℓ+ 1)ℓ
2
and e2Q (A) = 0
by Proposition 2.1 (4). Suppose bC ≠ (0). Let mC be the maximal ideal of C and let
n = vmC (b) = max{n ∈ Z | b ∉ mnC }
denote the order of the image b of b in C with respect to mC . Then 0 < n < ℓ and (0) : Cb = mℓ−nC , so that
e1Q (A) = −ℓA((0) : Cb) = −ℓA(mℓ−nC ) = −
(2ℓ− n+ 1)n
2
and e2Q (A) = 0
by Proposition 2.1 (3)
Suppose now that aC ≠ (0) and bC ≠ (0). We may assume that
n = vmC (a) ≤ m = vmC (b).
Then
b[(0) : Ca] ⊆ mmC ·mℓ−nC ⊆ mℓC = (0),
so that b[(a) : b2] ⊆ bU(a) ⊆ (a), because U(a)/(a) ∼= (0) : Ca. Thus a, b forms a d-sequence in A. We also have
Tq =


α0
α1
...
αq
 ∈ Cq+1
 aαi + bαi−1 = 0 for all 0 ≤ i ≤ q+ 1

= [(0) : Ca]q+1
for all q ≥ 0, since b[(0) : Ca] = (0). Therefore
e1Q (A) = −ℓA((0) : Ca) = −
(2ℓ− n+ 1)n
2
and e2Q (A) = 0
by Proposition 2.1 (3). HenceΛ2(A) = {0}.
Lastly, let 0 < n < ℓ be integers and look at the system a = xℓ − z, b = yn − w of parameters in A. Then aC = (0),
bC ≠ (0), and vmC (b) = n, which shows
Λ1(A) =

− (2ℓ− n+ 1)n
2
| 0 < n ≤ ℓ

as claimed. 
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In the forthcoming paper [7] we need the following. Let us note an outline of computation.
Example 2.4. Let ℓ ≥ 1 be an integer and let R = k[[X, Y , Z,W ]] be the formal power series ring over a field k. We look at
the local ring
A = R/[(Xℓ, Y ℓ) ∩ (Z,W )].
Then A is a 2-dimensional generalized Cohen–Macaulay local ring with depth A = 1. Let q = (X − Z, Y − W ) in R. Then
Q = qA is a parameter ideal in Awith
e0Q (A) = ℓ2 + 1, e1Q (A) = −ℓ, and e2Q (A) = −
ℓ(ℓ− 1)
2
.
Hence e2Q (A) < 0 if ℓ ≥ 2, so that Q cannot be generated by a d-sequence of length 2 [19, Proposition 3.4 (2)].
Proof. Let C = k[X, Y , Z,W ]/(Xℓ, Y ℓ, Z,W ) and let n ≥ ℓ+ 1 be an integer. We look at the graded C-module
Tn =


α0
α1
...
αn
 ∈ Cn+1
 xαi + yαi−1 = 0 for all 0 ≤ i ≤ n+ 1
 ,
where x, y be the images of X, Y in C . Let Tn,q (q ∈ Z) denote the homogeneous component of degree q in the gradedmodule
Tn. Then Tn,q = (0) if q ≤ ℓ− 2, because (0) : Cx = xℓ−1C . Let ℓ− 1 ≤ q ≤ 2ℓ− 2 and let {ci}0≤i≤n+1 be a family of elements
in k such that ci = 0 if n− 2ℓ+ q+ 3 ≤ i ≤ n+ 1. We put
αi =

i+1−
j=1
(−1)j−1ci−j+1xℓ−jyq−ℓ+j if 0 ≤ i ≤ ℓ− 1,
ℓ−
j=1
(−1)j−1ci−j+1xℓ−jyq−ℓ+j if ℓ ≤ i ≤ n.
(♯)
Then

α0
α1
...
αn
 ∈ Tn,q and Tn,q consists of all those elementswhich satisfy above condition (♯). Hence dimk Tn,q = n−2ℓ+q+3
if ℓ− 1 ≤ q ≤ 2ℓ− 2. Consequently
dimk Tn =
2ℓ−2−
q=0
dimk Tn,q
=
2ℓ−2−
q=ℓ−1
(n− 2ℓ+ q+ 3)
= (n+ 1)ℓ− ℓ(ℓ− 1)
2
.
Hence e1Q (A) = −ℓ and e2Q (A) = − ℓ(ℓ−1)2 by Proposition 2.1 (1), which completes the computation, because e0Q (A) =
e0q(R/(X
ℓ, Y ℓ))+ e0q(R/(Z,W )) = ℓ2 + 1. 
3. The structure of local rings of dimension 2 possessing e1Q (A) = −1 for some parameter ideal Q
The condition that e1Q (A) = −1 for some parameter ideal Q is a rather strong restriction. In this section we shall study
the structure of two-dimensional local rings Awhich contain such parameter ideals. Recall that the value e1Q (A) = −1 is the
greatest among possible values of e1Q (A) for parameter ideals Q in non-Cohen–Macaulay unmixed local rings A [5, Theorem
2.1].
Our result is the following.
Theorem 3.1. Let A be a Noetherian local ring with maximal ideal m, dim A = 2, and infinite residue class field. Assume that
depth A = 1 and that H1m(A) is a finitely generated A-module. We consider the following two conditions (1) and (2) :
(1) (a) The Cohen–Macaulayfication B of A in the sense of [2] is not a local ring,
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(b) µA(m) = 4, and
(c) A contains a parameter ideal Q such that e1Q (A) = −1.
(2) There is an isomorphism A ∼= R/[(F , Y ) ∩ (Z,W )] of rings, where
(a) R is a regular local ring of dimension 4 with X, Y , Z,W a regular system of parameters and
(b) F = Xn + ξ with ξ ∈ (Z,W ) and n ≥ 1.
Then, if condition (2) is satisfied, condition (1) is also satisfied and e1q(A) = −1 for every minimal reduction q of m. When A is
m-adically complete, conditions (1) and (2) are equivalent to each other.
We divide the proof of Theorem 3.1 into two parts.
Firstly, let us prove the implication (2) ⇒ (1) in Theorem 3.1. So, let R be an arbitrary regular local ring of dimension
4 and let X, Y , Z,W be a regular system of parameters in R. Let F = Xn + ξ with ξ ∈ (Z,W ) and n ≥ 1 an integer. Then
F , Y , Z,W forms a system of parameters in R, since (F , Y , Z,W ) = (Xn, Y , Z,W ). We put
A = R/[(F , Y ) ∩ (Z,W )]
and let m be the maximal ideal in A. We denote by f , x, y, z, w the images of F , X , Y , Z ,W in A respectively. Then, thanks to
the exact sequence
0→ A → A/(f , y)⊕ A/(z, w)→ A/(xn, y, z, w)→ 0,
we get depth A = 1 and H1m(A) ∼= A/(xn, y, z, w). Hence A is a generalized Cohen–Macaulay ring and
B = A/(f , y)× A/(z, w)
is the Cohen–Macaulayfication of A [2, Theorem 1.6]. We put c = (xn, y, z, w). Therefore A/c ∼= H1m(A) and ℓA(A/c) = n.
For a moment, let a1 = f − z and a2 = y − w. We look at the parameter ideal Q = (a1, a2) in A. Then, because
(a1) : a2 = (a1, z) and (a2) : a1 = (a2, w), we have
[(a1) : a2] + [(a2) : a1] = (a1, a2, z, w) = c.
Consequently, Theorem 1.1 in the forthcoming paper [13] shows the following, which we will refer to in [13] also.
Proposition 3.2. The Rees algebraR(Q 2) of Q 2 is a Gorenstein ring.
In order to complete the proof of the implication (2)⇒ (1), we are now in a position to prove the following, which gives
an affirmative answer to Problem 1.1 with q = m in the present setting.
Theorem 3.3. Assume that the residue class field of R is infinite. Then e1q(A) = −1 for every minimal reduction q of m.
Proof. Wemay assume n > 1. In fact, if n = 1, then A is a Buchsbaum ring [30], since H1m(A) ∼= A/m, so that e1q(A) = −1 by
[25, Korollar 3.2]. Let q be a minimal reduction ofm and write q = (a, b), where we choose the system a, b of generators for
q so that both a, b are superficial for Awith respect to q. Let A = A/(z, w). Then, since qA is a reduction of the maximal ideal
mA in the two-dimensional regular local ring A, we get qA = mA, so that q+ (z, w) = m; hence m = q+ c. Without loss of
generality we may assume a ∉ c+ m2 = (x2, y, z, w), so that ℓA(C/aC) = 1, where C = A/c ∼= H1m(A). Since a is A-regular
and superficial for Awith respect to q, we have by [14, Lemma 2.4 (1)]
e1q(A) = e1q/(a)(A/(a)) = −ℓA(H0m(A/(a)).
Thus e1q(A) = −ℓA((0) : Ca) = −ℓA(C/aC) = −1, because
H0m(A/(a)) ∼= (0) : Ca
which follows from the long exact sequence
0→ H0m(A/(a))→ H1m(A) a→ H1m(A)→ H1m(A/(a))→ · · ·
of local cohomology modules. 
Remark 3.4. Choose ξ = 0 in the above construction of A = R/[(F , Y ) ∩ (Z,W )], whence F = Xn with an integer n ≥ 1.
Let 1 ≤ ℓ ≤ n be an integer and put a = xℓ − z, b = y− w. Let Q = (a, b). Then Q is a parameter ideal in A and bC = (0).
Therefore by Proposition 2.1 (3) we get
e1Q (A) = −ℓA(C/aC) = −ℓA(A/(xℓ, y, z, w)) = −ℓ.
Hence Λ1(A) = {−ℓ | 1 ≤ ℓ ≤ n}, because 0 > e1q(A) ≥ −ℓA(H1m(A)) = −n for every parameter ideal q in A [14, Lemma
2.4], [5, Theorem 2.1].
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We now prove the implication (1)⇒ (2) in Theorem 3.1.
Let us reconfirm our setting. Let A be a Noetherian complete local ring with maximal ideal m, dim A = 2, and infinite
residue class field. Assume that depth A = 1 and H1m(A) is a finitely generated A-module. Let B denote the Cohen–
Macaulayfication of A in the sense of [2]. Then B ∼= EndA(KA) as A-algebras [2, Theorem 1.6], where KA denotes the canonical
module of A. We look at the exact sequence
0→ A ϕ→ B → C → 0 (E1)
of A-modules, where ϕ(α) is defined, for each α ∈ A, to be the homothety of α. Then, since depthA KA = 2, B is a Cohen–
Macaulay A-module with dimA B = 2 and C ∼= H1m(A) (see the preamble of Section 2).
Proof of the implication (1)⇒ (2) in Theorem 3.1. Assume that condition (1) in Theorem 3.1 is satisfied, whence B is not
a local ring, µA(m) = 4, and A contains a parameter ideal Q = (a, b) with e1Q (A) = −1. We may assume that a, b are both
superficial for Awith respect to Q . Then, since a is A-regular, we have
H0m(A/(a)) ∼= (0) : Ca,
so that
ℓA((0) : Ca) = −e1Q/(a)(A/(a)) = −e1Q (A) = 1
[14, Lemma 2.4 (1)] Consequently µA(C) = 1, because ℓA(C/aC) = ℓA((0) : Ca) = 1. Hence
C ∼= A/c and c+ (a) = m,
where c = (0) :A H1m(A). ThereforeµA(B) = 2, thanks to exact sequence (E1). Consequently, because B is not a local ring and
A is complete, we have a canonical decomposition
B = A/a1 × A/a2
of B, where ai is an ideal in A such that A/ai is a two-dimensional Cohen–Macaulay local ring. Hence we have a1 ∩ a2 = (0)
and a1 + a2 = c, thanks to the exact sequence
0→ A → A/a1 ⊕ A/a2 → A/(a1 + a2)→ 0.
Let V = [c+m2]/m2 ⊆ m/m2 and put k = A/m. Then dimk V ≥ 3, becauseµA(m) = 4 and c+ (a) = m. Since a1+a2 = c,
we may assume that dimk[a2 + m2]/m2 ≥ 2. Therefore the ideal a2 contains a part z, w of a minimal system of generators
of the maximal ideal m. We then have µA/(z,w)(m/(z, w)) = 2, so that the epimorphism
A/(z, w)→ A/a2 → 0
is an isomorphism and A/(z, w) is a regular local ring of dimension 2, because dim A/(z, w) ≥ dim A/a2 = 2. Thus
a2 = (z, w). Hence dimk[a1 + m2]/m2 ≥ 1, because dimk V ≥ 3. Choose y ∈ a1 so that y, z, w forms a part of a minimal
system of generators ofm andwritem = (x, y, z, w). Then A/(y, z, w) is a discrete valuation ring, because A/(z, w) is a two-
dimensional regular local ring such that the images of x, y in A/(z, w) form a regular system of parameters. Consequently,
since c = a1 + a2 ) (y, z, w), we have
c/(y, z, w) = (xn)
for some n ≥ 1, where x stands for the image of x in A/(y, z, w). Hence c = (xn, y, z, w) and n = ℓA(A/c). On the other hand,
because
c/(y, z, w) = [a1 + (z, w)]/(y, z, w) = (xn),
we find some element η ∈ a1 so that xn − η ∈ (y, z, w). Let
xn − η = αy+ βz + γw
with α, β, γ ∈ A. We then have xn − f ∈ (z, w)where f = η + αy. Hence a1 = (f , y), because
c = a1 + a2 ⊇ (f , y)⊕ (z, w) ⊇ c.
We now choose a 4-dimensional complete regular local ring Rwith maximal ideal n and a surjective homomorphism
R
φ−→ A → 0
of rings. Let X, Y , Z, and W be elements of R such that φ(X) = x, φ(Y ) = y, φ(Z) = z, and φ(W ) = w. Then
n = (X, Y , Z,W ), since Kerφ ⊆ n2. Notice that
R/(Z,W ) ∼= A/(z, w),
because A/(z, w) is a two-dimensional regular local ring; hence K = Ker φ ⊆ (Z,W ).
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Let F ∈ R such that φ(F) = f . We then have Xn − F ∈ (Z,W ), because xn − f ∈ (z, w) and K ⊆ (Z,W ). Therefore
(F , Y , Z,W ) = (Xn, Y , Z,W ), so that F , Y , Z,W is a system of parameters in R. We look at the canonical exact sequence
0→ L → R/(F , Y )→ A/(f , y)→ 0. (E2)
Then, because z, w forms a regular sequence in the two-dimensional Cohen–Macaulay ring A/a1 = A/(f , y), from exact
sequence (E2) we get the exact sequence
0 −→ L/(Z,W )L −→ R/(F , Y , Z,W ) ε−→ A/(f , y, z, w) −→ 0,
in which the homomorphism ε has to be an isomorphism, because
ℓR(R/(F , Y , Z,W )) = ℓR(R/(Xn, Y , Z,W )) = n
and
ℓA(A/(f , y, z, w)) = ℓA(A/(xn, y, z, w)) = ℓA(A/c) = n.
Thus L = (0) by Nakayama’s lemma, so that R/(F , Y ) ∼= A/(f , y). Hence K = Ker φ ⊆ (F , Y ), so that K ⊆ (F , Y ) ∩ (Z,W ).
Therefore we have
K = (F , Y ) ∩ (Z,W )
(recall that (F , Y ) ∩ (Z,W ) ⊆ K , because (f , y) ∩ (z, w) = a1 ∩ a2 = (0)). Thus
A ∼= R/[(F , Y ) ∩ (Z,W )],
with F = Xn + ξ for some ξ ∈ (Z,W ). This proves the implication (1)⇒ (2) in Theorem 3.1 under the assumption that A
is m-adically complete. 
4. Affirmative cases
Let A be a Noetherian local ringwithmaximal idealm and d = dim A > 0. In this sectionwe study Problem1.1 ofwhether
e1Q (A) is independent of the choice of minimal reductions Q of I , where I is an m-primary ideal in A.
Let us begin with the following.
Proposition 4.1. Let M be a finitely generated A-module with dimA M = s and let Q and Q ′ be parameter ideals for M such that
Q = Q ′ in A. Suppose that there exists an exact sequence
0→ L → M → M/L → 0
of A-modules such that L ≠ (0), dimA L < s, and M/L is a Cohen–Macaulay A-module. Then
e1Q (M) = e1Q ′(M).
Proof. Passing to the ring A/[(0) :A M], wemay assume that (0) :A M = (0), whence s = d and bothQ andQ ′ are parameter
ideals in A. Let C = M/L. Then, since C is a Cohen–Macaulay A-module with dimA C = d, we have the exact sequence
0→ L/Q n+1L → M/Q n+1M → C/Q n+1C → 0
of A-modules, so that
ℓA(M/Q n+1M) = ℓA(C/Q n+1C)+ ℓA(L/Q n+1L)
= ℓA(C/QC)

n+ d
d

+ ℓA(L/Q n+1L)
for n ≥ 0. Let t = dimA L and write
ℓA(L/Q n+1L) = e0Q (L)

n+ t
t

− e1Q (L)

n+ t − 1
t − 1

+ · · · + (−1)tetQ (L)
for n ≫ 0. We then have
e1Q (M) =
−e0Q (L) if t = d− 1,
0 if t < d− 1.
Hence e1Q (M) = e1Q ′(M), because e0Q (L) = e0Q ′(L) once Q = Q ′. 
Let M be a finitely generated A-module. We say that M is a sequentially Cohen–Macaulay A-module, if M possesses a
Cohen–Macaulay filtration, that is a filtration
L0 = (0) ( L1 ( L2 ( · · · ( Lℓ = M
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of A-submodules {Li}0≤i≤ℓ of M such that dimA Li > dimA Li−1 and Li/Li−1 is a Cohen–Macaulay A-module for all 1 ≤ i ≤ ℓ
[4,12,26,28].
WhenM is a sequentially Cohen–Macaulay A-module, applying Proposition 4.1, we readily get the following.
Corollary 4.2. Suppose that M is a sequentially Cohen–Macaulay A-module with dimA M > 0 and let Q and Q ′ be parameter
ideals for M. Then e1Q (M) = e1Q ′(M) if Q = Q ′ in A.
Let us explore a typical example of sequentially Cohen–Macaulay rings.
Example 4.3 ([10]). Let R = k[[X, Y , Z]] be the formal power series ring over a field k. We look at the two-dimensional
local ring
A = R/[(X) ∩ (Y , Z)].
Then A is a sequentially Cohen–Macaulay ring but not Cohen–Macaulay. Let x, y, z be the images of X, Y , Z in A respectively
and put D = A/(y, z) and B = A/(x). Then D is a discrete valuation ring and B is a two-dimensional regular local ring.
Let Q = (a, b) be a parameter ideal in A. Then, since a, b forms a B-regular sequence, thanks to the exact sequence
0→ D → A → B → 0,we get
ℓA(A/Q n+1) = e0QB(B)

n+ 2
2

+ e0QD(D)

n+ 1
1

for all n ≥ 0, so that
e0Q (A) = ℓB(B/QB), e1Q (A) = −e0QD(D), and e2Q (A) = 0.
Therefore, ifQ ′ is a parameter ideal in AwithQ ′ = Q , we always have eiQ (A) = eiQ ′(A) for each 0 ≤ i ≤ 2, becauseQD = Q ′D.
We now come to the main result of this section.
Theorem 4.4. Let I be an m-primary ideal in A and assume that (♯) the scheme ProjR(Q ) is locally Cohen–Macaulay for every
minimal reduction Q of I. Then e1Q (A) is independent of the choice of minimal reductions Q of I.
To prove Theorem 4.4 we need the following. See [11] for the equivalence of the four conditions and also for the former
part of the last assertion.
Proposition 4.5 ([11]). Let A be a Noetherian local ring with maximal ideal m and d = dim A > 0. Let Q be a parameter ideal
in A. We putR = R(Q ) and G = grQ (A). LetM = mR+R+ denote the unique graded maximal ideal inR. Then the following
four conditions are equivalent.
(1) ProjR is a locally Cohen–Macaulay scheme.
(2) ProjG is a locally Cohen–Macaulay scheme.
(3) R is a graded generalized Cohen–Macaulay ring, that is the graded local cohomology modules HiM(R) ofR with respect to
M are finitely generated for all i ≠ d+ 1.
(4) G is a graded generalized Cohen–Macaulay ring, that is the graded local cohomology modules HiM(G) of G with respect toM
are finitely generated for all i ≠ d.
When this is the case, A is a generalized Cohen–Macaulay ring and every system a1, a2, . . . , ad of generators of Q forms a
superficial sequence for A with respect to Q .
Proof. Let us briefly explain the reason why the latter part in the last assertion holds true. Suppose that ProjR is a locally
Cohen–Macaulay scheme. Then, since HiM(G) are finitely generated for all i ≠ d, every homogeneous system g1, g2, . . . , gd
of parameters in G forms a filter regular sequence with respect toM [27], that is the graded G-modules
[(g1, g2, . . . , gi−1) :G gi]/(g1, g2, . . . , gi−1)
are finitely graded for all 1 ≤ i ≤ d. Applying this observation to the linear system f1 = a1t, f2 = a2t, . . . , fd = adt
of parameters in G where ait denotes the image of ait in G, we readily get by definition that a1, a2, . . . .ad is a superficial
sequence for Awith respect to Q . 
Let us note the following also, which we need to explore Example 4.7. See [11, Proof of Theorem 1.1] for the proof.
Proposition 4.6 ([11]). Suppose that A is a generalized Cohen–Macaulay ring with dim A = d and depth A > 0. Let Q be a
parameter ideal in A. Assume that the residue class field A/m of A is algebraically closed. Then ProjR(Q ) is a locally Cohen–
Macaulay scheme, if every system a1, a2, . . . , ad of generators for Q forms a d-sequence in A.
We are in a position to prove Theorem 4.4.
226 L. Ghezzi et al. / Journal of Pure and Applied Algebra 216 (2012) 216–232
Proof of Theorem 4.4. Since e1Q (A) = −ℓA(H0m(A)) if d = 1 [14, Lemma 2.4 (1)], we may assume that d > 1 and that our
assertion holds true for d − 1. Let Q = (a1, a2, . . . , ad) and Q ′ = (b1, b2, . . . , bd) be two reductions of I such that a1 and
b1 are superficial for A with respect to I . We want to show e1Q (A) = e1Q ′(A). To do this, let us choose an element x ∈ I such
that x is superficial for A with respect to I and both the ideals Qx = (a1, a2, . . . , ad−1, x) and Q ′x = (b1, b2, . . . , bd−1, x) are
reductions of I . Then, in order to show e1Q (A) = e1Q ′(A), comparing the following four reductions of I
Q = (a1, a2, . . . , ad−1, ad),
Qx = (a1, a2, . . . , ad−1, x),
Q ′x = (b1, b2, . . . , bd−1, x),
Q ′ = (b1, b2, . . . , bd−1, bd),
we may assume without loss of generality that a = a1 = b1.
We put B = A/(a) and J = I/(a). Then both QB and Q ′B are reductions of J . Because a is superficial for Awith respect to
both the ideals Q and Q ′ by Proposition 4.5, we get
e1Q (A) =

e1QB(B) if d > 2,
e1QB(B)+ ℓA((0) :A a) if d = 2
and
e1Q ′(A) =

e1Q ′B(B) if d > 2,
e1Q ′B(B)+ ℓA((0) :A a) if d = 2,
which shows, in order to see e1Q (A) = e1Q ′(A), it suffices to check condition (♯) is also satisfied for the ideal J in B.
Let q = (α2, α3, . . . , αd) be a reduction of J and let αi = ci (ci ∈ I), where ∗ denotes the image in B. We look at the
parameter ideal Q = (c1, c2, . . . , cd) in Awith c1 = a. Then, because Jn+1 = qJn for all n ≫ 0, we have In+1 ⊆ QIn + (a), so
that
In+1 = QIn + a[In+1 : a]
for all n ≫ 0. Therefore, since In+1 : a = In+ [(0) : a] if n ≫ 0, we have In+1 = QIn for all n ≫ 0, so that Q is a reduction of
I . We now notice that by Proposition 4.5 c1 is a superficial element for A with respect to Q , because the scheme ProjR(Q )
is locally Cohen–Macaulay. Therefore, the kernel of the canonical epimorphism
ϕ : grQ (A)/c1t·grQ (A)→ grq(B)
of graded rings is finitely graded, so that grq(B) is a graded generalized Cohen–Macaulay ring, because so is the graded ring
grQ (A). Therefore ProjR(q) is a locally Cohen–Macaulay scheme by Proposition 4.5. Thus condition (♯) is satisfied for the
ideal J in B, which completes the proof of Theorem 4.4. 
Let us explore an example which satisfies condition (♯) in Theorem 4.4.
Example 4.7. We look at the local ring
A = k[[X, Y , Z,W ]]/[(X, Y )2 ∩ (Z,W )],
where k[[X, Y , Z,W ]] is the formal power series ring over an algebraically closed field k. Then dim A = 2, depth A = 1, and
A is a generalized Cohen–Macaulay ring possessing
H1m(A) ∼= A/[(x, y)2 + (z, w)],
where x, y, z, w denotes the image of X, Y , Z,W in A respectively. For this ring A, every a, b ∈ A such that Q = (a, b) is a
reduction of m forms a d-sequence in A, so that ProjR(Q ) is locally Cohen–Macaulay. We have
e0Q (A) = 4, e1Q (A) = −2, and e2Q (A) = 0
for every minimal reduction Q of m. Hence Λ(m) = {−2}. The maximal ideal m of A is not standard [31, Corollary 3.7],
because mH1m(A) ≠ (0).
Proof. Let a, b ∈ A and assume that Q = (a, b) is a reduction of m. Since depth A > 0, a and b are non-zerodivisors in A.
First of all, we will show that a, b is a d-sequence in A. Let A = A/(z, w). Then we have m = (a, b) + (z, w), because A is
a regular local ring of dimension 2 and QA is a reduction of the maximal ideal mA in A. Let mC denote the maximal ideal in
C = A/[(x, y)2 + (z, w)]. Then mC = (a, b), where ∗ denotes the image in C . Because µC (mC ) = 2, we have a ≠ 0, so that
(0) : Ca = mC and b[(0) : Ca] = (0) (notice that m2C = (0)), while
U(a)/(a) = H0m(A/(a)) ∼= (0) :H1m(A) a ∼= (0) : Ca.
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Hence b[(a) : b2] ⊆ bU(a) ⊆ (a). Thus, for a given minimal reduction Q of m, every system a, b of generators for the ideal
Q forms a d-sequence in A, which implies ProjR(Q ) is a locally Cohen–Macaulay scheme by Proposition 4.7, because the
ground field k is algebraically closed. We also have
e0Q (A) = 4, e1Q (A) = −2, and e2Q (A) = 0
by Proposition 2.1 (1), since (0) : Ca = mC and b[(0) : Ca] = (0) (notice that Tn = [(0) : Ca]n+1 for all n ≥ 0 in the present
case). 
5. A negative case and counterexamples
In this section we study a negative case and give counterexamples.
Let us begin with the following.
Theorem 5.1. Suppose that A is a generalized Cohen–Macaulay ring with d = dim A ≥ 2, depth A ≥ 1, and infinite residue class
field. Let Q be a standard parameter ideal in A and put I = Q . If I is not standard, then there exists at least one minimal reduction
Q ′ of I such that
0 > e1Q ′(A) > e
1
Q (A) = −
d−1
j=1

d− 2
j− 1

hj(A),
where hj(A) = ℓA(Hjm(A)) for each 1 ≤ j ≤ d− 1.
Proof. We have e1Q (A) = −
∑d−1
j=1
d−2
j−1

hj(A) by [25, Korollar 3.2], since Q is a standard parameter ideal in A. Let ℓ = µA(I)
and write I = (x1, x2, . . . , xℓ) so that every d elements xi1 , xi2 , . . . , xid (1 ≤ i1 < i2 < · · · < id ≤ ℓ) generate a reduction
of I . Then, since I is not standard, for some 1 ≤ i1 < i2 < . . . < id ≤ ℓ the ideal Q ′ = (xi1 , xi2 , . . . , xid) cannot be standard
[31, Proposition 3.2]. Therefore Q ′ = I = Q but
e1Q ′(A) > −
d−1
j=1

d− 2
j− 1

hj(A)
by [14, Lemma 2.4] and [18, Theorem 2.1]. See [5, Theorem 2.1] for the inequality 0 > e1Q ′(A). 
Let us construct counterexamples. The main examples are the following.
Main examples 5.2. Let d, n ≥ 2 be integers and look at the local ring
A = R/[(Xn1 , Xn2 , . . . , Xnd ) ∩ (Y1, Y2, . . . , Yd)],
where R = k[[X1, X2, . . . , Xd, Y1, Y2, . . . , Yd]] is the formal power series ring over a field k. Then dim A = d, depth A = 1,
and A is a generalized Cohen–Macaulay ring with Him(A) = (0) for all i ≠ 1, d. Let xi and yj denote respectively the images
of Xi and Yj in A. Hence H1m(A) ∼= A/c, where c = (xn1, xn2, . . . , xnd) + (y1, y2, . . . , yd). We put Q = (xni − yi | 1 ≤ i ≤ d).
Then the parameter ideal Q in A is standard by [31, Corollary 3.7], since QH1m(A) = (0). We have c = Q + (xn1, xn2, . . . , xnd) =
Q + (y1, y2, . . . , yd), so that c2 = Q c+ (xn1, xn2, . . . , xnd)(y1, y2, . . . , yd) = Q c; hence Q is a minimal reduction of c. Because
x1xn−12 ∈ mn \ c (recall that n ≥ 2), we have c ( c = mn + (y1, y2, . . . , yd). Hence Q = c is not standard by [31, Corollary
3.7]. Thus Theorem 5.1 guarantees there exists at least one minimal reduction Q ′ of Q such that
0 > e1Q ′(A) > e
1
Q (A) = −nd,
provided the field k is infinite.
We precisely explore the case where d = 2. Let I be an m-primary ideal in A and suppose that Q is a reduction of I . We
put
SQ (I) = IR(I)/IR(Q ) ∼=

n≥1
In+1/Q nI
and call it the Sally module of I with respect to Q [32]. Sally modules play a very important role in the analysis of ideals I
with interaction to their reductions Q (see, e.g., [15,16,18]), as we will also see in the following.
Example 5.3. Let R = k[[X, Y , Z,W ]] be the formal power series ring over a field k and let a = (Xn, Y n) ∩ (Z,W ) with
n ≥ 2. We look at the local ring A = R/a. Then dim A = 2, depth A = 1, and
H1m(A) ∼= A/(xn, yn, z, w),
where m denotes the maximal ideal of A and x, y, z, and w denote the images of X, Y , Z , and W in A respectively. We put
Q = (xn − z, yn − w) and Q ′ = (xyn−1 − z, xn + yn − w). Then we have the following, where c = (xn, yn, z, w).
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(1) Q = Q ′ = c = mn + (z, w).
(2) e0Q (A) = e0Q ′(A) = 2n2.
(3) 0 > e1Q ′(A) = −n2 + n− 1 > e1Q (A) = −n2. Hence ♯Λ(c) > 1.
(4) ℓA(A/Q ℓ+1) = 2n2

ℓ+2
2
+ n2ℓ+11  and ℓA(A/Q ′ℓ+1) = 2n2ℓ+22 + (n2 − n+ 1)ℓ+11  for all integers ℓ ≥ 0.
(5) The element xn + yn −w is not superficial for Awith respect to Q ′, so that the scheme ProjR(Q ′) is not locally Cohen–
Macaulay.
(6) Let S = SQ (I) (resp. S ′ = SQ ′(I)) denote the Sally module of I = Q = Q ′ with respect to Q (resp. Q ′) and let T = R(Q )
(resp. T ′ = R(Q ′)) be the Rees algebra of Q (resp. Q ′). Let p = mT and p′ = mT ′. Then
ℓTp(Sp) = ℓT ′
p′
(S ′p′)+ (n− 1).
Proof. Recall that Q = c, since c2 = Q c. We have mn + (z, w) = mn + (z, w), since the ideal mnA is integrally closed in the
regular local ring A = A/(z, w). Therefore Q = mn + (z, w) = c, because
Q ⊆ mn + (z, w) = (x, y)n + (z, w) ⊆ (xn, yn)+ (z, w) = c.
Hence c ≠ c and Q ′ ⊈ c, because xyn−1 ∈ c \ c (recall that n ≥ 2). Let p1 = (x, y) and p2 = (z, w). Then Ass A = {p1, p2} and,
thanks to the associative formula of multiplicity, we get the equality
e0q(A) =
−
p∈Ass A
ℓAp(Ap)e
0
q·(A/p)(A/p)
for every m-primary ideal q in A. Applying this observation to the ideals Q and Q ′, we readily get that
e0Q (A) = e0Q ′(A) = 2n2.
Hence Q ′ is also a reduction of c by a theorem of Rees [24], because Q ′ ⊆ c and e0c (A) = e0Q ′(A). Thus Q = Q ′ but Q ′ ⊈ c. We
put C = A/c; hence C ∼= H1m(A). Therefore
e1Q ′(A) = −n2 + n− 1
by Proposition 2.1 (3), because (xn + yn − w)C = (0) and because
ℓA((0) : C (xyn−1 − z)) = ℓA(C/(xyn−1 − z)C)
= ℓA(A/(xn, yn, xyn−1, z, w))
= n2 − n+ 1.
By Proposition 2.1 (1) we also have for all integers ℓ ≥ 0
ℓA(A/Q ′
ℓ+1
) = 2n2

ℓ+ 2
2

+ ℓA((0) : C (xyn−1 − z))

ℓ+ 1
1

= 2n2

ℓ+ 2
2

+ (n2 − n+ 1)

ℓ+ 1
1

.
Similarly, by Proposition 2.1 (4) we have
e1Q (A) = −ℓA(C) = −n2,
because QC = (0), so that by Proposition 2.1 (1)
ℓA(A/Q n+1) = 2n2

ℓ+ 2
2

+ n2

ℓ+ 1
1

for all ℓ ≥ 0.
If xn + yn − w were superficial for Awith respect to Q ′, by [14, Lemma 2.4 (1)] we must have that
e1Q ′(A) = e1Q ′/(xn+yn−w)(A/(xn + yn − w))
= ℓA((0) :C (xn + yn − w))
= −ℓA(C)
= −n2,
since xn + yn − w is A-regular. This is impossible, since e1Q ′(A) = −n2 + n − 1 and n ≥ 2. Hence by Proposition 4.5 the
scheme ProjR(Q ′) cannot be locally Cohen–Macaulay.
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To see assertion (6), notice that by [17, Proposition 2.5] we get the equalities
e1I (A) = e0I (A)+ e1Q (A)− ℓA(A/I)+ ℓTp(Sp)
= e0I (A)+ e1Q ′(A)− ℓA(A/I)+ ℓT ′ ′p(S ′p′)
for the ideal I = Q = Q ′, because by Proposition 2.2 conditions (C0) and (C2) required in [17] are satisfied for the ideals
Q ,Q ′, and I . 
Let us add one more fact about Example 5.3, which shows, similarly as Theorem 3.3 and Example 4.7, in Example 5.3 the
value e1q(A) is constant for every minimal reduction q of m. From these results one might expect an affirmative answer to
Problem 1.1 in the case where I = m. This is, however, not the case, as we will show in Section 6.
Remark 5.4. In Example 5.3 assume that the field k is infinite. Then e1q(A) = −n for every minimal reduction q of the
maximal ideal m in A. HenceΛ(m) = {−n}.
Proof. We maintain the same notation as Example 5.3. Let A = A/(z, w) and let f denote, for each f ∈ A, the image of f
in A. Then A is a two-dimensional regular local ring with x, y a regular system of parameters. Let q = (a, b) be a minimal
reduction of m. Then m = q+ (z, w), since qA is a reduction of the maximal ideal in A. We may assume that a is superficial
for Awith respect to q. Hence
e1q(A) = e1q/(a)(A/(a)) = −ℓA(H0m(A/(a))).
Therefore, because H0m(A/(a)) ∼= (0) : Cawhere C = A/(xn, yn, z, w), we get
e1q(A) = e1q/(a)(A/(a))
= −ℓA((0) : Ca)
= −ℓA(C/aC)
= −ℓA(A/(xn, yn, z, w, a)).
Let us check that ℓA(A/(xn, yn, z, w, a)) = n. We write a = αx + βy with α, β ∈ A. We may assume that α is a unit of A,
because a ∉ m2 + (z, w). Therefore
(xn, yn, a) = (xn, yn, x+ β ′y) = (yn, x+ β ′y)
with β ′ = α−1β . Thus
ℓA(A/(xn, yn, z, w, a)) = ℓA(A/(x+ β ′y, yn)) = n.
Hence e1q(A) = −n as claimed. 
Before closing this section, let us note the following, which shows a strange phenomenon that the rank of Sally modules
depends on the choice of minimal reductions.
Example 5.5. Suppose that n = 2 in Example 5.3 and put I = m2 + (z, w). Let Q and Q ′ be the same as in Example 5.3,
whence I = Q = Q ′. We denote by S = SQ (I) (resp. S ′ = SQ ′(I)) the Sally module of I with respect to Q (resp. Q ′). Let
T = R(Q ) = A[Qt] (resp. T ′ = R(Q ′) = A[Q ′t]) where t is an indeterminate over A. We put B = T/mT and B′ = T ′/mT ′.
We then have the following.
(1) S ∼= B+ as graded T -modules.
(2) S ′ ∼= B′/(x2 + y2 − w)t·B′ as graded T ′-modules.
(3) ℓA(A/In+1) = 8
n+2
2
− 2n+11 − 4 for all n ≥ 1.
Therefore rankB S = 1 but rankB′ S ′ = 0.
Proof. (1) Let a = x2 − z and b = y2 − w. It is standard to check that
I2 = QI + (xyz, xyw), xyz ∉ Q , I3 = QI2, and mI2 ⊆ QI.
Hence S ≠ (0) and mS = (0), because S = TS1 and S1 ∼= I2/QI [17, Lemma 2.1] where S1 stands for the homogeneous
component of S with degree 1. Therefore we have an epimorphism
ϕ : B(−1)→ S
of graded B-modules defined by
ϕ(e1) = xyzt and ϕ(e2) = xywt,
where xyzt and xywt denote the images of xyzt and xywt in S respectively and {e1, e2} is the standard basis of B(−1)2. Let
f denote, for each f ∈ T , the image of f in B. Then, since
b(xyz) = a(xyw) = −xyzw,
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we see bte1 − ate2 ∈ Ker ϕ. Therefore the homomorphism ϕ gives rise to an epimorphism
ϕ : B+ → S
of graded B-modules (notice that B = k[at, bt] and B+ ∼= B(−1)2/B·[bte1− ate2], since at, bt are algebraically independent
over the residue class field k = A/m of A), which actually is an isomorphism, because S ≠ (0) and because by [17, Lemma
2.3] S is a torsion-free B-module (recall that conditions (C0) and (C2) in [17] are satisfied by Proposition 2.2). Thus S ∼= B+
as graded B-modules. Condition (C1) in [17] is also satisfied, since QC = (0) [31, Theorem 2.5]. Therefore by [17, Theorem
1.3 (iii)] we get
ℓA(A/In+1) = e0I (A)

n+ 2
2

− e0I (A)+ e1Q (A)− ℓA(A/I)+ 1n+ 11

+ e1Q (A)+ e2Q (A)
= 8

n+ 2
2

− 2

n+ 1
1

− 4
for all n ≥ 1.
(2) This time, we have
I2 = Q ′I + (xyz), I3 = Q ′I2, and mI2 ⊆ Q ′I.
Notice that S ′ ≠ (0), since xyz ∉ Q ′. Let a′ = z − xy and b′ = w − (x2 + y2). We then have
b′(xyz) = a′(xyw) = xyzw
and xyw = b′z − a′w ∈ Q ′I . Hence b′(xyz) ∈ Q ′2I, so that we get an epimorphism
ϕ′ : (B′/b′t·B′)(−1)→ S ′
of graded B′-modules such that ϕ′(1) = xyzt , where xyzt denotes the image of xyzt in B′.
We want to show that ϕ′ is an isomorphism. Let f denote, for each f ∈ T ′, the image of f in B′. Suppose that Kerϕ′ ≠ (0).
Then the homogeneous component [Kerϕ′]n of Ker ϕ′ is non-zero for some integer n. Choose such an integer n as small as
possible. Then n ≥ 2, since S ′ ≠ (0) and a′tn−1 ∈ Ker ϕ′, since B′ = k[a′t, b′t]. Therefore
a′n−1(xyz) ∈ Q ′nI = a′Q ′n−1I + b′nI.
We write a′n−1(xyz) = a′i+ b′njwith i ∈ Q ′n−1I and j ∈ I . We then have
j ∈ (a′) : b′n = (a′) : b′,
since a′, b′ is a d-sequence by Proposition 2.2 (1). Let b′j = a′hwith h ∈ A. Then h ∈ (b′) : a′ ⊆ I by Proposition 2.2 (2) and
a′n−1(xyz) = a′i+ a′(b′n−1h), so that
a′n−2(xyz) = i+ b′n−1h ∈ Q ′n−1I,
because a′ is A-regular. Therefore
a′tn−2 ∈ [Ker ϕ′]n−1,
which contradicts the minimality of n. Hence ϕ′ is an isomorphism and so, S ′ ∼= B′/b′t·B′ as graded B′-modules. 
6. A counterexample in the case where I = m
Even if I = m, the setΛ(I) is not necessarily a singleton. To show this, we need a technique of reducing problems to the
case where I = m, which we shall briefly explain in this section.
Let B be a Noetherian local ring with maximal ideal n and assume that B contains a field k such that the composite map
k
ι→ B ε→ B/n
is bijective, where ι : k → B denotes the embedding and ε : B → B/n denotes the canonical epimorphism. Let us fix an
n-primary ideal J in B and put A = k+ J . Then A is a k-subalgebra of B and B is a module-finite extension of A, because
ℓA(B/A) = ℓA(B/J)− ℓA(A/J) = ℓB(B/J)− 1.
Hence A is a Noetherian local ring with maximal ideal m = J and dim A = dim B, thanks to the Eakin–Nagata theorem
[22, Theorem 3.7].
Suppose now that d = dim B > 0. Let q = (a1, a2, . . . , ad)B be a parameter ideal in B and assume that q is a
reduction of J . We put Q = (a1, a2, . . . , ad)A. Then Q is a reduction of m; hence Q is a parameter ideal in A. We have the
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canonical isomorphism between the Sally module SQ (m) =n≥1 mn+1/Q nm of m with respect to Q and the Sally module
Sq(J) =n≥1 Jn+1/qnJ of J with respect to q, because
mn+1/Q nm = Jn+1/qnJ
for all n ≥ 1. Consequently we get the following.
Fact 6.1. SQ (m) ∼= Sq(J) as gradedR(Q )-modules.
We put S = SQ (m), T = R(Q ), and p = mT . Then, thanks to [17, Remark 2.6], we get
e1Q (A)+ ℓTp(Sp) = e1m(A)− e0m(A)+ 1.
Hence the sum e1Q (A) + ℓTp(Sp) is independent of the choice of reductions q = (a1, a2, . . . , ad)B of J , so that we have the
following.
Proposition 6.2. Let q = (a1, a2, . . . , ad)B and q′ = (a′1, a′2, . . . , a′d)B be parameter ideals of B and assume that q and q′ are
reductions of J . We put Q = (a1, a2, . . . , ad)A and Q ′ = (a′1, a′2, . . . , a′d)A. Then one has
e1Q (A)+ ℓTp(Sp) = e1Q ′(A)+ ℓT ′p′ (S ′p′) = e1m(A)− e0m(A)+ 1,
where S = SQ (m), S ′ = SQ ′(m), T = R(Q ), T ′ = R(Q ′), p = mT , and p′ = mT ′.
Let us note one example. The following example is based on Example 5.3 and shows that e1Q (A) depends on the choice
of minimal reductions Q even if Q = m. It eventually shows that the rank, or multiplicity, of Sally modules of the maximal
ideal m depends on the choice of minimal reductions Q as well.
Example 6.3. Let R = k[[X, Y , Z,W ]] be the formal power series ring over a field k and put
B = R/[(X2, Y 2) ∩ (Z,W )].
Let J = (x, y)2 + (z, w), where x, y, z and w denote the images of X, Y , Z , and W in B respectively. We look at the ring
A = k+ J . Then A is a Noetherian local ring with maximal ideal m = J and B is a module-finite extension of A. Let
Q = (x2 − z, y2 − w)A and Q ′ = (xy− z, x2 + y2 − w)A.
Then Q and Q ′ are minimal reductions of m such that
e1Q ′(A) = e1Q (A)+ 1 = −5, ℓTp(Sp) = 1, and ℓT ′p′ (S ′p′) = 0,
where S = SQ (m), S ′ = SQ ′(m), T = R(Q ), T ′ = R(Q ′), p = mT , and p′ = mT ′. Hence ♯Λ(m) > 1.
Proof. Since ℓA(A/mn+1) = ℓA(B/Jn+1)− ℓA(B/A) and ℓA(B/A) = ℓB(B/J)− 1, by Example 5.5 (3) we have
ℓA(A/mn+1) = 8

n+ 2
2

− 2

n+ 1
1

− 6
for all n ≥ 1, so that
e0m(A) = 8, e1m(A) = 2, and e2m(A) = −6.
Therefore
e1Q (A)+ ℓTp(Sp) = e1Q ′(A)+ ℓT ′p′ (S ′p′) = e1m(A)− e0m(A)+ 1 = −5
by Proposition 6.2. On the other hand, thanks to Fact 6.1 and Example 5.5 (1) (2), we see that ℓTp(Sp) = 1 and ℓT ′p′ (S ′p′) = 0.
Thus e1Q ′(A) = e1Q (A)+ 1 = −5. 
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