In this paper, we consider the linear finite volume method (FVM) for the stochastic Helmholtz equation, driven by white noise perturbed forcing terms in one-dimension. We first deduce the linear FVM for the deterministic Helmholtz problem. The dispersion equation is presented, and the error between the numerical wavenumber and the exact wavenumber is then analyzed. Comparisons between the linear FVM and the linear finite element method (FEM) are also made. The theoretical analysis and practical calculation indicate that the error of the linear FVM is half of that of the linear FEM. For the stochastic Helmholtz equation, convergence analysis and error estimates are given for the numerical solutions. The effects of the noises on the accuracy of the approximations are illustrated. Numerical experiments are provided to examine our theoretical results.
Introduction
In this paper, we consider the stochastic Helmholtz problem in one-dimension driven by an additive white noise forcing term (see [6, 15, 18] )
+Ẇ (x), x ∈ (0, 1),
with the wavenumber k, where unknown u usually represents a pressure field in the frequency domain, i 2 = -1, g is a deterministic real function with compact supports contained in I := [0, 1], andẆ (x) denotes the standard one-parameter family Brownian white noise that satisfies
where δ denote the usual Dirac δ-function and E the expectation. Following the standard stochastic theory of the white noise [23, 27] , we have E f (x) = g(x) and V f (x) = 1, where V is the variance operator. The stochastic Helmholtz equation has important applications in geophysics and medical science [4, 16, 18, 20, 26] .
This paper is organized as follows. In Sect. 2, we deduce the linear FVM for the deterministic Helmholtz problem in one-dimension, and then consider its solution's existence and uniqueness. For the linear FVM, we establish its solution's error estimates in H 1 -and L 2 -norm, then present its dispersion equation, and analyze the error between the numerical and exact wavenumbers. Comparisons between the linear FVM and FEM are also made in this section. Theoretical results indicate that the error for the linear FVM is half of that for the linear FEM. In Sect. 3, we study the approximation of (1.1) using discretized white noises. We also establish the regularity of the solution of the approximate problem and its error estimates in H 1 -norm. In Sect. 4, we study the linear FVM of the stochastic Helmholtz equation with discretized white noise forcing terms, and obtain the H 1 error estimates between the finite volume solutions and the exact solution of (1.1). In Sect. 5, three numerical experiments, including two for the deterministic Helmholtz problem and one for the stochastic Helmholtz equation, are given to demonstrate the efficiency and accuracy of the linear FVM. In particular, numerical results illustrate that, when solving the deterministic Helmholtz problem, the error for the linear FVM is only half of that for the linear FEM. Finally, Sect. 6 contains the conclusions of this paper.
The linear FVM for the deterministic Helmholtz equation in one-dimension
In this section, we deduce the linear FVM for the deterministic Helmholtz problem in one-dimension
, x ∈ (0, 1),
We choose the trial and the test function spaces as linear finite element and piecewise constant function spaces, respectively. For the linear FVM, we consider its solution's existence and uniqueness, and establish the error estimates. The dispersion equation is also presented, and the error between the numerical and exact wavenumbers is analyzed. Furthermore, we make comparisons between the linear FVM and FEM. Theoretical analysis indicates that the error for the linear FVM is half of that for the linear FEM. We begin with introducing some useful notations. We denote by L 2 (I) the space of all square-integrable complex-valued functions equipped with the inner product By H 1 (I) we denote the Sobolev space
The norm of the space H 1 (I) is defined as
We also introduce the H 1 -seminorm as
It follows from [15] that the Green's function of (2.1) can be presented as
The solution u(x) of problem (2.1) exists for all k > 0 and can be written as
In addition, Lemma 1 in [15] presents bounds of the exact solution and its derivatives given the data g.
Trial and test function spaces
In this subsection, we present the trial and the test function spaces for the linear FVM. We begin with discretizing the interval I into a grid T h with nodes
Denote the length of the element I j := [x j-1 , x j ] by h j = x j -x j-1 and write h = max 1≤j≤n h j . We assume the grid satisfies the quasi-uniformity condition h j ≥ μh (j = 1, 2, . . . , n) for some positive constant μ. The trial space U h is taken as the linear element space with respect to T h , which consists of all the functions u h satisfying (i) u h ∈ C(I), u h (0) = 0 and (ii) u h is linear on each I j and is determined uniquely by its values at the endpoints of the element.
We next present the nodal basis functions for U h . The basis function with respect to x j is
and
The functions {φ j (x) : j = 1, 2, . . . , n} form a basis of U h and any u h ∈ U h has the following expression
where u j = u h (x j ). On the element I j we have
We then present a dual grid T * h with nodes
where
. . , n -1), and I * n = [x n-1/2 , x n ]. Accordingly we choose the test function space V h as the piecewise constant function (step function) space, which contains all the functions v h ∈ L 2 (I) satisfying
The basis functions of V h are
Any v h ∈ V h has the form
Variational formulation and linear FVM
We deduce the linear FVM for the deterministic problem (2.1) in this subsection. For this purpose, we first present the variational formulation of (2.1). A variational formulation of (2.1) can be obtained formally by multiplying the deterministic Helmholtz equation with v ∈ H 1 E (I). After partial integration we then arrive at the variational problem as follows:
According to [15] , the variational problem (2.8) has a unique weak solution. Applying Poincaré inequality, we obtain a continuity estimate for a(·, ·), namely
We turn to the FVM for solving (2.1). The linear FVM approximation to (2.1) is:
Existence and uniqueness
In this subsection, we establish the existence and uniqueness of the solution for the linear FVM (2.9). First, for u h ∈ U h it follows from (2.6) that
Next, we define an interpolation operator Π *
We then have the lemma as follows. 
Lemma 2.2 As the homogeneous equation
Below we examine the positive definiteness of a 1 (u h , Π * h u h ). By (2.5),
) is a real number. Furthermore, by (2.9) we have
Therefore,
By the interpolation theory, we get
Then we combine (2.14) with (2.15) to obtain
Hence, for sufficiently small kh, one has
Now we turn to showing (2.13). Suppose by contradiction that there exists a sequence {ũ h },ũ h ∈ U h , satisfying
Since H 1 E (I) is weakly sequentially compact, {ũ h } has a subsequence (again written as {ũ h }) which converges weakly to someũ ∈ H 1 E (I). Take any ω ∈ H 1 E (I) and write Π h ω as the interpolation projection of ω onto the trial function space
It follows from the interpolation theory that, when h is sufficiently small,
(2.18)
On the other hand, we next prove that
It follows from the continuity of a(u, v) and the interpolation theory that
In addition,
By (2.22) and (2.23), we get
It follows from the Cauchy inequality and the interpolation theory that
Combining (2.20) and (2.21) with (2.24) yields
We combine (2.19) with (2.25) to obtain
By (2.26) and (2.27), we have
The assumption of the lemma then impliesũ = 0. So the sequenceũ h converges weakly to zero. From the compactness of the imbedding of
we know thatũ h converges strongly to zero in L 2 (I), which gives
Furthermore, it follows from the Cauchy inequality and the interpolation theory that
Finally, by (2.17) and (2.29), we conclude
This contradicts (2.16) and completes the proof.
Based on Lemma 2.2, the following theorem indicates that the solution of (2.9) exists and is unique.
Theorem 2.3 If h is sufficiently small, then the linear FVM (2.9) has a unique solution for any given g ∈ L 2 (I).
Proof By virtue of the well-known results in linear algebra, we only need to show that the homogeneous equation
admits only the trivial solution, which follows from (2.13).
Convergence order estimates
In this subsection, we present estimates for the error u -u h in H 1 -and L 2 -norm for the linear FVM (2.9). The following theorem establishes an estimate for the error u -u h in H 1 -norm.
Theorem 2.4 Let u be solution of (2.1) satisfying u ∈ H 2 (I) and u h be the solution of the linear FVM (2.9). If h is sufficiently small, then
Proof Clearly, we have
Together with Lemma 2.2 and the interpolation theory, we observe that
By the Cauchy and Hölder inequalities and the definition of Π h , we have that
Below we present estimates for a(u -Π h u, Π * h ω h ) based on the above inequality, which leads to an estimate for |u h -Π h u| 1 . It follows from (2.6) that
Furthermore, by the mean value theorem, there exists ξ 0 ∈ I j such that
Hence, we deduce that
(2.36) Therefore, we have
In addition, by the interpolation theory we have
Combining (2.33) with (2.37)-(2.39) yields
Applying the interpolation theory in Sobolev spaces leads to
The above two estimates and the regularity of u (see Lemma 2.1) lead to (2.31) and completes the proof.
The above theorem indicates that the solution u h of the linear FVM (2.9) approximates the solution u of (2.1) to first order in H 1 -norm. Moreover, the term associated with k 2 h 2 presents the pollution effect, which depends on the wavenumber k. The next theorem establishes an estimate for the error u -u h in L 2 -norm.
Theorem 2.5
Let u h be the solution of (2.9), and u be the solution of (2.1)
Proof Let us introduce an auxiliary problem: For a given e = u -u h , find
It follows from Lemma 2.1 that the above problem possesses a unique solution satisfying
Combining (2.41) with (2.32) leads to
By (2.31),(2.42) and the continuity of a(·, ·), we have
Moreover, by a simple computation, we get
Thus there holds
Applying the Taylor expansion with an integral remainder yields
In addition, we have 
This validates the estimate (2.40) and completes the proof.
The above theorem indicates that in L 2 -norm the solution u h of the linear FVM (2.9) approximates the solution u of (2.1) to second order. Moreover, the term associated with kh 2 presents the pollution effect, which depends on the wavenumber k.
Error analysis between the numerical and exact wavenumbers
In this subsection, we obtain the dispersion equation for the linear FVM (2.9) by a classical dispersion analysis, and provide an error analysis between the numerical and exact wavenumbers. Comparisons between the linear FVM and FEM are also made in this subsection, which indicate that the error for the linear FVM is half of that for the linear FEM.
Assuming that a uniform mesh is used, we then rewrite the linear FVM (2.9) for "interior" points x j = j/n, 1 < j < n as
Following the classical harmonic approach, we next insert the discrete expression of a plane wave u j := e ikx j into equation ( 
Proposition 2.6 For the linear FVM (2.9), if kh is small enough, then
Proof Let τ := kh, and denote
Applying Taylor expansions for f 1 (τ ) and
at the point τ = 0 yields 
Together with equations (2.55) and (2.56), we have
Based on the above equation, applying the Taylor expansion of the function √ 1 + τ at the point τ = 0 leads to the conclusion of this proposition. 
For the quadratic finite element method, when kh is small enough, we get
We next present the normalized numerical phase and group velocities for the linear FVM, which are two important tools for measuring the numerical dispersion (see [17, 21] ). In practice, the former is usually preferred. For a numerical method, when its normalized numerical phase velocity approximates 1 better, its numerical dispersion is smaller, and its accuracy is higher. Similar conclusions hold for the normalized numerical group velocity. For the convenience of analysis, let v be the velocity of propagation, ω be the angular frequency, λ be the wavelength, and G be the number of gridpoints per wavelength, that is, G = In addition, together with (2.54), we get Figure 1 shows the normalized phase and group velocity curves for the linear FVM and FEM, respectively. It is easy to find that the curves for the linear FVM approximate 1 better than those for the linear FEM. Specifically, the error between the normalized phase .62)). Therefore, we expect that the linear FVM will enjoy higher numerical accuracy, when compared with the linear FEM. This will be illustrated by two numerical experiments in the next section.
The approximation problem for the stochastic Helmholtz equation in one-dimension
In this section, we first introduce an approximate problem of (1.1) by replacing the white noiseẆ by its piecewise constant approximationẆ s . Then we establish the regularity of the solution of the approximate problem and its error estimates. We discretize the interval I in the same way as it is done in Sect. 2.1. Let
for each interval I j . It is well-known that {ξ I j } is a family of independent identically distributed normal random variables with mean 0 and variance 1 (see [23] ). Then the piecewise constant approximation toẆ (x) is given bẏ
where χ I j is the characteristic function of I j . It is easy to see thatẆ s (x) ∈ L 2 (I). However, the following lemma shows that the L 2 -norm Ẇ s 0 ofẆ s is unbounded as h → 0.
Lemma 3.1 There holds
Proof It is easy to see that
Therefore, we have that
By using the quasi-uniformity condition h j ≥ μh (j = 1, 2, . . . , n), we come to the conclusion of this lemma.
ReplacingẆ (x) byẆ s (x) in (1.1), we have the following stochastic Helmholtz equation with a discretized white noise forcing term:
The variational problem of (3.3) is as follows: Find a function 
where C 5 is a positive constant independent of h.
Proof It follows from Lemma 2.1 that
By (3.6) and (3.2), we come to the desired result.
Next we estimate the error between the weak solution u of (1.1) and its approximation u s . To this end, we present the solution u of (1.1) and the solution u s of (3.3) by the Green function (2.2) as
We then establish the regularity of the Green function G(x, s) and
2) in the following lemma, which will play an important role in the error estimate between u and u s .
Lemma 3.3 There hold
Proof Assume that 0 ≤ y < z ≤ 1. We first prove that (3.9) holds. Obviously, we have
By (2.2), we get that
Similarly, we obtain 
Combining (3.11) and (3.13) with (3.12) yields (3.9). Below we prove (3.10). By (2.2), we have that
Arguing as before, we have
It follows from (3.14) that
Combining the above three inequalities, we obtain the desired estimate (3.10).
Now we establish an error estimate between u and u s .
Theorem 3.4
Let u and u s be the solutions of (1.1) and (3.3), respectively. We have
Proof By combining (3.7) with (3.8), we observe that
Applying Itô's isometry yields
It follows from the Hölder inequality that
Then the desired result (3.18) follows from (3.10) and (3.20).
Finite volume method for the stochastic Helmholtz equation in one-dimension
In this section, we consider the finite volume approximation of variational problem (3.4) and establish its error estimates. Further comparison between the linear FEM and FVM is given in Tables 7 and 8. Table 7 presents the error in the relative discrete L 2 -norm of two schemes for the case kh = 0.125, and Table 8 shows the corresponding error in the relative discrete H 1 -seminorm. The wavenumber k in the two tables varies form 200 to 700. As seen from these two tables, the accuracy of the linear FVM is higher than that of the linear FEM, and it deteriorates much slower if kh is chosen to be a constant.
Problem 2
We solve the deterministic Helmholtz problem
The above problem's exact solution is:
By this problem, the accuracy of the linear FVM and FEM are also measured in the relative discrete L 2 -norm and the relative discrete H 1 -seminorm. Tables 9 and 10 show the error in the relative discrete L 2 -norm for two different schemes with different gridpoints N for k = 30, 300, respectively. In addition, Tables 11 and 12 show the error in the relative discrete H 1 -seminorm for two different schemes with different gridpoints N for k = 30, 300, respectively. From these four tables, we know that for both the linear FVM and FEM, the convergence rate of the error in the relative discrete L 2 -norm or the relative discrete H 1 -seminorm is 2. Furthermore, seen from Tables 9-12 , we find that the error for the linear FVM is only half of that for the linear FEM, which is an interesting result. This confirms the efficiency of the linear FVM. 
Problem 3
We consider the stochastic Helmholtz equation
When white noise is absent, the above problem reduces to Problem 1. We will use the random number generator to simulate the Gaussian random processẆ s . Furthermore, we shall follow [8] The computational results of the linear FVM approximations for (5.3) with k = 1, 6, 12 are displayed in Tables 13, 14 
Conclusions
In this paper, we proposed the linear FVM for the stochastic Helmholtz equation, driven by an additive white noise forcing term in one-dimension. Firstly, the linear FVM for the deterministic Helmholtz equation in one-dimension was presented, and then its solution's existence and uniqueness were considered. For the linear FVM, its solution's error estimate in H 1 -and L 2 -norm were established. Moreover, its dispersion equation was presented, and the error between the numerical and exact wavenumbers was analyzed. We also made comparisons between the linear FVM and FEM. Theoretical analysis and practical computations indicated that the error for the linear FVM is only half of that for the linear FEM. By means of approximating the white noise by a piecewise constant process, we converted the stochastic Helmholtz equation into the deterministic Helmholtz equation, which is an approximate problem for the stochastic Helmholtz problem. The regularity of the solution for the approximate problem was discussed, and its error estimates in H 1 -norm were presented. Furthermore, the linear FVM was applied for solving this approximate problem, and the H 1 error estimates between the finite volume solutions and the exact solution of the stochastic Helmholtz problem were obtained. Finally, numerical experiments were given to verify our theoretical results.
