Abstract: In some online social network services (SNSs), the members are allowed to label their relationships with others, and such relationships can be represented as the links with signed values (positive or negative). The networks containing such relations are named signed social networks (SSNs), and some real-world complex systems can be also modeled with SSNs. Given the information of the observed structure of an SSN, the link prediction aims to estimate the values of the unobserved links. Noticing that most of the previous approaches for link prediction are based on the members' similarity and the supervised learning method, however, research work on the investigation of the hidden principles that drive the behaviors of social members are rarely conducted. In this paper, the deep belief network (DBN)-based approaches for link prediction are proposed. Including an unsupervised link prediction model, a feature representation method and a DBN-based link prediction method are introduced. The experiments are done on the datasets from three SNSs (social networking services) in different domains, and the results show that our methods can predict the values of the links with high performance and have a good generalization ability across these datasets.
Introduction
Nowadays, the number of online social networking service (SNS) websites is great. There are several kinds of relations among their social members, such as agreement, supporting or friends. Meanwhile, there are also negative relations, such as disagreement, opposing and foe. Taking those social members as vertexes in a graph, such relations can be represented as the "link" (a direct edge) between them. The relations of agreement can be presented as a link with a positive value between the members, while disagreement is presented as a link with a negative value. Such a kind of social relation network is modeled as an signed social network (SSN) [1] . Because a member's state in the social network is almost valued by these links, estimating the links' values could provide insight into some of the fundamental principles that drive the behaviors of social members.
As defined in [2] , classical link prediction is the problem of predicting the existence of a link between two entities, based on attributes of the objects and other observed links. The predicting task in this paper, as shown in Figure 1 , is to predict the relation of one user to another from the evidence provided by their relations with other members from the surrounding social network. Many studies about link prediction have been done, and several methods have been used. In the survey [3] , many user similarity metric-based algorithms and probabilistic models for link prediction are introduced. Most of their studies are based on supervised statistical models. Researchers use supervised statistical models to predict co-authorship, which can be transformed to predict positive links in signed social networks (SSNs) [4, 5] . Based on the features of SSNs, a logistic regression model is used to predict links' values in SSNs [6] . The similarity-based link prediction methods are not so suitable for estimating negative links in SSN. At the same time, in order to improve the performance of statistic-based models, which are used to solve link prediction, more and more features are taken into account. We did a similar study in [7] and achieved good results by the method based on a support vector machine. However, there are not many structure features that can be extracted from the structure of the SSN itself. Recently, researchers started to study the "meaning" of SSN structure features [8] [9] [10] and tried to find methods by some social psychology theories, such as structural balance theory [11] . However, the theory-based method is so strict that it cannot model the principles that drive the behaviors of social members effectively, especially the hidden principles. As a result, if we could model the hidden variables of SSN features more effectively, the performance of predicting link values would be improved.
The deep belief network (DBN) based on a restricted Boltzmann machine (RBM) has shown its ability in abstracting and representing features from different dates [12, 13] , such as image, speech and natural language datasets. DBN-based autoencoders are good at processing raw features [14, 15] . By unsupervised feature learning, the autoencoders could represent features into another space without knowing the relation between features. Such an ability of the DBN suggests processing SSN features for link prediction by a similar method. Additionally, a well-trained RBM could present the joint distribution of visible vectors [16] , and this ability could be used for discrimination [17] . Such abilities of DBNs could be used to predict link values or just using the represented data as the input for another classifier. However, there are few studies on DBN-based methods for link prediction in SSNs.
A preliminary version of this article appeared in [18] (ICONIP's conference paper), but it was not a complete work. The performance of different DBN structures is not discussed, and the experiments were only done on data from Wikipedia. In this paper, we will make a more comprehensive study on DBN-based approaches for link prediction. In this paper ,an unsupervised link prediction method, the link sample feature representation method and the DBN-based link prediction method are introduced. Experiments are performed over three datasets from SNSs with different interests to show that these methods could be suitable for some typical SSNs, and we also check our models' generalization ability across these datasets.
Related Works
This work is connected to two different areas of research, link prediction and DBN-based approaches. Link prediction is a task of link mining, whose topics are mainly about data mining in a linked dataset. DBN-based approaches, which are mainly about deep learning methods, attempt to learn at multiple levels of representation, corresponding to different levels of abstraction.
Link Prediction
Classical link prediction is the problem of predicting the existence of a link between two entities (could be treated as a positive link), based on the attributes of the objects and other observed links [2] . The predicting task, such as predicting trust, distrust, friendship, co-authorship and other relationships, could be represented as predicting the link's value in SSNs.
The co-authorship prediction problem can be thought of as checking whether the predicted link value between two nodes is positive. Nowell and Kleinberg list several similarity metrics, by which they assign a connection weight score between two nodes and make a prediction about whether two authors will write a paper together in the future [19] . Hasan et al. show that the link prediction problem can be handled effectively by modeling it as a classification problem, and they predict the co-authorship in BIOBASE (http://www.elsevier.com/elsevier-products/biobase) with an acceptable accuracy [20] . Taskar et al. focus on the task of collective link classification, where they simultaneously try to predict and classify an entire set of links in a link graph by a probabilistic model [4] . Popescul and Ungar use a logistic regression model to predict the citations of papers [5] . These works show that the link prediction problem can be treated as a classification problem and solved by a statistical model.
A lot of studies on trust and friendship prediction have been done based on websites that allow users to show opinions to others' contents and comments, such as Epinions, eBay, Wikipedia, Essembly and Slashdot. Guha et al. develop a formal framework of trust propagation schemes and introduce the computational treatment of distrust propagation [21] . Massa and Avesani use the Mole Trust metric, which reduces the prediction error for controversial users, to predict trust between users in Epinions [22] . Burke and Kraut present a model of the behavior of candidates for promotion to administrator status in Wikipedia [23] . Kunegis et al. started to consider social network analysis on graphs with negative edge weights [24] . Brzozowski et al. study user behavior from Essembly (www.essembly.com). They use a decision tree to predict whether a user will vote on a resolve under the given conditions [25] .
Recently, researchers started to connect the link prediction problem with social psychology and got good results. Leskovec et al. investigated balance and status theories of SSNs in [9] . They use logistic regression model to predict links' values in signed networks and connected this to the balance and status theory of Davis in [11] . Doreian et al. also use Davis's theory to do the partitioning of an SSN in [8] . Yang et al. achieved community mining by using the links' sign values in an SSN in [1] . Symeonidis and Tiakas use transitive node similarity for predicting and recommending links in an SSN, and they propose the FriendTNS + − method, which takes both positive and negative links into account when calculating two connected users' similarity [26] .
The above studies mainly focused on computing social members' similarity by different metrics or showing that social psychology also works in SSNs. In this paper, our research is also done on data from typical social network datasets, including Wikipedia (http://www.wikipedia.org/), Epinions (http://www.epinions.com/) and Slashdot (http://slashdot.org/). However, our study focuses on modeling the hidden principles in SSN data by DBN-based approaches and predicting the link values with high performance. We try an unsupervised learning method for predicting the values of links between social members and improve the above methods' performance by representing SSN features.
DBN-Based Approaches
As introduced in [27] by Bengio and Courville, unsupervised learning of representations has been found useful in many applications and benefits from several advantages. That is because learning representations capture the explanatory factors of variation and help to disentangle them. Researchers, such as Hinton and Bengio, have done many studies on deep learning models and learning methods. Their results show that the applications based on deep learning approaches outperform state-of-the-art methods in many research fields, such as image classification, speech recognition and natural language processing.
Based on RBMs, Hinton and Salakhutdinov try to represent high-dimensional input vectors by low-dimensional codes in [28] . Pre-training by four RBMs, one 28 × 28 image is represented by a 30-dimensional code. Then, that code can be decoded by the RBMs to reconstruct an image that is nearly the same as the original image. Hinton et al. use DBN based on RBMs to recognize handwriting digits in [29] . The DBN could model the joint distribution of digit images and digit labels and recognize these images with high precision. To achieve impressive performance for image classification or speech recognition, Hinton in [12] suggests using multilayer generative models to infer the hidden variables from the data firstly.
A greedy layer-wise training method for deep networks is introduced by Bengio et al. in [30] . They also extended RBMs and DBNs to naturally handle continuous-valued inputs. Bengio discusses how deep architectures outperform shallow architectures for artificial intelligence (AI) systems in [13] . Additionally, they highlight an optimization principle that has worked well for DBN and related algorithms. In Bengio and Courville's review of recent work in the area of deep learning [27] , it is shown that unsupervised learning of representations promises to be a key ingredient in learning hierarchies of features and abstractions from data.
The above studies on deep learning are mainly done in the research area of image and speech tasks. Besides image and speech tasks, deep learning approaches work well for other research fields, such as natural language processing. Bengio et al. firstly used learning a distributed representation for words in [31] . They used a fixed dimension vector to represent each word and solve the n-gram problem. Salakhutdinov and Hinton use RBMs to perform semantic hashing in [32] and get better results than term frequency-inverse document frequency (TF-IDF) and latent semantic analysis (LSA). We use DBN-based approaches to solve the question answering (QA) tasks in [33, 34] . Our method could predict QA pairs properly and could generate questions by answers. Huang et al. improved the word representation by using both local and global context in learning in [35] .
Different from the above research areas, an SSN is a typical complex network, whose nodes' degrees accord with the complex network's degree power law distribution, as shown in Figure 2 . However, seldom has deep learning research been done on such a kind of data. In this paper, our study focuses on building the proper deep learning models for solving link prediction in datasets from SSNs, as well as how to build up the deep architecture and the learning strategy are introduced. 
Problem Definition and Models
In this section, the definition of the link prediction problem in this paper is introduced. The basic principles for RBM and DBN models, on which our methods are based, are also introduced in the following.
Link Prediction Problem
In this paper, the link prediction problem is defined as follows. Taking the whole network as a directed graph G = (V, E), V is the set of users and E is the set of edges. Each edge linking two nodes has a sign value (either positive or negative). Suppose there are two nodes u and v and an edge linking from u to v. Denote that edge as e(u, v), and assume the sign value of e(u, v) is "lost". Suppose there is a sub graph G , whose edges have the same assumption as e(u, v). Meanwhile, the sign values of edges in G − G are known. We infer the sign value of edges in G by using the information from the structure of G and the patterns of link values from G − G . For illustration, in Figure 1 , a small part of the whole SSN is shown to illustrate the link prediction problem.
Restricted Boltzmann Machine
An RBM is a neural network that contains two layers. It has a single layer of hidden units that are not connected with each other. Additionally, the hidden units have undirected, symmetrical connections to a layer of visible units. Each unit, including both hidden units and visible units, in the network has a bias. The value of visible units and hidden units are often binary or stochastic units (assume 0 or 1 based on probability) (a) the structure of RBM (b) a visible unit Figure 3 . The structure of the restricted Boltzmann machine (RBM).
As shown in Figure 3a , the bottom layer represents a visible vector v and the top layer represents a hidden vector h. The matrix W contains the symmetric, interaction terms between the visible units and the hidden units. When inputting a vector v (v 1 , v 2 ...v i ...) into the visible layer, the binary state h j of each hidden unit is set to one with probability by:
where ϕ(x) = 1/(1 + e −x ) and b j is the bias of hidden unit j.
When inputting a vector h (h 1 , h 2 , ...h j ...) into the hidden layer, the binary state v i of each visible unit is set to one with probability by (as shown in Figure 3b ):
where a i is the bias of visible unit i.
RBMs are usually trained by using the contrastive divergence (CD) learning procedure, which is introduced in [36, 37] . To avoid the difficulty in computing the log likelihood gradient, the CD method approximately follows the gradient of a different function. CD has been applied effectively to various problems, using Gibbs sampling or hybrid Monte Carlo as the transition operator for the Markov chain.
Deep Belief Network
DBN is a multilayer, stochastic generative model that is created by training a stack of RBMs, each of which is trained by using the hidden activities of the previous RBM as its training data. Each time a new RBM is added to the stack, the new DBN has a better lower bound on the log probability of the data than the previous DBN. It can be understood as just one RBM may not have enough abstracting ability to solve some complex problems, for there are only two layers in one RBM. However, the two layers can transform the input (visible layer) into another space (hidden layer) only once, so one RBM's ability is limited. One DBN built up with a stack of RBMs could have more abstracting ability, because each RBM can make a space transformation. Additionally, the next RBM could continue to transforming the last RBM's output. This makes the original input become more abstracted after it passes through all RBMs in the DBN.
One DBN structure is shown in Figure 4b . Through each layer of RBM, the dimension of the input visible vectors can be decreased, unchanged or increased, when they are represented by the hidden vector. Only the first RBM is trained by the original samples. Then, the second RBM is trained by the first RBM's hidden vectors, which are generated from the original samples. Do this iteratively until the top RBM is trained. If a sample vector is imputed to the first RBM of that DBN, the highly abstracted vector of that sample would be gotten from the top RBM's hidden layer. Another DBN is shown in Figure 4c . The network's structure is nearly the same as the one shown in Figure 4b , except the top RBM. In order to get a model that presents the joint distribution of samples and their labels, the labels are transformed into binary vectors firstly. Then, the binary label vector is joined with the sample vector, which is represented by the bottom RBMs. Additionally, one obtains a new vector, which is used to train the top RBM. By such a trained DBN, a sample's label can be predicted by trying to join its represented sample vector with all possible label vectors as input for the top RBM.
Methodology
In this section, our methods are introduced. Firstly, we describe the features used in our study. Then, the methods for unsupervised link prediction, feature representation and DBN-based link prediction are introduced. Then, we introduce the learning strategy of how to build up models for these three methods and finally, the generalization across datasets.
Features
The features of a node in an SSN can be roughly divided into two classes. One class contains the features based on the node's self-degrees, such as in-degree and out-degree; the other class contains the features based on the node's interactions with its neighbors, such as the common neighbor number and the number of neighbors who share certain opinions.
The first class contains the following features. For each edge in E, which connects two nodes, we collect information from the two node themselves. Denote the edge's start node as u and end node as v. Then, count the out-degree with a positive sign value of node u denoted as D The second class contains the following features. For each edge in E, which connects u and v, collect information from two nodes' edges with their neighbors. Denote N e(u) as the set of u's neighbor nodes, which directly connect with u, and N e(v) as v's directly connected neighbor set. CN e(u, v) = N e(u) ∩ N e(v) is the common neighbor set of u and v. There are two methods to count nodes in CN e(u, v), by nodes and by edges. This is caused by the fact that there may be more than one edge from u and v to a common neighbor w. Counting by nodes means counting every common neighbor only once, no matter how many edges are between them, while counting by edges means counting the number of edges from u and v to a common neighbor. Denoting C 
Algorithm 1 Algorithm for extracting features from an signed social network (SSN).
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25:
if 
32:
Add w to KindsOf N eighbors [1] 33: 40: The algorithms to extract the above features are shown in Algorithm 1. The input is the graph of the SSN saved by a set of links as (start node u, end node v, link value s), and the output is the List F eatures that contains each link's features saved in an Array. The main strategy of the algorithm is based on scanning the graph by links two times: the first time, the NodeLinks Structure Array N etworks contains the whole structure of which the graph is built; the second time, each link's features are extracted and added to the List F eatures. In order to speed up the procedure of extracting features, the data structure NodeLinks with four Lists are used to save links for each node. Those lists contain both links that started from this node and ended with that node and separated by positive and negative values. For example, N etworks [u] .posLinksT o saves all of the positive links starting with node u, and N etworks [v] .negLinksF rom saves all of the negative links ending with v. Therefore, this algorithm needs 2 × n(n = number of links) random access memory (RAM) to save the graph N etworks and O(n) time to build the Array N etworks. However, the storage cost makes it possible to count the 8 degree features in linear O(n) time, because it does not need to scan the whole graph to find all of the links ending with a node, and it would cost O(n 2 ) if only the links that started from this node were saved. When counting the 18 neighbor features, the time cost is O(n + m 2 )(m = max number of neighbors f or each node), because the algorithm needs m × m steps to find all kinds of common neighbors that are shared by two nodes. As a result, the total time cost of this algorithm is O(n + m 2 ), and it needs 2 × n RAM space.
Unsupervised Link Prediction
Hinton and Salakhutdinov show the ability of DBN-based autoencoders in [28] . They get two-dimensional codes of images by a 784-1000-500-250-2 (DBN with 4 RBMs and their dimensions (visible × hidden) as 1st (784 × 1000), 2nd (1000 × 500), 3rd (500 × 250) and 4th (250 × 2)) autoencoder and two-dimensional codes of documents by a 2000-500-250-125-2 (DBN with 4 RBMs and their dimensions (visible × hidden) as 1st (2000 × 500), 2nd (500 × 250), 3rd (250 × 125) and 4th (125 × 2)) autoencoder. The visualization results show that the autoencoder works better than using PCA (principal components analysis) to reduce the dimensionality of data, and the results are like the ones by the clustering method. That inspired us to use DBN to encode the link feature's for link prediction and to use the code as the "value" of that link.
To train a model for unsupervised link prediction, We use a DBN with the structure as shown in Figure 4a . Through all RBMs, the dimension of the input sample vector is decreased. Though a 26-26-2 DBN with 2 RBMs-1st (26 × 26) and 2nd (26 × 2)-as shown in Figure 5a , we found that the two-dimensional code from the DBN could represent the "meaning" of samples properly. Because there are two classes of link values (positive and negative) in our problem, we try to use one-dimension to represent the sample's label. If the last hidden layer has one neuron, whose output (one-dimensional code) could be treated as a probability value to be zero or one, we can take the probability value as how it belongs to a class label. Such a method is similar to Hinton's, so the one-dimensional code could stand for the "value" of the link sample, by which the code is generated.
With a continuous value, the one-dimensional code could represent the abstracted label of the input sample. This method works like a clustering method that "clustering" each sample to a real value in 
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Get the dimension of features 2: trainDataset_1 = UnsupervisedDataSet(dimF eature) 3: testDataset_1 = UnsupervisedDataSet(dimF eature) 4: Add all samples in trnF eatureSet to trainDataset_1, and tstF eatureSet in testDataset_1; 
Feature Representation
Well-trained RBMs have high representation power. Bengio and Courville suggest training the representation of features by deep networks firstly for several tasks in [27] . That inspired us to use RBMs to represent the link prediction features and to use the represented features as the input for training another classifier.
We use the DBN as shown in Figure 4b to represent the link prediction features. The original feature vectors are used as the first RBM's visible units' input. Then, we activate each layer of the network and use the top RBM's hidden units' output as the represented feature vectors. After this process, we use the represented features to train a logistic regression model introduced by Jeffrey Whitaker [38] to classify link values.
The details of this method are shown in Algorithm 3. The original features are saved in trnF eatureSet and tstF eatureSet, and the features that are represented by the DBN are saved in repT rnF eatureSet and repT stF eatureSet. Then, the samples in repT rnF eatureSet are used as the dataset to train a logistic regression model, and the repT stF eatureSet is used as the test dataset to evaluate the method's performance.
DBN-Based Link Prediction
A DBN is used to recognize handwritten digit images with high accuracy in [17] . The DBN with RBMs forms a very good generative model that represents the joint distribution of handwritten digit images and their labels. That inspired us to use a similar method to get the joint distribution of link samples and their sign values.
Algorithm 3 Algorithm for building a DBN for feature representation.
Input:
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for each sample sample in trainDataset do
activeSample = tempRBM .activate(sample) 8: Replace sample by activeSample in trainDataset 9:
end for 10:
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We use a DBN as shown in Figure 4c . In order to get the input vector for the top RBM's visible layer shown in Figure 4c , we need to construct a vector that combines a link's sample and its label. Firstly, we transform the link value label to a binary class label vector. The dimension of each label vector is the same as the many classes we have in the dataset. The detail is setting all label vector bits to "0", then only setting the i-th bit to "1", if the sample belongs to the i-th class. At the same time, we represent the samples by the above feature representation method. Then, we join the represented sample vector with that sample's binary class label vector as the input visible vector for training the top RBM. Because the RBM can learn the distribution of all input visible vectors, the top RBM could model the joint distribution of represented link samples and their labels. When predicting a sample's label, we use the following method.
After training the top RBM, a represented sample is joined with each possible binary class label vector as the input for the top RBM, and we get a set of free energy for each combination by:
where v i is the value of visible unit i and a i is v i 's bias; h j is calculated by Equation (1) For example, there is a sample s. We firstly get the representation of the sample s by the bottom RBMs and denote that vector as v. Then, we combine v with each binary class label {c 1 , c 2 ...c i ...} and get a set of possible combine vectors as {vc 1 , vc 2 , ...vc i ....}. After inputting each of them into the top RBM, a set of free energy {F (vc 1 ), F (vc 2 ), ...F (vc i )...} for these possible combined vectors can be obtained by Equation (3) . Then, we can use a SoftMax method as:
to get the log probability of which class label the vector v (sample s) should have. The details of this method are shown in Algorithm 4. The repT rnF eatureSet and repT stF eatureSet contain the represented samples. As shown in Algorithm 4, Lines 7-17, use repT rnF eatureSet to make the training dataset trainDataset for the top RBM and use repT stF eatureSet to make the possible test datasets assumeP osT estDataset and assumeN egT estDataset. Then, use the trained top RBM to get all free energy with the test datasets by Equation (3) in Algorithm 4, Lines 20-26 and save them assuming as a positive class assumeP osF reeEnergySet and assuming as a negative one assumeN egF reeEnergySet. Finally, use assumeP osF reeEnergySet and assumeN egF reeEnergySet to get the probability for each sample's class label by Equation (4).
Training Strategy
Training the DBN is a time-consuming task, because a well-trained RBM needs lots of iterations before convergence. If we train DBNs for more than three tasks independently, it would cost a lot of time and we would have to check whether all RBMs are well trained. We design a strategy to reuse RBMs as shown in Figure 6 . Such a learning strategy can save a lot of training time and allow us to check whether these methods are suitable for the problem early on by the experiment results of the first methods. 
Input:
The DBN _representation is trained in building a DBN for feature representation (Algorithm 3) The represented features repT rnF eatureSet and testing repT stF eatureSet (Algorithm 3); The labels of features trnLabelSet; The top layer RBM's dimensions of hidden layer T opDimHidden; The top layer RBM's iterations of training epochs T opT rainT imes; Output:
The trained DBN model contains n + 1 RBM s; The free energy sets for represented testing features, both assuming as a positive link assumeP osF reeEnergySet and assuming as a negative one assumeN egF reeEnergySet; Add vector(01) ∪ f eature in trainDataset activeSample = topRBM .activate(sample) 22 :
Calculate F (sample) by Equation (3) 24:
Add F (sample) to assumeP osF reeEnergySet Firstly, we have no trained RBMs, so we build the DBN for unsupervised link prediction with newly-trained RBMs. We train each RBM individually; the first RBM is trained by the original features. After finishing training of the first RBM, the second RBM is trained by the output of the first RBM's hidden vectors, which are generated by the original features. Repeat this process until finishing the training of the top RBM. Therefore, the DBN is trained for unsupervised link prediction. Secondly, we start to build up the DBN for the feature representation method. Except the top RBM, we take the bottom RBMs trained for unsupervised link prediction as the bottom RBMs in the DBN for feature representation. Then, we train the top RBM by the hidden vectors' activities from the bottom RBMs. Thirdly, when we build up the DBN for DBN-based link prediction method, we take the whole DBN for feature representation as the bottom RBMs. Additionally, we train the top RBM by the method introduced in Section 4.4.
By reusing the trained DBN's RBMs, the cost of building the next DBN only requires the time cost of training a new top RBM. Anyway, those methods are more suitable for a static environment than an online environment. The main reason is that the DBNs need to be trained step by step with enough balance samples at the beginning. As introduced in Section 3.2, the RBM is trained by an unsupervised process. If the samples are not balanced, it would cause modeling the larger prediction error at the beginning. Additionally, the error would be difficult to fix, for the learning process is unsupervised. In an online environment, it would be very difficult to keep the balance of samples with different labels at the beginning. As a result, we advise building up these DBNs in a static environment; then, one can use it for some online systems. When one wants to update these models for later usage, we also advise rebuilding these DBNs with new samples and replacing the old DBNs.
Generalization Across Datasets
In order to check whether the above methods are suitable for common datasets from SSNs, we test the model generated across datasets. If the trained models can generalize across datasets properly, this suggests that there are underlying general principles that guide the creation of links in an SSN, and our method could obtain this. Figure 7 is the result of the same testing dataset as shown in Figure 5 , while the DBN is trained from another training dataset. Although the results are not as good as the ones in Figure 5 , this shows that the DBN trained from the other dataset could also encode link features with acceptable performance. The main difference is the value scale of the top hidden units as shown by the range of the axis. Similarly, the DBN trained on the same dataset would have better hidden unit value distributions than the DBN trained from another dataset. 
Shown in
Experimental Introduction
This section includes the introduction of the datasets used in our study, our experimental setup and the evaluation metrics.
Dataset Description
In this paper, three datasets from different social networks are used. They are available online in the Stanford Large Network Dataset Collection (http://snap.stanford.edu/data/). The datasets are individually from the websites Wikipedia, Slashdot and Epinions. All of the links in the above datasets are explicitly positive or negative. The data from Wikipedia are about the votes for Wikipedia admin role promotion; Slashdot's data are from Slashdot Zoo, which allows users to tag each other as "friends" or "foes"; Epinions is a product review website, whose data are about whether users trust each other's comments on goods.
In the datasets (Epinions, Slashdot and Wikipedia), using sign value "+1" stands for "agree", "friend" and "support", while value "−1" stands for "disagree", "foe" and "oppose". In many social networks, one user could show their attitude toward another user more than once, so there may be several edges with the same or different sign values and directions between two nodes.
It is well known that the three websites (Wikipedia, Epinions and Slashdot) are typical kinds of social networks. The node's degree distribution of each dataset is shown in Figure 2 , where the curves are mainly linear and which accords with the complex network's degree power law distribution. In the Wikipedia promotion dataset, nearly 60% of the nodes have 1 to 10 degrees and over 90% of the nodes have degrees less than 100. The Epinions and Slashdot datasets have nearly the same degree distribution as Wikipedia's.
There is another common phenomenon among these datasets, that is the distribution of the links' sign value is imbalanced. Over 75% percent of links are positive in all datasets. Especially in Epinions' dataset, there are 85% of links with positive sign values. This distribution of data may cause modeling the larger prediction error, which classifies links more likely to the class with more samples. In order to avoid this problem for unsupervised learning, we lost positive links randomly until the two classes became balance. Then, we randomly selected a start node and get the largest connection graph started from that node. If there are less than 5000 links in that graph, we will select another start node and add another biggest connection graph started from that node until there are at least 5000 links in the network. Then, we extract the features, introduced in Section 4.1, from that network as the link samples. In order to make these features suitable as the input for the visible layer of the RBM, we normalize each feature to the range [0,1] and treat it as a continues value. In the following experiments, 80% of the data is used as the training set, and the other 20% is used as the testing set.
Experimental Setup
In our experiments, the toolkit PyBrain (version 0.31) (http://pybrain.org/) is used. As introduced in [39] , PyBrain is a versatile machine learning library for Python. Its goal is to provide flexible, easy to use, yet still powerful algorithms for machine learning tasks, including a variety of predefined environments and benchmarks to test and compare algorithms. PyBrain is achieved by the Python language. It provides a well-designed data structure to save training and testing datasets, and its trainer RbmBernoulliT rainer is based on the CD algorithm introduced by Hinton [36] .
The parameters, such as training rate, training times and iteration times for Gibbs sampling, affect the models' performance greatly. It seems impossible to try every combination of them, for that will cost much time. However, there is a common theme of how to set them up to train a RBM. The most determining factor is the dimensions of the RBM's visible and hidden layers. If the hidden layer's dimension is higher than the visible layer's, the iteration times for Gibbs sampling should be set to a higher value. While in the opposite condition, the iteration times should be set to a lower value. We could find basic reference values of these parameters when training the first RBM.
For training an RBM, the detail are shown in Algorithm 5. There are dimV is × dimHid weights and dimV is + dimHid biases to be learned in the algorithm. To learn those weights and biases, all of the samples in trainData are used to modify these by the CD algorithm in each training epoch. Additionally, trainT imes training epochs are performed. We can assume the time cost based on how much time the CD algorithm costs. The CD algorithm is based on the BP (back propagation) algorithm, the difference being that it uses Gibbs sampling. Therefore, the CD algorithm's cost is O(c × (BP )), and the cost of BP is determined by how many weights and biases are to be learned. For training a DBN, the number of RBMs that need to be trained is shown in Algorithms 2-4. As a result, the time cost of the DBN is O(c × (RBM )).
In our condition, we use a PC with Intel Xeon 2.0 GHz and 6 GB RAM to train an RBM. It would cost about 4-5 min to train a bottom RBM with dimensions of 26 × 26 with 4000 samples in trainData and trainT imes as 50. When the dimensions increase, the trainT imes should also increase. Therefore, we train the RBM with dimensions of 26 × 52 or (2 + 26) × 52 with trainT imes as 100. It would take about 14-15 min to finish training such an RBM. The time cost of finishing the training of the DBN would be about 10 min for Algorithm 2 with two RBMs, another 15 min to add a top RBM for Algorithm 3 and another 15-30 min to add a top RBM for Algorithm 4. During the training process, at most about 2 GB RAM is needed.
Algorithm 5 Algorithm for training an RBM by PyBrain.
Input:
The training dataset trainData saved in U nsupervisedDataSet;
The dimensions of visible layer dimV is and hidden layer dimHid;
The iterations of training epochs trainT imes Output:
The trained model RBM ; Use PyBrain's trainer API RbmBernoulliTrainer to train an RBM 1: procedure TRAINRBM(trainData, dimV is, dimHid, trainT imes)
cf g = RbmGibbsTrainerConfig() Save the parameters for trainer 3: cf g.batchSize = 10 Number of samples in a batch 4: cf g.maxIter = 3 Number of iterations for Gibbs sampling 5: cf g.rWeights = 0.1 Learning rate 6: RBM = Rbm.fromDims(visibledim=dimV is,hiddendim=dimHid) Object saves a RBM 7: trainer = RbmBernoulliTrainer(RBM , trainData, cf g) Object saves a trainer 8: trainer.trainEpochs(trainT imes) Train the RBM model 9: return RBM 10: end procedure
Evaluation Metric
There are several performance measures for multi-label evaluation introduced by Nowak et al. in [40] . In order to evaluate the above methods properly, we will use the following metrics. First of all, precision for each class is used as an evaluation measure. Secondly, the binary classification problem can be treated as a detection problem, and we compute each classes's F1 score to show our method's ability. Thirdly, the receiver operating characteristic (ROC) curve, which is introduced by Fawcett in [41] , is often used as the measure of detection performance. Based on the ROC curve, the area under the curve (AUC) for each class is used as an evaluation measure.
Comparison with the Similarity-Based Method
As shown in Section 4, our methods are based on statistics techniques and machine learning approaches. In order to make a more complete comparison with other state-of-the-art link prediction methods, we also use the FriendTNS + − introduced by Symeonidis and Tiakas in [26] . The FriendTNS + − is based on transitive node similarity, which calculates the similarity of two indirectly connected users by using their shortest path by following:
where v p 1 = v i , v p k+1 = v j and the nodes v p h (for h = 2, ..., k) are all of the intermediate nodes through which the shortest path from v i to v j passes. We choose this similarity-based method as one comparison because the neighbors' similarity sim(v i , v j ) in Equation (5) can be extending for an SSN. Different from most other similarity-based algorithms only considering positive links, the FriendTNS + − also considers the negative links in an SSN by following:
where
and the degrees are defined in Section 4.1. However, like other similarity-based methods, the FriendTNS + − algorithm aims to recommend top k friends for one user (problem of predicting the existence of a link). It is somewhat different from our work that aims to classify users' relationships (problem of predicting the sign value of a link). In order to make a direct comparison, we need to change the FriendTNS + − algorithm's evaluation metric introduced in the original article [26] . For one user u in the network, the original evaluation metric is to check it as a recommended method; that is, whether the users who have the top k similarity would have a link with user u, which is similar to predicting positive links for user u. This evaluation is not so suitable an evaluation metric for the problem of predicting the sign value of a link, because the negative links also need to be predicted in our problem. Therefore, we make some changes that make the evaluation more suitable for a multi-label classification problem than the original one as follows.
First of all, we do not make any change in the FriendTNS + − algorithm, but in the evaluation. Secondly, for one user u, we use the FriendTNS + − to get all of the similarities between u and the users who have a link with u. Then, we select the top k similarities from both positive links and negative links, so we get 2k samples that each have a similarity and a certain sign value. Thirdly, we treat the 2k samples, k positive ones and k negative ones, as a multi-label classification problem based on their similarities. This means that we check whether the link's sign value could be classified just by its similarity value. Finally, we could use the evaluations introduced in Section 5.3 to show the FriendTNS + − 's ability at predicting the sign value of links. We select three k values (5, 10, 20) in this experiment, and k is set to M IN (numberof positivelinkof u, numberof negativelinkof u) when node u does not have at least k positive links or negative links. The experiment result is shown in Section 6.1 for this algorithm; it does not need to know the link value when calculating the linked nodes' similarities, which point looks like the unsupervised learning.
Experimental Results and Analysis
In this section, the results of our methods, unsupervised link prediction, feature representation and DBN-based link prediction are introduced separately in the following three subsections. Additionally, the results of the generalization across datasets experiment are listed separately following each method's result in each subsection.
All of the experiment results are shown in tables. Each table can be divided into five columns. The first column contains the DBN structure when showing each of the three method's results; while, the first column becomes the name of the training dataset when showing the result of the generalization across the dataset experiment. The second, thirds and fourth column contains the experimental results on the testing set from the Wikipedia, Epinions and Slashdot dataset. The fifth column is the average value of the second, third and fourth columns. The first row in each table is the name of the testing dataset and the metrics, except the first unit. Each of the following rows is the result of a certain network structure or method.
Results for Unsupervised Link Prediction
The results of the unsupervised link prediction are shown in Table 1 (positive class) and Table 2 (negative class). The first three rows are the results of FriendTNS First of all, all of the results show that the two method can predict link values properly. The performance of FriendTNS + − is very good when k is small, but it drops a lot when k becomes large. The result shows that the link with a high similarity of linked nodes is more likely to be a positive one than the link with low similarity. As k become larger, more links with not so high similarity are predicted as positive, while more links with not so low similarity are predicted as negative. In this condition, judging the links only based on similarity becomes not very effective. That is, there are more links with different sign values having not so distinguishable similarities, which causes the performance of FriendTNS + − to drop. Anyway, it is a good algorithm with good performance and low computing time and memory space.
Secondly, the unsupervised link prediction could encode link features without knowing the training samples' labels. The average values show that both "positive" and "negative" classes could be detected with acceptable performance; although, the precision and F1 score varies a lot for different class, while the AUC value is nearly unchanged, and this means that all classes can be detected properly. By analyzing the metrics' variances between rows, we find that the structure of each layer of the RBM affects the performance greatly. In order to find a suitable network structure, we tried three different RBMs with hidden layer dimensions of 13 (half of the feature's dimension), 26 (same as the feature's dimension) and 52 (double the feature's dimension). From the average of the metric values, it is shown that the DBN structure with the first RBM of 26 × 26 and the second RBM of 26 × 1 performs the best in these three, and the structure with the first of 26 × 13 and the second of 13 × 1 works worsts. This shows that sharply reducing the feature's dimension by the first RBM is not good, because doing that may cause the loss of some useful information contained by the input vectors.
The DBN structure with the first of 26 × 52 and the second of 52 × 1 dose not perform best, though it is the most complex one of these three. We checked the hidden vectors from the first RBM and found that the outputs with a dimension of 52 were much more sparse than the ones with 26 dimension; while the second RBM (52 × 1) may not have the ability to summarize such a sparse input vector properly. As a result, the combination of the first RBM (26 × 26) and the second RBM (26 × 1) becomes the most suitable one for this task.
The experiment of the generalization across datasets for the unsupervised link prediction is based on the network structure with the first RBM of 26 × 26) and the second RBM of 26 × 1, whose performance is best for unsupervised link prediction. The results are shown in Table 3 (positive class) and Table 4 (negative class). The first column is the names for the training datasets, and in the second, third and fourth columns are the results on testing datasets from the three different websites. There is no cover between training datasets and testing datasets. The fifth is the average value of the above three columns. The results show that our method has good generalizing ability across these datasets. We find that each testing dataset's best result is obtained by the model trained by its own training dataset. As shown in Figures 5 and 7 , all of the testing dataset is from Epinions, while the training dataset is from Epinions ( Figure 5 ) and Slashdot ( Figure 7) . The difference is caused by the different interest of these SNS, so the encoded features distribution is different. However, the results show that if we could learn from one of these SSNs, we would do unsupervised link prediction in another.
Results for Feature Representation
The results of the feature representation are shown in Table 5 (positive class) and Table 6 (negative class). The first row is the result of the logistic regression model trained with original features, and we take it as the baseline measure. The following rows are the result of the logistic regression model trained with the represented features. The DBN structure is listed in the first column, and the dimensions are expressed as (visible × hidden). We use the same bottom RBMs trained in the unsupervised link prediction experiment. Because the first RBM's structure is (26 × 26), the second RBM has a layer visible with 26 units. We also try three different second RBM's structures with hidden layer dimensions of 13, 26 and 52. The result of each DBN model is listed in one row in these tables. The results show that logistic regression performs better when the model is trained by represented features rather than original features. Although the represented feature's dimension is reduced to 13 (half of the original feature's dimension), the average measures are not worse than the baseline. This shows that reducing the dimension of the features that have been represented by bottom RBMs is available in higher RBMs. When the represented feature's dimension increase to 26 (the same as the original feature's dimension), the performance of the link prediction is improved. This shows that the represented features could better express the meaning of the samples, and our method for feature representation works well. Table 6 . Result for feature representation (negative class). When raising the represented feature's dimension up to 52 (double the original feature's dimension), though it costs much more time to train the top RBM, the results are not improved much more than the RBM with 26 hidden units. We checked the activation of that model's hidden vector and found that it is much sparser than the 26-dimension RBM's. This shows that 26 dimensions are nearly large enough for representing link prediction features. Therefore, it may be the most suitable DBN structure for this task.
The experiment of the generalization across datasets for feature representation method is based on the logistic regression (LR) model trained with the features that are represented by the network structure with the first RBM of 26 × 26 and the second RBM of 26 × 26. The results are shown in Table 7 (positive class) and Table 8 (negative class). The first column is the names for the training datasets, and in the second, third and fourth columns are the prediction results on the three datasets. The results show that our feature representation method also has good generalizing ability across these datasets. The results show that if we could learn from one of these SSNs, we would also represent link prediction features for others. 
Results for DBN-Based Link Prediction
The results of the DBN-based link prediction method are shown in Table 9 (positive class) and Table 10 (negative class). Each link prediction method's results are listed in a row in these tables. As introduced in Section 6, we use the DBN trained in the feature representation experiment as the bottom RBMs for this task. Therefore, the top RBM's visible layer dimension is 26 (represented feature's dimension) + 2 (label vector's dimension). In order to model the joint distribution of the sample and label properly, the dimension of the top RBM's hidden layer is set to 52 (double the represented feature's dimension).
By comparing the results of the three methods listed in the first column, our DBN-based link prediction method works better than the other two methods. The average values show that our method outperforms the baseline logistic regression method and also has improvement on the logistic regression method trained by the represented features. This shows that this method could model the joint distribution of the link samples and their labels properly, and the label could be judged by the free energies of all possible sample-label combinations through a SoftMax method.
The results of the generalization across datasets for the DBN-based link prediction method are shown in Table 11 (positive class) and Table 12 (negative class). This experiment is based on the DBN structure as the first RBM of 26 × 26, the second RBM of 26 × 26 and the third RBM of (26 + 2) × 52. The first column is the names for the training datasets, and in the second, third and fourth columns are the prediction results of the three datasets. The results are nearly the same as the above generalization across dataset experiments, as presumed. Because the DBN in this method takes the whole DBN for feature representation as the bottom RBMs, it should inherit the above DBN's abilities. The results show that if we could learn from one of these SSNs, we would also predict link values for other SSNs.
Conclusions
In this paper, the DBN-based link prediction approaches for signed social networks (SSNs) are proposed. Our strategy includes the unsupervised learning method, the feature representation and the DBN-based link predicting model. The three methods are tested on the datasets from three social networks, and the results show that they are promising for both positive and negative links in such SSNs. Additionally, they outperform the state-of-the-art methods. The generalization across datasets of these methods shows that there may exist some common hidden principles in the SSNs that drive the behaviors of social members, and our methods are able to capture them.
Our further work includes the following two directions: first, finding other methods for link prediction in SSNs; second, trying to extract more features to improve our method's performance.
