Abstract. Let F be a field and n ≥ 3. Suppose S 1 , S 2 ⊆ Mn(F) contain all rank-one idempotents. The structure of surjections φ : 
Introduction
Motivated by theory and applications, many authors have studied mappings on matrices or operators leaving invariant certain subsets, functions, and relations; for example, see [4, 10, 12, 14] and their references. For instance, given a set S of matrices or operators, one would like to determine the structure of mappings φ : S → S satisfying (1.1) F (φ(A)) = F (A) for all A ∈ S for a given function F such as the norm, rank, spectrum, numerical range, etc.
Many interesting results have been obtained under the additional assumption that the mappings φ are linear, additive, or multiplicative. Also, depending on motivations of the study, one may assume that S is a certain subspace of operators, a semi-group of operators (say, of bounded rank), the set of rank-one idempotents, etc.
When S is a subset of the algebra M n (F) of matrices over a field F, the mappings satisfying (1.1) and some mild algebraic condition will have a nice form such as
for some invertible matrices M, N ∈ M n (F) and field automorphism σ : F → F.
Here X σ is obtained from X by applying σ entrywise. In many cases, M N is a scalar matrix and hence φ is a multiple of a Jordan isomorphism, which has many nice algebraic and analytic properties, and leave invariant various interesting functions and matrix sets such as the rank, determinant, spectrum, the set of invertible matrices, the set of rank-k matrices, commuting pairs of matrices, etc. Equally interesting is the behavior of such mappings when S is a subset of the algebra B(X) of bounded linear operators acting on a real or complex Banach space X.
Often, the mappings satisfying (1.1) are bounded linear or conjugate-linear, while their algebraic structure is similar to the case when S ⊆ M n (F).
Recently, many researchers have been attracted to the challenging problem of characterizing mappings on matrices (respectively, on B(X)) with some simple preserving properties without any algebraic and analytic assumptions a priori. Of course, one cannot "over-simplify" the assumption and consider an arbitrary mapping φ : M n (F) → M n (F) satisfying (1.1). Otherwise, one can partition M n (F) into subsets of matrices having the same functional value under F , and then define a mapping φ sending matrices in each of these subsets back to itself. One would not get any additional structure for such mappings. On the other hand, there are interesting results showing that φ : S → S will have nice structure if then φ has the form A → M AN + φ(0) or A → M A t N + φ(0) for some invertible M and N in M n (F), etc.; for example, see [2, 3, 14, 15] .
In [3] , the authors consider such problems on M n (F) for the usual product A * B = AB. It turns out that it is helpful to establish the basic result concerning the mappings φ : M n (F) → M n (F) with the property AB = 0 if and only if φ(A)φ(B) = 0. This may be viewed as the special case of (1.2) when F : M n (F) → {0, 1} such that F (0) = 0 and F (X) = 1 for any nonzero X.
In this paper, we follow this line of investigation and consider the Jordan triple product A * B = ABA, and study mappings φ : S → S on subsets of M n (F) or B(X) satisfying (1.2). Again, we obtain the basic result concerning such φ that This problem will be treated in Section 2. We will impose very mild assumption on the domain S, namely, that it contains all rank-one idempotents, so that the results can be applied to various settings. In section 3 we obtain similar results for
Hermitian matrices over a skew-field or self-adjoint operators acting on a Hilbert space. Then we apply the results to preserver problems in Section 4.
We always use the following notations in our discussion. Let F be any (commutative) field and F * := F\ {0}. Denote by {e 1 , . . . , e n } the standard basis (of column vectors) for F n , and denote by {E 11 , E 12 , . . . , E nn } the standard basis for M n (F).
Let X * be the dual of Banach space X, and let (x ⊗ f ) : z → z, f x be the general rank-one operator (here, x ∈ X, f ∈ X * , and z, f = f (z)). Let X * be the adjoint of a bounded operator X : X → X. This operation is also defined for conjugate linear, bounded X (i.e., X(λx) = λXx, where λ is conjugation of complex number), by (X * f ) : x → Xx, f .
Preservers of zeros of Jordan triple products
In this section, we determine the structure of mappings on subsets of matrices or operators preserving pairs having zero Jordan product. We will state the main results and some remarks first, and present the proofs in several subsections.
Theorem 2.1. Suppose n ≥ 3, F is a field, and S 1 , S 2 ⊆ M n (F) contain all rank-one idempotents. Let φ : S 1 → S 2 be surjective and satisfy Then, there exist an invertible matrix T ∈ M n (F), a field automorphism σ : F → F, and a scalar function α : S 1 → F * such that one of the following holds:
(ii) φ(A) = α(A) · T (A σ ) t T −1 for all A ∈ S 1 .
Moreover, if S 1 also contains all rank-one matrices, then the surjectivity assumption can be removed; the only difference is that σ in (i)-(ii) is (a possibly nonsurjective) nonzero homomorphism.
Theorem 2.2. Suppose X is an infinite-dimensional Banach space over F = R or C, and S 1 , S 2 ⊆ B(X) contain all rank-one idempotents. Let φ : S 1 → S 2 be surjective and satisfy
Then there is a scalar function α : S 1 → F * such that one of the following holds:
(ii) The space X is reflexive and there is a bounded (conjugate) linear bijection
The following two corollaries are immediate. 
Then, φ satisfies the conclusion of Theorem 2.1 or Theorem 2.2. Moreover, if
contains all rank-one matrices, then the surjectivity assumption can be removed; the only difference is that σ in (i)-(ii) is (a possibly nonsurjective) nonzero homomorphism.
Several remarks are in order concerning our main results of this section.
Remark 2.5. Note that function α, homomorphism σ, and the invertible matrix T in the conclusion of Theorem 2.1 must be chosen so that
For most applications (see Section 4) and for many domains S 1 such as the set of rank-one idempotent matrices, the set of matrices with rank bounded by a positive integer, etc., the choice of α, σ, and T is usually very liberal and easy. A similar comment applies 
testifies that the structure of surjections with the property (2.2) can be richer, if S 1 , S 2 do not contain all rank-one idempotents.
2.1.
Proof for the set of rank-one idempotents. In this subsection, we first prove Theorem 2.2 for the special case when S 1 = S 2 = I 1 is the set of rank-one idempotents. Recall that x ⊗ f is a rank-one idempotent if and only if x, f = 1.
In the matrix case, one can identify the linear functional f with a vector f , and identify the operator x ⊗ f with the rank-one matrix xf t . We call two idempotents
We start by proving the injectivity of φ.
Lemma 2.10. Let P, Q ∈ I 1 . We have P = Q if and only if the following implication holds for every rank-one idempotent R:
Proof. This is obvious for P = Q. If P := x ⊗ f = Q := y ⊗ g then either x, y are linearly independent, or else f, g are. In the first case, choose nonzero functional h with x, h = 0, and y, h = 1, to form a rank-one idempotent R := y ⊗ h.
Obviously, RP R = 0, and RQR = R = 0. We argue similarly when f, g are independent.
Corollary 2.11. The surjection φ : I 1 → I 1 from Theorem 2.2 is injective, hence bijective.
By the previous lemma, P = Q.
It is easy to see that SQS = 0 is equivalent to QSQ = 0 for S, Q ∈ I 1 . With this in mind, given a nonempty subset Ω of rank-one idempotents, we define:
Ω := {S ∈ I 1 : SQS = 0 for all Q ∈ Ω} = {S ∈ I 1 : QSQ = 0 for all Q ∈ Ω}. * , G. LEŠNJAK, C. K. LI, AND T. PETEK
We next associate with each nonzero vector x ∈ X the set L x := {x ⊗ f : f ∈ X * , x, f = 1} of all rank-one idempotents that project onto Lin F {x}. Similarly, for each nonzero f ∈ X * , we associate the set R f := {x ⊗ f : x ∈ X, x, f = 1} of all rank-one idempotents with the kernel Ker f . Note that L αx = L x for every nonzero α. Note also that if x and y are linearly independent, then L x ∩ L y = ∅.
Lastly, note that L x ∩ R f is either a singleton {αx ⊗ f } if there exists α with αx, f = 1, or else the intersection is empty.
Following [13] , we introduce the relation | among rank-one idempotents with the following rule: P | Q if both P, Q are in the same L x or if they are both in the same R f . We continue by proving that φ preserves the relation |.
Lemma 2.12. Let P := x ⊗ f and Q := x ⊗ g be rank-one idempotents in the same L x . Then, R ∈ {P, Q} if and only if R = x ⊗ (λf + (1 − λ)g) for some scalar λ.
Proof. Suppose R = z ⊗ h ∈ {P, Q} . If z and x are linearly independent, there exists a nonzero functional h 1 , such that x, h 1 = 0 and z, h 1 = 1. Then, S := z⊗h 1 is a rank-one idempotent. Obviously, SP S = 0 = SQS, so S ∈ {P, Q} .
However, SRS = S = 0, a contradiction.
By transferring the appropriate scalar to the other side of the tensor product, we may thus assume z = x. Now, if f, g, h are linearly independent, there exists a vector z 1 ∈ (Ker f ∩ Ker g)\ Ker h such that z 1 , h = 1 (see [11, Lemma 2.4.3] ).
Again, S := z 1 ⊗ h ∈ {P, Q} , however SRS = 0, a contradiction. Hence, h = λf + µg. Moreover, z, h = 1 gives µ = 1 − λ.
On the other hand, if S ∈ {P, Q} then either SP = 0 = SQ or else P S = 0 = QS. In either case, SRS = 0 for every R = x ⊗ (λf + (1 − λ)g).
Lemma 2.13. Let P := x ⊗ f and Q := y ⊗ f be rank-one idempotents in R f .
Then, R ∈ {P, Q} if and only if R = (λx + (1 − λ)y) ⊗ f for some scalar λ.
Proof. Similar to that of the previous lemma.
Lemma 2.14. Let P, Q ∈ I 1 be distinct. Then, we have P | Q if and only if
Proof. Assume P | Q, say, P, Q ∈ L x . Then, {P, Q} consists of the idempotents of the form x ⊗ (λf + (1 − λ)g). Since P = Q, the functionals f, g are independent. Hence, we have as many different idempotents in {P, Q} , as there are distinct scalars λ. Thus, # {P, Q} = #F ≥ 3. Similar arguments apply when P, Q ∈ R f .
Assume lastly P Q. Then, P = x ⊗ f , and Q = y ⊗ g, and both, x, y, as well as f, g are linearly independent. Let R = z ⊗ h ∈ {P, Q} . Now, if x, y, z are linearly independent, there exists a functional h 1 , with x, h 1 = 0 = y, h 1 , and z, h 1 = 1. Clearly then, S := z ⊗ h 1 is a rank-one idempotent, in {P, Q} , however, SRS = S = 0, a contradiction. We deduce that z = λx + µy, and consequently, R = (λx + µy) ⊗ h.
Suppose µ = 0. We claim that then h ∈ F * g. Namely, as x, y are linearly independent, and dim X * ≥ 3, there exists a functional h 1 , linearly independent of g, such that x, h 1 = 0 and µy, h 1 = 1. Now, if h ∈ F * g, we could find z 1 ∈ Ker g such that z 1 , h 1 = 1, and z 1 , h = 0. Then, S := z 1 ⊗ h 1 would be a rank-one idempotent, and clearly, SP = 0 = QS, so S ∈ {P, Q} . However,
Similarly, we show that λ = 0 would imply h ∈ F * f . However, f, g are linearly independent, so either λ = 0 or else µ = 0. In the first case, a rank-one idempotent R is a scalar multiple of a rank-one idempotent y ⊗ g = Q, i.e., R = Q. In the second case, R = P . Thus, # {P, Q} = #{P, Q} = 2. In the former case, suppose QP = 0 for rank-one idempotents Q, P . Choose
It is impossible to have Lxφ(Q) = 0, so φ(Q)Lx = 0. Since φ(P ) ∈ Lx we deduce φ(Q)φ(P ) = 0. Consequently, φ preserves orthogonality among rank-one idempotents. We use a similar argument in the case when φ(L x ) = Rĝ. The same argument apply to φ −1 ; so orthogonality is preserved in both direction. By [13, Theorems 2.3 and 2.4], we get the desired conclusion.
2.2.
Proof for the general case. In this subsection, we prove the general case of Theorem 2.2 through a series of lemmas. Throughout, I will denote the identity operator, or identity matrix. (a) B = αA for some nonzero scalar α.
(b) P AP = 0 ⇐⇒ P BP = 0 for all rank-one idempotents P .
Proof. The implication (a)⇒(b) is obvious.
(b)⇒(a). Assume that B is not a multiple of A. We distinguish three cases.
Suppose first that there exists a vector x such that x, Ax, Bx are independent.
Choose f ∈ X * with Ax, f = 0, and x, f = 1 = Bx, f . Then, P := x ⊗ f is a rank-one idempotent, with P AP = 0, while P BP = 0, a contradiction.
Suppose next Ax, Bx are independent, while x = λ x Ax + µ x Bx, with, say µ x = 0. Again, choose f ∈ X * such that Ax, f = 0, and Bx, f = 1/µ x . Again, between x, Bx, we could always choose f ∈ X * with Bx, f = 0, and x, f = 1.
Since x ∈ Ker A, we get a contradiction as before.
Lemma 2.17. Let A ∈ B(X)\{0}. Then A is not a scalar operator if and only if P AP = 0 for some rank-one idempotent P .
Proof. We prove only the non-trivial part. Suppose A ∈ B(X)\{0} is not a scalar.
Since dim X ≥ 3 there exists a vector u such that y := Au and u are linearly independent. Pick a functional f such that u, f = 1 and y, f = 0. Then P := u ⊗ f is a rank-one idempotent and
Lemma 2.18. The following conditions hold:
(a) Assume 0 ∈ S 1 . Then also 0 ∈ S 2 . Moreover, φ(X) = 0 if and only if
(b) Assume S 1 contains nonzero scalar operators. Then the same holds for S 2 .
Moreover, φ(X) is a nonzero scalar operator if and only if X is a nonzero scalar operator.
Proof. (a) Suppose X ∈ S 1 is nonzero. Then Xx = 0 for some vector x. Pick a functional f ∈ X * such that x, f = 1 and Xx, f = 0. Then, A := x ⊗ f ∈ S 1 is a rank-one idempotent, and AXA = 0 and hence φ(A)φ(X)φ(A) = 0, so φ(X) = 0.
Reversed implications, and surjectivity also give φ(0) = 0. Therefore, 0 ∈ S 2 .
(b) Suppose µI ∈ S 1 . If φ(µ I) is not a scalar then, by Lemma 2.17, P φ(µ I)P = 0 for some rank-one idempotent P . By surjectivity, P = φ(Q) and µ Q 2 = Q(µ I)Q = 0. So, also Q 3 = 0, while φ (Q)
Conversely, suppose φ (X) = µI = 0. By (a), X = 0. If X is non-scalar then, again by Lemma 2.17, we have P XP = 0 and hence µφ (P )
Lemma 2.19. Suppose S ⊆ X contains all rank-one idempotents, and suppose A ∈ S is not a scalar operator. Then A is a nonzero multiple of a rank-one idempotent if and only if A 3 = 0 and there does not exist N ∈ S such that N AN = 0 = AN A.
Proof. Suppose rank A ≥ 2. Since it is not a scalar, there exists x, which is not an eigenvector of A, and there exist vector y such that Ax and Ay are linearly independent. Then we can choose a nonzero functional f satisfying Ax, f = 0,
x, f = 1 and Ay, f = 0. It follows that N := x ⊗ f is a rank-one idempotent in S. We have N AN = Ax, f x ⊗ f = 0, while indeed Lemma 2.21. There exists a bijection ψ : F * S 1 → F * S 2 and a nonzero scalar function α :
Moreover, ψ preserves rank-one idempotents in both directions and satisfies
Proof. Let S Let S i / ∼ be the set of equivalence classes of S i under the equivalence X ∼
. This is well defined and injective by the discussion in the preceding paragraph. The surjectivity of φ implies the surjectivity of ψ. In each equivalence class F * X, fix a * , G. LEŠNJAK, C. K. LI, AND T. PETEK representativeẊ in such a way that if F * X contains a rank-one idempotent then letẊ be this idempotent. We now extend ψ to ψ :
where λȦ = A, and whereȦ andḂ are fixed representatives of F * A and ψ (F * A),
respectively. It is easy to see that such a ψ is bijective. Moreover, A ∈ S 1 implies
we may define α (A) arbitrarily, say α (0) = 1). Since α (A) = 0 we obviously have Proof of Theorem 2.2. Replace φ by ψ from the preceding lemma and, retaining the notation, assume without loss of generality that φ is bijective, maps F * S 1 onto F * S 2 , preserves the zeros of Jordan triple product, and preserves rank-one idempotents. We can then apply the result in the special case on the restriction φ| I 1 .
Suppose it takes the form (ii). Then, the natural embedding κ : X → X * * is surjective. Now, let P be a rank-one idempotent operator, and let
By Lemma 2.16 and Lemma 2.18 (a), φ(A) = αT A * T −1 for some nonzero α = α(A).
Similarly we argue if the restriction takes the form (i).
Proof of Theorem 2.1. Lemma 2.22. Let Q 1 , . . . , Q n ∈ I 1 ⊂ M n (F) be n idempotents of rank-one. Then, they are pairwise orthogonal if and only if Q i Q j Q i = 0 for i = j, and there exists no rank-one idempotent B with Q i BQ i = 0 for all i = 1, 2, . . . , n.
Proof. Necessity is clear (use Qi = T EiiT −1 , and the trace, to deduce that QiBQi = 0 for all i = 1, . . . , n is impossible).
To prove sufficiency, assume that Q i Q j Q i = 0 holds for all i = j, yet idem-
It is easy to see that Q i Q j Q i = 0 implies that for any pair (i, j), with i = j, we have f t i x j = 0 or f t j x i = 0 but not necessary both. Actually, by our assumption, Q i are not pairwise orthogonal so there must exist a pair (i, j) such that f t i x j = 0 and f t j x i = 0. Assume without loss of generality that i = n and j = n − 1. Now, if dim Lin F {x 1 , . . . , x n } < n then there exists a nonzero f with f t x i = 0 for all i. Pick any x with f t x = 1 to form a rank-one idempotent B := xf t . An easy calculation shows that Q i BQ i = 0 for all i = 1, . . . , n.
, and define
Then,
2.3. Removal of surjectivity assumption in the matrix case. In this subsection, we show that the surjectivity assumption in Theorem 2.1 can be removed if S 1 contains all rank-one matrices. To achieve our goal we need the following terminology: With each nonempty subset Ω ⊆ M n (F) we associate (cf. Eq. 2.3) the
Likewise, with each nonzero matrix A ∈ M n (F) we associate the set
Note that 0 ∈ A . Also, note that A = ∅ whenever A is invertible.
We start with two simple technical lemmas. * , G. LEŠNJAK, C. K. LI, AND T. PETEK Lemma 2.23. Let A 1 , . . . , A k be linearly independent rank-one matrices. Then, are linearly independent, there exist X 1 , . . . , X k with X j , A i = δ ij (see [1] ). Thus, the k functionals · , A i are linearly independent, and their common zero subspace,
Lemma 2.24. Suppose σ : F → F is a nonzero field homomorphism, and let A, B ∈ M n (F) be nonzero. Then, the following are equivalent:
(a) B = λA σ for some nonzero scalar λ.
If, in addition, rank A = 1 = rank B then (a) is equivalent to:
Proof. The implications (a)=⇒(b) and (a)=⇒(c) are obvious. 
Now, if rank A σ ≥ 2 then its two columns, say A σ e 1 and A σ e 2 , are linearly independent. By the above, Be 1 = λ 1 A σ e 1 , and Be 2 = λ 2 A σ e 2 , and B(e 1 + e 2 ) = λA σ (e 1 +e 2 ). Hence λ 1 = λ = λ 2 . Pick i-th column A σ e i . Then, at least one pair of
σ e 2 } is linearly independent, and hence Be i = λA σ e i , as well. Consequently, B = λA σ = 0. We proceed similarly when rank B ≥ 2.
Lastly, assume rank
We can find n linearly independent h i such that P i := zh t i are rank-one idempotents. Obviously, (P i AP i ) σ = 0,
Recall that z ∈ f ⊥ 0 was arbitrary, so this implies
We continue with the following observation.
Proof. Similar to that of Lemma 2.18 (a).
Lemma 2.26. Let S be any of the subsets S 1 , S 2 . Suppose A ∈ S be nonzero.
Then the following are equivalent:
with the property:
Proof. Suppose rank A = 1, and write it as A = U E 11 V for some invertible U, V .
Define the n 2 − 1 matrix tuples
where (ij) ∈ Ξ := {1, . . . , n} 2 \ {(11)}.
Conversely, assume (b) holds. Now, if rank A ≥ 2 then A = U P V for some invertible U, V and idempotent P := r i=1 E ii , (r := rank A). Then,
linearly independent matrices in A ∩ S -a contradiction.
Corollary 2.27. The mapping φ preserves matrices of rank-one.
Proof. Suppose rank A = 1. Choose (n 2 − 1) matrix tuples from Lemma 2.26.
Same holds of their φ-images, by Lemma 2.25. Since φ preserves zeros of Jordan triple product in both directions, the (n
Corollary 2.28. The mapping φ maps rank-one idempotents to nonzero scalar multiples of rank-one idempotents.
Proof. If A is a rank-one idempotent then A 3 = 0, so also φ(A) 3 = 0. Hence, φ(A)
cannot be a rank-one nilpotent, hence it is a scalar multiple of a rank-one idempotent. * , G. LEŠNJAK, C. K. LI, AND T. PETEK
Note that the assumptions and the end result will not be affected if we replace φ by a mapping A → α(A) · φ(A), where α(A) ∈ F * . We will do so in the sequel, and will choose a function α in such a way that the redefined φ preserves rank-one idempotents. Evidently, the redefined φ also preserves rank-one nilpotent matrices.
We can now continue our discussion:
Lemma 2.29. The restriction φ| I 1 :
Sketch of the proof. Suppose P, Q are distinct rank-one idempotents. Then, they are linearly independent. Write them as P = xf t and Q = yg t , to find rankone X ∈ S 1 with P XP = 0, and QXQ = 0. Thus, also φ(P )φ(X)φ(P ) = 0, while
Lemma 2.30. The mapping φ preserves orthogonality among rank-one idempotents.
Proof. Let P 1 , P 2 be orthogonal rank-one idempotents. We may add (n − 2) rankone idempotents, to obtain a maximal set of pairwise orthogonal idempotents. Pick a similarity V with
Note that E ij E uv E ij = 0 whenever (uv) = (ji). In contrast, E ij E ji E ij = 0.
Since φ preserves zeros of Jordan triple product in both directions, we deduce the similar identities for rank-one matrices A ij := φ(V E ij V −1 ):
These identities easily imply that the n 2 matrices A ij are linearly independent.
Moreover, they also imply that A ij ∈ {A 11 , . . . , A nn } ∩S 2 , whenever i = j. Hence, {A 11 , . . . , A nn } ∩ S 2 contains n 2 − n linearly independent nilpotent matrices A ij .
By Lemma 2.23, their linear span equals {0} ∪ {A 11 , . . . , A nn } , and nilpotents A ij are the basis.
Then, however, idempotents A ii = φ(P i ), which also satisfy A ii A jj A ii = 0 for i = j, must indeed be pairwise orthogonal: Namely, otherwise, there would exist a rank-one idempotent B ∈ {A 11 , . . . , A nn } , by Lemma 2.22. However, in that case the subspace {0} ∪ {A 11 , . . . , A nn } could not be spanned by nilpotents alone, since the trace function would vanish on it -a contradiction.
Proof of the last assertion of Theorem 2.1. We already know that the redefined φ preserves rank-one idempotents, and their orthogonality (in one direction only), and that φ| I 1 :
Replace φ by T −1 φ(·)T or by (T −1 φ(·)T ) t , so that the redefined φ satisfies φ| I 1 :
Let N be any rank-one matrix. Then, P σ φ(N )P σ = φ(P )φ(N )φ(P ) = 0 ⇐⇒ P N P = 0 ⇐⇒ (P N P ) σ = P σ N σ P σ = 0 for every rank-one idempotent P .
Hence, by (c) of Lemma 2.24, φ(N ) = α(N )·N σ for every rank-one N . Assume with no loss of generality that α(N ) = 1. We then repeat the process with arbitrary
3. Self-adjoint operators and Hermitian/symmetric matrices
In this section, we obtain results analogous to those in the last section for selfadjoint operators acting on a complex Hilbert space H, ·, · . Given a continuous linear operator T : H → H, we let T * be its Hilbert-space adjoint, i.e, T x, y = x, T * y . If a continuous T : H → H is conjugate-linear then we define T * uniquely
by T x, y = T * y, x . (ii) Ker φ(A) = Ker T AT * and Imφ(A) = ImT AT * for all A ∈ S.
Remark 3.2. In particular, this shows that the restriction of φ on positive definite operators has no structure, i.e., φ can arbitrarily permute them.
In the finite dimensional case, the surjectivity and injectivity assumption can be removed, at the expense of a slightly larger domain.
Theorem 3.3. Let n ≥ 3, let F = R or C, and let H n be the set of n×n real symmetric matrices or the set of n × n complex Hermitian matrices, respectively. Suppose further S ⊆ H n is a subset that contains all Hermitian matrices of rank ≤ 2. Then, a mapping φ : S → S satisfies (ii) Ker φ(A) = Ker U A † U * and Imφ(A) = ImU A † U * for all A ∈ S.
Here, A † = A or A † = A.
In the finite dimensional case, we can also consider mappings on Hermitian matrices over a skew-fields. Below we collect some basic facts about such matrices.
We refer to [15] for additional information.
Let D be a skew-field of characteristic char D = 2. Given two matrices A = α ij E ij and B := β ij E ij in M n (D), we define AB := γ ij E ij , where γ ij := k α ik β kj . Also, we let rank A be the column rank, i.e., the dimension of the subspace in the right D-vector space D n , generated by the columns of a matrix A.
It is known that this equals the row rank of A in the left vector space n D.
Suppose¯: D → D is a skew-field antiisomorphism of order two. Let F := {λ ∈ D : λ =λ} be a set of its fixed points. Throughout, we will assume that F is a field, contained in the center of D. For any matrix A ∈ M n (D) we let A * :=Ā t be the transpose of a matrix, obtained from A by applying antiisomorphism¯entry-wise.
Then, (AB) Denote by S ⊆ H n (D) a subset of Hermitian matrices relative to¯, that contains all Hermitian matrices of rank ≤ 2.
Suppose φ : S → S is a surjective mapping with the property Then, there exist P ∈ M n (F) with P * P = λI for some λ ∈ F * , a skew-field automorphism σ : D → D that commutes with¯, and a scalar function α : S → F * such that
The proofs of the main theorems will be presented in the next three subsections.
3.1. The proof of Theorem 3.1. We divide the proof of Theorem 3.1 in a series of lemmas. Let R − := (−∞, 0), and R + := (0, ∞). In addition, if x ∈ H we let x * := ·, x , where ·, · is a scalar product on H.
Lemma 3.5. Let H be a complex Hilbert space, and let A, B ∈ B(H) be selfadjoint operators. Assume the spectrum, Sp(A), contains both positive and negative numbers. Then, the following are equivalent:
(a) B = λA for some nonzero scalar λ.
(b) Ax, x = 0 ⇐⇒ Bx, x = 0 for all normalized vectors x ∈ H.
Proof. We only prove the nontrivial part (b) =⇒ (a).
Measurable Calculus gives us the decomposition of I into pairwise orthogo- (γ e |x| − δ f |y|)(γ e |x| + δ f |y|) = 0 ⇐⇒ 0 = Bx, x = |x| 2 Be, e + 2 Re(xy Be, f ) + |y| 2 Bf , f .
We have four cases to consider:
Case 1: γ e = 0 = δ f . Here, we evaluate (3.4) at real x := ±δ f / γ 2 e + δ 2 f and y := γ e / γ 2 e + δ 2 f . Comparing the two results gives γ and also γ e δ f Re( Be, f ) = 0. Evaluate next at x := δ f √ −1/ γ 2 e + δ 2 f and y := γ e / γ 2 e + δ 2 f , to get additional equation Im( Be, f ) = 0. Hence, for some λ ef ∈ R we get (3.5)
Be, e , Bf , f = λ ef γ 2 e , −δ 2 f = λ ef Ae, e , Af , f , and Be, f = 0.
Case 2: γ e = 0 = δ f . Evaluate (3.4) at real (x, y) = (cos t, sin t). With t = 0 we get Be, e = 0. Hence, we may rewrite (3.4) into: sin t = 0 ⇐⇒ (cos t, sin t) ∈ 2 Re Be, f , Bf , f ⊥ , the orthogonal complement in C 2 . This easily gives
Re Be, f = 0. We repeat the arguments with (x, y) = (cos t, √ −1 sin t) to deduce that Im Be, f = 0, as well. Hence, (3.5) holds even in Case 2.
Case 3: γ e = 0 = δ f is similar to Case 2.
Case 4: γ e = 0 = δ f . Then, the left-hand side of (3 .4) vanishes. This easily
gives that all coefficients on the right-hand are zero, whence (3.5).
Likewise we show the validity of Eq. (3.4), and then use arguments from cases (2)- (4) to deduce Eq. (3.5), when precisely one of e or f is replaced by a normalized g ∈ ImP 3 (provided that P3 = 0). Recall now that γ Proof. Suppose Ω A is nonempty, maximal. Obviously then, A is singular, so that 0 ∈ Sp(A). Moreover, A = 0, so there exists nonzero spectral point ξ ∈ Sp(A).
Let ∆ ⊂ Sp(A) be an open disc, centered at ξ, and separating it from 0. By the Measurable Calculus, the projection
is nontrivial (i.e, P = 0, I), and satisfies A = P AP ⊕ (I − P )A(I − P ). Measurable Calculus with bounded function ξ → χ ∆ (ξ)/ξ also givesÃ ∈ B(H) such that AA = P = AÃ. Hence, ImP ⊆ ImA, and Ker A ⊆ Ker P . Now, if ABA = 0 then B( ImA) ⊆ Ker A, and so B( ImP ) ⊆ B( ImA) ⊆ Ker A ⊆ Ker P , which gives
If P is not of rank-one, we can decompose it into projections P = P 1 ⊕ P 2 ⊕ P , with rank P 1 = 1 = rank P 2 . By hypothesis, P 1 , P 2 ∈ S. Obviously, P 2 ∈ Ω P1 \Ω P .
Then, however, Ω A ⊆ Ω P Ω P1 , contradicting maximality. Hence, rank P = 1. By maximality again, Ω A ⊆ Ω P implies Ω A = Ω P . We claim this is possible only when rank A = 1: Actually, S contains all projections of the form B = z ⊗ z * . Moreover,
Since Ω A = Ω P , this gives Ker A = Ker P , which is a subspace of codimension one in B(H). Therefore, rank A = 1.
To prove the reversed implication note that B ∈ Ω ξx⊗x * ⇐⇒ Bx, x = 0.
Hence, y ⊗ y * ∈ Ω ξx⊗x * for every y ∈ {x} ⊥ , the orthogonal complement of a set {x}. Therefore, if Ω ξx⊗x * ⊆ Ω N for some N ∈ S\{0}, then 0 = N (y ⊗ y * )N = (N y) ⊗ (N y) * for every y ∈ {x} ⊥ , which implies that {x} ⊥ ⊆ Ker N . Thus, 0 = rank N ≤ 1, and actually, N ∈ Rx ⊗ x * . Obviously then, Ω N = Ω ξx⊗x * . 
Proof. By Lemma 3.7, φ(X) = 0 ⇐⇒ X = 0. Hence, by the bijectivity, φ(Ω X ) = Ω φ(X) . It is easy to see that bijection φ preserves maximality among the sets Ω X .
Consequently, by Lemma 3.6, φ maps the set of rank-one operators in S to itself.
To prove the addendum, start with a normalized vector x, and pick any λ ∈ R * such that λx ⊗ x * ∈ S. We already know that φ(x ⊗ x * ) = ξy ⊗ y * , and φ(λx ⊗ x * ) = ζz ⊗ z * for some normalized y and z, respectively. It now suffices to show that y, z are linearly dependent. Assume otherwise. Then, we could find a normalized w such that y, w = 0, and z, w = 0. By bijectivity, w ⊗ w * = φ(B). T T * = I = T * T , and a scalar function α : S → R * , such that
Proof. Let
be a projective space. Hence, by Corollary 3.8, φ induces a well-defined mapping Υ : P → P, with the property
Pick any normalized vectors x 1 , x 2 . Now, the subspaces x 1 , x 2 are orthogonal if and only if (
2 )φ(x 1 ⊗ x * 1 ) = 0, i.e., to Υ x 1 being orthogonal to Υ x 2 . In addition, Υ is bijective -just repeat the above arguments with φ −1 .
By the classical Wigner unitary-antiunitary theorem (see Faure [5, Cor. 4 .5] for a short proof), there exists a (conjugate) linear, bijective isometry T : To prove the necessity we assume, with no loss of generality that, in Lemma 3.9, α(x⊗x * ) = 1. Also, we may replace φ by T * φ(·)T to achieve that φ(x⊗x * ) = x⊗x * .
Choose now any A ∈ S with both positive and negative spectral points. Note
Consequently, by the assumptions,
Applying the above argument to φ −1 , we see that if B = φ(A) has spectral points of different signs, then A has also spectral points of different signs. So, if all nonzero spectral points of A have the same signs, then same holds of B = φ(A).
Since Ax, x = 0 if and only if 0 = Bx, x we see that A and B = φ(A) have the same kernel (use √ B), and also the same closure of image (use ImX = (Ker X) ⊥ for self-adjoint X).
3.2.
The proof of Theorem 3.3. For the purpose of this section only, we let ij be an ordered pair (ij), where emphasizing that i < j. Also, we associate (cf.
Eq. 2.3) with each nonzero matrix A ∈ H n (C) the set A := {B ∈ H n (C)\{0} : ABA = 0}.
We start with the technical lemma, which characterizes rank-one complex Hermitian matrices in terms of zeros of Jordan triple product. It is based on the fact that H n (C) is a real vector space of dimension n 2 . The sole purpose of Hermitian matrices B k , C ij , D ij below is to control the linear independence among the
Lemma 3.10. Let A ∈ H n (C) be nonzero. Then the following are equivalent:
on the one hand, while on the other:
Proof. Suppose rank A = 1, and write it as A = P λE 11 P * for some invertible P and nonzero scalar λ. Define the n − 1 matrix tuples
and the first set of n(n − 1)/2 matrix tuples
and also the second set of n(n − 1)/2 matrix tuples
Obviously, X k , Y ij , Y ij ∈ A ∩ S, and B k , C ij , D ij ∈ S. Elementary exercise also validates (3.6)-(3.9). * , G. LEŠNJAK, C. K. LI, AND T. PETEK Conversely, assume (b) holds. Now, if r := rank A ≥ 2 then A = P EP * for some
It is easily seen that the hypothesis of (b) imply that
n} is an R-linearly independent set that consists of n 2 − 1 matrices.
(Indeed, assume However, the above set of n 2 − 1 R-independent matrices lies in A ∩ S, a contradiction.
Remark 3.11. Similar arguments characterize real-symmetric, rank-one matrices:
we just omit the third tuple ( Y ij , D ij ) in Lemma 3.10 (b).
Lemma 3.12. If φ(A) = 0 then also A = 0.
Proof. Similar to the first part of Lemma 3.7. To prove the addendum, start with λ ∈ R * and nonzero vector x. Complete it with vectors x 2 , . . . , x n to an orthogonal basis of F n . Then, P 1 := xx * and P i := x i x * i are rank-one matrices, and P i P j P i = 0 precisely when i = j. Same holds of their images φ(P i ), by the first part and by the defining Eq. (3.2) . Hence, φ(P i ) = ξ i y i y * i = 0, and vectors y i must also be pairwise orthogonal. Now, consider φ(λxx * ). We have P 2 (λxx * )P 2 = 0 = · · · = P n (λxx * )P n . As before, we deduce φ(λxx * ) = ξzz * , where z is orthogonal to y 2 , . . . , y 2 . This is possible only when z ∈ F * y 1 , so that φ(λxx * ) ∈ R * y 1 y * 1 = R * φ(xx * ), as anticipated.
Sketch of the proof of Theorem 3.3. We follow the familiar footsteps to prove necessity: By Corollary 3.13, φ induces a well-defined mapping Υ :
on the projective space, with the property
To prove that Υ is projective, suppose x ⊆ x 1 + x 2 . Then, x = λ 1 x 1 + λ 2 x 2 .
Denote y := Υ x , y 1 := Υ x 1 , and y 2 := Υ x 2 .
Corollary 3.13. Otherwise, complete x 1 , x 2 with pairwise orthogonal x 3 , . . . , x n ∈ {x 1 , x 2 } ⊥ . Obviously, they are also orthogonal to x. As in the proof of Corollary 3.13 we deduce that φ(x i x * i ) = ξ i y i y * i , with y 3 , . . . , y n ∈ {y 1 , y 2 } ⊥ pairwise orthogonal, and orthogonal to y. Therefore, y ∈ {y 3 , . . . , y n } ⊥ = {y 1 , y 2 }, which translates into the desired Υ x ⊆ Υ x 1 + Υ x 2 . As a byproduct: if the subspaces . Consequently, we get a (conjugate) linear isom-
is automatically bijective.
We next follow the proof of where U is a unitary matrix.
The final part is different, though, since φ −1 may not exist: We first replace, if necessary, φ by (1/α(A) · U * φ(·)U ) † to achieve that the redefined φ fixes rank-one matrices in S. It is easy to see that the set {x ∈ F n \{0} :
is not a vector subspace of The sufficiency also goes as the proof of Theorem 3.1.
3.3. Proof of Theorem 3.4. Lastly, we prove Theorem 3.4 concerning Hermitian matrices over a skew-field. We proceed in a series of lemmas.
Lemma 3.14. Assume 0 ∈ S. Then, φ(A) = 0 if and only if A = 0.
Proof. Similar to Lemma 3.7.
To continue, we classify rank-one Hermitian matrices in terms of zeros of the Jordan triple product:
Lemma 3.15. A nonzero Hermitian A ∈ S is a rank-one matrix if and only if Ω A := {B ∈ S\{0} : ABA = 0} is nonempty and maximal.
Here, maximal means:
Proof. Suppose A is a Hermitian matrix such that Ω A is nonempty and maximal.
Choose invertible P ∈ M n (D) with A = P (
Consequently, if AN A = 0 then so much the moreÃNÃ = 0, whereÃ := P E 11 P * ∈ S. This translates into Ω A ⊆ ΩÃ, which, by maximality, further gives Ω A = ΩÃ.
We claim this is possible only when rank A = 1: Actually, S contains all matrices of the form B = zz * . Moreover, zz
Since Ω A = ΩÃ, this gives Ker A = KerÃ, which is a subspace of codimension one in D n . Therefore, rank A = 1.
To prove the reversed implication note that B ∈ Ω xx * λ ⇐⇒ x * Bx = 0. Hence, B = yy * ∈ Ω xx * λ for every y ∈ {x} ⊥ := {y ∈ D n : y 
Proof. Let λ, µ ∈ F * . By Corollary 3.16, rank φ(xx * λ) = 1 = rank φ(xx * µ).
Consequently, φ(xx * λ) = yy * α, and φ(xx * µ) = zz * β for some α, β ∈ F * . Plainly, it suffices to prove that y and z are D-linearly dependent, since then, z = yξ, so that zz * β = yξξy * · β = yy * ξξ · β ∈ yy * F * .
Assume otherwise. Then, we may find a vector w with w * y = 0 and w * z = 1.
By surjectivity, ww * = φ(A). Note that α, β ∈ F are in the center of D, and
However, the φ-pre-images, (xx * λ)A(xx * λ) and (xx * µ)A(xx * µ) are either both zero or both nonzero, since λ, µ ∈ F * are in the center of D. This contradicts (3.3).
Below we use the idea in [9] to complete our proof.
Proof of the Theorem 3.4. It suffices to show that φ(A) ∈ (P A σ P * ) F * for every rank-one A = xx * , where P ∈ M n (D) and σ : D → D have the stated properties.
We proceed in three steps.
Step 1. We claim that
for some matrix P , and automorphism σ : D → D. To see this, let
be a projective space. Note that (xξ)(xξ)
Hence, by Lemma 3.17, φ induces a well-defined mapping Υ :
with the property
To prove that Υ is projective, suppose
Denote y := Υ x , y 1 := Υ x 1 , and y 2 := Υ x 2 and assume erroneously that y is D-linearly independent of y 1 , y 2 . Then, there is w ∈ D n with w * y = 1, while w * y 1 = 0 = w * y 2 . By surjectivity, w w
Same equations hold for φ-pre-images, i.e., Note that Υ is surjective, since φ is. We now apply the (nonsurjective version of)
Fundamental Theorem of Projective Geometry [5] . Hence, Υ x = T x for some σ-semilinear surjection T : D n → D n . Actually, Ker T = 0, so T is also injective.
By (3.11),
To prove the rest, let e 1 , . . . , e n be a standard basis of right D-vector space D n , and let P be a matrix with P e i = T e i . Then, T x = P x σ , and Eq. (3.12) simplifies into φ(xx
Step 2. We claim that P * P = λI for some λ ∈ F * . To see this, recall that F is a field, contained in the center of D, and that (
any matrix D and vectors x, y. Consequently, by (3.10):
where D := P * P = D * . Put x := e i and y := e j . Then, e σ i = e i = e i , and the same holds for e j . Moreover, if i = j then x * y = 0, hence (xx * )(yy * )(xx
hence the left side of (3.13) is zero, which is possible only if the right side is zero, as well. This gives e * i De j = 0, i.e., the off-diagonal entries of D are zero. Repeat the procedure with x := e i + e j and y := e i − e j to deduce that all diagonal entries of D are the same, i.e., D is scalar. Actually, D = D * implies that this scalar is in F * .
Step 3. It only remains to see that σ commutes with¯. Put x := (ξ, 1, 0, . . . , 0) * , and y := (1, −ξ, 0, . . . , 0) * into (3.13). Note that x * y = ξ · 1 + 1 · (−ξ) = 0, hence (xx * )(yy * )(xx * ) = 0, hence the left, and so also the right side of (3.13) are zero.
Since D is a scalar, in the center of D, the right side reduces into 0 = (
σ for every ξ ∈ D, and Eq. (3.10) further simplifies into φ(xx * ) ∈ P xx * σ P * F * , as claimed.
Applications to preservers
In this section, we show that the results in the last two sections can be used to solve many preserver problems efficiently. Throughout this section, F = R or C.
There has been interest in studying preservers of various types of scalar functions on real or complex matrices including: • the numerical radius r(A) = max{|x * Ax| : x ∈ C n , x * x = 1}.
Using the results in the previous section, we can obtain a general result covering all these cases. In the following, we consider F : M n (F) → [0, ∞), which satisfies some of the following conditions. (ii) There is a nonzero p ∈ R such that F (µA) = |µ| p F (A) for all µ ∈ F and
We have the following result.
Theorem 4.1. Let F = R or C, n ≥ 3, and S ⊆ M n (F) contains all rank-one idempotents. Suppose F : M n (F) → [0, ∞) and φ : S → S is surjective and satisfies
If F satisfies (i), then there exist an invertible S ∈ M n (F), a field automorphism σ of F, and α : S → F * such that φ has the form
If F satisfies (i) -(ii), then σ is continuous (i.e., σ is identity or a complex conjugation) in the above conclusion. If F satisfies (i) -(iii), and S contains all idempotent and nilpotent matrices of rank-one, then S can be chosen unitary, and |α(A)| = 1 for all nonzero A ∈ S in the above conclusion.
Proof. By Theorem 2.1, if F satisfies (i), then there is an invertible S and a function α : S → F * such that φ has the form (4.1)
Suppose F also satisfies (ii). Then we may replace F by the map A → (F (A))
and assume that p = 1. To prove continuity of σ, we consider the restriction of φ on rank-one idempotent matrices. If A has rank-one, then A is unitarily similar to A t , and thus F (A) = F (A t ). So, we may assume that φ satisfies the first form; otherwise, replace φ by A → φ(A t ). Let A = E 11 + zE 12 , B = E 11 + E 12 , and C = E 21 + E 22 . Then ABA = A and ACA = zA. Thus, Putting z = 1, we see that |α(C)| = |α(B)|. Using this fact, we see that |σ(z)| = |z| as asserted. Now, suppose S contains all idempotent and nilpotent matrices of rank-one, and F satisfies (i) -(iii). We first consider the restriction of φ on rank-one matrices and prove that a scalar multiple of S is unitary. We will then show that |α(X)| = 1 for all X ∈ S. As before, we may assume that this restriction has the form j α(E ij )E ij . Therefore,
and hence |α(E jj )| = 1 for all j = 1, . . . , n. Next, observe that
Consequently, |α(E jj + E ji )| = 1. Next,
which is the same as
It follows that |α(E ji )| = |α(E jj + E ji )| = 1, whenever i = j. Hence also |α(E ij For simplicity we may assume S = I. Recall that we have already shown |α(E ij )| = 1 for all i, j. Consider a general X ∈ S\{0}. Now, if X has the (ij) entry equal to a nonzero number µ then, by the assumption on φ, and Eq. (4.1):
where A τ denotes A σ or (A σ ) t . Note that |µ| = |σ(µ)|, and F (E t ji ) = F (E ji ), so that |α(X)| = 1. Note that if X has rank-one, then W (X) is an elliptical disk with foci 0 and Tr X.
We see that α(X) 3 = 1 for all rank-one idempotents. One can then show that α(X) = ξ with ξ 3 = 1 for all X ∈ S (see also [8] ).
We can apply similar arguments to get other results. Moreover, we can use Theorem 3.3 and its corollary to get similar results on (complex) Hermitian matrices.
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