Abstract-We present a novel image formation method for synthetic aperture radar (SAR) using ultra-narrowband continuous waveforms. Considering the high Doppler resolution nature of the ultra-narrowband continuous wave (CW) signals, we refer to the SAR system using ultra-narrowband CW signals as Doppler Synthetic Aperture Radar (DSAR). We first correlate the translated version of the received signal with a scaled or frequency-shifted version of the transmitted signal over a finite time window, and then use microlocal analysis to reconstruct the scene by a filtered-backprojection (FBP) of the correlated signals. We show that the resolution of the image is directly related to the length of the support of the windowing function, the carrier-frequency of the transmitted waveform, and the sampling rate of the aperture. Unlike the previous approaches in the literature, our approach backprojects the correlated received signal onto iso-Doppler curves as opposed to iso-range curves, and takes advantage of the velocity, as well as the acceleration of the antennas in a certain direction to form a high resolution SAR image. Furthermore, it can accommodate arbitrary flight trajectories. We present numerical experiments to demonstrate the performance of the new image formation method.
I. INTRODUCTION
We consider a synthetic aperture radar imaging system where the transmitter transmits ultra-narrowband or singlefrequency continuous waveforms. Due to the high-Dopplerresolution nature of the transmitted waveforms, we refer to the system under consideration as Doppler synthetic aperture radar (DSAR) .
As compared to the traditional SAR system that relies on high range resolution achieved by wideband transmission, DSAR requires a relatively simple and low-cost transmitter, and in some cases does not even need a dedicated transmitter. Existing electronic signals, such as radio and television signals and cell phone signals can be used as the illumination sources of DSAR. These waveforms are continuous, ultra-narrowband, and have high Doppler resolution.
The imaging of rotating objects using a single-frequency continuous wave (CW) illumination has been investigated before in [1] , [2] . This work was recently studied experimentally in [3] . The imaging of stationary objects using ultra-narrowband or narrowband CW with spatially distributed radars has been studied in [4] , [5] . All of these studies use tomographic image formation methods that rely on trading the resolution achieved by bandwidth with the resolution achieved by spatial diversity. An alternative approach to mono-static synthetic aperture imaging using high-Dopplerresolution measurements was discussed in [6] . However, both the resolution analysis and the imaging method presented are limited to the straight flight path and flat topography. Furthermore, an approximate implementation of the imaging method based on Radon-Hough transform relying on detecting the lines associated with the scatterers has limited applicability in practice.
We present a novel filtered-backprojection (FBP) type image formation method for bistatic DSAR. The forward model is formed by correlating the translated version of the received signal with a scaled or frequency-shifted version of the transmitted signal over a finite time window. The high-frequency analysis of the resulting model shows that the correlated received signal is the projections of the scene onto the bistatic iso-Doppler curves. We use microlocal techniques to develop a FBP reconstruction of the scene. The analysis of the point spread function (PSF) of the imaging operator shows that the reconstructed images preserve the location and orientation of the singularities at the intersection of the bistatic iso-Doppler and iso-Doppler-rate curves. We show that the resolution of the image is directly related to the length of the support of the windowing function, the carrier-frequency of the transmitted waveform, and the sampling rate of the aperture. The method is applicable to arbitrary, but known flight trajectories and nonflat topography.
Our method has the following advantages: (1) Unlike the previous approaches in the literature, [1] - [5] , our approach backpropagates the correlated received signal onto iso-Doppler curves as opposed to iso-range curves, and takes advantage of the velocity as well as the acceleration of the antennas in a certain direction to form a high resolution SAR image using ultra-narrowband waveforms; (2) it can be used under nonideal imaging scenarios such as arbitrary flight trajectories and non-flat topography; (3) it does not require antennas with high directivity; (4) it has the desirable property of preserving the visible edges of the scene in the reconstructed image; (5) it is an analytic reconstruction technique which can be made computationally efficient.
The organization of the paper is as follows: In Section II, we present the model for the received signal and develop the forward model for the bistatic DSAR. In Section III, we develop a filtered backprojection-type image formation method for bistatic DSAR and analyze the resolution of DSAR imaging. In Section IV, we conduct numerical simulations to demonstrate the performance of our DSAR imaging method. In Section V, we conclude our discussion.
We use the following notational conventions throughout the paper. The bold Roman, bold italic and Roman lowercase letters are used to denote variables in ℝ 3 , ℝ 2 and ℝ, respectively, i.e., z = ( , ) ∈ ℝ 3 , with ∈ ℝ 2 and ∈ ℝ. The calligraphic letters (ℱ, etc.) are used to denote operators.
II. FORWARD MODEL FOR IMAGING
For a pair of transmitter and receiver antennas located at T and R respectively, the received signal is modeled by [7] ( , R, T) = ∫ e
where denotes time,ˆdenote the Fourier transform of transmitted waveform ( ), 0 denotes the speed of light in free space, (z) is the reflectivity function, and and are the transmitter and receiver antenna beam pattern related terms, respectively.
For a narrow band waveform, we have
where 0 denotes the carrier frequency and˜( ) is the complex envelope of , which is slow varying as a function of compared to e i 0 . Using (2) and under the assumption of broadband antenna, (1) becomes
where is given by
Let the earth's surface denoted by z = ( , ( )) ∈ ℝ 3 , where ∈ ℝ 2 and : ℝ 2 → ℝ is a known function for the ground topography. Furthermore, we assume that the scattering takes place in a thin region near the surface. Thus, the reflectivity function has the form
For the rest of our discussion, we consider a bistatic SAR (BISAR) imaging system. Let ( ) and ( ) be the transmitter and receiver trajectories, respectively, and let ( ) denote the received signal of the receiver. We then have ( ) = ( , ( ), ( )). Using (3), the received signal for BISAR with transmitter transmitting an ultranarrow-band CW waveform becomes
where
is given by (4). We define the correlation of the received signal given by (6) with a scaled or frequency-shifted version of the transmitted signal over a finite time window by
for some ∈ ℝ and ∈ ℝ + , where ( ) is a smooth windowing function centered at = 0 with finite support.
Substituting (6) and (2) into (7) and performing the Taylor series expansion at = 0 on ( + ) and ( + ), and rearranging some terms, we have
We write the forward model for bistatic DSAR as follows:
and
We refer to ℱ as the forward modeling operator. We use 0 = 2 0 and let˜= 0 (1 − ). The phase of the forward operator becomes
where Note that is the bistatic Doppler frequency induced by the radial movements of the transmitter and receiver with respect to the scatterer on the ground.
We assume that for some , satisfies the inequality (14) where is any compact subset of
, and the constant depends on , , , , 1,2 . This assumption is needed in order to make various stationary phase calculations hold. In practice, (14) is satisfied for radar sufficiently away from the illuminated scene.
Under the assumption (14), (9) defines ℱ as a Fourier integral operator whose leading-order contribution comes from those points lying in the intersection of the illuminated surface and the constant-Doppler cone {x ∈ ℝ 3 : ( , z) = 0 (1 − )}. We denote the curves formed by this intersection by
and refer to ( , ) as an iso-Doppler contour. For flat topography, ( ) = 0, the iso-Doppler contours are given by hyperbolas on the plane 3 = 0. Figure 1 shows the isoDoppler contours for the transmitter traversing a straight line trajectory and the receiver traversing a parabolic trajectory over a flat topography.
III. IMAGE FORMATION

A. Filtered Backprojection Operator
Our objective is to reconstruct ( ) based on the forward model given by (9) . Since ℱ is a Fourier integral operator, we form the image of ( ) by a suitable filtered-backprojection of the data ( , ) onto ( , ) [8] .
We form the image by filtered-backprojection as follows:
where is referred to as the filtered-backprojection operator and is the filter to be determined below.
B. Point Spread Function of the FBP Operator
We rewrite˜( ) as
where ( , ′ ) is the point spread function given by
We define
and use the stationary phase theorem to approximate the ′ and integrations of (18). We compute
The stationary points of the phase satisfying ∂ ′ , Φ = 0 imply that
and = ′ .
Substituting the results back into (18), we obtain
For notational simplicity, we let
for the rest of our paper.
C. Determination of the FBP Filter
To determine the filter, we linearize ( , ′ ) around ′ = using the fundamental theorem of calculus [9] and approximate
where in (26)
For notational simplicity, we let ( , , ) = ( , , , ) for the rest of our paper. For each , we make the following change of variables:
in the integral of (23) and then we have
is the determinant of the Jacobian that comes from the change of variables given by (30). The notation det in (33) denotes matrix determinant. In (31),
We refer to Ω as the data collection manifold at . This set determines many of the properties of the image.
Using (29) and (13), we obtain
and˙( ),⊥ ( , ) is the projection of˙( ) ( ) onto the plane normal to( ) ( ) − z given bẏ
We choose the filter as follows:
where Ω is a smooth cut-off function equal to one in the interior of Ω and zero in the exterior of Ω . Note that we choose the filter to make the point spread function ( , ′ ) in (31) be the Dirac delta function.
D. Resolution Analysis
Substituting (38) into (31) and the result back into (16), we obtain˜(
(39) shows that the image˜is a band-limited version of whose bandwidth is determined by the data collection manifold Ω , which describes the many of properties of the image. The larger the data collection manifold, the better the resolution of the reconstructed image is.
Microlocal analysis of (39) shows that an edge at point is visible if the direction normal to the edge is contained in the data collection manifold Ω [7] , [10] - [12] . Consequently, an edge at point with to the edge is visible if there exists such that is parallel to . Furthermore, the band-width contribution of to a visible edge is given by
where denotes the length of the support of ( ). Thus, as the frequency of the transmitted signal 0 becomes higher, the magnitude of is larger, which contributes to higher image resolution. The longer support of ( ) also gives rise to sharper reconstructed edges perpendicular to . Additionally, we note that the resolution depends on the range via the terms | ( ) − z| and | ( ) − z| in (40) and the velocities of the transmitter and receiver via the terms˙, ⊥ and˙, ⊥ . As the point is further away from the transmitter and receiver or the velocity of the transmitter, or receiver decreases, the resolution is getting worse due to decreasing of the magnitude of .
(39) shows that irrespective of the choice of the filter, the backprojection operator recovers the visible edges of the scene at the correct location. With the choice of filter given in (38), the resulting image formation algorithm can recover not only the correct location and orientation, but also the correct strength of the visible edges [10] , [12] - [14] .
IV. NUMERICAL SIMULATIONS We performed numerical simulations for a point target, i.e., reconstructed the point spread function (PSF) numerically under different scenarios to demonstrate the theoretical results described in section III.
We considered a scene of size We assumed that the transmitter and receiver were traversing the same circular trajectory given by ( ) = (11 + 22 cos( ), 11 + 22 sin( ), 6.5) km.
Let ( ) and ( ) denote the trajectories of the two receivers. We set ( ) = ( ) and ( ) = 1 ( − 4 ). Note that the variable in is equal to where is the speed of the receiver, and is the radius of the circular trajectory. We set the speed of the two receivers to 261 m/s. Fig. 2 shows 2D view of the scene with the target, transmitter and receiver trajectories.
For all the experiments, we assumed that the transmitter transmited a single-frequency continuous waveform, i.e.,˜( ) in 2 was set to be unit. We used 6 to generate the data and chose the windowing function in 7 to be a Hanning function.
We performed simulations to demonstrate the impact of , the length of the support of the ( ); 0 , the carrier frequency of the transmitted waveform and , the sampling rate of on the PSF of the imaging operator. The PSF were reconstructed with the following variables: (1) 0 = 800MHz, = 0.0107 s, = 0.4834Hz; 2) 0 = 800MHz, = 0.3413 s, = 0.4834Hz; (3) 0 = 80MHz, = 0.3413 s, = 0.4834Hz; (4) 0 = 800MHz, = 0.0107 s, = 96.6736Hz. Note that = 0.4834Hz and = 96.6736Hz correspond to the uniform sampling of the circular trajectory with 256 and 51200 points, respectively. Fig. 3-Fig. 6 show the reconstructed PSFs along with their profiles in X and Y directions for the four cases.
As can be seen in Fig. 3 and Fig. 4 , the quality of the PSF improves as the length of the support of the windowing function increases from 0.0101s to 0.3413s because of a larger data collection manifold. We see that the level of the sidelobes of the PSF decreases as the support of windowing function gets longer, which results in an increase in the image contrast. Recalling that our imaging method relies on the Doppler ambiguity of the transmitted waveform, the results are Comparing Fig. 5 with Fig. 4 , we see that the quality of the PSF degrades as the carrier frequency of the transmitted waveform decreases from 800MHz to 80MHz as indicated by the theory. We observed the increase of the level of the sidelobes and the spread at the bottom of the mainlobe in Fig. 5(b) and Fig. 5(c) .
Observing Fig. 6 and Fig. 3 , we can see that the the increase of the sampling rate of , which implies much more samples of also leads to a clear improvement of the reconstructed PSF. There is a significant improvement in the suppression of the sidelobes of the PSF in Fig. 6(b) and Fig. 6(c) .
V. CONCLUSION
In this paper, we developed a novel image formation method for SAR that uses ultranarrow-band transmitted waveforms where the transmitter and receiver may traverse arbitrary trajectories. This method is based on the windowed, scaled and translated correlation of the received signal and transmitted waveform and a filtered backprojection of the resulting correlated signal. The numerical simulations demonstrate the performance of the reconstruction.
