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Abstract
Many problems in the ﬁeld of computational biology consist of the analysis of so-called gene-expression data. The successful
application of approximation and optimization techniques, dynamical systems, algorithms and the utilization of the underlying
combinatorial structures lead to a better understanding in that ﬁeld. For the concrete example of gene-expression data we extend
an algorithm, which exploits discrete information. This is lying in extremal points of polyhedra, which grow step by step, up to a
possible stopping.
We study gene-expression data in time, mathematically model it by a time-continuous system, and time-discretize this system. By
our algorithm we compute the regions of stability and instability. We give a motivating introduction from genetics, present biological
and mathematical interpretations of (in)stability, point out structural frontiers and give an outlook to future research.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
One of the great miracles of life is its organization and adaptation capability [31,41]. This miracle does not only
manifest itself in an ecological and evolutionary scale but is also reﬂected in individual, tissue, cell, molecular, and sub-
molecular scales. Our interest focuses on the organization of cell-metabolism, i.e., the concerted action of biochemical
reactions [40]. Before describing our approach to learn more about the cellular regulation of metabolism, we like to
give a short introduction into underlying biological fundamentals.
1.1. Biological background
The dogma of biology states that, in living cells, information ﬂows from DNA (genome) via RNA (transcriptome)
to protein (proteome) (Fig. 1). The DNA (deoxyribonucleic acid) can be viewed as a linear macro-molecule composed
of nucleotides, which carry one of four different organic bases: adenine (A), cytosine (C), guanine (G), and thymine
(T). The linear sequence of the four different nucleotides carries the information. Deﬁned sections on the DNA string,
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Fig. 1. The dogma of biology. In biology, information ﬂows from DNA to protein. The linear sequence of four different nucleotides (A, C, T, G) carries
information. Deﬁned stretches (genes) encode for proteins. Three nucleotides, comprising a codon, encode 1 of 20 amino acids. Messenger-RNA
(mRNA) mediates via the processes of transcription and translation, information ﬂow from the genome (DNA) to the proteome (proteins). Proteins
(enzymes) catalyze distinct chemical reactions. The sum of all these reactions is called metabolome.
the genes, encode for proteins.1 During transcription the gene sequences on the DNA are transcribed to linear mRNA
(messenger ribonucleic acid) macro-molecules. Chemically, RNA largely resembles DNA. The most obvious difference
is the substitution of the nucleotide thymine (T) by uracil (U) (Fig. 1). Three nucleotides, comprising a codon, encode
for 1 of the 20 amino acids, the building blocks of proteins. The transformation of the nucleic acid code into an amino
acid sequence is called translation (Fig. 1). Most of the resulting proteins (the group of enzymes) catalyze chemical
reactions within the cell. The sum of all these reactions is deﬁned as cell-metabolism. The educts and products of
enzymatic catalysis are called metabolites, the sum of all metabolites comprise the metabolome (Fig. 1).
1.2. Tracing cell metabolism
It is widely accepted that the proteome forms a tight network which lays the functional basis for a living organism.
Unfortunately, the proteome, as everything above the level of the transcriptome, is still not satisfactorily accessible by
experiments. However, due to recent advances in whole genome DNA-sequencing and DNA-microarray technology,
both the genome and transcriptome can be readily analyzed. By mining the genome sequence for all known enzymes,
the metabolic potential of a cell can be predicted. Due to the biological dogma (Fig. 1), the current metabolic state of
a cell is reﬂected in its metabolome. However, as stated above, neither the entire metabolome nor the entire proteome
are readily accessible for investigation with current methodology. Our approach to learn more about cell-metabolism
is based on the transcriptome. Since all proteins are encoded by mRNAs, the knowledge of all expressed genes, the
transcriptome, is a good approximation to the knowledge of all synthesized proteins and enzymes.2 Furthermore, apart
from all transcripts coding for enzymatic and structural proteins, the so-called non-coding RNA (ncRNA) is part of
the transcriptome [27]. While ncRNA is apparently not playing a dominant role in prokaryotes and lower eukaryotes,
it has been recognized that ncRNA dominates the genomic output of higher eukaryotes and ncRNA has been shown
to control chromosome architecture, mRNA turnover and the developmental timing of protein expression, and may
also regulate transcription and alternative splicing. Thus, transcriptome analysis may shed light on both the cellular (or
tissue) metabolic state as well as its regulation.3
1.3. DNA-microarrays
Traditional molecular biological methods to analyze the transcriptome focus on one gene per experiment, which
implies that throughput is very limited. However, by using DNA-microarray technology, the presence of thousands of
genes can be monitored in one experiment [39].
1 It should be mentioned that the term gene is used either to deﬁne a protein-coding region, or a protein-coding region plus its preceding regulatory
elements—here we apply the ﬁrst deﬁnition.
2 It is only an approximation because in some cases gene expression is regulated at a post-transcriptional level.
3 Now we can further conﬁne our deﬁnition of a gene as a mRNA or ncRNA coding DNA region.
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Fig. 2. Schematic overview of DNA-microarray based gene expression data analysis. For detail see text. Adapted from [46].
Thus one obtains a detailed picture of the co-expression of thousands of genes simultaneously. Generally, an array is
an ordered arrangement of samples. In the case of DNA-microarrays the sample is DNA, which is usually attached to a
glass support (Fig. 2) [39]. The sample spot diameter is less than 200 m. On a glass support of the size of a microscope-
slide up to 25,000 DNA-samples can be spotted. In principle, this means that the expression of 25,000 genes could
be traced in one experiment (unique probes assumed). There are two major applications for the DNA-microarray
technology: (a) identiﬁcation of sequences (genes/gene mutations), and (b) determination of the gene-expression level,
i.e., abundance of transcripts. In all cases, the underlying principle is matching known to unknown DNA-samples.
The physicochemical matching process, called hybridization, is based on complementary DNA base-pairing rules (i.e.,
A–T and G–C). The basis for a genome wide gene-expression analysis is a completely annotated genome sequence.
Based on this information gene speciﬁc DNA-probes can be generated (dozens to several thousand nucleotides long).
These probes are then spotted onto the glass support.4 In order to analyze the abundance of gene transcripts (mRNA or
ncRNA), they are isolated and reverse transcribed into cDNA (complementary DNA). During the reverse transcription
the cDNA is commonly labelled with a ﬂuorescent dye (see Fig. 2). The labelled cDNA-population is then hybridized
to the DNA-probes on the microchip. After hybridization the DNA-microchip is laser scanned. Thus, depending on
the ﬂuorescence intensity of individual spots (which is usually described as a 32 bit message), conclusions about the
abundance of the corresponding transcript can be drawn. All expression data from a single DNA-microarray experiment
will ﬁnally be represented in a vector, which contains as many elements as genes were analyzed.
In Fig. 2, a typical experiment to identify expressed genes is illustrated. All mRNA species of the test material
(bacteria, tissue, etc.) are isolated, reverse transcribed into cDNA, and labelled with a ﬂuorescent dye. This sample is
hybridized with the DNA-microarray (also called DNA-chip). The probes on the DNA-microarray are derived from
gene sequence data of the test material. Each individual spot on the DNA-microarray carries millions of copies of one
speciﬁc probe (see magniﬁcation of one spot in the upper right part of Fig. 2). Only the cDNA with the same sequence
as the corresponding probe can hybridize. Hybridization is visualized by laser scanning since the samples are labelled
with a ﬂuorescent dye (depicted by stars in Fig. 2). Computer assisted image processing will ultimately reveal the
quantity of each individual mRNA species in the test material.
1.4. Equilibria in gene-expression patterns
With our approach presented here we try to characterize metabolic changes within a cell. Suppose, a cell is in a
certain metabolic state E0 at time point t0 (see Fig. 3). The gene-expression pattern at that particular time can thus be
4 It should be noted at this point that there exist at least two confusing nomenclature systems for referring to hybridization partners. Both use
common terms: probes and targets. According to the commonly accepted nomenclature, a probe is the tethered nucleic acid with known sequence,
whereas the target is the free nucleic acid sample whose identity/abundance is being detected.
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Fig. 3. Scheme of metabolic shift. Assume a cell in the metabolic state Ek at time point tk and in the metabolic state Ek+1 at time point tk+1. By
conducting an expression analysis at both time points (as depicted in Fig. 2) two gene-expression patterns are obtained, which are described by our
vectors Ek and Ek+1, respectively. The goal of our work is to ﬁnd stable matrices Mk := I + hkM(Ek) by which the sequence Ek (k ∈ N0) is
recursively deﬁned in the way of Ek+1 := MkEk .
deﬁned as a vector E0. The vector elements represent the expression level of individual genes. Let us further suppose
that the gene-expression pattern is in biological equilibrium, i.e., the synthesis and degradation of individual transcripts
is in equilibrium. From a biological perspective the cell-state can be considered as stable, since no changes in the
gene-expression pattern are expected to occur in a constant environment. We now change the cell’s environment by,
e.g., addition of a new nutrient. If the cell has the ability to recognize and utilize this nutrient it will adopt its metabolism
accordingly. That means that new enzymes are required, whereas others become obsolete. The cell performs a metabolic
shift, which is reﬂected in the transcriptome. Finally, the cell will reach a new biological equilibrium E∗. On the way
from E0 to E∗ several intermediate states Ek , where k ∈ N0, may be involved. These intermediate states can be traced
by sampling the transcriptome at suitable time intervals [tk, tk+1]. By applying the algorithm explained in the following
sections we should then be able to calculate matrices Mk , which describe the changes in the expression pattern, i.e., the
metabolic shift. Furthermore, it should be possible to deﬁne intermediate states and detect overlaying gene-expression
oscillations. The latter might be caused by the cell-cycle or other, yet unknown, cyclic or acyclic processes.
By applying Euler’s discretization on the time-continuous system of differential equations
(CE) E˙ = M(E)E, (1.1)
by which we describe the metabolic process, we get the vectors Ek(k ∈ N0) of length n. The underlying mathematical
modelling is presented in Section 4. Herewith, they become the variables of our time-discretized dynamical system.
By these Ek we approximate the values E(tk) of the solution trajectories E(·) at times tk . These times may, but need
not, be chosen as the discrete times tˆk (k ∈ {0, 1, . . . , }) of biological measurements as considered in Section 4. In
the mathematical context, the choice of the times tk should depend on the criteria of approximation, convergence and
stability. Then, by the limit k → ∞, we study the long-run behavior of the metabolic process, which could also mean
a prediction.
Systems such as (CE) occur in many technical applications. In this paper we analyze the behavior of such systems by
examining the order of the extremal points of special polytopes B. The order is obtained by simple matrix multiplications
(e.g., the extremal point E2, multiplied with matrix M results in the new point ME2).
Our system’s dynamics is strongly related to both the structure of the polytopes and the relevant matrices. In particular,
we present a signiﬁcant link between the geometry of polytopes and the theory of dynamical systems. We employ a
slightly corrected version of the algorithm of Brayton and Tong (see Fig. 7) [4]. A ﬁrst application of this was given by
Pickl [34] in the ﬁeld of environmental protection. There, the stopping criterion for the generation of each polyhedron
is formulated in terms of transversality theory.
1.5. Related attempts
There have been related attempts from other research groups to model gene-expression data with systems of differ-
ential equations. However, they focus mainly to infer gene regulatory networks. One can get such a network by using
a constant matrix M in (CE), thus we regard E˙ = ME instead of E˙ = M(E)E. Chen et al. [6] proposed already in
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1999 to use a system of differential equations, De Hoon et al. [14,15] applied such a model on mRNA data of Bacillus
subtilis, estimating the matrix M with the help of maximum likelihood estimation and an information criterion such
that the matrix M will be sparse. These linear models are only an extreme simpliﬁcation of the biological system, but
D’Haeseleer [9] and Mjolsness et al. [30] showed that several known important regulatory interactions could be found.
Sakamoto and Iba [38] chose the more ﬂexible approach E˙i = fi(E1, . . . , En) ∀i = 1, . . . , n with n being the number
of genes and fi being a function in E1, . . . , En. They found the functions fi with the help of genetic programming
combined with the least mean squares method.
2. Genomic stability and gene-expression data analysis
In dynamical systems stability ﬁrstly refers to stationary points (mathematical equilibria). Here, in terms of analysis,
it means that being in some sufﬁciently small neighborhood of the equilibrium, the system’s states never escape (for an
analytical formulation see [1]).As an important example, we mention an equilibrium which oscillates (periodicity). This
phenomenon, however, does not imply asymptotic stability, which additionally means that neighboring states become
attracted along trajectories (being time-continuous or time-discrete; for an impression of the phase portraits see, e.g.,
[24]). Special attention to the time-discrete case is paid by [22]. In our present research, the difference between stability
and its asymptotic speciﬁcation becomes represented by the largest absolute value of matrix eigenvalues being 1 or
even < 1. Herewith, the step-wise multiplicative form of the time-discrete system becomes evaluated and interpreted
as the dynamics’ boundedness.
2.1. What does mathematical stability mean in a biological data context?
In population biology, the term stability is well deﬁned [20]. In the ﬁeld of molecular biology, stability usually
refers to the resistance of chemical compounds (e.g., proteins and nucleic acids) towards conformational changes and
is associated with thermodynamics. Genomic stability is deﬁned as the capability of an organism to repair physical and
chemical damages and changes of the genome. Cancer is usually initiated by genome instability, ranging from elevated
mutation rates to gross chromosomal rearrangements and alterations in chromosome number. Generally, healthy cells
have access to a sophisticated molecular toolbox to ﬁght against instability [19]. How do we view gene-expression
stability? For our model we consider gene-expression to be stable, if no strongly emerging changes in time can be
observed by DNA-microarray experiments. We, however, allow for changes during the transition from one stable state
to another. Those transitions are typically observed when cells are shifted from one metabolic state (e.g., feeding on
glucose) to another (e.g., feeding on glutamate). In contrast, e.g., tumor or apoptotic (dying) cells usually show a
constant change in gene-expression. These changes are, from a biological point of view, considered to be unstable.
Many genes are expressed in periodical manner. One example is genes involved in the molecular clock (circadian
rhythms). The expression-pattern oscillates around an average and must be viewed as stable, too.
We remark that also cellular automates and swip-swap machines, supposed to mimic natural phenomena, exhibit
instability (see, e.g. [10]). So, both stability and instability are worth to be studied and, in parametric sense, calculated.
3. The time-discrete model of gene-expression data
Let E =E(t) be gene-expression patterns at different times t and (CE) our model describing the continuous process
of the metabolism of a healthy cell. Such biological processes should be stable (see Section 2). By using the following
algorithm we obtain parameters, for which our system behaves in a stable way. To apply this algorithm we use the
Eulerian discretization principle. We get for all k ∈ N0
Ek+1 − Ek
hk
= M(Ek)Ek , (3.1)
delivering the sequence
Ek+1 = (I + hkM(Ek))Ek , (3.2)
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where hk = tk+1 − tk , and tk means the kth time. Let us deﬁne
Mk = Mk(Ek) := I + hkM(Ek), (3.3)
so that we obtain the following time-discrete equation and dynamics:
(DE) Ek+1 = Mk(Ek)Ek (k ∈ N0). (3.4)
The algorithm of this article analyzes whether the set M = {M0,M1, . . . ,Mm−1} of m matrices is stable or not. We
note that the right-hand side of our time-discrete system is of multiplicative form, which is a great advantage. Indeed,
the multiplicative recursive deﬁnition of (DE) can easily be calculated, and it allows a natural stability analysis of the
time-discrete dynamics: step by step a multiplication of matrices from M is performed, stability of the system will
mean boundedness of these matrix products, i.e., of the linear mappings deﬁned by them. Thus, boundedness can be
studied by the matrices’ eigenvalues.
4. Underlying mathematical modelling—explanation
In the foregoing section, the vector-valued (time-) continuous differential equations (CE) E˙ = M(E)E were con-
sidered to be given. In reality, however, this system (CE) must be justiﬁed as a mathematical model [21] in the line of
the following criteria and questions:
(i) Is a time-continuous (and differentiable) system appropriate?
(ii) Is the special multiplicative form of the right-hand side of (CE) reasonable?
(iii) How do we obtain the right-hand side of (CE), especially the matrix M(E)?
(i) Any description on how the gene-expression information E develops in time is only based on a ﬁnite number of
experimental evaluations. This would mean a discrete dynamics which, however, depends on the special times of the
gene-expression measurements. These times are somewhat arbitrary, which is a disadvantage of any ﬁrst time-discrete
modelling, but it can be overcome as follows. By taking into account that the number  of measurements is very
large (e.g.,  = 800) and, possibly, by few repetitions of the sequence of treatments (and varying the time intervals
hereby), the transition to a time-continuous system serves for a good approximation of the underlying biochemical
reactions (metabolism). Usually, the range of values of the Êk , coming from counting realizations of the brightness
of the ﬂuorescence signals from the DNA-microarray experiment (see Fig. 2) at time tk , is also large, e.g., Êk ∈
{0, 1, 2, . . . , 255}n. Furthermore, for some dynamics (CE), which is even differentiable, we can impose data supposed
to be approximate derivatives of process trajectories (see (ii)). Concerning the special aspect of designing experiments,
i.e., of doing an optimization before, we refer to [12,23].
Any experimental sequence starts with an initial state Ê0=E(0) (t0=0). The dynamical system (CE) can be regarded
as encompassing all the corresponding initial value problems, i.e., all vectors Ê0 ∈ Rn. For numerical purposes we
must concentrate on a large but ﬁnite number of initial values. They must be chosen carefully, taking into account
signiﬁcant subsets (fundamental domains) on which the system is founded [18,45].
Based on our good continuous approximation of the given biochemical processes, the time-discretization by Euler’s
approximation serves for purposes of analysis and resolution of the continuous process (CE).
The time-continuous process reﬂects the system’s states between the discrete times, too. Furthermore, our process
may aim at long-run phenomena, which are far away in time from our ﬁnite number of measurements. This is the aspect
of (future) prediction, which should be based on a careful study of any tendencies exhibited, and possibly implied, in
the measurements, e.g., polynomial or exponential growth, or oscillation. We remark that, for this purpose, in future
research second-order derivatives could also be incorporated and mimicked by difference quotients. Such higher-order
information can, however, become represented by a ﬁrst-order system of higher dimension.
(ii) The system (CE) of ordinary differential equations is autonomous, i.e., the right-hand side only depends on
the state E but not on the time t. This implies that solution trajectories E(t) of (CE) cannot cross themselves (no
double points). In practical cases, where the biological system does not exhibit any recurrence, this property of being
autonomous is justiﬁed. Otherwise, in cases of a non-autonomous system, we would obtain an autonomous one by
interpreting time t as a further state variable.
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Furthermore, (CE) is of a special semi-linear form: the right-hand side is of the form “matrix × state”. For a linear
system, an additive state-independent vector would still be admitted. Linear systems locally arise, e.g., by linearizing
a nonlinear system in some neighborhood of a stationary point. In the case of such a point’s non-degeneracy, the
local phase portraits of trajectories of both the nonlinear and the linearized system can topologically be identiﬁed. The
system (CE), however, has a non-linearity given by the E-dependence of the matrix M(E) , which may be regarded as
a feedback effect by the state around which a linearization could take place. So, by its special multiplicative form, the
right-hand side of (CE) is in a generalized sense “homogeneous” in E.
Our data at times tj do not only consist of the measurements (states) Êk, but also of the tendencies of increase or
decrease (approximating a derivative), given, e.g., by the difference quotients (written in the familiar manner)
˙̂Ek :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Êk+1 − Êk
tk+1 − tk if k ∈ {0, . . . ,  − 1},
Ê − Ê−1
t − t−1 if k = .
(4.1)
Of course, the choice of how to deﬁne ˙̂Ek should depend on the lengths of the time-intervals hk := tk+1 − tk . In the
equidistant case where hk ≡ c, for some constant c > 0,
˙̂Ek := Êk+1 − Êk−12c (k /∈ {0, })
is a common choice.
As we will see later on, the form (CE) is very convenient from both the analytical and algorithmic point of view.
Later in (iii), the matrix-valued function M(E) will be speciﬁed component-wise by a parametric family of functions.
Here and in the overall form of the right-hand side, a wide variety of models are possible. They must be chosen carefully
and depend on the concrete measurements and possible underlying laws.
(iii)As the right-hand side M(E)E of (CE) is based on a ﬁnite (“discrete”) but large number of measurements Êk, ˙̂Ek
at times tk (k ∈ {0, 1, . . . , }), its modelling means discrete approximation (or data ﬁtting). Therefore, as we are mainly
interested in getting M(E), we make an ansatz where M(E) depends on parameters. Some of these parameters will
be optimized in the course of modelling. Usually, the optimized parameters become local functions of the remaining
parameters. Then, after the modelling (discrete approximation), the remaining parameters will be the object of our
algorithmic stability analysis. In our parametrical ansatz, we may, for example, use functions of the following classes:
polynomials, trigonometric functions, splines or wavelets. Recall in this context also the considerations about predictions
made in (i) above. Their choice leads to differently reﬁned approximations (regression). For more information we refer
to [8,26,35,36]. However, while in numerical textbooks discrete approximation is usually one-dimensional, here, it is
of the higher dimension n2.
4.1. Basic idea
To point out the basic idea, we refer to the easiest but roughest case given by polynomial regression. Let E be a
vector of the type 2 × 1 : E = (E1, E2)T. Now, based on a diagonal form of M, our ansatz looks as follows:
Ma1,...,a6
b1,...,b6
:=
(
a1E
2
1+a2E1E2+a3E22+a4E1+a5E2+a6 0
0 b1E21+b2E1E2+b3E22+b4E1+b5E2+b6
)
. (4.2)
Let us think, that some values aj = a∗j , bj = b∗j , j ∈ {4, 5, 6}, are treated parameters left for the stability analysis.
Then, the discrete approximation consists in optimizing Ma1,a2,a3,a∗4 ,a∗5 ,a∗6
b1,b2,b3,b∗4 ,b∗5 ,b∗6
(E) with respect to aj , bj , j ∈ {1, 2, 3}.
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Then, the discrete approximation problem reads as follows:
(P) minimize
a1,a2,a3,b1,b2,b3
∑
k=0
‖(Ma1,a2,a3,a∗4 ,a∗5 ,a∗6
b1,b2,b3,b∗4 ,b∗5 ,b∗6
(Êk)Êk − ˙̂Ek)‖2, (4.3)
with ‖ · ‖ being any vector norm.
For analytical and numerical treatments of such least squares problems, we refer to [16,35] and, for the background in
nonlinear and parametric optimization, see [3,42,43]. As mentioned in (ii), the solutions generically are locally deﬁned
functions of the form
(aj (a
∗
4 , a
∗
5 , a
∗
6 , b
∗
4, b
∗
5, b
∗
6) (j ∈ {1, 2, 3}), bj (a∗4 , a∗5 , a∗6 , b∗4, b∗5, b∗6) (j ∈ {1, 2, 3})).
Inserting them into Ma1,a2,a3,a∗4 ,a∗5 ,a∗6
b1,b2,b3,b∗4 ,b∗5 ,b∗6
(E) gives M(E) which parametrically depends on a∗j , b∗j , j ∈ {4, 5, 6}, only. For
becoming more familiar with the local-global aspect and with two-stage problems, as being given here, we refer to [17].
Another suitable approach for ﬁnding M(E) consists in the usage of neural networks. This concludes our mathematical
modelling.
5. Dynamical problem: a parametric interpretation
In Section 4, we interpreted our entire problem as a two-stage problem consisting of a mathematical modelling
problem (discrete approximation) on the lower stage and of a stability analysis of the dynamical system (CE) on
the upper stage. In the course of this discussion and distinction, the entries of the matrices M(E) were separated
into two disjoint classes: such which were subject to optimization in (P), and the remaining ones which are just
the parameters having a stable or unstable inﬂuence on the dynamics. The parameters are composed of a vector of
dimension d (:= their number). Corresponding to their positions (i, j) in the n × n matrix M(E), we denote these
parameters by emij , where em stands for emission–metabolism. In Section 10, we shall give a two-parametrical example
(d = 2), where emij ∈ {a, b}. Then, in the (a, b)-coordinate system, we ﬁnd both the region of stability and the region
of instability. In the theory of time-discrete or time-continuous dynamical systems, visualizations of this kind, or of
regions of attractions, Fatou sets, Siegel discs, etc., are common. For the complex case of Newton’s procedure (d = 2),
we refer to [28]. In our problem from gene-expression, however, the parametrical dimensions can become much larger
than one or two. In fact, for the human genome, there is a possible range d ∈ {1, 2, . . . , 120, 000} (see [2,7,11,25]).
6. Stability of matrices in terms of polytopes
Before we formulate the stability of our system in terms of polytopes we give a deﬁnition for stability of a set of
matrices.
Deﬁnition 6.1 ((Stability) Brayton and Tong [4]). A given n × n matrix M is called stable, if there exists a K ∈ R+
such that for all j ∈ N, ‖Mj‖K (‖ · ‖ being some natural matrix norm).
Thus the matrix M is stable if and only if |(M)|1 and in the case of |(M)| = 1 the algebraic multiplicity is equal
to the geometric multiplicity.
A setM of n×n matrices is stable if for every neighborhood of the origin U ⊂ Cn there exists another neighborhood
of the origin U˜ such that for each M ∈M′ it lasts MU˜ ⊆ U .
Hereby, if we regard the set of matricesM , thenM′ is the semi-group built by all ﬁnite products of elements ofM.
The setM′ may be inﬁnite. According to Brayton and Tong [4] we formulate the following lemma and illustrate it in
Fig. 4:
Lemma 6.1. A set of matricesM is stable if and only if there is a bounded neighborhood of the origin B ⊂ Cn such
that for each M ∈M′ we have MB ⊆ B. Furthermore, B can be chosen to be convex and balanced, i.e., if z ∈ B, then
there is also zei ∈ B ∀  ∈ R.
1148 J. Gebert et al. / Discrete Applied Mathematics 154 (2006) 1140–1156
M B
B
Fig. 4. Stability of a setM of matrices (M ∈M).
The main conclusion is that the stability of a set of matrices is strongly related with the existence of a norm. This
norm can be determined by polytopes:
Lemma 6.2. LetM be a set of stable matrices. Then there exists a norm ‖ · ‖, such that for all matrices M ∈M and
all elements E ∈ Cn we have
‖ME‖‖E‖, ∀M ∈M, E ∈ Cn. (6.1)
This norm can be regarded as a so-called Lyapunov function. It really characterizes the stability of our dynamical
system.
Theorem 6.1 (Brayton and Tong [4]). A set of matricesM is stable if and only if there exists a vector norm ‖ · ‖ such
that for all M ∈M and for all E ∈ Cn we have ‖ME‖‖E‖.
7. Data analysis and construction principle
For a deeper understanding of Lyapunov functions we refer to [1,4]. With the help of a Lyapunov function we are
able to analyze our dynamical system. Many approaches exploit the special structure of the Lyapunov functions. The
approach of Brayton and Tong introduces a method where the special structure of Lyapunov functions is relevant for
their algorithmic approach: polytopes may be used in a constructive way. The existence of Lyapunov functions is often
related with the existence of a norm, which can be obtained if we regard the following construction principle for our
dynamical system.
Theorem 7.1 (Brayton and Tong). LetM= {M0,M1, . . . ,Mm−1} be a ﬁnite set of m (n × n)-matrices. Let B0 ∈ Cn
be a bounded neighborhood of the origin. If we deﬁne in a successive way for k ∈ N the regions
Bk :=H
( ∞⋃
i=0
Mik′Bk−1
)
where k′ = (k − 1)modulom, (7.1)
thenM is stable, iff B˘ is bounded, where
B˘ :=
∞⋃
i=0
Bi . (7.2)
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The setH(M) denotes the convex hull of M . The proof is based on the inclusion of
B0 ⊆ B1 ⊆ B2 ⊆ · · · ⊆ B˘ (7.3)
and the property that any matrix M can be represented in the following form:
M = Mk1j1 M
k2
j2
. . .M
kp
jp
∈M′. (7.4)
For a deeper understanding we refer to [4].
For our algorithmic investigation of the dynamics of gene-expression, we present the construction principle. This
is based on a discrete path generation approach for each extremal point. Although the previous theorem helps us to
implement a construction principle, the reference to inﬁnity and possibly structureless sets could prevent a successive
application. We overcome this disadvantage by focussing on polyhedra Bk and by representing the polytopes only by
their extremal points. Now, the key stop for ﬁnding our algorithmic construction principle is of discrete nature. This
may remind us of the simplex algorithm from linear programming. In fact, from now on we let the sets Bk be polyhedra
and we shall be allowed to focus on their extremal points. We remark that these polyhedra (ﬁnite intersections of half
spaces) will be bounded, i.e., polytopes [37]. Recalling
Bk =
∞⋃
i=0
H(Mik′Bk−1) (k ∈ N0), (7.5)
we can state that the set of extremal points E of the set Bk has the following property:
E(Bk) ⊆ E
( ∞⋃
i=0
M
j
k′Bk−1
)
. (7.6)
Now, let us assume that z ∈ E(Bk). The previous inclusion lets us ﬁnd a j ∈ N such that
z ∈ E(Mj
k′Bk−1).
According to this, there must be an extremal point with the following property:
z ∈ Mj
k′u whereby u ∈ E(Bk−1).
Herewith, we state:
Lemma 7.1. If z is an extremal point of Bk (k > 0), then there exists a j ∈ N0 with
z = Mj
k′u, (7.7)
where u is an extremal point of Bk−1.
This lemma leads to our constructive principle: Firstly, we discretely represent the polytopes by their extremal points
and, secondly, each extremal point of Bk can be traced back to an extremal point of the previous polyhedron Bk−1.
8. Stopping criterion for each polytope
According to our constructive theorem we conclude that all nodes of the form z = Mj
k′u built by multiplication with
Mj are candidates for the polytope. Next, we formulate the stopping criterion:
Lemma 8.1. Let ui be an extremal point of Bk−1 and zi = Mjk′ui for all i ∈ {1, 2, . . . , r} and some corresponding
integers j ∈ N0. Then, the set Bk is completely constructed, i.e., the new extremal points z1, . . . , zr build the new
polytope Bk =H{z1, . . . , zr}, if
Mk′zi ∈H{z1, . . . , zr} (i ∈ {1, 2, . . . , r}). (8.1)
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Fig. 5. Illustration of the stopping criterion.
E2
M E2
E2
E1
M2 E2
M E2
Fig. 6. Starting with E1 we extend in the ﬁrst iteration step the polytope by new extremal points. Proceeding with E2 we gain again two new extremal
points. This extension is only feasible if we update previous points. The interdependence of the construction paths does not hurt the construction
principle. If we reduce the ﬁrst path by two nodes, the condition of Lemma 8.1 is still valid.
The proof can be found in [4]. The stopping criterion, stated and characterized in the previous result, says that
the generation of the polyhedron Bk has come to an end. In other words, there is no new (extremal) point generated
furthermore. We illustrate this as shown in Fig. 5.
Lemma 8.1 suggests a constructive procedure (Fig. 6). The reduction to the extremal points may lead to an iteration,
whereby the union of all sets (which might be inﬁnite) seems to violate any stopping of the procedure. Brayton and
Tong solve this problem by exploiting the Jordan form of the relevant matrices:
Theorem 8.1. Let M be a matrix whose eigenvalues have magnitude |i (M)|< 1, then there exists a k ∈ N0 such that
∞⋃
i=0
MiB =
k⋃
i=0
MiB, (8.2)
for any bounded neighborhood B of the origin.
Proof. There is a matrix P transforming M to Jordan form, i.e., J = P−1MP . Then, we can state that
MkB = PP−1MkPP−1B
= P [P−1MkP ]P−1B
= PJ kP−1B. (8.3)
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As the eigenvalues have the property |i (M)|< 1 (i ∈ {1, . . . , n}), the norm of J k fulﬁlls
‖J k‖ → 0 for k → ∞. (8.4)
Since P−1 exists, then there exists a k ∈ N such that for all v ∈ P−1B
‖J kv‖<d = min{‖w‖|w /∈P−1B}. (8.5)
Furthermore, for such a k we have J kP−1B ⊆ P−1B and obtain
MiB = P J iP−1B︸ ︷︷ ︸
⊆P−1B
⊆ PP−1B = B ∀ik.  (8.6)
As an interesting matter for future analysis we propose to analyze the possibly fractal manifolds given by the
boundaries of the region of stability or of the region of instability, to ﬁnd spectral characterizations of their elements
in terms of |(Mk)| = 1, and to study manifolds given by this equation and multiplicity conditions.
9. Criteria for stability and instability
Our basic interest consists in the calculation of the parameter vectors where stability is guaranteed, and of those
where instability is given. There are two sufﬁcient conditions presented in the following two lemmata:
Lemma 9.1 (Stability). Let
Bk =H
( ∞⋃
i=0
Mik′Bk−1
)
, k′ = (k − 1)modulom, and B˘ =
∞⋃
i=0
Bi . (9.1)
If for some km we have Bk = Bk−m, then the set B˘ is bounded.
Lemma 9.2 (Instability). We make the same assumptions as in the lemma before. If there exists a k > 0 such that
B0 ∩ Bk = ∅, (9.2)
then the set B˘ is unbounded. This implies that according to Theorem 7.1 the system is unstable.
Usage of the previous lemmata in the algorithm is illustrated in Fig. 7. In order to give a better understanding of the
results on which our algorithm will be based, we brieﬂy repeat the proof.
Proof. Following Brayton and Tong [4] we prove this lemma indirectly. Let us assume that B˘ is bounded. According
to Theorem 7.1 the setM is stable. This implies that there exists a neighborhood of the origin B with
MB ⊆ B for all M ⊆M′. (9.3)
We may choose a > 0 such that
B ∩ (B0) = ∅ and B0 ⊆ B. (9.4)
This is always possible, because we have made the assumption that B0 is bounded. Applying the deﬁnition of the Bk
according to Theorem 7.1 we can determine
B1 =H
( ∞⋃
i=0
Mi0B0
)
and in the same manner
B2 =H
( ∞⋃
i=0
Mi1B1
)
=H
⎛⎝ ∞⋃
i1=0
M
i1
1 H
⎛⎝ ∞⋃
i0=0
M
i0
0 B0
⎞⎠⎞⎠
. (9.5)
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Fig. 7. Structure chart with a few corrections of Brayton’s and Tong’s algorithm. At the decision points leading to the output “stable” or “unstable”,
respectively, the (in)stability criteria are applied (see Lemmata 9.1 and 9.2).
WithH(MP) = MH(P ) = MH(P) =H(MP) (P: a polyhedron), we obtain
Bk =H
⎛⎝ ∞⋃
ik−1=0
· · ·
∞⋃
i0=0
(M
ik−1
k · · ·Mi00 )(B0)
⎞⎠
. (9.6)
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The relation B0 ⊆ B implies that B0 ⊆ B and furthermore Bk ⊆ B. We state this by applying the stability
property MB ⊆ B. In the same way, we conclude that (B0) ⊆ Bk ⊆ B. Additionally, according to our assumption,
we observe B ∩(B0) = ∅. This implies that there exists a k with Bk ∩B0 = ∅ , which leads to a contradiction.
Theorem 9.1 (Brayton and Tong [4]). Let E → M(E)E be Lipschitzian. If the time-discrete system Ek+1 = Ek +
hkM(Ek)Ek is stable for all values hk, 0hkhmax (k ∈ N0), then the continuous system E˙=M(E)E is also stable.
This Lipschitzian property is fulﬁlled, e.g., if the derivatives of the vectors M(E)E exist and are continuous.
Now, we are able to analyze our system. We regard the time-discrete version and can determine whether our system
behaves in a stable manner or not. If we regard the continuous system E˙ =M(E)E we have to construct the following
set of matrices:
M= {M(E)|E ∈ Rn}. (9.7)
Applying the Eulerian discretization principle, we get the set
M∗ := {I + hM|0hhmax,M ∈M}, (9.8)
which determines our dynamical system.
10. Numerical example
In order to motivate the advantage of the method to analyze gene-expression data we present an illustrative example.
We consider the following case where the set M = {M0,M1} merely consists of the two matrices, which are two-
parametric:
M0 =
(
a 1
b 0
)
, M1 =
(
0 1
b 0
)
. (10.1)
The ﬁrst matrix M0 describes the situation, where the effect of the ﬁrst expression-pattern E1 is variably controllable,
whereas the inﬂuence of the second expression-pattern E2 is prescribed. The matrix M1 represents the metabolic
situation, where interdependent phenomena may be observed (pure exchange). The variable is the value b= em21. The
blank rectangles in Fig. 8 represent the stable regions which were obtained using our constructive algorithm exploiting
the order of the extremal points of the polytopes.
The calculations, which were implemented in MATLAB, can be compared with the results in [4]. There, it is stated
that the stable regions do not have to be convex. By increasing the density we can observe this, too.
11. Conclusion
The aim of this paper is to present a new method for the dynamic analysis of the transcriptome. Due to the growing
knowledge on regulatory non-coding RNA, the analysis of gene-expression opens new horizons. Obviously, the tran-
scriptome plays a crucial role in orchestrating the cell’s metabolism. With our approach, which is based on time-series,
we are able to model the behavior of gene-expression with a system of differential equations. Contrary to related
approaches we analyze the system for stability. We take special care to justify our mathematical modelling. Then,
after a time-discretization step we apply an algorithm that is capable of ﬁnding regions of stability and instability. We
exemplify the function of the algorithm and describe its application to gene expression data. The algorithm constructs
a sequence of polytopes with the help of a stopping criterion and in particular concludes that the system is stable if a
polytope equals one of its predecessors. We hope that the stability concept might give new insights into the regulation
of cell metabolism.
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Fig. 8. Stability and instability regions of the setM.
12. Outlook
We have seen that Brayton and Tong [4,5] developed signiﬁcant results, which are the basis of the constructive
approach in the stability analysis of gene-expression data. Although their algorithm is powerful, it taxes the capabilities
of most modern computers even if the dimension is moderate in size. Michel [29] overcomes all of these difﬁculties to
a certain extent by generalizing the work of Brayton and Tong to interconnected dynamical systems.
Brayton and Tong [4,5] and Michel [29] used the traditional sector condition in order to analyze the stability of
nonlinear systems. By applying this traditional sector condition to a linear system, a set of linear systems is produced.
Polytopes to be constructed do not need to be balanced, but constructing non-balanced polytopes does not bring any
merit as long as we treat a set of linear systems. Ohta [33] generalizes the sector condition so that he is able to evaluate
a given non-linear function that is derived using a set of linear functions. But this generalization of the sector condition
poses a new problem. How can we analyze the stability of a set of piecewise linear systems? Ohta solves this problem
using a Lyapunov function given by a gauge function of a polytope. In this case, constructing a non-balanced polytope
makes sense because Ohta treats a set of piecewise linear systems, and reduces the conservatism contained in the
stability analysis using the traditional sector condition.
As an alternative, the work of Vandenberghe [44] describes a potential reduction method for convex optimization
problems involving matrix inequalities. The method is based on the theory developed by Nesterov and Nemirovsky
[32] and generalizes Gonzaga and Todd’s [13] method from linear programming.
Here, we exemplify how the algorithm by Brayton and Tong can be modiﬁed to be used for gene-expression data
analysis. Furthermore, we are interested in the comparative evaluation of gene-expression and metabolic-proﬁling
data sets. As stated before, the transcriptome generally approximates the proteome. But to what extent does this
approximation hold true? By comparative data analysis we will hopefully be able to address this problem. Furthermore,
we intend to perform the following numerical and practical work, the latter based on real data obtained from DNA-
microarray experiments. The gained results lead to:
• a mathematical modelling of (CE) by discrete approximation (least squares);
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• dynamic programming experience and reﬁnement of our algorithm for calculating regions of stability and regions
of instability, and biological interpretation of the results;
• optimal control by the em-parameters, e.g., ﬁtting to physiological data.
Further analytical or interdisciplinary research has already been mentioned in the last paragraph of Section 1.
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