Discretizing systems of nonlinear algebraic differential equations yield polynomial systems. When using a fine discretization, the resulting polynomial system is often too large to solve using a direct solving approach. Our approach for solving such systems is to utilize a homotopy continuation based method arising from domain decomposition. This method solves polynomial systems arising from subdomains and then uses homotopy continuation to build solutions of the original polynomial system. We illustrate this approach on one-and two-dimensional problems.
Introduction
A common approach for approximating solutions to a system of nonlinear differential equations is to discretize and solve the resulting nonlinear system of equations. When the nonlinear equations are algebraic, the resulting system is a system of polynomials. Even though modern numerical codes for computing all solutions of a polynomial system can yield new solutions [5] , the systems of polynomials (arising even from very sparse grids) are usually much too large for direct solution by these codes. The realization underlying this article is that domain decomposition gives guidance on how to "bootstrap" from the solutions of many small polynomial systems to often many solutions of a polynomial system arising from a fine discretization based on a realistic grid. In summary, we focus on computing solutions to the polynomial system resulting from a realistic discretization, but do not discuss how one would obtain such a realistic discretization from their given system of differential equations.
A technique was described in [1] in which a very coarse initial grid is used (one can consider finite differences or other methods). After the system arising from the coarse discretization was solved and spurious solutions filtered out, the mesh is refined in a smooth way. The resulting solutions are used as the starting points for a homotopy moving to a finer discretization. This process can be repeated until the set of real solutions has stabilized. If one now seeks more accurate solutions, the available solutions can be extrapolated to finer meshes and used as starting points for another homotopy, which is now over the real numbers.
Domain decomposition is a powerful tool for devising parallel methods to solve partial differential equations. The basic idea of domain decomposition is to first decompose the domain into subdomains. Then, each subdomain is solved independently in parallel. The solutions from the subdomains are then merged together to form solutions of the original problem. One issue with this approach is computing approximate values to the subdomain boundary points. Since this is a major difficulty, there is a rich literature (see, for example, [4, 7, 9] and the references therein) which constructs schemes for approximating them using a time dependent systems of PDEs, typically for systems of parabolic differential equations.
In this article, we introduce a new homotopy method based on domain decomposition which we call the bootstrapping method. This method computes multiple solutions to discretized systems of nonlinear algebraic differential equations and is naturally parallelizable. We introduce this bootstrapping method for solving problems consisting of one-and two-space dimensions in Sections 2 and 4, respectively. Sections 3 and 5 examine the algorithm and provide numerical examples. Section 6 summarizes the results.
One-dimensional bootstrapping
The fundamental idea of domain decomposition and the bootstrapping approach is that the polynomial systems resulting from discretizing on the whole domain and each subdomain are structurally the same and only differ by values of parameters. In short, this means that coefficient-parameter continuation can be repeatedly used to solve such systems. To demonstrate this in the one-dimensional case, we will consider Laplace's equation. Suppose that u :
where f (u) is a polynomial function of u, and c 0 , c 1 ∈ R. Consider discretizing the system using N + 1 grid points located at x i = i/N for i = 0, . . . , N with a second order central difference scheme to approximate u xx . The resulting polynomial system is
where H = 1/N and u i is considered to be an approximation of u(x i ). If we are given that u( 
where h = (NM) −1 and u i,j approximates u(x i,j ). As mentioned in the Introduction, obtaining the values of d i and d i+1 is a major difficulty.
The goal of the bootstrapping approach is to compute solutions of F H = 0 for a sufficiently small value of H , i.e., a fine discretization using large number of grid points, by solving F H = 0 for large values of H, i.e., a coarse discretization using a small number of grid points, and building from solutions to the subsystems G i,h = 0 using appropriately selected h and boundary values d i and d i+1 .
We will use the values obtained from solving F H = 0 for the boundary values of the subsystems. That is, the domain decomposition system under consideration is
The basic idea is that solutions to F h,H = 0 can be computed by first solving F H = 0 for small values of N = H −1 and use the solutions for "boundary conditions" to solve G i,h = 0 for small values of M = (Nh) −1 . Then, solutions to F h = 0 are computed from solutions of F h,H = 0 using the homotopy
where γ is a random complex number (see [8] for more details). Full details of the bootstrapping method are as follows. 3. Discard unreasonable solutions of S N,M using a filtering condition. Our filtering condition ensures that the approximation solution is reasonably close to the real solution. Some filtering conditions are following:
(a) Variational form: Let v ∈ V h be the set of continuous piecewise linear functions that vanish at x = 0 and x = 1. Then, the solutions satisfy the form
, to obtain a series of filtering conditions. (Such a filtering approach is related to finite element methods). We use
with a reasonably small .
(b) Bounded condition: A filter forcing |u i,j | < K, where K > 0 is a upper bound of the PDE solutions. Clearly, a bounded filter can be applied to PDE systems for which bounds can be estimated.
(c) Other conditions: Other filters can be found in [1] , which is derived from known properties of the solutions of the problem at hand, such as derivatives, symmetry, positive or some other easily-detected behavior.
4. By construction, the points in S N,M are solutions of F h,H which are start points for the homotopy F defined by (2.5) at t = 1. Track the solutions paths defined by F starting at the points in S N,M . The set of endpoints yields solutions of F h . If h is sufficiently small, output the solutions. Otherwise, return to step 2 by identifying S N,M with S NM,0 and updating N and H accordingly.
With the proper modifications of the polynomial systems, this is a general method that can be applied to other problems, including problems with Neumann and mixed boundary conditions.
One-dimensional examples
To demonstrate the approach, we apply the bootstrapping method to a modification of (2.1), namely
In the following examples, the Neumann boundary condition u (0) = 0 is discretized using a second-order one-sided scheme of the form
The "variational form" filtering condition was used in Example 1 while Example 2 utilized the "bounded condition" filtering since the solutions are bounded by √ p from [3] .
Example 1
We consider f (u) = −λ(1 + u p ) where λ ≥ 0 is a real parameter and p is a nonnegative integer. Multiplying by u and integrating over [0, x], we obtain
where
By taking x = 0, we obtain
In particular, there exists λ * such that (i) for 0 < λ < λ * , there are two solutions,
(ii) the two solutions merge at λ = λ * , and (iii) for λ > λ * , there are no solutions. . Exact values of the real solutions can be obtained from (3.8) which we compare with the numerical bootstrapping method. We implemented this method utilizing Bertini [2] , which is a software package for solving polynomial system and tracking homotopy paths. To solve this problem, we used 12 computing nodes each containing two Xeon 5410 processors running 64-bit Linux, i.e., each node consists of 8 processing cores.
This computation yielded two real solutions for λ = 1.2 and one solution for λ = λ * , which are displayed in Figure 2 . Table 1 
Example 2
We next consider
where p ≥ 0 is a real parameter [3] . We utilized the shooting method to confirm our results regarding the number of solutions.
In particular, for each β, let v β (t) denote the solution of the initial value problem Following the same setup utilized in Section 3.1, the bootstrapping method was used to approximate the solutions for these values of p. This computation produced the same number of solutions as the shooting method. Figure 4 plots these solutions and Table 2 summarizes the data of this computation. 
NxMx and h y =
1
NyMy with positive integers M x and M y . To simplify notation, we will write (i, j) = ((i 1 , i 2 ), (j 1 , j 2 ) ). As before, the values u i,j will be Figure 5 , solving on these grids yield approximations at the black square points.
The third step applies a filter to discard unreasonable solutions. The fourth step uses a homotopy to compute approximations on Ω with N x M x and N y M y grid points in the x and y directions, respectively, using the polynomial system and approximations constructed in the second step. 
Two-dimensional example
We apply the two-dimensional bootstrapping method to a tumor model without a necrotic core that was discussed in [6] . Let Ω denote the tumor region, σ denote the concentration of nutrients, p denote the pressure, σ denote the concentration of nutrients needed for sustainability, μ denote the aggressiveness of the tumor, and κ denote the mean curvature. A normalized steady state system of a free boundary problem modeling tumor growth is given by
12)
It should be emphasized here that Ω is unknown in advance yielding a free boundary problem. To handle the free boundary, we developed a novel discretization approach to allow the length of the grid to change in coordination with the boundary. That is, let R(θ) be the length of tumor in the θ direction which changes independently and models the free boundary in this direction. Using the floating grid presented in [6], we apply a third-order finite difference scheme to setup a discretization of the system (5.12), which yields a polynomial system. In [6], nonradial solutions were computed by using parameter continuation with respect to μ starting from bifurcation branching points. A more difficult question is to compute other nonradial solutions for a given value of μ. The bootstrapping method allows us to compute such solutions with the goal of computing as many as possible. We built a filtering condition based on the fact that the distance to the boundary in each angular direction, denoted R(θ), must be positive. This was enforced by requiring R(θ) > − . Here we choose = 1 by taking numerical error into consideration. Using the same floating grids described in [6] along with the difference scheme, we employed the bootstrapping algorithm utilizing Bertini on 20 computing nodes of the type described in Section 3.1.
Let N R and N θ denote the number of subdomains in the radial, R, and angular, θ, direction, respectively. Each subdomain was decomposed using M R and M θ grid points in the R and θ directions, respectively. For small values of N R and N θ , e.g., N R = 2 and N θ = 3, Bertini computed all solutions of the polynomial system arising from the discretization. This polynomial system has a natural multi-homogeneous structure which we utilized to reduce the bound on the number of isolated solutions over C from 3 17 =129,140,163 to 923,440. This was the starting point for the bootstrapping method which built numerical solutions on the whole domain using more grid points. Table 3 lists number of grid points, number of solutions, and time needed for the computation. After obtaining a non-radial solution using the bootstrapping homotopy method, we utilized higher-order difference schemes and finer grids to refine the solutions. The solutions for the higher-order schemes were computed using a homotopy starting from the solutions obtain via the bootstrapping approach. After refinement, some "fake" solutions, which arose as artifacts of the discretization, were identified and discarded. For example, with μ = 3, we found 24 solutions using this process which are presented in Figure 6 . In this figure, it shows the pressure distribution among the region Ω and the maximum and minimum radius R(θ). We note that solution 21 presented in Figure 6 is the radial solution for μ = 3. Starting from solutions 2 and 4 using a parameter continuation with respect to μ, we found that these solutions arise from the bifurcation at μ 2 (see [6] ) for more details regarding this bifurcation point). Figure 7 shows the solution behavior of these paths starting from solutions 2 and 4 which intersect the radial solution branch at μ 2 .
For smaller values of μ, e.g., μ = 0.5 and μ = 0.8, this bootstrapping process only found the radial solution. This suggests that no nonradial solutions exist for these values of μ, which is consistent with the theoretical results regarding this tumor model [6].
Conclusion
A bootstrapping approach arising from domain decomposition was presented for computing multiple solutions of differential equations for one-and two-dimensional problems. The computations needed in this method are parallelizable and allow for the computation of solutions of extremely large polynomial systems. The bootstrapping algorithm for three-dimensional case shall be considered in the future along with a detailed analysis of how to pick the starting value of N as well as M in the algorithm. Another line of research is developing and testing filtering conditions on a variety of problems. 
