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Abstract
We study orthogonality preserving and approximately orthogonality preserving mappings in the setting of inner product
C∗-modules. In particular, if V and W are inner product C∗-modules over the C∗-algebra A, any scalar multiple of an A-linear
isometry is an A-linear orthogonality preserving mapping. The converse does not hold in general, but it holds if A contains K(H)
(the C∗-algebra of all compact operators on a Hilbert space H). Furthermore, we give the estimate of ‖〈T x,T y〉 − ‖T ‖2〈x, y〉‖
for an A-linear approximately orthogonality preserving mapping T : V → W when V and W are inner product C∗-modules over
a C∗-algebra containing K(H). In the case A = K(H) and V , W are Hilbert, we also prove that an A-linear approximately
orthogonality preserving mapping can be approximated by an A-linear orthogonality preserving mapping.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Ulam [11, p. 63] raised the general problem of when a mathematical object which satisfies a certain property
approximately must be close, in some sense, to one that satisfies this property accurately. Approximately orthogonality
preserving mappings in the framework of Hilbert spaces have been recently studied in this setting, see [1,5,6,10].
Recall that a mapping T :H→ K, where H and K are inner product spaces, is called orthogonality preserving,
OP in short, if it preserves orthogonality, that is if
x ⊥ y ⇒ T x ⊥ Ty (x, y ∈H).
It is known that orthogonality preserving mappings may be nonlinear and discontinuous, but under additional assump-
tion of linearity, a mapping T is OP if and only if it is a scalar multiple of an isometry, that is T = γU , where U is
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orthogonal or ε-orthogonal, denoted by x ⊥ε y, if∣∣(x, y)∣∣ ε‖x‖‖y‖,
where (· , ·) denotes the inner product in H and ‖ · ‖ denotes the norm in H induced by (· , ·). A mapping T :H→K
is said to be approximately orthogonality preserving mapping, or ε-OP mapping, if
x ⊥ y ⇒ T x ⊥ε T y (x, y ∈H).
Since
(T x,T y) − ‖T ‖2(x, y) = 0 (1)
for any linear OP mapping T , the natural question is what would be the estimate of (1) if T is a linear ε-OP mapping,
see [5, Theorem 2]. Moreover, Chmielin´ski asked, see [5], whether an ε-OP linear mapping T must be close to a linear
OP mapping. That is, if T :H→K is a linear ε-OP mapping, is there a linear OP mapping U :H→K and δ(ε) > 0,
such that
‖T − U‖ δ(ε)min{‖T ‖,‖U‖} with δ(ε) → 0 as ε → 0.
This was proved to be true first for the case of a finite dimensional domainH, see [6], and the general case was proved
in [10]. In the present note we generalize these results to the setting of inner product C∗-modules. We first recall some
basic facts on these structures; more details can be found e.g. in [9].
The notion of an inner product (respectively Hilbert) C∗-module is a generalization of a complex inner product
(respectively Hilbert) space obtained when the complex field is replaced by a C∗-algebra.
A C∗-algebra is a complex Banach ∗-algebra (A,‖ · ‖) such that ‖a∗a‖ = ‖a‖2 for every a ∈A. An element a ∈A
is called positive (we write a  0) if a = b∗b for some b ∈A. The relation “” on A is given by a  b if and only if
b − a  0. For all a, b ∈A, a∗ba  ‖b‖a∗a. If a ∈A is positive, then there exists a unique positive b ∈A such that
a = b2; such an element b is called the positive square root of a.
Let (A,‖ · ‖) be a C∗-algebra and let W be an algebraic left A-module which is a complex linear space with
compatible scalar multiplication (i.e., a(λx) = (λa)x = λ(ax) for all x ∈ W, a ∈A, λ ∈ C). The space W is called
a (left) inner product A-module (inner product C∗-module over the C∗-algebra A, pre-Hilbert A-module) if there
exists an A-valued inner product, i.e., a mapping 〈· , ·〉 : W × W →A satisfying
(i) 〈x, x〉 0 and 〈x, x〉 = 0 if and only if x = 0,
(ii) 〈λx + μy, z〉 = λ〈x, z〉 + μ〈y, z〉,
(iii) 〈ax, y〉 = a〈x, y〉,
(iv) 〈x, y〉∗ = 〈y, x〉,
for all x, y, z ∈ W , a ∈A, λ,μ ∈ C. Since 〈x, x〉 is a positive element in A, there exists the positive square root of
〈x, x〉 and it is denoted by |x|. The mapping ‖ · ‖W : W → C defined by ‖x‖W = ‖〈x, x〉‖1/2 is a norm on W, so
(W,‖ · ‖W) is a normed space (in the sequel, for the most part, we will omit the subscripts). If this normed space is
complete, then W is called a Hilbert A-module (Hilbert C∗-module over the C∗-algebra A). A Hilbert A-module W
is said to be full if the two sided ideal generated by all products 〈x, y〉, x, y ∈ W , is dense in A. Any C∗-algebra A is
a Hilbert C∗-module over itself via 〈x, y〉 = xy∗. Thus |x|2 = 〈x, x〉 = xx∗ for every x ∈A.
Elements u,v in an inner product A-module (W, 〈· , ·〉) are said to be orthogonal if 〈u,v〉 = 0 and, for a given
ε ∈ [0,1), they are approximately orthogonal or ε-orthogonal if ‖〈u,v〉‖ ε‖u‖‖v‖. A mapping T : V → W, where
V and W are inner product A-modules, will be called orthogonality preserving or OP if 〈x, y〉 = 0 (where x, y ∈ V )
implies 〈T x,T y〉 = 0, and it will be called approximately orthogonality preserving or ε-OP if 〈x, y〉 = 0 (where
x, y ∈ V ) implies ‖〈T x,T y〉‖ ε‖T x‖‖Ty‖.
A mapping T : V → W, where V and W are inner product A-modules, is called A-linear if it is linear and
T (ax) = aT x for all x ∈ V, a ∈A.
Throughout, K(H) and B(H) denote the C∗-algebra of all compact operators and the C∗-algebra of all bounded
operators on a Hilbert spaceH, respectively. By ξ ⊗η, ξ, η ∈H, we denote the rank one operator defined by (ξ ⊗η)ν =
(ν, η)ξ .
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algebra A. These mappings as well as approximately orthogonality preserving mappings in inner product A-modules
with K(H) ⊆A⊆ B(H) are further studied in Section 3. Finally, in Section 4 we investigate the stability of approxi-
mately orthogonality preserving mappings on Hilbert K(H)-modules.
2. Orthogonality in the Birkhoff–James sense and OP mappings in general inner product A-modules
A vector x in a normed space (X,‖ · ‖) is said to be orthogonal in the Birkhoff–James sense [3,7] to a vector y ∈ X
if ‖x‖  ‖x + λy‖ for all scalars λ. For inner product spaces, this definition is equivalent to the usual definition of
orthogonality. In the following proposition we generalize this fact to inner product A-modules, taking into account
that the role of the scalars is now played by the elements of the C∗-algebra A.
Proposition 2.1. Let A be a C∗-algebra and let W be an inner product A-module. For x, y ∈ W the following
assertions are equivalent:
(i) 〈x, y〉 = 0,
(ii) |x|2  |x + ay|2 for all a ∈A.
Proof. (i) ⇒ (ii). If 〈x, y〉 = 0, then
|x|2  |x|2 + |ay|2 = 〈x + ay, x + ay〉 = |x + ay|2
for all a ∈A.
(ii) ⇒ (i). We may assume that y = 0. For all a ∈A we have
|x|2  |x + ay|2 = |x|2 + 〈x, y〉a∗ + a〈y, x〉 + a|y|2a∗,
which implies
−〈x, y〉a∗ − a〈y, x〉 a|y|2a∗.
For a = −〈x, y〉/‖|y|‖2 the above inequality becomes
2
‖|y|‖2 〈x, y〉〈y, x〉
1
‖|y|‖4 〈x, y〉|y|
2〈y, x〉,
that is
2
∥∥|y|∥∥2〈x, y〉〈y, x〉 〈x, y〉|y|2〈y, x〉. (2)
Using the inequality a∗ba  ‖b‖a∗a that holds for all a, b ∈A, we obtain
〈x, y〉|y|2〈y, x〉 ∥∥|y|∥∥2〈x, y〉〈y, x〉. (3)
Comparing (2) and (3) we get
2
∥∥|y|∥∥2〈x, y〉〈y, x〉 ∥∥|y|∥∥2〈x, y〉〈y, x〉,
which implies 〈x, y〉〈y, x〉 0. From this it follows that 〈x, y〉 = 0. 
Corollary 2.2. Let A be a C∗-algebra and let V, W be inner product A-modules. For a mapping T : V → W the
following assertions are equivalent:
(i) T is orthogonality preserving,
(ii) |x|2  |x + ay|2 for all a ∈A (where x, y ∈ V ) implies |T x|2  |T x + aTy|2 for all a ∈A.
In particular, if T : V → W is an A-linear mapping with the property that |x|2  |y|2 (where x, y ∈ V ) implies
|T x|2  |Ty|2, then it is orthogonality preserving.
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one), i.e., a mapping [· , ·] : X × X → C such that
(i) [x, x] = ‖x‖2,
(ii) [λx + μy, z] = λ[x, z] + μ[y, z],
(iii) |[x, y]|2  [x, x][y, y],
for all x, y, z ∈ X, λ,μ ∈ C. Moreover, it is always possible to choose a semi-inner product [· , ·] such that
(iv) [x,λy] = λ[x, y]
for all x, y ∈ X, λ ∈ C. More details can be found in [8]. In the sequel, we assume that all semi-inner products
satisfy (iv).
Proposition 2.3. Let A be a C∗-algebra and let V, W be inner product A-modules. For a mapping T : V → W and
for some γ > 0 the following assertions are equivalent:
(i) T is A-linear and ‖T x‖ = γ ‖x‖ for all x ∈ V,
(ii) 〈T x,T y〉 = γ 2〈x, y〉 for all x, y ∈ V.
Furthermore, each one of these assertions implies:
(iii) T is A-linear and orthogonality preserving mapping.
If V = W, then (i) and (ii) are also equivalent to
(iv) T is A-linear and there exists a semi-inner product [· , ·] : W × W → C satisfying [T x,T y] = γ 2[x, y] for all
x, y ∈ W.
Proof. (i) ⇒ (ii). For all a ∈A,
∥∥a|T x|∥∥2 = ∥∥(a|T x|)(a|T x|)∗∥∥= ∥∥a|T x|2a∗∥∥= ∥∥T (ax)∥∥2 = γ 2‖ax‖2 = γ 2∥∥a|x|2a∗∥∥= γ 2∥∥a|x|∥∥2.
By [9, Lemma 3.4], this yields |T x| = γ |x|. Now (ii) follows by polarization.
(ii) ⇒ (i), (iii). Direct verification.
Now assume V = W.
(i) ⇒ (iv). The mapping U = T/γ : W → W is an isometry of a normed space (W,‖ · ‖) into itself. By
[8, Theorem 1] there exists a semi-inner product [· , ·] : W × W → C such that [Ux,Uy] = [x, y] for all x, y ∈ W.
(iv) ⇒ (i). Trivial. 
The following example shows that (iii) is not equivalent to (i) and (ii) in general.
Example 2.4. Let A be a nonunital C∗-algebra with nonzero centre Z(A). (A concrete example of such a C∗-algebra
is C0(Ω), the C∗-algebra of all continuous complex-valued functions vanishing at infinity on a locally compact
Hausdorff space Ω .) Let a ∈ Z(A) be nonzero. Let W be a full Hilbert A-module and let T : W → W be defined by
T x = ax. Then T is an A-linear and orthogonality preserving mapping.
Assume that there exists γ > 0 such that
〈T x,T y〉 = γ 2〈x, y〉 (x, y ∈ W).
This implies
a∗a〈x, y〉 = γ 2〈x, y〉 (x, y ∈ W).
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a∗au = γ 2u (u ∈A).
Finally,(
1
γ 2
a∗a
)
u = u (u ∈A),
so (a∗a)/γ 2 is the identity in A contradicting the assumption that A is nonunital.
In the next section we will prove that (i), (ii) and (iii) are equivalent if K(H) ⊆A⊆ B(H).
3. OP mappings and ε-OP mappings in inner product A-modules with K(H)⊆A⊆B(H)
Let W be an inner product (respectively Hilbert) A-module, where K(H) ⊆A⊆ B(H) and let e = ξ ⊗ ξ , ξ ∈H,
‖ξ‖ = 1, be any minimal projection. Then
We = {ex: x ∈ W },
see [2], is a complex inner product (respectively Hilbert) space contained in W with respect to the inner product
(x, y) = tr(〈x, y〉), x, y ∈ We. Note that for x = eu, y = ev, where u,v ∈ W ,
〈x, y〉 = e〈u,v〉e = (〈u,v〉ξ, ξ)ξ ⊗ ξ
and
(x, y) = tr(〈x, y〉)= (〈u,v〉ξ, ξ),
hence
〈x, y〉 = (x, y)e. (4)
The latter equality shows that:
(a) x, y ∈ We are orthogonal in (We, (· , ·)) if and only if they are orthogonal in (W, 〈· , ·〉),
(b) if x ∈ We, then ‖x‖We = ‖x‖W , where the norm ‖ · ‖We comes from the inner product (· , ·),
(c) if T : V → W, where V and W are inner product A-modules, is an A-linear OP mapping (respectively ε-OP
mapping), then Te = T |Ve : Ve → We is a linear OP mapping (respectively ε-OP mapping) as well.
The following theorem is a generalization of [5, Theorem 1].
Theorem 3.1. Let A be a C∗-algebra such that K(H) ⊆A⊆ B(H) and let V,W be inner product A-modules. For a
nonzero mapping T : V → W and for some γ > 0 the following assertions are equivalent:
(i) T is A-linear and ‖T x‖ = γ ‖x‖ for all x ∈ V,
(ii) 〈T x,T y〉 = γ 2〈x, y〉 for all x, y ∈ V,
(iii) T is A-linear and orthogonality preserving mapping.
If V = W, then each one of these assertions is also equivalent to
(iv) T is A-linear and there exists a semi-inner product [· , ·] : W × W → C satisfying [T x,T y] = γ 2[x, y] for all
x, y ∈ W.
Proof. Taking into account Proposition 2.3, it remains to prove only (iii) ⇒ (i).
Let e = ξ ⊗ ξ be any minimal projection in A. Since T is A-linear, Te = T |Ve : Ve → We is a linear orthogonality
preserving mapping. Hence, by [5, Theorem 1], there exists γe > 0 such that(
T (ex), T (ex)
)= γ 2e (ex, ex) (x ∈ V ).
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T (ex), T (ex)
)
e = γ 2e (ex, ex)e,
thus 〈
T (ex), T (ex)
〉= γ 2e 〈ex, ex〉,
or equivalently
e〈T x,T x〉e = γ 2e e〈x, x〉e. (5)
Let f = η ⊗ η be another minimal projection in A and u = ξ ⊗ η. With the same reasoning as before we obtain the
existence of γf > 0 such that
f 〈T x,T x〉f = γ 2f f 〈x, x〉f. (6)
Since uf u∗ = e, (5) gives
uf u∗〈T x,T x〉uf u∗ = γ 2e e〈x, x〉e,
then
uf
〈
T
(
u∗x
)
, T
(
u∗x
)〉
f u∗ = γ 2e e〈x, x〉e,
and by (6)
uγ 2f f
〈
u∗x,u∗x
〉
f u∗ = γ 2e e〈x, x〉e,
and finally
γ 2f e〈x, x〉e = γ 2e e〈x, x〉e,
that is
γ 2f 〈ex, ex〉 = γ 2e 〈ex, ex〉 (x ∈ V ).
This implies
γ 2f (ex, ex)e = γ 2e (ex, ex)e
which yields
γf ‖ex‖ = γe‖ex‖ (x ∈ V ).
Replacing x with x/‖ex‖, we conclude γf = γe = γ . Thus
e〈T x,T x〉e = γ 2e〈x, x〉e
for all minimal projections e ∈A. From this it follows that 〈T x,T x〉 = γ 2〈x, x〉, so ‖T x‖ = γ ‖x‖ for all x ∈ V and
the proof is completed. 
The following example shows that, if we omit the assumption of A-linearity, there are orthogonality preserving
mappings which are not scalar multiples of an isometry (even in the case A= V = W = B(H) with dimH> 1).
Example 3.2. LetA be a C∗-algebra and let a ∈A be a norm one noncentral element such that the mapping T :A→A
defined by T x = ax is not an isometry. (A concrete example is A = B(H) with dimH > 1 and a = idH is a pro-
jection.) Since a is noncentral, there exists u ∈ A such that au = ua. Furthermore, there exists x ∈ A such that
(au − ua)x = 0. Then T (ux) − uT x = (au − ua)x = 0, so T is not A-linear.
The mapping T preserves orthogonality, but it is not a scalar multiple of an isometry. Namely, if there exists γ > 0
such that ‖T x‖ = γ ‖x‖ for all x ∈ A, then ‖ax‖ = γ ‖x‖ for all x ∈ A, and for x = a∗ we get γ = 1. Then the
mapping T is an isometry, contradicting our assumption.
Remark 3.1. For a (real or complex) inner product space (H, (· , ·)), the mapping T :H→H defined by T x = (x, x)x
is nonlinear orthogonality preserving, but it is not a scalar multiple of an isometry (see [5, Example 3]).
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Proposition 3.3. Let A be a C∗-algebra such that K(H) ⊆A⊆ B(H) and let V, W be inner product A-modules. Let
T :V → W be an A-linear mapping. If Te is bounded for some minimal projection e, then
(i) Tf is bounded for any minimal projection f and ‖Te‖ = ‖Tf ‖,
(ii) T is bounded and ‖T ‖ = ‖Te‖.
Proof. Let e = ξ ⊗ ξ , f = η ⊗ η be minimal projections and let u = ξ ⊗ η. Then, note that f = u∗eu, we have
‖f x‖2f = (f x,f x)f = 〈f x,f x〉 = 〈u∗eux,u∗eux〉= u∗〈eux, eux〉u = u∗(eux, eux)eu = ‖eux‖2f,
hence ‖f x‖ = ‖eux‖ for all x ∈ V . Repeating the above steps we obtain ‖T (f x)‖ = ‖T (eux)‖ for all x ∈ V . Thus,
if ‖f x‖ = 1,∥∥T (f x)∥∥= ∥∥T (eux)∥∥ sup
‖ey‖=1
∥∥T (ey)∥∥= ‖Te‖
which yields ‖Tf ‖ ‖Te‖. This shows that Tf is bounded and because of symmetry ‖Tf ‖ = ‖Te‖.
To prove (ii) write
e〈T u,T u〉e = 〈T (eu), T (eu)〉= (T (eu), T (eu))e = ∥∥T (eu)∥∥2e ‖Te‖2‖eu‖2e ‖Te‖2‖u‖2e.
Thus ‖e〈T u,T u〉e‖ ‖Te‖2‖u‖2. Recall that the numerical radius w of a positive operator is equal to its norm, so
‖T u‖2 = ∥∥〈T u,T u〉∥∥= w(〈T u,T u〉)= sup
e
∥∥e〈T u,T u〉e∥∥ sup
e
‖Te‖2‖u‖2 = ‖Te‖2‖u‖2,
where supremum was taken over the set of all minimal projections and (i) was used in the last equality. So ‖T u‖
‖Te‖‖u‖, which shows ‖T ‖ ‖Te‖. Since the reverse inequality is clear, the proof is completed. 
The following lemma is proved in [10, Lemma 2.2], see also [5, Theorem 2]. For the sake of completeness we
include the proof.
Lemma 3.4. Let H and K be complex inner product spaces and T :H→K a linear ε-OP mapping, ε ∈ [0,1). Then
T is bounded and√
1 − ε
1 + ε ‖T ‖‖x‖ ‖T x‖ ‖T ‖‖x‖ (x ∈H).
Proof. We will show that for unit vectors u,v ∈H√
1 − ε
1 + ε ‖T v‖ ‖T u‖
√
1 + ε
1 − ε ‖T v‖. (7)
If u and v are linearly dependent, then (7) is satisfied (it holds for an arbitrary linear mapping T ). Hence, we may
assume that u and v are linearly independent unit vectors. Choose λ ∈ C, |λ| = 1, such that (u,λv) ∈ R. Then u+λv ⊥
u − λv and hence T u + λT v ⊥ε T u − λT v. Therefore,∣∣(T u + λT v,T u − λT v)∣∣ ε‖T u + λT v‖‖T u − λT v‖,
and by [5, Lemma 1] it follows that∣∣‖T u‖2 − ‖T v‖2∣∣ ε(‖T u‖2 + ‖T v‖2),
which gives (7). Now (7) implies that T is bounded and then that√
1 − ε ‖T ‖ ‖T u‖ ‖T ‖.
1 + ε
D. Iliševic´, A. Turnšek / J. Math. Anal. Appl. 341 (2008) 298–308 305Thus √
1 − ε
1 + ε ‖T ‖‖x‖ ‖T x‖ ‖T ‖‖x‖ (x ∈H),
and the proof is completed. 
Lemma 3.5. Let A be a C∗-algebra such that K(H) ⊆ A ⊆ B(H) and let V, W be inner product A-modules. If
T : V → W is an A-linear ε-OP mapping with some ε ∈ [0,1), then T is bounded and
1 − ε
1 + ε ‖T ‖
2〈x, x〉 〈T x,T x〉 ‖T ‖2〈x, x〉 (x ∈ V ). (8)
Proof. Let e = ξ ⊗ ξ be a minimal projection and δ =
√
1−ε
1+ε . The mapping Te : Ve → We is a linear ε-OP mapping,
so Lemma 3.4 implies that Te is bounded and
δ2‖Te‖2‖ex‖2 
∥∥Te(ex)∥∥2  ‖Te‖2‖ex‖2 (x ∈ V ). (9)
By Proposition 3.3, T is also bounded and ‖T ‖ = ‖Te‖. Rewrite (9) as
δ2‖T ‖2(〈x, x〉ξ, ξ) (〈T x,T x〉ξ, ξ) ‖T ‖2(〈x, x〉ξ, ξ),
and (8) follows. 
Corollary 3.6. Let A be a C∗-algebra such that K(H) ⊆A ⊆ B(H) and let V, W be inner product A-modules. If
T : V → W is a nonzero A-linear ε-OP mapping with some ε ∈ [0,1), then it is injective.
In the next theorem we generalize [5, Theorem 2] to the context of C∗-modules.
Theorem 3.7. Let A be a C∗-algebra such that K(H) ⊆A⊆ B(H) and let V, W be inner product A-modules. Let
T : V → W be an A-linear ε-OP mapping with some ε ∈ [0,1). Then T is bounded and
∥∥〈T x,T y〉 − ‖T ‖2〈x, y〉∥∥ 4ε
1 + ε ‖T ‖
2‖x‖‖y‖ (x, y ∈ V ).
Proof. Lemma 3.5 implies
δ2‖T ‖2〈x, x〉 〈T x,T x〉 ‖T ‖2〈x, x〉 (x ∈ V ) (10)
for δ =
√
1−ε
1+ε . By polarization,
4
(‖T ‖2〈x, y〉 − 〈T x,T y〉)= [‖T ‖2〈x + y, x + y〉 − 〈T (x + y), T (x + y)〉]
− [‖T ‖2〈x − y, x − y〉 − 〈T (x − y), T (x − y)〉]
+ i[‖T ‖2〈x + iy, x + iy〉 − 〈T (x + iy), T (x + iy)〉]
− i[‖T ‖2〈x − iy, x − iy〉 − 〈T (x − iy), T (x − iy)〉].
To simplify the notation, denote the operator on the left by 4S, and operators in square brackets by Ai , i = 1, . . . ,4.
Thus
4S = (A1 − A2) + i(A3 − A4).
From (10) it follows that Ai are positive operators. Now from −A2 A1 − A2 A1 it follows that∣∣((A1 − A2)η, η)∣∣max{‖A1‖,‖A2‖}
for any unit vector η, and then also
‖A1 − A2‖ = sup
∣∣((A1 − A2)η, η)∣∣max{‖A1‖,‖A2‖}.‖η‖=1
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‖Ai‖
(
1 − δ2)‖T ‖2(‖x‖ + ‖y‖)2  2(1 − δ2)‖T ‖2(‖x‖2 + ‖y‖2).
Finally we conclude that
4‖S‖ ‖A1 − A2‖ + ‖A3 − A4‖ 4
(
1 − δ2)‖T ‖2(‖x‖2 + ‖y‖2),
or equivalently,
∥∥〈T x,T y〉 − ‖T ‖2〈x, y〉∥∥ 2ε
1 + ε ‖T ‖
2(‖x‖2 + ‖y‖2).
Note that the left side of the latter inequality remains the same upon inserting tx and 1
t
y, t > 0, in place of x and y.
Since
min
t>0
{
‖tx‖2 +
∥∥∥∥1t y
∥∥∥∥
2}
= 2‖x‖‖y‖,
the result follows. 
4. Stability of ε-OP mappings on Hilbert K(H)-modules
It is well known that the class of Hilbert K(H)-modules is a “well-behaved” class of Hilbert C∗-modules. Results
in the sequel give some additional contributions to this observation.
Lemma 4.1. Let A=K(H) and let V , W be Hilbert A-modules. Let T : V → W be a bounded A-linear mapping. If
for m,M > 0
m‖T ‖‖x‖ ‖T x‖M‖T ‖‖x‖ (x ∈ V ),
then there exists an A-linear isometry U : V → W such that∥∥T − ‖T ‖U∥∥max{|M − 1|, |m − 1|}‖T ‖. (11)
Proof. Again consider Te : Ve → We, where e is any minimal projection. Since T is bounded, Te is also bounded and
‖Te‖ = ‖T ‖ by Proposition 3.3. Since
m‖x‖
∥∥∥∥ 1‖Te‖Tex
∥∥∥∥M‖x‖ (x ∈ Ve),
[10, Lemma 2.1] implies the existence of a linear isometry S : Ve → We such that∥∥∥∥ 1‖Te‖Te − S
∥∥∥∥max{|M − 1|, |m − 1|},
which yields∥∥Te − ‖T ‖S∥∥max{|M − 1|, |m − 1|}‖T ‖. (12)
Let Ba(V ,W) be the Banach space of all adjointable operators from V to W . By Proposition 3.3 a linear mapping
Ψ : Ba(V ,W) → B(Ve,We) given by Ψ (A) = A|Ve = Ae is an isometry, hence injective. The fact that it is also
surjective follows, with obvious modifications, as in the last part of the proof of [2, Theorem 5]. Then U = Ψ −1(S) is
adjointable, hence A-linear. Furthermore, S = Ue so S(ex) = eUx for all x ∈ V, which implies
‖eUx‖ = ∥∥S(ex)∥∥= ‖ex‖ (x ∈ V ).
Since this holds for any minimal projection e, [2, Proposition 4] yields ‖Ux‖ = ‖x‖ for all x ∈ V. Hence, U is an
isometry. Finally, (12) implies (11). 
Corollary 4.2. Let A = K(H) and let V , W be Hilbert A-modules. If a bounded A-linear mapping T : V → W is
invertible, then there exists an A-linear isometry U : V → W such that∥∥T − ‖T ‖U∥∥ ‖T ‖ − ∥∥T −1∥∥−1. (13)
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We can apply Lemma 4.1 for m = ‖T˜ −1‖−1 and M = 1. Thus there exists an A-linear isometry U : V → W such that
‖T˜ − U‖ 1 − ∥∥T˜ −1∥∥−1.
This finally yields (13). 
Corollary 4.3. Let A = K(H) and let V , W be Hilbert A-modules. If a bounded A-linear mapping T : V → W is
invertible and ‖T ‖‖T −1‖ = 1, then 〈T x,T y〉 = ‖T ‖2〈x, y〉 for all x, y ∈ V.
Proof. From ‖T ‖‖T −1‖ = 1 we get ‖T ‖ − ‖T −1‖−1 = 0. Then Corollary 4.2 implies the existence of an A-
linear isometry U : V → W such that T = ‖T ‖U. According to Proposition 2.3, 〈T x,T y〉 = ‖T ‖2〈x, y〉 for all
x, y ∈ V. 
The following theorem is a generalization of [10, Theorem 2.3]. The obtained estimate is sharp, see [10, Exam-
ple 2.4].
Theorem 4.4. Let A = K(H) and let V , W be Hilbert A-modules. Let T : V → W be an A-linear ε-OP mapping
with some ε ∈ [0,1). Then there is an A-linear isometry U : V → W such that
∥∥T − ‖T ‖U∥∥
(
1 −
√
1 − ε
1 + ε
)
‖T ‖. (14)
Proof. According to Lemma 3.5, T is bounded and√
1 − ε
1 + ε ‖T ‖‖x‖ ‖T x‖ ‖T ‖‖x‖ (x ∈ V ).
For m =
√
1−ε
1+ε and M = 1, Lemma 4.1 implies the existence of an A-linear isometry U : V → W such that (14)
holds. 
Proposition 4.5. Let A = K(H) and let V , W be Hilbert A-modules. Let ε ∈ [0,1). If T : V → W is a bounded
A-linear mapping such that∥∥〈T x,T y〉 − ‖T ‖2〈x, y〉∥∥ ε‖T ‖2‖x‖‖y‖ (x, y ∈ V ), (15)
then there exists an A-linear isometry U : V → W such that∥∥T − ‖T ‖U∥∥ (1 − √1 − ε )‖T ‖. (16)
Proof. For y = x, (15) becomes∥∥|T x|2 − ‖T ‖2|x|2∥∥ ε‖T ‖2‖x‖2 (x ∈ V ).
This implies
‖T x‖2 − ‖T ‖2‖x‖2  ε‖T ‖2‖x‖2 (x ∈ V ) (17)
and also
‖T ‖2‖x‖2 − ‖T x‖2  ε‖T ‖2‖x‖2 (x ∈ V ). (18)
From (17) and (18) we get√
1 − ε‖T ‖‖x‖ ‖T x‖√1 + ε‖T ‖‖x‖ (x ∈ V ).
Applying Lemma 4.1 for m = √1 − ε and M = √1 + ε, we conclude that there exists an A-linear isometry
U :V → W satisfying (16). 
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then there exists an A-linear isometry U : V → W such that∥∥T − ‖T ‖U∥∥ (1 − √1 − 2ε )‖T ‖.
Proof. Again, the left side of (19) remains the same after replacing x and y with tx and 1
t
y, t > 0. We use the fact
that
min
t>0
{
‖tx‖2 +
∥∥∥∥1t y
∥∥∥∥
2}
= 2‖x‖‖y‖,
so we have∥∥〈T x,T y〉 − ‖T ‖2〈x, y〉∥∥ 2ε‖T ‖2‖x‖‖y‖ (x, y ∈ V ).
It remains to apply Proposition 4.5. 
Remark 4.1. Applying [10, Lemma 2.1] instead of Lemma 4.1, we obtain some new results in the setting of (real or
complex) Hilbert spaces, that correspond to Corollaries 4.2, 4.3, 4.6 and Proposition 4.5.
In view of the obtained results, the following question is natural: Does the assertion of Lemma 4.1 (and thus the
assertions of all the subsequent results) hold for any C∗-algebra A such that K(H) ⊆A⊆ B(H)?
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