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Abstract
Consider a linear regression model and suppose that our aim is to find a confidence
interval for a specified linear combination of the regression parameters. In practice,
it is common to perform a Durbin-Watson pretest of the null hypothesis of zero
first-order autocorrelation of the random errors against the alternative hypothesis
of positive first-order autocorrelation. If this null hypothesis is accepted then the
confidence interval centred on the Ordinary Least Squares estimator is used; oth-
erwise the confidence interval centred on the Feasible Generalized Least Squares
estimator is used. We provide new tools for the computation, for any given design
matrix and parameter of interest, of graphs of the coverage probability functions of
the confidence interval resulting from this two-stage procedure and the confidence
interval that is always centred on the Feasible Generalized Least Squares estima-
tor. These graphs are used to choose the better confidence interval, prior to any
examination of the observed response vector.
Keywords and Phrases: autocorrelated errors, coverage probability, feasible gener-
alized least squares, linear regression model, restricted maximum likelihood.
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1 Introduction
Consider a linear regression model where the parameter of interest θ is a specified
linear combination of the regression parameters. Suppose that our aim is to find
a confidence interval for θ. Commonly in econometrics, for example when the re-
sponses are measured over time, the random errors in the regression model may be
autocorrelated. In the absence of autocorrelation the usual confidence interval, cen-
tred on the Ordinary Least Squares (OLS) estimator and based on the assumption
of independent errors, should be used. We call this the OLS confidence interval. Of
course, in the presence of autocorrelation, this interval is no longer valid. In this
case, it is common to estimate the first order autocorrelation ψ, assuming that the
random errors are a first order autoregressive process, and then to substitute this
estimate into the expression for the confidence interval found using generalized least
squares. We call this a feasible generalized least squares (FGLS) confidence interval.
The fact that the OLS confidence interval is preferable to the FGLS confidence
interval when ψ = 0, has led to the proposal of the following two-stage procedure.
We carry out a Durbin-Watson, or similar, pretest of the null hypothesis that ψ = 0
against the alternative hypothesis that ψ > 0. If this null hypothesis is accepted
then we use the OLS confidence interval; otherwise we use an FGLS confidence
interval. We call this the two-stage confidence interval. This confidence interval has
been proposed by Wooldridge (2016, p.381), Kennedy (2008, p.119), Anselin (2006,
pp 931-2), Verbeek (2004, p.101), Berthouex and Brown (2002, pp 368-9), Salvatore
and Reagle (2002, p.208), Giles and Giles (1993), Pokorny (1987, pp.202-7), Folmer
(1988), Griffiths and Beesley (1984), Katz (1982, pp.122-5) and Karmel and Polasek
(1977, p.355).
A problem with the two-stage procedure is that the pretest may incorrectly
accept or reject the null hypothesis, leading to a degradation in the coverage perfor-
mance of the two-stage confidence interval. An alternative to the two-stage confi-
dence interval is to always use a FGLS confidence interval. There are good reasons
for constructing the FGLS confidence interval using the restricted maximum like-
lihood estimator (REML) of ψ, see Cheang and Reinsel (2000). We will therefore
construct the FGLS confidence interval using the REML estimator of ψ.
Our aim is to compare the coverage probabilities of the two-stage and FGLS
confidence intervals. It would be nice if one could make some general statement,
such as “the FGLS confidence interval always has better coverage properties than
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the two-stage confidence interval”. Our finding, however, is that this comparison
depends crucially on the design matrix for the linear regression under consideration.
We have therefore chosen to provide the tools for the comparison of the coverage
probabilities for any given design matrix and parameter of interest. This comparison
must, of course, be carried out prior to any examination of the observed response
vector. In summary, the decision as to whether one uses the two-stage or FGLS
confidence interval is made on a case-by-case basis, depending on the design matrix
and parameter of interest at hand.
For simplicity, we have assumed that the random errors are an AR(1) process. As
noted in the Remarks section, our methodology is easily extended to the case that
the random errors are an ARMA(`1, `2) process for any given `1 and `2 (`1 +`2 > 0).
In this section we also point out that our methodology can be easily extended to
the case that the Durbin-Watson pretest is replaced by the so-called “t-statistic”.
Finally, we make some remarks about taking account of possible misspecification of
the model for the random errors and an alternative framework for the construction
of confidence intervals for θ that accounts explicitly for this misspecification. This
alternative framework includes the heteroskedasticity and autocorrelation consistent
(HAC) estimator of the correct covariance matrix of the OLS estimator.
The main result of Section 2 is that the coverage probability of the FGLS confi-
dence interval does not depend on either the regression parameters or the variance
of the random error. Consequently, for given design matrix, parameter of interest
and nominal coverage, the coverage probability of the FGLS confidence interval is a
function of ψ. The main result of Section 3 is that the coverage probability of the
two-stage confidence interval does not depend on either the regression parameters
or the variance of the random error. In fact, for given design matrix, parameter
of interest, nominal coverage and level of the Durbin-Watson pretest, the coverage
probability of the two-stage confidence interval is a function of ψ. This makes it
easy to compare the coverage probabilities of the two-stage and FGLS intervals for
any given design matrix, parameter of interest, nominal coverage and level of the
Durbin-Watson pretest. We estimate these coverage probabilities using the variance
reduction methods described in Section 4 and the Supporting Information, so that
this comparison can be quickly carried out.
Figure 1 presents graphs of the coverage probability functions of the FGLS and
two-stage confidence intervals, each with nominal coverage 0.95, for two real life data
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examples. The coverage probability for each given value of ψ ∈ {0, 0.07, 0.14, . . . , 0.98}
was estimated using 50,000 simulation runs that employ the variance reduction
methods described in Section 4 and the Supporting Information. The vertical bars
in Figure 1 are approximate 95% confidence intervals for the coverage probabilities
estimated for each value of ψ. The computations for this paper were carried out
using R programs and packages.
The top panel is for the chicken demand example considered on p.333 of Stu-
denmund (2006) and based on the data in Table 6.2 on p.189. In this example, the
response is Yt, the per capita chicken consumption (in pounds) in year t, and the
model is
Yt = β1 + β2 PCt + β3 PBt + β4 Y Dt + et,
where PCt is the price of chicken (in cents per pound), PBt is the price of beef
(in cents per pound), Y Dt is the U.S. per capita disposable income (in hundreds of
dollars) and et denotes the random error in year t. For the top panel of Figure 1,
the parameter of interest is β3.
The bottom panel is for the defense spending example considered on p.342 of
Studenmund (2006) and based on the data in Table 9.1 on pp.343–344. In this
example, the linear regression model is
log(SDt) = β1 + β2 log(USDt) + β3 log(SYt) + β4 log(SPt) + et,
where SDHt is the CIA’s “high” estimate of Soviet defense expenditure (billions
of 1970 rubles), USDt is U.S. defense expenditure (billions of 1980 dollars), SYt is
Soviet GNP (billions of 1970 rubles), SPt is the ratio of the number of USSR nuclear
warheads (NRt) to the number of U.S. nuclear warheads (NUt) and et denotes the
random error in year t. For the bottom panel of Figure 1, the parameter of inter-
est is β4. In both cases, the FGLS confidence interval outperforms the two-stage
confidence interval, in terms of coverage probability. The resulting recommenda-
tion is that the FGLS confidence interval should be used, instead of the two-stage
confidence interval.
In Section 6 we provide two further examples of the comparison of the cover-
age probabilities of the FGLS and two-stage confidence intervals. In Section 7 we
describe the gains in simulation efficiency achieved using the variance reduction
methods described in Section 4 and the Supporting Information in the context of
the examples described in Figures 1 and 2.
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Figure 1: The top panel presents graphs of the coverage probability functions for the
FGLS and two-stage confidence intervals, each with nominal coverage 0.95, for the chicken
demand example. The bottom panel presents graphs of the coverage probability functions
for these confidence intervals and the same nominal coverage, for the defense spending
example.
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2 The OLS and FGLS confidence intervals
Consider the linear regression model
y = Xβ + e
where y is a n-vector of responses, X is an n× p known design matrix with linearly
independent columns (n > p), β is an p-vector of unknown parameters, e is an n-
vector of zero-mean random errors. We suppose that {et} is a zero-mean strictly
stationary first order autoregressive (AR(1)) process satisfying
et = ψ et−1 + ut
for all integer t, where ψ is an unknown parameter satisfying 0 ≤ ψ < 1, the ut’s are
independent and identically normally distributed with zero mean. Let σ2 = E(e2t ),
an unknown positive parameter. The restriction to non-negative values of ψ is
very reasonable for many econometric data sets (see e.g. Wooldridge, 2016, p.378).
Suppose that the parameter of interest is θ = a′ β, where a is a specified non-zero
p-vector. Let our aim be to find a confidence interval for θ with minimum coverage
probability 1− α. Henceforth, suppose that the design matrix X, a (which is used
in the definition of the parameter of interest θ) and 1− α are given.
The covariance matrix of e is σ2G(ψ), where G(ψ) is an n × n matrix with
(i, j)’th element ψ|i−j|. Suppose, for the moment, that ψ is known. The standard
estimator of β is β̂(ψ) =
(
X ′G−1(ψ)X
)−1
X ′G−1(ψ) y. The resulting estimator of θ is
θ̂(ψ) = a′β̂(ψ). Let σ̂2(ψ) =
(
y−Xβ̂(ψ))′G−1(ψ)(y−Xβ̂(ψ))/m, where m = n−p.
In other words, β̂(ψ), θ̂(ψ) and σ̂2(ψ) denote the generalized least squares estimators
of β, θ and σ2, respectively. Also let v(ψ) = V ar
(
θ̂(ψ)
)
/σ2 = a′
(
X ′G−1(ψ)X
)−1
a.
Let [a ± b] denote the interval [a − b, a + b] (b > a). For ψ known, the standard
confidence interval for θ, with coverage 1− α, is
J(ψ) =
[
θ̂(ψ)± tm,1−α/2 (v(ψ))1/2 σ̂(ψ)
]
,
where the quantile tm,p is defined as P (T ≤ tm,p) = p for T ∼ tm. For ψ = 0,
this confidence interval reduces to the usual confidence interval for θ, with coverage
1−α, centred on the ordinary least squares (OLS) estimator. We call this the OLS
confidence interval. When ψ is unknown we replace it by the restricted maximum
likelihood (REML) estimator ψ̂REML in J(ψ) to obtain the feasible generalized least
squares (FGLS) confidence interval J
(
ψ̂REML
)
. In Appendix A, we describe three
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estimators of ψ, including ψ̂REML. Let e
† = e/σ, so that e† ∼ N(0, G(ψ)). The
following theorem, proved in Appendix A, is the main result of this section.
Theorem 1. The three estimators ψ̂, ψ̂ML and ψ̂REML described in Appendix A are
all functions of e†. For both ψ˜ = 0 and ψ˜ one of these three estimators of ψ, the
event
{
θ ∈ J(ψ˜)} is equal to the event{(
b(ψ˜)
)′
e† ∈
[
0± tm,1−α/2
(
v(ψ˜)
)1/2 (
w(e†, ψ˜)
)1/2]}
, (1)
where
w(e†, ψ) =
1
m
(
e†
)′
G−1(ψ)
(
I −X (X ′G−1(ψ)X)−1X ′G−1(ψ)) e†(
b(ψ)
)′
= a′
(
X ′G−1(ψ)X
)−1
X ′G−1(ψ).
Consequently, P
(
θ ∈ J(ψ̂)), P(θ ∈ J(ψ̂ML)) and P(θ ∈ J(ψ̂REML)) are functions of
ψ.
This theorem allows us to easily carry out a numerical comparison of the coverage
probability functions of the confidence intervals J(ψ̂), J(ψ̂ML) and J(ψ̂REML) for any
given design matrix X, a (which is used in the definition of the parameter of interest
θ) and 1−α (the desired minimum coverage probability) are given. These coverage
probabilities do not depend on either β or σ2 and are determined solely by ψ.
We compared these coverage probability functions for the same X, a and 1 − α
as those considered in Figure 1. We found that, in terms of coverage probability,
J(ψ̂REML) performs better than J(ψ̂ML), and J(ψ̂ML) performs better than J(ψ̂). This
finding provides support for the choice we made earlier to always construct the FGLS
confidence interval using the REML estimator of ψ.
3 The two-stage confidence interval
The Durbin-Watson test statistic is
d̂ =
∑n
i=2 (ri − ri−1)2∑n
i=1 r
2
i
,
where ri is the i’th component of the vector r =
(
I −X(X ′X)−1X ′) e of residuals
from the model fitted by OLS. It may be shown that
d̂ =
r′B r
r′ r
,
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where
B =

1 −1 0 · · · · · · 0
−1 2 . . . . . . ...
0
. . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
...
. . . . . . 2 −1
0 · · · · · · 0 −1 1

.
Dividing the numerator and denominator of this expression for d̂ by σ2, we find that
the Durbin-Watson test statistic
d̂ =
(
r†
)′
B r†(
r†
)′
r†
, (2)
where r† = r/σ, so that r† =
(
I − X(X ′X)−1X ′) e†. We use this test statistic as
follows to test the null hypothesis that ψ = 0 against the alternative hypothesis that
ψ > 0. If d̂ > c(α˜) then we accept this null hypothesis; otherwise we reject this
null hypothesis. Here c(α˜) is defined to be the value of c such that under the null
hypothesis P (d̂ ≤ c) = α˜, a specified test size. The method used to compute c(α˜) is
described in Appendix B. Henceforth, suppose that α˜ is given.
Consider the following two-stage procedure. We carry out a Durbin-Watson
pretest of the null hypothesis that ψ = 0 against the alternative hypothesis that
ψ > 0. If this null hypothesis is accepted then we use the OLS confidence interval,
with nominal coverage 1 − α; otherwise we use an FGLS confidence interval, with
nominal coverage 1−α. We call this the two-stage confidence interval, with desired
minimum coverage 1− α, and we denote it by K. In other words,
K =
{
J(0) if d̂ > c(α˜)
J(ψ̂REML) otherwise.
The following theorem, which is the main result of this section, is proved in
Appendix B using Theorem 1 and the expression (2) for the Durbin-Watson statistic
d̂.
Theorem 2. The coverage probability of the two-stage confidence interval K, P (θ ∈
K), is a function of ψ.
Using this theorem, we can easily carry out a numerical comparison of the cov-
erage probability functions of the FGLS confidence interval J(ψ̂REML) and the two-
stage confidence interval K, for the same values of X, a and 1− α. These coverage
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probabilities do not depend on either β or σ2 and are determined solely by ψ. As
described in the two next sections, we compute these coverage probability functions
by simulation.
4 Computation of the coverage probability of the
FGLS confidence interval by simulation
We may compute the coverage probability of the FGLS confidence interval J(ψ̂REML)
using “brute force” simulation as follows. Suppose that we carry out M independent
simulation runs. On the k’th simulation run we compute an observation of e† and
then record whether or not the event (1) occurs. The total number of occurrences
of this event has a Binomial(M, p) distribution, where p = P (θ ∈ J(ψ̂REML)). The
estimator of p and its standard error are found using the well-known properties of
this distribution.
However, a better way to compute this coverage probability by simulation is to
use variance reduction as follows. Let
1(B) =
{
1 if B is true
0 if B is false,
where B is an arbitrary statement. Also let
h(e†, ψ) = 1
((
b(ψ)
)′
e† ∈
[
0± tm,1−α/2
(
v(ψ)
)1/2 (
w(e†, ψ)
)1/2])
, (3)
so that, by Theorem 1, P
(
θ ∈ J(ψ̂REML)
)
= E
(
h(e†, ψ̂REML)
)
. We expect that, with
probability close to 1, h(e†, ψ̂REML) will be close to h(e†, ψ), particularly for large
n. Note that E
(
h(e†, ψ)
)
= 1 − α. This motivates our use of h(e†, ψ) as a control
variate. Therefore
P
(
θ ∈ J(ψ̂REML)
)
= 1− α + E
(
h
(
e†, ψ̂REML
)− h(e†, ψ)).
We expect that V ar
(
h
(
e†, ψ̂REML
)−h(e†, ψ)) will be much less than V ar(h(e†, ψ̂REML)),
particularly for large n. The resulting computation of P
(
θ ∈ J(ψ̂REML)
)
by simula-
tion is as follows. Suppose that we carry out M independent simulation runs. On
the k’th simulation run we compute an observation of e† and then record the value of
h
(
e†, ψ̂REML
)−h(e†, ψ). Then 1−α+ (sample mean of these values) is the estimate
of P
(
θ ∈ J(ψ̂REML)
)
, with standard error
(
(sample variance of these values)
/
M
)1/2
.
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5 Computation of the coverage probability of the
two-stage confidence interval by simulation
We may compute the coverage probability of the two-stage confidence interval K
using “brute force” simulation as follows. Suppose that we carry out M independent
simulation runs. On the k’th simulation run we compute an observation of e† and
then record if the event {θ ∈ K} occurs. The total number of occurrences of this
event has a Binomial(M, p) distribution, where p = P (θ ∈ K). The estimator of p
and its standard error are found using the well-known properties of this distribution.
However, a better way to compute this coverage probability by simulation is to use
the variance reduction method described in the Supporting Information.
6 Two more examples of the comparison of the
coverage probabilities of the FGLS and two-
stage confidence intervals
Figure 2 presents graphs of the coverage probability functions of the FGLS and two-
stage confidence intervals for two real life data examples. Both of these confidence
intervals have nominal coverage 0.95. The coverage probability for each given value
of ψ ∈ {0, 0.07, 0.14, . . . , 0.98} was estimated using 50,000 simulation runs that
employ the variance reduction methods described in Section 4 and the Supporting
Information. The vertical bars in Figure 2 are approximate 95% confidence intervals
for the coverage probabilities estimated for each value of ψ.
The top panel of Figure 2 is for the fish demand example considered on p.334
Studenmund (1992) and based on the data in Table 8.1 on p.290, which was obtained
from Historical Statistics of the US, Colonial Times to 1970 part 1. In this example,
the linear regression model is
Ft = β1 + β2RPt + β3 log(Y dt) + β4Dt + et,
where Ft is the average pounds of fish consumed per capita in year t, RPt is the price
of fish relative to beef in year t, Y dt is the real per capita disposable income in year t
(in billions of dollars), Dt is a dummy variable equal to zero in years before 1966 and
one afterwards and et denotes the random error in year t. For this panel of Figure 2,
the parameter of interest is β3. This panel provides an illustration of the case that,
while the FGLS confidence interval outperforms the two-stage confidence interval in
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terms of the coverage probability function, the coverage probability performance of
both of these intervals drops substantially as ψ approaches 1.
The bottom panel of Figure 2 is for consumption of ice cream example considered
on p.104 Verbeek (2004). This data is listed by Hildreth and Lu (1960) and consists
of 30 four-weekly observations from 18 March 1951 to 11 July 1953. In this example,
the response is yt, the consumption of ice cream per head (pints) at time t (measured
in consecutive four-weekly segments), and the model is
yt = β1 + β2Xt1 + β3Xt2 + β4Xt3 + et,
where Xt1 is the average family income per week (in US Dollars), Xt2 is the price of
ice cream (per pint), Xt3 is the average temperature (in Fahrenheit) and et denotes
the random error at time t. For this panel of Figure 2, the parameter of interest
is β3. This panel provides yet another illustration of the case that the FGLS confi-
dence interval outperforms the two-stage confidence interval in terms of the coverage
probability function. This panel also provides an illustration of the case that both
the FGLS and two-stage confidence intervals have coverage probability very close to
the nominal coverage 0.95 for ψ = 0.
7 Efficiency of the simulation methods that use
variance reduction
All of the computations reported in this paper were carried out on a PC with
Intel i7 CPU and 32Gb of RAM. The coverage probabilities of the FGLS and two-
stage confidence intervals, each with nominal coverage 0.95, were computed using
50,000 simulation runs, with the variance reductions described in Section 4 and the
Supporting Information, for each ψ ∈ {0, 0.07, 0.14, . . . , 0.98} and for both panels
of both figures. The use of variance reduction has greatly increased the efficiency of
the computations of the graphs shown in both Figures 1 and 2.
To assess the improvement in the efficiency of these computations, we also com-
puted the coverage probabilities of the FGLS and two-stage confidence intervals,
each with nominal coverage 0.95, using 50,000 simulation runs, without variance
reduction, for each ψ ∈ {0, 0.07, 0.14, . . . , 0.98} and for both panels of both figures.
Using the standard measure of relative efficiency given e.g. on p.51 of Hammersley
and Handscomb (1964), we then found the computation time required to estimate
these coverage probabilities with the same accuracy (i.e. with the same standard
11
Figure 2: The top panel presents graphs of the coverage probability functions for the
FGLS and two-stage confidence intervals, each with nominal coverage 0.95, for the fish de-
mand example. The bottom panel presents graphs of the coverage probability functions for
these confidence intervals, and the same nominal coverage, for the ice cream consumption
example.
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error) as when the variance reduction methods described in Section 4 and the Sup-
porting Information were employed. The results of these computations are presented
in Tables 1 and 2 below, which concern the FGLS and two-stage confidence inter-
vals, respectively. In Table 1 variance reduction leads to the computer times being
reduced by factors ranging between 1.75 to 2.82. In Table 2 variance reduction leads
to the computer times being reduced by factors ranging between 2.15 to 3.48.
Table 1: Computation times for simulation estimates, with the same accu-
racy, of the coverage probabilities of the FGLS confidence interval for each ψ ∈
{0, 0.07, 0.14, . . . , 0.98}, with and without the variance reduction described in Sec-
tion 4.
With variance reduction Without variance reduction
Fig.1 top panel 82 mins 208 mins
Fig.1 bottom panel 51 mins 102 mins
Fig.2 top panel 103 mins 180 mins
Fig.2 bottom panel 115 mins 324 mins
Table 2: Computation times for simulation estimates, with the same accuracy,
of the coverage probabilities of the two-stage confidence interval for each ψ ∈
{0, 0.07, 0.14, . . . , 0.98}, with and without the variance reduction described in Sec-
tion 5.
With variance reduction Without variance reduction
Fig.1 top panel 81 mins 282 mins
Fig.1 bottom panel 53 mins 134 mins
Fig.2 top panel 118 mins 268 mins
Fig.2 bottom panel 118 mins 254 mins
8 Remarks
Remark 8.1. The R programs used to compute the coverage probabilities of the FGLS
and two-stage confidence intervals, using simulation with the variance reduction
methods described in Section 4 and the Supporting Information, were checked for
correctness in the following two ways, for all of the examples considered in the
paper. Firstly, these coverage probabilities were computed by simulation, without
variance reduction, using simulations of e† and the expression (1) with ψ˜ replaced
by ψ̂REML and 0, respectively, as appropriate. Secondly, these coverage probabilities
were also computed by simulation, without variance reduction, using simulations of
y = Xβ+e for the particular case that β = 0 (which implies that θ = 0) and σ2 = 1.
13
Remark 8.2. Straightforward analogues of Theorem 2 and the variance reduction
methods described in the Supporting Information hold if we replace the Durbin-
Watson test statistic by the so-called “t-statistic”
ψ̂(
1
n−2
∑n
t=2
(
rt − ψ̂ rt−1
)2/∑n−1
s=1 r
2
s
)1/2 ,
where ψ̂ is the estimator of ψ described in Appendix A.
Remark 8.3. Theorems 2.1 and 3.2 and the variance reduction method described in
Section 4 extend in the obvious way to the case that {et} is assumed to be an an
ARMA(`1, `2) process for any given `1 and `2 (`1 + `2 > 0).
Remark 8.4. The framework that we use for the construction of confidence intervals
for θ does not preclude the consideration of misspecification of the model for the
autocorrelations of the random errors. We expect that for moderate levels of mis-
specification and moderate sample sizes, the result will be a negligible change in the
performance of the confidence interval for θ constructed assuming that there is no
misspecification. Such an assertion can easily be checked using a sensitivity analysis
in which the actual data generating process for the random errors is not included in
the assumed family of parametric models.
Remark 8.5. An alternative framework for the construction of confidence inter-
vals for θ is to use a confidence interval centred on the OLS estimator, but with
the correct standard error estimated using a heteroskedasticity and autocorrelation
consistent (HAC) estimator (see e.g. Andrews, 1991). A remarkable feature of this
estimator is that it is consistent for virtually arbitrary autocorrelations. One should,
however, not lose sight of the fact that the OLS estimator is typically inefficient by
comparison with competitors of the type described by Wooldridge (2016, p.390).
Also, confidence intervals based on this estimator and standard error estimated by
HAC can perform poorly, in terms of coverage probability, for moderate values of
n. In this alternative framework there seems to be little motivation for carrying out
any preliminary hypothesis test.
9 Discussion
It is common in applied econometrics to carry out preliminary data-based model
selection, using preliminary hypothesis tests or minimizing a criterion such as the
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Akaike Information Criterion. This is frequently followed by the construction of a
confidence interval for a scalar parameter of interest, using the same data, based
on the assumption that the selected model had been given to us a priori, as the
true model. This assumption is false because (a) the preliminary model selection
sometimes chooses the wrong model and (b) the data used to choose the model is re-
used for the construction of the confidence interval without due acknowledgement.
It is important to delineate those models and model selection procedures for which
the post-model-selection confidence interval has poor coverage properties. A review
of some of the literature that carries out this delineation is provided by Kabaila
(2009). Kabaila, Mainzer and Farchione (2015, 2017) and the present paper extend
this delineation project to model selection procedures that are of particular interest
in the field of econometrics.
In the present paper we consider a preliminary data-based selection of a time
series model for the random errors in a linear regression model. We provide the
tools needed to assess the effect of this preliminary model selection on the coverage
probability of a confidence interval for a given linear combination of the regression
parameters and a given design matrix. The first tool is to show that the coverage
probabilities of both the FGLS and two-stage confidence intervals do not depend
on either the regression parameter vector or the variance of the random error. The
second tool is to provide methods of variance reduction for the simulations used
to estimate these coverage probability functions, leading to the provision of these
estimates in a reasonable amount of time. Our proposal is that this assessment
be carried out on a case-by-case basis for each given design matrix and parameter
of interest. Since this assessment is carried out prior to the examination of the ob-
served response vector, it can validly be used to decide whether the FGLS confidence
interval or the two-stage confidence interval should be used.
Appendix A: FGLS confidence intervals
The three estimators of ψ considered
We consider three estimators of ψ. The first of these is
ψ̂ =
∑n
t=2 rt rt−1∑n
t=1 r
2
t
,
where rt is the t’th component of the vector r =
(
I −X(X ′X)−1X ′) e of residuals
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from the model fitted by OLS. This estimator is the sample first order autocorrela-
tion of the residuals from this fitted model.
The second estimator is ψ̂ML, the maximum likelihood estimator of ψ, is obtained
(see e.g. Cooper and Thompson, 1977) by maximizing
− n
2
log
(
S
(
β̂(ψ), ψ
)
n
)
− 1
2
log (|G(ψ)|) (A.1)
with respect to ψ ∈ [0, 1), where S(β, ψ) = (y −Xβ)′G−1(ψ) (y −Xβ). The third
estimator is ψ̂REML, the restricted maximum likelihood estimator of ψ, is obtained
(see e.g. Cheang and Reinsel, 2000) by maximizing
− m
2
log
(
S
(
β̂(ψ), ψ
)
m
)
− 1
2
log(|G(ψ)|)− 1
2
log
(|X ′G−1(ψ)X|) (A.2)
with respect to ψ ∈ [0, 1).
Proof of Theorem 1
Let e† = e/σ and note that e† ∼ N(0, G(ψ)). We show that ψ̂, ψ̂ML and ψ̂REML
are all functions of e†. Let r† = r/σ, so that r† =
(
I −X(X ′X)−1X ′) e†. Division
of the numerator and denominator of the expression for ψ̂ by σ2 shows that
ψ̂ =
∑n
t=2 r
†
t r
†
t−1∑n
t=1
(
r†t
)2 .
In other words, ψ̂ is a function of e†.
The proofs that ψ̂ML and ψ̂REML are functions of e
† are almost identical and so
we present only the proof for ψ̂ML. It follows from
y −X β̂(ψ) =
(
I −X(X ′G−1(ψ)X)−1X ′G−1(ψ)) e
that
S
(
β̂(ψ), ψ
)
= (y −Xβ̂(ψ))′G−1(ψ) (y −Xβ̂(ψ))
= e′G−1(ψ)
(
I −X(X ′G−1(ψ)X)−1X ′G−1(ψ)) e.
Thus
S
(
β̂(ψ), ψ
)
σ2
=
(
e†
)′
G−1(ψ)
(
I −X(X ′G−1(ψ)X)−1X ′G−1(ψ)) e†,
where σ2 denotes the true parameter value. Now the criterion (A.1) is equal to
−n
2
log
(
S
(
β̂(ψ), ψ
)
nσ2
)
− n
2
log
(
σ2
)− 1
2
log (|G(ψ)|) ,
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where σ2 denotes the true parameter value. Thus maximizing (A.1) with respect to
ψ ∈ [0, 1) is equivalent to maximizing
−n
2
log
(
S
(
β̂(ψ), ψ
)
nσ2
)
− 1
2
log (|G(ψ)|) ,
with respect to ψ ∈ [0, 1), where σ2 denotes the true parameter value. Consequently,
ψ̂ML is a function of e
†.
Suppose that ψ˜ is one of the three estimators ψ̂, ψ̂ML and ψ̂REML of ψ. Also
suppose that the nominal coverage, 1− α, of the confidence interval J(ψ˜) is given.
Then {
θ ∈ J(ψ˜)} = {θ ∈ [θ̂(ψ˜)± tm,1−α/2 (v(ψ˜))1/2 σ̂(ψ˜)]}
=
{
θ̂(ψ˜)− θ
σ
∈
[
0± tm,1−α/2
(
v(ψ˜)
)1/2 σ̂(ψ˜)
σ
]}
=
{
a′
(
β̂(ψ˜)− β
σ
)
∈
[
0± tm,1−α/2
(
v(ψ˜)
)1/2 σ̂(ψ˜)
σ
]}
.
Since σ̂2(ψ) = S
(
β̂(ψ), ψ
)/
m,
σ̂2(ψ) =
1
m
e′G−1(ψ)
(
I −X(X ′G−1(ψ)X)−1X ′G−1(ψ))e.
Therefore,
σ̂2(ψ˜) =
1
m
e′G−1(ψ˜)
(
I −X(X ′G−1(ψ˜)X)−1X ′G−1(ψ˜))e
Hence
σ̂2(ψ˜)
σ2
=
1
m
(e†)′G−1
(
ψ˜)
(
I −X(X ′G−1(ψ˜)X)−1X ′G−1(ψ˜)) e†
= w(e†, ψ˜).
Also note that
a′
(
β̂(ψ˜)− β
σ
)
= (b(ψ˜))′ e†.
Thus the event
{
θ ∈ J(ψ˜)} is equal to (1).
Appendix B: The two-stage confidence interval
Computation of P
(
d̂ > c
)
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The cutoff c(α˜) is defined to be the value of c such that, under the null hypothesis
ψ = 0, P (d̂ ≤ c) = α˜, a specified test size. Observe that
P
(
d̂ > c
)
= P
((
r†
)′
B r†(
r†
)′
r†
> c
)
= P
((
r†
)′
(B − cI) r† > 0
)
= P
(
(e†)′
(
I −X(X ′X)−1X ′) (B − cI ) (I −X(X ′X)−1X ′) e† > 0)
where e† ∼ N(0, G(ψ)). We compute the P(d̂ > c) using the method of Imhof
(1961). This is done using the Imhof function in the CompQuadForm package in R.
We compute
(
X ′X
)−1
using the QR decomposition of X.
Proof of Theorem 2
Observe that{
θ ∈ K} = ({θ ∈ K} ∩ {H0 accepted}) ∪ ({θ ∈ K} ∩ {H0 rejected})
=
({
θ ∈ J(0)} ∩ {d̂ > c(α˜)}) ∪ ({θ ∈ J(ψ̂REML)} ∩ {d̂ ≤ c(α˜)}).
Now
{
θ ∈ J(0)} is equal to (1) with ψ˜ = 0, {θ ∈ J(ψ̂REML)} is equal to (1) with ψ˜
replaced by ψ̂REML, ψ̂REML is a function of e
† (by Theorem 1) and the Durbin-Watson
test statistic d̂ satisfies (2). Hence whether or not the event {θ ∈ K} occurs is
determined by the random vector e†, which has an N(0, G(ψ)) distribution. Thus
P (θ ∈ K) is a function of ψ.
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