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The present thesis contributes to the control literature in the following four topics:
(1) Relay analysis for a class of servo systems, (2) Tuning of lead/lag compen-
sators, (3) Multiloop gain margins and PID stabilization, and (4) Multiloop phase
margins.
Relay analysis is to determine whether or not the limit cycle exists for a given
plant, and if so, to reveal the relationship between the amplitude/period of the limit
cycle and the plant parameters. In this thesis, complete results on the uniqueness
of solutions, existence and stability of the limit cycles are established for a class of
servo plants described by G(s) = Ke−Ls/(s(s+a)) under a relay feedback using the
point transformation method and the Poincare map. Newton-Raphson’s method
is used for determining the amplitude and period of a stable limit cycle from the
plant parameters.
Identifying its transfer function from the limit cycle observed for the above
servo plant and designing a proper lead/lag/PD controller are the other side of
the problem, and called relay auto-tuning. Closed-form formulas are obtained
for directly computing the plant parameters from a limit cycle in time domain,
vii
Summary viii
and an analytical technique is developed for tuning lead/lag/PD compensators for
minimization of the integral squared error (ISE) instead of normally used gain and
phase margins. A real time implementation of the proposed method on a DC motor
is made to show its eﬀectiveness. In a more general case for the tuning of phase
lead compensators with speciﬁcations of gain and phase margins, a simple graphical
method is proposed, which can achieve the given margins exactly regardless of the
plant order, time delay or damping nature. The method transforms the problem of
solving a set of nonlinear coupled equations into ﬁnding the intersection points of
two graphs plotted using the frequency response information of the plant only. The
solvability of the problem can be easily observed from the plot because it is related
to the existence and number of intersection points of two graphs. A criterion is also
established to decide the right one from possible multiple intersection solutions.
The eﬀectiveness of the method is then demonstrated with an example.
Loop gain margins of a multivariable system are deﬁned as the allowed per-
turbation ranges of gains for each loop such that the closed-loop system remains
stable. A more general case is the problem of determining the parameter ranges
of multi-loop proportional-integral-derivative (PID) controllers which stabilize a
given process. An eﬀective computational scheme is established by converting
the considered problem to a quasi-LMI problem connected with robust stability
test. The descriptor model approach is employed together with linearly parameter-
dependent Lyapunov function method. Numerical examples are given for illustra-
tion. The results are believed to facilitate real time tuning of multi-loop PID
controllers for practical applications.
Summary ix
Loop phase margins of a multivariable system are deﬁned as the allowable
individual loop phase perturbations within which stability of the closed-loop system
is guaranteed. Two approaches using time and frequency domain information are
proposed for computing the loop phase margins. The time domain algorithm is
composed of two steps: Firstly, ﬁnd the stabilizing ranges of loop time delays
using delay-dependent stability criteria; Secondly, convert these stabilizing ranges
of loop delays into respective loop phase margins by multiplying a ﬁxed frequency.
The frequency domain algorithm makes use of unitary mapping between frequency
responses of the system output and input, which is then converted, using the
Nyquist stability analysis, to a simple constrained optimization problem solved
numerically with the Lagrange multiplier and Newton-Raphson method. This
frequency domain approach provides exact loop phase margins and thus improves
the LMI results obtained by time domain algorithm, which could be conservative.
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Since emerged in 1940s, control theory has been well developed and broadly applied
in engineering practice. Fruitful results and great achievements have made it a real-
ity that one can deal with not only the single-input-single-output (SISO)/linear/deter-
mined system but also the multi-input-multi-output (MIMO)/nonlinear/uncertain
system. Nevertheless, some problems remain open and their solutions are sought.
A. Relay Analysis for A Class of Servo Plants
Relay feedback forms one important class of nonlinear systems which can cause
complex nonlinear behaviors. Early relay analysis can be traced to 1950-60s,
and afterwards, two basic approaches emerged: one is the time domain approach
(Hamel, 1949; Bohn, 1961; Chung and Atherton, 1966) and the other is the fre-
quency domain approach (Tsypkin, 1958). Although the solution procedures of
Hamel and Tsypkin are almost identical, the frequency domain approach is more
1
Chapter 1. Introduction 2
popular in engineering practice because of its ease of manipulation. With A-
function and incremental gain (Atherton, 1975), a limit cycle can be determined
as well as its stability. However, as a general method for relay analysis, the fre-
quency domain approach also has some limitations in itself. Firstly, the frequency
domain methods, namely A-function and the Tsypkin Locus, which are used for
the limit cycle solution, can only provide the necessary conditions. It is diﬃcult to
prove suﬃciency in frequency domain as the consideration of initial conditions is
not an easy task. Due to this constraint, the frequency domain methods presume
that a limit cycle occurs at two consecutive switching instants without considera-
tion of possible sliding mode or chattering, which was later studied by Johansson
et al. (1999). Secondly, the conditions are usually expressed as a summation of
inﬁnite items. One has to ﬁnd a sum for a large number of terms to verify the
existence or stability of a limit cycle. Although a closed form expression is avail-
able for low-order systems (Moeini and Atherton, 1997), the frequency of the limit
cycle still needs to be determined by numerical methods or graphics of A-locus
(Atherton, 1975). It is certainly desirable to ﬁnd both necessary and suﬃcient
conditions on the existence and stability of limit cycles for relay feedback systems,
as well as to give such conditions explicitly in terms of system parameters without
any requirement on numerical or graphical computation. This is very diﬃcult in
general but may become manageable for special classes of plants. Recently, Lin
et al. (2004b) provided necessary and suﬃcient conditions on the uniqueness of
solutions, existence and stability of limit cycles as well as its amplitude and period
for a ﬁrst-order delay plant under relay feedback, where with the help of the point
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transformation method, their conditions are given in terms of the parameters of
system transfer function. Thus, one can easily determine whether the limit cy-
cle will occur, whether it is stable, as well as its period and amplitude by simple
inspection of the transfer function without any computation. It seems that Lin
et al.’s method may be elaborated to address to a second-order servo system and
further results can be obtained.
B. Tuning of Lead/Lag Compensators
In control engineering, a notable modern and wide application of relay analysis
is in control system auto-tuning. This application has become an active research
area over the last two decades, see A˚stro¨m and Ha¨gglund (1984), A˚stro¨m and
Ha¨gglund (1988), and Wang et al. (2003) and references therein. This is because
a limit cycle usually occurs for a linear system under relay feedback which pro-
vides some crucial system properties, from which control system tuning can be
performed. Actually, auto-tuning is composed of two parts: system identiﬁcation
(modeling part) and controller design (tuning part). For the modeling part, the
describing function method is usually used to approximate relay properties in most
of the existing auto-tuning methods, where the process frequency response at the
ultimate frequency can be estimated and ﬁtted to ﬁnd the unknown parameters
of the system transfer function when necessary. Although they greatly facilitate
the modeling part of auto-tuning, modeling error is inevitable as the describing
function method is an approximation and can never give precise results even in
noiseless case. Moreover, the frequency response at the single point, the ultimate
frequency, is insuﬃcient to determine transfer function model with three or more
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parameters. Wang et al. (1999a) proposed a simple approach to generate a multi-
frequency excitation signal with relay where the proposed mechanism is to combine
a pure relay with a relay plus integrator. Based on this re;ay experiment, a step
response model was identiﬁed. However, it would not be applicable to an integrat-
ing plant, because the double integrating scenario could render the relay feedback
control system to become unstable. In such a case, some additional test on or
prior knowledge of the system is needed to enable and complete the modeling. In
particular, Atherton and Boz (1997) proposed an auto-tuning method based on the
describing function for phase lead compensators. But, if time delay is signiﬁcant,
their modeling errors become unacceptable. Loh et al. (2004) proposed a hystere-
sis relay method which can estimate process frequency response by iterations on
hysteresis size and then determine lead/lag compensators using Ogata’s method
(2002). But its modeling part is quite time consuming. For the tuning part, most
works on auto-tuning are for proportional-integral-derivative (PID) controllers only
(Majhi and Atherton, 1999; Atherton and Majhi, 1998; Ho et al., 1995; Fung et
al., 1998; Wang and Cluett, 1997; Wang et al., 1995). Little attention has been
directed to lead/lag compensators which is the second most popular controller
used in industry. Note that these PID auto-tuning methods may not be applied
in lead/lag compensators eﬀectively. This is because unlike PID controllers where
all the parameters appear linearly, lead/lag compensators have some parameters
in both numerator and denominator of its transfer function and analytical tuning
formulas are not easily available. Consequently, it is important to develop a new
auto-tuning technique for lead/lag compensators with good performance but no
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approximation. This may be achievable for a second-order servo system, where the
system model can be identiﬁed by the characteristics of the limit cycle occurred
and controller parameters can be determined from the index of some optimization.
As for a general plant, the tuning of lead/lag compensators is usually based on
the speciﬁcation of both gain and phase margins to get a good performance and
robustness. In this context, several tuning methods have been reported (Yeung et
al., 1998; Yeung and Lee, 2000; Ogata, 2002), and Ogata’s method remains the
best known and is most broadly employed among all of them. However, owing
to the trial-and-error nature in Ogata’s method, gain and phase margins cannot
be satisﬁed exactly, and errors are signiﬁcant in many cases. To the best of our
knowledge, there is no method available to design a lead/lag compensator so to
achieve both gain and phase margins exactly. In view of its great popularity of the
lead/lag compensator which is only second to PID controllers, their tuning deﬁ-
nitely deserves much more research attention, having noticed that PID controller
tuning has attracted remarkable activities recently (Wang, 2005a). Since the ma-
jor tuning diﬃculty lies in the nonlinearity and coupling of lead/lag parameters,
graphical method may be applicable to ﬁnd solutions apparently.
C. Multiloop Gain Margins and PID Stabilization
PID controllers have dominated industrial applications for more than ﬁfty years
because of their simplicity in controller structure, robustness to modeling errors
and disturbances, and the availability of numerous tuning methods (A˚stro¨m and
Hagglund, 1995; Bryant and Yeung, 1996). Stability analysis of SISO PID systems
is straightforward since the gain and phase margins are well deﬁned and can be
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easily determined graphically or numerically with help of the Nyquist curve of
the open loop transfer function. For MIMO systems, the generalized Nyquist
stability theorem was addressed by Rosenbrock (1970), MacFarlane and Belletrutti
(1973), Nwokah (1983) and Morari (1985), and eﬀectively uniﬁed by Nwokah and
Perez (1990). The relevant tools such as characteristic loci, Nyquist arrays and
Gershgorin bands are developed to help MIMO system analysis and design in
frequency domain, which is similar to the SISO case in nature but not as convenient
as their counterparts in SISO case, owing to their complexity.
The very ﬁrst task at the outset of multiloop PID control is to get a stabilizing
PID controller for a given process; If possible, it would be desirable to ﬁnd their
parameter regions for stabilizing a given process. This problem is of great impor-
tance, both theoretically and practically, and also related to loop gain margins of
MIMO systems. Unfortunately, most of the existing methods can only determine
some values (but not ranges) of stabilizing PID parameters. Datta et al. (2000)
and Silva et al. (2005) developed the characterization of the set of all stabilizing
PID controllers for the SISO delay-free linear time invariant (LTI) plant and the
SISO LTI plant with time-delay, respectively, based on the Hermite-Biehler Theo-
rem, its extensions, and some optimization techniques. However, it is pointed out
(Wang, 2003a; Wang, 2005b) that their methods are unlikely to be extended to
the MIMO case. In the context of MIMO PID systems, not much work has been
done. Safonov and Athans (1981) proposed a singular value approach to multiloop
stability analysis, where the suﬃcient condition of stability and some characteri-
zation of frequency-dependent gain and phase margins for multiloop systems are
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developed. But their criterion is conservative. Morari (1985) introduced the con-
cept of integral controllability, that is, for any k such that 0 < k ≤ k∗ (k∗ > 0),
the feedback system with the open loop as G(s)k/s is stable. He also gave the
necessary and suﬃcient conditions of integral controllability for MIMO systems
but did not tell how to determine k∗. On the other hand, Yaniv (1992) developed
a control method to meet some stability margins which are deﬁned loop by loop
like a single variable system. Li and Lee (1993) showed that the H∞ norm of a
sensitivity function matrix for a stable multivariable closed-loop system is related
to some common gain and phase margins for all the loops. Ho et al. (1997) deﬁned
the loop gain margins for multivariable systems and used it for controller design,
assuming that the process is diagonally dominant or made so. Such deﬁnition
of the loop gain margins based on Gershgorin bands or other frequency domain
techniques are inevitably conservative, which brings some limitations to their ap-
plications. Doyle (1982) developed the μ-analysis, which is utilized as an eﬀective
tool for robust stabilizing analysis in multivariable feedback control (Skogestad
and Postlethwaite, 2005). As a method in frequency domain, the μ-analysis treats
system uncertainties in the frequency domain. But the parameters of PID con-
trollers are all real. Thus, when μ-analysis is used to determine the stabilizing
ranges of PID controllers, conservativeness is inevitable. It can been concluded
that there seems neither satisfactory deﬁnition for MIMO gain and phase margins,
nor eﬀective technique for determining them so far.
It should be noted that recent developments in the time-domain approaches
to MIMO PID control is appealing (Zheng et al., 2002; Lin et al., 2004a; Guo
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and Wang, 2005). The basic idea in such approaches is to transform MIMO PID
control system to an equivalent static output feedback (SOF) system. Though the
static output feedback stabilizability is still hard to solve, Lyapunov-like condi-
tions (Tsinias and Kalouptsidos, 1990) and the solution of some Linear Quadratic
(LQ) control problem (Troﬁno-Neto and Kucera, 1993; Kucera and de Souza, 1995)
have been developed to enable stability analysis and stabilization. Bernussou et al.
(1989) showed how to convert an LQ problem in a new parameter space such that
the resulting equivalent problem is convex. Boyd et al. (1994) showed how to con-
vert control design problems to a class of convex programming problems with linear
objective function and constraints expressed in terms of Linear Matrix Inequali-
ties (LMI). Cao et al. (1998) proposed an iterative LMI approach for static output
feedback stabilization, and suﬃcient LMI conditions for such a control problem
were given by Crusius and Troﬁno (1999). It seems that time domain approach
with help of the LMI-like tools opens a new direction to analysis and design of
MIMO PID control systems and makes it feasible to obtain better results on the
stabilizing ranges of PID parameters than the classical frequency domain meth-
ods mentioned above. Thus, the multiloop gain margins can be derived from the
obtained stabilizing parameter ranges of multiloop proportional control (a special
case of PID control).
D. Multiloop Phase Margins
Phase margin measures how much additional phase change can be added to the
system before it becomes unstable, which reﬂects how far the system is away from
instability when perturbations are allowed to change the directions only. Since
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introduced by Horowitz (1963), phase margin has been well deﬁned and fully un-
derstood for a SISO system, where it can be easily determined by Nyquist plot
or Bode diagram based on Nyquist stability theorem. It is also broadly accepted
and applied in control engineering due to its simple calculation and clear physical
meaning. However, such a success in SISO systems is hardly extended to MIMO
systems straightforwardly because of the coupling among loops as well as complex-
ity of matrix perturbations of unity size with diﬀerent directions (Wang, 2003b).
Although Gershgorin bands together with the generalized Nyquist stability the-
orem can be used to deﬁne the phase margin for MIMO systems parallel to its
counterpart for SISO cases (Ho et al., 1997), such a deﬁnition may be too conser-
vative and brings some limitation to their applications. Note that a phase change
in the feedback path has no eﬀects on the gain of a system, it actually can be viewed
as a unitary mapping from system output to input. From this point of view, Bar-
on and Jonckheere (1998) deﬁned the phase margin for the multivariable system
as the minimal tolerant phase perturbation of a unitary matrix in the feedback
path, beyond which there always exists one unitary matrix which can destroy the
stability of the closed-loop system. Such a deﬁnition allows the perturbations to
be in the entire set of unitary matrices, not necessarily to be diagonal. While this
is a sound formulation, permissible perturbations in this class are simply too rich
to imagine intuitively, and lack connections to phase changes of individual loops,
which practical control engineers have been used to. A more direct and useful
deﬁnition of phase margin for MIMO systems is for the individual loop, within
which stability of the closed-loop system is guaranteed. This corresponds to a
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multivariable control system where each loop has some phase perturbation but no
gain change. Even in this case, the problem is not so simple as one cannot calculate
phase margin from each loop separately due to loop interactions. Since literatures
on phase margins of multivariable systems are very few, no other deﬁnition or
method has been reported to the best of our knowledge.
Note that the phase lag can be linked to a time delay. This motivates us to
transform the problem of ﬁnding loop phase margins into the problem of ﬁnd-
ing stabilizing ranges of loop time delays, where time domain results on delay-
dependent/independent stability criterions can be used. Then, loop phase margins
can be obtained by multiplying these stabilizing ranges of time delay with some
frequency. Alternatively in frequency domain, it is also possible to obtain the loop
phase margins through some improvements to the work of Bar-on and Jonckheere
(1998), where the diagonal structure of phase perturbations can be guaranteed.
1.2 Contributions
In the present thesis, a complete relay analysis for a class of servo plants is given
together with a novel auto-tuning approach and a real-time implementation. For a
general system, tuning of phase lead compensators is addressed with speciﬁcations
of exact gain and phase margins. A new deﬁnition of multiloop gain margins
is proposed and the algorithm of computing stabilizing ranges of multiloop PID
controller parameters is developed as well. Likewise, a new deﬁnition of multiloop
phase margins is given together with algorithms in time and frequency domain. In
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particular, the thesis has investigated and contributed to the following areas:
A. Relay Analysis for A Class of Servo Systems
A class of second-order servo plants, described by G(s) = Ke−Ls/[s(s + a)],
a > 0, under relay feedback is studied. Complete results on the uniqueness of
solutions, existence and stability of the limit cycles are established and proved using
the point transformation method. Furthermore, a numerical method is developed
for determining the amplitude and period of a stable limit cycle from the plant
parameters.
B. Tuning of Lead/Lag Compensators
For the plants in A, closed-form formulas are obtained for directly computing
the plant parameters from a limit cycle in time domain, and an analytical technique
is developed for tuning lead/lag/PD compensators for minimization of the integral
squared error (ISE) instead of commonly used gain and phase margins. Simulations
are given for illustration of the results. The results from a real time implementation
of the proposed method on a DC motor is presented to illustrate the eﬀectiveness
of the method. For a general system, a simple tuning method for phase lead
compensators with speciﬁcations of gain and phase margins is proposed. It will
achieve the given margins exactly regardless of the plant order, time delay or
damping nature. The solutions are found from the intersections of the curves of
two real functions plotted using the frequency response of the plant only. An
example is provided for illustration and comparison.
C. Multiloop Gain Margins and PID Stabilization
The problem of determining the parameter ranges of proportional controllers
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which stabilize a given process is addressed. Accordingly, loop gain margins of
multivariable systems are deﬁned. An eﬀective computational scheme is established
by converting the considered problem to a quasi-LMI problem connected with
robust stability test. The descriptor model approach is employed together with
linearly parameter-dependent Lyapunov function method. Examples are given for
illustration. The results are believed to facilitate real time tuning of multi-loop
PID controllers for practical applications.
D. Multiloop Phase Margins
New deﬁnition of loop phase margins is given, which extends the concept of
phase margin from SISO systems to MIMO systems. Two algorithms from time and
frequency domains for computing the loop phase margins are developed. For the
time domain algorithm, the stabilizing ranges of loop time delay perturbations are
ﬁrstly determined using an LMI-based stability criterion derived previously. Then,
these stabilizing ranges of loop time delays are converted into the stabilizing ranges
of loop phases. For the frequency domain method, the loop phase margin prob-
lem is converted to a constrained optimization problem by using unitary mapping
between two complex vector space. This problem is then solved numerically with
the Lagrange multiplier and Newton-Raphson iteration algorithm. It will provide
exact margins and thus will improve the LMI results obtained by the proposed
time domain method.
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1.3 Organization of the Thesis
The thesis is organized as follows. Chapter 2 presents the complete results of relay
analysis on the uniqueness of solutions, existence and stability of the limit cycles
for a class of servo plants under relay feedback. In the subsequent Chapter 3,
the idea is extended to relay auto-tuning of lead/lag/PD controllers for the same
servo plants. For general plants, the tuning of phase lead compensators with exact
gain and phase margins is also addressed. Chapter 4 is concerned with computing
stabilizing parameter ranges within multi-loop PID controllers, from which loop
gain margins of multivariable systems is derived. Chapter 5 discusses multiloop
phase margins. Finally, conclusions and suggestions for further works are drawn
in Chapter 6.
Chapter 2
Relay Analysis for A Class of
Servo Plants
2.1 Introduction
This chapter aims to provide a similar analysis to Lin et al. (2004b) for a class of
servo plants, described by G(s) = Ke−Ls/[s(s + a)], a > 0, L ≥ 0, under relay
feedback. The uniqueness of solutions, existence and stability of limit cycles, and
its amplitude and period are addressed. I choose this kind of plants because it
models hard disk drives (Chen et al., 2002) and other practical systems. The rest
of the chapter is organized as follows. Section 2.2 gives the results. The proofs are
given in Section 2.3. Conclusions are ﬁnally drawn in Section 2.4.
14
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2.2 Results




e−Ls, a > 0, L ≥ 0, (2.1)
and denoted by ΣL. The plant is under the relay feedback control:
u(t) =
⎧⎪⎪⎨⎪⎪⎩
u−, if e(t) < ε−, or e(t) ≤ ε+ and u(t−) = u−,
u+, if e(t) > ε+, or e(t) ≥ ε− and u(t−) = u+,
(2.2)
where u+ and u− are the relay amplitudes and ε+ and ε− are the relay hysteresis
with ε− ≤ ε+. Assume u+ = u− since otherwise (2.2) becomes a constant but





Fig. 2.1. Relay function
function for t = t0 is
u(t0) ≡
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
u+, if e(t0) > ε+,
u−, if e(t0) < ε−,
u0 ∈ U , if ε− ≤ e(t0) ≤ ε+.
(2.3)
where t0 is the initial time and U := {u−, u+}. Call (2.1)–(2.3) a relay feedback
system (RFS) which is depicted in Fig. 2.2.
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C(s) G(s)




Fig. 2.2. Relay feedback system
If the RFS generates a limit cycle, let T+ and A+ be the half period and the
extreme value corresponding to u(t) = u+, respectively, and T− and A− be the half
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Fig. 2.3. Limit cycles
I am now in a position to state the suﬃcient and necessary conditions for the
existence of solutions, the existence and stability of limit cycles, and the amplitudes
and periods of limit cycles. The results for delay-free and time delay cases are given
in Theorem 2.1 and 2.2, respectively.
Theorem 2.1. Consider the RFS for the delay-free plant ΣL with L = 0.
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(i) A unique solution exists for any initial condition;
(ii) A limit cycle exists if and only if Ku+ > 0 > Ku− and ε+ = ε−. If this is
the case, the limit cycle is unique with two switchings per period;
(iii) If a limit cycle exists, it is globally stable;



















= ε+ − ε−, (2.4)
T− = −T+u+/u−,
A+ = ε+ − K
a2
[
u− + (u+ − u−)e
−aT−(1− e−aT+)
1− e−a(T++T−) − u+ ln
u+(1− e−a(T++T−))
(u+ − u−)(1− e−aT−)
]
,
A− = ε− − K
a2
[
u+ + (u− − u+)e
−aT+(1− e−aT−)
1− e−a(T++T−) − u− ln
u−(1− e−a(T++T−))
(u− − u+)(1− e−aT+)
]
.
Theorem 2.2. Consider the RFS for the delay plant ΣL with L > 0.
(i) A unique solution exists for any initial condition;
(ii) A stable limit cycle exists if and only if Ku+ > 0 > Ku−. If this is the
case, the limit cycle is globally stable and unique with two switchings per period;
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) eaL − aL− 1
⎤⎦
= ε+ − ε−, (2.5)
T− = −T+u+/u−,
A+ = ε+ − K
a2
[
(1 + aL)u− + (u+ − u−)e
−a(T−−L)(1− e−aT+)
1− e−a(T++T−)
−u+ ln u+(1− e
−a(T++T−))
(u+ − u−)(1− e−aT−)
]
,
A− = ε− − K
a2
[
(1 + aL)u+ + (u− − u+)e
−a(T+−L)(1− e−aT−)
1− e−a(T++T−)
−u− ln u−(1− e
−a(T++T−))
(u− − u+)(1− e−aT+)
]
.
Let us take a look at the conditions in the above two theorems. The major
diﬀerence between them is ε+ = ε−, which is present in the delay free case but
not in the delay case. Though the Describing Function method is approximate
in nature while our time domain point transformation method is accurate with
no assumption or approximation made, coincidently, the former can be used to
explain this diﬀerence easily. It follows from the Describing Function method
that a limit cycle may exist if the Nyquist curve of the plant intersects with the
describing function of relay feedback. For the delay-free plant, its Nyquist curve
never touches the negative real axis. Then, the said intersection does not exist if
the relay has no hysteresis, ε+ = ε−, but occurs if the relay has hysteresis, ε+ = ε−.
With any time delay present in the plant, its Nyquist curve always intersects with
the negative real axis so that ε+ = ε− is not required in Theorem 2.2.
The common condition in the two theorems is Ku+ > 0 > Ku−. This is
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actually nothing but ensures negative feedback in place. Otherwise, a positive
feedback will make the feedback system unstable. Note that Ku+ > 0 > Ku−
either holds itself or can be made so by simply changing the relay sign, that is,
changing u(t) to −u(t).
In view of the above observations, the conditions in Theorems 2.1 and 2.2 can
be met by proper choice of relay sign and/or its hysteresis. This choice is very
natural and simple. Thus, the RFS will or can always generate a globally stable
and unique limit cycle.
Readers may notice that Theorem 2.2 (compared with Theorem 2.1) includes
the statement on stable limit cycles only but not on limit cycles. The reason is that
there exist some limit cycles which are unstable. Such a case is excluded from the
theorem because the conditions (see below) are not neat, an unstable limit cycle is
in general useless in engineering. Besides, it is also hard to produce in simulation
as a small perturbation makes the output divergent. Nevertheless, it is deﬁnitely
an interesting phenomenon deserving attention.
For a delay plant, suppose the normal case of Ku+ > 0 > Ku−. By Theorem
2.2, there is a limit cycle. Note that the change of the relay sign causes Ku− > 0 >
Ku+, which is equivalent to adding time delay of a half oscillation period in time
domain (resp. a phase angle of −π in the frequency domain). If, at the same time,
L is also increased by an additional half period (resp. a phase angle of −π), then
the total time delay will be a period, that is, a full cycle, (resp. the total phase
angle changes by −2π) so that the plant output and error signals remain exactly
the same as before. Thus, the original limit cycle from the case of Ku+ > 0 > Ku−
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carries over to the case of Ku− > 0 > Ku+ in association with appropriate delay
change. Note that the added delay must be chosen so as to time a cycle precisely.
For L ﬁxed, in face of some perturbation to the system, the resulting cycle may be
slightly diﬀerent from the nominal one and then the timing is no longer precise.
The limit cycle will diverge and is unstable. The formal proof of instability is given
in Section 2.3.2.
The instability of the limit cycle in the case of Ku− > 0 > Ku+ also implies
that the trajectory of x(t) should fall onto the orbit of the limit cycle, xˆ(t), after
the ﬁrst switching time, t1. Otherwise, Δ = x(t1)− xˆ(t1) can be regarded as some
perturbation, and x(t) will be divergent after t1 since the limit cycle is unstable.
Accordingly, the initial conditions x(t0) which generate a limit cycle can be derived
backward from xˆ(t1), and given without proof for limited space as follows.
Proposition 2.1. Consider ΣL with L > 0 and Ku− > 0 > Ku+.
(i) Let u(t˜) = u−. Choose an arbitrary t1 with t1 > t0. A limit cycle exists






(t1 − t0) + u+ − u−
a2
(






































) eaL − aL− 1
⎤⎦
= ε+ − ε−, (2.8)































(u− − u+) (1− e−aT+)
⎫⎪⎪⎬⎪⎪⎭






ε+ − ε− =
K(u+ − u−)
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(u− − u+) (1− e−aT+)
⎫⎪⎪⎬⎪⎭




















(u− − u+) (1− e−aT+)
⎫⎪⎪⎬⎪⎪⎭ . (2.11)
(ii) Let u(t˜) = u+. Choose an arbitrary t1 with t1 > t0. A limit cycle exists






(t1 − t0) + u+ − u−
a2
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) eaL − aL− 1
⎤⎦































(u− − u+)(1− e−aT+)
⎫⎪⎪⎬⎪⎪⎭
< L ≤ min{T+,−T+u+
u−
}, (2.15)
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Example 2.1. Let G(s) = e−4s/[s(s+ 1)]. Relay parameters are set as u− = 1.0,
u+ = −1.0, ε+ = 1.1, ε− = −1.1. Let u(t˜) = u− = 1.0, t0 = 0 and t1 = 0.5. To
ﬁnd an unstable limit cycle, (2.8) is ﬁrstly solved to obtain T+ = 4.0462. Then,
(2.9) is checked to hold true. The initial conditions are calculated from (2.6) and
(2.7) as x1(t0) = −0.28243 and x2(t0) = −2.0944. Thus, a limit cycle exists and is
shown as xˆ(t) in Fig. 2.4. Indeed, xˆ(t) falls onto the limit cycle exactly after t1. If
the perturbation is introduced at t5 = 16.6848 such that x(t5) = xˆ(t5)− 0.01, the
perturbed trajectory is divergent, as exhibited as x(t) in the same Fig. 2.4.
The proofs of Theorem 2.1 and 2.2 are given in Section 2.3. Here it should be
pointed out that (2.4) and (2.5) can be used to predict amplitude and period of
a stable limit cycle using the plant parameters if the conditions in Theorem 2.1
and 2.2 are met. No analytical solutions can be found for their nonlinear nature.
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Fig. 2.4. Phase portrait of x(t) with perturbation



















(1− e−aT )(1− e−bT )
1− e−(a+b)T −T.
The zero of f(T ) yields T+ as desired. Obviously, f(T ) is continuous on T . One
calculates











1− e−aT )2 + ae−aT (1− e−bT )2
[1− e−(a+b)T ]2 − 1.
By Newton’s Method, one obtains the following iterative formula:
Tn+1 = Tn − f(Tn)
f ′(Tn)
, n = 0, 1, 2, · · · . (2.19)
It is well known that Newton’s method is quadratically convergent in the near
neighborhood of T+. I try to locate the initial value T0 to enjoy such convergence.
By the fact of 1− e−x ≈ 1 for x  0, it follows that (1−e−aT+ )(1−e−bT+ )
1−e−(a+b)T+ ≈ 1, due to
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a, b > 0. This simpliﬁes (2.18) to










(aL + 1) := T0. (2.20)
Thus, the iterative algorithm in (2.19) can be run with the initial value from
(2.20) to produce the numerical solution of T+. Such an algorithm converges very
fast, and usually only four or ﬁve iterations are required to give rise to the real
solution. After that, T−, A+ and A− are easily calculated by analytical formulas in
Theorem 2.1 and 2.2. This method can be used for the delay-free case with trivial
modiﬁcations of setting L = 0.
Example 2.2. For example, consider a servo plant G(s) = 1/[s(s+ 1)] under the
relay feedback with ε+ = 0.1, ε− = −0.1, u+ = 1.0 and u− = −0.8. Our algorithm
with T0 = 2 from (2.20) yields Tˆ+ = 1.3287 after three iterations only. Fig. 2.5
shows the iteration process. By simulation, one gets T+ = 1.331.
2.3 Proofs
2.3.1 Proof of Theorem 2.1
The basic idea of the proof is composed of two steps. Firstly, starting from any
given initial values, ﬁnd the conditions when consecutive switching occurs. Then,
use the Poincare map to show the convergence of the consecutive switching.
For G(s) in (2.1), its state-space representation in the controllable canonical
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Fig. 2.5. Convergence of the iterative algorithm
form is given by
x˙(t) = Ax(t) +Bu(t), (2.21)
y(t) = Cx(t),
where x(t) = [x1(t), x2(t)]
T ∈ R2, y(t), u(t) ∈ R are the state, output and input
of the system, respectively; A =
⎡⎢⎢⎣ 0 1
0 −a
⎤⎥⎥⎦ , B =
⎡⎢⎢⎣ 0
1
⎤⎥⎥⎦ , C = [ K 0 ]. For a
relay feedback system, the input u(t) is a piecewise constant function, as shown in
Fig. 2.6.
Using the unit step function:
1(t) =
⎧⎪⎪⎨⎪⎪⎩
1, t ≥ 0,
0, t < 0,






Fig. 2.6. A piecewise constant input
u(t) is expressed as
u(t) = u−1(t− t0) +
∞∑
i=1
(−1)i−1(u+ − u−)1(t− ti), t ∈ [t0,∞) , t0 < t1 < · · · .
(2.22)
Deﬁne the switching planes:
S+ := {ξ ∈ R2 : −Cξ = ε+},
S− := {ξ ∈ R2 : −Cξ = ε−}.
If the trajectory of x(t) traverses S+ (resp. S−), i.e. −Cx(ti) = ε+ (resp.
−Cx(ti) = ε−) at some instant t = ti > t0 with −Cx(t−i ) < ε+ (resp. −Cx(t−i ) >
ε−) and −Cx(t+i ) > ε+ (resp. −Cx(t+i ) < ε−), then the instant t = ti is called a
switching time. In particular, ti denotes the switching time when the i-th switching
takes place.
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The state response of (2.21) to u(t) in (2.22) is given by

























⎤⎥⎥⎦ (u+ − u−)1(t− ti), (2.23)
t ∈ [t0,∞), t0 < t1 < · · · .
If t ∈ [t0, t1), (2.23) is simpliﬁed as
x(t) =











To see the state around t = t1, it follows from (2.23) that
x(t1) =




















(u+ − u−) (2.25)
=











since e−a(t−t1) + a(t− t1)− 1 = 0 and 1− e−a(t−t1) = 0 for t = t1; and
x(t+1 ) = lim
t→t+1
x(t) =

















⎤⎥⎥⎦ (u+ − u−) = x(t1).
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One sees from (2.24) that
x(t−1 ) = lim
t→t−1
x(t) =












As a result, x(t) is continuous at t = t1.
It is however noted from (2.23) that
x˙2(t
−
1 ) = lim
t→t−1




1 ) = lim
t→t+1




1 ) = x˙2(t1) = x˙2(t+1 ),
due to u+ = u− by our assumption. Hence, x˙2(t) is not continuous at t = t1.
If t ∈ [t1, t2), (2.23) becomes
x(t) =

















⎤⎥⎥⎦ (u+ − u−).
It is readily veriﬁed with help of (2.25) that
x(t) =
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Obviously, the above development for t ∈ [t1, t2) can carry over to the general
case of t ∈ [ti, ti+1), and the following Lemma then results.
Lemma 2.1. Consider ΣL and u(t) in (2.22). Then,
(i) x(t) is given by
x(t) =










⎤⎥⎥⎦μ, t ∈ [ti, ti+1),
(2.27)
where i = 0, 1, 2, · · · , and
μ =
⎧⎪⎪⎨⎪⎪⎩
u+, if i is odd,
u−, if i is even;
(ii) x(ti) is continuous at t = ti, i = 1, 2, · · · ; and
(iii) x˙2(ti) is discontinuous at t = ti, i = 1, 2, · · · .
For ease of exposition, denote x(t) in (2.27) by x(t, ti, μ), the state trajectory
starting from x(t) = x(ti) at t = ti with the input u(t) = μ for t ∈ [ti, ti+1). For
example, the solution of G for t ∈ [t0, t1) and [t1, t2) is given simply by x(t, t0, u−)
and x(t, t1, u+), respectively.
Noting e(t) = −y(t) = −Cx(t) = −Kx1(t), it follows from (2.27) that











1− a(t− ti)− e−a(t−ti)
a2
Kμ, (2.28)
t ∈ [ti, ti+1).
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It is straightforward to get
e′(t) = −e−a(t−ti)Kx2(ti) + e
−a(t−ti) − 1
a




t ∈ [ti, ti+1). (2.29)
Since e(t) = −Kx1(t) and e′(t) = −Kx˙1(t) = −Kx2(t), by Lemma 1(ii), both e(t)
and e′(t) are continuous at t = ti, i = 1, 2, · · · .
It can be seen from (2.28) that −Kx1(ti), −Kx2(ti) and Kμ will aﬀect behavior
of e(t) and thus determine whether or not e(t) will reach the switching level of ε+
or ε−. To investigate the relationship between e(t) and parameters of −Kx1(ti),
−Kx2(ti) and Kμ after the i-th switching time, ti, consider the general format of
e(t) as follows




1− a(t− ti)− e−a(t−ti)
a2
γ, a > 0, t ∈ [ti,∞),
(2.30)
where α, β and γ are constant to denote −Kx1(ti), −Kx2(ti) and Kμ, respectively.
Then it yields




f ′′(t, ti, β, γ) = ae−a(t−ti)β − e−a(t−ti)γ.
• If β ≥ 0 and γ ≥ 0, then f ′(t, ti, β, γ) ≤ 0 implies that f(t, ti, α, β, γ) is mono-
tonically non-increasing for t > ti. Hence, f(t, ti, α, β, γ) ≤ f(ti, ti, α, β, γ) =
α for all t ∈ [ti,∞). And, f(∞, ti, α, β, γ) = −∞ for γ > 0; f(∞, ti, α, β, γ) =
α− β/a for γ = 0.
• If β ≥ 0 and γ < 0, then f ′(ti, ti, β, γ) = −β ≤ 0, while f ′(∞, ti, β, γ) =
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−γ/a > 0 and f ′′(t, ti, β, γ) > 0. This implies that f(t, ti, α, β, γ) is ﬁrstly
monotonically decreasing, then ﬁnally becomes monotonically increasing.
Letting f ′(tim, ti, β, γ) = 0 gives tim = ti − 1a ln γγ−aβ ≥ ti. Thus, there hold
f ′(t, ti, β, γ) ≤ 0 and f(t, ti, α, β, γ) ≥ f(tim, ti, α, β, γ) for all t ∈ [ti, tim);
f ′(t, ti, β, γ) > 0 and f(t, ti, α, β, γ) > f(tim, ti, α, β, γ) for all t ∈ (tim,∞);
f(∞, ti, α, β, γ) = +∞.
• If β < 0 and γ ≤ 0, then f ′(t, ti, β, γ) > 0 implies that f(t, ti, α, β, γ) is mono-
tonically increasing for t > ti. Hence, f(t, ti, α, β, γ) > f(ti, ti, α, β, γ) = α
for all t ∈ [ti,∞). And, f(∞, ti, α, β, γ) = +∞ for γ < 0; f(∞, ti, α, β, γ) =
α− β/a for γ = 0.
• If β < 0 and γ > 0, then f ′(ti, ti, β, γ) = −β > 0, while f ′(∞, ti, β, γ) =
−γ/a < 0 and f ′′(t, ti, β, γ) < 0. This implies that f(t, ti, α, β, γ) is ﬁrstly
monotonically increasing, then ﬁnally becomes monotonically decreasing.
Letting f ′(tim, ti, β, γ) = 0 gives tim = ti − 1a ln γγ−aβ > ti. Thus, there hold
f ′(t, ti, β, γ) > 0 and f(t, ti, α, β, γ) < f(tim, ti, α, β, γ) for all t ∈ [ti, tim);
f ′(t, ti, β, γ) < 0 and f(t, ti, α, β, γ) < f(tim, ti, α, β, γ) for all t ∈ (tim,∞);
f(∞, ti, α, β, γ) = −∞.
The above analysis is summarized in the following Lemma.
Lemma 2.2. Consider f(t, ti, α, β, γ) in (2.30).
(i) If β ≥ 0 and γ ≥ 0, f(t, ti, α, β, γ) ≤ f(ti, ti, α, β, γ) = α and f ′(t, ti, β, γ) <
0 for all t ∈ [ti,∞). f(∞, ti, α, β, γ) = −∞ for γ > 0, and f(∞, ti, α, β, γ) =
α− β/a for γ = 0;
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(ii) If β ≥ 0 and γ < 0, there exists tim = ti − 1a ln γγ−aβ ≥ ti such that
f(t, ti, α, β, γ) ≥ f(tim, ti, α, β, γ) for t ∈ [ti,∞), f ′(t, ti, β, γ) > 0 for t ∈ (tim,∞),
and f(∞, ti, α, β, γ) = +∞;
(iii) If β < 0 and γ ≤ 0, f(t, ti, α, β, γ) > f(ti, ti, α, β, γ) = α and f ′(t, ti, β, γ) >
0 for all t ∈ [ti,∞). f(∞, ti, α, β, γ) = +∞ for γ < 0, and f(∞, ti, α, β, γ) =
α− β/a for γ = 0;
(iv) If β < 0 and γ > 0, there exists tim = ti − 1a ln γγ−aβ > ti such that
f(t, ti, α, β, γ) ≤ f(tim, ti, α, β, γ) for t ∈ [ti,∞), f ′(t, ti, β, γ) > 0 for t ∈ [ti, tim),
f ′(t, ti, β, γ) < 0 for t ∈ (tim,∞), and f(∞, ti, α, β, γ) = −∞.
Lemma 2.3. For a limit cycle of G represented by (2.1), there hold∫ T
0
u(t)dt = u+T+ + u−T− = 0, (2.31)
u+u− < 0, (2.32)
Ku+ > 0 > Ku−, or Ku− > 0 > Ku+, K = 0, (2.33)
where u+ and u− are input levels; T = T+ + T−, T+ and T− are positive and
negative half periods of the limit cycle, respectively, as shown in Fig. 2.3.
Proof. Note from (2.21) that x˙2(t) = −ax2(t) + u(t). Integrating it from ti to
ti + T , with x2 = x˙1, gives




A limit cycle requires that x2(ti+T ) = x2(ti) and x1(ti+T ) = x1(ti). Hence, (2.31)
results from (2.34). Since T+ and T− are both positive, (2.31) holds only when u+
and u− have an opposite sign, i.e. u+u− < 0, because otherwise, (a) u+u− > 0
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leads to u+T+ + u−T− = 0, which violates (2.31); (b) u+u− = 0 implies, by (2.31),
u+ = u− = 0, which contradicts our assumption that u+ = u−. Since (2.32) holds,
for any K = 0, (Ku+)(Ku−) = K2u+u− < 0, and Ku+ and Ku− have opposite
sign, i.e. either Ku+ > 0 > Ku− or Ku− > 0 > Ku+ holds.
Now prove Theorem 2.1. Without loss of generality, suppose that the initial
condition x(t0) satisﬁes −Kx1(t0) = e(t0) ≤ ε+ and the relay starts at u(t0) = u−.
It follows from (2.28)–(2.30) that e(t) = f(t, t0, e(t0), Kx2(t0), Ku−) and e′(t) =
f ′(t, t0, Kx2(t0), Ku−), t ∈ [t0, t1).
(i) To see how e(t) evolves with time, the following four cases are considered
which are mutually exclusive and cover all possible cases.
Case 1. Kx2(t0) ≥ 0 andKu− ≥ 0. For t ∈ [t0, t1), e(t) = f(t, t0, e(t0), Kx2(t0),
Ku−) falls into Lemma 2(i) and e(t) ≤ e(t0) ≤ ε+ so that x(t) never traverses S+
for all t > t0. The trajectory of x(t) is governed by (2.27) with ti = t0 and
ti+1 =∞.
Case 2. Kx2(t0) ≥ 0 andKu− < 0. For t ∈ [t0, t1), e(t) = f(t, t0, e(t0), Kx2(t0),
Ku−) falls into Lemma 2(ii) and potentially there exists t0m = t0− 1a ln Ku−Ku−−aKx2(t0)
≥ t0 such that e(t) grows without bound for t > t0m. It implies that there exists
t1 > t0m with e(t1) = ε+ and e
′(t1) > 0 so that x(t) traverses S+ at t = t1.
For t ∈ [t1, t2), it yields e(t) = f(t, t1, ε+,−e′(t1), Ku+). Since e′(t1) > 0,
−e′(t1) < 0. If Ku+ ≤ 0, the corresponding e(t) falls into Lemma 2(iii) and
e(t) > e(t1) = ε+ ≥ ε−, so that x(t) never traverses S− for all t > t1. The
trajectory of x(t) is governed by (2.27) with ti = t1 and ti+1 = ∞. If Ku+ > 0,
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the corresponding e(t) falls into Lemma 2(iv), and potentially there exists t1m =
t1 − 1a ln Ku+Ku++ae′(t1) > t1 such that e(t) decays to −∞ for t > t1m. It implies that
there exists t2 > t1m with e(t2) = ε− and e′(t2) < 0 so that x(t) traverses S− at
t = t2. Afterwards, with the same analysis as above, it is straightforward to verify
that x(t) will traverse S+ and S− alternatively and consecutively.
Case 3. Kx2(t0) < 0 andKu− ≤ 0. For t ∈ [t0, t1), e(t) = f(t, t0, e(t0), Kx2(t0),
Ku−) falls into Lemma 2(iii) and e(∞) = +∞ for t > t0. It implies that there
exists t1 > t0 with e(t1) = ε+ and e
′(t1) > 0 so that x(t) will traverse S+ at t = t1.
From t = t1 onwards, following the same analysis in Case 2, if Ku+ ≤ 0, x(t) never
traverses S− for all t > t1, the trajectory of x(t) is governed by (2.27) with ti = t1
and ti+1 = ∞. Otherwise, if Ku+ > 0, x(t) will traverse S− and S+ alternatively
and consecutively.
Case 4. Kx2(t0) < 0 andKu− > 0. For t ∈ [t0, t1) e(t) = f(t, t0, e(t0), Kx2(t0),
Ku−) falls into Lemma 2(iv) and potentially there exists t0m = t0−1a ln Ku−Ku−−aKx2(t0)
> t0 such that e(t) ≤ e(t0m) for all t ≥ t0. If e(t0m) ≤ ε+, then e(t) ≤ e(tm) ≤ ε+
so that x(t) never traverses S+ for t ≥ t0. The trajectory of x(t) is governed by
(2.27) with ti = t0 and ti+1 = ∞. On the contrary, if e(tm) > ε+, there exists t1
satisfying t0 < t1 < t0m with e(t1) = ε+ and e
′(t1) > 0 so that x(t) traverses S+ at
t = t1.
For t ∈ [t1, t2), it yields e(t) = f(t, t1, ε+,−e′(t1), Ku+). Since e′(t1) > 0,
−e′(t1) < 0. If Ku+ ≤ 0, the corresponding e(t) falls into Lemma 2(iii) and
e(t) > e(t1) = ε+ ≥ ε−, so that x(t) never traverses S− for all t > t1. The
trajectory of x(t) is governed by (2.27) with ti = t1 and ti+1 = ∞. If Ku+ > 0,
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the corresponding e(t) falls into Lemma 2(iv) and potentially there exists t1m =
t1 − 1a ln Ku+Ku++ae′(t1) > t1 such that e(t) decays to −∞ for t > t1m. It implies that
there exists t2 > t1m with e(t2) = ε− and e′(t2) < 0 so that x(t) traverses S− at
t = t2.
For t ∈ [t2, t3), e(t) = f(t, t2, ε−,−e′(t2), Ku−). Since e′(t2) < 0, −e′(t2) > 0,
and according to our assumption, Ku− ≥ 0. The corresponding e(t) falls into
Lemma 2(i) and e(t) ≤ e(t2) = ε− ≤ ε+ so that x(t) never traverses S+ again for
all t > t2. The trajectory of x(t) is governed by (2.27) with ti = t2 and ti+1 =∞.
In view of the above analysis, the solution to (2.21) always exists.
(ii) It can also be seen from the analysis in (i) that consecutive switchings
between S+ and S− take place if and only if Ku+ > 0 > Ku−. Under this
condition, let ti be the switching instant of x(t) on the plane S+, that is, e(ti) = ε+
and e(t) < ε+, u(t) = u− for suﬃciently close t < ti. This implies e′(ti) ≥ 0. The
case e′(ti) = 0 can occur only when ε− = ε+ and then (ε+, 0) is a ﬁxed point of
x(t).
Assume e′(ti) > 0, then u(t) switches from u− to u+ at t = ti. In Case 2 of (i)
it has been shown that e′(t) decreases and becomes negative until x(t) traverses
S− at t = ti+1. Consider the Poincare mapping
χ = e′(ti)→ φ+(χ) = e′(ti+1).
The function φ+ is deﬁned on the ray [0,+∞) and takes values in the ray (−∞, 0].
I shall prove that this mapping is a strict contraction. The reverse mapping φ−
from (−∞, 0] to [0,+∞) is also a strict contraction by the same argument. Thus,
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the composite mapping φ = φ− ◦ φ+ is a strict contraction and therefore it has a
unique ﬁxed point which is stable. (ii) follows immediately.
It remains to prove that φ+ is a strict contraction. This is obviously true if φ+
is diﬀerentiable and |φ′+(χ)| < 1 for all χ ∈ (0,+∞).
Let χ = e′(ti) > 0 and τ = ti+1− ti. By deﬁnition, e(ti) = ε+ and e(ti+1) = ε−.
Denote Δε = ε+ − ε−. Since both e(t) and e′(t) are continuous at t = ti+1, it
follows from (2.28) and (2.29), respectively, by taking t = ti+1 that












Equation (2.35) actually deﬁned an implicit function τ = τ(χ), whose derivative
τ ′(χ) is obtained by direct diﬀerentiation of (2.35)














ae−aτχ + (e−aτ − 1)Ku+ . (2.37)
Diﬀerentiating of equation (2.36) and making use of (2.37) gives
φ′+(χ) = e
−aτ − τ ′(χ)(ae−aτχ+ e−aτKu+) = ae
−aτχ




It is required to show that e−aτχ < |φ+(χ)| for all χ > 0.
Deﬁne the positive numbers s and r such that e(t) reaches its maximum at
t = ti + s and traverses S+ again at t = ti + s+ r (see Fig. 2.7).
It is easy to see that
e′(ti + s) = 0, e(ti + s+ r) = ε+, (2.38)







Fig. 2.7. Deﬁnition of s and r





Substituting (2.39) into (2.28) and letting t = ti + s yields
e(ti + s) = ε+ +
eas − as− 1
a2
Ku+.
In a similar way,
e′(ti + s+ r) = e−are′(ti + s)− 1− e
−ar
a




e(ti + s+ r) = e(ti + s)− e





eas − as− 1
a2
− e




Since e(ti + s + r) = ε+, it follows from (2.41) that
eas − as− 1 = e−ar + ar − 1
with s, r > 0. The function





satisﬁes obviously the inequality f(q) > f(−q) for q > 0 and f is increasing
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monotonously on (0,∞), therefore f(as) = f(−ar) < f(ar) implies s < r. Fur-
thermore, it follows from (2.40) that













The Function e′(t) is decreasing on [ti, ti+1] and is negative on (ti + s, ti+1]. There-
fore,
|φ(χ)| ≥ |e′(ti + s+ r)| > e−asχ > e−aτχ,
and the function φ is a contraction.
If ε− = ε+ then χ = 0 is a ﬁxed point of φ. But a ﬁxed point is unique. Hence,
no limit cycle exists in this case.
(iii) Since the initial condition x(t0) is arbitrarily chosen, the limit cycle is
globally stable.
(iv) It has been shown in (ii) that for Ku+ > 0 > Ku−, a stable limit cycle
always exists. It follows from (2.21) that
x˙2(t) = −ax2(t) + u(t). (2.42)
For t ∈ [ti, ti+1), u(t) = u+. Replacing t with ti+1 and μ with u+ in (2.29),
respectively, yields




For t ∈ [ti+1, ti+2), u(t) = u−. Replacing ti with ti+1, t with ti+2 and μ with u− in
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(2.29), respectively, yields
























Note from Fig. 2.3 that u(t) = u+ for t ∈ [ti, ti,p+). Integrating both sides of (2.42)










On the other hand, replacing t with ti,p+ and μ = u+ in (2.29), respectively, yields











(u+ − u−)(1− e−aT−) . (2.48)
















(u+ − u−)(1− e−aT−) .
(2.49)





e′(ti+1) = e(ti,p+) +
1
a
e′(ti,p+)− T+ − Tr
a
Ku+. (2.50)
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It follows from the similar procedures for t ∈ [ti, ti,p+) that






u+ [1− e−a(T++T−)] . (2.51)
A+ = ε− − K
a2
[











u+ [1− e−a(T++T−)] . (2.52)
Eliminating A+ from (2.49) and (2.52) yields







e−aT+ + e−aT− − 2e−a(T++T−)
1− e−a(T++T−) − 1
]
. (2.53)
It follows from Lemma 2.3 that T+u+ + T−u− = 0, then
T− = −T+u+/u−. (2.54)
































(u− − u+)(1− e−aT+) .
(2.56)
From (2.49), (2.54), (2.55) and (2.56), the proof of Theorem 2.1(iv) is completed.
2.3.2 Proof of Theorem 2.2
(i) This is trivial since Wang et al. (2003) have proved that for any delay system,
there exists a unique solution for any given initial condition.
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(ii) With L > 0, u(t− L) in (2.21) delays u(t) in (2.22) by L and is given by
u(t− L) = u−1(t− t0 − L) +
∞∑
i=1
(−1)i−1(u+ − u−)1(t− ti − L),
t ∈ [t0 + L,∞) , t0 < t1 < · · · ,
which changes its value at t = ti+L. For t ∈ [ti+L, ti+1+L), u(t−L) is constant so
that Lemmas 2.1 and 2.2 still hold for L > 0 provided that ti is replaced by ti +L.
Without loss of generality, suppose the initial function u(t˜) = u− for t˜ ∈ [t0−L, t0]
and e(t0) ≤ ε+. From Lemma 2.3, one only needs to consider the following two
cases.
Case 1. Ku+ > 0 > Ku−.
For t ∈ [t0, t1 + L), e(t) = f(t, t0, e(t0), Kx2(t0), Ku−) falls into Lemma 2.2(ii)
and (iii) for Kx2(t0) ≥ 0 and Kx2(t0) < 0, respectively. In both cases, there exists
t1 with e(t1) = ε+ and e
′(t1) > 0 so that x(t) traverses S+ at t = t1. Note that after
this switching of u(t) from u− to u+, u(t−L) remains as u− for t ∈ (t1, t1 +L), so
that the expression of e(t) remains the same as before, e(t) > e(t1) = ε+, e
′(t) > 0,
and no further switching can occur for t ∈ [t1, t1 + L).
For t ∈ [t1 + L, t2 + L), u(t − L) is now at u+. e(t) = f(t, t1 + L, e(t1 +
L),−e′(t1 + L), Ku+) falls into Lemma 2.2(iv) and there exists t2 with e(t2) = ε−
and e′(t2) < 0 so that x(t) traverses S− at t = t2. u(t) switches from u+ to u− at
t = t2 but u(t−L) remains at u+ and no further switching occurs for t ∈ (t2, t2+L),
due to e(t) < e(t2) = ε− and e′(t) < 0 for this time interval. Afterwards, it follows
from the same analysis as above that x(t) will traverse S+ and S− alternatively
and consecutively. Also, there hold T+, T− > L. In this case, if considering the
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Poincare mapping χ = e′(ti + L) → φ+(χ) = e′(ti+1 + L), by the same argument
as in (ii) of Section 2.3.1, φ+ is a strictly contraction and χ = 0 is not a ﬁxed
point of φ+. Hence, the trajectory of x(t) is a limit cycle with two switchings
per period. Since the initial value of x(t0) is arbitrarily chosen, the limit cycle
is globally stable. Thus, suﬃciency of (ii) is proved. In the following, I show its
necessity: no stable limit cycle exists in the case of Ku− > 0 > Ku+.
Case 2. Ku− > 0 > Ku+.
In this case, there could be some limit cycles, as discussed in Section 2.2. But
I now show instability of such limit cycles. To this end, I suppose a limit cycle,
then construct a perturbation to it, and show that the perturbed trajectory is no
longer a limit cycle.
Let xˆ(t) be a limit cycle, Tˆ+ and Tˆ− its positive and negative half periods,
respectively, tˆi its switching time, i = 1, 2, · · · . Without loss of generality, suppose
that a perturbation is introduced at tˆi when xˆ(t) traverses S+ with eˆ(tˆi) = ε+,
eˆ′(tˆi) > 0, u(tˆi) = u+ (but u(tˆi − L) = u−) such that the perturbed trajectory,
x(t), meets
x1(tˆi) = xˆ1(tˆi)− δ1, Kδ1 > 0, Kδ1 → 0; (2.57)
x2(tˆi) = xˆ2(tˆi)− δ2, Kδ2 > 0, Kδ2 → 0. (2.58)
Let ti denote the switching time of x(t), T
i
+ = ti+1 − ti and T i+1− = ti+2 − ti+1 its
positive and negative half periods, respectively. Corresponding eˆ(t) = −Kxˆ1(t)
and e(t) = −Kx1(t) are exhibited in Fig. 2.8. Essentially, when there is any
deviation of e(t) from the limit cycle, eˆ(t), the dynamic nature of the system
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causes a greater deviation of the same direction at all the subsequent switching
times until no switching can occur. The formal proof is given as follows.
Stage A: look at the time from tˆi to tˆi+1, and compare e(t) with eˆ(t) so as to
show T i+ > Tˆ+.
At t = tˆi, one sees from the chosen perturbation in (2.57) and (2.58) that
e(tˆi) = −Kx1(tˆi) = −Kxˆ1(tˆi) +Kδ1 > eˆ(tˆi) +Kδ1 > ε+,
e′(tˆi) = −Kx2(tˆi) = −Kxˆ2(tˆi) +Kδ2 > eˆ′(tˆi) +Kδ2 > 0.
For t ∈ [tˆi, tˆi + L), u(t − L) remains at u−. By setting ti = tˆi and μ = u− in
(2.28) and (2.29), one proceeds:




−a(t−tˆi) + a(t− tˆi)− 1
a2
Ku−


















= eˆ(t) +Kδ1 +
1− e−a(t−tˆi)
a
Kδ2 > eˆ(t), (2.59)












= eˆ′(t) + e−a(t−tˆi)Kδ2 > eˆ′(t). (2.60)
At t = tˆi + L, u(t − L) changes from u− to u+. Since x(t) is continuous at
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tˆi tˆi+1 tˆi+2ti+1 ti+2
ε+
ε−
Fig. 2.8. Unstable limit cycles
(solid: without perturbation; dashed: with perturbation)
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tˆi + L, (2.59) and (2.60) gives
e(tˆi + L) > eˆ(tˆi + L), and e
′(tˆi + L) > eˆ′(tˆi + L). (2.61)
Now show eˆ′(tˆi+1 + L) > 0 by contradiction. Suppose otherwise eˆ′(tˆi + L) ≥ 0.
For t ∈ [tˆi, tˆi +L), u(t−L) = u−, then eˆ′′(t) = −ae−a(t−tˆi)eˆ′(tˆi)− e−a(t−tˆi)Ku− < 0
so that eˆ′(t) > eˆ′(tˆi + L) ≥ 0, hence eˆ(tˆi + L) > eˆ(tˆi) = ε+. For t > tˆi + L, eˆ(t) =
f(t, tˆi + L, eˆ(tˆi + L),−eˆ′(tˆi + L), Ku+) falls into Lemma 2.2(iii) for eˆ′(tˆi + L) > 0,
and Lemma 2.2(ii) for eˆ′(tˆi + L) = 0. Both cases have eˆ(t) ≥ eˆ(tˆi + L) > ε+ ≥ ε−
so that xˆ(t) never traverses S− for t > tˆi + L, which contradicts our assumption
that xˆ(t) is a limit cycle. Similarly, if e′(tˆi +L) ≥ 0, x(t) is not a limit cycle. Now,
for e′(tˆi + L) < 0, two possible relationships between eˆ(tˆi + L) and ε− should be
addressed.
• eˆ(tˆi+L) < ε−. Then, eˆ(t) reaches ε− earlier than t = tˆi+L, i.e. tˆi+1 < tˆi+L.
Then (2.59) is applicable for t = tˆi+1 and e(tˆi+1) > eˆ(tˆi+1) = ε− so that x(t)
traverses S− strictly later than xˆ(t), i.e. T i+ > Tˆ+.
• eˆ(tˆi + L) ≥ ε−. Then, eˆ(t) reaches ε− no earlier than t = tˆi + L, i.e. tˆi+1 ≥
tˆi + L. For t ∈ [tˆi + L, tˆi+1 + L), u(t − L) becomes u+. Letting ti = tˆi + L
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and μ = u+ in (2.28) and (2.29) with help of (2.61) gives





−a(t−tˆi−L) + a(t− tˆi − L)− 1
a2
Ku+


















If e(t) does not traverse S−, then x(t) is not a limit cycle. Otherwise, setting
t = tˆi+1 in (2.63) yields e(tˆi+1) > eˆ(tˆi+1) = ε−, which implies that x(t)
traverses S− strictly later than xˆ(t), i.e. T i+ > Tˆ+. Since both xˆ(t) and x(t)
are continuous at tˆi+1 + L, setting t = tˆi+1 + L in (2.62) and (2.63) yields
e(tˆi+1 + L) > eˆ(tˆi+1 + L), and e
′(tˆi+1 + L) > eˆ′(tˆi+1 + L). (2.64)
In view of the above analysis. One sees that x(t) either never traverses S− (then
it is NOT a limit cycle), or traverses S− strictly later than xˆ(t) with ti+1 > tˆi+1
and T i+ > Tˆ+. Only the latter requires further consideration as follows.
Stage B : now look at the time from tˆi+1 to tˆi+2, and compare e(t) with eˆ(t) so
as to show T i+1− < Tˆ−.
Now show eˆ′(tˆi+1 + L) > 0 by contradiction. Suppose otherwise eˆ′(tˆi + L) ≤ 0.
For t ∈ [tˆi+1, tˆi+1 + L), one has u(t − L) = u+ and eˆ′′(t) = −ae−a(t−tˆi+1)eˆ′(tˆi+1) −
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e−a(t−tˆi+1)Ku+ > 0 so that eˆ′(t) < eˆ′(tˆi+1 + L) ≤ 0 and eˆ(tˆi+1 + L) < eˆ(tˆi+1) = ε−.
For t > tˆi+1 + L, eˆ(t) = f(t, tˆi+1 + L, eˆ(tˆi+1 + L),−eˆ′(tˆi+1 + L), Ku−) falls into
Lemma 2.2(i) with eˆ(t) < eˆ(tˆi+1 + L) < ε− ≤ ε+ so that xˆ(t) never traverses S+
for t > tˆi+1 + L, which contradicts our assumption that xˆ(t) is a limit cycle. For
t ∈ [tˆi+1 +L, ti+1 +L), u(t−L) still remains at u+ for x(t), then e(t) = f(t, tˆi+1 +
L, e(tˆi+1 + L),−e′(tˆi+1 + L), Ku+) falls into Lemma 2.2(iii) so that e(ti+1 + L) >
e(tˆi+1 + L), which together with (2.64) yields
e(ti+1 + L) > eˆ(tˆi+1 + L). (2.65)
Look at e′(t). For t ∈ [tˆi + L, ti+1 + L), note from Stage B that e′(tˆi + L) < 0
and there holds e′′(t) = −ae−a(t−tˆi−L)e′(tˆi + L) − e−a(t−tˆi−L)Ku+ > 0, so that
e′(ti+1 + L) > e′(tˆi+1 + L), which together with (2.64) implies
e′(ti+1 + L) > eˆ′(tˆi+1 + L). (2.66)
To compare T i+1− with Tˆ−, three possible cases should be addressed.
• eˆ(tˆi+1 + L) > ε+. Then eˆ(t) reaches ε+ earlier than t = tˆi+1 + L, i.e. tˆi+2 <
tˆi+1 + L. Letting t = tˆi+2 in (2.63) gives e(tˆi+2) > eˆ(tˆi+2) = ε+ = e(ti+2)
and e′(tˆi+2) > eˆ′(tˆi+2) > 0, so that x(t) traverses S+ strictly earlier than xˆ(t)




− and tˆi+2 = tˆi + Tˆ+ + Tˆ−, hence
T i+1− = ti+2 − tˆi − T i+ < tˆi+2 − tˆi − Tˆ+ = Tˆ−.
• e(ti+1 + L) > ε+ ≥ eˆ(tˆi+1 + L). Then, eˆ(t) reaches ε+ no earlier than
t = tˆi+1+L while e(t) reaches ε+ earlier than t = ti+1+L, i.e. tˆi+2 ≥ tˆi+1+L
and ti+2 < ti+1 + L, hence T
i+1
− = ti+2 − ti+1 < L ≤ tˆi+2 − tˆi+1 = Tˆ−.
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• ε+ ≥ e(ti+1 + L). Then, e(t) reaches ε+ no earlier than t = ti+1 + L. For
t ∈ [ti+1 + L, ti+2 + L), u(t − L) becomes u− for x(t). Setting ti = ti+1 + L
and μ = u− in (2.28) and (2.29) with help of (2.65) and (2.66) gives





−a(t−ti+1−L) + a(t− ti+1 − L)− 1
a2
Ku−





−a(t−ti+1−L) + a(t− ti+1 − L)− 1
a2
Ku−
= eˆ(tˆi+1 + t− ti+1), (2.67)








= eˆ′(tˆi+1 + t− ti+1), (2.68)
If e(t) does not traverse S+, then x(t) is not a limit cycle. Otherwise, setting
t = ti+1 + Tˆ− in (2.67) and (2.68) respectively gives e(ti+1 + Tˆ−) > eˆ(tˆi+1 +
Tˆ−) = eˆ(tˆi+2) = ε+ = e(ti+2) and e′(ti+1 + Tˆ−) > eˆ′(tˆi+1 + Tˆ−) = eˆ′(tˆi+2) > 0,
so that e(t) reaches ε+ strictly earlier than t = ti+1+ Tˆ−, i.e. ti+2 < ti+1+ Tˆ−
and T i+1− = ti+2 − ti+1 < Tˆ−.
In view of the above analysis. One sees that x(t) either never traverses S+ (then
it is not a limit cycle), or traverses S− strictly earlier than xˆ(t) with ti+2 < tˆi+2
and T i+1− > Tˆ−. Only the latter requires further consideration as follows.
Stage C : Repeat the analysis in Stage A and B with help of the duality between
u+ and u−, e′(ti) and e′(ti+1), e′(ti + L) and e′(ti+1 + L), respectively, one can
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conclude that
T i+2n+ > Tˆ+, T
i+2n+1
− < Tˆ−, n = 0, 1, 2, · · · .
It follows that T i+2n+ Ku+ + T
i+2n+1
− Ku− < Tˆ+Ku+ + Tˆ−Ku− = 0, for all n. This
violates Lemma 2.3 and thus x(t) is no longer a limit cycle.
(iii) It has been shown in (ii) that for Ku+ > 0 > Ku−, a stable limit cycle
exists with 0 < L < T+ and 0 < L < T−. Note from (2.21) that
x˙2(t) = −ax2(t) + u(t− L). (2.69)
For t ∈ [ti, ti + L), u(t− L) = u−. Letting t = ti + L and μ = u− in (2.29) yields




For t ∈ [ti + L, ti+1), u(t − L) = u+. Replacing ti with ti + L, t with ti+1 and μ
with u+ in (2.29), respectively, yields




For t ∈ [ti+1, ti+1 + L), u(t− L) = u+. Replacing ti with ti+1, t with ti+1 + L and
μ with u+ in (2.29), respectively, yields




For t ∈ [ti+1 + L, ti+2), u(t− L) = u−. Replacing ti with ti+1 + L, t with ti+2 and
μ with u− in (2.29), respectively, yields




Chapter 2. Relay Analysis for A Class of Servo Plants 50
Substituting (2.70) into (2.71), (2.71) into (2.72) and (2.72) into (2.73) one by one,




















e′(ti + L) = −K
a
[






e′(ti+1 + L) = −K
a
[






Note from Fig. 2.3 that u(t − L) = u+ for t ∈ [ti + L, ti,p+); from (2.21) that
x˙2(t) = −ax2(t) + u(t − L). Integrating both sides of (2.69) from ti + L to ti,p+,




e′(ti,p+) = e(ti + L) +
1
a








Ku− − Tr − L
a
Ku+, (2.76)
where I have made use of integral of (2.69) from ti to ti + L. On the other hand,
replacing ti with ti + L, t with ti,p+ and μ = u+ in (2.29), respectively, yields




Substitute e′(ti,p+) = 0 and (2.75) into the above equation






(u+ − u−)(1− e−aT−) . (2.77)
Substitute e(ti,p+) = A+, (2.74) and (2.77) into (2.76)
A+ = ε+ − K
a2
[














(u+ − u−)(1− e−aT−) . (2.78)
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e′(ti+1) = e(ti,p+) +
1
a
e′(ti,p+)− T+ − Tr
a
Ku+. (2.79)
It follows from the similar procedures for t ∈ [ti + L, ti,p+) that






u+ [1− e−a(T++T−)] − L. (2.80)
A+ = ε− − K
a2
[













u+ [1− e−a(T++T−)] . (2.81)
Eliminating A+ from (2.78) and (2.81) yields







e−aT+ + e−aT− − 2e−a(T++T−)
1− e−a(T++T−) e





















) eaL − aL− 1
⎤⎦ .
= ε+ − ε− (2.83)
Thus, T+ is implicit in (2.83). Using the same procedures for t ∈ [ti+1 + L, ti,p−)
gives rise to
A− = ε− − K
a2
[














(u− − u+)(1− e−aT+) . (2.84)
This completes (iii) of Theorem 2.2.
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2.4 Conclusion
In this chapter, a class of second-order servo plants under relay feedback is ad-
dressed. Complete results have been established on uniqueness of solutions, exis-




3.1 Relay Auto-tuning for A Class of Servo Plants
3.1.1 Introduction
Servo plants are popular in practical mechanical and electrical systems. The rea-
son for an integrator in the plant transfer function is that the control input will
change the speed of the servo motor, which will then change the motor shaft an-
gular position. Servo motors are also increasingly pervasive as they are used in
automobiles and consumer electronics products. For most applications, it is suﬃ-
cient to use a lead/lag or proportional diﬀerential (PD) controller, i.e. without a
separate integral action in the controller, as the motor gears would drastically re-
duce the eﬀect of load disturbance. Even for direct-drive motors, the steady-state
53
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positioning errors caused by load disturbances may be tolerable if the servo motor
loop is an inner loop of a cascade control system which already has an integral
control mode in the outer loop controller.
In this section, a new auto-tuning approach is developed for the same class
of plants discussed in Chapter 2. It is actually composed of two steps: system
identiﬁcation and controller tuning. In terms of the characteristics of the limit
cycle, formulas for system parameters are given. Unlike the describing function,
this method is based on time domain point transformation and involves no approx-
imation. The resulting parameter estimates are precise in noiseless case and are
obtained with no iterations. Then, analytical formulas for tuning a lead/lag com-
pensator are also developed for minimization of the integral squared error (ISE).
The rest of the section is organized as follows. Section 3.1.2 outlines the same
relay feedback system discussed in Chapter 2. Relay identiﬁcation of the plant
parameters is presented in Section 3.1.3. Controller tuning is addressed in Section
3.1.4. A real time implementation of the proposed method on a DC motor is
demonstrated in Section 3.1.5. Conclusions are ﬁnally drawn in Section 3.1.6.
3.1.2 Relay Feedback System




e−Ls, a > 0, L ≥ 0, (3.1)
u(t) =
⎧⎪⎪⎨⎪⎪⎩
u−, if e(t) < ε−, or e(t) ≤ ε+ and u(t−) = u−,
u+, if e(t) > ε+, or e(t) ≥ ε− and u(t−) = u+,
(3.2)
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u(t˜) ≡
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
u+, if e(t0) > ε+,
u−, if e(t0) < ε−,
u0 ∈ U , if ε− ≤ e(t0) ≤ ε+.
(3.3)
The meaning of the symbols in (3.1)–(3.3) is demonstrated with Fig. 2.3 in Chapter













1+it 2+itit t,i pt + ,i pt − 1,i pt + +
Fig. 3.1. Limit cycles
Since complete analysis for ΣL is given in Chapter 2, this section will focus on
controller’s auto-tuning. Note that the conditions in Theorem 2.1 and 2.2 can be
easily met by proper choice of relay sign and/or its hysteresis, which is very natural
and simple in engineering practice. Thus, a globally stable and unique limit cycle
always exists, from which, our objective in this section is to eﬀectively estimate
plant parameters and then determine the compensator’s settings.
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3.1.3 Parameter Identification from Limit Cycles
Control system auto-tuning usually requires some plant model. The model and
its identiﬁcation method should be simple to facilitate real time implementation
of auto-tuner. To this end, the frequency domain approach is often employed.
One may obtain the frequency response of the plant at the relay oscillation fre-
quency and tune a crude PID controller (A˚stro¨m and Ha¨gglund, 1984; A˚stro¨m
and Writtenmark, 1984; A˚stro¨m and Ha¨gglund, 1988). If the relay is biased, the






formula is not applicable to our servo plant since
∫ T
0
u(t)dt = 0 essentially due
to G(0) = ∞. More points on the plant frequency response may be obtained
(Wang et al., 1999b; Wang et al., 2001) with help of the FFT at expense of more
computations.
Simple time-domain identiﬁcation from relay feedback is also possible. For
ﬁrst-order modeling, Lin et al. (2004b) developed a set of equations in terms of the
model parameters. Majhi and Atherton (2000) proposed an identiﬁcation method
for the servo plant same as (3.1) under an ideal relay when the plant static gain
is known. It is noted that the existing methods need to solve a set of nonlinear
equation numerically and no analytical solutions are available. This is also the
case for the results in the preceding section. In this section, closed-form formulas
for calculating the K, a and L of (3.1) are derived from information on limit cycles
of the RFS.
Suppose that a stable limit cycle exists. The relevant notations are deﬁned in
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Fig. 3.1. The plant (3.1) is put into its equivalent diﬀerential equation form
e′′(t) + ae′(t) = −Ku(t− L), (3.4)
where e(t) = −y(t) has been used. Integrate both sides of (3.4) from ti,p+ to ti,p−:




Let 1(t) be the unit step function. For t ∈ [ti,p+, ti,p−], it is easy to see




u(t− L)dt = −Ku+(ti,p− − ti,p+)− K(u− − u+)(ti,p− − ti+1 − L)
= −Ku+(T+ − Tr + Td)−K(u− − u+)(Td − L).
Note that e′(ti,p+) = e′(ti,p−) = 0, e(ti,p+) = A+ and e(ti,p−) = A−. Thus, (3.5)
becomes
a(A− − A+) = −K [u+(T+ − Tr + Td) + (u− − u+)(Td − L)] . (3.7)














e(τ)dτ − ae(ti,p+)(ti,p− − ti,p+)













u+(ti,p− − ti,p+)2 − K
2




u+(T+ − Tr + Td)2 + (u− − u+)(Td − L)2
]
,
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so that




u+(T+ − Tr + Td)2 + (u− − u+)(Td − L)2
]
. (3.8)
Note for t ∈ [ti,p+, ti+1,p+],
u(t− L) = u+1(t− ti,p+) + (u− − u+)1(t− ti+1 − L)− (u− − u+)1(t− ti+2 − L).
Integrating (3.4) twice from ti,p+ to ti+1,p+ results in
a [E2 − A+(T+ + T−)] = −K
2
[







e(τ)dτ . Dividing (3.9) by (3.7) gives
E2 − A+(T+ + T−)
A− −A+ =
u+(T+ + T−)2 + (u− − u+)T−(T− + 2Tr − 2L)
2 [u+(T+ − Tr + Td) + (u− − u+)(Td − L)] ,
from which L is obtained as
L =
1
2(u+ − u−)[A+T+ + A−T− − E2]{(A+ − A−)[u+(T+ + T−)
2 − (u+ − u−)
×(T− + 2Tr)T−]− 2[A+(T+ + T−)−E2][u+(T+ − Tr) + u−Td]}. (3.10)





u+(T+ − Tr + Td)2 + (u− − u+)(Td − L)2
u+(T+ − Tr + Td) + (u− − u+)(Td − L) −







u+(T+ − Tr + L) + u−(Td − L) . (3.12)
It should be pointed out that (3.10), (3.11) and (3.12) are derived by integrals
starting at t = ti,p+. If the starting time is chosen at t = ti,p−, the corresponding




2(u− − u+)[A+T+ + A−T− − E˜2]
{(A− − A+)[u−(T+ + T−)2 − (u− − u+)





u−(T− − Td + Tr)2 + (u+ − u−)(Tr − L)2
u−(T− − Td + Tr) + (u+ − u−)(Tr − L) −











e(τ)dτ and E˜2 =
∫ ti+1,p−
ti,p−
e(τ)dτ . It is easy to see that E1+E˜1 =
E2 = E˜2, and one set of formulas (3.13), (3.14) and (3.15) is converted to the other
set of formulas (3.10), (3.11) and (3.12) if u+, A+, T+, Tr, E1 and E2 are replaced
with u−, A−, T−, Td, E˜1 and E˜2, respectively, and vice versa.
Example 3.1. Consider G(s) = 1
s(s+2)
e−3s. Let the relay parameters be ε+ = 0.1
and ε− = −0.1, u+ = 1.0 and u− = −0.8. The corresponding RFS is simulated.
The limit cycle is exhibited in Fig. 3.2. It follows that A+ = 1.3527, A− = −1.6882,
T+ = 6.70, T− = 8.38, Tr = 3.30 and Td = 3.41. With sampling time Ts = 0.01,
the integrals are evaluated by the trapezoid integral method as E1 = −1.8424 and
E2 = −2.6342. Then, L, a and K are determined by (3.10), (3.11) and (3.12),
respectively, as Lˆ = 3.0089, aˆ = 2.0290 and Kˆ = 1.0143. The corresponding
relative errors are L = 0.296%, a = 1.451% and K = 1.428%. The identiﬁed
model is Gˆ(s) = 1.0143
s(s+2.029)
e−3.0089s. The minor error is due to computation of two
integrals E1 and E2 by the trapezoid integral method.
It would be more convincible to show the accuracy of our method by comparing
with other popular existing methods. Atherton and Boz (1997) proposed analytical
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Fig. 3.2. Relay input and output oscillations
formulas to determine all parameters for (3.1), where K/a2 needs to be known prior
or determined by closed-loop step response. In this example, suppose K/a2 = 0.25
is known, then an ideal relay is applied with u+ = 1 and u− = −1. It follows
that A+ = 1.5765, A− = −1.5765, the ultimate gain and frequency are ωc =
0.4489 and Kc = 4u+/A+π = 0.8076, respectively. Thus, Atherton’s formulas
yield Kˆ1 = 2.0808, aˆ1 = 2.885 and Lˆ1 = 2.8234. The corresponding relative errors
are K = 108.08%, a = 44.25% and εL = −5.89%. The comparison of Atherton’s
results with the proposed are listed in Table 3.1. The large modeling errors show
that Atherton’s method is not applicable to plants with large time delay. Besides,
they assume some prior knowledge of the plant, while the proposed method can
yield the complete model from a single relay test without such prior information.
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Table 3.1. Control Performance
Parameters Real Value Proposed Atherton’s
K 1 1.0143 2.0808
a 2 2.0290 2.885
L 3 3.0089 2.8234
K – 1.428% 108.08%
a – 1.451% 44.25%
L – 0.296% -5.89%
3.1.4 Controller Tuning






0 < α < 1, phase lead;
α > 1, phase lag.
Since the gain margin and phase margin can not reﬂect the time domain system
performance directly and accurately, a new method is proposed for the tuning of
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Using e−Ls ≈ 1− Ls, (3.16) becomes
E(s) =
αs+ a
αs2 + (a−KcKL)s +KcK :=
b1s+ b0
a2s2 + a1s+ a0
, (3.17)
where a2 = b1 = α, b0 = a, a1 = a−KcKL and a0 = KcK. According to Jury and











To minimize J , α should be as small as possible, say α ∈ [0.01, 0.1]. For Kc, it
follows from ∂J/∂Kc = 0 that
Kc =
−a2L + a√a2L2 + αaL
αKL
. (3.19)
When α = 0, Kc can not be determined by (3.19) since both the numerator
and the denominator are zero. Using the L’Hospital’s Rule, (3.19) becomes
Kc = lim
α→0




















= Kc +KcTcs := Kp +Kds,
where Kp = Kc = a/(2KL) and Kd = KcTc = 1/(2KL) are proportional and
derivative gains of PD controllers, respectively.
For comparison, Ogata’s method for lead/lag compensators with gain and phase
margins is summarized as follows. Firstly, Kc is determined such that KcG has the
desired gain margin. Then, the phase margin of KcG is calculated and the phase
compensation, φ, is obtained. Let α = (1 − sinφ)/(1 + sinφ) and ﬁnd ωm such
that |KcG(jωm)| = √α. Finally, Tc = 1/(√αωm).
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Example 3.2. Consider G(s) = 4
s(s+2)
e−0.4s. Set Tc = 1/a = 0.5. Let α = 0.1.
From (3.19), Kc = 0.6066. The lead compensator is thus tuned as CLead(s) =
0.3033s+0.6066
0.05s+1
. For a PD controller, it follows from (3.20) that CPD(s) = 0.6250 +
0.3125s. For comparison, Ogata’s method is used with the desired gain margin
as 3 and phase margin as 60◦, and the resulting lead compensator is COgata(s) =
0.5623s+0.4635
0.7778s+1
. The output step responses of the closed-loop systems for the above
three controllers are shown as Fig. 3.3. The speciﬁcations of ISE and gain and phase


























Fig. 3.3. Unit-step response of closed-loop system
margins achieved are listed in Table 3.2. Since the proposed tuning is based directly
on the time domain speciﬁcation, the resulting system time response shows shorter
settling time and lower overshoot than Ogata’s method does, conﬁrming that the
speciﬁcation of minimal ISE measures the system performance more accurately
and directly than gain and phase margins. For frequency domain speciﬁcations
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Table 3.2. Control Performance
Controllers ISE Gain Margin Phase Margin
Proposed Lead 0.7309 2.9242 58.8◦
Proposed PD 0.6744 3.1405 61.4◦
Ogata’s Lead 1.0130 2.5206 51.8◦
which are the tuning target of Ogata’s method, it yields smaller gain and phase
margins than desired. This is due to the trial-and-error nature of Ogata’s method.
Our proposed lead and PD methods oﬀer a very similar ISE due to the minor
diﬀerence between α = 0.1 and α = 0, while gain and phase margins achieved for
both of them are near to 3 and 60◦, respectively, which also reveals why 3 and 60◦
are usually used as speciﬁcations in tuning of controllers.
A new relay auto-tuner of lead/lag or PD controller can be formed by simply
combining the model identiﬁcation in Section 3.1.3 and tuning formulas in Section
3.1.4, and is illustrated as follows.
Example 3.3. Suppose that the plant is G(s) = 4
s(s+2)
e−0.4s. The plant is put
into relay feedback control at t = 0 with relay parameters of u+ = 1.0, u− = −0.8,
ε+ = 0.1 and ε− = −0.1. A stable limit cycle is observed at t = 5.5. The
plant model is obtained from (3.10)-(3.12) as G(s) = 4.0199
s(s+2.0001)
e−0.405s. A lead
compensator is tuned from (3.19) as CLead(s) =
0.2982s+0.5964
0.05s+1
. It is commissioned
at t = 16 and the system settles down at t = 20. The unit step change in the
set-point change is introduced at t = 22. The plant output response settles down
at t = 25. The entire auto-tuning process is shown as Fig. 3.4. It can be seen that
the output response of the tuned control system is good.
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Fig. 3.4. Auto-tuning performance
3.1.5 Real Time Implementation
To test applicability of the proposed method in real time, the auto-tuning exper-
iment was conducted on a DC motor. The DC motor was made by LJ Technical
Systems, Inc., and shown in Fig. 3.5. The control functions are programmed under
Fig. 3.5. DC motor set
LabVIEW 7.1. It should be noted that a motor is usually regarded as a servo plant
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with little time delay. Such a plant is the special case of our consideration and
the proposed auto-tuning method can be applied by setting L = 0. It is however
more convictive to present a time delay to the motor plant to create a general
case. Hence, a transport delay function provided by LabView is added into the
control channel of the LabView Block Diagram of the motor, shown in Fig. 3.6.
The fastest sampling time is 0.002s and was taken in our implementation. The
C(s) Delay G(s)
Controller Transport 







Fig. 3.6. LabView Block Diagram of the motor
delay was set as 200 samples (other numbers also can do). Thus, the real time
delay is 0.002× 200 = 0.4 second.
As a real world plant, the plant has a dead zone, which generally exists in
motors. This nonlinear property may lead to the loss of control if the control u
falls into the dead zone. It may also change the eﬀective amplitude of the RFS.
Table 3.3 shows the measurement values of the voltages (Vi) before and (Vo) after
the dead zone of the motor. It is easy to see that the dead zone is ±0.18V, and
the relationship from its input to its output is then given by Vo = 1.03Vi ± 0.18.
In the real-time experiment, set the relay parameters with ε+ = 0.8 and ε− =
−1, u+ = 0.7 and u− = −0.4. Because of the dead zone, the equivalent relay
amplitudes are u∗+ = 1.03u+ − 0.18 = 0.541 and u∗− = 1.03u− + 0.18 = −0.232.
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Table 3.3. Measurement for dead zone
Vi (V) Vo (V) Curve Fitting Equation
1.0 0.855
2.0 1.875 Vo = 1.03Vi − 0.18
3.0 2.905 R2 = 1
4.0 3.945
−1.0 −0.85
−2.0 −1.87 Vo = 1.03Vi + 0.18
−3.0 −2.90 R2 = 1
−4.0 −3.935
The limit cycle is exhibited in Fig. 3.7. To ﬁlter out noise, 5 cycles are used
to take an average waveform of the limit cycle. It follows that A+ = 1.9417,
A− = −3.8848, T+ = 1.1920, T− = 2.7888, Tr = 0.4357 and Td = 0.5624. The
integrals are evaluated by the trapezoid integral method as E1 = −0.8772 and
E2 = −4.1769. Then, L, a and K are determined by (3.10), (3.11) and (3.12),
respectively, as Lˆ = 0.3960, aˆ = 5.1002 and Kˆ = 50.8147. The corresponding
relative error of time delay is L = −1.0023%, which is very small. The limit cycle
of the identiﬁed model under the same relay feedback is also simulated and given
in Fig. 3.7 for the comparison with the actual one. Let y and yˆ denote the limit
cycles of the real motor and the identiﬁed model, respectively. Then, the relative
error between yˆ and y within 5 periods is  =
∑ |y − yˆ|/∑ |y| = 6.99%, which
shows that yˆ and y are very close and the identiﬁed model is accurate.




e−0.396s under the lead-
lag control C(s) = Kc
Tcs+1
αTcs+1
, set Tc = 1/aˆ = 0.1961 and α = 0.1. It follows from
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Fig. 3.7. Relay input and output oscillations of the motor








As α → 0, the phase lead compensator is degenerated to the PD controller. It
follows from (3.20) that Kc = 0.1267 and the PD controller is
CPD(s) = Kc +KcTcs = 0.1267 + 0.0248s.
For comparison, Ogata’s method (Ogata, 2002) is used with the desired gain
margin as 3 and phase margin as 60◦, which results in Kc = 0.1034, α = 0.8651








Since the gains of both phase lead compensators and PD controllers are all less
than the dead zone, all above controllers may not be able to eﬀectively drive the
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real motor because the control signal after the dead zone become zero. To solve
such a problem without changing the system transfer properties, place a gain of
K1  1 before the motor input and a gain of K2 = 1/K1 after the motor output.
However, due to the protection scheme of the motor, its input voltage is limited
to ±5 V, which implies that K1 can not be too large and the eﬀects of dead zone
can not be eliminated completely. So let K1 = 4 and K2 = 1/K1 = 0.25. The
step response of the closed-loop system for the above three controllers are shown
in Fig. 3.8(a). The corresponding simulations result is shown in Fig. 3.8(b), where
K1 = 100 and K2 = 1/K1 = 0.01. One sees that for the closed-loop unit step
test for the real motor, the steady state errors are inevitable due to the dead zone.
At K1 = 100, simulation shows that the steady state errors by the dead zone
are greatly eliminated. Both simulation and real tests indicate that the proposed
tuning method gives better performance than Ogata’s approach.
The above real time implementation demonstrates that the proposed auto-
tuning approach can be applied into real industrial process successfully. It is a
complete and one-oﬀ technique in the sense that it goes from relay test and data
recording to model construction, controller tuning and commission automatically,
compared with the existing methods for which modeling and controller design are
usually separate steps. Moreover, the proposed approach is easy to implement as
all computations are carried out in the time domain with analytical formulas while
most of frequency domain tuning methods in the literature need iterations.
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(a) K1 = 4 and K2 = 0.25 for real motor



















(b) K1 = 100 and K2 = 0.01 for simulation
Fig. 3.8. Unit-step response of closed-loop system
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3.1.6 Conclusion
In this section, a class of second-order servo plants under relay feedback is ad-
dressed. From limit cycle characteristics such as periods and amplitudes, the plant
parameters can be analytically obtained by simple formulas. A new tuning method
for lead/lag or PD compensators is also presented for ISE minimization. All the
results are illustrated with simulation and real time implementation.
3.2 Tuning of Phase Lead Compensators
3.2.1 Introduction
The major diﬃculties for tuning of phase lead compensators under the gain and
phase margin speciﬁcations lie in nonlinearity and coupling of all their three pa-
rameters. Moreover, two margin speciﬁcations only give four real equations while
ﬁve unknowns (including three parameters of phase lead compensators and two
crossover frequencies) need to be determined. In this section, a simple and eﬀec-
tive tuning method is presented for phase lead compensators which can achieve
exact gain and phase margins simultaneously. The main ideas are ﬁrstly to choose
one parameter according to practical control requirement so that four unknowns
with four equations may have ﬁnite solutions, and then to construct two nonlinear
functions from gain and phase margin speciﬁcations and plot them in the same
diagram to ﬁnd their intersections as the solutions for the problem. A criterion
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is also established to decide the right one from possible multiple intersection so-
lutions. Analytical formulas are provided to calculate parameters of phase lead
compensators once the intersection point is located.
The rest of this section is organized as follows. Section 3.2.2 describes the





Fig. 3.9. Unity output feedback system
Consider the unity output feedback conﬁguration depicted in Fig. 3.9. Suppose
that the transfer function of a given plant, G(s), is available. The controller is taken




, 0 < α < 1. (3.21)











G(jωg) = −ejφm , (3.23)
where Am and φm are the desired gain and phase margins, respectively; ωp and ωg
are the phase and gain crossover frequencies of the open-loop plant with controller,
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respectively. Equations (3.22) and (3.23) will guarantee the exact gain margin of
Am and phase margin of φm for the loop, if no other point(s) on the Nyquist plot
is closer to the critical point of −1 than these two points. This is the case for most
industrial processes. This case is assumed throughout the section.
There are altogether ﬁve unknowns, namely Kc, α, T , ωp and ωg in (3.22) and
(3.23), while two complex equations will break into four real equations. Hence, the
number of unknowns exceeds the number of equations, which will lead to inﬁnite
solutions to (3.22) and (3.23), unless one extra condition is added. The additional
equation may be introduced based on consideration of the bandwidth. The closed-
loop bandwidth, ωb, can be estimated (Maciejowski, 1989) in terms of the gain
crossover frequency, ωg, by
ωg ≤ ωb ≤ 2ωg.
Thus, choose
ωg = λωb. (3.24)
ωb should be carefully chosen and its eﬀects for various plants with diﬀerent orders,
time delays and damping natures also need to be considered. It follows from Ogata
(2002) that ωb is approximately given by the phase crossover frequency of the
uncompensated plant, ωGp, which is also supported by our simulation. Since ωGp
is eﬀected by the plant characteristics, after such an approximation, (3.24) now
becomes
ωg = λωGp, (3.25)
where λ is a tuning parameter. λ also accommodates possible error of the above
Chapter 3. Tuning of Lead/Lag Compensators 74
approximations. In engineering practice, λ ∈ [0.5, 2] is recommended with the
default value of 1. Within the suitable range, a larger λ corresponds to a faster
closed-loop system, and vice versa.
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Plot f1(ω) and f2(ω) with respect to ω in the same diagram. Their intersections
make (3.26) – (3.29) hold, and the value of αT can be read directly from the


























In the case of G(0) > 0, Kc, α and T must be positive to form negative feedback.








] > αT > 0, (3.35)
where the right inequality is due to required α > 0 and T > 0. To compensate
for the plant means improvement of its gain and phase margins. As a result, the















It then follows from (3.33) and (3.34) that T > 0 and α > 0 if (3.35) is true.
Therefore, (3.35) is used as the criterion to pick up positive (correct) solutions
and discard negative (wrong) solutions. The case of negative G(0) is handled by
viewing −G(s) as the plant and assigning minus to the positive solutions obtained
as above.
With G(s) or G(jω) available and G(0) > 0, the tuning procedure is as follows:
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Step 1. Specify ωg by (3.25);
Step 2. Plot f1(ω) and f2(ω) according to (3.30) and (3.31);
Step 3. Read the value of αT from intersection points of f1 and f2 which meets
(3.35), and calculate Kc, T and α by (3.32), (3.33) and (3.34), respectively.
It should be pointed out that the phase lead compensators may not eliminate
the steady-state error of the output response to step inputs. But this problem can
be solved by adding an integrator (1/s) to the phase lead compensator K(s) so that
the new controller K(s)/s may eliminate the output steady state error in response
to step disturbance and set-point. For tuning, combining such an integrator with
the original plant as the generalized plant Gˆ(s) = G(s)/s, the proposed method is
still applicable to the tuning of phase lead compensator K(s).
3.2.3 An Example





The speciﬁcations of gain and phase margins are set to 3 and π/3, respectively,
which are normally used in practice. The phase crossover frequency of the plant
G(s) is computed as ωGp = 1.3165. By (3.25), ωg = 1.3165 when λ = 1. The
graphs of f1(ω) and f2(ω) are plotted in Fig. 3.10, exhibiting two intersection
points, P1 and P2. For this case, (3.35) becomes 0.4386 > αT > 0, which is met by
P2 only but not by P1. This P2 is the only right solution and gives αT = 0.0951.
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Finally, Kc, T and α are calculated by (3.32), (3.33) and (3.34), respectively and





To see how λ eﬀects performance, let λ = 0.8, 1.2, respectively. There is only one













P1 (2.4298, 1.0334) 
P2 (3.5474, 0.0951) 
0.4386 
Fig. 3.10. Plots of f1(ω) and f2(ω) for λ = 1
positive solution for each case, given respectively by
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Table 3.4. Gain margin and phase margin achieved
Method λ K(s) Kc T α Am φm ωg ωp
0.8 1.759s+ 0.74620.3313s+ 1 0.7462 2.3573 0.1405 3 60
◦ 1.05 2.61
Proposed 1 1.972s+ 1.0950.0951s+ 1 1.095 1.8014 0.0528 3 60
◦ 1.32 3.55
1.2 2.351s+ 1.2520.0191s+ 1 1.2523 1.8773 0.0102 3 60
◦ 1.58 4.26
Ogata’s – 1.662s+ 0.93210.6276s+ 1 0.9321 1.7829 0.352 2.8609 45
◦ 0.945 2



















Fig. 3.11. Step responses for the closed-loop systems
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The values for Kc, T , α and the gain margin and phase margin achieved by two
methods are shown in Table 3.4. It is easy to see that by our method, both gain
and phase margins are exactly satisﬁed. Ogata’s method can only approximately
satisfy gain margin speciﬁcation while its phase margin is far away. The unit-step
responses for the closed-loop systems are shown in Fig. 3.11, where the responses
using the proposed method are plotted in dotted line for λ = 0.8, solid line for
λ = 1, dash-dotted line for λ = 1.2, respectively, that using Ogata’s method in
dashed line. The ﬁgure indicates that the proposed method have achieved much
better performance than Ogata’s method.
3.2.4 Conclusion
A simple graphical method for tuning of phase lead compensators has been pre-
sented which can achieve gain and phase margins exactly. The method transforms
the problem of solving a set of nonlinear coupled equations into ﬁnding the inter-
section points of two graphs plotted using the frequency response information of
the plant. The solvability of the problem is related to the existence and number of
intersection points of two graphs. The eﬀectiveness of the method is demonstrated
with an example.
Chapter 4
Multiloop Gain Margins and PID
Stabilization
4.1 Introduction
In this chapter, a linear MIMO plant under a diagonal or block-diagonal PID
control structure is investigated using time-domain approach to determine the
PID stabilizing ranges as well as the gain margins. The recent descriptor model
approach (Zheng et al., 2002; Lin et al., 2004a) will be modiﬁed to transform the
problem into a robust stability problem for a linear polytopic system. In this way,
a detailed scheme in descriptor version is provided for the robust stability test and
an eﬀective procedure is given to ﬁnd the parameter ranges of PID controllers. The
scheme incorporates a relaxed LMI technique which not only eﬀectively solves the
considered PID problem, but also leads to better results than the existing methods
for special cases of standard polytopic systems (Geromel et al., 1998; Peaucelle et
80
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al., 2000; Ramos and Peres, 2002; He et al., 2005a). The present procedure is a
kind of quasi-LMI based convex computation which can be fulﬁlled through LMI-
Toolbox (Gahinet et al., 1995).
4.2 Problem Formulation
To illustrate mutual dependence of loop gains which stabilizes a coupled multivari-













A decentralized proportional controller K(s) = diag {k1, k2} is applied to it in the
















Fig. 4.1. Block diagram of TITO system
1970; Wang, 2003b) that the characteristic equation of the closed-loop system is
Pc(s) = PG(s)PK(s) det[I +G(s)K(s)]
= s2 + (k1 + 4k2 + 2)s+ (k1 + 4k2 + 1− 2k1k2) = 0, (4.1)
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where PG(s) and PK(s) are the pole polynomials of G(s) and K(s), respectively.
The closed-loop system is stable if and only if all the roots of Pc(s) have negative
real parts, or ⎧⎪⎨⎪⎪⎩
k1 + 4k2 + 2 > 0,
k1 + 4k2 + 1− 2k1k2 > 0.
(4.2)








2(k1 − 2) , if k1 > 2,
k2 >
k1 + 1
2(k1 − 2) , if k1 < 2.
(4.3)
This stabilizing range is drawn as the shaded region in Fig. 4.2. For example, when
k1 = 1, it gets from the ﬁgure or (4.3) that k2 > −3/4.
















k2 = −14k1 − 12
k2 = k1+12(k1−2)




Fig. 4.2. Stabilization region of (k1, k2)
Alternately, look at the system loop by loop. From Fig. 4.1, it is straightforward
Chapter 4. Multiloop Gain Margins and PID Stabilization 83
(Maciejowski, 1989) to see that







Thus, the equivalent open-loop transfer function which k2 stabilizes when the ﬁrst








(s+ 1)(s+ 1 + k1)
.
Then, the Nyquist stability theorem for SISO systems can be applied to determine
the stabilizing range of k2, if k1 is speciﬁed. For example, when k1 = 1, the
Nyquist curve of g˜22(jω) is depicted as Fig. 4.3. Since the open-loop system g˜22










Fig. 4.3. Nyquist curve of g˜22 for k1 = 1
has no poles in the RHP, the closed-loop system is stable if and only if the Nyquist
curve of g˜22 does not encircle the point (−1/k2, 0), or k2 > −3/4, which is the
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same as before. In general, the characteristic equation for the second equivalent
loop is 1 + k2g˜22(s) = 0, which gives exactly (4.1). Similarly, work with the ﬁrst
equivalent open-loop transfer function and the same results are obtained.
It is seen from this example that the stabilizing range of one loop gain depends
on the value of other loop’s gain. This range can be computed with the SISO
method for the equivalent SISO plant derived from the given MIMO system with
all other loops closed with the ﬁxed loop gains kj , j = i. If k1 is ﬁxed at some
value, the stabilizing range for k2 is uniquely determined. For instance, k1 = 1
yields k2 > −3/4, and graphically such a stabilizing range for k2 is between two
intersection points of line k1 = 1 with the lower and upper boundaries of the shaded
(stabilizing) region of Fig. 4.2. Note that loop 1 may have some uncertainties on its
parameters and/or k1 needs to be tuned or de-tuned separately. When k1 or loop
1 has some change, the previous stabilizing range for k2 may not be stabilizing any
more. Such results are not very useful in the context of MIMO gain margins and
their applications as they are sensitive to other loops’ gains. Therefore, it is more
practical and useful to prescribe a range for k1 when determining the stabilizing
range for k2. In general, if k1 varies in some range, the stabilizing range for k2 can be
uniquely determined. For instance, k1 ∈ [1, 2] yields k2 ∈ [−3/4,+∞). Graphically
such a stabilizing region for both k1 and k2 is a rectangle with length k1 from 1
to 2 and width k2 from −3/4 to +∞. When the range of k1 changes, so does the
stabilizing range of k2. For instance, {(k1, k2)|k1 ∈ [3, 4], k2 ∈ [−5/4, 5/4]} gives
another stabilizing rectangle for k1 and k2. In view of the above observations, it is
motivated to ﬁnd such stabilizing rectangles and formulate the problem as follows.
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Consider an m ×m square plant G(s) with n-dimensional state-space realiza-
tion:
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t), (4.5)
where x ∈ Rn is the state, y ∈ Rm is the output, B and C are real constant
matrices with appropriate dimensions. This chapter focuses on the following form
of PID controllers: U(s) = K(s)E(s), where e(t) = r(t)−y(t), r(t) is the set point
and








diag {k21I21, . . . , k2r2I2r2}
+sdiag {k31I31, . . . , k3r3I3r3} (4.6)
where k1i, k2j and k3l are scalars to be determined, I1i, I2j and I3l are identity ma-





l=1 m3l = m. Since our concern in this chapter is stabilization, r(t) has no eﬀect



















I¯νi = diag {0, . . . , 0, Iνi, 0, . . . , 0} ∈ Rm×m, ν = 1, 2, 3, i = 1, 2, . . . , rν . (4.8)
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The problem considered in this chapter is as follows.
Problem 1. For a plant (4.5) under the controller (4.7), ﬁnd the ranges of scalars
k1i, k2j and k3l, i = 1, . . . , r1, j = 1, . . . , r2, l = 1, . . . , r3, such that the closed-loop
system is stable for all allowable k1i, k2j and k3l in these ranges.




corresponds to the specially chosen r1 = r2 = r3 = 1; the controller of the form
K(s) = diag {k1i} + 1sdiag {k2i} + sdiag {k3i} corresponds to the specially chosen
r1 = r2 = r3 = m (or m1i = m2j = m3l = 1).
It is worth mentioning that the gain margins for MIMO systems can readily
be deﬁned and obtained as by-products of solutions to Problem 1. Consider the
example again in the special case where K(s) = kI2, or k1 and k2 are equal to each
other. Then, it follows from (4.3) that the stabilizing range is k ∈ [(5−√33)/4, (5+
√
33)/4]. Graphically, such a stabilizing range is obtained as the straight line, BD,
in Fig. 4.2, where B and D are two intersection points of line k1 = k2 with the
boundary of shaded region. BD is uniquely determined. In general, for an m×m
square plant in (4.5) under the decentralized proportional controller form in (4.7)
with the common gain for all loops, K(s) = kIm, suppose that the solution to
Problem 1 is
k ∈ [k, k]. (4.9)
This stabilizing range is uniquely determined and called as the common gain mar-
gin of the system. Graphically, such a stabilizing range (4.9) is the largest line seg-
ment of k1 = k2 = · · · = km available in the stabilizing region for ki, i = 1, 2, · · · , m.
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Consider now the decentralized proportional controller, K(s) = diag {k1, k2, · · · ,
km}, with probably diﬀerent gains for diﬀerent loops. Suppose that the solution
to Problem 1 is
ki ∈ [ki, ki], i = 1, 2, · · · , m. (4.10)
Then, the closed-loop remains stable even when the gain for the i-th loop, ki,
varies between ki and ki, provided that other loop gains, kj, j = 1, 2, · · · , m,
j = i, are (arbitrary but) also within their respective ranges. [ki, ki] is called
the gain margin for the i-th loop, subject to other loops’ gain margins within
[kj , kj ], j = 1, 2, · · · , m, j = i. Note that the margins so deﬁned allow varia-
tions/uncertainties of other loops’ gains within [kj , kj ], which facilitates their use
in loop tunings. Actually, such ranges are usually quite large for normal stable
plants. The formulation here truly reﬂects the distinct feature of a MIMO system
from the SISO case that the stabilizing range for a loop depends on other loops’
gains in general.
4.3 The Proposed Approach
The closed-loop system will be transformed into a descriptor form analogous to that
of (Lin et al., 2004a; Lin et al., 2005). It should be pointed out that the descriptor




xT (θ)dθ, x˙T (t)]T . This brings conservatism since the resulting design is
only applicable to a narrow class of systems with matrix C being of full column
rank. To overcome such a drawback, in this chapter, the augmented state is
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replaced by x¯(t) = [xT (t),
∫ t
0
yT (θ)dθ, y˙T (t)]T . The new output remains the same
as in Lin et al. (2004a), i.e., y¯(t) = [yT (t),
∫ t
0
yT (θ)dθ, y˙T (t)]T . Noticing the fact
that y˙(t) = CAx(t)+CBu(t), system (4.5) with (4.7) is then transformed into the
following descriptor control system:
E¯ ˙¯x(t) = A¯x¯(t) + B¯u(t),





























In view of the diagonal structure of PID controller (4.7), the closed-loop system of
(4.11) is rewritten as






























for i = 1, 2, . . . , r1, j = 1, 2, . . . , r2 and l = 1, 2, . . . , r3. A descriptor system of the
form (4.12) is called admissible if the system, or say, the pair (E¯, A¯cl), is regular,
impulse-free and stable. Please refer to Dai (1989) and Masubuchi et al. (1997)
for detailed deﬁnitions.
So far, Problem 1 has been converted to the following problem.
Problem 2. Find the ranges of scalars k1i, k2j and k3l, i = 1, . . . , r1, j = 1, . . . , r2,
l = 1, . . . , r3, such that the closed-loop system (4.12) is admissible for all allowable
k1i, k2j and k3l in these ranges.
To solve Problem 2, one could adopt the structured singular value method
(i.e., μ-analysis) as presented in Lin et al. (2001; 2003). Noticing the fact that the
μ-analysis may produce conservative results due to the requirement of common
perturbation bounds, an alternative method in the polytopic context is suggested.















3iA¯3i is admissible. This step can be
done by standard techniques available (Cao et al., 1998; Zheng et al., 2002; Lin et
al., 2004a). A speciﬁc procedure is provided in Section 5 to fulﬁll this step. Next,
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The task now is to compute the perturbation ranges for scalars k¯νi such that





νi , respectively, i.e.,
k¯νi ∈ [βlowνi , βuppνi ], ν = 1, 2, 3, i = 1, 2, . . . , rν . (4.14)
For brevity, relabel them as βlowi and β
upp
i with i = 1, 2, . . . , r1 + r2 + r3. Let




1 , . . . , β
low
r0
, βuppr0 ]. Then, A¯cl is equivalently recast
as a matrix polytope with r¯ = 2r0 vertices denoted by A¯j(β) ∈ R(n+2m)×(n+2m),
A¯cl ∈
{






αj = 1; αj ≥ 0; j = 1, 2, . . . , r¯
}
. (4.15)
By the work of Masubuchi et al. (1997), it is known that a nominal pair (E,A)
is admissible if and only if there exists a matrix P such that P TA+ATP < 0 with
P TE = ETP ≥ 0. Therefore, the pair (E¯, A¯cl) is robustly admissible if and only if
there exists a parameter-dependent Lyapunov matrix P (α) such that
P (α)T E¯ = E¯TP (α) ≥ 0, (4.16)
P (α)T A¯(α) + A¯(α)TP (α) < 0. (4.17)
An alternative result which is equivalent to the above criterion is easy to be estab-
lished as follows.
Lemma 4.1. The pair (E¯, A¯(α)) is robustly admissible if and only if there exist
parameter-dependent matrices P (α), F (α) and H(α) such that
P (α)T E¯ = E¯TP (α) ≥ 0, (4.18)⎡⎢⎢⎣ F (α)A¯(α) + A¯(α)TF (α)T 
P (α)− F (α)T +H(α)T A¯(α) −H(α)−H(α)T
⎤⎥⎥⎦ < 0. (4.19)
Chapter 4. Multiloop Gain Margins and PID Stabilization 91
Here and in the sequel, an ellipsis  denotes a block induced by symmetry.
Proof. The proof is parallel to that for standard systems in Geromel et al. (1998)
and Peaucelle et al. (2000).
Using Lemma 1, the following LMI-based result is derived.
Proposition 4.1. The pair (E¯, A¯cl) is robustly admissible if there exist matrices
Pj, Fj, Hj and Xjl with Xjj = X
T
jj, l ≤ j, j, l = 1, 2, . . . , r¯, such that
P Tj E¯ = E¯
TPj ≥ 0, (4.20)
Θ¯jl + Θ¯lj < Xjl +X
T
jl , j = 1, 2, . . . , r¯, l ≤ j, (4.21)⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X11  · · · 










⎡⎢⎢⎣ FjA¯l(β) + A¯l(β)TF Tj 
Pj − F Tj +HTj A¯l(β) −Hj −HTj
⎤⎥⎥⎦ .




αjPj , F (α) =
r¯∑
j=1




If conditions (4.21)-(4.22) are true, substituting (4.23) into the matrix of (4.19),
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yields ⎡⎢⎢⎣ F (α)A¯(α) + A¯(α)TF (α)T 
























= [α1I, · · · , αr¯I]
⎡⎢⎢⎢⎢⎢⎢⎣












This completes the proof from Lemma 1.
It should be noted that, when E¯ = I (i.e., for standard systems), Proposition
4.1 reduces to the robust stability test for A¯cl to be Hurwitz. In this case, the
present method is less conservative than those given in Geromel et al. (1998),
Peaucelle et al. (2000), and Ramos and Peres (2002) because the conditions in
(4.20)–(4.22) reduce to those in these papers when setting Xjl = 0.
Proposition 4.1 provides a quasi-LMI condition to search for β. Based on
Proposition 4.1, an LMI-based algorithm is presented to compute ranges of PID
controller gains. Note that (4.20)-(4.21) can be combined to a single LMI. Let
L = [0, 0, In]
T ∈ R(2n+m)×n. Then, similar to Lin et al. (2005), (4.21) with (4.20) is
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equivalent to the following LMI for additional matrices Zj > 0 and Yj ∈ Rn×(2n+m):
Ωjl + Ωlj < Xjl +X
T
jl, j = 1, 2, . . . , r¯, l ≤ j, (4.24)
where
Ωjl =
⎡⎢⎢⎣ FjA¯l(β) + A¯l(β)TF Tj 
ZjE¯ + LYj − F Tj +HTj A¯l(β) −Hj −HTj
⎤⎥⎥⎦ .
Procedure 4.1:
















Step 2. Find the maximum β0 ≥ 0 such that LMIs (4.22) and (4.24) are feasible
for β = [−β0, β0, . . . ,−β0, β0].
Step 3. Find βlow1 ≤ −β0 such that LMIs (4.22) and (4.24) are feasible for β =
[βlow1 , β0, . . . ,−β0, β0].
Step 4. Find βupp1 ≥ β0 such that LMIs (4.22) and (4.24) are feasible for β =
[βlow1 , β
upp
1 ,−β0, β0, . . . ,−β0, β0].
Step 5. Repeat Steps 2 and 3 such that LMIs (4.22) and (4.24) are feasible for
β = [βlow1 , β
upp











The above procedure is a theoretic summary on determining stabilizing ranges
of PID parameters. Yet, it leaves for many practical implementation problems,
such as how to ﬁnd the initial stabilizing parameter k0νi and how to make the
Chapter 4. Multiloop Gain Margins and PID Stabilization 94
stabilizing ranges as large as possible. Also, it should be pointed out that diﬀerent
solutions may be obtained if the parameters of PID controller are reordered. To
obtain a reasonable stabilizing ranges as large as possible, some modiﬁcations to
Procedure 4.1 are added from the practical point of view, which will be described
in detail in Section 4.5 and summarized as Algorithm 4.1.
4.4 Special Cases
For three special cases of PID control, namely, P, PD and PI control, their trans-
formed state-space representations are diﬀerent, which leads to diﬀerent LMI con-
ditions. Hence, in this section, I would like to give such representations and con-
ditions for these three special cases for easy reference and applications.
4.4.1 Proportional Control
In this special case, K2 = 0 and K3 = 0 in (4.6). Then,
x˙(t) = Ax(t) +Bu(t),






k1iA1i)x(t) := Aclx(t), (4.26)
where
A1i = BI¯1iC, i = 1, 2, . . . , r1. (4.27)
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As processed before, equivalently recast Acl as a matrix polytope with r = 2
r1
vertices denoted by Aj(β) ∈ Rn×n,
Acl ∈
{






αj = 1; αj ≥ 0; j = 1, 2, . . . , r
}
.(4.28)
Therefore, in the proportional control case, the following result is obtained.
Proposition 4.2. The polytope Acl is robustly stable if there exist matrices Pj > 0,
Fj, Hj and Xjl with Xjj = X
T
jj, l ≤ j, j, l = 1, 2, . . . , r, such that
Θjl +Θlj < Xjl +X
T
jl, j = 1, 2, . . . , r, l ≤ j, (4.29)⎡⎢⎢⎢⎢⎢⎢⎣




Xr1 · · · Xrr
⎤⎥⎥⎥⎥⎥⎥⎦ ≤ 0, (4.30)
where
Θjl =
⎡⎢⎢⎣ FjAl(β) + Al(β)TF Tj 
Pj − F Tj +HTj Al(β) −Hj −HTj
⎤⎥⎥⎦ .
4.4.2 PD Control
In this special case, K2 = 0 in (4.6). Let x̂(t) = [x
T (t), y˙T (t)]T and ŷ(t) =
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or, rewritten as























for i = 1, 2, . . . , r1 and l = 1, 2, . . . , r3. As proceeded in PID and PI cases, Âcl can










αj = 1; αj ≥ 0; j = 1, 2, . . . , r̂
}
. (4.33)
Therefore, in the PD control case, the following result is obtained.
Proposition 4.3. The pair (Ê, Âcl) is robustly admissible if there exist matrices
Pj, Fj, Hj and Xjl with Xjj = X
T
jj, l ≤ j, j, l = 1, 2, . . . , r̂, such that
P Tj E¯ = E¯
TPj ≥ 0, (4.34)
Θ̂jl + Θ̂lj < Xjl +X
T
jl , j = 1, 2, . . . , r̂, l ≤ j, (4.35)⎡⎢⎢⎢⎢⎢⎢⎣




Xr̂1 · · · Xr̂r̂
⎤⎥⎥⎥⎥⎥⎥⎦ ≤ 0, (4.36)
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where
Θ̂jl =
⎡⎢⎢⎣ FjÂl(β) + Âl(β)TF Tj 
Pj − F Tj +HTj Âl(β) −Hj −HTj
⎤⎥⎥⎦ .
4.4.3 PI Control






































⎤⎥⎥⎦ , A˜1i =
⎡⎢⎢⎣ BI¯1iC 0
0 0




for i = 1, 2, . . . , r1 and j = 1, 2, . . . , r2. Assume that a set of scalars k
0
νi are such








2iA˜2i is Hurwitz stable. Set k˜νi = kνi − k0νi,
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The following task is to compute the perturbation ranges for scalars k˜νi such that
A˜cl remains stable. Now, specify the lower and upper bounds for k˜νi as β
low
νi and




i with i = 1, 2, . . . , r1 + r2.
Then, A˜cl is equivalently recast as a matrix polytope with r˜ = 2
r1+r2 vertices
denoted by A˜j(β) ∈ R(n+m)×(n+m),
A˜cl ∈
{






αj = 1; αj ≥ 0; j = 1, 2, . . . , r˜
}
. (4.41)
Therefore, in the PI control case, the following result is obtained.
Proposition 4.4. The polytope A˜cl is robustly stable if there exist matrices Pj > 0,
Fj, Hj and Xjl with Xjj = X
T
jj, l ≤ j, j, l = 1, 2, . . . , r˜, such that
Θ˜jl + Θ˜lj < Xjl +X
T
jl , j = 1, 2, . . . , r˜, l ≤ j, (4.42)⎡⎢⎢⎢⎢⎢⎢⎣




Xr˜1 · · · Xr˜r˜
⎤⎥⎥⎥⎥⎥⎥⎦ ≤ 0, (4.43)
where
Θ˜jl =
⎡⎢⎢⎣ FjA˜l(β) + A˜l(β)TF Tj 
Pj − F Tj +HTj A˜l(β) −Hj −HTj
⎤⎥⎥⎦ .
4.5 Computational Algorithm
In Step 1 of Procedure 4.1, scalars k0νi, ν = 1, 2, 3, i = 1, 2, · · · , rν , are determined
such that the closed-loop system is stable. The selection of k0νi will determine the
location of the stabilizing range of kνi obtained in later steps. From a practical
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point of view, a control engineer would like the origin to be contained in the
stabilizing range of kνi to facilitate control tuning if possible (this is the case
if the plant is stable). The reason is that the open-loop corresponds to a zero
gain controller, or the origin in the parameter space of kνi. To have a closed-loop
control, a practising engineer will typically gradually increase loop gains from zero,
and will have great choice of such gains and beneﬁcial loop performance if he or
she is given a suﬃciently large stabilizing range containing the origin. In this
section, Procedure 4.1 is modiﬁed such that the initial settings and the subsequent
search for the desired stabilizing ranges are carried out in a systematic way, and
the largest stabilizing range containing the origin and other ranges of interests are
obtained if they are not empty.
To illustrate our ideas and resulting modiﬁcations, consider again the example
in Section 2, where a decentralized proportional controller, K(s) = diag {k1, k2} is












in the unity negative feedback conﬁguration. It is proceeded as follows.
(i) Start from the simplest common gain controller, K(s) = kI2 (or k1 = k2 = k)
to stabilize G(s), where k is a scalar. Let k0 be a stabilizing point. Since this plant,
G(s), is stable, the origin (k0 = 0) is already a stabilizing point.
(ii) Let k¯ = k − k0. By Barmish (1994) (see Proposition 4.5 below), the
stabilizing range of k¯ is calculated as k¯ ∈ (−0.1861, 2.6861). Thus, the stabilizing
range in terms of k is k = k0+k¯ ∈ (−0.1861, 2.6861). Graphically, such a stabilizing
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range is the straight line, BD, shown in Fig. 4.2.
(iii) The mid-point of the above stabilizing range of k is (2.6861− 0.1861)/2 =
1.25. One may reset k01 = k
0
2 = 1.25 and calculate β0 = 1.4361 by Step 2 of Proce-
dure 4.1 such that LMIs (4.29) and (4.30) are feasible for β = [−β0, β0, · · · ,−β0, β0].
Thus, the initial stabilizing range of the independent gain controller, K(s) =
diag {k1, k2}, is ki ∈ [k0i − β0, k0i + β0] = [−0.1861, 2.6861], i = 1, 2, which con-
tains the origin, k1 = k2 = 0. Note that so calculated k1 and k2 can now vary
mutually independently within this range while the closed-loop remains stable.
Graphically, this range is the square, ABCD, shown in Fig. 4.2. One may wish to
shift the range to reﬂect diﬀerent scaling and/or importance of diﬀerent gains.
(iv) Before Step 3 of Procedure 4.1 is applied, arrange k1 and k2 in decreas-
ing order of their importance, i.e., if k1 needs to be as large as possible (most
important), then resize its stabilizing range ﬁrstly, and so on. As pointed out
in Section 2 that the stabilizing range of k1 usually has eﬀects on the stabiliz-
ing range of k2, the ordering of ki helps to obtain a stabilizing range as large
as possible at the desired location. Suppose that k1 is more important than k2,
one wishes to shift the initial stabilizing range, ki ∈ [−0.1861, 2.6861], i = 1, 2,
to the new location as desired. Note that B (or D) lies on the boundary of
the stabilizing region (see Fig. 4.2), the upper bound (or the lower bound) of
ki can not be extended. Hence, to obtain a stabilizing range as large as pos-
sible, shift the initial stabilizing ranges of ki from the point A or C, that is,




1 − β0, k02 + β0] = (−0.1861, 2.6861) or (k¯01, k¯02) =
[k01 + β0, k
0
2 − β0] = (2.6861,−0.1861). Thus, LMIs (4.29) and (4.30) are feasible
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for β = [k01 − β0, k01 + β0, k02 − β0, k02 + β0]− [k¯01, k¯01, k¯02, k¯02] = [0, 2.8722,−2.8722, 0]
or [−2.8722, 0, 0, 2.8722].
(v) Since our range shift starts from the point A or C, the corner of the square
ABCD, some “0” items will appear in β, which implies that the upper bound or
the lower bound of ki may be possibly extended so that they should be resized
a priori. Moreover, β should also be relaxed as β∗ = αβ, where α ∈ (0, 1) with
α = 0.5 by default. Then, the stabilizing range of k1 and k2 at such a shifted
position can be calculated by Steps 3 to 6 of Procedure 4.1. For example, suppose
that (k¯01, k¯
0
2) = (−0.1861, 2.6861), k1 is more important than k2. Let α = 0.5 and
β∗ = αβ = [0, 1.4361,−1.4361, 0]. Firstly, ﬁnd the lower bound of k1, secondly the
upper bound of k2, thirdly the upper bound of k1 and ﬁnally the lower bound of
k2. The resulting stabilizing range of k1 and k2 is
k1 ∈ [−7, 1.2561], k2 ∈ [1.25, 202.6861].
Similarly, if the alternative (k¯01, k¯
0
2) = (2.6861,−0.1861) is used, the stabilizing
ranges become
k1 ∈ [1.2468, 4], k2 ∈ [−0.8117, 1.25].
Such a range shifting to the diﬀerent location will lead to a larger stabilizing range
if it exists there.
One sees from the above example that our modiﬁcations to Procedure 4.1 con-
sist of four steps. Firstly, ﬁnd a common gain controller which can stabilize the
plant. In the case of stable plants, the default gain is zero; Secondly, determine,
by some formula, the stabilizing range of the common gain controller containing
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the above stabilizing point; Thirdly, compute the initial stabilizing range for inde-
pendent gain controller by Step 2 of Procedure 4.1; Finally, shift it to the desired
location, resize it, and compute the new range with Steps 3 to 6 of Procedure 4.1.
The same technique is now applied to general cases as follows.
P Control. Start with the common gain controller, K(s) = kIm, or u(t) =
−ky(t), where k is a scalar. By (4.26), the closed-loop system becomes
x˙(t) = (A− kBC)x(t) = Aclx(t),
which is a regular system. Let k¯ = k − k0. Then
Acl = A
0
cl − k¯BC, (4.44)
where A0cl = A − k0BC, and k0 is to stabilize the plant. If the plant is stable,
take k0 = 0; otherwise, ﬁnd such a stabilizing non-zero k0 (Troﬁno-Neto and
Kucera, 1993). If G(s) can not be stabilized by any common gain controller,
a controller in the general form of (4.6) has to be found, i.e., k0νi, ν = 1, 2, 3,
i = 1, 2, · · · , rν . This is the stabilization problem by static output feedback, which
can be solved by a few standard techniques (Cao et al., 1998; Zheng et al., 2002; Lin
et al., 2004a).
Denote by λ−min and λ
+
max, respectively, the minimum negative eigenvalue and
the maximum positive eigenvalue of a square matrix (set as zero if none). For
regular stable systems, the stabilizing range of k¯ is calculated from the following
formula.
Proposition 4.5. (Barmish, 1994) The matrix Acl given in (4.44) with a stable
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A0cl and an uncertain k¯ remains robustly stable if








λ+max (−(A0cl ⊗ In + In ⊗A0cl)−1((−BC)⊗ In + In ⊗ (−BC)))
.
Here, ‘⊗’ denotes the Kronecker product.
Consider now the independent gain controller. Reset k0νi → k0νi+(k¯min+k¯max)/2
and calculate the β0 with Step 2 of Procedure 4.1, i.e., ﬁnd the maximum β0 ≥ 0
such that LMIs (4.29) and (4.30) are feasible for β = [−β0, β0, · · · ,−β0, β0]. This
yields the mutually independent stabilizing range of kνi as kνi ∈ [k0νi−β0, k0νi+β0],
ν = 1, 2, 3, i = 1, 2, · · · , m. Graphically, these initial stabilizing ranges form an
m-dimension super cube.
Next, to get the stabilizing range at any desired location, start the range shift
from the corners of the above cube, i.e., choose k¯0νi = k
0
νi−β0 or k¯0νi = k0νi +β0. As
the sequence of resizing the stabilizing range for each loop is important, arrange
kνi in decreasing order of their importance, that is, if k11 needs to be as large as
possible (most important), take it at the ﬁrst place in the sequence of kνi, and
so on. Suppose that kνi is arranged in decreasing order of their importance as
[k11, · · · , k3m], then, β = [β011, β
0










νi + β0 − k¯0νi.
Since starting from the corner of the super cube, some “0” items may appear
in β and they should be tuned a priori. Moreover, β should also be relaxed as
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β∗ = αβ, where α ∈ (0, 1) with α = 0.5 by default. All these measures guarantee
that our search will succeed in getting the stabilizing range of kνi at the desired
location. Finally, following Steps 3 to 6 of Procedure 4.1, the stabilizing range of
kνi is actually determined.





y˜(t), where k is a scalar. By (4.38), the closed-loop system
becomes
˙˜x(t) = (A˜− kH˜)x˜(t) = A˜clx˜(t), (4.46)















where A˜0cl = A˜ − k0H˜, and k0 is to stabilize the plant. Note that unlike the P
control case, even if the plant is stable, k0 cannot be taken as zero because an
integrator is present here. This is the problem of so called integral controllability,
and the following proposition gives the criterion for the existence of such a k0.
Proposition 4.6. Consider the plant G(s) under the PI control K(s) = k0(1 +
1/s)Im. Suppose that G(s) is strictly proper, then
(i) A˜0cl = A˜− k0H˜ is stable for some k0 if:
(a) k0 > 0 and all the eigenvalues of G(0) lie in the open right half complex
plane; or,
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(b) k0 < 0 and all the eigenvalues of G(0) lie in the open left half complex
plane.
(ii) A˜0cl = A˜− k0H˜ is unstable for any k0 if:
(a) k0 > 0 and the number of eigenvalues of G(0) in open left half complex
plane is odd; or,
(b) k0 < 0 and the number of eigenvalues of G(0) in open right half complex
plane is odd.
Proof: Let G∗(s) = (s+1)G(s). The results follow directly from Morari (1985).
If G(s) can not be stabilized by any common gain controller, k0νi, ν = 1, 2, 3,
i = 1, 2, · · · , rν, has to be found to stabilize the plant instead. The same tech-
niques mentioned in the case of P control can be still applied to ﬁnd such k0νi.
Once k0 (or k0νi) is determined, Barmish’s formula becomes applicable to calculate
the stabilizing range of k˜ by replacing BC with H˜ . After that, follow the same
procedure as in the case of P control.





ŷ(t), where k is a scalar. By (4.32), the closed-loop system
becomes
Ê ˙̂x(t) = (Â− kĤ)x̂(t) = Âclx̂(t),
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Let k̂ = k − k0. Then
Âcl = Â
0
cl − k̂Ĥ. (4.47)
where
Â0cl = Â− k0Ĥ =
⎡⎢⎢⎣ A− k0BC −k0B





and k0 is such that the pair (Ê, Â0cl) is admissible. If the plant is stable, take
k0 = 0; otherwise, use the same method as in the case of P control to determine
a non-zero k0 or k0νi, ν = 1, 2, 3, i = 1, 2, · · · , m, such that the pair (Ê, Â0cl) is
admissible.
For singular stable systems, the stabilizing range of k̂ can be calculated from
the following formula.
Proposition 4.7 (Lee et al. (1997)). The largest interval of k̂ such that the pair
{Ê, Â0cl − k̂Ĥ} remains admissible is given by
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T1 =
⎡⎢⎢⎢⎢⎢⎢⎣
A1 ⊗ In + In ⊗A1 In ⊗A2 A2 ⊗ In
In ⊗ A3 In ⊗A4 0




(−BC)⊗ In + In ⊗ (−BC) In ⊗ (−B) (−B)⊗ In
In ⊗ (−CBC) In ⊗ (−CB) 0
(−CBC)⊗ In 0 (−CB)⊗ In
⎤⎥⎥⎥⎥⎥⎥⎦ .
Here, ‘⊗’ denotes the Kronecker product.
Once (k̂min, k̂max) is found as above, let kνi = k
0
νi + k̂ ∈ (k0νi + k̂min, k0νi + k̂max).
Then, follow the same procedure as in the case of P control.
PID control. Start with the common gain controller, K(s) = k(1+1/s+s)Im,




y¯(t), where k is a scalar. By (4.12), the closed-loop
system becomes
E¯ ˙¯x(t) = (A¯− kH¯)x¯(t) = A¯clx¯(t), (4.49)
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where
A¯0cl = A¯− k0H¯ =
⎡⎢⎢⎢⎢⎢⎢⎣
A− k0BC −k0B −k0B
C 0 0





and k0 is such that the pair (E¯, A¯0cl) is admissible. Note that unlike the PD control
case, even if the plant is stable, k0 cannot be taken as zero because an integrator
is present here. If G(s) can not be stabilized by any common gain controller, k0νi,
ν = 1, 2, 3, i = 1, 2, · · · , rν , has to be found to stabilize the plant instead. Once
k0 (or k0νi) is determined, Lee et al ’s formula becomes applicable to calculate the
stabilizing range of k¯ by replacing BC with H1, B with H2, CBC with H3, and
CB with H4, respectively. After that, follow the same procedure as in the case of
P control.
The above development is summarized as follows.
Algorithm 4.1:
Step 1. Find a common gain controller, K(s), to stabilize the plant, G(s). If
K(s)G(s) is stable, take k0 = 0; otherwise, use any standard technique (Cao
et al., 1998; Zheng et al., 2002; Lin et al., 2004a) to ﬁnd the scalar k0. Let
k0νi = k
0. If G(s) can not be stabilized by any common gain controller, ﬁnd
a controller in the general form of (4.6), i.e., k0νi, ν = 1, 2, 3, i = 1, 2, · · · , rν.
Step 2. Let k¯ = k − k0 or k¯νi = kνi − k0νi. Calculate the stabilizing ranges of k¯ or
k¯νi as (k¯min, k¯max) by formula of Barmish (1994) for P/PI control or Lee et
al. (1997) for PD/PID control.
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Step 3. Reset k0νi → k0νi+(k¯min+ k¯max)/2 and ﬁnd the maximum β0 ≥ 0 such that
LMIs (4.22) and (4.24) are feasible for β = [−β0, β0, · · · ,−β0, β0]. Obtain
the mutually independent stabilizing range of kνi as kνi ∈ [k0νi−β0, k0νi +β0].
Step 4. Arrange kνi in decreasing order of their importance and choose initial
values k¯0νi = k
0
νi − β0 or k¯0νi = k0νi + β0. Thus, LMIs (4.22) and (4.24) are














νi + β0 − k¯0νi.





νi = 0), ﬁnd β
low
νi ≤ 0 (or βuppνi ≥ 0) such that LMIs (4.22) and (4.24) are
feasible for i = 1, 2, · · · , m.
Step 6. If β∗
νi




νi) such that LMIs
(4.22) and (4.24) are still feasible for i = 1, 2, · · · , m.
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⎡⎢⎢⎣ −0.3773 7.907 4.831
5.273 8.879 3.06
⎤⎥⎥⎦ .
Now use the proposed algorithm to compute the stabilizing ranges of diﬀerent
types of controllers. Suppose the largest available range of parameters is ±100.
Case 1: P control. Consider a common gain controller, K(s) = kI2, to
stabilize the plant, G(s). Since G(s) is stable, take k0 = 0.
Let k¯ = k − k0. By Barmish’s formula in Proposition 4.5, compute the sta-
bilizing range of k¯ as k¯ ∈ [−0.5522, 1.5513]. Thus, the stabilizing range of k is
obtained as
k = k0 + k¯ ∈ [−0.5522, 1.5513].
Reset k01 = k
0
2 = k
0 + (−0.5522 + 1.5513)/2 = 0.4995 and calculate β0 =
1.0518. Then, the stabilizing range with mutually independent gains of ki is ki ∈
[−0.5522, 1.5513], i = 1, 2.
Suppose that k1 is more important than k2 and choose k¯
0
1 = −0.5522 and
k¯02 = 1.5513 as initial values. Then, LMIs (4.29) and (4.30) are still feasible
for β = [−0.5522, 1.5513,−0.5522, 1.5513] − [−0.5522,−0.5522, 1.5513, 1.5513] =
[0, 2.1035,−2.1035, 0].
Let α = 0.5 and relax β as β∗ = αβ. The sequence of range shifting is as
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follows: ﬁrstly ﬁnd the lower bound of k1, secondly the upper bound of k2, thirdly
the upper bound of k1 and ﬁnally the lower bound of k2.
Fix the stabilizing range of k1 as k1 ∈ [−1.6556, 1.2] and compute the stabiliz-
ing range of k2 as
[βlow2 , β
upp
2 ] = [−2.00355, 100],
which yields the stabilizing proportional controller gain ranges as
k1 ∈ [−1.6556, 1.2], k2 ∈ [−0.45225, 100]. (4.50)
If the stabilizing range of k2 is ﬁxed to k2 ∈ [−0.3529, 4.0967] and the stabilizing
range of k1 is calculated as
[βlow1 , β
upp
1 ] = [−3.2436, 1.94905],
which yields the stabilizing proportional controller gain ranges as
k1 ∈ [−3.7958, 1.39685], k2 ∈ [−0.3529, 4.0967]. (4.51)
Comparison with Ho’s method . Ho et al. (1997) gave a deﬁnition for loop’s
gain margin of MIMO systems based on Gershgorin bands under the assumption
that the plant is diagonally dominant. For this example, the gain margins of each
loop are computed by Ho’s method as
k1 ∈ [−1.6556, 1.2], k2 ∈ [−0.3529, 4.0967].
One sees that when the stabilizing range for one loop is the same, the range for
other loop is much more conservative by Ho’s method than ours. Furthermore, the
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common gain margin by Ho’s method is
k ∈ [−1.6556, 1.2] ∩ [−0.3529, 4.0967] = [−0.3529, 1.2],
which is also more conservative than ours k ∈ [−0.5522, 1.5513]. Note that our
method goes beyond P-control and ﬁnds the stabilizing parameter ranges for PI,
PD and PID controlllers, which is not possible by Ho’s method or Gershgorin’s
theorem.
Comparison with the μ-analysis. Let K = diag {k1, k2} and ki = k0i (1+wiΔ˜i),
where k0i are the nominal stabilizing gains and Δ˜i are the parameter uncertainties
scaled by weights wi, i = 1, 2. To get the maximum gain ranges from the μ-analysis,
one may proceed as follows with knowledge of our result in (4.50). Set k0i as the
mid-point of the stabilizing range of ki given by (4.50) as k
0
1 = (−1.6556+1.2)/2 =
−0.2278 and k02 = (−0.45225+100)/2 = 49.7739. If w1 = w2, the μ-analysis yields
μ = 1.0179, which results in the allowable perturbation |Δ˜i| < 1/μ = 0.9825 and
the stabilizing ranges of ki as
k1 ∈ [−0.4516, − 0.0040], k2 ∈ [0.8710, 98.6768]. (4.52)
Adjusting wi will lead to diﬀerent stabilizing ranges of ki from which the least
conservative one is obtained as
k1 ∈ [−1.2494, 0.7938], k2 ∈ [13.8371, 85.7107], (4.53)
which is more conservative than those in (4.50). Similarly, if k0i is set with knowl-
edge of our ranges in (4.51), the least conservative stabilizing ranges of ki are
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obtained as
k1 ∈ [−1.9143, − 0.4847], k2 ∈ [1.2594, 2.4844], (4.54)
which is still conservative than ours.
It should be pointed out that all the above calculations with μ-analysis have
made use of the known stabilizing ranges of ki obtained by our method, and that
the stabilizing ranges of ki depend not only on the weights, but also on the nominal
gains. If such prior knowledge about the stabilizing ranges of ki is unknown, one
has to start with some stabilizing gains determined by users, which are unlikely to
be the mid-point of the actual (but unknown yet) stabilizing ranges, and the results
from μ-analysis will certainly become more conservative. For example, If k0i deviate
from the mid-point of the ranges in (4.50), say, k01 = (−1.6556) × 3/4 + 1.2/4 =
−0.9417 and k02 = (−0.45225)×3/4+100/4 = 24.6608, then the least conservative
stabilizing ranges of ki in this case are
k1 ∈ [−1.2494, − 0.6340], k2 ∈ [13.8347, 35.4869], (4.55)
which is even more conservative than those in (4.53) indeed.
It is concluded that the μ-analysis gives conservative results for computing sta-
bilizing controller gains. One reason is that the parameters of PID controllers are
all real, while the μ-analysis treats all systems uncertainties as complex valued.
Although one can specify real number in μ-analysis toolbox of MATLAB, con-
servativeness is inevitable. The other reason is that the actual stabilizing ranges
are generally not symmetric with respect to the nominal value while the allowable
perturbations in the μ-analysis is always symmetric with respect to the nominal
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stabilizing value. The proposed method do not suﬀer such disadvantages and thus
produce much stronger stabilizing results. Besides, the computational complexity
of computing μ has a combinatoric growth with the number of parameters in-
volved. Although practical algorithms are possible in such a case, they are very
time consuming.
Case 2: PI Control. Consider the common gain controller, K(s) = k(1 +












with eigenvalues λ1 = −0.6442 < 0 and λ2 = 1.8109 > 0, by Proposition 4.6, no
k exists to stabilize the plant. Hence, let K(s) = diag {k1, k2} + 1sdiag {k3, k4}.
One sees that k01 = 1, k
0
2 = 5, k
0
3 = −1 and k04 = 5 can stabilize the plant. By
Algorithm 4.1, compute the stabilizing PI controller ranges as
k1 ∈ [−15.4516, 1.0542], k2 ∈ [4.9458, 100],
k3 ∈ [−1.0545, − 0.0001], k4 ∈ [4.9451, 5.0550].
Additionally, if choosing another stabilizer as k01 = 1, k
0
2 = 1, k
0
3 = −0.1 and
k04 = 0.1, the stabilizing PI ranges become
k1 ∈ [−1.9482, 0.7263], k2 ∈ [−0.1479, 100],
k3 ∈ [−0.1, − 0.05], k4 ∈ [0.1, 1.1035].
Case 3: PD Control. Consider the common gain controller, K(s) = k(1 +
s)I2, to stabilize the plant, G(s). Since G(s) is stable, take k
0 = 0.
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Let k̂ = k − k0. By Lee et al.’s formula in Proposition 4.7, compute the stabi-
lizing range of k̂ as k̂ ∈ (−0.2361, 4.2389)∩ (−0.2361, 1.5515) = (−0.2361, 1.5515).
Thus, the stabilizing range of k is obtained as k = k0 + k̂ ∈ (−0.2361, 1.5515).
Suppose that K(s) = (k1 + k2s)I2. Algorithm 4.1 then yields the stabilizing
PD ranges as
k1 ∈ [−0.5522, 0.6578], k2 ∈ [0.6577, 2.0822].
To ﬁnd other possible stabilizing ranges of k1 and k2, take k
0 = 5 and k0 = −5,
respectively. It is easy to check that k0 in both cases can stabilize G(s). Then,
compute the stabilizing PD controller ranges as
k1 ∈ [1.5515, 100], k2 ∈ [4.2389, 100], k0 = 5;
k1 ∈ [−100, − 0.5683], k2 ∈ [−100, − 0.2361], k0 = −5.
Case 4: PID Control. Consider the common gain controller, K(s) = k(1 +
1/s + s)I2, to stabilize the plant, G(s). By the standard techniques (Cao et al.,
1998; Zheng et al., 2002; Lin et al., 2004a), obtain k0 = 5.
Let k¯ = k − k0. By Lee et al.’s formula in Proposition 4.7, compute the sta-
bilizing range of k¯ as k¯ ∈ (−0.7611,+∞)∩ (−2.2222, 1.7203) = (−0.7611, 1.7203).
Thus, the stabilizing range of k is obtained as k = k0 + k¯ ∈ (4.2389, 6.7203).
Suppose that K(s) = (k1 + k2/s+ k3s)I2. After descriptor transformation, the
following closed-loop system of the form (4.12) is obtained
E¯ ˙¯x(t) = (A¯− k1A¯1 − k2A¯2 − k3A¯3)x¯(t) := A¯clx¯(t), (4.56)
































0, the pair (E¯, A¯0cl) is admissible where A¯
0
cl = A¯ − k01A¯1 −
k02A¯2 − k03A¯3. To ﬁnd the ranges of k¯i = ki − k0i , i = 1, 2, 3, such that
E¯ ˙¯x(t) = A¯clx¯(t) = (A¯
0
cl − k¯1A¯1 − k¯2A¯2 − k¯3A¯3)x¯(t), (4.57)
is robustly admissible, let k¯i ∈ [βlowi , βuppi ]. Then, A¯cl is equivalently recast as a
matrix polytope with 8 vertices
A1(β) = A¯
0
cl − βlow1 A¯1 − βlow2 A¯2 − βlow3 A¯3,
A2(β) = A¯
0
cl − βupp1 A¯1 − βlow2 A¯2 − βlow3 A¯3,
A3(β) = A¯
0
cl − βlow1 A¯1 − βupp2 A¯2 − βlow3 A¯3,
A4(β) = A¯
0
cl − βlow1 A¯1 − βlow2 A¯2 − βupp3 A¯3,
A5(β) = A¯
0
cl − βlow1 A¯1 − βupp2 A¯2 − βupp3 A¯3,
A6(β) = A¯
0
cl − βupp1 A¯1 − βupp2 A¯2 − βlow3 A¯3,
A7(β) = A¯
0
cl − βupp1 A¯1 − βlow2 A¯2 − βupp3 A¯3,
A8(β) = A¯
0
cl − βupp1 A¯1 − βupp2 A¯2 − βupp3 A¯3.





0 + (−0.7611 + 1.7302)/2 = 5.4796 and calculate
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β0 = 1.1342, the stabilizing range with the mutually independent gains of ki is
ki ∈ [4.3454, 6.6138], i = 1, 2, 3.
Suppose that the importance of ki is in order of k1, k2 and k3. Let α = 0.5 and




3 = 6.6138. By Algorithm 4.1, compute
[βlow1 , β
upp
1 ] = [−5.0794, 100],
[βlow2 , β
upp
2 ] = [−1.1535, 100],
[βlow3 , β
upp
3 ] = [−1.3316, 100],
which yields the stabilizing PID ranges as
k1 ∈ [1.5344, 100], k2 ∈ [5.4603, 100], k3 ∈ [5.2821, 100].
4.7 Conclusions
The problem of determining the parameter ranges of stabilizing multi-loop PID
controllers has been investigated in this chapter. A detailed scheme has been pro-
posed using the descriptor model approach. Linearly parameter-dependent tech-
nique and convex optimization method have been employed to establish basic cri-
teria for computing the controller parameter ranges. Numerical examples have
been given to illustrate the use of the present procedure. It has been seen that the
stabilizing ranges obtainable from our procedure is large and suﬃcient for practical
tuning purpose. For unstable processes, the proposed method can still be applied




It is well known that the phase lag can be linked to a time delay. This motivates us
to obtain the loop phase margin in two steps. Step 1 is to consider a MIMO system
under a decentralized delay feedback and obtain the stabilizing ranges of all time
delays. Step 2 is to convert the stabilizing ranges of time delays into the stabilizing
ranges of phases, which is taken as the loop phase margins. For Step 1, a delay-
dependent stability criterion for systems with multiple delays is presented by using
the free-weighting-matrix method proposed in He et al. (2004a; 2004b; 2005c; 2006)
and Wu et al. (2004), and take into account the stability interaction among the
delays. An algorithm is established to compute the ranges of delays guaranteeing
the stability of closed-loop systems. For step 2, a ﬁxed frequency based on a
proposition in Bar-on and Jonckheere (1998) is determined. Finally, loop phase
margins are obtained by multiplying the stabilizing ranges of time delays with the
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ﬁxed frequency. A numerical example is given to illustrate the eﬀectiveness of the
proposed approach.
More remarks on Step 1 are drawn as follows for clariﬁcation of our contribution
in this area. Stability criteria for time-delay systems have been attracting the
attention of many researchers. They can be classiﬁed into two categories: delay-
dependent and delay-independent criteria. Since delay-dependent criteria make
use of information on the size of delays, they are less conservative than delay-
independent ones. During the last decade, considerable attention has been devoted
to the problem of delay-dependent stability analysis and controller design for time-
delay systems (Park, 1999; Moon et al., 2001; Fridman and Shaked, 2002; Fridman
and Shaked, 2003; Kharitonov and Niculescu, 2003; Han, 2004b; Han, 2004a; He et
al., 2004a; He et al., 2004b; Wu et al., 2004; He et al., 2005c; He et al., 2006; Xu
and Lam, 2005; Xu et al., 2005). In fact, to investigate the controller design for
systems with input delays, the delay-dependent criteria are more eﬃcient. Fixed
model transformations are the main methods to deal with delay-dependent stability
problems. Among them, the descriptor model transformation method combined
with Park’s or Moon et al.’s inequalities (Park, 1999; Moon et al., 2001) is very
eﬃcient (Fridman and Shaked, 2002; Fridman and Shaked, 2003; Han, 2004a).
Recently, in order to reduce the conservatism, a free-weighting matrix method is
proposed in (He et al., 2004a; He et al., 2004b; Wu et al., 2004; He et al., 2005b; He
et al., 2006) to study the delay-dependent stability for systems delay, in which the
bounding techniques on some cross product terms are not involved. On the other
hand, although some delay-dependent stability criteria are presented in (Fridman
Chapter 5. Multiloop Phase Margins 120
and Shaked, 2002; Fridman and Shaked, 2003) for systems with multiple delays,
they do not take the relationship among the delays into account. He et al. proposed
a delay-dependent criterion for systems with multiple time delays by considering
the relationships among the time delays in (He et al., 2006) using the free-weighting
matrix method. However, the time delays addressed in (He et al., 2006) should
be in a queue according to their sizes when the number of time delays is more
than two. This may not be easily employed to calculate the loop phase margins.
Instead, an improved delay-dependent stability criterion which does not care if the
sizes of the time delays are in a queue is presented in this chapter by using the
free-weighting matrix method, which is then employed to calculate the loop phase
margins conveniently.
Besides the above time domain method, a frequency domain approach to com-
puting loop phase margins of multivariable systems is also proposed. Based on the
work of Bar-on and Jonckheere (1998), the stability analysis based on the general-
ized Nyquist theorem is converted to a constrained optimization problem with the
help of mapping between two unitary vectors on complex parameter space, which
is then solved numerically by Lagrange multiplier method and Newton-Raphson
algorithm. The major improvement to Bar-on and Jonckheere’s method is that
new constraints are added in the optimization problem to guarantee the diagonal
structure of phase perturbations. Accordingly, loop phase margin are well deﬁned
and easily determined for multivariable systems.
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5.2 Problem Formulation
To demonstrate mutual dependence of loop phase perturbations which will preserve
closed-loop stability in a coupled multivariable control system, consider the TITO












The class of all permissible perturbations is the decentralized unitary matrix per-
turbation in form of K = diag{k1, k2} := diag{ejφ1, ejφ2}. One only needs to
consider φi ∈ [−π, π), i = 1, 2, because ejφi is the periodic function with the pe-
riod of 2π. This diagonal phase perturbation matrix, K, is inserted to the unity
















Fig. 5.1. Block diagram of TITO system
Note ﬁrst that the graphical method for SISO phase margin evaluation is not
possible to extend to the MIMO case. The characteristic loci (Maciejowski, 1989)
of G(jω), namely λ1(ω) and λ2(ω), are shown in Fig. 5.2, where A and B are
intersection points of λ1(ω) and λ2(ω) with the unit circle, respectively; C is the
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critical point (−1, j0); and O is the origin. Since the open-loop is stable and
the characteristic loci do not encircle the critical point, the closed-loop system is
stable based on the generalized Nyquist stability criterion. From Fig. 5.2, it yields
∠AOC = 1.7667 and ∠BOC = 2.3951. But unlike the SISO case, these angles
can not be taken as the phase margins for the loops. For example, φ1 = 1.5 and
φ2 = 2 meet φ1 < ∠AOC and φ2 < ∠BOC. However, the characteristic loci of
G(jω)K encircle the critical point (−1, j0), which implies that the decentralized
perturbation K = diag{ejφ1, ejφ2} makes the closed-loop system unstable. This is
because the product of two matrices does not comply the commutative property
of multiplication. In fact, by a similarity transformation, G = TΛT−1, where Λ is
diagonal and T is unitary, one sees that GK = TΛT−1K = TΛKT−1.

















Fig. 5.2. Characteristic loci of G(jω)
To ﬁnd the stabilizing region for (φ1, φ2), locate its boundary, that is, consider
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Taking modular on both sides of (5.2) yields
∥∥∥∥ 7(jω + 1)2 ejφ1 + 4jω + 1
∥∥∥∥ = ∥∥∥∥1 + 2.5jω + 1ejφ1
∥∥∥∥ ,
or
ω4 + 5ω3 sinφ1 + ω
2(5 cosφ1 − 7.75)− 51ω sinφ1 − 51 cosφ1 − 57.75 = 0. (5.3)
















which shows that φ1 and φ2 are mutually dependent of each other. Note that (5.2)–
(5.4) have no analytical solution and their form for a general system is even more
complex and hard to solve numerically. A method is required and the goal of this
chapter is to develop it. Here (5.2)–(5.4) are solved by trial-and-error and use the
solution to demonstrate the key feature of loop phase margins. Generally, there
are four solutions to (5.3). After eliminating all the complex roots, ω = Ω(φ1) is
usually a multiple-valued function, and so does φ2 = f(φ1), which was shown as
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the solid curves in Fig. 5.3. ABCD is the region encompassed by these curves. The
region is the stabilizing region for (φ1, φ2) with border ABCD and is denoted by
Φ. Since the closed-loop system is stable for φ1 = φ2 = 0, the origin is stabilizing
and indeed it yields (0, 0) ∈ Φ.





















Fig. 5.3. Stabilization region of (φ1, φ2)
The following lemma shows the property of the stabilizing border and can be
extended to the general MIMO case.
Lemma 5.1. The stabilizing boundary ABCD is symmetric with respect to the
origin (0, 0).
Proof. Suppose that (φ1, φ2) is the point on ABCD, then there exists some ωc
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such that
det[I +G(jωc)K] = det[I +G(jωc)diag{ejφ1, ejφ2}] = 0.
Taking conjugate on both sides of the above equation yields
det ∗[I +G(jωc)K] = det[I +G(jωc)K]∗ = det[I +G∗(jωc)K∗]
= det[I +G(−jωc)diag{e−jφ1, e−jφ2}] = 0,
which implies that for the pair (−φ1,−φ2), there exists −ωc such that the closed-
loop system is marginally stable. Hence, (−φ1,−φ2) is also the point on the sta-
bilizing border ABCD.
To see how the stabilizing range of one loop’s phase depends on the value
of the other loop’s phase, take φ1 = 0.5, the stabilizing range for φ2 is φ2 ∈
(−1.9262, 2.0231) from Fig. 5.3. If φ1 = 1.5, the stabilizing range for φ2 becomes
φ2 ∈ (−1.8421, 1.8848) from Fig. 5.3 again. Note that loop 1 inevitably has some
uncertainty on its parameters. Therefore, the value of φ1 cannot be known pre-
cisely. When φ1 or loop 1 has some change, the previous stabilizing range for φ2
may not be stabilizing any more. Such results are not very useful in the context
of multivariable phase margins and their applications as they are too sensitive to
other loops’ phase. Instead, a more realistic and useful consideration is to prescribe
a range for φ1 when determining the stabilizing range for φ2. In general, if φ1 varies
in some range which is viewed as a parameter uncertainty, the stabilizing range
for φ2 can be uniquely determined. For instance, if φ2 ∈ (0, 1), then the system
remains stable for φ1 ∈ (−2.0983, 2.1959). Graphically, such a stabilizing region
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for φ1 and φ2 is the rectangle with length φ1 from −2.0983 to 2.1959 and width φ2






2. When the range of φ2 changes, so does the sta-
bilizing range of φ1. For instance, {(φ1, φ2)|φ2 ∈ (−1, 1), φ1 ∈ (−2.0983, 2.0983)}
gives another stabilizing rectangle for φ1 and φ2, shown as A2B2C2D2 in Fig. 5.3.
Among all these rectangles, there exists a square, shown as A1B1C1D1 in Fig. 5.3,
where φ1 ∈ (−1.7667, 1.7667) and φ2 ∈ (−1.7667, 1.7667). This implies that the
stabilizing range of φ1 and φ2 is just the same and can be deﬁned as the common
phase margins of the system. In view of the above observations, it is motivated to
ﬁnd such stabilizing range for each loop and formulate the problem as follows.
Problem 5.1. For an m × m square open-loop, G(s), under the decentralized
phase perturbation, K = diag{ejφ1, . . . , ejφm}, ﬁnd the ranges, (φi, φi), −π ≤ φi <
φi < π, i = 1, . . . , m, such that the closed-loop system is stable when φi ∈ (φi, φi)
for all i, but marginally stable when φi = φi or φi = φi for some i.
The loop phase margins for multivariable systems can now readily be deﬁned
as follows and obtained as the solutions to Problem 5.1.
Definition 5.1. The solution to Problem 1, φi ∈ (φi, φi), is called the phase
margin of the i-th loop of G(s) under other loops’ phases of φj ∈ (φj , φj), j = i,
i = 1, · · · , m. If φi = φj = φ and φi = φj = φ, then (φ, φ) is called the common
phase margin of G(s).
It is well known that a time delay causes a phase lag with no gain change. This
motivates us to obtain the loop phase margins as follows. Firstly, consider a MIMO
system under a decentralised delay feedback (the rest of this section) and obtain
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the stabilizing ranges of time delays (the next Section) based on LMI techniques
with a delay-dependent stability criterion. Then, convert the stabilizing ranges
of time delays into the stabilizing ranges of phases by multiplying some suitable
frequency (Section 5.3.2).
Consider the following system⎧⎪⎪⎨⎪⎪⎩
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t),
(5.5)
where x ∈ Rn is the state, y ∈ Rm is the output, B and C are real constant matrices
with appropriate dimensions. The system is under following form of delay feedback
controller: U(s) = K(s)E(s), where e(t) = r(t)− y(t), r(t) is the set point and
K(s) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e−L1s 0 · · · 0





0 0 · · · e−Lms
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.6)



















where ek ∈ Rn, k = 1, 2, · · · , m, is the i-th identity column vector and Ik, k =
1, 2, · · · , m, is a m × m matrix with the element (k, k) being 1 and the other
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Hence, it is desired to ﬁnd the maximum ranges of scalars Lk, k = 1, 2, · · · , m for
a system (5.5) under the controller (5.7), such that the closed-loop system (5.8) is
stable when Lk, k = 1, 2, · · · , m, are in these ranges.
5.3 Time Domain Method
5.3.1 Finding Allowable Diagonal Delays
The following delay-dependent criterion establishes LMI conditions on delays Lk, k =
1, 2, · · · , m, for stability of closed-loop systems (5.8).
Theorem 5.1. For given scalars Lk ≥ 0, k = 1, 2, · · · , m, closed-loop system (5.8)
is asymptotically stable if there exist P = P T > 0, Qk = Q
T






























T · · · X(k)mm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
































T · · · Y (ij)mm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦













, k = 1, 2, · · · , m; i =
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1, 2, · · · , m− 1; j = i+ 1, i+ 2, · · · , m, such that the following LMIs hold:


























































Gk = [I 0 · · · 0︸ ︷︷ ︸
k−1
− I 0 · · · 0︸ ︷︷ ︸
m−k
],
Hij = [0 · · · 0︸ ︷︷ ︸
i
I 0 · · · 0︸ ︷︷ ︸
j−i−1
− I 0 · · · 0︸ ︷︷ ︸
m−j
].
Proof. Choose the candidate Lyapunov-Krasovskii functional to be



























where P = P T > 0, Qk = Q
T
k > 0, Wk = W
T
k > 0, Zij = Z
T
ij ≥ 0, k =
1, 2, · · · , m; i = 1, 2, · · · , m−1; j = i+1, i+2, · · · , m, are to be determined. One
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calculates the derivative of V (xt) along the solutions of system (5.8) as
V˙ (xt) = 2x
























































xT (t) xT (t− L1) xT (t− L2) · · · xT (t− Lm)
]T
.
According to the Leibniz-Newton formula, for k = 1, 2, · · · , m; i = 1, 2, · · · , m−
1; j = i + 1, i + 2, · · · , m, and any appropriate dimensioned matrices Nij , the
following equations hold:



















0 = 2ζT1 (t)Nij
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On the other hand, for any matrices, Xk = X
T
k ≥ 0, Yij = Y Tij ≥ 0, k = 1, 2, · · · , m,
i = 1, 2, · · · , m− 1; j = i+ 1, i+ 2, · · · , m, there hold:
0 = Lkζ
T
1 (t) [Xk −Xk] ζ1(t), (5.16)
0 = |Lj − Li|ζT1 (t) [Yij − Yij] ζ1(t)
= |Lj − Li|ζT1 (t)Yijζ1(t)− sgn(Lj − Li)(Lj − Li)ζT1 (t)Yijζ1(t). (5.17)
Summing (5.14) and (5.16) for k = 1, 2, · · · , m, and (5.15) and (5.17) for i =
1, 2, · · · , m − 1; j = i + 1, i + 2, · · · , m, and adding the right side of them into
V˙ (xt) yield

























⎡⎢⎢⎣ Yij sgn(Lj − Li)Nij
sgn(Lj − Li)NTij Zij
⎤⎥⎥⎦ ,
and Φ and Ψk, k = 1, 2, · · · , m, are deﬁned in (5.9) and (5.10), respectively. The
closed-loop system (5.8) is asymptotically stable if LMIs (5.9), (5.10) and Ξˆij ≥
0, i = 1, 2, · · · , m− 1; j = i + 1, i+ 2, · · · , m hold, which imply (5.9), (5.10) and
(5.11) by using Schur complements, respectively.
In the following, in order to determine the range of delays Lk, k = 1, 2, · · · , m,
which guarantee the stability of closed-loop system (5.8), deﬁne:
Lk = Lˆk +ΔLk, k = 1, 2, · · · , m, (5.19)
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where |ΔLk| ≤ dk, k = 1, 2, · · · , m, and dk ≥ 0, k = 1, 2, · · · , m, are given scalars.
Then, the following corollary is derived:
Corollary 5.2. Suppose that scalars Lk ≥ 0, k = 1, 2, · · · , m, are given in (5.19).
The closed-loop system (5.8) is asymptotically stable if there exist P = P T > 0,
Qk = Q
T
k > 0, Wk = W
T
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k = 1, 2, · · · , m; i = 1, 2, · · · , m − 1; j = i + 1, i + 2, · · · , m, such that the LMIs,
(5.20), (5.10) and (5.11), hold:



























(∣∣∣Lˆj − Lˆi∣∣∣+ dj + di)Zij + m∑
k=1
(Lˆk + dk)Wk, and the other
parameters are defined in Theorem 5.1.
Proof. Since
Lk = Lˆk +ΔLk ≤ Lˆk + dk,
|Lj − Li| =
∣∣∣Lˆj +ΔLj − (Lˆi +ΔLi)∣∣∣ ≤ ∣∣∣Lˆj − Lˆi∣∣∣ + dj + di,
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for k = 1, 2, · · · , m; i = 1, 2, · · · , m − 1; j = i + 1, i + 2, · · · , m, the result
follows.
The basic idea of the algorithm to determine the stabilizing ranges of delays,
Lk, k = 1, 2, · · · , m, is illustrated as follows. Firstly, ﬁnd the initial Lk, k =
1, 2, · · · , m, from Theorem 5.1 such that LMIs (5.9), (5.10) and (5.11) are feasible,
i.e., Lˆk = Lk, k = 1, 2, · · · , m. Secondly, with the center of Lˆk, k = 1, 2, · · · , m,
ﬁnd the maximum values of dk from Corollary 5.2 such that LMIs (5.20), (5.10)
and (5.11) are feasible when |ΔLk| ≤ dk, k = 1, 2, · · · , m. Usually, Lˆk may not
coincidently be the center of the actual stabilizing range of Lk, which may lead
to conservativeness since the calculated range is less than the actual one. In such
a case, the initial Lˆk, k = 1, 2, · · · , m, should be adjusted in the center of the
range of Lk, k = 1, 2, · · · , m. For i = 1, 2, · · · , m, one can ﬁx Lˆk and dk, k =
1, 2, · · · , m, k = i and adjust Lˆi and di. If di ≤ Lˆi, it means that the lower bound
of the range of Li can be enlarged; Otherwise, its upper bound can be enlarged.
All the above development is summarized in the following algorithm:
Algorithm 5.1
Given a state space representation in (5.5) with a decentralized controller, K(s) in
(5.6),
Step 1. Choose the initial Lk, k = 1, 2, · · · , m, such that LMIs (5.9), (5.10) and
(5.11) are feasible and set Lˆk = Lk, k = 1, 2, · · · , m.
Step 2. For Lˆk, k = 1, 2, · · · , m, chosen in Step 1, ﬁnd a maximum value of d ≥ 0,
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such that LMIs (5.20), (5.10) and (5.11) are feasible when dk = d, k =
1, 2, · · · , m. Let dk = d, k = 1, 2, · · · , m and i = 1.
Step 3. For ﬁxed dk, k = 1, 2, · · · , m, k = i and given Lˆk, k = 1, 2, · · · , m, ﬁnd a
maximum di ≥ d, such that LMIs (5.20), (5.10) and (5.11) are feasible.
Step 4. If di ≤ Lˆi, let Li = Lˆi + di, then go to Procedure A; Else, let Li = 0, then
go to Procedure B.
Step 5. Let Lˆi = (Li + Li)/2 and di = (Li − Li)/2. If i < m, let i = i + 1, go to
Step 3.
Step 6. The ranges of Lk ∈ [Lk, Lk], k = 1, 2, · · · , m, are those for guaranteeing
the stability of closed-loop system (5.8).
Procedure A
Step 1. Let rlow = Lˆi − di, rupp = Lˆi + di, min = 0, max = rlow, Lˆi = rupp/2, and
di = rupp/2.
Step 2. If LMIs (5.20), (5.10) and (5.11) are feasible, let rlow = 0, then go to Step
6.
Step 3. Else, let mid = (min + max)/2, rlow = mid, Lˆi = (rupp + rlow)/2, and
di = (rupp − rlow)/2.
Step 4. If LMIs (5.20), (5.10) and (5.11) are feasible, let max = mid; Else, let
min = mid.
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Step 5. If |max − min| < , a prescribed tolerance, let rlow = max; Else, go to
Step 3.
Step 6. Let Li = rlow, then return to Step 5 of Algorithm 5.1.
Procedure B
Step 1. Let rlow = 0, rupp = Lˆi + di, min = rupp, max = δ, a given upper bound,
Lˆi = max/2, and di = max/2.
Step 2. If LMIs (5.20), (5.10) and (5.11) are feasible, let rupp = max, then go to
Step 6.
Step 3. Let mid = (min + max)/2, rupp = mid, Lˆi = (rupp + rlow)/2, and di =
(rupp − rlow)/2.
Step 4. If LMIs (5.20), (5.10) and (5.11) are feasible, let min = mid; Else, let
max = mid.
Step 5. If |max − min| < , a prescribed tolerance, let rupp = min; Else, go to
Step 3.
Step 6. Let Li = rupp, then return to Step 5 of Algorithm 5.1.
5.3.2 Evaluating Phase Margins
Once the stabilizing ranges, Lk ∈ (Lk, Lk), of time delays are determined, it needs
to ﬁnd a critical frequency, ωc, to convert the stabilizing ranges of time delays into
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the loop phase margins by multiplying them by ωc. When the closed-loop system
is marginally stable, there holds
det(I +G(jωc)diag{e−jωcLk}) = 0, (5.21)
which implies that ωc and Lk jointly contribute the phase lag and the stabilizing
range for one depends on another. The functional relationship between ωc and Lk is
complicated and no analytical solutions are available. By Lemma 1, the stabilizing
borders of loop phases are symmetric with respect to the origin, the values of ωc
are also symmetric with respect to the origin. Hence, one only needs to consider
the positive value of ωc to simplify our calculation. Let Ω be the set of all ωc > 0
which meet (5.21) and ωc be the minimum of the set. Obviously, the closed-loop
system remains stable for all 0 < φk < ωcLk because in such ranges, none of the
system characteristic loci can pass through the critical point (−1, j0). Since there
is no easy way to ﬁnd this set and its minimum, I try to under-estimate it based on
a proposition in (Bar-on and Jonckheere, 1998). Let σ¯(G(jω)) and σ(G(jω)) be
the largest and the smallest singular values of a given system, G(jω), respectively.
Proposition 5.1 (Bar-on and Jonckheere (1998)). There exists a unitary Δ in
the feedback path which destabilizes the system, G(s), if and only if there exists an
ω such that σ¯(G(jω)) ≥ 1 and 0 ≤ σ(G(jω)) ≤ 1.
Let the set Ωˆ = {ω|0 ≤ σ(G(jω)) ≤ 1 ≤ σ(G(jω))} and ωg = min{ω|ω ∈ Ωˆ},
then Ω ⊆ Ωˆ because Δ in Proposition 5.1 does not limit to be diagonal, which
implies that Ω is over-estimated by Ωˆ, i.e., Ω ⊆ Ωˆ and ωg ≤ ωc. The closed-loop
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system remains stable for all φk ∈ (ωgLk, ωgLk) := (φk, φk), which serves as our
estimates of loop phase margins.
To obtain the set Ωˆ, one may begin with ﬁnding the ω such that σ(G(jω)) =
1, where σ(G(jω)) is the singular value of G(jω), which is the square root of
eigenvalues of the cascade system GH(s)G(s). From (5.5), G(s) = C(sI −A)−1B,
then GH(s) = GT (−s) = [C(−sI − A)−1B]T = −BT (sI + AT )−1CT . The state-
space representation for these systems can be written as
G : x˙1 = Ax1 +Bu, y1 = Cx1;
GH : x˙2 = −ATx2 + CTy1, y2 = −BTx2.





























I −GH(s)G(s)] = det [I − C˜(sI − A˜)−1B˜]
= det
[




sI − (A˜+ B˜C˜)
]/
det(sI − A˜).
Suppose that G(jωi) has no poles on the imaginary axis, which is the case for most
MIMO plants in practice, det(jωiI−A˜) = 0 for ∀ω. Thus, det[jωiI−(A˜+B˜C˜)] = 0
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yields that ωi are pure imaginary eigenvalues of (A˜ + B˜C˜). Note that σ(G(jω))
is a continuous function of ω, and between the interval of two consecutive ωi and
ωi+1, no other ω ∈ (ωi, ωi+1) exists such that σ(G(jω)) = 1, otherwise, ωi and ωi+1
are not consecutive any more. This implies that σ(G(jω)) is always greater or less
than 1 for ∀ω ∈ (ωi, ωi+1). Hence, by calculating σ(G(jω)) and σ(G(jω)) for one
ω ∈ (ωi, ωi+1), it is known whether (ωi, ωi+1) ⊆ Ωˆ. By Lemma 5.1, ω is symmetric
with respect to the origin, only positive ω need to be checked, which can simplify
the process of calculation.
Finally, all the above development is integrated as follows.
Algorithm 5.2
Given the stabilizing ranges of Lk, Lk ∈ (Lk, Lk), from Algorithm 5.1:
Step 1. Calculate the purely imaginary eigenvalues, ωi, i = 1, 2, · · · , of the matrix,
A˜+ B˜C˜, where A˜, B˜ and C˜ are well deﬁned in (5.22) and (5.23);
Step 2. Choose any ω > 0 and ω ∈ (ωi, ωi+1) and calculate σ¯(G(jω)) and σ(G(jω))
for i = 1, 2, · · · . If σ¯(G(jω)) ≥ 1 and σ(G(jω)) ≤ 1, then Ωˆ = ⋃(ωi, ωi+1);
Step 3. Let ωg = min{ω|ω ∈ Ωˆ}, then the stabilizing range of φk is calculated as
φk ∈ (ωgLk, ωgLk) := (φk, φk).
It should be pointed out that the loop phase margins obtained with Algorithm
5.2 are indeed stability margins but may not be exact or maximum margins avail-
able. This is due to conservativeness introduced in both steps. In the ﬁrst step
on delay calculation, Theorem 5.1 and Corollary 5.2 give only suﬃcient but not
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necessary conditions for stability of the closed-loop system under loop delay per-
turbations Lk, and this suﬃciency only is common in all the LMI techniques. In
the second step for the critical frequency determination, one has under-estimated
it with ωg. Nevertheless, such approximations greatly simplify the problem and
enable us to get a good estimation of loop phase margins with computational
feasibility and eﬃciency, noting that there are stable and eﬃcient algorithms for
solving LMIs and singular values, which have been well developed and popularly
used. Besides, there is no other systematic method available in the literature to
determine loop phase margins.




0 1 0 0
−3 0.75 1 0.25
0 0 0 1










⎡⎢⎢⎣ 1 0 0 0
0 0 1 0
⎤⎥⎥⎦ .
Its transfer function matrix is
G(s) = C(sI − A)−1B
=
1
s4 + 1.75s3 + 7.5s2 + 4s+ 8
⎡⎢⎢⎣ 0.0625s+ 0.25 s2 + s + 4
0.25s2 + 0.1875s+ 0.75 s+ 4
⎤⎥⎥⎦ .
It is clear that closed-loop system is stable. If the common delay feedback controller
(5.6) is employed to control the system (5.5), i.e. L1 = L2 = L, by using the
method in (Wu et al., 2004), the closed-loop system (5.8) remains stable for L ∈
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[0, 0.1981] . For L1 = L2, the stabilizing ranges of time delays are involved with
their initial values, L01 and L
0
2. By using Algorithm 5.2 for two diﬀerent initial L1
and L2, the following results yield.
The positive pure imaginary eigenvalues of A˜ + B˜C˜ is 0.643 i and 1.613 i. At
ω = 0, σ1 = 0.713 and σ2 = 0.0439, this shows that Ωˆ = (0.643, 1.613). Let
ωc = min{ω|ω ∈ Ωˆ} = 0.643, then for two diﬀerent initial conditions, the phase
margin of the multi-loop system is calculated as follows:
• L01 = 0, L02 = 0, L1 ∈ [0, 0.1979], and L2 ∈ [0, 0.1967], φ1 ∈ [0, 0.643] ×
0.1979 = [0, 0.1272], φ2 ∈ [0, 0.643]× 0.1967 = [0, 0.1265];
• L01 = 0.1, L02 = 0, L1 ∈ [0, 0.2920], and L2 ∈ [0, 0.1914], φ1 ∈ [0, 0.643] ×
0.2920 = [0, 0.1878], φ2 ∈ [0, 0.643]× 0.1914 = [0, 0.1231].
From the above calculation, the common phase margin is φ ∈ [0, 0.1265].
Ho et al. (1997) also deﬁned the loop phase margins based on Gershgorin bands,
but such a deﬁnition can not be applied to the above example. Figure 5.4 shows the
Gershgorin bands of the system given by Example 5.1. One sees that Gershgorin
circles of G(2, 2) overlap (−1, j0), so it can not be inferred whether the system is
stable or not since the Gershgorin bands based stability test is suﬃcient only, but
not necessary.
It should be pointed out that the delay feedback controller for Example 5.1 is
only used as a tool to determine the loop phase margins. It is not a real controller
used in practical control systems. When a multi-loop PID controller Gc(s) =
Kp +Ki/s replaces the delay feedback controller, the gain and phase of each loop
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Fig. 5.4. Nyquist array and Gershgorin band of G(s) for Example 5.1
vary as ω increases from 0 to ∞. This requires both gain and phase margins to
be taken care of for control system design, just like the SISO case. Fortunately,
Chapter 4 proposed an LMI-based method to determine the stabilizing ranges of
multi-loop PID controller parameters (which can be put to equivalent gain margins
for MIMO systems). For illustration of useful applications of these new results,
one may tune a multi-loop PID controller with both gain and phase speciﬁcations
as follows. For any given multivariable process,
1. Find the stabilizing ranges of Kν,Γ, ν = 1, 2, · · · , m, Γ = P, I, by the method
in Chapter 4, and denote these stabilizing ranges as Sν,Γ. Then obtain the
subset of Kν,Γ such that the gain margin speciﬁcations are satisﬁed and
denote it as S∗ν,Γ;
2. Choose a particular Kν,Γ from S∗ν,Γ such that the phase margin speciﬁcations
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are satisﬁed.








































is used to control G(s). Suppose that both loops need gain margin Am = 2 and
phase margin φm = π/9 (20
◦). It follows from Chapter 4 that Sν,Γ is given by
K1,P ∈ [−2.3735,−0.4957], K1,I ∈ [−2.8026,−0.5];
K2,P ∈ [0.4799, 99], K2,I ∈ [0.5, 99].
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As Am = 2, S∗ν,Γ is then given by
K1,P ∈ [−1.1867,−0.4957], K1,I ∈ [−1.4013,−0.5];
K2,P ∈ [0.4799, 49.5], K2,I ∈ [0.5, 49.5].
Take K1,P = −1, K1,I = −1, K2,P = 0.5 and K2,I = 0.5 from the above stabilizing
ranges. Then, Algorithm 5.2 gives L1 ∈ [0, 0.6716] and L2 ∈ [0, 0.6738] with
L01 = L
0
2 = 0.3, and ωc = 0.5371. And the loop phase margins of G(s)K(s) are
φ1 = ωcL1 ∈ [0, 0.3607], φ1,m = 0.3607 (20.6675◦) > π/9 (20◦),
φ2 = ωcL2 ∈ [0, 0.3619], φ2,m = 0.3619 (20.7352◦) > π/9 (20◦).
















(K1,P = K1,I = −1, K2,P = K2,I = 0.5)
Fig. 5.5. Unit step responses of G(s)K(s)
One sees that when K1,P = −1, K1,I = −1, K2,P = 0.5 and K2,I = 0.5, all
gain and phase margins are satisﬁed. The unit step response of the closed loop
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system is shown in Fig. 5.5, where the setpoint changes of both loops are shown
with dashed lines.
5.4 Frequency Domain Method
5.4.1 The Proposed Approach
It follows from the deﬁnition in Section 5.2 that loop phase margins of a given mul-
tivariable system is the polytope in m-dimensional real vector space representing
m independent loop phase perturbations. To ﬁnd such a stabilizing region, one




Fig. 5.6. Diagram of a MIMO control system
Consider the unity output feedback system depicted in Fig. 5.6, where G(s)
represents the open-loop transfer function matrix of size of m ×m, and Δ(s) =
diag{ejφi}, i = 1, 2, · · · , m, is the diagonal phase perturbation matrix. Note that
unlike a common robust stability analysis where the nominal case means Δ(s) = 0,
our nominal case means no phase perturbations, i.e., φi = 0, i = 1, 2, · · · , m, and
thus Δ(s) = Im, the identity matrix. Except the above diﬀerence, the typical
robust stability analysis framework is followed. In particular, throughout this
chapter, nominal stabilization of the closed-loop system is assumed, that is, the
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closed-loop system is stable when Δ(s) = Im. By the assumed nominal stabiliza-
tion, the system can be de-stabilized if and only if there is a phase perturbation
Δ such that
det(I + G(jω)Δ) = 0, (5.24)
which is equivalent to the existence of some unit vector z ∈ Cm such that
z = Δv = −ΔGz, (5.25)
where “−” denotes the negative feedback conﬁguration. Thus, Δ is a unitary
matrix which maps the unit vector v into z. If all solutions to (5.25), z and v,
can be found, boundary points, φi, i = 1, 2, · · · , m, are simply the phase angle
of divisions by the corresponding elements from z and v. However, solutions
to (5.25) do not always exist for ∀ω ∈ (−∞,+∞) since solutions to (5.24) are
frequency-dependent. Hence, the basic idea of the proposed method is composed
of two parts. Firstly, with the help of unitary mapping, the frequency range, Ω,
is determined to guarantee the existence of all solutions to (5.25); Secondly, in a
framework of the constrained optimization, numerical solutions to (5.25) are found
by the Newton-Raphson algorithm.
It follows from Proposition 5.1 that Ω can be over-estimated by Ωˆ, where Ωˆ =
{ω|0 ≤ σ(G(jω)) ≤ 1 ≤ σ(G(jω))}. For every ω ∈ Ωˆ, z can be found from
(5.25) by solving an equivalent constrained optimization problem. Since Ωˆ is over-
estimated for Ω, some ω ∈ Ωˆ may cause the Newton-Raphson algorithm divergent,
which implies that no diagonal phase perturbation exists to destabilize the closed-
loop system at that frequency. In the following, it is shown how to ﬁnd z in the
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framework of constrained optimization.
Let z = [z1, z2, · · · , zm]T and v = [v1, v2, · · · , vm]T . A diagonal unitary mapping
via z = Δv yields |zk| = |vk|, i.e., z∗kzk = v∗kvk, k = 1, 2, · · · , m. One can write
z∗kzk = z
∗Hkz, where Hk = [hi,j] ∈ Rm×m is given by
hi,j =
⎧⎪⎪⎨⎪⎩
1, i = j = k;
0, otherswise,
and v∗kvk = v
∗Hkv = z∗G∗HkGz since v = −Gz. Thus, z∗kzk = v∗kvk yields
z∗(Hk−G∗HkG)z = 0. Unit z and v yield z∗z = 1 and v∗v = zG∗Gz = 1. Due to









∗z = 1, which implies
only m + 1 independent constraints as follows:⎧⎪⎪⎨⎪⎪⎩
z∗z = 1,
z∗(Hk −G∗HkG)z = 0, k = 1, 2, · · · , m.
(5.26)
Once zk and vk which meet the above constraints can be obtained and, zk/vk = e
jφk ,
where φk is the phase change from vk to zk. However, solutions to (5.26) are not
unique because φk ± 2kπ, k ∈ N, is also a solution. Here, limit φk ∈ [−π, π) since
the nominal system (φi = 0, i = 1, 2, · · · , m) is stable according to our assumption.
Suppose that φ = max{|φk|} and φ = min{|φk|}, the inner product of v and z is























To ensure φ = max{|φk|} really hold, cosφ has to be minimized, which can be
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achieved by minimizing its upper bound
∑m










and cosφ has to be maximized to ensure φ = min{|φk|} really hold, which can be
achieved by maximizing its lower bound
∑m




|vk|2 cosφk = v∗z+ z∗v = −[z∗(G∗ +G)z].
Maximizing
∑m
k=1 |vk|2 cosφk is equivalent to minimizing z∗(G∗+G)z with the con-
straints (5.26). Thus, ﬁnding the stabilizing boundary of loop phase perturbation





z∗(Hk −G∗HkG)z = 0, k = 1, 2, · · · , m.
On the contrary, if
∑m
k=1 |vk|2 cosφk needs to be minimized, an equivalent con-
strained maximization framework can be constructed in a similar way. Here, focus
on the constrained minimization problem (5.27) only and omitted its counter part
since the numerical algorithm proposed to solve both of them are completely the
same.
With the approach of Lagrange multiplier (Bertsekas, 1982), let





where κ = [z1, · · · , zm, λ1, λ2, · · · , λm+1]T . The constrained optimization problem
Chapter 5. Multiloop Phase Margins 148
















Numerical solutions to (5.28) are obtained by the Newton-Raphson algorithm:














z (H1 −G∗H1G)z · · · (Hm −G∗HmG)z
2z∗ 0 0 · · · 0






2z∗(Hm −G∗HmG) 0 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is the Jacobian matrix of f(κ). If J is singular, then a Moore-Penrose inverse is
used (Lancaster and Tismenetsky, 1985). Once the iteration routine converges to
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is calculated to see whether it is a local minimum or maximum. For the local
minimum (or maximum), a new initial search direction is chosen as the negative of
the eigenvector of H corresponding to the most positive (or negative) eigenvalue
to achieve the local maximum (or minimum). Since the cost function and the
constraints in (5.27) are quadratic form of z, the local minimum (or maximum) is
also the global minimum (or maximum).
It should be pointed out here that z,v ∈ Cm will lead to the failure of solv-
ing the optimization problem (5.27) because neither the cost function nor the
constraints are holomorphic functions of z or ω (Grasse and Bar-on, 1997). Fortu-
nately, the standard technique of converting (5.27) to an equivalent real constrained
optimization problem is applicable by the process of decomplexiﬁcation, which
makes use of a canonical isomorphism between Cm and R2m. Let zk = xk + jyk,
xk, yk ∈ R, k = 1, 2, · · · , m; zc = [x1, y1, · · · , xm, ym]T ∈ R2m; Gi,j = xi,j + jyi,j,
xi,j , yi,j ∈ R, i, j = 1, 2, · · · , m; and
Gc =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1,1 −y1,1 · · · x1,m −y1,m






xm,1 −ym,1 · · · xm,m −ym,m
ym,1 xm,1 · · · ym,m xm,m
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R2m×2m,
there holds z∗(G∗ + G)z = zcT (GTc + Gc)zc; z
∗z = zcTzc; z∗(Hk − G∗HkG)z =
zc
T (Hck −GTc HckGc)zc, k = 1, 2, · · · , m, where Hck = [hi,j] ∈ R2m×2m with
hi,j =
⎧⎪⎪⎨⎪⎪⎩
1, i = j = 2k or 2k − 1;
0, otherswise.
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Thus, the constrained optimization (5.27) in Cm is equivalent to the optimization
problem in R2m as follows:
min[zc






T (Hck −GTc HckGc)zc = 0, k = 1, 2, · · · , m.
Newton-Raphson iteration algorithm is then used to calculate the stabilizing bound-
ary of the diagonal phase perturbation. Once the boundary is obtained, hypercubes
are ready to be prescribed and the loop phase margin can be easily determined
according to Deﬁnition 5.1.
The algorithm to ﬁnd loop phase margins is summarized as follows:
Step 1. Determine the frequency range Ω such that the solutions to (5.24) or (5.25)
exist;
Step 2. Construct the framework of the constrained optimization (5.27), which is
then converted equivalently to its isomorphism in real space as (5.31);
Step 3. For every ω ∈ Ω, solve (5.31) with Lagrange multiplier and ﬁnd z by
Newton-Raphson iteration (5.29);
Step 4. Use the similar procedures in Step 3 to solve maximum of (5.31) with
diﬀerent initial values;
Step 5. The points on the stabilizing boundary of loop phase margins are given
by φi = arg{zi/vi}, i = 1, 2, · · · , m, and loop phase margins are hypercubes
prescribed in the stabilizing region.
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5.4.2 Illustration Examples



















⎤⎥⎥⎦ , B =
⎡⎢⎢⎣ 2 0
0 2













−1 0 −4 0
0 −1 0 −4
3.8125 3.625 1 0
3.625 4.25 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
whose eigenvalues are ±0.7737j and ±5.4453j. Since only positive pure imaginary
eigenvalues are need to be considered, it yields ω1 = 0.7737 and ω2 = 5.4453, and
σ(G(jωi)) = 1, i = 1, 2. Thus, the frequency range [0,+∞) is divided into three
intervals as [0, 0.7737], [0.7737, 5.4435], and [5.4435,+∞). Choose a frequency in
every intervals and calculate the singular values of G(jω) respectively, one can
determine Ωˆ by checking whether σ(G(jω)) ≤ 1 ≤ σ(G(jω)) holds. For example,
ω = 0.5 yields σ(G(jω)) = 1.1309 > 1, so [0, 0.7737]  Ωˆ. ω = 6 yields σ(G(jω)) =
0.9102, so [5.4453,+∞)  Ωˆ. Only ω = 1 yields σ(G(jω)) = 0.8940 < 1 and
σ(G(jω)) = 3.9148 > 1. So, Ωˆ = [0.7737, 5.4453]. For every ω ∈ Ωˆ, obtain
the solution z to the constrained optimization (5.31) with the Newton-Raphson
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iteration (5.29), where initial values are arbitrarily chosen. However, (5.29) is
convergent only for ω ∈ [0.9254, 1.7315]∪ [3.3547, 5.0396], shown as the solid lines
in Fig. 5.7, which implies that Ω = [0.9254, 1.7315]∪ [3.3547, 5.0396]. Similarly, the
maximum of (5.31) is also found for all ω ∈ Ω, shown as the dashed lines in Fig. 5.7.
One sees that the minimum and maximum loci constitute two closed contours. As
the cost function moves along these contours, the pair (φ1, φ2) moves along their
stabilizing boundary. After z is known, v = −G(jω)z and φi = arg{zi/vi}, i = 1, 2,
∀ω ∈ Ω. With the help of Lemma 5.1, the stabilizing boundary for the pair (φ1, φ2)
is obtained and shown in Fig. 5.8, where the solid and dashed lines correspond to
the minimum and maximum loci, respectively, whose symmetric parts with respect
to the origin are presented by the dotted lines.




















Fig. 5.7. Solving the constrained optimization for ω ∈ Ω
Comparing Fig. 5.8 with Fig. 5.3, one sees that the stabilizing regions are
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Fig. 5.8. Stabilization Region of (φ1, φ2)
the same. As shown in Section 5.2, loop phase margins are not unique. A rea-
sonable one can be determined in the following way. Refer to Fig. 5.7, when
ω ∈ [0.9254, 1.7315], it follows from Fig. 5.8 that φ1 ∈ [−2.4960,−1.9509] and
φ2 ∈ (−π, π) for (φ1, φ2) on the stabilizing boundary. From the symmetry in
Lemma 5.1, the stability of the closed-loop system requires φ1 ∈ (−1.9505, 1.9505)
if φ2 is allowed to vary arbitrarily in (−π, π). Likewise, when ω ∈ [3.3547, 5.0396],
the stabilizing boundary yields φ2 ∈ [−2.0442,−1.5783] and φ1 ∈ (−π, π). Closed-
loop system stability requires φ2 ∈ (−1.5783, 1.5783). Let PM = {(φ1, φ2)|φ1 ∈
(−1.9505, 1.9505) and φ2 ∈ (−1.5783, 1.5783)}, it is clear that PM is a rectangle
prescribed in Ω, i.e., PM ⊆ Ω. According to Deﬁnition 5.1, (−1.9505, 1.9505)
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and (−1.5783, 1.5783) are phase margins for loop 1 and 2, respectively. The com-
mon phase margin can be obtained by (−1.9505, 1.9505) ∩ (−1.5783, 1.5783) =
(−1.5783, 1.5783).
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⎤⎥⎥⎦ .
Its transfer function matrix is
G(s) = C(sI − A)−1B
=
1
s4 + 1.75s3 + 7.5s2 + 4s+ 8
⎡⎢⎢⎣ 0.0625s+ 0.25 s2 + s + 4
0.25s2 + 0.1875s+ 0.75 s+ 4
⎤⎥⎥⎦ .
The pure imaginary eigenvalues of A˜ + B˜C˜ are ±0.643j and ±1.613j. Thus, the
frequency range [0,+∞) is divided into three intervals as [0, 0.643], [0.643, 1.613],
and [1.613,+∞). By checking the holding of σ(G(jω)) ≤ 1 ≤ σ(G(jω)) for any
given ω in these intervals, Ωˆ = (0.643, 1.613). For every ω ∈ Ωˆ, obtain the solution
z to the constrained optimization (5.31) with the Newton-Raphson iteration (5.29),
where initial values are arbitrarily chosen. The frequency range for the convergence
of (5.29) yields Ω = (0.764, 0.884)∪(1.533, 1.572), shown as Fig. 5.9, where the solid
and dashed lines represent the minimum and maximum loci of the cost function,
respectively, who constitute two closed contours, denoted by A and B. As the
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cost function moves along contour A (or B), the pair (φ1, φ2) moves along their
stabilizing boundary A (or B) correspondingly, shown as Fig. 5.10, where the
dotted lines are determined by the symmetry with respect to (0, 0) from Lemma
5.1.
























Fig. 5.9. Solving the constrained optimization for ω ∈ Ω
It needs to be clariﬁed that two (or more) boundaries may be obtained in the
limited range [−π, π) like this example shows, which is diﬀerent from the case in
Example 5.3 where only one boundary can be found. If multiple boundaries exist,
the stabilizing region of φi is the polytope encompassed by the nearest boundary
(Boundary B for this example). By comparing Fig. 5.10 with Fig. 5.8, one sees
that φ1 is allowed to vary arbitrarily in [−π, π) in this example if |φ2| is less than
some value, in another word, there is no stabilizing boundary for φ1 if |φ2| is
small enough, which is another diﬀerence from the case in Example 5.3. This is
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Fig. 5.10. Stabilization boundaries for (φ1, φ2)
because one of characteristic loci of G(s) always lies in the unit circle and never
goes through the critical point (−1, j0).
To show the stabilizing region of (φ1, φ2) for this example more clearly, zoom
Boundary B in Fig. 5.11, where φ1 ∈ [−π, π) and φ2 ∈ [−0.2423, 0.2423] for
∀ω ∈ (1.533, 1.572). With the help of Lemma 5.1, φ1 ∈ (−π, π) and φ2 ∈
(−0.2423, 0.2423) are one of the phase margins for loop 1 and 2, respectively. Since
there is no boundary for φ1, the common phase margin for this example can be
determined by letting φ1 = φ2, which is (−0.3108, 0.3108), or (−17.808◦, 17.808◦).
Table 5.1 listed some comparison of the proposed method with the existing
frequency domain and time domain methods of (Bar-on and Jonckheere, 1998) and
(Wang et al., 2007b). The method of (Bar-on and Jonckheere, 1998) actually gives
the common phase margin only, which is (−0.2701, 0.2701), or (−15.476◦, 15.476◦),
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Fig. 5.11. Stabilization Region of (φ1, φ2)





Frequency domain (−π, π) (−0.2423, 0.2423) (−0.3108, 0.3108)
Bar-on and Jonckheere — — (−0.2701, 0.2701)
Time domain [0, 0.1878] [0, 0.1231] [0, 0.1265]
and smaller than the result given by the proposed method. This is because only
the decentralized control is considered here and the phase perturbations are not
necessarily ergodic in the entire set of unitary matrices. The proposed method also
gives a larger loop and common phase margins than the method of Wang et al.
(2007b) does, which shows that the proposed method evidently improves the LMI
results by reducing the possible conservativeness.
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5.5 Conclusion
In this chapter, the loop phase margins of multivariable control systems are deﬁned
as the allowable individual loop phase perturbations within which stability of the
closed-loop system is guaranteed. Two methods in time and frequency domain re-
spectively are proposed to obtain the loop phase margins. Time domain method is
composed of two steps. Firstly, delay-dependent stability criteria for systems with
multiple delays are proposed to establish an algorithm to calculate the ranges of
delays guaranteeing the stability of closed-loop system. Then, a ﬁxed frequency is
determined to convert the stabilizing ranges of time delays into the respective loop
phase margins. Frequency domain method is presented to accurately computing
these phase margins, which is converted using the Nyquist stability analysis to the
problem of some simple constrained optimization with the help of unitary mapping
between two complex vector space. Numerical solutions are then found with the
Lagrange multiplier and Newton-Raphson iteration algorithm. Comparing with
time domain method, frequency domain method can provide exact margins and
thus improves the LMI results by reducing the possible conservativeness. Finally,




There has been an increased level of activity in the area of automatic control
for some years. Although many methods have been proposed, there still has much
room for further improvement and extensions. In this thesis, several new results are
obtained which improve the tuning of phase lead compensators, relay analysis and
auto-tuning, and multivariable PID control. Brieﬂy, the results are summarized as
follows:
A. Relay Analysis for A Class of Servo Systems
A class of second-order servo plants, described by G(s) = Ke−Ls/(s(s + a)),
a > 0, under relay feedback is addressed. Complete results have been established
on uniqueness of solutions, existence and stability of limit cycles and its amplitude
and period.
B. Tuning of Lead/Lag Compensators
159
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For the same class of plants in A, the plant parameters can be analytically
obtained by simple formulas from limit cycle characteristics such as periods and
amplitudes. A new tuning method for lead/lag or PD compensators is also pre-
sented for ISE minimization. For a general plant, a simple graphical method for
tuning of phase lead compensators has been presented which can achieve gain
and phase margins exactly. The method transforms the problem of solving a set
of nonlinear coupled equations into ﬁnding the intersection points of two graphs
plotted using the frequency response information of the plant. The solvability of
the problem is related to the existence and number of intersection points of two
graphs.
C. Multiloop Gain Margins and PID Stabilization
The problem of determining the parameter ranges of stabilizing multiloop PID
controllers has been investigated, from which the loop gain margins are newly de-
ﬁned. A detailed scheme has been proposed using the descriptor model approach.
Linearly parameter-dependent technique and convex optimization method have
been employed to establish basic criteria for computing the controller parameter
ranges. Numerical examples have been given to illustrate the use of the present
procedure. It has been seen that the stabilizing ranges obtainable from our proce-
dure is large and suﬃcient for practical tuning purpose.
D. Multiloop Phase Margins
New deﬁnition of loop phase margins are given. Numerical methods are pro-
posed for calculation in time domain and frequency domain, respectively. Time
domain method is to convert the problem of loop phase margins to the stabilizing
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ranges of multiloop time delays, where plenty of results on delay-dependent/in-
dependent stability criteria are used. Frequency domain method is to convert the
same problem to a constrained optimization, which improves the method of Bar-on
and Jonckheere (1998) to guarantee the diagonal structure of loop phase pertur-
bations. Comparing with time domain method, frequency domain method can
provide exact margins and thus improves the LMI results by reducing the possible
conservativeness.
6.2 Suggestions for Further Work
The thesis has taken the full route from initial ideas, via theoretical developments,
to methodologies that can be applied to relevant engineering problems. Several
new results have been obtained but some topics remain open and are recommended
for future work.
A. Relay Analysis for Higher Order Plants
It is natural and interesting at this point to see if the proposed relay analysis
can be extended to other classes of plants. Consider a class of 2nd-order plants
without integrator, i.e. G(s) = K/[(s + a)(s + b)], (a > 0, b > 0) . Let the
initial condition, x(t0), be such that e(t0) = −Kx(t0) < ε+ with u(t˜) = u−. Then
Ku− < 0 will cause e(t) to monotonically increase for t > t0 with the potential
maximum value of K/(ab). If ε+ ≥ K/(ab), no switching on S+ can occur and
no limit cycle exists. This shows that the conditions for the existence of limit
cycles will involve relay hysteresis and cannot be as neat as the original class of
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plants. Now if G(s) has a pair of complex poles with oscillatory step response,
the resultant e(t) is no longer piecewise monotonic. This will cause an essential
diﬃculty: e(t) may reach a switching plane but does not pass through it (Lin et
al., 2004b). These cases need further research.
B. Multiloop Gain and Phase Margins for Time Delay Systems
If the multivariable plant has time delay, one may use Pade approximation for


























(s+ 2)(1 + 0.2s)
⎤⎥⎥⎥⎦ .
For a proportional control K(s) = diag {k1, k2}, the stabilizing region for k1 and
k2 are calculated as: k1 ∈ [−1.7174,−0.1079] and k2 ∈ [0.5580, 0.8910]. The time-
delay case for our problem will lead to a diﬀerent system description. The feedback
of delay output gives rise to a more complicated state equation, for which the stabi-
lizing ranges of PID parameters may not be transformed into a polytopic problem,
whereas the technique used in this thesis is suitable for a polytopic problem. One
needs to ﬁnd a totally diﬀerent technique to solve the delay problem, which could
be another future study.
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