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maximalentry in theprincipal eigenvector for thesignlessLaplacian
matrix of a graph.
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1. Introduction
Let A = (ai,j) be a symmetric nonnegative irreducible square matrix of order n. The smallest diag-
onal entry of A is denoted bym and the largest byM. Also let μ(A) be the spectral radius of matrix A.
It is well known that the p-norm of a vector X = (x1, x2, . . . , xn)T is deﬁned as follows:
‖X‖p = (|x1|p + |x2|p + · · · + |xn|p)1/p if 1 p < ∞. (1)
Let Aij be the submatrix of A, obtained from A by deleting the row indicated by i and the column
indicated by j. The matrix Aii is called the principal submatrix of A and is abbreviated as Ai. We need
the following theorem in the sequel.

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Theorem 1.1 ((Perron, Frobenius) [1]). Let A be an irreducible nonnegative matrix of order n (n 2).
Then:
(a) μ(A) > 0;
(b) μ(A) is an eigenvalue of A;
(c) there exists a positive vector X such that AX = μ(A)X;
(d) μ(A) is algebraically a simple eigenvalue of A, and eigenspace corresponding toμ(A) has dimension
1;
(e) μ(A) > μ(Aii), 1 i n.
A positive eigenvector X = (x1, x2, . . . , xn)T is called the principal eigenvector of A. Without loss of
generality, we may assume that x1  x2  · · · xn.
Throughout this paper, let G = (V , E) be a simple, connected, undirected graph with vertex set
V = {1, 2, . . . , n} and edge set E. Also let di be the degree of vertex i for i = 1, 2, . . . , n; and Δ, δ, the
highest degree and the lowest degree of the graph G, respectively. If vertices i and j are adjacent, we
denote that by i ∼ j. The signless Laplacian matrix associated with a graph G is denoted by Q(G) and
is deﬁned as Q(G) = (qi,j), where
qi,j =
⎧⎨
⎩
di if i = j,
1 if i ∼ j,
0 otherwise.
Clearly, Q(G) is a real symmetric nonnegative irreducible matrix and hence all its eigenvalues are real.
If G is bipartite, then the signless Laplacian matrix and the ordinary Laplacian matrix are signature
similar, and so the eigenvalues and eigenvectors of bothmatrices are intimately related in this case. Let
Y = (y1, y2, . . . , yn)T be the positive eigenvector corresponding to the spectral radius μ = μ(Q). We
may choose Y so that ‖Y‖ = 1 (1 p < ∞) and the unique positive vector Y is called the principal
eigenvector of Q(G). The principal eigenvector is of interest since it is often used in applications (see
[6] for an overview). Let ymaxp be the maximal entry of the principal eigenvector of Q(G). The matrix
Q(G) appears very rarely in published papers (see [3]), the paper [2] being one of the recent research
papers concerning this matrix.
Papendieck and Recht [5] obtained an upper bound on the maximal entry ymaxp of the principal
eigenvector of adjacency matrix of a simple, connected and undirected graph:
ymaxp 
(
ρp−2
1 + ρp−2
)1/p
, (2)
whereρ is thespectral radiusofadjacencymatrix.Moreover, theequalityholds if andonly ifG ∼= K1,n−1.
Zhao and Hong [7] further investigated the maximal entry ymaxp of the principal eigenvector Y of a
symmetric nonnegative irreducible n × nmatrix Awith zero diagonal entries. They showed that ymaxp
satisﬁes
ymaxp 
(
(n − 1)(p−2)/2
1 + (n − 1)(p−2)/2
)1/p
. (3)
The equality holds in (3) if and only if A = αΓ , where α > 0 and
Γ =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 1 · · · 1
1 0 0 · · · 0
1 0 0 · · · 0
. . . · · · .
. . . · · · .
1 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The paper is organized is as follows. In Section 2, we list some well known results. In Section 3, we
present two upper bounds on the maximal entry in the principal eigenvector of the signless Laplacian
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matrix of connected graph and characterize the graphs which achieve the upper bound. In Section
4, we obtain a sharp upper bound on the maximal entry in the principal eigenvector of symmetric
nonnegative irreducible matrix in terms of its order, the largest and the smallest diagonal entries of
that matrix. The result is as follows:
ymaxp 
(
(n − 1)(p−2)/2(μ − m)p/2
(n − 1)(p−2)/2(μ − m)p/2 + (μ − M)p/2
)1/p
(p 2) (4)
and equality can be attained. Moreover, the upper bound of Zhao and Hong [7] for the maximal entry
ymaxp follows as a special case.
2. Preliminaries
In this section, we shall list some previously known results that will be needed in Sections 3 and 4.
Lemma 2.1. Let A be a irreducible nonnegative n × n (n 2) matrix. Then
μ > M, (5)
where M is the largest diagonal entry of matrix A.
Proof. By Theorem 1.1, we get the required result. 
The lower and the upper bound on the spectral radius of signless Laplacianmatrix of a simple graph
is shown in Lemma 2.2.
Lemma 2.2 [2,4]. Let G be a simple graph on n vertices which has at least one edge. Then
Δ + 1μ 2Δ,
where Δ is the highest degree of a vertex in G. Moreover, if G is connected, then the ﬁrst inequality holds
as equality if and only if G is the star K1,n−1; and the second inequality holds as equality if and only if G is
a regular graph.
Lemma 2.3 [5]. If q1, q2, . . . , qn are positive numbers, then:
p1 + p2 + · · · + pn
q1 + q2 + · · · + qn maxi
pi
qi
for any real numbers p1, p2, . . . , pn. Equality holds if and only if all the ratios
pi
qi
are equal.
Lemma 2.4. If p 1, then
n∑
i=1
x
p
i
 n
(∑n
i=1 xi
n
)p
for any positive numbers x1, x2, . . . , xn. If p = 1, then equality always holds. If p > 1, then equality holds
if and only if x1 = x2 = · · · = xn.
Suppose K1,n−1 ⊆ Sn ⊆ Kn, where Sn is a graph of order n obtained by adding some edges (if exists)
to K1,n−1 (star of order n) or deleting some edges (if exists) from Kn (complete graph of order n). In
other words Sn is a graph such that the highest degree is n − 1.
Lemma 2.5. Let Y = (y1, y2, . . . , yn)T be an eigenvector corresponding to spectral radiusμ of Q(Sn) such
that
∑n
i=1 yi = 1. Then
max
i
{yi} = 1
μ − n + 2 .
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Proof. Without loss of generality, we can assume that the degree of the vertex i, di = n − 1. We have
Q(Sn)Y = μY. For vertex i ∈ V , we get
μyi = (n − 1)yi +
n∑
j=1,j /=i
yj ,
and hence, yi = 1
μ − n + 2 , as
n∑
i=1
yi = 1. (6)
For vertex k ∈ V , we get
μyk = dkyk +
∑
j:j∼k
yj ⇒ (μ − dk + 1)yk = 1 −
∑
j:jk,j /=k
yj , as
n∑
i=1
yi = 1
and hence,
yk 
1
μ − dk + 1 
1
μ − n + 2 . (7)
From (6) and (7), we get the required result. 
3. Upper bound on the maximal entry in the principal eigenvector of signless Laplacian matrix
of a graph
In this section we obtain two upper bounds on the maximal entry in the principal eigenvector of
signless Laplacian matrix of a simple connected graph, and characterize the graphs which achieve the
upper bound.
Theorem 3.1. Let G be a simple, connected and undirected graph. Also let Y = (y1, y2, . . . , yn)T be the
p-normnormalizedprincipal eigenvector corresponding to spectral radiusμofQ(G)andy1  y2  · · · yn.
If p 1, then
ymaxp = y1 
(
(μ − δ)p−1
μ − Δ + (μ − δ)p−1
)1/p
, (8)
where Δ and δ are the highest degree and the lowest degree of vertices of G, respectively. Moreover, the
equality holds in (8) if and only if G is an Sn graph for p = 1 or a star K1,n−1 for p > 1.
Proof. We have
Q(G)Y = μY. (9)
From the ﬁrst equation of (9),
μy1 = d1y1 +
n∑
k=2
q1,kyk ,
i.e., (μ − d1)y1 =
n∑
k=2
q1,kyk. (10)
It follows from normalization that
n∑
k=2
y
p
k = 1 − yp1. (11)
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From (10) and (11) and Lemma 2.3, we get
(μ − d1)y1
1 − yp1
=
∑n
k=2 q1,kyk∑n
k=2 y
p
k
max
k
q1,kyk
y
p
k
. (12)
Since G is connected, there is at least one index k ∈ {2, 3, . . . , n} such that q1,k = 1 in the signless
Laplacian matrix Q(G). Let j be an index with q1,j = 1 satisfying
max
k
q1,kyk
y
p
k
= 1
y
p−1
j
. (13)
From (12) and (13), we get
(μ − d1)y1
1 − yp1

1
y
p−1
j
and hence
y
p−1
j

1 − yp1
(μ − Δ)y1 , as Δ d1. (14)
For p = 1 this leads to
y1 
1
μ − Δ + 1 .
If p > 1, from (14) we have
yj 
(
1 − yp1
(μ − Δ)y1
)1/(p−1)
. (15)
From jth equation of (9) we have
μyj = djyj +
n∑
k=1,k /=j
qj,k yk
and hence
(μ − dj)yj  y1, as qj,1 = 1. (16)
Since dj  δ, from (16), we get
(μ − δ)yj  y1. (17)
From (15) and (17), we get
y1 (μ − δ)
(
1 − yp1
(μ − Δ)y1
)1/(p−1)
,
i.e., y1 
(
(μ − δ)p−1
μ − Δ + (μ − δ)p−1
)1/p
,
which proves the ﬁrst part.
Now suppose that equality holds in (8). Then all inequalities in the above argument must be
equalities. According to the Lemma 2.3, equality holds in (12) if all the ratios
q1,i yi
y
p
i
are equal. Then
it follows that
q1,i = 1 for all i = 2, 3, . . . , n (18)
because, otherwise the node 1 would be isolated. For p = 1, we get d1 = Δ = n − 1. Hence G is an Sn
graph.
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For p > 1, we get
1
y
p−1
2
= 1
y
p−1
3
= · · · = 1
y
p−1
n
,
i.e., y2 = y3 = · · · = yn = β , (say). (19)
From equality in (14), we get
d1 = Δ. (20)
From equality in (16), we get
(μ − dj)yj = y1,
i.e., qj,k = 0 for each j, k = 2, 3, . . . , nwith k /= j. (21)
From (18) and (21), we conclude that G ∼= K1,n−1.
Conversely, letG be an Sn graph for p = 1 or a starK1,n−1 for p > 1. By Lemma2.5, one can easily see
that the equality holds in (8) for G = Sn(p = 1). For G = K1,n−1, μ = n and y =
(
y1,
y1
n−1 , . . . ,
y1
n−1
)
.
Thus results follows by calculation of y1 for p > 1. 
From Theorem 3.1, we get the following upper bound on ymaxp in terms of δ, Δ, and p:
Theorem 3.2. Let G be a simple, connected and undirected graph. Also let Y = (y1, y2, . . . , yn)T be the
p-normnormalizedprincipal eigenvector corresponding to spectral radiusμofQ(G)andy1  y2  · · · yn.
If p = 1 or p 2, then
ymaxp = y1 max
⎛
⎝( (Δ − δ + 1)p−1
(Δ − δ + 1)p−1 + 1
)1/p
,
(
(2Δ − δ)p−1
(2Δ − δ)p−1 + Δ
)1/p⎞⎠ , (22)
whereΔ and δ are the highest degree and the lowest degree of vertices of G, respectively. The equality holds
in (22) if and only if G is a star K1,n−1 for p = 1. Moreover, y1 =
(
(Δ−δ+1)p−1
(Δ−δ+1)p−1+1
)1/p
if and only if G is a
star K1,n−1 for p 2.
Proof. First we suppose that p = 1. From (8), we have that
ymaxp = y1  1
2
, by μΔ + 1
= max
(
1
2
,
1
Δ + 1
)
.
By Lemma 2.2 and Theorem 3.1, equality holds in (22) if and only if G is a star K1,n−1 for p = 1. Now,
suppose that p 2. Let us consider a function
f (x) = x − Δ
(x − δ)p−1 , Δ + 1 x 2Δ.
We have
f ′(x) = 1
(x − δ)p ((p − 1)Δ − δ − (p − 2)x) . (23)
For p = 2, f (x) is an increasing function on [Δ + 1, 2Δ]. Otherwise, p > 2.
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Now f ′(x) = 0 ⇒ x = (p−1)Δ−δ
p−2 = x∗, (say). From (23), one can see easily that f (x) is an increasing
function on [Δ + 1, x∗] and a decreasing function on [x∗, 2Δ]. Thus
μ − Δ
(μ − δ)p−1 = f (μ)min
{
1
(Δ − δ + 1)p−1 ,
Δ
(2Δ − δ)p−1
}
. (24)
Using (24) in (8), we get
ymaxp = y1 max
⎛
⎝( (Δ − δ + 1)p−1
(Δ − δ + 1)p−1 + 1
)1/p
,
(
(2Δ − δ)p−1
(2Δ − δ)p−1 + Δ
)1/p⎞⎠ .
Now one can easily see that ymaxp =y1=
(
(Δ−δ+1)p−1
(Δ−δ+1)p−1+1
)1/p
if and only if G is a star K1,n−1 for p 2.
Hence the theorem. 
4. Upper bound on the maximal entry in the principal eigenvector of symmetric nonnegative
irreducible matrix
In this section we obtain a sharp upper bound on the maximal entry in the principal eigenvector of
a symmetric nonnegative irreducible matrix.
Theorem 4.1. LetA = (ai,j)n×n bea symmetricnonnegative irreduciblematrixwithM, the largest diagonal
entry and m, the smallest diagonal entry. Let Y = (y1, y2, . . . , yn)T be the p-norm normalized principle
eigenvector of A corresponding to spectral radius μ and y1  y2  · · · yn. If p 2, then
ymaxp = y1 
(
(n − 1)(p−2)/2(μ − m)p/2
(n − 1)(p−2)/2(μ − m)p/2 + (μ − M)p/2
)1/p
(25)
with equality holding in (25) if and only if A = αΩ , where α > 0 and the matrix Ω is deﬁned as Ω =
(ωi,j)n×n, where
ωi,j =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
M/α if i = j = 1,
m/α if i = j 2,
1 if i = 1, j 2,
1 if j = 1, i 2,
0 if i 2, j 2, i /= j.
Proof. Let X = (x1, x2, . . . , xn)T be the 2-norm normalized principal eigenvector of A corresponding
to the spectral radius μ. Then
∑n
i=1 x2i = 1 and there exists a c > 0 such that Y = cX. Now we have
A(G)X = μX. (26)
From the ith equation of (26), we get
(μ − ai,i)xi =
n∑
j=1,j /=i
ai,jxj ,
i.e., (μ − ai,i)x2i =
n∑
j=1,j /=i
ai,jxixj , i = 1, 2, . . . , n. (27)
By setting i = 1 in (27), we get
(μ − a1,1)x21 =
n∑
j=2
a1,jx1xj
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and hence,
(μ − M)x21 
n∑
j=2
a1,jx1xj , asM  a1,1. (28)
Summing both sides of Eq. (27) on i from 2 to n, we get
n∑
i=2
(μ − ai,i)x2i =
n∑
i=2
n∑
j=1,j /=i
ai,jxixj
and hence,
(μ − m)
n∑
i=2
x2i 
n∑
i=2
n∑
j=1,j /=i
ai,jxixj , asm ai,i. (29)
From (28) and (29), we get
(μ − M)x21 − (μ − m)
n∑
i=2
x2i −
n∑
i=2
n∑
j=2,j /=i
ai,jxixj  0, (30)
i.e., (μ − M)x21 − (μ − m)(1 − x21) 0, as
n∑
i=2
x2i = 1 − x21,
i.e., x21 
μ − m
2μ − M − m , as μ > M m. (31)
Using (31), we get
n∑
i=2
x2i = 1 − x21 
μ − M
2μ − M − m . (32)
Again, using (31), we get
x
p
1 = (x21)p/2 
(
μ − m
2μ − M − m
)p/2
. (33)
Since p 2, by Lemma 2.4, we get
n∑
i=2
x
p
i =
n∑
i=2
(x2i )
p/2 (n − 1)
(∑n
i=2 x2i
n − 1
)p/2

(
μ − M
2μ − M − m
)p/2
×
(
1
n − 1
)(p−2)/2
. (34)
From (33) and (34), we get
∑n
i=2 x
p
i
x
p
1

(
μ − M
μ − m
)p/2
×
(
1
n − 1
)(p−2)/2
. (35)
We have that ‖y‖p = 1, that is,
y
p
1 +
n∑
i=2
y
p
i = 1,
i.e.,
1
y
p
1
= 1 +
∑n
i=2 x
p
i
x
p
1
, as y1 /= 0 and yi = cxi,
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and hence,
y
p
1 
1
1 +
(
μ−M
μ−m
)p/2 × ( 1
n−1
)(p−2)/2 , by (35),
i.e., y1 
(
(n − 1)(p−2)/2(μ − m)p/2
(n − 1)(p−2)/2(μ − m)p/2 + (μ − M)p/2
)1/p
.
This completes the proof of (25).
Now suppose that equality holds in (25). Then all inequalities in the above argument must be
equalities.
From equality in (28), we get a1,1 = M. Also from equality in (29), we get ai,i = m for i = 2, 3, . . . , n.
From equality in (30), we get
ai,j = 0, i, j = 2, 3, . . . , n, i /= j.
From equality in (34) and Lemma 2.4, we get
x2 = x3 = · · · = xn. (36)
Since ai,i = m, i = 2, 3, . . . , n; and ai,j = 0, i, j = 2, 3, . . . , n, i /= j; we have from (26)
(μ − m)xj = a1,jx1, j = 2, 3, . . . , n,
i.e., a1,2 = a1,3 = · · · = a1,n = α, (say), by (36) and x1 /= 0.
Since A is symmetric, we conclude that A = αΩ , where α > 0 and the matrix Ω is deﬁned as Ω =
(ωi,j)n×n, where
ωi,j =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
M/α if i = j = 1,
m/α if i = j 2,
1 if i = 1, j 2,
1 if j = 1, i 2,
0 if i 2, j 2, i /= j.
Conversely, we suppose that A = αΩ where α > 0 and the matrix Ω = (ωi,j)n×n is deﬁned above. If
X = (x1, x2, . . . , xn)T is an eigenvector corresponding eigenvalue μ of A = αΩ , then we have
(μ − m)xj = αx1, j = 2, 3, . . . , n, i.e., x2 = x3 = · · · = xn.
Since x2 = x3 = · · · = xn, the equality holds in (34). From thematrixA, one can easily see that equality
holds in (28), (29) and (30). Hence equality holds in (25). 
Remark 4.2. As noted by the referee, the fact thatμ appears in inequality (25) is somewhat unsatisfac-
tory. Note that in Theorem 3.1,μ appears in (8), but asμ is the spectral radius of the signless Laplacian
matrix, an estimate on μ can be used to produce the bound (22) which does not involve μ. But we
retain the same form (25) in Theorem 4.1, since A is any symmetric nonnegative irreducible matrix
and also in view of the result (2) in the literature referenced [5] which are related to the present work.
Moreover, we deduce two results Corollary 4.3, gives Zhao and Hong’s upper bound (3), and Corollary
4.4, the upper bound on ymaxp in (37) which is compare with (8) in Example 1.
Now we will deduce the upper bound (3) on the maximal entry ymaxp in the principal eigenvector
of a symmetric nonnegative irreducible matrix with zero diagonal entries.
Corollary 4.3 [7]. Let A = (ai,j)n×n be a symmetric nonnegative irreducible matrix with zero diagonal
entries. Also let Y = (y1, y2, . . . , yn)T be the p-norm normalized principal eigenvector of A corresponding
to spectral radius μ and y1  y2  · · · yn. If p 2, then
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ymaxp = y1 
(
(n − 1)(p−2)/2
1 + (n − 1)(p−2)/2
)1/p
.
The equality holds if and only if A = αΓ , where α > 0 and
Γ =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 1 · · · 1
1 0 0 · · · 0
1 0 0 · · · 0
. . . · · · .
. . . · · · .
1 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Corollary 4.4. Let G be a simple, connected and undirected graph. Also let Y = (y1, y2, . . . , yn)T be the p-
norm normalized principal eigenvector corresponding to spectral radiusμ of Q(G) and y1  y2  · · · yn.
If p 2, then
ymaxp = y1 
(
(n − 1)(p−2)/2(Δ − δ + 1)p/2
(n − 1)(p−2)/2(Δ − δ + 1)p/2 + 1
)1/p
. (37)
The equality holds in (37) if and only if G is a star K1,n−1.
Proof. We haveM = Δ,m = δ and Δ + 1μ 2Δ. From (25), we get
ymaxp = y1 
(
(n − 1)(p−2)/2(μ − δ)p/2
(n − 1)(p−2)/2(μ − δ)p/2 + (μ − Δ)p/2
)1/p
.
Let us consider a function
g(x) =
(
x − Δ
x − δ
)p/2
, Δ + 1 x 2Δ.
We have
g′(x) =
(
x − Δ
x − δ
)p/2
· p(Δ − δ)
2(x − δ)(x − Δ) > 0 for Δ + 1 x 2Δ. (38)
From (38), one can easily see that g(x) is an increasing function on [Δ + 1, 2Δ]. Thus
g(x)
1
(Δ − δ + 1)p/2 for Δ + 1 x 2Δ.
Hence
y1 
(
(n − 1)(p−2)/2(Δ − δ + 1)p/2
(n − 1)(p−2)/2(Δ − δ + 1)p/2 + 1
)1/p
.
Now suppose that equality holds in (37). Then from above we must haveμ = Δ + 1 and hence G is a
star K1,n−1.
Conversely, it is easy to verify that equality in (37) holds for star K1,n−1. 
Example 1. Nowwewill compare the upper bounds given in (8) and (37) for graphs C4 and C6 in Fig. 1.
For both C4 and C6, μ = 4,M = m = Δ = δ = 2. For graphs C4 and C6 (p = 3), the upper bounds in
(8) and (37) give the following results:
(8) (37)
C4 0.8736 0.8591
C6 0.8736 0.8841
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C6C4
Fig. 1. Cycle C4 and cycle C6.
Hence we conclude that both upper bounds given by (8) and (37) are incomparable.
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