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ABSTRAKT 
Cieľom práce bolo zoznámiť sa s problematikou sieťových prvkov, popísať neurónové siete, 
ktoré môžu byť využité pre riadenie takého prvku. Teoretická časť sa zaoberá neurónovými 
sieťami od ich vzniku až po súčasnosť. Je zameraná hlavne na siete, ktoré môžu byť využité 
pre riadenie prvku. Jedná sa o dve siete: Hopfieldová sieť a Kohonenová sieť. Praktická časť 
sa zaoberá modelom sieťového prvku a jeho realizáciou. Obsahuje praktický model prvku 
a neurónovú sieť pomocou, ktorej je sieťový prvok ovládaný.  
KĽÚČOVÉ SLOVÁ 
Perceptrón, Neurónová sieť, Router, Hopfieldová sieť, Kohonenová sieť, Aktivačná funkcia, 
Kvalita služieb, Prepínač, Matlab, Simulink 
 
 
ABSTRACT 
The goal was to get acquainted with the problems of network elements to describe neural 
networks that can be used to manage such a feature. The theoretical part deals with the neural 
networks from their inception to the present. It focuses mainly on the network, witch can be 
used for management control. These are the two network: Hopfield network and Kohonen 
network. The practical part deals with the network element model and ist implementation. It 
contains a practical element model using a neural network, witch is controlled by a network 
element. 
KEYWORDS 
Perceptron, Neuron network, Router, Hopfield’s network, Kohonen’s network, Activate 
function, QoS, Switch, Matlab, Simulink 
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Úvod 
 
V dnešnej dobe musíme zabezpečiť spoľahlivý a bezchybný prenos, schopnosť prenášať 
rôzne typy dát tak, aby boli splnené požiadavky na ich prenos. K tomuto účelu nám slúžia 
aktívne spojovacie prvky [9]. 
 Čím ďalej tak tým viac sú kladené nároky na ich efektivitu, aby boli schopné pri 
veľkých kapacitách komunikačných sietí spracovávať rôzne užívateľské služby. Do nich sa 
môžu radiť predovšetkým videokonferenčné aplikácie, dátové a multimediálne služby. 
Nesmieme zabúdať na kvalitu služieb v prenose, jednotlivé dátové služby majú rozdielne 
požiadavky na spracovanie (priorita) v danom prvku. Kvalita služieb v dnešnej dobe zaberá 
najviac času. Pre dosiahnutie týchto požiadaviek nepostačujú iba kvalitné sieťové prvky, ktoré 
poskytujú dostatočnú šírku pásma pre prenos, ale jednak aj riadenie daného prvku ako takého. 
Ak sa zameriame na spracovanie môžeme si predstaviť centrálne vyhodnocovanie pomocou 
jednotky, na ktorej priamo závisí efektivita, ale aj rýchlosť. Pri použití priority pre jednotlivé 
dátové služby musíme dosiahnuť, aby v danom okamžiku bol prvok schopný preniesť dátovú 
jednotku cez spojovacie pole sieťového prvku na výstup prvku. Pri rastúcej prenosovej 
rýchlosti sa bude predlžovať doba spracovania, čo stavia riadenie prvku do úlohy 
neefektívnej. Je veľa spôsobov ako riešenie zlepšiť ako napr. paralelné riadenie, avšak nastáva 
problém s efektivitou. Pokiaľ spomenieme paralelné prepojovanie veľkého počtu 
elementárnych funkčných blokov dostávame sa k najperspektívnejšiemu spôsobu riešenia 
daného problému. Takéto riešenie je možné pomocou umelej neurónovej siete. Umelá 
neurónová sieť je distribuovaný systém výkonových prvkov. Neurónové siete sú schopné 
riešiť zložité paralelné úlohy a dosahovať pri tom lepšie výsledky ako klasické metódy [7]. 
 Úlohou tejto práce je zaoberať sa aktívnym sieťovým prvkom, jeho architektúrou  
a riadením pomocou umelej neurónovej siete, ďalej rozborom umelých neurónových sieti 
ktoré sú vhodné pre aplikáciu a riešenie daného problému. Umelá neurónová sieť je použitá 
ako klasifikátor prvku, pričom bude rozhodovať na základe priorít daných služieb a ich 
následné prepojenie na výstupné porty.   
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1. Úvod do Neurónových sieti 
 
1.1. História 
 
Túto časť som zaradil na začiatok úvodu o neurónových sieťach pretože stojí za zmienku 
pripomenúť osobnosti, ktoré boli aktérmi vývoja. Základy teórie položili páni McCuloch  
a Pitts v roku 1943, v ktorom predložili prvý model neurónu a ten bol následne po nich 
pomenovaný [1]. Nasledujúce roky sa pracovalo na sieťach s prahovými neurónmi a bolo 
dokázané, že sú schopné prevádzať ľubovoľný algoritmus. Pán Hebb v roku 1949 na základe 
pozorovania vyslovil pravidlo, že “synaptické spojenie medzi dvoma v rovnakej chvíli 
aktivovanými neurónmi sa posilňuje” [2]. 
V roku 1958 bol zavedený pojem perceptrón pánom Rosenblattom. Na základe týchto 
objavov  a spoluprácou pánov Hoff a Widrow vznikli siete ADALINE a MADALINE. Sieť 
MADADINE bola ako prvá použitá vo svete. Pre teóriu neurónových sieti v roku 1969 nastal 
zlom, keď dokázali páni Minsky a Papert, že jednovrstvová sieť nedokáže riešiť funkciu 
XOR. Síce pán Rosenblattom vedel, že viacvrstvové siete dokážu riešiť zložitejšie funkcie 
vrátane XOR-u, ale financovanie bolo pozastavené a on nedokázal nájsť vhodný algoritmus 
aby to  dokázal. Výskum sa rozbehol zase v roku 1974 keď bol vynájdený algoritmus  
pre viacvrstvové siete nazvaný backpropagation (spätné šírenie chyby). Tento objav 
uskutočnil pán Werbos. Od roku 1987 je backpropagation najpoužívanejší učiaci algoritmus 
pre siete s dopredným šírením [3]. 
V dnešnej dobe sa neurónové siete začínajú používať ako prvky pre riadenie a optimalizáciu 
sústavy. 
1.2. Biológia 
 
Priebeh vývoja mnohobunkových živočíchov a  hlavne ich  riadiace centrum sa  postupne 
vyvíjali z jednoduchých  riadiacich informačných systémov na čoraz zložitejšie. Vyvinuli sa 
dva: pomalý smerový chemický, kde sú do krvi uvoľňované hormóny, tie sú následne 
roznášané do celého tela a jednotlivé bunky na nich reagujú. Keď sa bunky ciev zmrštia 
a zvýši sa krvný tlak, do krvi sa vylúčil adrenalín. Bunky srdca reagujú tak, že srdce začne 
byť rýchlejšie. 
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Rýchly smerový neurónový systém pracuje napr. ako reflexný oblúk. Keď sa podráždia 
proceptronové bunky (napr. tlakom), bunka vyšle dlhým vláknom vzruch do svalovej bunky 
a tá sa následne zmrští. To umožní živočíchovi aby sa vyhol útoku. Táto nervová sústava sa 
nazýva rozptýlená, pretože pozostáva z osamotených neurónových buniek. Postupným 
vývojom živočíchov začala rásť aj potreba reagovať zložitejšie, vznikla rebríková nervová 
sústava. Takúto sústavu má napr. dážďovka. V ďalšom vývoji vznikali neurónové uzly. 
Nasledovala nervová trubica, ktorá sa postupom času pretransformovala na mozog a miechu 
[9]. 
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2. Neuróny  
2.1. Biologický neurón 
 
Neurónové bunky sa dajú špecifikovať ako bunky, ktoré sa špecializujú na prenos, 
spracovanie, uchovávanie a využívanie informácií. Tieto činnosti zabezpečuje ich vnútorná 
štruktúra, skladba, funkcia a vonkajší vzhľad. Je základnou jednotkou neurónovej sústavy. 
Jedná sa o neurónovú bunku s výbežkami [11].  
 
Obr. 1. Biologický neurón 
     Základnou časťou neurónu je soma (bunkové telo neurónu). Toto telo je vyplnené 
plazmou, ktorá je obklopená tenkou membránou. Ako vidíme z obrázku, z tela vyrastajú dva 
typy neurónových výbežkov (jedná sa o typický neurón) a to dentrity a axony. Dentrity 
môžeme považovať za vstupy, ktoré vedú vzruch smerom k bunke. Naopak axon nám 
predstavuje výstup. Axony sú obalené v mayelinovej pošve, ktorá je v určitých častiach 
prerušovaná tzv. Ranvierovými zárezmi. Ak sa na to pozrieme zblízka, tak axon v bode  
pre Ranvierového zárezu nie je obklopený mayelinovou pošvou, tým pádom je v priamom 
kontakte s okolím. Toto nám pomáha k rýchlemu a neskreslenému prenosu cez dlhé axony 
[10]. Takto nám  pracujú v sieťach napríklad opakovače a vedenia (tiež prispievajú 
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k rýchlemu, neskreslenému prenosu). Na rozdiel od dendritov je axon jeden a jeho koniec je 
rozvetvený na vetvy tzv. terminály. Každá z vetiev má na konci spoj nazvaný synapsia, ktorá 
zabezpečuje prepojenie s okolitými neurónmi. Môžeme teda hovoriť o informačnom rozhraní. 
Synapsie teda zabezpečujú premenu aktivity neurónu na elektrický, chemický alebo 
mechanický impulz. Ten následne vyvolá alebo utlmí priľahlý neurón, s ktorým je spojený.  
Či sa jedná o elektrické, chemické alebo mechanické impulzy záleží na tom o aký druh 
synapsií ide. Ak je aktivačný impulz dostatočne veľký v porovnaní s tlmiacim, ktorý dostane 
neurón následne aktivuje svoj axon. Prechod signálu synapsiami je adaptívny z čoho vyplýva, 
že nie je konštantný prispôsobuje sa rôznym situáciám (konkrétne situácie). Hovoríme potom, 
že synapsie majú veľkú (synaptickú) plasticitu. Priechodnosť synapsií sa vďaka tomu môže 
meniť pri priechode signálu. Každá zmena existujúcej synapsie dopomáha k procesu učenia, 
následne sa mení vplyv neurónu na ostané [9]. 
2.2. Umelý neurón 
 
Návrh modelu umelého neurónu vyšiel z biologického modelu to však  neznamená, že sú 
úplne napodobňované. Niektoré modely sa dosť odlišujú v princípe činnosti od ich 
biologických predlôh. 
y(t) ϵ R1 
X0=1
W0
W1
W2
Wn
X1
X2
.
.
Xn
y
v(t)
0
1
AXONY
SYNAPSIE
DENTRIDY SOMA AXON
 
Obr.2. Model umelého neurónu [11] 
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Ako biologický neurón, tak aj umelý neurón sa skladá zo základných častí, ktoré si tu 
uvedieme. Tak ako model biologického neurónu aj tento model má vstupy x1 až xn (nám 
určuje počet vstupov) [4]. 
2.3. Matematický model neurónu 
 
Matematicky model neurónu je základnou stavebnou jednotkou umelých neurónových sieti.  
Rozdiely medzi jednotlivými modelmi je v tom akú matematickú funkciu používajú a taktiež 
ich topológia. Medzi najznámejšie modely patrí formálny neurón, tiež nazývaný podľa 
svojich autorov nazývaný McCulloch-Pittsov model neurónu [1]. 
X
h
yvys
 
Obr.3. Model umelého neurónu 
 
 x – predstavuje vstupy neurónu 
 h – prah neurónu (niekedy označovaný ako koeficient učenia α) 
 yvys – je výstupná hodnota neurónu 
Výsledná hodnota neurónu yvys sa dá určiť podľa nasledujúceho vzťahu (2.1) [11]: 
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2.4. Perceptrón 
 
Perceptrón pozostáva z jedného výkonového prvku, väčšinou sa jedná o McCullochov 
a Pitsov model neurónu, ktorý bol popísaný. Tento prvok má nastaviteľné váhové koeficienty 
a nastaviteľný prah. Niekedy označenie „perceptrón“ prislúcha prvku alebo celej siete. 
Algoritmus k nastaveniu parametrov perceptrónu (1962): 
     „Ak máme v n-rozmernom priestore lineárne oddeliteľné (separibilné) triedy objektov, 
potom je možné v konečnom počte krokov učenia nájsť vektor váh W perceptorónu, ktorý 
oddelí jednotlivé triedy bez ohľadu na počiatočnú hodnotu týchto váh“[11]. Obrázok (4) je 
čerpaný z literatúry [11]. 
 
Obr.4. Rozdiel separabilných a lineárne separabilných tried 
     Perceptrón s jedným výkonových prvkom dokáže klasifikovať maximálne do dvoch tried. 
Ak by sme zväčšili počet jeho vrstiev je možné klasifikovať do viacerých tried. Následne tieto 
triedy nemusia byť lineárne separabilné, ale musia byť však stále separabilné. Perceptrónová 
sieť vychádza z fyziologického vzoru a je taktiež trojvrstvová [2]. Obrázok (5) je čerpaný 
z literatúry [3]. 
 
Obr.5. Rosenblattová perceptrónová sieť 
 19 
 
2.4.1. Topológia a funkcia 
 
Vstupná vrstva v tomto prípade funguje ako vrstva, ktorá má za úlohu rozdeľovať 
(vyrovnávať) vstupný vektor, väčšinou dvojrozmerný na jednorozmerný vektor. Súčasťou 
perceptrónu sú taktiež váhy, ktoré sú však pevne spojené (pripojené) a sú tým pádom 
konštantné. Druhá vrstva, ktorú tvoria tzv. detektory  príznaku. V tejto vrstve je každý neurón 
náhodne spojený s prvkami vstupnej vrstvy. Posledná a najvyššia vrstva je najdôležitejšia 
z celej perceptrónovej siete. Táto vrstva obsahuje perceptrons (tzv. rozhodovací člen). Hlavná 
zmena oproti predchádzajúcej vrstve je v tom, že váhy tejto vrstvy nie sú nastavené na 
konštantnú hodnotu (pevne), ale pri procese trénovania alebo učenia sú nastavované [5]. 
Prenosová funkcia je skoková. Obrázok (6) je čerpaný z literatúry [12]. 
Topológia: 
X1 Xi
Xn
W1 Wi Wn
W0
1
y
X1 Xi Xn
Wj1
Wij
Wjn
1 1 1
W10 Wj0 Wn0
y1 yj yn
Perceptrón Sieť perceptrónov
 
Obr.6. Rozdiel topológie perceptrónu a sieti perceptrónov 
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      Funkcia je v podstate transformáciou vstupného obrazu na výstup. Ak {x1,…., xn} ≤ R
n 
, 
skutočná reálna množina premenných z Rn. Máme definovanú množinu funkcií, ktoré sú  
definované na členoch spomínanej množiny Rn. Pokiaľ sme schopný nájsť takúto množinu 
koeficientov, potom je táto rovnica skoková [10]. Rovnica (2.2) je čerpaná z literatúry [11]. 
Platí (2.2): 
            
 
   
                                                             
 
      Rovnica (2.2) je realizovaná neurónom McCullocha-Pittsa s N vstupmi. Vrstva, ktorá je 
schopná sa učiť, neuróny nachádzajúce sa v takejto vrstve majú ešte jeden výstup naviac. 
Hodnota tohto výstupu je nastavená konštantne na hodnotu 1. 
     Poďme sa zamerať na perceptrón a jeho učiaci algoritmus. Pokiaľ má byť učenie úspešné 
je potrebné, aby bol predložený problém lineárne separabilný. Ako už bolo spomínané, pokiaľ 
sa nejedná o preceptrónovú sieť, ktorá dokáže riešiť nielen lineárne separibilné (ale problém 
musí byť separabilný) problémy [7]. Perceptrón ako taký sa dokáže naučiť lineárnu 
rozhodovaciu funkciu (Obr.4.).  
     Učenie prebieha po krokoch. V nultom kroku je dôležitá inicializácia váh wi , ktoré sa 
väčšinou nastavujú blízko nulovej hodnoty. Krok jedna je podmienka pre tréningovú množinu 
(pár) a požadovaný príslušný výstup (x:d). Tento krok sa opakuje pokiaľ nie je splnená 
podmienka a to tá, že nenastane žiadna zmena váhových hodnôt. Krok dva nám určuje 
postupný výber jednotlivých vstupov tréningovej množiny a požadovaných výstupov. Krok tri 
aktivuje vstupy x. Krok štyri, nastáva výpočet skutočnej hodnoty výstupu y. V kroku päť sa 
aktualizujú váhové hodnoty pre daný tréningový plán. V poslednom šiestom kroku  
sa kontroluje, či v kroku dva nenastáva žiadna zmena váhových hodnôt, inak pokračuj ďalej 
[11].   
Krok 0: inicializácia váh 
Krok 1: pokiaľ nie je splnená podmienka ukončenia, opakuj kroky 2 až 6 
Krok 2: pre každý tréningový pár x:d, rob kroky 3 až 5 
Krok 3: aktivuj vstupy x 
Krok 4: výpočet hodnoty výstupu y 
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Krok 5: aktivácia váhových hodnôt pre daný tréningový pár 
 -ak y=0 a d=1  
  wi (new) = wi (old) + xi 
 -ak y=1 a d=0  
  wi (new) = wi (old) – xi 
 -ak y=d  
  wi(new) = wi (old) 
 
Krok 6: ak v kroku 2 nenastala žiadna zmena váhových hodnôt, zastav, inak pokračuj ďalej 
Zlepšenie učenia nastane ak implementujeme v kroku 5 aktiváciu váhovej hodnoty pre daný 
tréningový plán. Koeficient učenia – α (0 < α =< 1). 
Krok 5: aktivácia váhových hodnôt pre daný tréningový pár 
 -ak y=0 a d=1  
  wi (new) = wi (old) + α xi 
 -ak y=1 a d=0  
  wi (new) = wi (old) – α xi 
 -ak y=d  
  wi(new) = wi (old) 
 
Matematický zápis učenia: 
Perceptrón:        
   
 
Dáta:           
          
      
 
Chyba:                    
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Učenie: 
                 
     
   
          
              
 
   
 
 
                      
          
                                                                                               
 
                
 
 
   
                                                                 
Ako vidíme podľa matematického zápisu učenia perceptrónu chyba E(t) nám ovplyvní 
učiaci algoritmus (nastavenie váh v poslednej vrstve perceptrónu). Je zrejmé, že váhu wi(t+1) 
teda novú váhu vypočítame podľa vzťahu (2.3) [4]. Matematické vzorce a učenie sú čerpané 
z literatúry [11]. 
 
Podľa toho je teda možné skonštatovať, že s použitím perceptrónu je možné realizovať 
funkciu AND, avšak funkcia XOR (teda jej rozhodnutie) nie je možné aproximovať pomocou 
lineárnej funkcie [3]. Preto sa perceptron ako taký začína používať ako sieť (spojenie 
viacerých) do tzv. neurónových sieti (pridávanie ďalších vrstiev). Prenosová funkcia, ktorú 
používal (skoková) bola nahradená (sigmoida napr.). Jeho učiaci algoritmus (učenie na 
poslednej vrstve) taktiež bolo nahradené lepším a to metódou spätného šírenia chyby 
(backpropagation) [11]. 
2.5. Prenosové funkcie  
 
V tejto podkapitole sa budeme venovať prenosovým funkciám, niekedy označované ako 
„aktivačné funkcie“. 
a) Lineárna funkcia 
b) Skoková funkcia 
c) Sigmoida 
d) Haevisideová funkcia 
e) Obmedzená funkcia 
f) Hyperbolická tangenta 
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Ako vidno na obrázku (7) lineárna prenosová funkcia nám prevedie vstup na výstup bez 
zmeny. Pri skokovej funkcií, kde β je horné ohraničenie funkcie, δ je dolné ohraničenie 
funkcie a ϴ je prahová hodnota funkcie. Sigmoida má ohraničenie od (0,1) v nekonečne. 
Heavisideová funkcia ma pevné ohraničenie (0,1) a prahovú hodnotu ϴ. Obmedzená funkcia 
medzi bodmi (-γ,+γ) je lineárna a zároveň tieto body tvoria jej ohraničenie. Hyperbolická 
tangenta má pevné ohraničenie (-1,+1) [6]. Grafy prenosových funkcií sú čerpané z literatúry 
[4]. 
f(x)
x
f(x)
x
β
δ
ϴ
f(x)
x
1
f(x)
x
1
ϴ
f(x)
x
+γ
-γ
f(x)
x
+1
-1
A) B)
C) D)
E) F)
 
Obr.7.  Prenosové funkcie 
Na Obr.7. sú znázornené prenosové funkcie používané v neurónoch a neurónových sieťach 
[4]. 
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3. Umelé neurónové siete 
 
Táto kapitola bude zameraná a venovaná rozdeleniu a klasifikácií neurónových sieti.  
    Neurónové siete sa v dnešnej dobe používajú na modelovanie zložitých systémov. Umelá 
neurónová sieť je paralelný distribuovaný systém výkonových prvkov modelujúcich 
biologické neuróny, ktoré sú účelovo usporiadané tak, aby systém bol schopný požadovanú 
informáciu spracovať. Jednotlivé znalosti neurónových sietí sú ukladané predovšetkým 
prostredníctvom sily väzieb a učenie ako také je ich základná a podstatná vlastnosť [3]. 
Celkovú charakteristiku neurónovej siete určuje paradigma neurónovej siete: 
 použité modely neurónu 
 topológia 
 spôsob učenia 
 spôsob vybavovania 
Celkový cyklus každej neurónovej siete obsahuje tri etapy: 
 organizačnú etapu 
 adaptačnú etapu 
 aktivačnú etapu 
Do organizačnej etapy môžeme zahrnúť neurón a topológiu siete, adaptačná etapa nám určuje 
učenie a trénovanie siete a do aktivačnej etapy patrí vybavovanie a odozva siete. 
     Cieľom každej neurónovej siete je nastaviť sieť tak, aby dávala presné výsledky. Pokiaľ  
si spomenieme na biologické siete, tak informácia v nich je uchovávaná v dentritoch [1]. 
U umelých neurónových sieti sa informácia uchováva v ekvivalente dentrít a to sú váhy siete 
(Obr.2). Pokiaľ budeme hovoriť o učení neurónovej siete je treba rozlišovať dva pojmy - 
učenie s učiteľom a učenie bez učiteľa [11]. 
Učenie s učiteľom: 
     Neurónovej sieti je predložený vzor, používa sa spätná väzba ako je to mu u biologických 
neurónoch. Na základe aktuálneho nastavenia je určený aktuálny výsledok, ktorý sa 
porovnáva s požadovaným výsledkom a následne sa určuje chyba. Po korekcií sa upravujú 
hodnoty váh či prahov, čo má za následok zníženie hodnoty chyby. Učenie pretrváva dovtedy 
 25 
 
pokým nedosiahneme stanovenú minimálnu chybu, následne môžeme prehlásiť, že sieť  
je adaptovaná [7].  
Učenie bez učiteľa: 
      Pri učení bez učiteľa nevyhodnocujeme výstup siete. Pri tomto typu učenia nepoznáme 
výstup. Na výstupe siete dostávame sadu vzorov, ktoré si následne sieť sama triedi a to buď 
do skupín a reaguje na zástupcov alebo prispôsobuje topológiu [10].  
 
3.1. Druhy sietí  
 
Neurónové siete ako také môžeme deliť podľa niekoľkých kritérií: 
Rozdelenie podľa počtu vrstiev: 
 Jednovrstvová 
 Viacvrstvová  
Rozdelenie podľa algoritmu učenia: 
 S učiteľom  
 Bez učiteľa 
Rozdelenie podľa štýlu učenia: 
 Deterministické  
 Stochastické 
Do jednovrstvových sieti môžeme radiť Hopfieldovú sieť, Kohenenovú sieť. Do skupiny 
viacvrstvových radíme ART sieť, Perceptrón a viacvrstvová sieť s algoritmom propagation 
[6], [10].  
Algoritmy učenia sú popísane vyššie, spomenieme si len siete, ktoré sem patria. Do 
kategórie učenie s učiteľom môžeme radiť siete s algoritmom Backpropagation. Hopfieldová 
sieť je reprezentant učenia bez učiteľa [2]. Deterministický štýl je zastúpený v algoritme 
Backpropagation kde sa váhy nastavujú vzhľadom na chybu siete, pričom v stochastickom 
štýle platí pravidlo náhodného nastavenia váh [12]. 
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3.2. Výhody a nevýhody 
 
Výhody: 
 Učenie 
 Návrh môže byť prispôsobivý  
 Zovšeobecnenie  
Nevýhody: 
 V niektorých prípadoch môže byť trénovanie zložité priam nemožné 
 Vzhľadom na vnútornú zložitosť operácií siete nie je obecná cesta prístupu k týmto 
operáciám 
 Zložitá predpoveď výkonnosti budúcej siete  
Čerpané z literatúry [4]. 
3.3. Hopfieldová sieť 
 
Ako je popísané v kapitole 3.1. Hopfieldová sieť je jednovrstvová a učiaci algoritmus má bez 
učiteľa (sieť bez učenia – jednorazový proces nastavenia váh). Ako taká sieť vyzerá môžeme 
vidieť na obrázku (8). Obrázok (8) je čerpaný z literatúry [6]. 
x0 x1 xN-2 xN-1
μ0
μ1
μN-2 μN-1
y0 y1 yN-2 yN-1
 
Obr.8. Usporiadanie Hopfieldovej siete 
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      Každý neurón je napojený do siete svojim jedným vstupom. Výstup neurónu je napojený 
na vstupy ostatných neurónov cez váhy wij okrem vstupu seba samého. Vzniká uzatvorená 
slučka v sieti – spätnoväzebná sieť. Hopfieldová sieť obsahuje toľko neurónov koľko má 
vstupov. Ako vstup siete môžeme považovať vektor x = [x0,x1,...xN-1] a výstup siete ako 
vektor y = [y1,y2,...yN-1]. Výstup je dobré brať v úvahu až ako posledný stav neurónov, pretože 
proces učenia je iteratívny. Vzhľadom nato, že neurón nemá prepojený svoj vstup z výstupom 
bude váhová hodnota wii = 0, váhy vedúce k ostatným neurónom sú rovnaké v oboch smeroch 
rovnaké (matica bude diagonálna tij = tji) [11]. Prahová hodnota u Hopfieldovej siete je nulová 
[1].  
Signály na vstupoch siete môžu byť dvojakého typu: 
 Binárne (nadobúdajú hodnoty 0 alebo 1) 
 Bipolárne (nadobúdajú hodnoty -1 alebo 1) 
Pokiaľ je privedený signál do siete, následne sa prevedie súčet cez všetky neuróny v sieti 
tento výsledok je použitý ako argument prenosovej funkcie. Za výstup môžeme potom 
považovať hodnotu prenosovej funkcie [10].  
3.3.1. Učenie siete a vybavovanie 
 
Ako základný výpočetný prvok siete je použitý McCullochvov a Pittsov neurón. Prvý krok 
učenia, na vstupné vzory neurónovej siete je potreba priviesť (vytvoriť) NxN dimenzionálnu 
maticu. Matica sa vytvára tak, že násobíme každý vstup s každým výstupom (i – ty vstup s j – 
tým  výstupom). Označme si túto maticu o NxN prvkoch ako maticu A. Táto matica sa 
pripočíta k celkovej matici váh [11]:   
 
                                                                            
 
     Všetky vzory matice R majú na začiatku učenia nulové hodnoty. Vytváranie matice 
vynásobením ako bolo popísane sa robí pre každý trénovaný vzor. Týchto vzorov je celkovo 
M a každý vzor sa učí iba jeden krát.  
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Proces učenia sa dá matematicky vyjadriť nasledovne [3]: 
     
   
   
 
   
   
            
                       
                                  
 
     V rovnici (3.2) nám wij predstavuje váhu medzi i – tým a j – tým neurónom, xi a xj 
nadobúdajú ±1. Pokiaľ neboli predložené všetky vzory pre trénovanie nastavovanie váh 
prebieha naďalej až pokiaľ sa nevyčerpajú všetky vzory. Po vyčerpaní vzorov môžeme prejsť 
k procesu vybavovania. Vybavovacia fáza prebieha iteratívne. Na vstup siete sú privedené 
testované vzory (neznáme vzory), prepočítajú sa postupne všetky výstupy. V nasledujúcej 
fázy procesu nám tieto výstupy budú súžiť ako vstupy. Váhy vstupov nám súžia ako 
medzivýsledok. Cyklus prebieha dovtedy, pokým sa nezmenia výstupy na jednom neuróne 
počas dvoch cyklov [1], [11]. V takom prípade testovaný vzor odpovedá danému výstupu. 
Matematický zápis vybavovanie stavov: 
Nastavenie počiatočného stavu: 
                                                                            
 
Opakovanie až do nájdenia stavu: 
                    
   
   
                                              
 
Ako bolo popísane vyššie po tomto kroku nám výstupy slúžia ako vstupy. 
Postup sa opakuje pokiaľ neplatí: 
         
  
    
                                                           
Inak povedané po iterácií je možné zadať nový vzor a nastaviť počiatočný stav μi 
a následne opakovať cyklus až do nájdenia stavu alebo v opačnom prípade ukončiť 
vybavovanie siete [6]. Matematické vzorce čerpané z literatúry [3], [11], [6], [1]. 
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3.3.2. Vlastnosti Hopfieldovej siete 
 
Veľkou nevýhodou Hopfieldovej siete sú pamäťové a výpočetné nároky. Náročnosť rastie 
s počtom vstupov. Ďalšia nevýhoda siete je jej obmedzenie v počte vzorov, ktoré si dokáže 
uchovať v pamäti. Pri veľkých počtoch, sieť môže konvergovať k zvláštnemu obrazcu.  
Pri dodržaní nasledujúcej podmienky tomu predídeme [11]: 
                                                                                
N – počet bodov v obraze 
M – počet vzorov v obraze 
Veľkou výhodou Hopfieldovej siete je, že vie k vzorom naučeným automaticky inverzné 
vzory [2].  
3.4. Kohonenová sieť 
 
Kohonenová sieť patrí medzi samo-organizačné siete, nepotrebuje k učeniu učiteľa. 
Usporiadanie neurónov v sieti je väčšinou riadkové alebo plošné, pričom sa jedná 
o jednovrstvovú sieť. Taktiež sa niekedy nazýva sieť Kohonenová mapa. Učenie siete  
je založené na zhlukovaní neurónov. Kohonenová sieť sa líši od ostatných sieti napr. 
perceptrón či Backpropagation nielen topológiou, ale aj vzájomným prepojením neurónov. 
Ako príklad môžeme uviesť prepojenie v Backporpagation, pričom jednotlivé neuróny  
sú spojené každý s každým medzi jednotlivými vrstvami. Pokiaľ berieme do úvahy 
Kohonenovú sieť, jednotlivé neuróny sú prepojené iba zo susednými neurónmi. Pri spojení  
so susednými neurónmi nastáva tzv. súťažná stratégia učenia. Pri tomto učení výstupné 
neuróny spolu súťažia, ktorý bude aktívny, v určitom čase môže byť aktívny len jeden neurón. 
Môžu nastať dva stavy: Excitácia a Inhibícia [1]. Obrázok (9) je čerpaný z literatúry [11]. 
-
- -
-
+
 
Obr.9. Grafické znázornenie ovplyvnenia susedných neurónov 
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Excitácia: je to pôsobenie aktívneho neurónu pri, ktorom v susedných neurónoch dochádza 
k rastu vnútorného potenciálu [3]. 
Inhibícia: je to pôsobenie aktívneho neurónu pri, ktorom v susedných neurónoch dochádza 
k poklesu vnútorného potenciálu [3]. 
Vrstvová inhibícia: znamená znižovanie vnútorného potenciálu susedných neurónov 
a zvyšovanie potenciálu daného neurónu. Neuróny v jednej vrstve sú prepojené tak,  
že pôsobia kladnou (excitačnou) väzbou samí na seba, zápornou (inhibičnou) väzbou  
na ostatné neuróny, ako vidno na obrázku (9) [3]. Obrázok (10) je čerpaný z literatúry [4]. 
 
Obr.10. Topológia Kohonenovej siete 
Z obrázku (10) vidieť, že počet vstupov, ktoré prichádzajú do neurónovej siete je rovný počtu 
výstupov v neurónovej siete. Váhy neurónov vstupnej definujú polohu neurónu v priestore. 
Výpočet prebieha na základe, pre vstup je aktívny práve jeden neurón (základ kompetície pre 
učenie siete). Nastáva situácia keď si niekoľko neurónov navzájom konkuruje. Neurón 
v Kohonehovej sieti nemá prenosovú funkciu, prepočítava sa vzdialenosť od vstupného vzoru 
zakódovaného vo váhach daného neurónu [12], [11].  
3.4.1. Učenie a vybavovanie Kohonenovej siete 
 
Učenie prebieha tým spôsobom, že sieť sa snaží usporiadať neuróny do oblastí, aby boli 
schopné klasifikovať predložené vstupné dáta (pokrytie celého vstupného priestoru). Učenie 
je autonómne, v každom kroku učenia dochádza k adaptácií váh. Adaptácia je realizovaná 
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porovnávaním vstupných vzorov a vektorov uložených v každom neuróne Kohonenovej siete. 
Pri nájdení neurónu, ktorý najlepšie odpovedá vstupnému neurónu, jeho váhy a vektory 
upravené. Nesmieme zabúdať na neuróny v okolí daného neurónu. Ich váhy a vektory  
sú taktiež upravené. Postupne sa celá sieť optimalizuje a to možno najlepšie odpovedajúcemu 
vstupnému vzoru dát. Dáta sa uložené v trénovanej množine. Pred začiatkom učenia  
sú neuróny náhodne usporiadané, až v priebehu učenia dostáva sieť konkrétny tvar (tvar 
reprezentujúci vstupné dáta) [11]. Podmienka pre inicializáciu je čerpaná z literatúry [3]. 
Ako prvý krok je potrebná inicializácia: 
                                                                      
kde 
 N – všetky spoje vstupov 
 M – všetky výstupy neurónov 
M a N sa nastavujú na náhodne malé počiatočné hodnoty. 
      Učiaci parameter ƞ(0) je vhodné nastaviť na hodnotu v intervale 0≤ ƞ(t) ≤1, parameter 
slúži k zrýchleniu učenia neurónovej siete. Pred spustením procesu učenia je potrebné 
nastaviť veľkosť všetkých okolí neurónov. Veľkosť sa nastavuje pre všetky okolia rovnako, 
aby nedošlo k neosadeniu neurónu. Pri nastavovaní okolia je potrebné nastaviť minimálnu 
hodnotu okolia, pod túto hodnotu nesmie klesnúť hodnota okolitých neurónov (práve jeden 
neurón okolo ktorého redukujeme okolie) [2]. 
 
Nasleduje predloženie nového trénovacieho vzoru na vstupy neurónovej siete: 
                                                                                 
     Ďalší krok učenia je výpočet vzdialenosti, podobnosti dj, jedná sa o vzdialenosť medzi 
predloženým vzorom a všetkými výstupnými neurónmi j. 
                  
 
   
   
                                                         
xi(t) predstavujú jednotlivé elementy x(t) a wij(t) sú váhy, ktoré predstavujú zakódované vzory 
medzi neurónmi. 
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Nasleduje výber najpodobnejšiemu výstupnému neurónu j* (musí splňovať podmienku) 
                                                                                 
Prispôsobenie váh pre daný neurón a pre všetky neuróny ležiace v danom okolí platí vzťah 
 
                                                                           
kde j sú všetky neuróny ležiace v danom okolí a i sú vstupy. Na začiatku sa jeho hodnota 
nastavuje blízko hodnoty 1 a postupom času sa znižuje k 0. Váhy sa na začiatku adaptujú 
rýchlejšie a naopak na konci pomalšie. Pre celú sieť je definované okolie a takisto aj  
pre každý neurón tak, aby bola pokrytá celá mriežka. Postupom učenia sa okolie redukuje až 
na definované okolie vzoru. Pokiaľ je neurón naučený, jeho váhy sú uprednostnené  
pre ostatné. Postupným znižovaním okolia sa nesmie zabudnúť na minimálnu hodnotu, ktorá 
bola definovaná [12]. Obrázok (11) je čerpaný z literatúry [2]. 
Wold
Wnew
x
 
Obr.11. Prispôsobenie váh pre daný neurón 
     Algoritmus učenia pokračuje pokiaľ nie sú vyčerpané všetky vzory určené pre učenie siete 
alebo pokiaľ nie je dosiahnutá presnosť učenia. Pokiaľ toto nastane musíme predložiť ďalší 
tréningový vzor. Ak je sieť naučená môžeme algoritmus učenia skončiť. 
     Po ukončení procesu učenia nastáva správne zaraďovanie predložených vzorov 
(vybavovanie) do odpovedajúcich stried. Pri procese vybavovania sa už nebudeme zaoberať 
fázou inicializácie, ak by sme predsa len znova inicializovali sieť došlo by k jej porušeniu 
učenia a následnému rozladeniu. Ako testované vzory by sa mali používať odlišné ako  
boli použité pre učení siete [11]. 
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     Vzťah (3.12) je predložený nový neznámi vzor, ktorý chceme následne zaradiť. Nasleduje 
výpočet najbližšieho suseda podľa (3.9). Musíme brať do úvahy taktiež podmienku (3.10) 
 pre určenie neurónu, pre ktorý má predložený vzor najmenšiu vzdialenosť. Po určení máme 
na výber buď ukončiť proces vybavovania alebo predložiť ďalší vzor na zatriedenie. 
Matematické vzorce čerpané z literatúry [3], [11], [10]. 
3.4.2. Využitie Kohonenovej siete 
 
Čerpané z literatúry [12]. 
 
 Spracovanie reči 
 Úprava a korekcia zvuku 
 Bezpečnostné aplikácie 
 Automatické triedenie 
 Hľadanie podobných znakov v neznámom signáli  
 Spracovanie obrazu 
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4. Aktívny sieťový prvok 
 
V tejto kapitole si popíšeme úlohu sieťového prvku a jeho vlastnosti. Ďalej sa zameriame  
na výber prvku, v ktorom budeme môcť implementovať neurónovú sieť ako riadiaci člen 
daného prvku. 
4.1. Úloha sieťového prvku 
 
V dnešnej dobe aktívne sieťové prvky plnia dôležitú úlohu v počítačových a informačných 
sieťach tým, že združujú alebo rozbočujú komunikačné kanály. Nesmieme zabudnúť  
na zaisťovanie a riadenie bezpečnostných funkcií v sieti, ktoré taktiež spadajú pod úlohy 
dnešných prvkov [7]. 
4.1.1. Použitie sieťového prvku 
 
S použitím sieťového prvku môžeme spájať viacero počítačov do jedného celku (siete) 
a vytvárať (združovať) tieto celky do väčších. Jedná sa o najpoužívanejší spôsob v dnešnej 
dobe pri vytváraní sieti [8]. 
4.2. Smerovač (Router) 
 
Router sprostredkováva prenos dát medzi dvomi alebo viacerými počítačovými sieťami. 
Tento proces sa nazýva routing. Obsadenie routera je väčšinou medzi sieťovými rozhraniami, 
ktoré však nemusia byť rovnakého typu. Na základe analýzy okolitých sieti si router vytvára 
smerovaciu tabuľku, ktorá obsahuje najefektívnejšie cesty a metriku. 
Výber tohto sieťového prvku môžeme zdôvodniť tak, že sa nejedná o úplne jednoduchý 
prvok v sieti a podporuje určitú kvalitu služieb (QOS), ktorú môžeme implementovať  
do neurónovej siete a tým zabezpečiť riadenie sieťového prvku, podľa priority a smeru cesty. 
Jedná sa o prvok pracujúci na tretej modelu ISO/OSI [8].  
Smerovač charakterizujú parametre [8]: 
 Počet liniek – počet vstupno / výstupných portov smerovača. 
 Prenosová kapacita liniek – špecifikácia kapacity linky v Gb/s. 
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 Oneskorenie – časový rozdiel medzi príchodom dátovej jednotky na smerovač 
a výstupom zo smerovača (po spracovaní). 
 Stratovosť – zahodenie dátových jednotiek (spôsobené preplnením pamäti) 
 Celková priepustnosť – jednotka, ktorá určuje efektivitu smerovača preniesť dáta 
 zo vstupu na výstup za jednotku času. 
 Pamäťová náročnosť – veľkosť vyrovnávacej pamäte, ktorú obsahuje smerovač 
 Procesorová náročnosť – algoritmus spracovania dátových jednotiek v smerovači 
 
4.3. Algoritmy riadenia a výberu 
 
Túto úlohu s pravidla rieši vyrovnávacia pamäť v prvku. Jedná sa o dôležitú časť prvku 
pričom jej hlavnou úlohou je vyberať jednotlivé dáta zo vstupných front a ich následné 
odosielanie na spojovacie pole [8]. Tento algoritmus ako už bolo spomenuté sa pokúsime 
nahradiť neurónovou sieťou. Algoritmy riadenia a ich popis je čerpaný z literatúry [8]. 
Algoritmy riadenia:  
 FIFO (First-In-Frist-Out) 
 PQ (Priority Queuing) 
 FQ (Fair Queuing) 
 WRR (Weighted Round Robin) 
 WFQ (Weighted Fair Queuing) 
 CB (Class-Based WFQ) 
4.3.1. FIFO 
 
Predstavuje mechanizmus riadenia do fronty bez prítomnosti plánovania paketov. Pakety  
sú zoradené podľa toho ako prišli a tak sú aj vysielané. 
Výhody:  jednoduchý mechanizmus (potreba zásobníku) 
Nevýhody:  nerozlišuje triedy prevádzky 
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4.3.2. PQ 
 
Na rozdiel od FIFO dokáže podporovať triedy prevádzky (prioritu). Vstupná pamäť  
je rozdelená na niekoľko blokov od 1 až po N pričom najvyšší blok predstavuje najväčšiu 
prioritu. Spracovanie sa realizuje tak, že sa spracujú najprv všetky dáta s najvyššou prioritou 
a potom následne sa prejde na blok z nižšou. Pokiaľ nastane prípad, že prídu do bloku 
s vyššou prioritou nové dáta musí sa spracovanie prerušiť a začať spracovávať dané dáta.  
Výhody:  takisto ako u FIFO jednoduchosť s určitým prideľovaním priority 
Nevýhody:  dáta s nižšou prioritou sa nemusia vôbec dostať na spracovanie. Použitie v tom 
prípade kde priorita zohráva len malú časť. 
4.3.3. FQ 
 
Taktiež ako pri PQ sú dáta rozdelené do N blokov. Rozdiel nastáva v tom, že každému bloku 
je pridelená 1/N šírka pásma výstupného portu. Algoritmus prebieha cyklicky a to tak,  
že postupne prechádza jednotlivé bloky a posiela na výstup dáta pričom preskakuje prázdne 
bloky.  
Výhody:  jednoduchosť bez použitia zložitých algoritmov. V prípade pridania nového 
bloku nastáva automatiky zmena šírky pásma v výstupný port. 
Nevýhody:  delenie šírky pásma výstupného portu rovnako pre všetky bloky. Vstupné 
bloky (triedy) majú rozdielne požiadavky na šírku pásma. Metóda nie je schopná rozdeliť 
šírku podľa požiadaviek. Ak bude mať blok väčšie pakety ako druhé bloky dostane viac než 
1/N šírky pásma. 
4.3.4. WRR 
 
Metóda WRR vylepšuje FQ a odstraňuje jej prvý nedostatok. Rozdeľuje šírku pásma 
výstupného portu pre vstupné bloky podľa ich požiadaviek na šírku pásma. Každý blok  
je rozdelený podľa jeho požiadaviek na šírku pásma a prebieha v každom bloku cyklický 
výber pričom ďalší cyklický výber je ešte za každým blokom. 
Výhody:  pridelenie šírky pásma pre jednotlivé požiadavky. 
Nevýhody:  algoritmus už nie je taký jednoduchý 
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4.3.5. WFQ 
 
Táto metóda odstraňuje druhý nedostatok metódy FQ. Šírka pásma výstupného portu  
je rozdelená do radov ale nie rovnakým dielom. Rozdelenie je určené podľa váh, ktoré určujú 
požiadavky tried na šírku pásma. 
Výhody:  odstránenie nedostatku FQ pri veľkých paketoch. 
Nevýhody:  jedná sa len o teoretický model. 
4.3.6. CB 
 
Metóda CB je podobná metóde WRR. Rozdiel nastáva až vo vnútri každej triedy. Pri CB  
je plánovanie na báze metódy WFQ pričom WRR na báze metóde FQ. 
Výhody:  výhody plynu z metódy WFQ  
Nevýhody:  zložitosť 
4.4. Model sieťového prvku 
 
Ako bolo spomenuté v kapitole (4.2) bude sa jednať o model routeru, ktorý bude mať 
implementovanú QoS službu. Každý paket bude na začiatku (pred vstupom do neurónovej 
siete) teda jeho priorita porovnávaná a následne upravená tak aby bola zaručená služba QoS. 
Následne bude zostavený vektor týchto priorít a ten bude slúžiť ako tréningová množina  
pre neurónovú sieť [7].  
Vstupný 
port X
Vstupný 
port Y
Výstupný 
port X
Výstupný 
port Y
Vstupné fronty
Vstupné fronty
Klasifikátor sieťového 
prvku a spojovacie pole
 
Obr.12. Model sieťového prvku 
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      Výstup siete bude vektor, ktorý dokáže riešiť a riadiť spojovacie pole. Ako vidno  
na obrázku (12) model sieťového prvku sa bude skladať zo vstupných/výstupných portov, 
vstupných front a hlavného bloku, v ktorom bude realizovaný klasifikátor a spojovacie pole. 
Jednotlivým prvkom sa budeme zaoberať podrobnejšie. Na obrázku je zobrazený dvojportový 
prvok iba pre jednoduchosť.  
4.4.1. Vstupné fronty 
 
V prípade prvku budú riešiť úlohu detekciu prichádzajúcich paketov. 
 
Vstupný 
port N
Vstupné fronty
N|P N|P N|P N|P
Priorita P
Pakety
 
Obr.13. Vstupné fronty 
     Na obrázku (12) sú znázornené vstupné fronty ako VOQ pričom na obrázku (13) už iba 
ako jedna fronta vo vstupnej pamäti. Realizované to bude ako FIFO fronta ako je znázornené 
na obrázku (13) pre zjednodušenie. Nebude dochádzať k rozdeleniu na N front ako je to 
v prípade použitia VOQ. Pakety majú označenie N|P kde N nám označuje port, na ktorý sa má 
paket smerovať a prepojiť a P ako je zrejmé z označenia prioritu, ktorá bude vstupovať do 
klasfikátoru. Pri použití FIFO budú pakety radené v podarí ako vstupovali do fronty,  
na výstup sa dostane ako prvý paket ten, ktorý má najdlhšiu dobu čakania (najstarší). Pre 
každý vstupný port bude realizovaná jedná vstupná fronta [7]. 
4.4.2. Klasifikátor a riadenie priority 
 
Klasifikátor ako taký bude spracovávať dáta, ktorým bude pridelená priorita ešte  
pred vstupom do vstupnej fronty takže sa bude jednať o zlepšenie FIFO a zabezpečenie určitej 
QoS služby.  
Ako vstup do neurónovej siete bude vektor vystupujúci z front vstupných pamätí. 
Klasifikátor bude realizovaný ako bolo spomínané pomocou neurónovej siete, výstup bude 
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vektor s binárnymi hodnotami, pomocou, ktorého sa bude riadiť spojovacie pole a následne 
prepojovanie na výstupné porty.  
Priorita sa bude prideľovať podľa jednoduchého porovnávania a následného zvyšovania 
(znižovania) hodnoty pre danú službu. 
V programe MATLAB boli zadané matice o veľkosti 2x2 pre testovanie prideľovania priority.  
Po zadaní testovacích matíc nasleduje porovnanie jednotlivých matíc a pridelenie priority. 
    V cykloch if je názorne vidieť, že v prípade rovnosti priority na sa pridelí podľa služby, 
ktorú budeme mať definovanú (príloha A). V našom prípade najväčšiu prioritu predstavuje 
matica x1 čo v reálnej sieti môže predstavovať napr. VOIP a najnižšiu ako FTP.  
    V druhej časti sa prideľuje vstup podľa veľkosti priority. Jedná sa len o názorné 
prideľovanie a princíp akým bude prideľovaná a realizovaná priorita pred vstupom do front 
[9]. Obrázok (14) je čerpaný z literatúry [9]. 
 
 
 
Obr.14. Bloková schéma QoS 
 
      Na obrázku vidíme základné spracovanie paketu. Ako prvé sa musí paket klasifikovať 
a určiť jeho DSCP hodnota. Následne sa kontroluje či sa zhoduje s hodnotou DSCP, ktorá 
bola prednastavená. Ak sa nezhoduje zahadzuje sa, ak sa zhoduje pokračuje na označenie kde 
sa mu upraví hodnota DSCP a zaraďuje sa do fronty a plánovania. Podľa hodnoty DSCP  
sa mu pridelí fronta, v ktorej bude spracovaný [9].  
4.4.3. Spojovacie pole sieťového prvku 
 
Spojovacie pole bude riešené pomocou krížového prepínača (Crossbar switch). Jeho hlavnou 
úlohou bude prepojiť pakety zo vstupu na výstup. Spojovacie pole ako také zaisťuje fyzické 
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prepojenie. Nebudeme sa zaoberať rôznymi typmi spojovacích polí, zameriame sa na prepínač 
(viz. [8]). 
Charakteristika :  
 Obsahuje N2 spínacích prvkov, kde N je počet portov 
 Každý spínací prvok odpovedá jednej dvojici vstup - výstup 
 Spínací prvok je riadený samostatne 
Spínací prvok môže nadobúdať dva stavy: rozopnutý (cross) a zopnutý (bar). 
Pri zopnutí spínača sa prepojí príslušný vstup a výstup. 
Automatické spúšťanie zopnutí môže nastať: 
 Na základe adresy výstupu 
 Nezávislé na ostatných bunkách 
 Samosmerovacia štruktúra 
 Distribuované riadenie  
 
 
1
2
3
A B C
 
Obr.15. Riešenie krížového prepínača 
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Hlavné dôvody výberu takejto štruktúry spojovacieho poľa je jeho jednoduchá architektúra, 
štruktúra bez vnútorného blokovania. Dá sa pomerne ľahko modifikovať a zlepšiť tak jeho 
schopnosti prepínania napr. pridaním vyrovnávacích pamätí do spínacích prvkov (výhoda 
v tom, že si bude spínací prvok uchovávať v pamäti bunky pre daný výstupný port). 
Efektívnejšie riešenie je na obrázku (15) kde je použitá vstupná vyrovnávacia pamäť [8]. 
Problematiku vnútorného blokovania si preberieme  nasledovne. 
 
Blokovanie fronty: 
 
3
2
1
1
4
1 1
2 2
3
3
4 4
 
 
Obr.16. Znázornenie kolízie a blokovania fronty 
 
Ako vidno na obrázku (13) blokovanie fronty môže nastať veľmi jednoducho. Výstup jedna  
je už obsadený paketom z fronty 1 a dochádza ku kolízií, keďže aj paket z fronty 3  
má požiadavku na prepnutie na výstup 1. Paket vo fronte 3 s požiadavkou na výstup 2 nemôže 
byť prepojený a musí čakať ďalší cyklus, dochádza k blokovaniu fronty [8], [7]. 
 
4.4.4. Vektor priorít a Klasifikačný vektor 
 
Vektor priorít: jedná sa o vektor, ktorý bude obsahovať hodnotu priorít zo vstupných front 
[8]. Prideľovanie priorít je ukázané v kapitole (4.4.2). Triedy priorít budú od 1 do 5. Pričom 
čím nižšia hodnota tým bude priorita väčšia. Dôležitou súčasťou a na čo nesieme zabudnúť  
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je prípad prázdnej fronty. Keby sme použili princíp nastavenia prázdnej fronty na hodnotu 0 
došlo by k chybe. Prázdna fronta by mala najnižšiu prioritu. Vylepšenie prideľovania priorít 
môžeme dosiahnuť tak, že naopak čím väčšie číslo tým vyššia priorita alebo pre prázdnu 
frontu nastavíme hodnotu mimo triedy priorít čím zaistíme správnu funkčnosť. 
Klasifikačný vektor: v našom prípade sa bude jednať o vektor pomocou, ktorého budeme 
riadiť spojovacie pole (4.4.3). Klasifikačný vektor bude výstup neurónovej siete (ďalej vzor). 
Ako bolo popísané v kapitole (3) vzor musí čo najlepšie odpovedať vstupu do neurónovej 
siete, aby vedela správne klasifikovať. Ak chceme riadiť spojovacie pole pomocou tohto 
vzoru musí vzor nadobúdať binárne hodnoty. Hodnota 0 alebo 1 nám bude určovať spojenie 
(prepojenie) uzlu v poli záleží len na konfigurácií.  
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5. Praktická časť sieťového prvku 
 
Táto časť bude zameraná na praktickú realizáciu nami navrhnutého sieťového prvku, ktorý 
bude riadený pomocou neurónovej siete. 
5.1. Vstupné porty a fronty 
 
Na úvod chcem uviesť, že v kapitole sa bude pojednávať o portoch. Tieto porty nie sú vstupno 
výstupné porty priamo sieťového prvku ale jedná sa o porty vo vnútri štruktúry daného portu. 
Ako základná časť sieťového prvku sú vstupné porty so svojimi frontami pre uloženie 
dátového toku vstupujúceho do nich. V tejto časti si popíšeme bloky, ktoré bude obsahovať 
každý port nášho sieťového prvku. 
 
Obr.17. Zapojenie časového generátoru a Output Switchera 
Na obr.17. je zapojenie generátoru dát a prepínača pre jednotlivé služby. Podrobnejší popis 
bude nasledovať v ďalších kapitolách. 
 
Obr.18. Zapojenie FIFO fronty, Set Attributes a Get Attributes 
Dáta generované časovým generátorom, ktoré sú následne prepínané prepínačom sa ukladajú 
do vstupnej FIFO fronty. Fronta je dostatočne veľká nato aby nedochádzalo k zahlteniu 
daného portu pri prepínaní.  
    Blok Set Attributes nám slúži k nastaveniu predbežnej priority pre jednotlivé služby, ktoré 
budeme používať. 
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    Nasledujúci blok Get Attributes nám hodnoty ukladá do premenných, ktoré bude ďalej 
spracovávať neurónova sieť, jej výstupom bude matica pomocou, ktorej sa bude ovládať 
spojovacie pole. 
 
Obr.19. Zapojenie Patch Combineru a FIFO fronty 
   Path Combiner je obdoba Output Switchu, slúži na združovanie dátových tokov 
jednotlivých služieb, ktoré sa následne ukladajú do výstupnej FIFO fronty. Táto fronta bude 
privedená priamo na spojovacie pole. 
 
Obr.20. Celková schéma zapojenia pre jeden port 
    Schéma zapojenia obsahuje 4 rôzne služby. Podľa potreby sa ďalšie služby môžu doplniť. 
Z dôvodu názornosti boli doposiaľ zvolené 4 služby. Každý jeden vstupný port nášho 
sieťového prvku bude obsahovať takúto schému. 
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5.1.1. Časový generátor  
 
Časový generátor je prvý blok nášho sieťového prvku. Jeho úlohou je generovanie dátového 
toku pre jednotlivé nami zvolené služby (VoIP, dáta, atď.). 
     Tento blok je určený pre vytváranie entít (subjektov) využívajúcich medzigeneračné časy, 
ktoré splňujú kritéria, ktoré si určíme. Medzigeneračná doba je časový interval medzi dvoma 
po sebe nasledujúcimi entitami generácie udalosti [13]. 
 
Obr.21. Blok časového generátoru 
Je možné si vybrať ako bude blok reagovať, keď je generovaná entita, ktorá na vstupnom 
porte nie je akceptovaná.  
 Ak je nastavená odpoveď pri blokovaní „Error“ simulácia je zastavená s chybovým 
hlásením. Pokiaľ ďalšia entita na vstupnom porte nie je akceptovaná [13]. 
 
 Ak je nastavená odpoveď pri blokovaní „Pause generation“ ako je v našom prípade, 
blok pozdrží generované entity a dočasne preruší ďalšie generovanie entít. Je to 
vhodné v našom prípade z toho hľadiska aby nedochádzalo k prerušovaniu simulácie. 
Reagovanie na odblokovanie: od blokovací parameter určuje, držané entity v bloku 
môžu pokračovať [13].  
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Obr.22. Parametre nastavené v bloku: časový generátor 
Ako vidno na grafe, dáta sú generované konštantne s pevným krokom. 
 
Obr.23. Graf vygenerovaných dát 
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5.1.2. Output Switch 
 
Hlavnou úlohou Output Switch bloku je vyberať entitám výstupný port pre odoslanie. Pokiaľ 
nie je vybraný port blokovaný prichádzajúce entity sú prepnuté na daný port. Ak nastane 
prípad blokovania portu prepínanie závisí na tzv. „bloku chovania a na bloku konfigurácie“. 
Tieto bloky nebudú popisované z dôvodu nemožnosti blokovania portu v našom prípade.  
Za Output Switchom sú radené dostatočne veľké fifo fronty. Pre bližšie informácie [13]. 
 
Obr.24. Blok Output Switcher 
 
Je možné nastaviť 5 rôznych prepínaní.  
 First port that is not blocked 
 Equiprobable 
 Round Robin 
 From signal port p 
 From attribute 
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Obr.25. Nastavenia bloku Output Switch 
    Počet entít sme zvolili 4. Tento počet nám určuje koľko budeme mať služieb (VoIP, dáta, 
atď.). Jednotlivé priority a ich prideľovanie bude podrobne rozobraté na ďalšom bloku Set 
Attributes. Ako je možné vidieť na obr.20 nami zvolené kritéria pre prepínanie sú Round 
Robin. Meranie a grafické vyhodnotenie bude realizované pre prvé tri spôsoby politiky 
prepínania z dôvodu možnosti využitia pre náš účel. 
First port that is not blocked (prvý blok, ktorý nie je blokovaný): prichádzajúca entita, blok  
sa ju snaží prepnúť napr. na prvý výstupný port OUT1. Pokiaľ je tento výstupný port 
blokovaný, snaží sa prepnúť na ďalší v poradí, port OUT2. V prípade blokovania všetkých 
výstupných portov nie je možné odoslať entitu [13]. 
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Obr.26. Graf prepínania portov pri zvolení politiky First port that is not blocket 
Na grafe je zjavné, že k blokovaniu nebude dochádzať (zavedenie dostatočne veľkej 
fronty) preto boli všetky entity preposlané na prvý port.  
Equiprobable (rovnako pravdepodobný): na začiatku simulácie a po každom odoslaní 
entity, blok náhodne vyberie entite výstupný port cez, ktorý bude následne odoslaná. 
Všetky výstupné porty majú rovnakú šancu na výber. Generovanie náhodného výberu 
zaisťuje parameter Initial Seed [13]. 
Obr.27. Graf prepínania portov pri zvolenej politike Equiprobable 
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Round Robin: prvá prichádzajúca entita bude prepnutá na výstupný port OUT1. Následne 
každá prichádzajúca entita bude prepnutá na nasledujúci port. Po prejdení všetkých portov 
sa vráti na prvý, na ktorom bolo prepínanie zahájene, v našom prípade OUT1. 
Obr.28. Graf prepínania portov pri zvolenej politike Round Robin 
From signal port p: jedná sa o voľbu pri, ktorej sa vytvorí dodatočný signáloví vstupný 
port označovaný p. Signál na porte používa celočíselné hodnoty medzi 1 a číslom entity 
výstupného portu, hodnoty sa vzťahujú k entitám výstupného portu. Blok monitoruje 
signálovú hodnotu p počas celej simulácie a reaguje na zmeny výberom odpovedajúcej 
entity na výstupný port [13]. 
From attribute: prichádzajúca entita je prepojená na entitu výstupného port, ktorý 
odpovedá hodnote atribútu nami nastaveného. Meno atribútu používa Attribute name 
paramater. Hodnota atribútu musí byť celočíselná hodnota medzi 1 a počtom výstupných 
portov entít. Ak je indikovaná entita výstupného portu blokovaná, blok neprijíma entity 
pokiaľ entity výstupného portu nie sú odblokované [13].  
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5.1.3. Set a Get Attribute 
 
Blok Set Attribute nám slúži pre nastavenie predbežnej priority pre jednotlivé dátové služby. 
Aby sme mohli ďalej pracovať s týmito hodnotami je nutné zaradiť blok Get Attribute, ktorý 
nám hodnoty spracováva a ukladá do nami definovaných premenných.  
 
 
Obr.29. Bloky Set a Get Attribute 
 
Obr.30. Nastavenie bloku Set Attribute 
     Parameter A1 nám určuje koľko premenných máme určených. Názov trieda sme zvolili 
kvôli tomu, aby bolo zrejmé čomu sa nastavuje hodnota nami zvolená. Pre prípad nami 
zvolenej premennej na hodnotu 1, predstavuje najnižšiu prioritu čo môže predstavovať služba 
s najnižšími požiadavkami a prioritou pre prenos napr. na našom prípade dátové služby.  
     Nastavenie predbežnej priority prebieha pre každú jednu službu nami definovanú. 
Predbežné hodnoty priorít sa budú ďalej spracovávať pomocou klasifikátora (4.4.2).  
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5.1.4. Blok – porty 
 
Obr.31. Schéma zapojenia troch vstupných portov 
     Ako už bolo spomínané každý vstupný port má určitý počet tried vopred definovaných, 
v našom prípade to sú 4 triedy (služby). 
 
Obr.32. Schéma zapojenia každého vstupného portu. 
       V kapitole (5.1) na (Obr.20) je schéma zapojenia vstupných portov. Schémy na obrázkoch 
20 a 32 sa líšia iba v pridelení bloku Get Attributes na výstupnú FIFO frontu a odobraním 
tohto bloku z vnútornej štruktúry. Bloky boli odobrané z dôvodu prebytočnosti, pretože 
nastavene atribúty budú brané z výstupnej fronty ako celok pre daný vstupný port.  
     Ak by sme ostali pri prvom riešení nastavenia a ponechania blokov dostavali by sme učiaci 
vektor o veľkosti 12x1. Takýmto riešením dosiahneme efektívnejšie riešenie a vektor veľkosti 
3x1, kde nám budú predstavovať binárne hodnoty stav zopnutia alebo nie. Podrobnejšie 
získanie binárnych hodnôt bude popísané v kapitole (5.2).  
 53 
 
5.1.5. Meranie časovej synchronizácie 
  
 
Obr.33. Schéma zapojenia pre meranie časovej synchronizácie 
 
Obr.34. Vnútorná schéma zapojenia subsystému pre jednotlivé triedy 
     Jedná sa o schémy vstupných portov doplnené o meranie pomocou blokov Signal server 
a Signal Scope. 
 
Obr.35. Vnútorná schéma zapojenia subsystému na výstupnej FIFO fronte 
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Vstupné dáta  Výstupné dáta  
Prvá trieda 
Druhá trieda  
Tretia trieda  Štvrtá trieda  
    Blok Signal Server slúži jednej entite za jednu jednotku času a pokúša sa prepnúť jednotku 
na výstup prostredníctvom výstupu OUT. Pokiaľ nastane prípad blokovania výstupného portu 
OUT, daná entita ostáva vo vstupnej fronte bloku a čaká na signálový príkaz unblocked. 
Pokiaľ je entita pozdržaná v bloku a nie je možné ju poslať na OUT port je možné nastaviť, 
aby bola preposielaná na TO port (time out port). 
  
 
Obr.36. Grafy dát vstupno/ výstupných a jednotlivých tried 
    Na grafoch vidno, v ktorých časoch prepínač (nastavená politika na Round Robin) prepínal 
dáta do jednotlivých tried vo vnútornej štruktúre portov. Oneskorenie, ktoré je viditeľné na 
grafe výstupných dát je spôsobené blokmi Signál Server. 
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5.2. Hopfieldová sieť 
 
V tejto kapitole budeme popisovať ako vytvoriť Hopfieldovú neurónovú sieť a nastaviť ju. 
Teoretické vlastnosti sú popísané v kapitole (3.3). 
Nasledujúcim príkazom si vytvoríme neurónovú sieť:  
hopsiet=newhop(T); 
 
kde premenná T je náš učiaci vzor na ktorý chceme sieť naučiť.  
 
T=[1 -1 -1; -1 1 -1;-1 -1 1]'; 
 
Ako bolo spomínané chceme dosiahnuť pomocou výstupného vektoru prepínanie na výstupný 
port.  
Hodnota W nám určuje nastavenie potrebných váh siete pre učenie. 
W = hopsiet.LW{1,1}; 
 
Nasledujúcim príkazom nastavíme prahovú hodnotu neurónovej siete. 
 
b = hopsiet.b{1,1}; 
 
     Musíme dosiahnuť aby výstupný vektor nadobúdal iba binárne hodnoty, kde 0 nám 
reprezentuje rozopnutý stav a 1 zopnutý stav. Učiaci vektor je nastavený na hodnoty 1 a -1 
z dôvodu dosiahnutia požadovaného výstupu.  
    V predchádzajúcej kapitole sme hovorili o nastavení priority od hodnoty 1 (reprezentácia 
najnižšej priority) až po hodnotu 4 (reprezentácia najvyššej priority). Aby sa sieť dokázala 
správane naučiť a rozhodovať je potrebné aby vstupné vektory nadobúdali hodnôt v rozmedzí 
0 až 1.  
     To dosiahneme tým, že vektor vstupujúci do neurónovej siete podelíme počtom nami 
definovaných tried. Tým dosiahneme potrebné rozmedzie.  
     Týmto však nedosiahneme nami potrebné binárne hodnoty na výstupe siete a je potrebné 
ich upraviť na výstupe. Definovaním dodatočnej prechodovej (aktivačnej) funkcie na výstupe 
siete dosiahneme správne definovanie.  
Y{1} 
a=hardlim(Y{1}) 
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Do premennej Y sa nám uložia výstupy siete, ktoré sú potrebné upraviť na čo nám slúži 
funkcia hardlim, viz. Kapitola (2.5).  
 
 
     Ako vidno z výpisu programu (vstupný vektor bol v tomto prípade definovaný náhodne), 
vstupné hodnoty sú v rozmedzí 0 až 1. Pre nami definovaný trénovací vektor T sa nastavili 
príslušné váhy W. Výsledok neurónovej siete potom ľahko prevedieme na binárne hodnoty 
ako bolo popísane vyššie.  
     Celkový popis siete a jej vnútorná štruktúra je po spustení uložená v premennej hopsiet. 
Z dôvodu rozsiahlosti bude pridaná ako príloha. 
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Obr.37. Graf učenia Hopfieldovej siete  
Na (obr.37) je učenie neurónovej siete na náhodne generovaný vektor programom MATLAB. 
Na nasledujúcich grafoch si ukážeme učenie našej trénovacej množiny. 
 
Obr.38. Graf pre učenie prvého prvku vektoru 
Vektor na vstupe v hodnote [1,4,2], po úprave dostávame [0.25,1,0.50]. 
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Obr.39. Graf učenia pre prvý a druhý prvok vektoru neurónovej siete 
    Na vstup vstupuje vektor o hodnote [2,3,1] čo sú definované priority pre danú službu.  
Po delení počtu priorít dostávame hodnoty vektoru [0.50,0.75,0.25] z toho vyplýva,  
že v danom vektore je najväčšia priorita definovaná číslom 3.  
 
Obr.40. Graf učenia pre prvý, druhý a tretí prvok neurónovej siete 
    Vstupujúci vektor [3,2,4], po úprave je hodnota vektoru [0.75,0.50,1]. Graf tretej množiny 
je takmer totožný s prvou množinou pričom učenie na výstupe dosiahlo hodnotu 1, avšak je 
hodnota signalizovaná až na tretej pozícií vo vektore. 
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Obr.41. Graf učenia pre všetky prvky vektoru neurónovej siete 
    Vstupujúci vektor [4,1,3], po úprave hodnota vektoru [1,0.25,0.75]. Ako bolo spomínané 
pri (obr.41) je učenie takmer totožné s učením v druhom prvku vektora ale výstupná hodnota 
je [1,0,0] takže bitová hodnota sa nachádza na prvom mieste oproti druhému prvku [0,1,0], 
kde je hodnota na druhej pozícií výstupného vektora.  Z toho vyplýva, že celkový počet 
naučených výstupov siete nadobúda hodnotu štyri. Nejedná sa o výstup siete kde 
nadobudneme len tri hodnoty vektora a to [1,0,0], [0,1,0] a [0,0,1].  
    Spôsobuje to, že na vstup nám prichádzajú štyri rôzne vektory avšak ich výstupné hodnoty 
budú len v rozsahu nami definovanom učení ako bolo spomenuté.   
5.2.1. Príklad učenia Hopfieldovej siete 
 
Nasledujúcim príkazom simulujeme Hopfieldovú sieť pričom {1 10} nám určuje počet 
krokov učenia siete. 
[Y,Pf,Af] = sim(hopsiet,{1 10},{},xy); 
Tabuľka krokov učenia: 
krok.1 krok.2 krok.3 krok.4 krok.5 krok.6 krok.7 krok.8 krok.9 krok.10 
-0,1733 -0,3235 -0,3570 -0,3645 -0,3662 -0,3666 -0,3666 -0,3920 -0,4418 -0,5105 
0,1172 0,0139 0,0350 0,0910 0,1631 0,2483 0,3478 0,4380 0,5226 0,6099 
-0,4637 -0,6610 -0,7491 -0,8200 -0,8954 -0,9815 -1,0000 -1,0000 -1,0000 -1,0000 
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     Už s kroku.1 vidno, že sieť sa presne adaptovala na učiaci vzor [-1 1 -1], z ktorého  
na výstupe dostaneme prevedením cez adaptačnú funkciu vektor [0 1 0].  
     Počet krokov bol zvolený na základe predpokladu aby nedochádzalo k mylnému učeniu. 
Veľký počet krokov učenia nám zaručí presnejšie hodnoty pred výstupnou funkciou, avšak 
spôsobuje pomalšie učenie siete. Preto bol zvolený kompromis medzi počtom a rýchlosťou, 
aby bol dostatočne jasný výstup neurónovej siete.   
 
Obr.42. Graf učenia siete pre jeden vzor  
5.2.2. Ovládanie prepínača pomocou neurónovej siete 
  
V tejto podkapitole sa zameriame na ovládanie prepínača pomocou neurónovej siete. Ako 
bolo spomínané na vstup neurónovej siete vstupujú vektory priorít. Ich spracovanie je možné 
vidieť v predchádzajúcej kapitole. Ako prepínač nám slúži blok v programe Simulik Input 
Switch. Je to obdoba bloku Output Switch, presný popis tohto bloku je možné nájsť v kapitole 
(5.1.2). Blok Output Switch nám slúži ako prepínanie portov na základe adries viz. (5.3). 
 
Obr.43. Schéma zapojenia bloku Input Switch riadeného pomocou neurónovej siete 
-1
-1
-0,5
0
0,5
1
-1
1
-1
 61 
 
    Na vstupné porty IN1 až IN3 sú privedené vstupné porty. Port P je signálový port,  
do ktorého privádzame výstup neurónovej siete. Výstupné vektory neurónovej siete vo forme 
[1,0,0], [0,1,0], [0,0,1] daný blok nevie spracovať. Z tohto dôsledku bolo nutné vektory 
upraviť matematicky bez následku správnosti prepínania. 
    Blok Input Switch spracováva dáta vo forme číselného označenia portu, na ktorý sa má 
prepnúť daný vstup a následne smerovať na výstup.  
Upravenie vektorov: 
 Keďže viem, že na prepínač môžeme priviesť iba čísla v rozmedzí 1 až 3 čo je počet 
jeho portov. 
 Prenásobenie výstupného vektoru neurónovej siete vektorom [1,2,3] po prvkoch. Tým 
dostávame vektor napr.: [0,1,0] x [1,2,3] -> [0,2,0] výstupný vektor. 
 Vzhľadom nato, že prepínač dokáže pracovať iba s daným číslom v spomínanom 
rozmedzí je potrebné uskutočniť súčet prvkov vektoru. 
 Následne dostávame výstup podľa, ktorého dokáže prepínač správne prepínať 
    Následne sú všetky vektory týmto spôsobom upravené a uložené do výstupného vektoru, 
ktorý je vstupom bloku Repeating Sequence Stair . Táto realizácia bola uskutočnená  
na základe časovej synchronizácie celého prepínania. Pokiaľ by boli privádzané na vstup 
prepínača jednotlivé výstupné hodnoty neurónovej siete, dochádzalo by k veľkému 
oneskoreniu. Z toho dôvodu neurónová sieť spracováva dáta po blokoch, ktoré sa aktuálne 
nachádzajú vo fronte. 
 
Obr.44. Grafické znázornenie prepínania bloku Input Swtich ovládaného neurónovou sieťou 
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Scope nám zobrazuje vstupný vektor určený na ovládanie prepínania bloku. Scope1 zobrazuje 
už daný výstup a aké porty v danom čase boli zopnuté. 
    Po porovnaní je zrejmé, že neurónová sieť spína daný blok správne a podľa predpokladov. 
 
Obr.45. Oneskorenie na výstupe prepínača 
Oneskorenie, ktoré nadobúda hodnotu 200 ms je spôsobené generátorom a dobou potrebnou 
na spínanie. 
5.3. Adresovanie 
 
Aby bolo možné prepínať nie len na základe priority ale aj adresy bolo potrebné 
implementovať ďalší blok. V celkovom subsystéme Cross Bar Switch kde sa nachádza 
spomínaný Input Switch ovládaný pomocou neurónovej siete bolo potrebné zapojiť na jeho 
výstup blok Output Switch, ktorý nám umožní smerovať dáta na rôzne výstupy na základe 
adries. 
5.3.1. Prideľovanie adries 
 
V tejto podkapitole budú adresy chápané ako adresy výstupu, na ktoré bude prepínať blok 
Output Switch. 
 
 
 63 
 
Prideľovanie adries:  
 Adresa ukladaná formou atribút  
 Každý generátor jednotlivých vstupných portov je pripojený na bloky prideľovania 
 Adresa je prideľovaná obdobne ako priorita jednotlivým triedam avšak s rozdielom,  
že adresy sa prideľujú na začiatku generovania dát, tým dosiahneme, že jednotlivé 
triedy s určenou prioritou môžu obsahovať rozdielne adresy výstupu.  
 
 
Obr.46. Subsystém prideľovania adries pripojený na blok Output Switch 
Za blokom Output Switch sa dáta ďalej prerozdeľujú do jednotlivých front, kde je im 
pridelená priorita. 
 
 
Obr.47. Schéma zapojenia subsystému Generátoru adries 
 
Na blok Get Attribute je privedený blok Scope, na ktorom môžeme sledovať pridelenie adries 
celkovému toku dát. 
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Obr.48. Graf pridelenia priorít a adries 
    Prvý graf predstavuje prideľovanie priorít kde hodnota nadobúda maximálnu veľkosť 4 
a spodný graf je prideľovanie adries kde hodnota nadobúda maximálnu hodnotu 3, ktorá je 
daná počtom výstupov prepínacieho prvku. 
    Z grafu je zrejmé, že jednotlivým triedam priorít sú pridelené rôzne adresy výstupu. 
Rovnaké pridelenie adries je spôsobené politikou blokov Output a Input Switch nastavenou 
rovnako na Round Robin. Nastavenie je z dôvodu aby bolo adresovanie rovnomerné a dalo sa 
jednoducho skontrolovať na výstupe prepínača. 
 
Obr.49. Graf prepínania adries na výstupe bloku Output Switch subsystéme Cross bar Switch 
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5.4. Spustenie a ovládanie programu 
 
Pre počiatočné spustenie a načítanie dát je potrebné spustiť m-file s názvom „spust“. Dôjde 
k spusteniu Simulink modelu Pr2.mdl. V tomto bloku sú definované parametre potrebné  
pre učenie neurónovej siete. Spúšťanie trvá určitú dobu vzhľadom nato, že je potrebné spustiť  
Simulink. 
    Ako druhá časť je potrebné spustiť m-file s názvom „hopf“. Tento m-file obsahuje všetky 
potrebné funkcie pre učenie neurónovej siete a následný prepočet vektoru tak, aby bolo 
možné s jeho pomocou ovládať spojovacie pole. 
    Pre výslednú simuláciu je potrebné spustiť Simulink model Pr.mdl. Tento model obsahuje 
výsledné spojovacie pole ovládané pomocou neurónovej siete a adresovanie jednotlivých dát. 
Pre kontrolu obsahuje bloky scope a to v subsystémoch: Pr/Vst.port1/Subsystém Generátor 
adries, kde je možné sledovať ako boli pridelené adresy jednotlivým dátovým tokom. Ďalej 
v subsystéme Pr/Cross bar Switch, ktorý obsahuje taktiež bloky scope. Bloky Scope a Scope 
1 nám zobrazujú vstupný vektor slúžiaci pre ovládanie bloku Input Switch a výsledné 
prepínanie tohto bloku na základe vstupného vektora. Blok Scope2 nám zobrazuje prepínanie 
na základe adries pridelených jednotlivým dátovým tokom vo vstupných generátoroch. 
 
 
 
 
 
 
 
 
 66 
 
Záver 
 
Cieľom práce bolo realizovať simuláciu sieťového prvku, ktorý bude využívať neurónovú sieť 
pre riadenie spojovacieho poľa. Na základe teoretických znalostí boli vytypované druhy 
neurónových sieti, ktoré by spĺňali podmienky a účel pre riadenie sieťového prvku. 
Charakteristiky sieťového prvku a neurónových sieti obsahuje teoretická časť práce.         
     V praktickej časti je realizovaná simulácia a popis vnútornej štruktúry sieťového prvku 
a neurónovej siete. Pre praktické riešenie bola zvolená Hopfieldová sieť vzhľadom na jej 
rýchlosť učenia a možnosť použitia ako klasifikátora dát. Pri zvolení tejto siete bolo potrebné 
presne definovať vektory určené pre trénovanie siete. Jej presný popis je možné nájsť 
v kapitolách (3.3) a (5.2). Kapitola (3.3) je teoretická časť siete a kapitola (5.2) je praktické 
vyhotovenie siete. Na základe jej úspešnej realizácie bola implementovaná ako klasifikátor 
sieťového prvku.  
     Ako vstupné dáta siete boli použité jednotlivé priority služieb dátových tokov. Pri presnom 
určení učenia a nastavenia siete bola schopná správne realizovať separáciu dát tak, aby 
dochádzalo k správnemu určeniu výstupného vektora, ktorý sa následne prevádzal na dátovú 
formu určenú pre prepínanie. Bolo uskutočnené meranie na základe prepínania výstupného 
vektoru neurónovej v bloku Cross bar Switch. Ak by sa jednalo o simuláciu v reálnom 
prenose priorita by bola určená napr. v bloku TOS (Type of Service) IP protokolu.  
     Ako ďalšia časť simulácie bolo realizované adresovanie na výstupné porty. Celkový 
simulovaný blok obsahuje 3 vstupné a 3 výstupné porty. Adresovanie je na základe pridelenia 
atribút dátam, ktoré si nesú danú adresu počas celej simulácie. V reálnej podobe by bolo 
adresovanie založené na IP adresách. Vzhľadom nato, že simulácia bola uskutočnená 
v prostredí MATLAB Simulink s použitím jeho vstavaných blokov, ktoré dokážu spracovávať 
číselné podoby atribút, bolo uprednostnené práve toto riešenie.   
    Boli uskutočnené merania prepínania pomocou siete, adresovanie jednotlivým dátovým 
tokom, časová synchronizácia a prideľovanie priorít pri zmene politiky riadenia vo vstupných 
portoch. Nastavenie pre jednotlivé vnútorné prepínanie na rovnakú politiku bolo uskutočnené 
z dôvodu jednoduchej kontroly na výstupe.  
 Všetky simulácie boli realizované a prebiehali v programe MATLAB 7.9.0 (R2009b). 
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Zoznam skratiek 
 
FIFO (First-In-First-Out) typická fronta  
PQ (Priority Queuing) doplnené oproti FIFO prioritou 
FQ (Fair Queuing) efektívnejšie riešenie oproti PQ doplnením blokov 
WRR (Weighted Round Robin) cyklický výber na každým blokom doplnené cyklickým 
výberom za výstupe 
WFQ (Weighted Fair Queuing) rozdelenie váh na základe váh určujúcej požiadavky na šírku 
pásma 
CB (Class-Based WFQ) obdoba WRR, rozdiel vo vnútornej štruktúry 
VoIP (Voic over Internet Protokol) prenos digitalizovaného hlasu pomocou IP protokolu  
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Príloha A  
 
A.1 Zdrojový kód určenia priority 
%N=2; 
%Trenovacie vstupy pre prioritu 
%Vstupy nastavene na rovnaku hodnotu 
x1=[3,3;1,1]; 
x2=[3,3;1,1]; 
x3=[3,3;1,1]; 
x4=[3,3;1,1]; 
%Porovnanie na vstupe 
if x1==x2 
x2=x2+1 
end; 
if x1==x3 
x3=x3+1 
end; 
if x1==x4 
x4=x4+1 
end; 
if x2==x3 
x3=x3+1 
end; 
if x2==x4 
x4=x4+1 
end; 
if x3==x4 
x4=x4+1 
end; 
x2 = 
4 4 
2 2 
x3 = 
4 4 
2 2 
x4 = 
4 4 
2 2 
x3 = 
5 5 
3 3 
x4 = 
5 5 
3 3 
x4 = 
6 6 
4 4 
%Zoradenie vstupov podla priority 
if (x3<x4) 
x=x3 
end; 
if (x2<x4) 
x=x2 
end; 
if (x2<x3) 
x=x2 
end; 
if (x1<x4) 
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x=x1 
end; 
if (x1<x3) 
x=x1 
end; 
if (x1<x2) 
x=x1 
end; 
x = 
5 5 
3 3 
x = 
4 4 
2 2 
x = 
4 4 
2 2 
x = 
3 3 
1 1 
x = 
3 3 
1 1 
x = 
3 3 
1 1 
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A.2 Zdrojový kód Hopfieldovej siete 
%% 
%========================================================================== 
%Autor: Bc.Patrik Babnic 
%Hopfieldova siet 
%========================================================================== 
%% 
%========================================================================== 
%   A Hopfield network is designed with target stable points. However, 
%   while NEWHOP finds a solution with the minimum number of  
%   unspecified stable points,  
%   they do often occur. The Hopfield network designed here  
%   is shown to have  
%   an undesired equilibrium point. However, these points  
%   are unstable in that  
%   any noise in the system will move the network out of them. 
%========================================================================== 
%% 
%========================================================================== 
%Trenovaci vzor 
VstVekt=[1 -1 -1; -1 1 -1;-1 -1 1]'; 
%========================================================================== 
%Prepoctovy vektor 
VektPrep=[1;2;3]; 
Prep=[]; 
%========================================================================== 
%% 
%========================================================================== 
%definicia 3D grafu  
axis([-1 1 -1 1 -1 1]) 
set(gca,'box','on'); axis manual;  hold on; 
plot3(VstVekt(1,:),VstVekt(2,:),VstVekt(3,:),'r*') 
title('Hopfield Network') 
xlabel('osa x'); 
ylabel('osa y'); 
zlabel('osa z'); 
view([37.5 30]); 
%========================================================================== 
%% 
%% 
%definicia vstupneho vzoru, uciaceho vzoru pre nami definovanu siet 
%% 
%% 
%========================================================================== 
%vytorenie Hopfieldovej siete 
hopsiet=newhop(VstVekt); 
%========================================================================== 
%% 
%========================================================================== 
%nastavenie vah v neuronovej sieti 
W = hopsiet.LW{1,1}; 
%========================================================================== 
%% 
%========================================================================== 
%nastavenie prahovej hodnoty v sieti 
b = hopsiet.b{1,1}; 
%========================================================================== 
%% 
%========================================================================== 
%pomenovanie siete 
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hopsiet.name = 'Hopfieldova siet'; 
%========================================================================== 
%% 
%========================================================================== 
%graficke znazornieje ucenia Hopfieldovej siete 
color = 'rgbmy'; 
for i=2:size(vect) 
   %======================================================================= 
   %odkomentovanim nasledujuceho riadku priradime sieti nahodne generovany 
   %vektor  
   %xy = {rand(3,1)}; 
   %=======================================================================  
          xy={vect(i,:)'}; 
       
   [Y,Pf,Af] = sim(hopsiet,{1 10},{},xy); 
   record=[cell2mat(xy) cell2mat(Y)]; 
   start=cell2mat(xy); 
   plot3(start(1,1),start(2,1),start(3,1),'kx', ... 
      record(1,:),record(2,:),record(3,:),color(rem(i,5)+1)) 
   
  Y{1} 
  a=hardlim(Y{1}) 
%========================================================================== 
%Cyklus na prepocitanie vektora  
  for j=1:3 
  VektPropop(j)=a(j)*VektPrep(j); 
  end 
  d=sum(VektPropop); 
  Prep=[Prep,d]; 
end 
%========================================================================== 
%% 
%========================================================================== 
%% 
%similacia siete 
%% 
%% 
%simulacia siete Hopfield pokial je T = Ai 
%[Y,Pf,Af] = sim(hopsiet,2,[],Ai); 
%% 
%% 
%{1 10} urcenie poctu krokov ucenia na jeden simulovany krok 
%[Y,Pf,Af] = sim(hopsiet,{1 10},{},Ai); 
%% 
%========================================================================== 
hopsiet.name 
%Y{1} 
%a=hardlim(Y{1}) 
%========================================================================== 
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A.3 Bloková schéma  
 
A.3 Schéma modelu pre vstupné dáta neurónovej siete 
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A.4 Bloková schéma 
A.4 Schéma modelu ovládaná pomocou neurónovej siete 
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A.5 Bloková schéma 
 
 
A.5 Schéma zapojenia určená pre meranie časovej synchronizácie 
 
