Gouriéroux and Monfort published their study on the properties of the estimators in the context of simulated maximum likelihood models (6). In particular, the consistency and the asymptotic normality of the estimators were derived analytically. General results for maximum likelihood estimators can also be found in Newey and McFadden (7). In practice, however, the number of observations is finite, as well as the number of draws used to estimate complex individual probabilities, so that asymptotic results are only partly valid. Moreover, they require the estimated parameters to be unconstrained, and other tools have to be devised for constrained log likelihood (LL) estimation.
Gouriéroux and Monfort published their study on the properties of the estimators in the context of simulated maximum likelihood models (6) . In particular, the consistency and the asymptotic normality of the estimators were derived analytically. General results for maximum likelihood estimators can also be found in Newey and McFadden (7) . In practice, however, the number of observations is finite, as well as the number of draws used to estimate complex individual probabilities, so that asymptotic results are only partly valid. Moreover, they require the estimated parameters to be unconstrained, and other tools have to be devised for constrained log likelihood (LL) estimation.
Recently, researchers in various fields [economics (5) and transportation (8) , for example] have tried to improve estimates derived from simulation-based models by exploiting simulation bias estimators. Bastin and Cirillo explicitly estimated the simulation bias in mixed logit parameter estimation by using statistical Taylor expansion and corrected the LL objective function during the maximization process (8) . The method, developed in the context of Monte Carlo simulation, was able to significantly reduce the error on the final objective value but also on the optimal parameters. Kristensen and Salanie propose three methods to improve the properties of the approximate estimators (5) . The first two methods correct the objective function so as to remove the leading term of the bias due to the approximation. The second bias correction is based on ideas from the resampling literature; the correction eliminates the leading bias term for nonstochastic as well as stochastic approximators. Finally, they propose an iterative procedure in which Newton-Raphson iterations are computed on a much finer degree of approximation. The NewtonRaphson step removes some or all of the additional bias and variance of the initial approximate estimator. The three methods were applied to a Monte Carlo simulation on a mixed logit model and gave noticeable improvements at a rather low computation cost. Although mathematically founded, these studies however cannot address another source of bias present in simulation-based estimation directly related to the optimization procedure and the finite number of Monte Carlo or quasi-Monte Carlo draws. Bastin and Cirillo observed that for a fixed population size, they are of opposite signs, so that the final effect of the correction procedure on parameters remains unclear (8) . Similarly, an optimization bias occurs as a result of the finite number of observations, which disappears only when this number rises to infinity. Because these various sources of errors are combined in a classical estimation procedure, it is difficult to guarantee the validity of asymptotic parameter estimators and to analytically quantify the properties of the final LL and estimators.
In this paper the use of resampling techniques to derive these properties is explored. In particular, bootstrap is used to examine
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Econometric models based on simulations are used extensively in transportation. Simulation methods provide only an approximation of the objective function and produce estimators that suffer from bias and loss in efficiency. Two types of bias are known to exist in simulation-based estimators: simulation bias, as a result of the nonlinear transformation in the log likelihood (LL) function, and optimization bias, caused by the maximization operator, which depends on the variance of the simulated LL with respect to the random draws and the population sample. In this paper, the properties of the estimators are studied with resampling techniques in various simulation configurations. In the experiments, optimization bias dominates simulation bias, and in the presence of panel data the use of some randomized quasi-Monte Carlo techniques aiming at reducing simulation variance only marginally affects the estimated parameters for a given sample size. Results also confirm that the population resampling, though numerically costly, is a simple and effective procedure to deliver a better understanding of parameter properties.
Discrete choice models in nonclosed mathematical forms and solved with the use of simulations have been studied extensively by researchers in demand modeling and are gaining consensus among practitioners in transportation (1). In simulation-based inference, a function of the observables and the parameters is integrated over the underlying random space with the Monte Carlo (2) or quasiMonte Carlo techniques (3, 4) . Although these estimation techniques are used extensively, little is known about the properties of the estimators obtained from simulations for a finite population sample. When the objective function is linear in the approximation error, then using approximations does not create bias, although it deteriorates the efficiency. In most of the other cases, the use of approximations also affects the accuracy of the approximate estimator; in other words, the approximation creates both bias and variance. Choosing a sufficiently fine approximation can usually control those effects, but doing so comes at the cost of increased computation time, a cost that is not necessarily justified with respect to the number of observations (5) .
Consistency and asymptotic normality of the estimators when the number of observations goes to infinity are well known: in 1993 global variance and bias of the optimal LL resulting from both optimization and simulation biases and the effect on the parameters. Parametric and nonparametric mixed logit are considered; these types of formulations are extensively used in transportation for their ability to recover taste heterogeneity and flexible substitution patterns. Also examined is the influence of using randomized quasi-Monte Carlo draws with lattice rules, as proposed in Munger et al., because their performance has been shown to be better than standard Halton (used by most transport modelers) and comparable with other techniques such as Sobol sequences (4) . The latter analysis aims at testing whether the quality of the estimators is affected by the particular simulation technique adopted to integrate the LL function. Simulated and real data are used to validate the appropriateness of the proposed techniques. The transportation case, from which the data were extracted, refers to an airport accessibility study and on the willingness to pay for an automated car service.
The rest of this paper is organized as follows. The next section briefly introduces parametric and nonparametric mixed logit models. Resampling techniques for bias estimation are then summarized, followed by results from two simulated experiments on cross-sectional and panel data. Bias estimation techniques are then applied to a real case study. Conclusions and findings from the proposed analysis close the paper.
Mixed Logit ModeL
Mixed logit model is a quite general formulation for individual choices between discrete options. A set of N individuals is considered, each one having to choose one alternative within a finite set A(n). A utility U nj is associated to each alternative A j in A(n), as perceived by individual n. When relying on econometric theory, it is also assumed that individuals aim to maximize their utility, but not all components are observed. Instead, the utility U nj is decomposed as the sum of a deterministic part V nj (β) (where β is a vector to estimate) and a random, unobserved part ε nj . The probability choice is then
where na represents individual n and available alternative a.
In the rest of this paper, only linear utilities will be considered (as is standard practice in the transportation field). The probability expression is of course dependent on the distribution choice for ε nj . When the ε nj 's are assumed to be independent and identically distributed as Gumbel's among the individuals and alternatives, the traditional logit probability is obtained. In the mixed logit framework, the assumption that β is a constant vector is relaxed, but instead is a random vector with cumulative distribution function F β (β) so that the probability choice L nj is now conditional on the realization β, and the unconditional probability is
where E β is the expectation with respect to the random vector β and P β is the probability measure associated with the random vector β; dP indicates that the integration occurs with respect to this measure. Therefore β cannot be directly estimated, so it is assumed that it can be described as β = (Γ, θ), where Γ is some random vector [in practice, one can use an m-dimensional uniform U(0, 1) m ] and θ is some constant parameter vector to estimate. In other words, one assumes some distribution family for β, parameterized by θ. If, moreover, the vector β is continuous, Equation 1 can be rewritten as
where ϕ(γ, θ) is the density of β and γ is the realization of the random vector Γ, introduced earlier. When the same individual can express several choices, for each individual the sequence of choices y n = (j n1 , . . . , j nT n ) is observed, which are assumed to be correlated, and the data are qualified as panel data. A simple way to accommodate this situation is to assume heterogeneity on the population level only, and not on the individual level. The conditional probability to observe the individual's choices is then given by the product of logit probabilities L nj nt , as expressed in Bastin et al., leading to (2)
where T n is the number of observations for individual n.
The parameters θ are estimated by maximizing the LL function
There is, however, no closed form for probabilities (Equation 2), except in very specific cases. The probabilities therefore have to be approximated. A simple approach is to take a set of R realizations of γ, either in a purely random way or by selecting them with respect to some merit figure and averaging over these realizations:
The first approach is called Monte Carlo sampling, and the second is referred to as quasi-Monte Carlo.
NoNparaMetric Mixed Logit
Mixed logit models based on nonparametric random coefficients allow the estimation of taste heterogeneity without imposing strong assumptions on the underlying distributions. The models are gradually replacing discrete treatments of the parameters, which could lead to arbitrary population segmentation and unbounded distributions that might cause unrealistic values for the parameters under consideration. A nonparametric formulation based on B-splines is proposed here, and the components of the random vector are assumed to be independent. B-splines are known to provide a concise formulation for curves that are composed of many polynomial pieces, thereby automatically controlling the overall curve smoothness (4). This technique is often used in nonparametric regression (9) .
Assuming that independence holds between the random components of the mixed logit models, each component can be considered separately. If β is a univariate random distribution, a draw can be generated from the uniform distribution U[0, 1], and the inverse cumulative distribution function of β, defined as F β −1
, is applied to these draws:
One can capitalize on this approach by expressing the inverse cumulative distribution function as some element in a functional space:
where {h k , k = 0, . . . , ∞} constitutes a basis of this space and the q k 's are the coordinates to estimate of the (cumulative) distribution function F β (if the basis cardinal is finite and equal to n, simply set h k and q k to 0, for k > n). If it is furthermore assumed that the random variable β has a bounded support, an elegant way to achieve such a balance is the use of B-spline functions. The bounded support assumption is not too restrictive because extreme behaviors corresponding to values of β tending to plus or minus infinity are usually not welcome. Cubic B-splines will be considered here, and q 1 ≤ q 2 ≤ . . . will be required to ensure that F
Bootstrap techNiques
The bias has been estimated by using the bootstrap resampling technique as described in chapter 10 of Efron and Tibshirani (10). For simplicity, only the standard procedure, described below, is considered here. The idea behind bootstrap is to estimate the unknown distribution of an estimator by sampling from the empirical distribution, or in other words, to draw with replacement N times from the original sample of size N. The procedure is then repeated m times. Variance can then be estimated as the variance over the m repetitions, and bootstrap can also be applied to estimate the bias of an estimator. Given the distribution F X , the bias of an estimator θ = g(β) of an unknown quantity θ = t(F β ) is given by
where E FX = expectation with respect to distribution F X ; t(F X ) = an arbitrary quantity, function of the distribution F_X, that cannot be directly computed; and g(X) = a function that can be computed for any realization of X and is used to estimate t(F X ).
The bootstrap estimator of the bias is defined as
where F X is the empirical function of X, constructed on the original observations sample, and X* is the corresponding bootstrap random variable, that is, X* is a random variable with distribution F X . In many practical cases E FX [g(X*)] is approximated by Monte Carlo simulations:
where i is the bootstrap sample index and g(X i *) is the estimator g applied on the ith bootstrap sample, X*i.
The bootstrap estimator of the bias based on the m replications is then
In the present context, t(F X ) represents the LL or some parameter estimator, and the sample is the population. The idea is therefore to resample over the population to derive properties of the solution to the maximum LL problem (Equation 3 ).
NuMericaL experiMeNts
The procedure described in the previous section was applied to synthetic and real data, fixing m to 200.
case study 1. simulated data experiment
In all simulated cases, individuals are assumed to face five alternatives. The utilities are linear and include five explanatory variables drawn from normal distributions N(0.5, 1.0) and five generic coefficients. Assumptions are made on coefficient distributional forms; they are all random and normally distributed with mean 0.5 and standard deviation 1.0. Cross-sectional and panel data sets are generated; the latter contains 10 repeated observations for each individual. A population of 1,000 individuals was generated for cross-sectional data, and 400 for panel data; 1,021 and 2,053 draws were used per individual in the cross-sectional and panel situations, respectively.
Results for cross-sectional and panel data are reported in Tables 1  and 2 , respectively, where "MC" stands for Monte Carlo, "SD" for standard deviation, and "m" for mean. The abbreviation "nc" means no correction and "wc" means with correction, given that the simulation bias correction was applied during the estimation process following the procedure described in Bastin and Cirillo (8) . The standard deviations are enclosed in brackets next to the estimators. The tables show that the standard deviations obtained with bootstrap or derived from the information matrix are consistent, whatever the sampling approach used for the simulation. The variance is therefore produced mainly by the population sampling, not the simulation approximation, and consequently the use of quasi-Monte Carlo can only marginally improve the results. The bias on the LL comes mainly from the optimization bias because the difference between the LLs obtained with and without simulation bias correction is significantly smaller when compared with the bootstrap bias. There is no real improvement when lattice is used for cross-sectional data, whereas the bias on the LL is slightly reduced for panel data. This reduction, however, does not reflect in the parameters, which are within the same confidence interval in view of the estimated standard deviations.
Such observations are in line with Munger et al. (4).
case study 2. random coefficient experiment
For the real case study behavioral data collected in April 2008 on airport ground access with automated vehicle technology (called cybercars) are considered (11) . The respondents were intercepted in the waiting area of the airport, and the responses were recorded during a face-to-face interview. The final sample contains information from 274 respondents. Revealed preference (RP) data and stated preferences (SP) information were collected. The SP experiment includes two parts: a between-mode experiment (SP Game 1) and a within-mode experiment (SP Game 2). In this paper the only data used are from SP Game 2, which proposes two cybercar services for which the respondents are called to express their preferences.
Each respondent was presented with nine scenarios, giving a total of 2,466 observations. Attribute levels are based on respondents' real trips to the airport as reported in the RP questionnaire. The attributes and their levels are described in Table 3 .
A number of parametric and nonparametric models for the distributions were estimated and compared. Two specifications were retained. The first model assumes one constant factor associated with each possible level of waiting time, except the level 5 min, taken as reference. The cost factor follows a lognormal distribution, and the remaining service-level factors are normally distributed, with moreover one factor for automated maneuvering system attribute and one factor for human driver maneuvering system attribute (using intelligent transportation system or not). The second specification retains the same coefficients, which are now all assumed to follow a nonparametric B-spline distribution. The nonparametric model provided the best goodness of fit among all the formulations tested. In both cases 1,021 draws per individual were used.
Results from the parametric model are reported in Table 4 ; from the estimated distribution it was calculated that 87.2% of the population was in favor of a service that drops passengers at the terminal. It was found that 58.0% of the population disliked a fully automated cybernetic system, and 59.1% of the population liked a service operated by a professional driver. For the guidedway preference, 53.9% of the population disliked the guided-way system for the cyber transportation system, preferring instead a system on normal arterials with separated lanes. Table 5 summarizes experiments performed by using B-spline instead of the usual parametric distributions. In this case a large portion of the population was found to be indifferent to both automated and human-driven cybertransportation systems. About 20% of the population liked the automated system, and 20% were in favor of a human-driven car. Guided-way systems were strongly disliked by about 17% of the population, a bit more than 20% liked it, and the rest showed a coefficient close to zero.
In regard to the willingness to pay (WTP), the values for the nonparametric formulation are reported, and values obtained with the parametric distribution are enclosed in parentheses. Respondents will pay about $5.50 (4.06) for being dropped off by the cybercar at the terminal area and about $0.30 (2.84) to have a driver onboard. The WTP not to have the cybercar operated on the guided way is ware estimated the simulation bias to be −0.006 before correction. Again, the optimization bias is seen to dominate the simulation bias greatly. Moreover, the standard deviation associated with the simulation is estimated to be about 0.006, a value much smaller than the bootstrap estimate of 0.45. It is therefore not useful to increase the number of Monte Carlo draws, because the estimation error resides mainly in the population size.
coNcLusioNs
In this paper a numerical study of the properties of approximate estimators has been presented. Simulation bias and optimization bias have been derived, the latter often being neglected in existing theoretical and numerical studies. The use of bootstrap techniques has also been proposed for bias and variance evaluation, for the final LL value, but also for parameter estimates. The empirical results provide a number of useful insights into the numerical properties of simulated-based estimators. First, bootstrap has been found to be able to recover optimization bias. Second, the optimization bias seems to prevail on the simulation bias; therefore, correcting the simulation bias only, as is often suggested in the literature, does not eliminate the bias in this type of problem.
For an increasing population size, the simulation variance decreases, as well as the variance due to the population sampling (1, 12) . Therefore, optimization bias can be reduced by increasing the population size, which is usually costly, however. When working with real data from a large population, analysts tend to be conservative with the number of draws used for simulation, as more draws imply a higher computational cost. This analysis might result in significant simulation bias, so the number of draws used by individuals should be increased, rather then decreased, or even kept constant. The tests also suggest that for an appropriate number of draws the estimators are not affected too much by simulation bias and that optimization bias is in practice the major source of errors.
There is also no clear advantage for randomized quasi-Monte Carlo over Monte Carlo, especially when panel data are treated. At this Note: Pass drop = service drops passengers at terminal; auto cyb = fully automated cybernetic system; human cyb = cybernetic system operated by professional driver.
very close to zero (4.08), whereas the WTP not to have the cybercar operated fully automated is about $1.20 (4.3). With respect to the bias estimation, it is close to zero; there is practically no difference in the optimal LL when this bias is corrected. In fact, the software used (AMLET) reports a bias of −0.004. This bias can be neglected with respect to the optimization bias. This bias also explains partly why the lattice again does not deliver significant improvement for the estimated parameters (whereas a slight reduction on the bias is observed over the LL). The standard deviations are quite consistent between the different approaches; the use of simulation bias correction here seems to produce slightly underestimated standard deviations.
For the nonparametric formulation, 100 bootstrap replications were performed, with Monte Carlo draws and simulation bias correction. In such a situation, the standard asymptotic results are no longer valid because of the constraints put on the spline coefficients. Consequently, the estimation software cannot be expected to produce valid standard deviations, and indeed an important discrepancy was observed with the bootstrap results. Bootstrap estimates follow the logic of monotone splines (as mean estimators for a given spline are increasing) and exhibit results that are less precise at the tails of the distributions. This result is not surprising because the tails are more difficult to capture because of scarcer information in the data. The bootstrap bias on the LL is estimated to be equal to 0.1; the soft-stage, however, a practical rule cannot be devised to relate the number of draws with respect to the population size; such a rule should be model-dependent because the variance changes between models.
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