When directly operated in an image, good results are always difficult to achieve via conventional methods because they have poor high-dimensional performance. Support vector machine (SVM) is a type of machine learning method with solid foundation that is developed based on traditional statistics. It is also a theory for statistical estimation and predictive learning of objects. This paper optimizes the structure of SVM classification tree with differential evolution (DE) and designs the corresponding DE algorithm to effectively solve the problem of image classification of complex background cases in smart city management systems. In the training process of SVM classification tree, it obtains an optimal two-class classification scheme in every node by means of DE, initially separates the classes that are easy to be separated and then the less easy ones, and finally adaptively generates the best classification tree. The simulation experiment proves that the proposed algorithm is effective when applied to smart city management systems.
(SVM) originated from the optimization theory of statistical learning. It studies the manner in which a learning machine is formed and achieves pattern classification. The most prominent characteristic of SVM is that it constructs the decision hyperplane on the basis of the principle of Vapnik structural risk minimization (SRM) to maximize the margin between every class of data [3] . SVM is a classifier with a relatively strong classification capacity and excellent generalization performance and it is extensively applied. However, SVM still has many issues, such as selecting among different kernel functions and conventional training algorithms being slow in speed and having complex algorithms and computation [4] .
The core idea of K-nearest neighbor (KNN) algorithm is that if the majority of k nearest neighbors of a sample belongs to a certain class in the feature space, then this sample also belongs to this class and has the attributes of the sample in this class [5] . KNN determines which class the sample belongs to by relying on limited neighbors instead of discriminating the class domains; thus, it is suitable for the set of samples with many crossed or overlapped class domains. Meanwhile, differential evolution (DE) is an evolutionary algorithm based on real-number encoding for optimizing the minimum value of the function. DE was proposed when solving Chebyshev polynomial and it is an evolutionary computation method VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ based on population differences. Its overall structure resembles that of genetic algorithm and it has the operations of mutation, crossover, and selection [6] . The special contributions of this paper are as follows.
• This paper introduces image features and classification, semantic analysis and extraction of an image, and the theory of SVM. It analyzes the effects of SVM kernel parameters on the classification model.
• This paper investigates several methods for selecting kernel parameters and optimizes the model parameters with DE.
• Taking the image features extracted as the input of classifier, this paper achieves auto image classification by applying DE-SVM into image classification. It also analyzes the effects of optimization methods with different features and kernel parameters on classification performance.
• To solve the poor between-class separability in the lower-level nodes of the best (or better) classification tree, this paper combines KNN with SVM to discriminate which class the samples belong to during the classification.
The rest of this paper is organized as follows. Section II discusses related works, followed by the construction of the proposed SVM classifier in Section III. The proposed algorithm and classification process are discussed in Section IV. Section V shows the simulation experimental results. Finally, Section VI concludes the study with a summary and future research directions.
II. RELATED WORKS
Content-based image classification technique is interdisciplinary and evolves closely related to fields, such as computer vision and machine learning; the development of such method promotes the progress of content-based image classification technique. People always describe the visual features of an image from three perspectives, namely, color, texture and shape, and these features can be used in numerous fields, including content-based image retrieval, image classification, image recognition, and image tracking among others [7] . The content features of an image depict the semantic features contained in the image and they can be taken as abstract image representation. Image features can be divided into low-level features (e.g., color, texture, and shape) and highlevel features (i.e., semantic feature). Content-based image classification is always used together with the features close to human visual perception; it classifies using the color, texture, and shape of the image and utilizes the spatial location features as image features. The study of image classifiers has made rapid progress with the emergence of machine learning methods [8] . In recent years, an increasing number of researchers have begun to study the applications of machine learning in image classification. The foundation and core of content-based image retrieval are to extract visual image features and how to retrieve using these features. The image features extracted include two types, namely, text features (e.g., keyword and annotation) and visual features (e.g., color, texture, shape, and appearance) [9] .
The idea of SVM is to select a better Vapnik-Chervonenkis (VC) dimension to compromise the empirical risk and the confidence value; in this manner, the margin between every class of data can be maximized and the actual risk can be lowered on the premise of a proper number of samples [10] . In 1992, Vapnik et al. were the first to propose SVM, which was based on the concept of VC dimension. At present, the study of SVM has some limitations. Its performance largely depends on the selection of kernel functions; however, a better method for the selection of kernel functions for specific problems is unavailable. The existing SVM theory only discusses the situations with a fixed penalty coefficient; however, in reality, the losses caused by two misjudgments on positive and negative samples are different [11] . The current SVM study mainly focuses on two aspects as follows: one is the optimization of kernel, the applications of kernel trick, and the improvement of SVM, which are helpful supplements to standard SVM; and the other is the theoretical deepening and improvement of standard SVM and the combination with other optimization methods [12] .
Cover and Hart proposed the first KNN in 1968, which is a classification algorithm. KNN belongs to instance-based learning and is a type of lazy learning; thus, KNN has no explicit learning process or training phase [13] . KNN data sets already have prior classification and feature values and they can be directly processed after receiving new samples. Under this circumstance, KNN corresponds with eager learning. The three basic elements of KNN are the distance measurement, the selection of k, and the classification decision rule. On the basis of the distance measurement selected (i.e., Manhattan or Euclidean distance), KNN can calculate the distance from the test samples and every sample in the training set [14] .
In the process of feature extraction, the feature description in the high-dimensional space can be described by the feature description in the low-dimensional space through mapping or transformation [15] . Meanwhile the process of feature selection selects some of the most effective features from a set of features to reduce the dimension of feature space. Texture features are not based on pixel characteristics [16] . Such features need to be computed statistically in regions containing multiple pixels. In pattern matching, this regional feature has great advantages and it cannot be matched successfully because of local deviation.
At present, the shape-based retrieval method still lacks a relatively perfect mathematical model. If the target is deformed, then the retrieval results are often unreliable. Many shape features only describe the local nature of the target. Describing a target comprehensively often requires high computation time and storage capacity [17] . The shape information reflected by shape feature is not completely consistent with human's intuitive sense, or the similarity of feature space is different from that of the human visual system.
Semantic matching extracts the corresponding semantic features and then performs semantic retrieval of user advertisements [18] . The semantic features of users and advertisements are extracted separately to calculate relevance. For structured and semi-structured information, batch processing can be conducted by establishing mapping relationships between the original structure and semantic classes and attributes. For unstructured information, the common idea is to convert video and audio into the corresponding text and then extract it. Semantic extraction is the core issue of image semantic retrieval [19] . The ultimate goal of semantic extraction is to express each image in the image database with certain semantics. The two processes in semantic extraction are construction of image semantic classifier and semantic annotation. The former refers to the process of mapping or linking image or image visual features to image semantic representation [20] .
Color features reflect the overall characteristics of a color image. An image can be approximated by its color characteristics [21] . Generally, color features are based on pixel characteristics. Texture features refer to the change of gray level or color of image pixels. They can obtain quantitative description and interpretation of image texture features and structure for image analysis, segmentation, and understanding. Texture features are values calculated from the image that quantify the features of gray level changes within the region [22] . The basic process of texture analysis is to extract some distinguishing features from the texture image from the pixels, which are used as texture primitives for detection; determine the information of the arrangement of texture primitives; establish the texture primitive model; and then use the texture primitive model to further segment, classify, or identify the texture image. The spatial-domain analysis within the region is directly in the spatial domain of the image without transformation, and the shape features are extracted from the region. Image classification and extraction are key tasks in many fields, including image retrieval, object detection in visual scene, network information filtering, and medical image application [23] - [28] . The two processes are accomplished in the SVM semantic classifier training module and the unknown image semantic indexing [11] .
III. CONSTRUCTION OF SVM CLASSIFIER
First, SVM searches the optimal classification hyperplane for two-class samples in a linearly separable space. In case of linear inseparability, it adds the slack variable for analysis and maps the samples in the low-dimensional input space into the high-dimensional attribute space to make it linearly separable by means of nonlinear mapping; this approach makes it possible to analyze the nonlinearity of samples through linear algorithms and searches the optimal classification hyperplane in this feature space. Then, it constructs the optimal classification hyperplane in the attribute space with SRM to globally optimize the classifier and make the expected risk of the entire sample space satisfy a certain upper bound at a certain probability.
A. LINEAR SVM
Linear separability separates two classes with one straight line. Generally, it has two circumstances, that is, exactly correct separation and approximately correct separation. Many straight lines can separate two classes, and SVM aims to determine the optimal classification hyperplane and maximize the margin between them. Fig. 1 denotes the linearly separable SVM. The classifier boundary in Fig. 1 is f (x). The red and blue lines (i.e., + and − planes, respectively) are the planes in which the support vectors are located, and the margin between the red and blue lines is the between-class margin to be maximized.
In object space, the solid-line formula is w * x + b = 0, marked as (w, b). It becomes the hyperplane when applied to the high-dimensional space. The distance formula from point x to the hyperplane is
These formulas can be merged into
The relationship between the distances from two-class data to the full-line separation is
Then, the distance expression to separate two-class data is 2/ ||w||. SVM maximizes the distance of separation. The optimization equation is then obtained as follows:
The negative label y is set as −1; hence, the boundary conditions can be merged into one formula. VOLUME 7, 2019 It is translated into the following form, which is the final optimization equation:
Most classification problems are not linearly separable but nonlinearly separable, in which case separating two classes with a straight line is infeasible because the classification error will be relatively large. To solve the problem of nonlinear separability, nonlinear SVM has emerged [15] . Nonlinear SVM initially maps the input space into the high-dimensional feature space through the nonlinearity of kernel functions and then searches the optimal linear classification plane in the high-dimensional classification plane; this plane corresponds to the nonlinear classification plane in the input space. For linear inseparability, SVM introduces the slack variable and penalty factor to turn the object function into
SVM transforms the input space into the high-dimensional space via nonlinear transformation SVM and then searches the optimal classification plane in the new space. The dot production operation under linear separability becomes k(x, y) = φ(x) · φ(y); in this manner, the final classification function obtained is
The three types of frequently-used kernel functions are polynomial kernel function, radial basis function (RBF), and sigmoid kernel function.
where q is the order of polynomial, and what is obtained is the q-order polynomial classifier.
The SVM obtained is a radial basis classifier; its fundamental difference from conventional RBF methods is that the center of every basis function here corresponds to a support vector. They and their output weight are automatically determined by the algorithm. The inner product function in the form of radial basis is similar to the human visual characteristics and is frequently used in practical applications. If different values of S are selected, then the corresponding classification plane will be considerably different [17] .
where v > 0, c < 0. SVM includes a multilayer perceptron network in the hidden layer. The weight and the number of nodes in the hidden layer are automatically determined by the algorithm instead of experienced as the conventional perceptron network. Moreover, this algorithm does not have the problem of local minimum point, which is encountered by the neural network. The effect of Gaussian kernel functions on data separation is shown in Fig. 2 . When solving a linear inseparability problem, kernel functions use the computation in the low-dimensional feature space to avoid the large amount of computation in the inner product of vectors in the high-dimensional feature space. At this time, the SVM model can use the advantage of linear separability of data in the high-dimensional feature space and avoid introducing this high-dimensional feature.
Let φ(·) be a mapping from the low-to the highdimensional feature space. If function K (X , z) exists, then the following equation exists for any low-dimensional feature vectors X and z:
where K (x, z) is the kernel function [18] .
C. TRAINING OF SVM CLASSIFIER
For the common nonlinear separability problem, SVM transforms the nonlinearly separable input features in the lowdimensional space into the high-dimensional space through kernel functions and finds the optimal classification hyperplane in the high-dimensional space to achieve classification. With regard to the selection of kernel function, RBF has a broader convergence domain compared with other kernel functions and it is applicable for classification problems with a small number of samples. In terms of multiclassification realization, ''one-to-one'' classification combination has a fast training speed and it avoids the problem of inseparability. This paper selects RBF as the kernel function and constructs an image classifier with ''one-to-one'' combination [19] .
For the problem of linear inseparability, separating negative samples from positive ones with a hyperplane is impossible. However, changing the hyperplane into a hypersurface can correctly classify positive and negative samples, as shown in Fig. 3 . The surface equation is
The new coordinate is mapped as follows:
The hypersurface is represented into the hyperplane in the new coordinate as follows:
That is, the hyperspace transforms the linear inseparability problem in two-dimensional space (x 1 , x 2 ) into a linear separability problem in five-dimensional space (z 1 , z 2 , z 3 , z 4 , z 5 ).
The mapped inner product is obtained in the new coordinate as follows:
The following kernel functions are used:
The kernel functions complete the inner product operation after being mapped from the low-into the high-dimensional space. With the kernel functions, mapping variables individually into the high-dimensional space before computing the inner product is unnecessary. This operation can be simply performed in the low-dimensional space using kernel functions. The object function is
This object function contains the inner product operation with independent variables. Meanwhile, the inner product operation can be directly computed in the low-dimensional space via kernel functions after being mapped into the highdimensional space. In this manner, kernel functions originate. The commonly used kernel function is the Gaussian kernel, which can map the low-into infinite-dimensional space. After the kernel functions are used, the object function and constraint conditions of the optimization problem become
At the beginning, an SVM classifier is trained to display the SVM classes. Fig. 4 shows the result of the abnormal data of iris outlier detection by using the SVM classifier and one-class learning. Figs. 5 and 6 show the scatter plot of iris measurements and the iris classification regions, respectively. The SVM classifier is equivalent to the 1-Nearest Neighbor (1NN) classifier, which only takes one representative point in every class of support vectors. The nearest neighbor method is one of the most important nonparametric pattern recognition methods. 1NN takes all training samples as representative points; thus, in the classification, 1NN needs to calculate the distance from sample x to be recognized to all training samples, and the result is the class to which the nearest training samples to x belong. KNN is the expansion of 1NN. Thus, it selects k nearest neighbors of x in the classification and places x into the class to which most of k neighbors belong [17] , [18] .
IV. PROPOSED ALGORITHM AND CLASSIFICATION PROCESS A. IMAGE CLASSIFICATION BASED ON COLOR FEATURES
Color usually plays an important role in human perception to the environment and objects. In many cases (especially for natural scenes), color is the most convenient and effective feature to describe an image. In comparison with other lowlevel features, color feature has stronger robustness against image scaling, rotation, occlusion, and other shape change. The strengths of color feature make it the most widely used low-level feature adopted in content-based image retrieval.
Recognition algorithms based on color feature are diverse. Among them, color statistical histogram is the most frequently used. For a given image (f xy ) M ×N , M ×N is the size of the image, f xy is the color value of different pixels, and C are all colors contained in the image. Then, the color histogram of the image is defined as
In color histogram, the most important idea is as follows. First, the color space is discretized, and the frequency of every type of color appearing in the image is then calculated by means of statistics. Color histogram can extract image features and compute the similarity of them handily; in this way, the impact on the change of image size is quite small.
The color distribution in the image is represented by the use of moment, where no quantitative processing shall be conducted on the colors; hence, the image processing is considerably simplified. The image colors only need to be distributed in the low-order moments (i.e., first-, second-, and third-order), which can be expressed as follows:
Let p ij be the explicit probability value of the pixel with a grayscale numerical value of in the ijth color component of the image in the process of image recognition. N represents the grayscale technology. In the same image, nine components constitute the color moment related to recognition.
B. SVM MULTICLASS CLASSIFICATION ALGORITHM BASED ON DE AND KNN
This paper divides the multiclass training samples into two classes in every node by means of DE to make the separability of these classes as strong as possible. It constructs the rational classification tree and finally generates the best (or better) classification tree. DE is designed as follows.
Let the number of evolutionary generations be t, the population size be NP, the number of spatial dimensions be D, the current population be X (t) = x t 1 , x t 2 , · · · , x t NP , and the ith individual in the population be
In the evolution, three operations are successively performed on every individual
where x t r 1 = (x t r 1 1 , x t r 1 2 , · · · , x t r 1 D ) T , x t r 2 = (x t r 2 1 , x t r 2 2 , · · · , x t r 2 D ) T , and x t r 3 = (x t r 3 1 , x t r 3 2 , · · · , x t r 3 D ) T are three individuals randomly selected from the population, and r 1 = r 2 = r 3 = i; x t r 1 j , x t r 2 j , and x t r 3 j are the j-dimensional component of individuals r 1 , r 2 , and r 3 respectively; and F is the mutagenic factor, the value of which is usually within the scope of [0, 2]. In this manner, the mutated individual v t i is obtained. The experimental individual u t i = (u t i1 , u t i2 , · · · , u t iD ) T is obtained from the mutated individual v t i and the parent individual x t i . Then,
where rand[0, 1] is a random number within the scope of [0, 1]; and CR is a constant within the scope of [0, 1] and is called the crossover factor. A large CR indicates a high crossover probability. j_rand is an integer randomly selected within the scope of [1, D] ; it guarantees that the experiment individual u t i obtains at least one element from the mutated individual v t i . DE uses ''greedy'' selection strategy to select the individual with the best fitness from the parent individual x t i and the experiment individual u t i as the individual x t+1 i in the next generation. The selection operation is
where fitness(·) is the fitness function. Generally, the object function to be optimized is the fitness function. First, it calculates the distance between the test data and every training data. Then, it sorts on the basis of the progressive ascending relationship of the distances, selects the K points with the minimum distance, ad determines the appearance frequency of the class to which the top K points belong. Thereafter, it takes the class with the highest appearance frequency of the top K points as the predicted class of the test data.
The distance between the two samples in the feature space reflects the similarity of two samples. The feature space of KNN is usually the n-dimensional real-number vector space R n . The distance it uses is the Euclidean distance or another type of distance, such as the L p or Minkowski distance.
Let the feature space X be the n-dimensional real-number vector space R n ,
j , · · · , x (n) j ) T , and the L p distance between x i , x j is defined as
where p ≥ 1.
When p = 1, the distance is called the Manhattan distance, that is,
When p = 2, the distance is called the Euclidean distance, that is,
When p = ∞, the distance is the maximum of every coordinate distance, that is,
C. NOVEL IMAGE CLASSIFICATION ALGORITHM
The main steps of the image classification algorithm designed in this paper are as follows. Input: Training image set D = {(B 1 , y 1 ) , . . . , (B N , y N )} (where y i ∈ {−1, +1} represents the concept label) and K value.
Output: SVM classifier (a * , b * ) and projection space R. Let M be the set of classification samples, k be the number of KNN, set S be the set of classifiers corresponding to the classes with poor separability and low classification recognition rate obtained by training, and ε be the classification threshold. ε is usually set from 0.8 to 1.2.
Step 1: Generate the visual semantics and construct the projection space. Combine the visual features x ij corresponding to all segmentation regions of image B i in D and mark them as Inset = {x t |t = 1, 2, . . . , T }, where T = N i=1 n i represents the total number of visual features.
Step 2: Cluster all feature vectors in S into K classes and refer to cluster center v k as the visual semantics and the set composed by K visual semantics as the projection space, marked as P r = {v k |k = 1, 2, . . . , K }.
Step 3: If x traverses the classifier S i / ∈ S in the classification, then directly determine which class x belongs to according to the discrimination formula and turn to Step 6; otherwise proceed to Step 4.
Step 4: Establish Step 5: Take the set S sv i of support vectors of classifier S i as the set of representative points of KNN. Calculate the distance between the samples and every support vector. Sort d i from small to large and take the top k neighbors of x.
x belongs to the class to which most of k neighbors belong. Then, proceed to Step 6.
Step 6: Some samples in the sample space are selected as training samples using the constructed SVM model for training. The trained SVM model and the KNN algorithm are used as membership functions to construct the SVM model.
Step 7: For the trained SVM model, the image in the space is segmented by the sample space constructed in Steps 2-5 and its membership degree.
Step 8: Determine whether the termination condition is satisfied (i.e., the maximum number of iterations or the minimum fitness threshold). If so, then output the optimal solution; otherwise, return to Step 3.
V. EXPERIMENTAL RESULTS AND ANALYSIS
Several different experiments are designed in this section to test the performance of the proposed algorithm.
On the basis of the analysis of the error rate of KNN, it is lower than the nearest neighbor method when N → ∞. The upper and lower bounds of the nearest neighbor method and KNN are within one-and two-fold error rate of the Bayesian decision method, as shown in Fig. 7. Fig. 8 shows the classification demonstration of the nearest neighbor and KNN methods.
A severe problem of the nearest neighbor is that it requires to store all training samples and it has heavy distance computation. Two improved methods are available; one is to organize and sort out the sample set, divide them into different groups and layers, compress the computation to a small range close to the neighbor of the test sample as possible, and avoid blindly computing the distance with every sample in the set; and the other is to select the in-force samples for classification computation from the original sample set to rationally reduce the total number of samples, thereby cutting the computation cost and save storage amount.
For the linearly inseparable data, the inseparable data in the low-dimensional space are mapped into the high-dimensional space, and SVM increases the generalization capability of the learning machine on the basis of SRM. Thus, a small error is obtained from the limited samples in the training set while maintaining a small error for the independent test set. The multiclass classification strategy adopted in this paper is a one-to-many strategy. For K-class classification, a one-to-many strategy needs to train one SVM for every class, that is, training the K sub-SVM. Hence, to determine the class of a certain object, the objects are classified individually with the trained K sub-SVM; and the samples in the ith class are trained in the ith classifier as the positive samples, whereas the rest are taken as negative samples. In this manner, the output classification result is obtained, and the class corresponding to the SVM with the maximum output value is selected as the class of this object.
This paper tests using test standard images ''Toysnoflash'' and ''Office_4''. First, six color regions are selected as the color center on the basis of the prior knowledge. Then, the gray difference between the color value of every pixel and different color centers is calculated. The color value of red, green, and blue (RGB value) of every pixel is the coordinate in the three-dimensional spatial coordinate system, and the nearest Euclidean distance in the three-dimensional space is the discrimination basis. Every RGB value is divided into different color centers, and the corresponding region of every color center is finally accurately segmented. Figs. 9 and 10 show the color classification results of images Toysnoflash and Office_4, respectively.
The experimental results show that the proposed algorithm can distinguish different colors expediently, and the color classification achieves good results. For the input sample, if the classification can be conducted in the upper level of the classification tree, then the discrimination function is directly calculated and the class of the input samples is obtained; otherwise, the input samples are substituted into the lower-level classifier of the classification tree. However, the classification accuracy is rather low due to the poor between-class separability in the lower-level of the classification tree. Then, before using these classifiers in the discrimination, a classification threshold is provided. If the absolute value of the classification discrimination function is larger than the classification threshold, then the class of the input samples is obtained directly through the discrimination function; otherwise, KNN is used to determine the class.
KNN determines the class to which the samples to be classified belong on the basis of the nearest sample or samples. In the classification decision, KNN is only related to few neighbors. Generally, it automatically generates the best (or better) classification tree and then separates the classes that can be easily separated, and followed by those that are less easily separated. However, in the classification using this method, the closer to the nodes in the lowest level of the classification tree, the worst between-class separability and the lowest classification recognition rate will be. To solve this problem, this paper uses the classification tree structure obtained from training and performs classification by combining SVM and KNN in the nodes of the classification tree with poor between-class separability.
The proposed method does not need prior knowledge of specific problems. With limited training samples, it can control well the promotion capability of learning machine; essentially, it solves convex planning problems or the quadratic programming of dual problems. For the most fundamental two-class classification problem, two types of SVM can be used, namely, linearly separable SVM and linearly inseparable SVM. The SVM maps the samples in the input space into a feature space, which may be high-dimensional, through certain nonlinear function relationship to make two-class samples linearly separable in this feature space and (i.e., can be expanded to multiclass samples). It also searches the optimal linear classification hyperplane in this feature space for the samples.
VI. CONCLUSION
This paper investigates the basic theory and implementation approaches of SVM. SVM is a convex optimization problem; thus, its local optimal solution must be its global optimal solution, which is beyond the capability of other learning algorithms. SVM is the optimal method for two-class problems with small samples and for multiclass problems. It also constructs multiple two-class SVM classifiers. At present, the construction of SVM multiclass classifier has become a research hotspot. This paper optimizes the SVM tree structure through DE, generates the optimal tree structure, and performs image classification. In the optimization of SVM classification model parameters based on DE, the image features extracted are taken as the input of the classifier, image classification is realized, and the influence of the optimization method with different features and kernel parameters on classification performance is analyzed. The simulation result proves that the proposed method works effectively.
