Lattice approximations for partial differential equations describing physical phenomena are commonly used for the numerical simulation of many problems otherwise intractable by pure analytical approaches. The discretization inevitably leads to many of the original symmetries to be broken or modified. In the case of Maxwell's equations for example, invariance and isotropy of the speed of light in vacuum is invariably lost because of the so-called grid dispersion. Since it is a cumulative effect, grid dispersion is particularly harmful for the accuracy of results of large-scale simulations of scattering problems. Grid dispersion is usually combated by either increasing the lattice resolution or by employing higher-order schemes with larger stencils for the space and time derivatives. Both alternatives lead to increased computational cost to simulate a problem of a given physical size. Here, we introduce a general approach to develop lattice approximations with reduced grid dispersion error for a given stencil ͑and hence at no additional computational cost͒. The present approach is based on first obtaining stencil coefficients in the Fourier domain that minimize the maximum grid dispersion error for wave propagation at all directions ͑minimax sense͒. The resulting coefficients are then expanded into a Taylor series in terms of the frequency variable and incorporated into time-domain ͑update͒ equations after an inverse Fourier transformation. Maximally flat ͑Butterworth͒ or Chebyshev filters are subsequently used to minimize the wave speed variations for a given frequency range of interest. The use of such filters also allows for the adjustment of the grid dispersion characteristics so as to minimize not only the local dispersion error but also the accumulated phase error in a frequency range of interest.
Lattice approximations for partial differential equations describing physical phenomena are commonly used for the numerical simulation of many problems otherwise intractable by pure analytical approaches. The discretization inevitably leads to many of the original symmetries to be broken or modified. In the case of Maxwell's equations for example, invariance and isotropy of the speed of light in vacuum is invariably lost because of the so-called grid dispersion. Since it is a cumulative effect, grid dispersion is particularly harmful for the accuracy of results of large-scale simulations of scattering problems. Grid dispersion is usually combated by either increasing the lattice resolution or by employing higher-order schemes with larger stencils for the space and time derivatives. Both alternatives lead to increased computational cost to simulate a problem of a given physical size. Here, we introduce a general approach to develop lattice approximations with reduced grid dispersion error for a given stencil ͑and hence at no additional computational cost͒. The present approach is based on first obtaining stencil coefficients in the Fourier domain that minimize the maximum grid dispersion error for wave propagation at all directions ͑minimax sense͒. The resulting coefficients are then expanded into a Taylor series in terms of the frequency variable and incorporated into time-domain ͑update͒ equations after an inverse Fourier transformation. Maximally flat ͑Butterworth͒ or Chebyshev filters are subsequently used to minimize the wave speed variations for a given frequency range of interest. The use of such filters also allows for the adjustment of the grid dispersion characteristics so as to minimize not only the local dispersion error but also the accumulated phase error in a frequency range of interest. 
I. INTRODUCTION
Grid ͑numerical͒ dispersion is a major source of error in the simulation of wave phenomena using discretized equations on a lattice ͓1-5͔. Grid dispersion manifests itself as a change on the phase velocity of the wave according to frequency and propagation angle and, because it is a cumulative effect, it poses serious limitations particularly for large-scale ͑time-domain͒ simulations of coherent wave scattering.
Grid dispersion is usually combated by either increasing the resolution of the lattice ͑i.e., approaching the ''continuum limit''͒ or by employing higher-order schemes which utilize larger stencils to approximate space and time derivatives at the cost of loss of sparsity ͑''locality''͒ of the discrete model ͑spectral methods ͓4͔ can be thought of as the extreme examples in this direction͒. Both alternatives lead to an increased computational cost to simulate a problem of given physical size. For electrodynamics, several techniques have been developed over the years to reduce grid dispersion error ͓4 -13͔. In particular, space and time fourth-order accurate ͓͑4,4͒ schemes͔ finite-difference time-domain ͑FDTD͒ schemes ͓4͔ have been shown to provide an attractive tradeoff between increased computational cost and reduced dispersion error ͓14͔. Grid dispersion on finite element solutions have been extensively discussed in, e.g., Refs. ͓15,16͔.
For most time-domain simulations of wave phenomena, the minimization of the local and accumulated dispersion error over a finite range of frequencies is often more relevant than the theoretical order of accuracy of the lattice approximation itself, where ''order of accuracy'' refers to the behavior of the truncation error of the scheme as the lattice spacing goes to zero ͑low frequency or long wavelength limit͒. This is because of two interconnected reasons. First, the limit is never taken in practice and, second, practical simulations involve computational domains of fixed physical size, and, as a result, long wavelengths imply electrically smaller domain where the accumulated phase error ͑which grows linearly with the electric size of the domain͒ is much less of a problem. One relevant question is then how to construct, given a particular stencil ͑and hence, computational cost͒, optimal lattice approximations for wave problems in the time domain with optimal dispersion-relation-preserving ͑DRP͒ properties over a given ͑possibly wide͒ frequency band. Moreover, as alluded to above, since the high frequency spectrum is subject to larger cumulative phase error effect than the low frequency spectrum, it is also of interest to investigate the possibility of constructing lattice approximations where the ͑local͒ incurred dispersion error is actually lower at high frequencies than at low frequencies ͑traditionally, the opposite is true͒.
With the above observations in mind, we shall describe here a general methodology to develop lattice approximations of continuum equations with DRP properties. The methodology is based on first obtaining frequency dependent stencil coefficients in the Fourier domain to minimize the maximum grid dispersion error for wave propagation at all directions ͑in a minimax sense͒. The resulting coefficients are then expanded into a Fourier series in terms of the frequency variable and incorporated into the time-domain ͑up-date͒ equations after an inverse Fourier transformation. Maximally flat ͑Butterworth͒ and Chebyshev filters are further used to minimize the wave speed error for a frequency range of interest. Moreover, the use of such filters allow for the adjustment of the grid dispersion characteristics so as to minimize both the local dispersion error and the accumulated phase error in a frequency range of interest. For concreteness, we employ Maxwell's equations in 2ϩ1 dimensions as example, but the same methodology is applicable for other dimensions and other linear wave phenomena as well.
II. METHODOLOGY
Because the dispersion error in FDTD simulations is in general a function of both frequency, propagation angle, and the particular Courant-Friedreich-Lewy ͑CFL͒ number, several definitions of minimum dispersion error ͓4͔ are possible. We define it here in the minimax ͑minimum maximum͒ sense, i.e., for a given CFL number, the maximum dispersion error for all angles is minimized up to a certain maximum frequency. More specifically, by denoting the dispersion error as ␦( f ,k ,), where f denotes frequency, k ϭk /͉k͉ is the unit propagation vector, and is the CFL number, the DRP-FDTD seeks to minimize the objective function F ϵmax͕͉␦ (f,k,)͉;0рfрf m , ϭ 0 ,᭙k.͖. To coincide with the case of most practical interest, the particular CFL number 0 will most often be considered the maximum allowed from the CFL condition.
The DRP procedure here consists of three main steps: ͑1͒ For a scheme with given ''order of accuracy in space'' ͑sten-cil͒, the dispersion error is expanded in a Fourier series in terms of the propagation angle, the leading terms of which are made equal to zero, and analytical expressions for the DRP coefficients are subsequently derived as a function of frequency. ͑2͒ These analytical expressions are then cast into a form implementable in the fully discrete problem ͑FDTD update͒ by using polynomial expansions in terms of the frequency variable followed by an inverse Fourier transformation. ͑3͒ Filtering schemes ͑maximally flat or Chebyshev͒ are used to fine tune the DRP two-dimensional ͑2D͒ FDTD coefficients for a ͑possibly broad͒ range of frequencies of interest.
The first step consists in considering a scheme with a given order of accuracy in space. Higher order of accuracy in time is introduced in the second step as we expand the analytical solution in series. The term order of accuracy in space is borrowed here from traditional higher-order schemes employing Taylor expansions only ͓6,7͔. Since this work treats the problem from a different standpoint, this term does not retain its original meaning. The term order of accuracy should rather be considered here as referring to a class of spatial stencil sizes ͑and not necessarily to the order of the truncation error as the discretization cell approaches zero͒. As we will see, the major difference between the DRP higher-order schemes derived here and traditional higherorder schemes resides in the coefficients and not on the particular stencil.
A. Nonfiltered, DRP "4,2… schemes A traditional leap-frog scheme with second order of accuracy in space can be written in general as
where the subscripts denote the spatial location and the superscripts denote the time step. We treat ⌫ x and ⌫ y as unknown coefficients for the moment. In the above, reciprocity is explicitly enforced ͓17,18͔ in order to obtain a conditionally stable scheme. 
Substituting Eqs. ͑4͒-͑6͒ into Eqs. ͑1͒-͑3͒ and noticing that E x ϭϪE sin(), E y ϭE cos(), and H z ϭH, we have
where k x ϭk cos(), k y ϭk sin(). The numerical dispersion relationship can be derived from Eqs. ͑7͒-͑9͒ as
where v p ϭͱ⑀. For a given set of coefficients ⌫ x and ⌫ y ͑in the classical Yee's scheme ͓4͔ these are equal to unity͒, the above equation is traditionally used to analyze the discrete dispersion in the FDTD grid. The amount by which the discrete dispersion relation deviates from the continuum limit gives the local dispersion error. In this work, we shall adopt the reverse standpoint. That is, we shall enforce the exact relation between frequency and wave number, viz. ϭv p k, for Eq. ͑10͒, and then solve for ⌫ x and ⌫ y as the unknowns ͑in an approximate sense to be clear later on͒. Ideally, the exact solutions for ⌫ x and ⌫ y should depend on both the frequency and propagation angle. We shall first expand the dispersion error in terms of a Fourier series in terms of the angular variable and enforce coefficients on the series to be zero ͑the number of coefficients made equal to zero give the ''order'' of the method͒. In this manner, the maximum dispersion error for all angles is minimized simultaneously, and ⌫ x and ⌫ y become a function of frequency only. This latter property allows for incorporation of the DRP coefficients in FDTD algorithms after a polynomial expansion.
A simpler but equivalent way of solving for ⌫ x and ⌫ y in Eq. ͑10͒ is to enforce ϭv p k into Eqs. ͑7͒ and ͑8͒ and solve for ⌫ x and ⌫ y , respectively. ͓Note that ͑from the symmetry of the problem͒ by letting ⌬x→⌬y and →ϩ/2, Eq. ͑8͒ reduces to Eq. ͑7͒. In particular if ⌬xϭ⌬y, we should of course expect ⌫ x ϭ⌫ y after these coefficients are reduced to functions of frequency only.͔ We start by defining an error functional proportional to the difference between left-hand side ͑lhs͒ and right-hand side ͑rhs͒ of Eq. ͑7͒:
where y ϭͱ2v p ⌬t/⌬y, q y ϭ⌬y/. Solving Eq. ͑7͒ with ϭv p k is therefore equivalent to letting ␦ 2 (⌫ x ,)ϭ0 and enforcing E/ϭH. for even n, where J n (x) is the nth order first-kind Bessel function, to force the first nonzero ͑dominant͒ term of the series to be zero. This leads to
Substituting Eq. ͑12͒ in Eq. ͑11͒, the residual error in Eq. ͑11͒ is given by
The above is an asymptotic series ͓19͔. The magnitude of each coefficient in the series represents the maximum dispersion error from the corresponding angular mode ͓either at sin(n)ϭ1 or at cos(n)ϭ1]. It is clear that the solution ␥ x (ϱ) given in Eq. ͑12͒ cannot be implemented in a time domain method. Because of this, we expand ␥ x (ϱ) in a Taylor series around q y ϭ0 and retain the lowest order terms, i.e., ␥ x (ϱ) ϭ␥ x (2) ϩO(q y 4 ) with
The above can be easily transformed back to time domain through 2 →Ϫ‫ץ‬ 2 /‫ץ‬t 2 . However, if straightforward time discretization schemes are employed directly on the resulting equations ͑with third-order time derivatives͒, the update becomes unconditionally unstable ͓7͔. Alternatively, the second-order time derivative can be further cast as a combination of spatial derivatives as v p 2 ٌ 2 ͑Helmholtz equation͒ and discretized as such ͓20͔. This latter transformation is valid for staggered grids as long as ⑀ is uniform in the local stencil. In this manner, Eq. ͑13͒ becomes
Following a similar procedure for ⌫ y , we find
where x ϭͱ2v p ⌬t/⌬x. If only the first-order terms in Eqs. ͑14͒ and ͑15͒ are taken, the Yee's scheme is recovered. Note that the second terms in Eqs. ͑14͒ and ͑15͒ are analogous to third-order time derivative terms in traditional schemes with fourth order of accuracy in time ͓7͔. The difference resides in multiplicative factors and, in this sense, we call it a ͑nonfil-tered, minimax͒ DRP (4,2) scheme.
To investigate the resulting grid dispersion, we define a dispersion error functional ␦ 2 (⌫ x ,⌫ y ,) proportional to the difference between the lhs and the rhs of Eq. ͑10͒, i.e.,
where ϭͱ2v p ⌬t/h, qϭh/, and hϭmin (⌬x,⌬y) . By substituting ⌫ x ϭ␥ x (ϱ) and ⌫ y ϭ␥ y (ϱ) into Eq. ͑16͒, we obtain a limit value for the error ␦ 2 (ϱ) ()ϭ␦ 2 (␥ x (ϱ) ,␥ y (ϱ) ,). In practical time-domain simulations employing Eqs. ͑14͒ and ͑15͒, we have an error ␦ 2 (2) ()ϭ␦ 2 (␥ x (2) ,␥ y (2) ,) instead, which inevitably introduces additional errors at high frequencies.
The function ␦ 2 (ϱ) () therefore serves as an inferior theoretical limit when an infinite Taylor expansion is considered. However, as we shall see in the following section, by expanding ⌫ x and ⌫ y in a different basis ͑e.g., Chebyshev polynomials͒ this limit can indeed be overcome over some finite, preassigned frequency range. Figure 1 shows the maximum value for all angles of ␦ 2 (ϱ) () ͑analytical͒, ␦ 2 (2) () ͑second order͒, and ␦ 2 (1,1,)
͑Yee's scheme͒, as a function of the number of wavelengths per cell ͑or, equivalently, the frequency͒. In these plots, ⌬x ϭ⌬y and the CFL number ϭ3/4 ( x ϭ y ϭ). From this figure, we observe that, for all the frequency range such that q y р0.1, the second-order approximation already gives results almost as accurate as using the analytical expression ͑12͒, and starts to deviate only slightly at high frequencies close to q y ϭ0.1. 
͒. ͑17͒
We proceed as before and ⌫ x1 , ⌫ x2 can be solved from
͑18͒
To obtain ⌫ x1 and ⌫ x2 , we define an error functional in terms of the difference between the lhs and rhs of Eq. ͑18͒:
Similarly as before, we expand ␦ 4 (⌫ x1 ,⌫ x2 ,) in a Fourier series in terms of . However, since there are two unknowns ⌫ x1 and ⌫ x2 , we now may force the first two nonzero terms of the series to be zero ͓sin() and sin(3) terms͔. The solutions are given by
͑21͒
With these coefficients, the residual error in Eq. ͑19͒ becomes
For incorporation into the FDTD update, ␥ x1 (ϱ) and ␥ x2 (ϱ) are approximated as
Comparison of the maximum value of the dispersion error ␦ 2 (⌫ x ,⌫ y ,) for all angles when using analytical solution, 2) ) and Yee's scheme (⌫ x ,⌫ y )ϭ(1,1).
The lowest order terms in Eqs. ͑22͒ and ͑23͒ recover Fang's ͑2,4͒ FDTD scheme ͓6͔. Similarly, ␥ y1 2 and ␥ y2 2 are written as
with coefficients ␥ yi j (2) written as ␥ xi j (2) above with y replaced by x . In analogy to the ͑4,2͒ case in the preceding section, we denote a scheme implementing the coefficients above a ͑nonfiltered, minimax͒ DRP ͑4,4͒ scheme.
The implementation of ␥ x1 (2) , ␥ x2 (2) , ␥ y1 (2) , and ␥ y2 (2) in staggered grids are straightforward. For example, the fully discrete form of Eq. ͑17͒ is 
The CFL stability condition can be derived in a standard way ͓4͔ and the result is
where
ͬ sin ͩ parison of the largest ␦ 4 ͑among all angles͒ by using different schemes when ⌬xϭ⌬y and ϭ48/65. In this figure, the analytical result refers to the ͑ideal͒ choice
, whereas the second-order result refers to the ͑implementable͒ approximation for the coefficients given by Eqs. ͑22͒-͑25͒, 2) ). Maximally flat and Chebyshev refer to ͑implementable͒ approximations using filtering schemes to be detailed in the following section.
C. Filtering
Instead of possibly using even higher-order terms in the Taylor series or other sophisticated ͑and more costly͒ time integration schemes, it is possible to improve the results of the preceeding section ͑while maintaining the same spatial stencil sizes and computational cost͒ by using filters adjusted to some preassigned, finite frequency range.
The filters are designed to obtain both ⌫ x and ⌫ y ͑second-order stencil͒, or ⌫ x1 , ⌫ x2 , ⌫ y1 , and ⌫ y2 ͑fourth-order stencil͒. The procedure is essentially the same for all coefficients and therefore, we will describe only the ⌫ x1 case in detail.
Maximally flat (Butterworth) filters
Expanding Eq. ͑20͒ in a Taylor series, and approximating Eq. ͑20͒ in a finite series as in Eq. ͑22͒ noting that ⌬y 2 ٌ 2 ϭϪ4 2 q y 2 , we have
The superscript ͑m͒ in ␥ x11 (m) and ␥ x12 (m) above refer to maximally flat coefficients. Previously, we have simply chosen ␥ x11 (m) ϭ␥ x11 (2) and ␥ x12 (m) ϭ␥ x12 (2) so as to make the first and second terms of the right-hand side of the above identically zero ͓and obtain a O(q y 4 ) truncation error͔. These coefficients are treated as unknowns for the moment. The above equation can be rewritten as
Vϭ͑1,q y ,q y 2 ,q y 3 ,q y 4 ͒. and, therefore, Eq. ͑29͒ can be rewritten as larger A and hence make the response as close to an exact second-order maximally flat filter response as desired. This has the ͑one-time͒ cost of inverting an increasingly larger matrix A. In practice, we observe a fast convergence to the exact filter response since only negligible improvements are obtained for pу6. We employ pϭ10 throughout our numerical simulations. Also in practice, the design frequency q y c may be chosen as the highest frequency of interest. Figure 2 includes the ␦ 4 error of the DRP scheme with maximally flat filters designed at q c ϭ0.1 (⌬xϭ⌬y). From this figure, we observe that near the central frequency (q c ϭ0.1), the ␦ 4 using a second-order (with pϭ10) maximally flat filter is almost indistinguishable from the one using the analytical solutions ͑20͒ and ͑21͒.
Chebyshev filters
We may choose ͕T n ͓(q y Ϫq y c )/⌬q y ͔͖ as a new basis expansion in Eq. ͑30͒ instead, where T n (x) is the nth order first-kind Chebyshev polynomial, and ⌬q y corresponds to the frequency band of interest. Still using pϭ4 as an example, Eq. ͑30͒ becomes Following the same procedure as the maximally flat filter case, we can solve for the coefficients and obtain ␥ x11 (c) and ␥ x12 (c) of an approximate second-order Chebyshev filter. Here
where d 2 , d 3 , and d 4 denote the coefficients of the corresponding Chebyshev polynomials. Figure 2 ͑with q y ϭq x ϭq) clearly shows that, by using Chebyshev filters designed with q c ϭ0.1 and ⌬qϭ0.02, the error functional ␦ 4 can be smaller than the one employing Eqs. ͑20͒ and ͑21͒ around the design frequency. (⌬qϭ0.02 is used here as an example. As shown later, ⌬q can be fine-tuned for a better performance.͒ Since the Chebyshev filter is of second order, larger ripples are expected to occur in the passband q c Ϫ⌬qрq рq c ϩ⌬q if a larger ⌬q is used. In usual filter design, large ripples are undesired, but in our context, ⌬q represents an extra degree of freedom that can be explored to reduce the accumulated phase error. This will be illustrated in the following section where we also set pϭ10 for the Chebyshev filter approximation.
III. NUMERICAL RESULTS
We compare the DRP ͑4,2͒ and ͑4,4͒ schemes against the Yee's scheme, a traditional ͑2,4͒ scheme, and Deveze's ͑4,4͒ scheme. Both nonfiltered, and the maximally flat and Chebyshev filtered versions of the DRP schemes are considered. The phase velocity in free space is solved from the transcendental dispersion relation by assuming a uniform 2D FDTD grid with ⌬xϭ⌬y, or ⌫ x ϭ⌫ y , and, hence, the coordinate subscript in the coefficients is dropped in what follows.
The CFL number ϭ1 is used for ordinary FDTD, while ϭ6/7 for the ͑2,4͒ scheme, ϭ3/4 for the ͑4,2͒ scheme and ϭ48/65 for all ͑4,4͒ schemes. In fact, there is an optimal CFL number for each algorithm, which yields the minimum dispersion error among all possible CFL numbers. When comparing different algorithms, we employ their largest pos- sible CFL numbers instead of that optimal one. This choice is justified since the largest CFL number minimizes the computational cost and is the most often used in practice. Table I and Table II give some coefficients used in the DRP ͑4,4͒ schemes, where the maximally flat filter is designed with q c ϭ0.1, and the Chebyshev filter is designed with q c ϭ0.1 with ⌬qϭ0.02. Table III and Table IV give the coefficients using Chebyshev filtering schemes for various pairs (q c , ⌬q). Figures 3 and 4 show the maximum ͑for all angles͒ phase error per wavelength, defined as (k /kϪ1)ϫ360 with k denotes the discrete wave number obtained by solving the transcendental dispersion relation and k refers to the exact ͑con-tinuum͒ wave number. As we see from Fig. 3 , the DRP ͑4,2͒ scheme is about as accurate as the ͑2,4͒ scheme ͑with opposite sign͒. Figure 4 shows that filtering schemes do reduce the dispersion error considerably around the specified frequency. We also observe that the Chebyshev filter performs better than the maximally flat filter in the full frequency range considered. Note that Fig. 4 does not correspond to Fig. 2 well after the crossover since Fig. 2 is just an analytical estimation for design purposes, while Fig. 4 depicts the actual performance of the algorithms.
We also note from Fig. 4 that, for DRP schemes with filtering, the dispersion error at high frequencies can indeed be made smaller than at low frequencies ͑contrary to nonfiltered DRP and traditional schemes͒. As mentioned in the Introduction, this is a desirable characteristic because, for a given computational domain size, high frequencies correspond to an electrically larger problem and hence are more impacted by the accumulated phase error. Nevertheless, unless the local dispersion error decreases faster than linearly with frequency, the largest accumulated phase error in the computational domain is still given by the highest frequency components. This issue will be further elaborated next.
We assume a FDTD simulation in a frequency range such that the lowest frequency corresponds to qϭ0.01 and the highest frequency corresponds to qϭ0.1 ͑which is typical͒. We calculate the phase error accumulated in a distance which equals the largest wavelength being considered. Figure 5 shows the largest ͑for all angles͒ phase error accumulated in such a distance by employing Chebyshev filtered DRP algorithms with different ⌬q ͑while q c is kept fixed as 0.1). For ⌬qϭ0.02, the usual notion that the largest accumulated phase error is dominated by the highest frequency is still valid. However, this is not true anymore if larger values for ⌬q are considered. In fact, when ⌬qϭ0.046, the largest accumulated phase error is now determined by lower frequency components. Indeed, there is an optimal ⌬q around ⌬q ϭ0.058 for which the maximum accumulated magnitude of the phase error for all frequencies is a minimum.
In the case of narrow band simulations, we can obtain a pair (q c ,⌬q) which yields a minimum possible maximum phase error for all angles at some specific frequency. As illustrated in Fig. 6 , if we specify q c ϭ0.1 and ⌬qϭ0.046, the maximum phase error is minimum at qϭ0.087. This suggests that, in order to obtain a better performance at a specific frequency, we can simply design filters with a slightly larger q c and a fine tuned ⌬q accordingly. Figure 6 shows another example with qϭ0.114 and ⌬qϭ0.053 which is intended to improve the performance at qϭ0.1. As we see, a maximum phase error less than 5ϫ10
Ϫ3 is obtained at q ϭ0.1, while a good bandwidth is maintained.
Computational costs are compared for the same accuracy requirements. Since decreasing the cell size also decreases the time step, a fair comparison of computational costs Fig. 7 , from DC to 15 GHz. The boundaries correspond to an perfect electric conductor. This 2D geometry is commonly used to find the cutoff frequencies of the corresponding 3D single ridge waveguide under TE z excitation. The initial field is set to zero and a point source is located inside the resonator. To obtain adequate frequency resolution for the resonant frequencies, the time-domain simulations must be run over sufficiently long integration time. The resonant field at the cutoff frequencies corresponds to waves bouncing many times inside the resonator, where grid dispersion error will accumulate and affect the results. This is an example of a problem in a relatively small domain that can still be sensitive to grid dispersion error effects. Simulations are performed using Yee's scheme, Fang's ͑2,4͒ scheme, and DRP ͑4,4͒ scheme with Chebyshev filtering optimized with (q c ϭ0.1,⌬qϭ0.058). The CFL numbers are the same as before. We run long enough time steps to guarantee 1 MHz frequency resolution in the FFT. As mentioned before, this implies running the same elapsed time for different simulations ͑and hence different number of time steps͒. All schemes use the same spatial resolution corresponding to 13 cells at short- est wavelength of interest ͑at 15 GHz͒ and the resonant frequencies are compared against the results from a highly refined grid ͑no discernible variations on the resonant frequencies after further refinement͒. Figure 8 shows the absolute error computed by different schemes. The proposed DRP ͑4,4͒ scheme yields the best result for all frequencies being computed. It is interesting to see that because the discrete wave number in the Yee's scheme is larger than the continuum wave number ͑Fig. 3͒, the accumulated dispersion error tends to lower down the resonant frequencies. In contrast, for both Fang's ͑2,4͒ and the proposed DRP ͑4,4͒ scheme, the discrete wave number is smaller than the continuum wave number ͑Fig. 3 and Fig. 6͒ which results in an increase on the resonant frequencies observed.
IV. CONCLUSIONS
We have described a general approach to construct DRP schemes for large-scale 2D FDTD simulations of Maxwell's equations. The maximum ͑for all angles͒ local dispersion error is minimized ͑minimax sense͒ by expanding the local dispersion error ͑for a given spatial stencil͒ in a Fourier series in terms of propagation angle and enforcing the leading terms of this series to be zero. DRP-FDTD coefficients are then obtained which are functions of frequency. Using a polynomial ͑Taylor͒ series of frequency, these coefficients can be incorporated into the FDTD update by using the first terms of this series. The same methodology can be used to derive optimized 3D schemes as well ͓21͔.
The dispersion error can be futher reduced to a theoretical minimax limit ͑i.e., if an infinite Taylor series were used͒ by employing maximally flat ͑Butterworth͒ filters or even exceed that limit at some finite frequency band using Chebyshev filters. The behavior of the local dispersion error can also be adjusted by the filtering schemes in order to reduce the accumulated phase error in the computational domain on a preassigned given frequency band. This is done by making the local dispersion error at high frequencies smaller than at low frequencies.
