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 Resumo 
 
O sistema de controle via redes (Network Control Systems - NCS), consiste em 
malhas de controle realimentado sob um sistema de comunicação, sendo uma área de 
pesquisa multid iscip linar que integra as redes de comunicação, sistemas de tempo real e 
sistemas de controle. 
Neste trabalho é demonstrada a análise do impacto dos atrasos induzidos pelas redes 
de comunicação em NCS, como também a apresentação de metodologias de projetos com 
a simulação deste sistema, objetivando garantir desempenho e estabilidades aceitáveis em 
malhas de controle. 
As redes de comunicação são estudadas através das propriedades temporais do 
escalonamento de mensagens em tempo real, análogas ao escalonamento de tarefas de 
tempo real numa CPU (Central Processing Unit). São abordados três tipos de redes de 
comunicação em tempo real de padrão aberto e analisado o tempo de resposta das 
mensagens. 
Analisou-se o impacto do instante de amostragem e atraso sobre o desempenho de 
controle em sistemas de controle por computador e a problemática de sistemas de controle 
via redes, através de diferentes arquiteturas de NCS; além de ter-se demonstrado um 
estudo de caso do impacto das redes sobre o desempenho de NCS. Apresentou-se também 
métodos de projeto NCS baseado no WCRT (Worst Case Response Time) ou tempo de 
resposta das instâncias de mensagens no pior caso. O método apresentado permite ao 
projetista especificar um controlador em função do instante de amostragem e atraso de 
entrada-saída. 
Baseado nos conceitos de Margem de Atraso e Margem de Jitter para análise de 
estabilidade e projeto de sistemas de controle em tempo real, desenvolveu-se nesta tese 
uma inovação na aplicação de NCS. 
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Abstract 
 
Network Control Systems – NCS consist in feedback control system closed over a 
communication network and is a multidisciplinary area that integrates the communication 
networks, real-time systems and control systems.  
In this work, are shown analysis of impact induced for delays in communication 
networks supporting NCS, as also the presentation of projects methodologies with system 
simulation, goal to guarantee acceptable performance and stabilities in control loops.  
The communication networks are studied with its real-time scheduling properties of 
messages, with analogous properties of real-time scheduling for tasks in CPU (Central 
Processing Unit).  Three types real-time communication networks are defined and used 
the worst case response time over messages are studied. 
The analysis of impact at sampling instant and control delay over control 
performance in computer control systems and an extension to network control systems 
were realized, across the different NCS architectures, showing the case studies of network 
impact over NCS performance. Some NCS projects methodology based on WCRT (Worst 
Case Response Time) were presented and other method that allows designer to specify a 
controller in function of sampling period and input-output delay. 
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 1 Introdução 
 
1.1 Motivação 
O sistema de controle por computador com dispositivos microprocessados é 
conseqüência de um crescente aumento da capacidade de processamento e redução dos 
custos e está presente em uma vasta área de aplicações em sistemas de nossa vida 
cotidiana. Como exemplos, temos a sua utilização em sistemas de automação industrial, 
automotivos, aeronaves, aeroespaciais, Internet, aparelhos de DVD, CD-ROM entre 
outros. As aplicações modernas geralmente requerem que um sistema computacional seja 
capaz de executar tarefas de controle em paralelo com outras tarefas, inclusive de 
atualização de telas e comunicação, evidenciando assim situações de concorrência aos 
recursos computacionais. Desta forma cria-se um problema de controle e escalonamento 
integrados (Cervin, 2003). 
Através da grande disponibilidade e do baixo custo da atual tecnologia das redes de 
comunicação de dados, a comunidade de sistemas de controle observou uma tendência 
crescente de utilização destas na interconexão de sensores, atuadores e controladores em 
sistemas de controle realimentado que, conseqüentemente, contribui para a distribuição de 
funções e tarefas, garantindo o desempenho e estabilidade. Este tipo de implementação, 
onde as malhas de controle são fechadas, sob uma rede de comunicação, é habitualmente 
denominada de Sistemas de Controle via Redes (ou NCS, para Networked Control 
Systems). Como exemplo, pode se demonstrar que a utilização de NCS em aplicações 
automotivas contribui para a redução da utilização de cabos e conectores influindo 
diretamente na diminuição do peso e volume do automóvel, bem como do tempo e do 
custo de produção. 
Uma abordagem de projeto integrado de um NCS deve envolver as áreas de sistemas 
de controle, sistemas de tempo real e redes de comunicação, considerando que as redes de 
comunicação devem oferecer um serviço para transmissão de mensagens em tempo real. 
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Em torno do NCS se desenvolve  uma nova área de pesquisa multidisciplinar, envolvendo 
as comunidades de sistemas de controle, sistemas de tempo real e redes de comunicação 
(Ärzén et al., (1999)). Tradicionalmente, as diversas comunidades realizam suas tarefas de 
forma independente, com a subutilização inadequada de recursos como largura de banda 
da rede e/ou tempo de computação da CPU, o que concorre para a perda de desempenho e 
instabilidade de um NCS. É comum verificar abordagens simplificadoras ao projeto de 
NCS, tais como: 
· a idéia equivocada de que a rede de comunicação do tipo compartilhada oferece 
atrasos de transmissão constante, o que não se confirma numa implementação real;  
· a visão simplificada do algoritmo de controle como um simples programa que 
necessita de um determinado tempo de computação a ser executado de forma lógica; 
· a falsa crença de que as rede de comunicação com uma alta largura de banda 
garanta atrasos de transmissão de mensagens limitados, entre os elementos (nós 
computacionais computacionais: sensor, controlador e atuador), para a aplicação de 
controle. 
A comunidade de sistemas controle compreende um sistema computacional onde o 
controlador possa ser implementado de forma algorítmica e simples, e que as mensagens 
tenham um tempo de transmissão constante pela rede de comunicação. A comunidade de 
sistemas de tempo real considera um controlador como um pedaço de código que possui 
parâmetros fixos a serem respeitados em tempo de execução, tais como: período de 
ativação, tempo de computação e deadline (tempo máximo de resposta aceitável). A 
comunidade de redes de comunicação de dados considera apenas que as grandezas físicas 
devam ser transmitidas na forma de mensagens entre os elementos da rede de 
comunicação e uma alta taxa de transmissão seja suficiente. 
Há aplicações de controle que são sensíveis a atrasos e variações de atrasos (jitter) 
entre o instante de medição e atuação na planta física. Um dos principais requisitos das 
aplicações de controle na forma de NCS com relação à rede de comunicação é que esta 
ofereça um serviço de comunicação em tempo real. Subjacente a este tipo de serviço deve 
estar a possibilidade de suportar fluxos de mensagens periódicas, de forma a transferir 
dados relacionados às variáveis de medição e atuação; a capacidade de garantir um tempo 
  3 
de resposta limitado superiormente para transferência de mensagens entre os nós 
computacionais e a capacidade de garantir um comportamento temporal previsível na 
presença de carga de rede variável por causa do tráfego de mensagens não relacionado à 
aplicação de controle. 
Existem diferentes redes de comunicação que concorrem para a utilização do 
suporte de NCS, devido ao fato de fornecerem serviços de comunicação de tempo real 
adequados. Com base nos paradigmas de acesso ao meio, podem-se classificar as redes 
como:  
a) acesso ao meio de forma aleatória; 
b) acesso ao meio com particionamento; 
c) acesso ao meio com passagem de permissão (revezamento). 
As redes selecionadas e utilizadas ao longo desta tese, que satisfazem a classificação 
de acesso, conforme apresentado anteriormente, foram respectivamente: CAN (Controller 
Area Network) (ISO11898, 1993), TDMA (Time Division Medium Access) (Kopetz and 
Grunsteidl, 1994) e Token-Passing (nomeadamente implementado no Profibus (EN 
50170, 1996)). 
 
1.2 O Projeto de Sistemas de Controle via Redes 
Na área de Escalonamento em Tempo Real e Controle Integrados diversas propostas 
de projeto integrado foram apresentadas pela comunidade científica (ver um estudo 
detalhado em Ärzén et al., (1999)). Destacam-se diversos trabalhos, valendo ressaltar as 
formas de controle e escalonamento, que foram formulados na forma de problema de 
programação não linear, cuja função objetivo é a de avaliar o desempenho das diversas 
malhas de controle, considerando como restrições às limitações dos recursos 
computacionais e temporais das tarefas de controle (Seto et al., (1996), Ryu et al. (1997) 
and Cervin (2003)). 
Para NCS o escalonamento de mensagens e tarefas é o principal fato para garantir 
comportamento temporal previsível de tarefas, tornando-se complexo pelo fato de as redes 
de comunicação serem sistemas não lineares e variantes no tempo. A formulação de um 
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problema de programação não linear para um NCS torna-se complexa, em conseqüência 
da natureza não linear do escalonamento e das possíveis arquiteturas que um NCS pode 
ter. 
Um NCS do tipo SISO (Single Input and Single Output) ou MIMO (Multiple Input 
and Multiple Output ) pode ter distintas arquiteturas e em conseqüência diferentes 
configurações de tarefas sob os nós computacionais e mensagens sob a rede de 
comunicação. 
 A utilização de sistemas operacionais (ou kernel: núcleo de um sistema 
operacional)  de propósito geral não garantem um comportamento previsível sob a 
execução de tarefas e a mesma situação pode ser considerada para protocolos de 
comunicação. A previsibilidade na execução de tarefas e mensagens são requisitos 
fundamentais para que o atraso entre a medição e atuação em malhas de controle , possa 
ser conhecido a priori, pois existem malhas de controle sensíveis a atrasos e variação de 
atrasos, comprometendo o desempenho e estabilidade em um NCS. 
 
1.3 Objetivos e Contribuições 
O objetivo desta tese é analisar o impacto da comunicação sob o desempenho e 
estabilidade de NCS e apresentar metodologias de projeto, considerando as propriedades 
temporais dos protocolos de acesso ao meio das redes de comunicação e as restrições 
temporais do período de amostragem  e atrasos de entrada-saída para as malhas de 
controle. 
As principais contribuições desta tese são apresentadas a seguir: 
· Definição e análise das redes de comunicação em difusão que oferecem 
serviços de transmissão de mensagens em tempo real, sendo escolhidas para isto as 
redes CAN (Controller Area Network ), TDMA (Time Division Medium Access) e 
Token-passing; 
· Avaliação da sensibilidade das malhas de controle por computador sensível aos 
atrasos de entrada-saída e período de amostragem  sob o desempenho e 
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estabilidade. Utilização dos métodos (regra de thumb e critério de desempenho 
quadrático) para seleção do período de amostragem e atraso de entrada-saída. 
· Apresentação de diferentes arquiteturas de NCS na forma SISO, quando são 
fechadas sob redes de comunicação do tipo difusão e avaliar o impacto da 
comunicação sob o desempenho e estabilidade de NCS sob redes de comunicação 
em tempo real CAN, Token-passing e TDMA; 
· Metodologia para o projeto de NCS com período de amostragem e atraso de 
entrada-saída pré-definidos, a partir do tempo de resposta no pior caso (WCRT) de 
mensagens. 
· Projeto de NCS baseado no conceito de margem de jitter, através de um 
algoritmo interativo para seleção do período de amostragem  com diversas malhas de 
controle fechadas sob uma rede de comunicação em tempo real. 
 
1.4 Estrutura da Tese 
Capítulo 2: Redes de Comunicação em Tempo real 
Pretende-se apresentar uma introdução às propriedades temporais das tarefas de 
tempo real em sistemas computacionais e mensagens de tempo real em sistemas de 
comunicação, além de fazer análise das propriedades entre ambas. São apresentadas ainda 
três redes de comunicação do tipo difusão que oferecem serviços para transmissão de 
mensagens em tempo real, seguidas da sua aplicação em alguns protocolos de 
comunicação de padrão aberto. Com base na análise e projeto de um NCS, realiza-se um 
survey das propriedades temporais e tempo de resposta na transmissão de mensagens para 
as redes de comunicação CAN, Token-passing e TDMA. 
 
Capítulo 3: Estado da Arte de Sistemas de Controle via Redes 
A partir do desenvolvimento e apresentação de trabalhos e pesquisa em conferências 
e periódicos, este capítulo apresenta um estudo do estado da arte para sistemas de controle 
via redes na forma cronológica.  
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Capítulo 4: Sistema de Controle via Redes 
Este capítulo apresenta um estudo do impacto do período de amostragem e atrasos 
de entrada-saída sob o desempenho e estabilidade de sistemas de controle por 
computador. São apresentadas três arquiteturas de NCS para plantas físicas do tipo SISO 
com as propriedades temporais relacionadas às malhas de controle. O impacto da 
comunicação sobre o desempenho e estabilidade de um NCS é realizado considerando 
diferentes tipos de redes de comunicação em tempo real CAN, Token-passing e TDMA, 
com apresentação de exemplos ilustrativos. 
 
Capítulo 5: Projeto de NCS  Baseado na Análise do Tempo de Resposta de 
Mensagens  
Apresenta-se o método de projeto do controlador flexível em sistemas de controle 
em tempo real, com uma extensão ao caso de NCS com período de amostragem e atraso 
de entrada-saída pré-definidos a partir do tempo de resposta no pior caso (WCRT) de 
mensagens. No esforço de auxiliar o entendimento desta abordagem, apresenta-se um 
exemplo ilustrativo baseado no período de amostragem e atraso de entrada-saída para o 
projeto de NCS.  
 
Capítulo 6: Aplicando Margem de Jitter no Projeto de NCS 
A aplicação do conceito de margem de jitter ao caso de NCS, onde o controlador 
(tarefa única que utiliza todos os recursos do computador de forma isolada) é 
implementado como uma tarefa em um nó computacional com um kernel de tempo real, o 
que dá margem ao surgimento de uma dúvida quanto à segurança do escalonamento de 
mensagens. Baseado no teorema de estabilidade em malhas de controle com atrasos de 
entrada-saída variantes no tempo e sob margem de jitter para tarefas de controle, a 
margem de jitter combinada com a teoria de escalonamento em tempo real para 
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transmissão de mensagens é aplicado ao caso de NCS, de forma a garantir o desempenho e 
estabilidade da planta física. 
 
Capítulo 7: Conclusões e Trabalhos Futuros 
Nesta tese foram apresentados os requisitos de comunicação de um NCS, analisando 
as propriedades de comunicação das redes de tempo real CAN, TDMA e Token-passing, 
avaliando-se o impacto da comunicação sob o desempenho e estabilidade de NCS e 
apresentando-se duas metodologias de projetos para NCS. A partir dos trabalhos 
desenvolvidos durante esta tese, sugestões para trabalhos futuros foram apresentadas com 
o objetivo em explorar mais está área de pesquisa emergente. 
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2 Estado da Arte de Sistemas de Controle 
via Rede 
 
2.1 Introdução 
Um sistema de controle por computador com arquitetura centralizada consiste em 
três partes principais: o elemento sensor para aquisição de dados, o computador para 
execução do algoritmo de controle e o elemento atuador para a transmissão do sinal de 
controle à planta física. Os dispositivos de campo (sensor e atuador) são conectados ao 
sistema computacional através de um enlace de comunicação do tipo ponto-a-ponto. 
Se uma malha de controle é fechada sob um computador, o algoritmo de controle 
opera de forma isolada e sem concorrência pelos recursos computacionais. O tempo de 
execução do algoritmo de controle pode ser facilmente determinado, visto que sempre 
todos os recursos computacionais estarão sempre disponíveis. Quando diversas malhas de 
controle são fechadas sob um computador, os recursos computacionais sofrem da 
concorrência pelos algoritmos de controle, os quais geram um problema de escalonamento 
em que os algoritmos de controle podem experimentar atrasos e variações de atrasos em 
sua execução. 
Com a grande disponibilidade e o baixo custo da tecnologia de redes de 
comunicação de dados, a substituição do enlace de comunicação ponto -a-ponto por um 
enlace de comunicação ser ial com transmissão por difusão é motivada pela redução dos 
custos da fiação, manutenção e descentralização do controle. 
A malha de controle de sistema de controle por computador é fechada sob uma rede 
de comunicação de dados, onde os elementos sensor, atuador e controlador trocam 
informações através da passagem de mensagens. A este tipo de implementação é 
habitualmente denominado por Sistemas de Controle via Redes (ou NCS, para 
“Networked Control Systems”). 
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2.2 Trabalhos Relacionados 
Sistemas de Controle via Redes (NCS) constitui numa classe de sistemas de controle 
diferente dos tradicionais sistemas de controle por computador, porque a rede de 
comunicação do tipo compartilhada e transmissão na forma de difusão introduzem atrasos 
na transmissão de mensagens, o que diretamente induz atrasos de amostragem, atuação ou 
execução nas malhas de controle. 
Existe uma classe de malhas de controle que são sensíveis aos atrasos e variações de 
atrasos, comprometendo assim o desempenho e estabilidade da planta física. 
Os domínios para aplicações de NCS são: motor DC (Tipsuwan and Chow, 2001; 
Kim, Park and Kwon, 1998), automotivo (Boustany et al., 1992; Ozguner et al., 1992), 
aeronaves (Ray, 1987), robôs móveis (Wargui, Tadjine and Rachid, 1996; Tipsuwan and 
Chow, 2002), manipulador robótico (Tarn and Xi, 1998) e ensino a distância (Kondraske 
et al. 1993, Overstreet and Tzes, 1999). 
As pesquisas sob análise e modelagem de NCS foram conduzidas baseadas no 
modelo de tempo contínuo e tempo discreto, sendo mais natural realizarem a análise de 
NCS do ponto de vista de tempo discreto, porque os sistemas físicos são amostrados 
periodicamente, algoritmos de controle são executados e atuados na forma digital após um 
curto atraso de tempo. 
Diversos resultados de pesquisa mostraram que os pesquisadores assumiam uma 
rede de comunicação síncrona a taxas de amostragem dos sensores, controladores e 
atuadores como sendo o mesmo, o que não pode ser realizável numa implementação real. 
Na forma de ordem cronológica foram apresentadas as principais contribuições realizadas 
até o momento. 
Halevi and Ray (1988) propuseram uma metodologia baseada no estado aumentado 
do sistema que inclui os sinais atrasados e derivada um modelo em malha fechada para os 
NCS. Em seguida Ray and Halevi (1988), sugeriram uma abordagem para melhorar o 
desempenho de NCS para correta seleção da fase dos sinais. 
Luck and Ray (1990, 1994) apresentaram uma metodologia denominada por 
metodologia da fila, que usa um observador de estados para estimar os estados da planta 
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física e um preditor para computar o controle preditivo baseado sob a medição das saídas 
passadas. 
Hong (1995) desenvolveu uma metodologia de escalonamentos do intervalo de 
amostragem para um NCS de forma que os atrasos na rede não afetem significativamente 
o desempenho e estabilidade do sistema de controle. 
Nilsson (1998) apresentou uma metodologia de controle estocástico ótimo para 
controlar um NCS sob uma rede com atrasos aleatórios. A metodologia trata o efeito dos 
atrasos da rede aleatória em um NCS como um problema LQG (Linear Quadratic 
Gaussian). 
Walsh, Beldiman, Ye and Bushnell (1999a, 199b) usaram a teoria da perturbação e 
não linear para formular os efeitos de atrasos da rede em um NCS de um sistema de tempo 
contínuo sob a consideração de que não existe observação do ruído. Denominada como a 
metodologia da perturbação. 
Goktas (2000) apresentou uma metodologia de projeto do controlador via redes no 
domínio da freqüência, usando a teoria de controle robusto denominada por metodologia 
de controle robusto. A principal vantagem desta abordagem é que esta não requer 
informações a priori sob as distribuições de probabilidade dos atrasos de rede. 
Tarn and Xi (1998) introduziram uma metodologia baseada em eventos para 
sistemas de controle via redes de um manip ulador robótico sob a Internet. Ao invés de 
utilizar informações do tempo, a metodologia usa um sistema de movimentação como 
referência do sistema. Denominada como a metodologia baseada em eventos. 
Almutairi et al. (2001) propuseram uma metodologia de modulação por lógica fuzzy 
para um NCS com uma planta física linear e um controlador PI modulado para compensar 
atrasos de rede baseado sob a lógica fuzzy (Zadeh, 1973). 
Tipsuwan and Chow (2001) propuseram uma metodologia de adaptação do controle 
no usuário final para adaptar os parâmetros do controlador, ou seja, ajuste dos ganhos do 
controlador com respeito ao tráfego da rede de comunicação ou qualidade de serviço 
(QoS) da rede. Uma análise mais detalhada destas metodologias pode ser encontrada em 
(Tipsuwan and Chow, 2003). 
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2.3 Conclusão 
Os trabalhos relacionados a sistemas de controle via redes apresentaram propostas e 
metodologias de análise e projeto de NCS sem levar em consideração as propriedades 
dinâmicas das redes de comunicação do tipo difusão e a sensibilidade dos atrasos e 
variação de atrasos na amostragem e processamento de entrada-saída das plantas físicas 
para o desempenho e estabilidade. 
As redes de comunicação podem introduzir atrasos e variação de atrasos na 
transmissão de mensagens e, conseqüentemente, atrasos e variação de atrasos na 
amostragem e processamento de entrada-saída das plantas físicas. 
A previsibilidade de uma rede de comunicação que ofereça serviços de transmissão 
de mensagens em tempo real é um requisito fundamental para que o tempo de resposta 
para um fluxo de mensagens seja determinado. 
Nas metodologias apresentadas anteriormente, os pesquisadores preocupavam-se 
com o escalonamento de mensagens sob a rede e seleção do intervalo de amostragem de 
forma a garantir o desempenho e estabilidade do NCS. Consideravam ainda que a rede de 
comunicação possuía uma taxa de transmissão suficiente para a transmissão de 
mensagens, sendo o atraso entre a medição e atuação (atraso de entrada-saída) considerado 
desprezível se comparado ao período de amostragem. 
Como existem plantas físicas sensíveis a atrasos e a variação de atrasos de entrada-
saída e analisando que as abordagens de projeto para NCS sempre desconsideravam este 
fato, esta tese aborda o projeto de NCS, considerando o escalonamento de mensagens, 
período de amostragem e atraso de entrada-saída. 
Esta tese apresenta metodologias de análise e projeto de NCS que consideram as 
propriedades dinâmicas da rede de comunicação e temporal das malhas de controle. 
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3 Redes de Comunicação em Tempo real 
 
3.1 Introdução 
A indústria ao nível de chão de fábrica está, cada vez mais, utilizando a tecnologia 
de redes de comunicação de dados (redes Fieldbus: barramento de campo) para 
interconectar dispositivos como sensores, atuadores e controladores. Isto faz com que as 
aplicações industriais apresentem uma arquitetura distribuída, perante a tradicional 
arquitetura centralizada (ponto-a-ponto de 4-20mA e psi), utilizada por décadas em 
ambiente industrial (Tovar, 1999). 
As vantagens técnicas e econômicas da tecnologia distribuída são extremamente 
consideráveis quando se compara com a tecnologia centralizada (Day and Zimmeramann, 
1993), além do fato de existir a motivação de um conjunto de empresas com objetivo de 
padronização. Em determinadas aplicações às redes Fieldbus podem oferecer redução no 
peso e volume de cabeamento, facilidade de manutenção, diagnóstico computacional, 
motivados também pelo baixo custo das tecnologias de microprocessadores e 
microcontroladores, gerenciamento de dispositivos entre outros fatores, aumentando a 
segurança e confiabilidade, tornando-as cada vez mais atraentes. 
Em certas aplicações industriais os requisitos de tempo consistem em um dos 
principais fatores de projeto, exigindo assim que a rede Fieldbus ofereça garantia de 
serviços de transmissão de dados em tempo real. Este fato é importante, visto que as 
aplicações convivem em um ambiente totalmente concorrente e com imprevisibilidade de 
carga, fazendo-se necessário uma política adequada de escalonamento de tarefas e 
mensagens em tempo real. 
Uma rede de comunicação de tempo real, além de oferecer serviços básicos de 
transmissão de mensagens para as aplicações, deve ainda garantir latências bem definidas 
na transmissão de mensagens de forma que o paradigma de tempo real possa ser aplicado 
em projeto com o intuito de otimização de recursos computacionais e compromisso 
temporal das aplicações. 
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Em um ambiente industrial, está se tornando cada vez mais difundido o convívio 
entre diferentes aplicações com múltiplos requisitos (CPU, rede e outros recursos). De 
acordo com os requisitos das aplicações de automação industrial, as redes de comunicação 
podem ser representadas por uma arquitetura em camadas reduzidas, baseada em uma 
simplificação do modelo RM-OSI (Reference Model – Open Systems Interconnection), 
conforme Fig. 3.1. 
 
 
LLC 
MAC 
PHY 
 
Aplicação 
  
Figura 3.1: Arquitetura em camadas de uma rede industrial clássica 
A Camada de Aplicação é responsável pelas aplicações industriais utilizadas, onde 
se implementa mecanismos de comunicação como produtor-consumidor, cliente-servidor, 
mestre-escravo entre outros. A camada LLC (Logical Link Control) possui mecanismo de 
controle de erro e fluxo, mecanismos de reconhecimento e de retransmissão de 
mensagens, aliviando assim a carga de trabalho da camada de aplicação. A camada MAC 
(Medium Access Control) é responsável pela política de acesso ao meio de comunicação, 
podendo ser determinístico ou não-determinístico. A Camada Física (PHY) é responsável 
pelas especificações elétrica, mecânica,  sinalização e outros com relação à transmissão 
física de um sinal. 
A arquitetura em camadas da Fig. 3.1 pode garantir a transmissão de mensagens em 
tempo real, através de mecanismos de escalonamento de mensagens e acesso ao meio 
determinista das subcamadas LLC e MAC.  
Para isto existem diversas propostas de arquiteturas de redes de comunicação de 
tempo real que oferecem atrasos de transmissão de mensagens, mesmo com a rede sob 
condições de carga adversas. 
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Diversos mecanismos foram propostos e podem fazer com que as redes ofereçam 
serviços de transmissão de mensagens em tempo real, porém direcionando ao nosso foco 
de pesquisa, vai nos ater apenas a redes de comunicação de dados que oferecem 
mecanismos de acesso ao meio em tempo real, com ferramentas para a análise de 
previsibilidade e de tempo de respostas de mensagens no pior caso. 
Neste trabalho estudam-se as redes de comunicação de dados que, além de oferecer 
garantia de transmissão de mensagens em tempo real, apresentam-se mecanismos de 
análise de escalonabilidade de mensagens cientificamente bem consolidadas. As redes 
analisadas são: CAN, TDMA e Token-Passing. 
 
3.2 Tarefas e Mensagens de Tempo real 
Uma rede de comunicação de dados do tipo difusão é semelhante a um sistema de 
computação, onde tarefas concorrem pela sua execução em uma CPU. 
O conceito da teoria de escalonamento de tarefas em tempo rea l pode ser estendido a 
sistemas de comunicação com escalonamento de mensagens sob uma rede do tipo difusão, 
visto que apresentam as mesmas características básicas (Zhang, 2001). 
O escalonamento de CPU e de rede envolve as mesmas características, onde um 
recurso compartilhado é requisitado através de invocações freqüente de tarefas para a CPU 
e mensagens para a rede. 
Entretanto, em sistemas de computação em tempo real o recurso compartilhado é o 
processador com a execução de tarefas de tempo real com propriedades temporais, o 
mesmo podendo ser aplicado a um sistema de comunicação em tempo real onde recurso 
compartilhado é a rede de comunicação com a transmissão de mensagens de tempo real 
com propriedades temporais análogas ao caso de tarefas. 
 
3.2.1 Escalonamento de Tarefas em Tempo real 
A teoria de escalonamento em sistemas de tempo real baseia-se na teoria de 
escalonamento clássico (Liu and Layland, 1973), onde para um dado conjunto de tarefas 
executas concorrentemente com um algoritmo de escalonamento é definido para que o 
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sistema computacional não apenas garanta um resultado lógico correto como também seja 
executado dentro de um prazo limite bem definido (deadline). Escalonamento de tempo 
real envolve a alocação de recursos computacionais e de tempo de forma que os deadlines 
do sistema sejam satisfeitos (Liu, 2000). 
Em função do não cumprimento de deadline na execução de tarefas, os sistemas de 
tempo real podem ser classificados em: 
· Sistemas de tempo real críticos (Hard real-time systems) – são sistemas em que 
as tarefas devem ser executadas antes de um deadline, e a falta deste pode levar as 
conseqüências desastrosas, como um sistema de contro le de direção automotiva, 
freio ABS (Antilock Brake Systems) ou usina nuclear. 
· Sistemas de tempo real não críticos (Soft real-time systems) – são sistemas em 
que as tarefas executantes possuem um deadline associado que pode ou não ser 
respeitado, podendo o sistema manter sua operação com um desempenho degradado 
em caso de perda do deadline, mas sem sofrer nem causar danos ao sistema. 
Em sistemas de tempo real com relação a utilidade do resultado de uma tarefa para a 
aplicação, pode-se definir o seguinte: 
· Tarefa não-crítica (“soft task”), quando apesar da ultrapassagem de uma meta 
temporal, ainda existe algum valor associado ao serviço prestado fora de prazo; 
· Tarefa firme (“firm task”), quando a ultrapassagem de uma meta temporal não 
tem consequências desastrosas, mas o valor do serviço prestado pode ser 
considerado nulo; 
· Tarefa crítica (“hard task”), quando a ultrapassagem de uma meta temporal 
pode ter conseqüências desastrosas, ou seja, o valor do serviço prestado fora de 
prazo é muito menor que o valor nega tivo do prejuízo causado; 
Em sistemas de controle de tempo real, o algoritmo de controle é caracterizado por 
um algoritmo computacional ativado periodicamente com um tempo de execução 
definido. A Fig. 3.2 apresenta as propriedades temporais de uma tarefa com ativação 
periódica. 
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Figura 3.2: Propriedades temporais de uma tarefa periódica de tempo real 
Em geral, uma tarefa de tempo real ti é caracterizada por diversos parâmetros que 
influenciam no seu tempo de resposta, descritos na Tabela 3.1. 
 
Tabela 3.1: Parâmetros de uma tarefa periódica de tempo real 
Parâmetro Descrição 
Ci Tempo de computação de uma tarefa no pior caso 
Ti Período de execução da tarefa 
ri Instante que uma tarefa torna-se pronta para ser executar 
si Instante em que a tarefa inicia sua execução 
fi Instante em que a tarefa finaliza sua execução 
Ji Tempo gasto entre a liberação até o inicio da execução no pior caso 
Ii Interferência sofrida pela preempção de outras tarefas  no pior caso 
Bi Bloqueio máximo sofrido devido a execução de tarefas de menor prioridade 
Ri Tempo de resposta da tarefa no pior caso 
di Deadline da tarefa 
 
De acordo com o diagrama temporal de uma tarefa executada em função de um 
algoritmo de escalonamento em tempo real, pode-se verificar que entre o instante de 
liberação e finalização, ela poderá sofrer diversas interferências, que a princípio podem ser 
previsíveis. 
A mesma denominação pode ser aplicada aos sistemas de comunicação de tempo 
real, exceto a preempção de quadros (frames), visto que se um nó computacional iniciar a 
transmissão de um quadro, ele próprio  deverá concluí- la. 
 
3.2.2 Escalonamento de Mensagens em Tempo real 
O escalonamento de mensagens de tempo real em redes de comunicação baseia-se 
na teoria de escalonamento de tarefas em tempo real e sem preempção, para um dado 
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conjunto de nó computacional que deseja transmitir suas mensagens, concorrendo assim 
pela posse de um canal de comunicação. 
Para que a transmissão de uma mensagem seja realizada dentro de um prazo limite 
bem definido (deadline), é necessário um algoritmo de escalonamento de mensagens sob 
os nós computacionais e um protocolo  de acesso ao meio determinista. 
Relativamente à falta de deadline na transmissão de mensagens, os sistemas de 
comunicação de tempo real podem ser classificados quanto: 
· Sistemas de Comunicação de Tempo Real Críticos (Hard real-time 
communication systems) – são sistemas de comunicação onde as mensagens devem 
ser transmitidas antes de um deadline, onde a falta deste pode levar a conseqüências 
desastrosas, como em sistemas automotivos X-by-Wire. 
· Sistemas de Comunicação de Tempo Real Não Críticos (Soft real-time 
communication systems) – são sistemas de comunicação onde as mensagens podem 
até não cumprir o seu deadline, podendo o sistema ainda manter sua operação com 
uma desempenho degradada, como em sistemas distribuídos multimídia. 
Para fornecer um requisito de transmissão de tempo real, a camada física e de 
aplicação obedecem às mesmas funcionalidades do modelo RM-OSI. Porém o protocolo 
de acesso ao meio da subcamada MAC deverá ter um caráter determinista e a subcamada 
LLC deverá apresentar um mecanismo de escalonamento de mensagens local também 
determinista, ou seja, a arquitetura em si das subcamadas não se mostra modificada, o que 
ocorre com as propriedades dos protocolos das subcamadas de enlace (LLC) e de acesso 
ao meio (MAC). 
Esses dois requisitos importantes em uma rede de comunicação de tempo real são 
suficientes para que a transmissão de uma mensagem seja previsível. Com este propósito 
em relação aos protocolos de acesso ao meio (MAC), as redes de comunicação dividem-se 
em duas classes: as deterministas e não deterministas. 
Dentre as redes não deterministas, podemos citar a Ethernet, padrão que utiliza o 
protocolo de acesso ao meio CSMA/CD, e entre as deterministas temos as redes 
PROFIBUS, CAN, TDMA, entre outras. 
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Um protocolo MAC que nos garante determinar o tempo de transmissão bem 
definido é um dos critérios mais importantes para que seja possível determinar o atraso de 
controle em cada ciclo. 
A arquitetura de uma rede de comunicação de tempo real deverá obedecer ao 
seguinte modelo mostrado na Fig. 3.3. 
 
 
CAN, TTP, FTT-CAN etc  
 
tprep APLICAÇÃO 
Rede de Controle 
LLC 
MAC 
FÍSICA 
APLICAÇÃO 
LLC 
MAC 
FÍSICA 
tfila  
tMAC 
tproc 
tTX 
Nó A Nó B 
 
Figura 3.3: Arquitetura de rede de comunicação de dados baseado no modelo em 4 camadas básico. 
A latência de transmissão de uma mensagem Mm , do Nó computacional A para o Nó 
computacional B consiste na soma de latências de preempção (tprep), fila de mensagens que 
desejam ser transmitidas em um nó computacional específico (tfila) e MAC no emissor 
(tMAC) é o tempo relativo ao escalonamento das mensagens, quando várias mensagens 
pretendem acessar simultaneamente ao meio de comunicação (tT X) e latência de 
processamento no receptor (tproc). Todas estas unidades são dadas em segundos. 
Na Eq. (3.1) apresenta-se o atraso total para a transmissão de uma instância k da 
mensagem m sob, uma rede de comunicação. 
k
mproc
k
mTX
k
mMAC
k
mfila
k
mprop
k
m tttttt ,,,,, ++++=  (3.1) 
Para o caso de não haver concorrência de mensagens na fila de transmissão e acesso 
ao meio de comunicação deve-se considerar tkfila e  tkMAC iguais a zero. 
Um fluxo de mensagens periódicas de tempo real  Mm pode ser caracterizada pelo 
comportamento temporal apresentado na Fig. 3.4. 
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Tprep TTX 
Tmk- 1 Tmk  
Tfila  TMAC Tprep TTX Tfila TMAC 
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Figura 3.4: Propriedades temporal de uma mensagem periódica de tempo real 
Em geral um fluxo de mensagens de tempo real Mi pode ser caracterizada por 
diversos parâmetros que influenciam no seu tempo de resposta, descrito na Tabela 3.2. 
 
Tabela 3.2: Parâmetros de mensagem de comunicação de tempo real 
Parâmetro Descrição 
Cm Tempo de transmissão de uma mensagem 
Tm Período de transmissão da mensagem 
tprep Tempo de  preparação de mensagem 
tfila Atraso na fila de transmissão de mensagem 
tMAC Tempo que o nó computacional aguarda para ter posse do 
meio 
tTX Tempo de transmissão da mensagem 
sm Instante em que uma mensagem inicia sua transmissão 
fm Instante em que uma mensagem finaliza sua execução 
Rm Tempo de resposta da mensagem 
dm Deadline de uma mensagem 
 
A seguir a problemática de escalonamento de mensagens em tempo real, com 
análises de escalonabilidade será tratada, em função das propriedades temporais de 
mensagens em redes de comunicação e do paradigma de tempo real. 
As redes escolhidas para a discussão possuem mecanismos de onde derivam as 
condições para que o projetista possa determinar tempo de resposta para mensagens em 
redes de comunicação em tempo real.  
 
3.3 CAN (Controller Area Network) 
A rede CAN (Controller Area Network) (ISO 11898, 1993) foi originalmente 
projetada para ser utilizada em veículos automotivos para  resolver os problemas de 
cablagem que aumentavam com o crescimento do uso de componentes baseados em 
microprocessadores. 
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A rede CAN constitui-se num conjunto de especificações ao nível de camada física e 
controle de acesso ao meio, baseado modelo de referencia OSI (Day and Zimmermann, 
1983), tornando-se necessária a implementação de camadas superiores com serviços 
adicionais para as aplicações veiculares e industriais. De acordo com os requisitos das 
aplicações automotivas, diversas arquiteturas distribuídas baseado na rede CAN foram 
apresentadas, dentre as principais podemos citar: VOLCANO (Volcano, 1996), 
CANKingdom (CANKingdom, 1996) e J1939 (SAE J1939, 2000). 
A indústria notou que a rede CAN poderia oferecer os serviços básicos de que as 
aplicações industriais necessitavam, contanto que camadas adicionais fossem inseridas 
com serviços específicos. Com o objetivo de padronização dos sistemas Fieldbus, a IEC ( ) 
e CENELEC ( ) definiram um conjunto de padrões para diferentes tecnologias Fieldbus, 
gerando respectivamente as normas IS 62026-X e EN 50325 ( ) e ( ) que compreendem 
diferentes soluções Fieldbus baseadas na tecnologia CAN. 
Dentre estas, podemos citar os padrões tais como DeviceNet ( ), SDS ( ) e 
CANOpen ( ), adequadas para o suporte de Sistemas de Controle via Redes (NCS) de 
pequena escala em automação industrial. 
As variantes da rede CAN para automação industrial possuem um considerável 
overhead relativo às camadas superiores, dificultando o cálculo de tempo de transmissão 
de mensagens, irrelevante para as aplicações industriais de propósito gerais. 
O protocolo CAN implementa um barramento baseado em prioridade, com um 
protocolo MAC do tipo CSMA/NBA (Carrier Sense Multiple Access with Non-
Destructive Bitwise Arbitration) ou Forcing-header. Neste protocolo, qualquer estação 
pode acessar o barramento para transmitir uma mensagem, quando ele estiver ocioso. 
Entretanto, contrariamente às redes com protocolo CSMA, como Ethernet, a resolução da 
colisão não é destrutiva, no sentido de que sempre uma das me nsagens sendo transmitida, 
será bem sucedida. 
Quatro tipos de mensagens podem ser transferidas em uma rede CAN. Duas são 
usados durante a operação normal da rede CAN: a mensagem Data-Frame, que é usada 
para transferir dados de uma estação para outra e a me nsagem Remote-Frame, que é usada 
para requisitar dados de uma estação distante. As outras duas mensagens são usadas para 
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sinalizar um estado anormal da rede CAN: a mensagem Error-Frame sinaliza a existência 
de um estado de erro e a mensagem Overload-Frame sinaliza que uma estação particular 
não está pronta para transmitir dados. 
Os sinais do barramento podem ter dois estados diferentes: bit recessivo e bit 
dominante (que sempre sobrescreve o bit recessivo). O mecanismo de resolução da colisão 
funciona como se descreve a seguir: quando o barramento torna-se ocioso, cada estação 
com mensagem pendente iniciará sua transmissão. Durante a transmissão do campo 
identificador, se uma estação ao transmitir um bit recessivo e em seguida ler um bit 
dominante, significa que ocorreu uma colisão com uma me nsagem de maior prioridade e, 
conseqüentemente, esta estação aborta a transmissão da mensagem. A me nsagem de maior 
prioridade sendo transmitida irá prosseguir sem perceber qualquer colisão e, assim, será 
transmitida com sucesso. Ao se transmitir a mensagem de maior prioridade, ela irá 
prosseguir sem perceber qualquer colisão é a que tiver o maior valor de bits dominantes no 
campo identificador. Isto equivale à execução de uma operação lógica AND entre os bits 
do campo identificador enviados pelas estações concorrentes. Obviamente, cada fluxo de 
mensagem deverá ser unicamente identificado. A estação que perder a fase de arbitragem 
terá nova oportunidade de transmissão da sua mensagem no próximo ciclo. A Fig. 3.5 
apresenta de forma ilustrativa o processo de arbitragem de um barramento CAN. 
 
 
Figura 3.5: Processo de arbitragem no barramento CAN 
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3.3.1 Modelo de Mensagens 
Assumindo que uma rede CAN possua r estações e n fluxos de mensagens 
periódicas, sendo cada fluxo definido por: 
),,( mmmm DTCS =  (3.2) 
Um fluxo de mensagem é uma seqüência temporal de mensagens relativas, por 
exemplo, à leitura remota de uma variável de processo específico. O termo  Sm é 
caracterizado como um identificador para um fluxo de mensagem; Cm  é o tempo de 
transmissão da mensagem e Tm  é a periodicidade de transmissão considerada como o 
intervalo de tempo mínimo entre duas chegadas consecutivas de requisições para a fila de 
saída do fluxo Sm. Fina lmente, Dm  é a meta temporal relativa de uma mensagem (deadline) 
do fluxo Sm, que consiste no intervalo de tempo máximo admissível entre o instante em 
que a requisição da mensagem é colocada na fila de saída e o instante em que cada 
mensagem é completamente transmitida. 
 
3.3.2 Análise de Escalonabilidade de Mensagens  
Liu and Layland, 1973 mostraram que o algoritmo RM (“Rate Monotonic”) é um 
algoritmo matematicamente demonstrado como o melhor entre todos os algoritmos de 
prioridade fixa para tarefas independentes e com período igual ao deadline, no sentido 
de que nenhum outro algoritmo de prioridade fixa pode escalonar um conjunto de tarefas 
que não possa ser escalonado por RM. 
O algoritmo de escalonamento de tarefas RM pode ser estendido ao caso de 
escalonamento de mensagens, levando-se em conta que a análise sob um conjunto de 
tarefas sobre uma CPU pode ser estendida ao caso de um conjunto de mensagens sob a 
rede. Considera-se, ainda, que num ambiente de rede o escalonamento de mensagens é 
não-preemptivo ao nível de frame. 
Um teste de escalonabilidade foi proposto em por Sha and Lechosky, 1987 e 
descrito a seguir. Para um conjunto de mensagens periódicas e não-preemptivas, com 
prioridade decrescente são escalonáveis se para todo m =1,... , N. 
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sendo bl,i o tempo de bloqueio no pior caso por uma tarefa de prioridade mais baixa ou 
seja,  
jNij
ml Tb
,...,1
, max
+=
=  (3.4) 
 
 
3.3.3 Análise do Tempo de Resposta no Pior Caso de Mensagens  
Em Tindell et al. (1995) os autores apresentaram em detalhes as análises do tempo 
de resposta de redes CAN. Eles definiram que as mensagens possuíam prioridade fixa para 
os respectivos fluxos (acesso à rede baseado sobre a prioridade do identificador, 
assumindo que a cada fluxo de mensagens é atribuído um identificador único na rede) e 
um modelo de escalonamento não-preemptivo, ou seja, ao se transmitir as mensagens com 
menor prioridade, estas não serão interrompidas por mensagens de maior prioridade. 
Considerando tal modelo de escalonamento, adapta-se todas as análises de 
escalonabilidade existentes para o escalonamento de tarefas (Audsley et al. (1993)) para o 
caso de escalonamento de mensagens sobre uma rede CAN. 
O tempo de resposta no pior caso de uma mensagem enfileirada, medida desde a 
chegada de uma requis ição da mensagem para a fila de saída até o instante em que a 
mensagem é completamente transmitida, é dado em (3.5): 
mmmm CwJR ++=  (3.5) 
O termo Cm  representa o tempo gasto para se transmitir uma mensagem m 
fisicamente sobre o barramento. O pacote de uma mensagem CAN básica, contém 47 bits 
de overhead por mensagem, e um stuffing de 5 bits, sendo apenas 34 bits dos 47 bits de 
overhead que estão sujeitos ao stuffing. O termo Cm  é apresentado a seguir. 
bitm
m
m s
s
C t×÷÷
ø
ö
çç
è
æ
++úû
ú
êë
ê += .847
5
.834
 (3.6) 
Em (3.6), temos que o termo sm indica o tamanho limitado da mensagem m em 
bytes, e o termo tbit é o atraso de propagação, ou seja, o tempo necessário para se 
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transmitir um bit sobre o barramento, como exemplo, sob um barramento a 1Mbit/s, resuta 
que tbit = 1µs. 
O termo wm  em (3.5), representa o atraso na fila no pior caso (o maior tempo entre a 
inserção de uma mensagem na fila de prioridades e o início de sua transmissão) 
representado por (3.7). 
( )
j
mhpj j
bitjm
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ê
ê
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 (3.7) 
Sendo que hp(m) é o conjunto de mensagens no sistema com prioridade maior que a 
mensagem m, e Bm é o tempo de bloqueio no pior caso da mensagem m, assim 
representado: (3.8).  
( )
( )kmlpkm CB Î"= max  (3.8) 
De (3.8) entende-se que lp(m) é o conjunto de fluxos de mensagens no sistema com 
prioridade menor que o fluxo de mensagem Sm. 
Em (3.7), e o termo Jj corresponde ao Jitter de transmissão e Tj é o período de 
ativação do conjunto de mensagens com prioridade maior que a mensagem m. 
Como o termo wm  em (3.7) aparece em ambos os lados da equação, a solução 
requer, assim, a utilização de uma relação de recorrência para sua solução, conforme 
apresentado em (3.9). 
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sendo o termo hp(m), o conjunto de mensagens com prioridade maior que a  mensagem m. 
Finalmente, o termo Jm  em (3.5), representa o Jitter da mensagem (tempo médio de 
espera de uma mensagem na fila de transmissão antes do escaloname nto). 
Em redes CAN é possível determinarmos atrasos de transmissão máximos sob a 
presença de carga através de prioridade sob mensagens. 
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3.4 Token Passing 
O protocolo MAC PROFIBUS é baseado no procedimento de passagem do bastão 
usado por estações-mestres para garantir acesso ao barramento a cada outra, e um 
procedimento mestre-escravo usado pelas estações-mestres para comunicar com estações-
escravos. Neste caso definem-se duas categorias de mensagens: mensagens de alta 
prioridade e mensagens de baixa prioridade, que utilizam duas filas de saídas 
independentes. 
O procedimento de passagem do bastão PROFIBUS utiliza uma versão simplificada 
do protocolo Timed-Token (Grow, 1982) para controlar tanto o acesso ao barramento 
como também o tempo de ciclo do bastão. Este procedimento funciona como a seguir se 
descreve: Cada estação mestra, depois de receber o bastão, realiza a medição do início do 
tempo de rotação do bastão. Esta medição expira na próxima chegada do bastão e resulta 
no tempo de rotação real do bastão (TRR). Um valor comum do tempo de rotação-alvo do 
bastão (TTR) deve ser definido, devendo este ser pequeno o suficiente para satisfazer os 
requisitos de correção de resposta para o sistema global. Quando uma estação recebe o 
bastão, o temporizador do tempo de retenção do bastão (TTH) é dado pelo valor 
correspondente pela diferença, se positivo, entre os valores de TTR e de TRR. 
Se, à chegada do bastão este estiver atrasado, ou seja, o tempo de rotação real do 
bastão (TRR) for maior que o maior tempo de rotação alvo do bastão (TTR), a estação-
mestra pode transferir, no máximo, uma mensagem de alta prioridade. Caso contrário, a 
estação mestra pode transferir mensagens de alta prioridade enquanto TTH > 0. As 
mensagens de baixa prioridade serão transferidas, quando não existirem mais mensagens 
de alta prioridade e, enquanto TTH > 0. 
Um conceito importante no protocolo PROFIBUS é o ciclo de mensagem. Um ciclo 
de mensagem consiste numa mensagem de ação do mestre (mensagem de requisição ou 
envio/requisição) associada a uma mensagem de reconhecimento ou resposta do receptor. 
O dado de controle pode ser transmitido na mensagem de ação ou na mensagem de 
resposta. 
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A seguir é apresentado o procedimento de passagem do bastão da rede PROFIBUS 
(Tovar, 1999): 
 
1.1. /* procedimento de incializacao */ 
1.2. Em cada estacao K, (K = 1, 2, ... , n): 
1.3.  TTH ß 0; 
1.4. TRR ß 0; 
1.5.  Libera TRR;  /* temporizador de crescente */ 
1.6.  
1.7. /* procedimento de execucao */ 
1.8. Em cada estacao K, (K = 1, 2, ... , n), na chegada do Token, DO: 
1.9. TTH ß TTR - TRR; 
1.10. TRR ß 0; 
1.11.  Libera TRR;  /* temporizador de crescente */ 
1.12.  IF TTH > 0 THEN 
1.13.   Libera TTH;  /* temporizador decrescente */ 
1.14.  ENDIF; 
1.15. IF Existe mensagens de alta prioridade pendentes 
1.16.  Transfira uma mensagem de alta prioridade 
1.17. ENDIF; 
1.18. WHILE TTH > 0 AND Mensagens de alta prioridade DO 
1.19.  Transfira mensagens de alta prioridade 
1.20. ENDWHILE; 
1.21. WHILE TTH > 0 AND Mensagens de baixa prioridade DO 
1.22.  Transfira mensagens de baixa prioridade 
1.23. ENDWHILE; 
 
Assumindo uma rede com r estações (estações mestre para o caso PROFIBUS) e n 
fluxos de mensagens (fluxos de mensagens de alta prioridade para o caso PROFIBUS) 
definidas como: 
),,( km
k
m
k
m
k
m DTCS =  (3.10) 
Um fluxo de mensagem é uma seqüência temporal de mensagens relativas, por 
exemplo, à leitura remota de uma variável de processo específica. O termo Cm  é a mais 
longa duração da mensagem do fluxo Sm . Tm é a periodicidade da requisição de fluxos Sm , 
considerado como o intervalo de tempo mínimo entre duas chegadas consecutivas de 
requisições para a fila de saída do fluxo Sm . Finalmente, Dm  é a meta temporal relativa de 
uma mensagem; que consiste no intervalo de tempo máximo admissível entre o instante 
em que a requisição da mensagem é colocada na fila de saída e o instante em que cada 
mensagem é completamente transmitida. 
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Adicionalmente, para o caso PROFIBUS considera-se uma mensagem especial (o 
bastão), que circula ao longo do anel lógico formado pelos mestres. Denota-se a latência 
do anel lógico (tempo de rotação do bastão, incluindo o atraso de latência do nó 
computacional e o atraso de propagação do meio, etc) como t. 
Em (Tovar e Vasques, 1999a), os autores sugerem duas abordagens diferentes para 
garantir o comportamento de tempo real do tráfego síncrono em redes PROFIBUS. 
Na primeira abordagem – o Perfil de Tráfego de Baixa Prioridade Não Restrito, o 
requisito de tempo real para o tráfego de alta prioridade é satisfeito independentemente da 
carga de tráfego de baixa prioridade, desde que o protocolo garanta que  no mínimo uma 
mensagem de alta prioridade seja transmitida por visita do bastão. Neste caso, o máximo 
tempo de resposta para a transmissão de uma mensagem do fluxo Sm  é: 
k
mi
k
cycle
kk
m
kk
mi CTnCQR +´=+=  (3.11) 
O termo Tcycle é a periodicidade que o bastão leva para passar por todos os nós 
computacionais, e n corresponde ao número de nó computacional sob a rede. 
 
3.5 TDMA (Time Division Medium Access) 
O protocolo TDMA (Time Division Medium Access) citado em Kurose et al., 1984, 
sendo o TTP - Time Triggered Protocol, a sua implementação mais conhecida, fornece um 
serviço de comunicação de múltiplo acesso e livre de colisão, permitindo que cada estação 
utilize periodicamente a capacidade total de transmissão ou largura de banda total, do 
canal de comunicação por alguma quantidade de tempo fixo. 
Desta forma, o canal é compartilhado no tempo entre as estações, e o tempo é assim 
dividido dentro de intervalos de comprimentos fixos denominados por slots, como pode 
ser visto na Fig. 3.6. 
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Figura 3.6: Esquema de acesso ao meio do protocolo TDMA 
Em uma versão ma is simplificada do TDMA, o número de slots por frame 
corresponde ao mesmo número de estações conectadas à rede e, a cada estação é garantida 
a utilização do canal para a duração de um slot-time por frame. 
É importante notar que o protocolo TDMA é muito ineficiente. Uma primeira fonte 
de ineficiência surge, quando o número de estações na rede muda com o tempo, como em 
um ambiente de rádio na terra com estações móveis.  
Uma segunda fonte de ineficiência ocorre quando uma estação não possui 
mensagem a ser transmitir, desta forma o slot-time referente à estação não é utilizado, 
mesmo que outras estações pudessem utilizá- lo. 
Como será mostrado a seguir, apesar destes fatores negativos, o protocolo TDMA é 
determinista e bastante utilizado em aplicações de segurança crítica tais como freio ABS, 
air-bag e outras aplicações automotivas.  
 
3.5.1 Modelo de Mensagens 
Assumindo que uma rede TDMA possua r estações e n fluxos de mensagens, sendo 
cada fluxo definido por: 
),,( mmmm DTCS =  (3.12) 
Um fluxo de mensagem é uma seqüência temporal de mensagens relativas a, por 
exemplo, leitura remota de uma variável de processo específico. Um fluxo de mensagem 
Sm  é caracterizado por um único identificador. Cm  é a maior tempo de duração da 
mensagem do fluxo Sm . Tm é a periodicidade de transmissão considerada como o intervalo 
de tempo mínimo entre duas chegadas consecutivas de requisições para a fila de saída do 
fluxo Sm . Finalmente, Dm  é a meta temporal relativa de uma mensagem (deadline) do fluxo 
Sm , que consiste no intervalo de tempo máximo admiss ível entre o instante em que a 
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requisição da mensagem é colocada na fila de saída e o instante quando cada mensagem é 
completamente transmitida. 
 
3.5.2 Análise do Tempo de Resposta no Pior Caso de Mensagens  
A análise de escalonabilidade para um simples processador é empregado ao caso de 
transmissão de mensagens em uma rede LAN, do tipo difusão que utiliza o protocolo 
TDMA de acesso ao meio , que foi inicialmente abordada por Tindell and Clark, 1994. 
Neste trabalho será considerado que o tempo total de transmissão de uma mensagem 
m de um nó computacional a outro sob a rede é dado por: 
mmm W+C=R  (3.12) 
sendo que Cm,k  corresponde ao tempo necessário para transmitir uma mensagem do 
adaptador de comunicação-origem para o adaptador de comunicação-destino, e Wm,k é o 
tempo que uma mensagem gasta para ser totalmente removida da fila de pacotes do 
adaptador de comunicação. 
Para uma dada mensagem m, transmitida entre um nó computacional k de origem 
para o nó computacional j de destino, são apresentadas algumas notações importantes para 
o desenvolvimento da ferramenta matemática necessária para análise de escalonabilidade 
de mensagens no protocolo TDMA. 
· Cm  - Representa o número de unidades de tempo necessárias para transmitir uma 
mensagem m; 
· Pm  - É o número de pacotes de tamanho fixo que a mensagem m é composta; 
· Tm  - É o período de ativação da mensagem; 
· Sp - É o número de pacotes que o processador p é permitido transmitir no slot 
reservado a ele. 
Em cada ciclo TTDMA, o adaptador de comunicação conectado ao nó computacional 
processador na rede remove  Sp pacotes da fila e começa a transmiti- los por completo. O 
número de ciclos TTDMA necessários no pior caso para que todos os pacotes de uma 
mensagem m sejam removidos na fila de pacotes para serem transmitidos, é dado por: 
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Sendo que Im  é a interferência das mensagens de maior prioridade sob a mensagem 
m que podem ser inseridos em sua frente (quantidade de pacotes com prioridade maior 
que), o número de pacotes da mensagem de prioridade mais alta que m, num instante Tm , 
corresponde ao período de ativação da mensagem m, que pode ser dado por Eq. (3.14).  
A interferência ocorre, se num mesmo nó computacional o processador tiver 
mensagens concorrendo por serem transmitidas. 
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Sendo Tj o período de ativação das mensagens com prioridade mais alta que m e Pj é 
o número de pacotes das mensagens de prioridade mais alta. 
Então a equação que descreve o tempo que uma mensagem m gasta para ser 
removida da fila de pacotes é dada por: 
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Para encontrar o termo Cm  na equação 3.12, determina-se que os Sp pacotes 
transmitidos no último slot TDMA correspondem ao último pacote da mensagem m. 
O número máximo de pacotes que precisam ser levados da fila no instante Tm de 
forma a garantir a transmissão do último pacote de m é dado por: 
mm I+P=x  (3.16) 
O número de slots necessários para transmitir estes pacotes pode ser dado por: 
ú
ú
ú
ù
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é
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x
=s  (3.17) 
Os primeiros (s-1) slots de transmissão não levaram o último pacote da mensagem 
m, por isso o último slot irá transportar o último pacote da mensagem m, que será 
denotado como a ésimo pacote do slot final onde a denota-se por: 
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p)S(sx=a 1--  (3.18) 
Sendo que a corresponde a quantidade dos últimos pacotes a serem transmitidos no último 
slot. O tempo gasto para transmitir todo os pacotes anteriores aos últimos pacotes do 
último slot da mensagem m é representado por: 
?a)(xam .-=  (3.19) 
Sendo que a é o tempo gasto para transmitir um pacote sobre o barramento de 
comunicação. Desta forma o tempo gasto para transmitir uma mensagem m sob o 
barramento de comunicação é dado por: 
a?+a=A mm  (3.20) 
sendo: 
r).1(. pm S)(sx+?a)(x=C ---  (3.21) 
O tempo total para transmissão de uma mensagem m entre os adaptadores de 
comunicação origem e destino pode ser dado por: 
TDMA
p
hp(m)j
j
j
m
m
pm
mmm
T
S
P
T
T
+P
+S)(sx+?a)(x=R
W+C=R
.1.
ú
ú
ú
ú
ú
ú
ú
ù
ê
ê
ê
ê
ê
ê
ê
é
---
å
Î"  (3.22) 
 
 
3.6 Conclusão 
Neste capítulo foram apresentadas as propriedades temporais de tarefas em tempo 
real num sistema computacional e mensagens sob uma rede de comunicação do tipo 
difusão, que suporta tráfego de mensagens em tempo real. Realizou-se uma análise das 
propriedades temporais de tarefas e mensagens com características semelhantes, sendo 
apenas diferenciadas no fator preempção, onde as mensagens não podem ser 
interrompidas durante sua transmissão. 
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A escolha e análise de propriedades das redes: CAN, Token-passing e TDMA, 
foram essenciais para o desenvolvimento deste trabalho cujo objetivo consiste em suportar 
sistemas de controle via redes. As aplicações de controle fechadas sob uma rede de 
comunicação requerem um tráfego de mensagens em tempo real, sendo que para as redes 
apresentadas acima esta análise foi desenvolvida baseada no cálculo do tempo de resposta 
no pior caso de mensagens. 
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4 Sistemas de Controle via Redes (NCS) 
 
4.1 Introdução 
Com a grande disponibilidade e o baixo custo da atual tecnologia de redes de 
comunicação de dados, a comunidade de sistemas de controle notou uma grande utilização 
destas para interconexão de sensores, atuadores e controladores em sistemas de controle 
realimentado. Este tipo de implementação em que as malhas de controle são fechadas sob 
uma rede de comunicação é habitualmente denominada por Sistemas de Controle via 
Redes (ou NCS, para “Networked Control Systems”). 
Em torno dos NCS está se desenvolvendo uma nova área de pesquisa 
multidisciplinar, envolvendo as comunidades de sistemas de controle, sistemas de tempo 
real e redes de comunicação (Ärzén et al., 1999). 
O problema de NCS assemelha-se ao de escalonamento em tempo real e controles 
integrados (ver um estudo detalhado em Ärzén et al., (1999)) pelo fato de que possuem 
mensagens que concorrem para serem transmitidas no canal de comunicação. 
Basicamente, deve-se definir uma rede de comunicação com um protocolo de 
escalonamento em tempo real para as mensagens concorrentes de forma que os algoritmo s 
de controle tenham suas restrições temporais garantidas (Tovar, 1999). Em conseqüência, 
é efetuada uma análise de uma arquitetura genérica, envolvendo todos os principais 
problemas que podem ser encontrados num projeto de diferentes arquiteturas de NCS. 
Um dos principais requisitos de um NCS com relação à rede de comunicação, é que 
esta ofereça um serviço de comunicação de tempo real. Subjacente a este tipo de serviço, 
deve estar a possibilidade de suportar fluxos de mensagens periódicas, de forma a 
transferir dados periódicos relacionados com o controle, a capacidade em garantir um 
tempo de resposta limitado superiormente para transferência de mensagens entre os nós 
computacionais e a capacidade de garantir um comportamento temporal previsível na 
presença de carga de rede variável por causa do tráfego não relacionado à aplicação de 
controle. 
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Existem diferentes redes candidatas ao suporte de NCS, devido a fornecerem 
serviços de comunicação de tempo real adequados. Como possíveis redes candidatas, 
incluem-se neste caso as redes que possuam um protocolo MAC determinístico, tal como 
os apresentados no Capítulo 3. 
 
4.2 Sistemas de Controle por Computador 
Uma malha clássica de controle por computador consiste em três partes principais: o 
elemento sensor para aquisição de dados, o computador para a execução do algoritmo de 
controle e o atuador para transmissão do sinal de controle à planta física. 
Quando diversas malhas de controle são fechadas sob um computador, os algoritmos 
de controle tornam-se programas concorrentes executando sobre recursos computacionais 
compartilhados e escassos, como CPU, memória, e unidades de E/S (ou I/O de I para 
Input e O para Output). Faz-se assim necessário uma política de escalonamento de tarefas, 
de forma que os diferentes programas tenham uma execução correta e garantida, em 
termos lógicos e temporais. Para isto, é fundamental a consideração do paradigma de 
tempo real que contempla os requisitos lógicos e temporais de um conjunto de programas 
concorrentes (Cervin, 2003). 
Considere um algoritmo de controle executados sob um conjunto de recursos 
computacionais escassos e compartilhados por outros algoritmos. A planta física 
controlada é amostrada periodicamente em intervalos de tempo h. 
O instante exato de medição da variável de saída e atuação na variável de controle 
da planta física é denominado por I e O. O instante da liberação para execução da tarefa de 
controle é denotado por ri.  
O atraso entre o instante de medição e atuação na planta física, LIO, é denominado 
por atraso de entrada-saída (ou atraso de controle) e pode ser variável em função da 
preempção do tempo de execução de um algoritmo de controle Ci (que é definido a partir 
do WCET – Worst Case Execution Time), por tarefas de maior prioridade ou em situações 
de bloqueio. A variação do atraso de controle é denominada como o jitter de controle, JIO. 
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Computador 
G(s) 
Gc(z) D-A A-D 
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(b) 
Figura 4.1: (a ) Diagrama em blocos de um sistema de controle por computador e (b) Diagrama temporal 
de um controlador digital. 
A Fig. 4.1 apresenta um diagrama em blocos para um sistema de controle por 
computador e o diagrama temporal para um controlador digital. Note que para este caso, 
onde existe apenas uma malha de controle, o controlador digital não possui atraso no 
instante de amostragem LS e conseqüentemente não possui jitter de amostragem JS e nem 
jitter de entrada-saída JIO. Esta idéia nos dá condições de realizarmos projetos de 
controladores, considerando apenas período de amostragem h e atraso de entrada-saída 
LIO. 
Em (Cervin, 2003) foi apresentado um estudo sobre o impacto do atraso e jitter do 
instante de amostragem, entrada-saída e período de amostragem sob o desempenho do 
controle (QoC – Qualidade do Controle), como base para o problema de escalonamento 
em tempo real e controle integrados, apresentando também as soluções alternativas. 
Em um sistema de controle por computador o controlador pode ser implementado de 
duas formas distintas (Cervin et al., 1999), na primeira o projeto é desenvolvido no 
domínio de tempo contínuo e em seguida realizado a discretização do modelo com a 
implementação do controlador na forma digital. Na segunda abordagem, todo o projeto é 
realizado baseado na teoria de controle digital e imediatamente o controlador é 
implementado na forma digital. 
A implementação do algoritmo de controle num computador digital é realizada na 
forma algorítmica com sua codificação e comportamento temporal, podendo ser visto na 
Fig. 4.2. 
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t := TempoCurrente;  
LOOP  
   LeEntrada;   
   AlgoritmoControle; 
   AtualizaEstado; 
   EscreveSaida; 
    t := t + h; 
   EsperaAte(t); 
END 
(a) 
 
CS 
I I O 
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O 
LIOk  
US CS US 
 
 
(b) 
Figura 4.2: (a) Algoritmo de controle clássico e (b) Diagrama temporal de um controlador digital clássico. 
Para este tipo de implementação clássica o algoritmo de controle é composto um 
parte do código que executa os cálculos para gerar o sinal de saída do controlador CS 
(Code Segment) e a parte do código que atualiza os estados do controlador US (Update 
State), onde o tempo de execução de ambos compreende no atraso de entrada-saída. 
Existem implementações de sistemas de controle por computador onde a desempenho de 
controle está diretamente relacionada com o atraso de entrada-saída.  
O código do controlador é composto em duas partes distintas, CS e US, onde o 
instante de atuação na planta física ocorre exatamente após a execução das partes CS e US, 
num determinado ciclo de controle. O pedaço de código US introduz um atraso de 
entrada-saída considerável que pode vir a comprometer a qualidade de controle da planta 
física. 
Uma solução alternativa para a redução do atraso de entrada-saída pode ser vista na 
Fig. 4.3. Note que o instante de atuação na planta de controle ocorre exatamente quando o 
parte de código CS termina, reduzindo assim o atraso de entrada-saída. 
 t := TempoCorrente;  
LOOP  
   LeEntrada;   
   AlgoritmoControle; 
   EscreveSaida; 
   AtualizaEstado; 
    t := t + h;  
   Espe raAte(t); 
END 
(a) 
 
LIO
k 
LIO
k 
CS 
I I O 
rk -1 rk rk+1  
hk-1 hk 
O 
US CS US 
 
 
(b) 
Figura 4.3: (a) Algoritmo  de controle modificado e (b) Diagrama temporal de um controlador digital 
modificado. 
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O principal problema de um sistema de controle por computador ao nível de 
algoritmo de controle consiste em como definir o período de amostragem h e atraso de 
entrada-saída LIO de forma a garantir um desempenho e estabilidade aceitável. Nesta tese 
não iremos considerar o jitter de amostragem e entrada-saída (Cervin, 2003). 
Serão apresentados a seguir dois métodos para determinação do período de 
amostragem e atraso de entrada-saída de um sistema de controle por computador 
realimentado, Regra de Thumb (Rule of Thumb) e Critério de Desempenho Quadrático. 
 
4.2.1 Projeto do Controlador no Domínio de Tempo Contínuo 
Considere um servo-sistema do tipo motor-dc, onde o objetivo de controle é que a 
saída y(t) siga um sinal de referência yref(t) o mais próximo possível. O servo-sistema é 
representado por uma função de transferência e um controlador do tipo PD (proporcional 
mais derivativo), projetado e implementado na forma de um controlador discretizado. O 
procedimento de projeto, que pode ser encontrado em literaturas clássicas de sistemas de 
controle, é descrito brevemente a seguir.  
Tabela 4.1. Parâmetros de projeto do controlador PD. 
Controlador PD Processo 
G(s) 
wb 
(rad/s) Kd Td 
)1(
1000
)(
+
=
ss
sG  40 1 0,04 
 
 
Figura 4.4: Desempenho em malha fechada do motor-dc para um sinal de referência y ref(t). 
  39 
A partir do modelo dinâmico do processo, especifica-se um índice de desempenho 
do tipo largura de banda wb, desejada em malha fechada para o sistema de controle. Desta 
forma, é possível algebricamente determinar os parâmetros Kp e Td do controlador PD, 
conforme apresentados na Tabela 4.1. A Fig. 4.4 apresenta a resposta y(t) em malha 
fechada do motor-dc para um sinal de referência yref(t). Note que o sistema foi projetado 
para satisfazer os requisitos de resposta subamortecida. 
 
4.2.2 Regra de Thumb 
A seleção do período de amostragem  para um sistema de controle por computador 
(realimentado) pode ter um desempenho aceitável, se obedecer à regra de thumb (Åstrom 
and Wittenmark, 1997). A regra sugere que o intervalo de amostragem h deverá ser 
escolhido tal que: 
6,02,0 <´< hbw  (4.1) 
sendo que wb corresponde à largura de banda do sistema em malha fechada. Para os 
parâmetros de projeto do sistema de controle da Tabela 4.1, a seleção do período de 
amostragem deverá satisfazer a desigualdade 5 < h < 15 com h dado em milisegundos, 
para que o sistema de controle tenha um desempenho e estabilidades aceitáveis . 
Para utilização deste método, é necessário que se conheça o modelo do sistema de 
controle em malha fechada com sua largura de banda. Dada a sua simplicidade, é 
largamente utilizado, porém não proporciona informações do efeito para o atraso de 
entrada-saída sobre o desempenho de controle. De forma experimental um desempenho 
aceitável pode ser garantido para atraso de entrada-saída LIO em torno de 10% do período 
de amostragem h. 
A regra de thumb, apesar de ser funcional, não gera informações sob a faixa de 
atraso de entrada-saída (LIO) aceitável, apresentando um recurso limitado na 
implementação de sistemas de controle de tempo real em que  as tarefas podem ter tempos 
de resposta variável e imprevisível. 
  40 
   
(a) (b) (c) 
Figura 4.5: (a) h = 5 ms e LIO = 1 ms, (b) h = 5 ms e LIO = 3 ms, (c) h = 5 ms e LIO = 5 ms. 
   
(a) (b) (c) 
Figura 4.6: (a) h = 10 ms e LIO = 1 ms, (b) h = 10 ms e LIO = 5 ms, (c) h = 10 ms e LIO = 10 ms. 
   
(a) (b) (c) 
Figura 4.7: (a) h = 15 ms e LIO = 1 ms, (b) h = 15 ms e LIO = 8 ms, (c) h = 15 ms e LIO = 15 ms. 
As Fig. 4.5 à 4.7 apresentam as simulações da resposta y(t) em malha fechada do 
motor-dc para um sinal de referência yref(t) para diferentes períodos de amostragem e 
atrasos de entrada-saída. Note que o desempenho e estabilidade são influenciados pela 
seleção do período de amostragem e atraso de entrada-saída.  
Podemos verificar que, através de simulações, tornam-se exaustivas a análise e a 
escolha do melhor período de amostragem (h) e atraso de entrada-saída (LIO) para o 
projetista do sistema de controle.  
  41 
Outro fator importante para a seleção do período de amostragem e atraso de 
entrada-saída é a utilização da CPU pelo algoritmo de controle, que pode ser assim 
representado por h
LU IOcpu =  (Vamos considerar que o atraso de entrada-saída LIO é o 
mesmo tempo de execução do algoritmo de controle Ci dado pelo seu WCET). 
Para período de amostragem  maior, tem-se a vantagem da menor utilização de uma 
CPU, por exemplo: 2.05
1))(5.4.( ==aFigU cpu ou %20  de utilização da CPU. Porém 
com uma sensibilidade maior na qualidade do controle para valores consideráveis de 
latência de entrada-saída. Para período de amostragem menor, a qualidade de controle é 
consideravelmente melhor, porém a utilização da CPU torna-se maior subutilizando o 
recurso computacional, por exemplo : 066.015
1))(7.4.( ==aFigU cpu ou %7.6  de 
utilização da CPU. 
O projeto de sistemas de controle por computador requer um compromisso entre 
qualidade de controle, seleção de período de amostragem e utilização dos recursos 
computacionais. Para isto, técnicas de projeto de controladores, baseadas numa função-
custo da qualidade de controle em função do período de amostragem  e atraso de entrada-
saída é apresentado a seguir, quando o projetista pode, através de funções-custo, definir 
quais valores de período de amostragem  e atraso de entrada-saída para a implementação 
do controlador. 
 
4.2.3 Critério de Desempenho Quadrático 
A regra de thumb apesar de ser facilmente utilizada, apresenta uma deficiência, 
quando necessitamos de um projeto para sistema de controle por computador cuja 
qualidade do desempenho de controle seja fundamental. 
O efeito combinado do período de amostragem  e atraso de entrada-saída pode ser 
facilmente analisado baseado no  desempenho do controlador e avaliado a partir de uma 
função-custo quadrática (Cervin, 2003). 
ò += ¥®
T
oT
dttuty
T
J ))()((
1
lim 22  (4.2) 
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A função-custo (4.2) para um sistema de controle por computador pode ser avaliada 
para diferentes períodos de amostragem  num determinado intervalo de tempo e para uma 
faixa de atrasos de entrada-saída entre 0 a 100% do intervalo de amostragem.  
Baseado numa função-custo de qualidade de controle (QoC), é possível 
determinarmos um espectro da qualidade do controle em função do período de 
amostragem e atraso de entrada-saída. Uma ferramenta computacional importante para 
este fim é o Jitterbug (Cervin and Lincoln, 2003), que  a partir da planta física e do 
controlador gera graficamente uma curva que relaciona a qualidade do controle da planta 
em malha fechada, em função do período de amostragem e do atraso de entrada-saída. 
( )IOLhfJ ,=  (4.3) 
Como exemplo considere um sistema de controle da Tabela 4.1 
   
 
 
 
 
 
 
 
 
 
  
Figura 4.8: O gráfico da função J(hk, LIO) para o sistema de controle da Tabela 4.1.  
A ferramenta computacional Jitterbug gera, a partir da seleção de parâmetros 
internos de entrada do software, um gráfico de desempenho da qualidade da malha de 
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controle em função do período de amostragem e do atraso de entrada-saída, conforme 
pode ser visto na Fig. 4.8. 
Para valores de h = 15 ms e LIO =8 ms (L IO corresponde a 53% de h) no gráfico da 
Fig. 4.8, percebe-se que a função-custo apresenta um valor no gráfico, utilizando uma cor 
avermelhada. Significa que o desempenho do sistema de controle por computador para 
estes valores de h e LIO  apresenta um desempenho marginalmente estável. Isto pode ser 
verificado na Fig. 4.7, através dos resultados de simulação. 
Vamos considerar agora os valores de h = 5 ms e LIO =3 ms (LIO corresponde a 60% 
de h) no gráfico da Fig. 4.8, onde se percebe que a função-custo apresenta um valor que no 
gráfico aparece agora na cor azulada. Significa que o sistema de controle por computador 
para estes valores de h e LIO apresenta um desempenho estável. Isto pode ser verificado na 
Fig. 4.5, através dos resultados de simulação. 
Podemos notar que o gráfico da Fig. 4.8 nos dá informações suficientes para o 
projeto de sistemas de controle por computador, apresentando assim o impacto do período 
de amostragem e atraso de entrada-saída sob a qualidade do controle. 
 
4.3 Sistema de Controle via Redes 
Considere agora um sistema de controle por computador onde os dispositivos de 
campo (sensores, atuadores e controladores) são interconectados por uma rede de 
comunicação de dados com a vantagem inerente no aumento da descentralização das 
tarefas de controle e de medição. Este tipo de sistema de controle, em que a malha de 
controle é fechada através de uma rede de comunicação de dados denomina-se por 
Sistema de Controle via Redes (ou NCS, de “Networked Control Systems”).  
Os elementos sensor, controlador e atuador podem ser considerados sistemas 
computacionais com uma interface de comunicação sob a rede (nós computacionais de 
comunicação). A disposição de nós computacionais sob a rede para a formação de um 
NCS pode ser realizada de três formas distintas, caracterizando assim três possíveis 
arquiteturas de NCS conforme pode ser visto na Fig. 4.9. 
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Figura 4.9: Arquiteturas de NCS com a representação de tarefas e mensagens 
Dois tipos de atrasos devem ser considerados em NCS: os atrasos relacionados com 
a execução das tarefas sob os nós computacionais de processamento e os atrasos 
relacionados com a transmissão de mensagens sob a rede de comunicação. Conforme 
apresentado na Fig. 4.9, a diferença das arquiteturas apresentadas está na quantidade de 
fluxos de mensagens sob a rede de comunicação, nos atrasos e variações de atrasos na 
execução de tarefas e na transmissão de mensagens. Todos estes aspectos podem 
influenciar diretamente no desempenho e estabilidade do sistema de controle do NCS. 
As Fig. 4.9 (a) e (b) apresentam uma arquitetura de NCS com dois nós 
computacionais contendo como diferença básica a disposição do controlador e geram 
apenas um fluxo de mensagem sob a rede de comunicação. A Fig. 4.9 (c) apresenta uma 
arquitetura de NCS com três nós computacionais e gera dois fluxos de mensagens sob a 
rede de comunicação. 
Conforme as arquiteturas de NCS apresentadas na Fig. 4.9, as unidades (nós 
computacionais) de processamento são caracterizadas por tarefas do tipo medição ts, 
execução do algoritmo de controle tc e atuação ta, as quais necessitam de um determinado 
tempo de processamento da CPU para serem executadas. O tempo de execução das tarefas 
é dado a partir do Tempo de Execução no Pior Caso (ou WCET, de “Worst Case 
Execution Time”) e denotados por: 
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s
Ct  = WCET para a tarefa de medição st  
c
Ct  = WCET para a tarefa de execução do algoritmo de controle ct  
a
Ct  = WCET para a tarefa de atuação at  
A rede de comunicação de dados possui uma largura de banda dada em bps (bits por 
segundo) e transmite mensagens do tipo sensor-controlador msc e controlador-atuador 
mca. O tempo de transmissão de uma mensagem é dado por: 
scmC  = 
Tempo de transmissão da mensagem msc do nó computacional 
sensor para o nó computacional controlador 
camC  = 
Tempo de transmissão da mensagem mca do nó computacional 
controlador para o nó computacional atuador 
 
4.3.1 Caracterização das Tarefas 
A tarefa sensor ts deverá ser uma tarefa com ativação periódica (“time-triggered”), 
que amostra a saída do processo y(t) e envia o valor de amostragem ao nó computacional 
controlador. O atraso de processamento do nó computacional sensor, que inclui a 
conversão A/D (analógico-digital) e a fila para transmissão de mensagens, é dada por: 
s
Ct . 
A tarefa controladora tc deverá ser uma tarefa com ativação pela ocorrência de um 
evento significativo (“event-triggered”), ativada pela chegada do valor de sensor 
relacionado. O atraso de processamento desta tarefa é dado por: 
c
Ct , e inclui ambos os 
atrasos: a) atraso de despacho por interrupção e b) atraso de processamento do algoritmo 
de controle. 
A tarefa atuador ta deverá ser também uma tarefa com ativação pela ocorrência de 
um evento significativo que envia um sinal de correção à entrada do processo u(t), ativada 
pela chegada ao nó computacional controlador do valor de atuação relacionado. O atraso 
de processamento desta tarefa é dado por: aCt , e inclui o despacho de interrupções e os 
atrasos de conversão D/A (digital-analógico). 
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Nota-se que os nós computacionais de processamento executam tarefas 
independentes e sem concorrência, considerando assim que para as arquiteturas de NCS da 
Fig. 4.9 o tempo de computação das tarefas seja constante. 
 
4.3.2 Caracterização das Mensagens  
Os atrasos de comunicação incluem os atrasos de acesso ao meio de comunicação 
(escalonamento de mensagens) e da transmissão de mensagens. No entanto, enquanto o 
atraso de transmissão de mensagem é aproximadamente constante, o atraso de acesso ao 
meio é altamente variável por depender da carga na fila de transmissão sob a rede, num 
determinado instante e, também, sob o protocolo de acesso ao meio utilizado. 
A rede de comunicação é um recurso compartilhado no qual o nó computacional de 
processamento desejam transmitir mensagens. Quando existir apenas um nó 
computacional transmitindo um fluxo de mensagens sob a rede, o tempo de transmissão 
desta é dado por 
imC .   
Considere agora a situação onde vários nós computacionais sob a rede de 
comunicação desejamos transmitir mensagens. Para esta situação pode-se determinar o 
tempo de transmissão no pior caso para mensagens (ou WCRT, de “Worst Case Resposta 
Time”), que é dado por imR . 
A implementação de um sistema de controle que utiliza uma rede de comunicação 
para interconectar sensores, controladores e atuadores requer que a rede de comunicação 
ofereça um serviço de tempo real na transmissão de mensagens, ou seja: 
a) capacidade de suportar fluxos de mensagens periódicas, de forma a transferir 
dados periód icos relacionados com o controle (por exemplo, dados de leitura periódica de 
um grupo de sensores); 
b) capacidade de garantir um tempo de resposta com limite superior para 
transferência de mensagens entre os nós computacionais, de forma a respeitar os atrasos 
máximos de controle relacionados às malhas de controle; 
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c) e, acima de tudo, capacidade de garantir um comportamento temporal previsível 
na presença de carga de rede variável por causa do tráfego distinto à  aplicação de controle 
(tais como: alarmes, fluxos de vídeo relacionados com a vigilância de instalações, etc). 
Em adição, um problema recorrente, quando se utiliza uma rede de comunicação 
para suportar aplicações de controle, é a presença de jitter, ou seja, a variabilidade do 
intervalo de tempo entre transferências consecutivas de mensagens pertencentes a um 
mesmo fluxo periódico. 
Por exemplo, considere o caso de um sensor que, periodicamente, requisita a 
transferência do va lor do seu estado, esta não será imediatamente executada, pois as 
mensagens necessitam serem escalonadas para transmissão em um recurso compartilhado 
(o meio de comunicação). Como conseqüência, em alguns ciclos a mensagem do sensor 
será transferida mais cedo no período do ciclo e em outros ciclos ela será transferida mais 
tarde, gerando assim uma variação no atraso de controle denominado por jitter de controle 
(jitter de entrada-saída). O serviço de tempo real fo rnecido pela rede de controle deverá 
garantir que, apesar desta variabilidade, as mensagens do sensor serão sempre transferidas, 
antes das respectivas metas temporais (“deadlines”). 
O problema do jitter de entrada-saída pode ser mais acentuado quando a rede de 
comunicação é do tipo event-trigged (CAN e Ethernet) ou os nós computacionais  de 
processamento são compartilhados entre múltiplas malhas de controle. Neste caso, uma 
requisição particular de um sensor para transferência de dados, pode ser imediatamente 
efetuada, caso não haja mais nenhuma requisição pendente, ou pode ser atrasada no 
tempo, caso existam requisições múltiplas pendentes para serem efetuadas no mesmo nó 
computacional. A mesma condição pode ser verificada para outros nós computacionais 
que possuam tarefas compartilhadas. 
Para este caso, no qual existem problemas de concorrência quer entre tarefas (nos 
nós computacionais), quer entre mensagens (na rede de comunicação), a utilização de um 
kernel de tempo real e de uma rede de comunicação que fo rneça um serviço de tempo real 
não é suficiente para garantir uma latência de execução e comunicação bem definidas e, 
conseqüentemente, manter o desempenho e a estabilidade nas malhas de controle. Isso se 
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deve ao fato de que as mensagens induzem atrasos no período de amostragem, entrada-
saída e jitter nas malhas de controle. 
A variação dos atrasos de comunicação impõe uma variação de tempo para o atraso 
de execução do controle, que é definido como jitter de controle, que tem uma forte 
influencia sobre a estabilidade e desempenho de um NCS. 
Duas abordagens opcionais podem ser usadas para caracterizar tais atrasos de 
comunicação: 
a) ou, considera-se a análise do máximo tempo de resposta, que garante que as 
mensagens de controle nunca serão atrasadas mais que um atraso superior 
específico. 
b) ou, assume-se que os resultados de simulação são suficie ntes para garantir as 
propriedades de estabilidade e desempenho do NCS. 
 
4.3.3 Caracterização Temporal das Tarefas e Mensagens  
Em um sistema de controle por computador, o controlador irá amostrar os sinais de 
entrada a cada intervalo de tempo h, lendo diretamente o valor de sensor através de um 
conversor A/D. Após a execução do algoritmo de controle, o controlador irá atualizar cada 
atuador, escrevendo diretamente o valor relacionado a um conversor D/A. O atraso de 
execução do controle (atraso de entrada-saída) é dado pelo tempo gasto entre o instante de 
medição e o instante de atuação. 
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Figura 4.10: (a) Arquitetura de NCS com nó computacional integrando controlador e atuador; (b) 
Diagrama temporal das tarefas e mensagens. 
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Figura 4.11: (a) Arquitetura de NCS com nó computacional integrando sensor e controlador; (b) Diagrama 
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Figura 4.12: (a) Arquitetura de NCS com nós computacionais sensor, controlador e atuador; (b) Diagrama 
temporal das tarefas e mensagens. 
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4.4 Estudo de Caso 
Será apresentado um estudo de caso do impacto da rede de comunicação em 
diferentes condições de carga sob o desempenho e estabilidade de um NCS.  
Considere uma rede de comunicação em tempo real composta por 7 nós 
computacionais de processamento. Os nós computacionais 1 e 2 pertencem a um NCS 
com arquitetura da Fig. 4.9 (a) e parâmetros do processo físico descrito na Tabela 4.2. Os 
nós computacionais 3 à 6 geram mensagens per iódicas sob a rede e o nó computacional 7 
gera uma carga de mensagens extra em função da utilização da largura de banda da rede 
desejada, que corresponde a 80%. 
Considere também um servo-sistema do tipo motor-dc, em que o objetivo de 
controle é que a saída y(t) siga um sinal de referência yref(t) o mais próximo possível. O 
servo-sistema é representado por uma função de transferência e um controlador do tipo PD 
(proporcional mais derivativo), projetado e implementado na forma de um controlador 
discreto no tempo. Os parâmetros de projeto do controlador são apresentados na Tabela 
4.2. 
Tabela 4.2. Parâmetros de projeto do controlador PD 
Control ador PD Processo 
G(s) 
wb 
(rad/s) Kd Td 
hk 
(ms) 
)11,0(
1000
)(
+
=
ss
sG  50 3,52 0,021 1,5 
 
A Fig. 4.13 apresenta a resposta y(t) a um degrau de entrada em malha fechada do 
motor-dc, com requisitos de resposta subamortecido. 
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Figura 4.13: Desempenho em malha fechada do motor-dc para a resposta a um degrau 
 
A Fig. 4.14 apresenta uma configuração de rede composta por um NCS, nós 
computacionais que geram mensagens periódicas e carga extra sob a rede de comunicação. 
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Figura 4.14: Arquitetura de rede com NCS , carga de mensagem periódica e carga extra. 
Os fluxos de mensagens m3, m4, m5 e m6,são periódicos e representam uma carga 
adicional sob a rede. O nó computacional 2 lê a variável de saída y(t) da planta física e 
gera uma mensagem m2  contendo o valor da variável de saída que é enviada ao nó 
computacional 1 que, ao recebê-lo executa o algoritmo de controle e gera um sinal de 
correção a ser enviado a variável de controle u(t) da planta física. 
O período de amostragem da planta física é h = 1,5ms o atraso de entrada-saída 
dado por: 
acs
CCRCL mIO ttt +++= 1  (4.4) 
Vamos considerar que o tempo de computação das tarefas de medição, execução do 
algoritmo de controle e atuação sejam pequenos, porém não desprezíveis, 
sCCC
acs
mttt 100=== . 
Os nós computacionais 3 à 6 possuem tarefas ativadas periodicamente com 
msh 32 = , msh 43 = , msh 54 = e msh 65 =  e a cada ativação geram uma mensagem sob a rede. 
O tempo de computação das tarefas é de sCCCC mtttt 1006543 ==== . O nó 
computacional 7 gera uma carga de mensagens sob a rede baseada na percentagem da 
largura de banda do canal de comunicação (80%).  
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As propriedades temporais das mensagens periódicas sob a rede são dadas na 
Tabela 4.3. 
Tabela 4.3: Características dos fluxos de mensagens periódicas  
Mensagens Ti (ms) pi Ativação 
m2 1,5 1 Timed-driven 
m3 3 2 Timed-driven 
m4 4 3 Timed-driven 
m5 5 4 Timed-driven 
m6 6 5 Timed-driven 
 
Para o conjunto de mensagens dados acima serão analisadas as seguintes redes de 
comunicação em tempo real que podem suportar respectivamente: fluxo de mensagens 
periódico, tempo de resposta com limite superior e comportamento temporal previsível: 
CAN, Token-Passing e TDMA. O estudo de caso específico será realizado para as três 
redes da seguinte forma: 
· Taxa de transmissão: 500 Kbps e 1 Mbps 
· Rede de comunicação com baixa e alta utilização da largura de banda (sem e 
com carga extra) 
A partir de propriedades das redes de comunicação de tempo real, serão analisados 
os impactos destas sob a qualidade do controle (QoC) de um NCS. 
 
4.4.1 NCS-1 sobre a Rede CAN 
Na rede CAN a atribuição de prioridade aos diferentes fluxos de mensagens é 
baseada no algoritmo de prioridade fixa e não preemptivo RM (Rate Monotonic), as 
mensagens com menor período de ativação têm maior prioridade. Será considerado que 
um frame CAN tenha um comprimento máximo de até 131 bits (147 bits para o CAN 2.0) 
e pode levar até 64 bits de informação. O cálculo de tempo resposta Ri em redes CAN 
pode ser realizado a partir de Eq. (3.3) e (3.4) e visto na Tabela 4.4. Vamos ainda 
considerar que todos os frames gerados sejam completos. 
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Tabela 4.4: Características das mensagens sob a rede CAN 
Rede CAN 
500 Kbps 1 Mbps 
Sem carga Com carga Sem carga Com carga Mensagens 
Ti 
(h) Ui(%)  Ci(ms) Ri(ms)  Ci(ms) Ri(ms)  
Ui(%) Ci(ms) Ri(ms)  Ci(ms) Ri(ms) 
m2 1,5 1,7 0,262 0,524 0,262 0,524 0,85 0,131 0,262 0,131 0,262 
m3 2 1,3 0,262 0,786 0,262 0,786 0,65 0,131 0,393 0,131 0,393 
m4 3 0,9 0,262 1,048 0,262 1,048 0,45 0,131 0,524 0,131 0,524 
m5 4 0,7 0,262 1,031 0,262 1,031 0,35 0,131 0,655 0,131 0,655 
m6 5 0,5 0,262 1,572 0,262 1,572 0,25 0,131 0,786 0,131 0,786 
Carga  80 - - - - 80 - - - - 
 
Cálculo de Atrasos para o NCS-1  
O desempenho e estabilidade de um NCS-1 podem ser verificados a partir do atraso 
de entrada-saída e período de amostragem, conforme apresentados nos gráficos do 
espectro de qualidade do controle. A Tabela 4.5 apresenta os parâmetros relativos aos 
atrasos de entrada-saída. 
Tabela 4.5: Atraso de entrada-saída do NCS-1 a partir dos atrasos de execução de tarefas e 
transmissão de mensagens 
h (ms) 500 Kbps  1 Mbps  
s
Ct  scmR  as CC tt +  IOL  sCt  scmR  as CC tt +  IOL   
1,5 
0,100 0,524 0,200 0,824 0,100 0,262 0,200 0,562  
 
O critério de desempenho quadrático pode ser utilizado para avaliar o custo da 
qualidade de controle . Pode-se verificar que a taxa de transmissão de uma rede de 
comunicação está diretamente relacionada ao atraso de entrada-saída, desde que os 
tempos de computação das tarefas sejam desconsiderados. 
 
Simulações 
A Fig. 4.15 (a) e (b) apresenta o gráfico relativo à resposta do sistema de controle 
para a uma rede CAN a 500 Kbps, sem carga extra e com carga extra. 
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(a) sem carga (b) com carga 
 
(c) Escalonamento de mensagens 
 
(d) Escalonamento de mensagens 
Figura 4.15: Resposta do NCS-1 e escalonamento de mensagens sob uma rede CAN a 500 Kbps. 
Pode-se verificar que o desempenho de resposta do NCS-1 para ambos os casos não 
sofrerá degradação, isto porque o fluxo de mensagens relacio nado com a malha de 
controle ter maior prioridade sob as outras mensagens, conforme pode ser visto em Fig. 
4.15 (c) e (d). 
Na Fig. 4.15 (d) a interferência de mensagens de carga extra sob o fluxo de 
mensagens da malha de controle e o bloqueio de mensagens de baixa prioridade deve ser 
considerada no teste de escalonabilidade; porém, mesmo sob estas condições, o 
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comportamento do tempo de resposta das instâncias da mensagem gerada pelo nó 
computacional 2 são os mesmos, conforme Fig. 4.15 (c). Isto é uma característica 
importante da rede CAN, pois para um determinado fluxo de mensagens é possível 
determinar o WCRT e estes se mantêm para quaisquer condições de carga sob a rede. 
A mesma análise pode ser realizada para uma rede CAN a 1 Mbps. A Fig. 4.16 (a) e 
(b) apresenta os gráficos relativos à resposta do sistema NCS-1 e Fig. 4.16 (c) e (d) 
escalonamento de mensagens. 
  
(a) sem carga (b) com carga 
 
(c) Escalonamento de mensagens 
 
(d) Escalonamento de mensagens 
Figura 4.16: Resposta do NCS-1 e escalonamento de mensagens sob uma rede CAN a 1 Mbps. 
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Note, na Fig. 3.13 que o desempenho da resposta da malha de controle é melhorado, 
em função da redução do atraso de entrada-saída, que está diretamente relacionada com a 
taxa de transmissão da rede. A melhoria do desempenho se deve a um aumento da taxa de 
transmissão da rede CAN em análise. 
Para malhas de controle insensíveis ao jitter, a rede CAN é considerada satisfatória 
para suportar NCS, porque a análise e projeto do sistema de controle podem ser realizados 
em função do WCRT das mensagens sob a rede CAN. 
 
4.4.2 NCS-1 sobre a Rede Token-Passing 
Na rede Token-passing, os nós computacionais recebem uma prioridade para 
acessar o meio de transmissão e com isto as mensagens a serem transmitidas, além de ter 
de ser escalonadas numa fila interna, deverão aguardar o exato momento em que o bastão 
estiver no nó computacional dando condições a este para transmitir uma mensagem 
pendente. 
O comprimento máximo de um frame Token-passing é considerado por 152 bits e 
pode levar uma mensagem de até 64 bits como na rede CAN. O cálculo do tempo de 
resposta em redes Token-passing Ri pode ser realizado a partir de Eq. (3.10) e (3.11) e 
visto na Tabela 4.6. Vamos ainda considerar que todos os frames gerados sejam 
completos. 
Tabela 4.6: Características das mensagens na rede Token-passing 
Rede Token-passing  
500 Kbps 1 Mbps 
Sem carga Com carga Sem carga Com carga Mensagens 
Ti 
(h) Ui(%)  Ci(ms) Ri(ms)  Ci(ms) Ri(ms)  
Ui(%) Ci(ms) Ri(ms)  Ci(ms) Ri(ms) 
m2 1,5 2,0 0,304 1,904 0,304 1,904 1,0 0,152 0,952 0,152 0,952 
m3 2 1,5 0,304 1,904 0,304 1,904 0,75 0,152 0,952 0,152 0,952 
m4 3 1,0 0,304 1,904 0,304 1,904 0,5 0,152 0,952 0,152 0,952 
m5 4 0,8 0,304 1,904 0,304 1,904 0,4 0,152 0,952 0,152 0,952 
m6 5 0,6 0,304 1,904 0,304 1,904 0,3 0,152 0,952 0,152 0,952 
Carga  80 - - - - 80 - - - - 
 
Cálculo de Atrasos para o NCS-1  
O desempenho e estabilidade de um NCS podem ser verificados, a partir do atraso 
de entrada-saída e período de amostragem conforme apresentados nos gráficos do 
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espectro de qualidade do controle. A Tabela 4.7 apresenta os parâmetros relativos aos 
atrasos de entrada-saída. 
Tabela 4.7: Atraso de entrada-saída do NCS-1 a partir dos atrasos de execução tarefas e transmissão 
de mensagens 
h (ms) 500 Kbps  1 Mbps  
s
Ct  scmR  as CC tt +  IOL  sCt  scmR  as CC tt +  IOL   
1,5 0,100 1,904 0,200 2,204 0,100 0,952 0,200 1,262 
 
Simulações 
A Fig. 4.17 (a) e (b) apresenta o gráfico relativo à resposta do sistema de controle 
para uma rede Token-passing a 500 Kbps, sem ou com carga extra adicional de 
mensagens. 
O desempenho da resposta de controle para o NCS-1 não pode ser visto em 4.17 (a) 
e (b). Porém os tempos de resposta das mensagens podem ser verificados em Fig. 4.17 (c) 
e (d). 
Na Fig. 4.17 (c) o bastão irá visitar apenas 5 nós computacionais sob a rede e na Fig. 
4.17 (d) pode-se notar que o bastão irá visitar um nó computacional a mais, que 
corresponde ao gerador de mensagem com carga extra, que conseqüentemente fará com 
que o atraso de entrada-saída seja elevado. A partir de um gráfico do custo de qualidade de 
controle é possível verificarmos o impacto dos atrasos das mensagens sob a qualidade do 
controle. 
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(a) sem carga (b) com carga 
 
(c) Escalonamento de mensagens 
 
(d) Escalonamento de mensagens 
Figura 4.17: Resposta do NCS-1 e escalonamento de mensagens sob uma rede Toke-passing a 500 Kbps 
Ao comparar-se a rede Token-passing com as mesmas condições da rede CAN na 
Fig. 4.15 (b), conclui-se que esta última é a mais adequada para suportar aplicações de 
controle baseado no tempo de resposta para mensagens (WCRT), mesmo na presença de 
carga-extra, porque o mecanismo de prioridade é definido sob as mensagens. 
Uma característica importante da rede Token-passing é que se um nó computacional 
estiver de posse do bastão, ao iniciar a transmissão de uma mensagem, esta será realizada 
totalmente. 
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(a) sem carga (b) com carga 
 
 
(c) Escalonamento de mensagens 
Figura  4.18: Resposta do NCS-1 e escalonamento de mensagens sob uma rede Toke-passing a 1 Mbps 
Para a rede Token-passing a 1 Mbps, o atraso de entrada-saída do NCS-1 é 
reduzido, fazendo com que o desempenho e estabilidade do sistema de controle sejam 
melhorados. 
O desempenho e estabilidade para um NCS-1 sob a rede CAN é insensível a 
variações de carga sob a rede de comunicação, em função da prioridade sob mensagens. 
Sob a rede Token-passing o desempenho e estabilidade do NCS-1, podem ser 
comprometidos em função da quantidade de nós computacionais e quantidade de 
  60 
mensagens sob a rede de comunicação, porque estes influem diretamente no tempo de 
resposta das mensagens no pior caso (WCRT), de um NCS. 
 
4.4.3 NCS-1 sobre a Rede TDMA 
Na rede TDMA, os nós computacionais têm acesso ao canal de comunicação em 
intervalos de tempo definidos ciclicamente escalonados no tempo. As mensagens a serem 
transmitidas, além de ter de ser escalonadas numa fila interna, deverão aguardar pelo slot-
time relativo ao nó computacional. 
O formato de um frame com comprimento máximo de até 85 bits do protocolo TTP 
(Time-Trigger Protocol), com uma capacidade de até 8 bytes do campo de dados. O 
cálculo de tempo resposta em redes TDMA Ri pode ser realizado, a partir de Eq. (3.10) e 
(3.11) e visto na Tabela 4.8. 
Desta forma, podemos verificar que na Fig. 3.16, a instabilidade das malhas de 
controle se deve a um atraso de controle ocorrido, em função da mensagem do nó 
computacional sensor exigir uma quantidade maior de slot-time. A instabilidade é 
verificada para o sistema com e sem carga-extra. 
Tabela 4.8: Características das mensagens na rede TDMA 
Rede TDMA 
500 Kbps 1 Mbps 
Sem carga Com carga Sem carga Com carga Mensagens 
Ti 
(hk) Ui(%)  Ci(ms) Ri(ms)  Ci(ms) Ri(ms)  
Ui(%) Ci(ms) Ri(ms)  Ci(ms) Ri(ms) 
m2 1,5 1,10 0,17 0,85 0,17 0,85 0,55 0,085 0,425 0,085 0,425 
m3 2 0,85 0,17 0,85 0,17 0,85 0,40 0,085 0,425 0,085 0,425 
m4 3 0,57 0,17 0,85 0,17 0,85 0,28 0,085 0,425 0,085 0,425 
m5 4 0,42 0,17 0,85 0,17 0,85 0,21 0,085 0,425 0,085 0,425 
m6 5 0,34 0,17 0,85 0,17 0,85 0,17 0,085 0,425 0,085 0,425 
Carga  80 - - - - 80 - - - - 
 
Cálculo de Atrasos para o TDMA 
O desempenho e estabilidade de um NCS podem ser verificados, a partir do atraso 
de entrada-saída e período de amostragem conforme apresentados nos gráficos do 
espectro de qualidade do controle. A Tabela 4.9 apresenta os parâmetros relativos aos 
atrasos de entrada-saída. 
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Tabela 4.9: Atraso de entrada-saída do NCS a partir dos atrasos de tarefas e mensagens 
hk (ms) 500 Kbps 1 Mbps  
s
Ct  scmR  as CC tt +  IOL  sCt  scmR  as CC tt +  IOL   1,5 
0,100 0,850 0,200 1,150 0,100 0,425 0,200 0,725 
 
  
(a) sem carga (b) com carga 
 
(c) Escalonamento de mensagens 
 
(d) Escalonamento de mensagens 
Figura 4.19: Resposta do NCS-1 e escalonamento de mensagens sob uma rede TDMA a 500Kbps e 
1Mbps, sem carga extra e apenas cinco nós computacionais de acesso ao meio. 
A Fig. 4.19 (a) apresenta o desempenho de controle oscilatório inferior que a Fig. 
4.19 (b) para uma resposta a degrau, considerando apenas 5 slot-time. Isto se deve ao fato 
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de que o WCRT das mensagens para o NCS-1, conforme demonstrado na Fig. 4.19 (c) ser 
maior que na Fig. 4.19 (d). 
A Fig. 4.19 apresenta a situação de uma rede TDMA a 500Kbps e 1Mbps, sem 
carga extra e com apenas 5 nós computacionais sob a rede de comunicação. 
 
  
(a) sem carga (b) com carga 
 
(c) Escalonamento de mensagens 
 
(d) Escalonamento de mensagens 
Figura 4.20: Resposta do NCS e escalonamento de mensagens sob uma rede TDMA a  500Kbps e 1Mbps, 
com carga extra e apenas cinco nós computacionais de acesso. 
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Figura 4.21: Resposta do NCS e escalonamento de mensagens sob uma rede TDMA a 500Kbps e 1Mbps, 
com carga extra e seis nós computacionais  de acesso ao meio. 
Nas redes de passagem de bastão, quando um nó computacional está de posse de um 
bastão, este realiza a transmissão da mensagem totalmente. Já nas redes do tipo TDMA, 
um nó computacional só poderá transmitir uma mensagem, quando for alocado o seu slot-
time, e o tempo de transmissão da mensagem for inferior ao slot-time, mas para 
mensagens que necessitam de um tempo de transmissão maior que o slot-time designado 
  
(a) sem carga (b) com carga 
 
(c) Escalonamento de mensagens 
 
(d) Escalonamento de mensagens 
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ao nó computacional, esta necessitará de uma quantidade maior de slot-time dos ciclos 
subseqüentes.  
A Fig. 4.20 apresenta a situação de uma rede TDMA a 500Kbps e 1Mbps com carga 
extra e com apenas 5 nós computacionais sob a rede de comunicação. Nas figuras 4.20 e 
4.21 pode-se verificar que o desempenho de controle são idênticos, porém os WCRT são 
diferentes em função da carga sob a rede, taxa de transmissão e números de nós 
computacionais sob a rede de comunicação. A Fig. 4.21 apresenta a situação de uma rede 
TDMA a 500Kbps e 1Mbps, com carga extra e 6 nós computacionais sob a rede. 
 
4.5 Conclusão 
Em sistemas de controle por computador, afirmou-se que numa implementação real, 
o sistema computacional pode induzir atrasos e variação de atrasos que influenciarão 
diretamente no desempenho e estabilidade do sistema de controle. Relativo à seleção do 
período de amostragem  e atraso de entrada-saída foram apresentados dois métodos, a 
regra de thumb e o critério de desempenho quadrático. 
Um NCS consiste em um sistema de controle por computador realimentado onde a 
malha de controle é fechada sob uma rede de comunicação, quando foram estudadas três 
arquiteturas de NCS para sistemas do tipo SISO (do inglês: ”Single Input and Single 
Output”), e o comportamento temporal das tarefas e mensagens para um NCS. 
Desenvolveu-se um estudo de caso com o projeto do controlador para o motor-dc e 
inserido na forma de NCS em uma rede de comunicação com nós computacionais 
adicionais que geram uma carga de mensagens sob a rede. Avaliou-se o impacto da 
comunicação sob o desempenho e estabilidade do NCS com as redes de comunicação em 
tempo real CAN, TDMA, e Token-passing.  
Constatou-se que a rede CAN é a mais adequada para suportar aplicações de 
controle com carga extra variável sob as mesmas condições de taxa de transmissão e carga 
adicional também submetida à rede de comunicação. Notou-se ainda que a taxa de 
transmissão tem uma relação direta com o atraso de entrada-saída, sendo assim um fator 
determinante para a garantia de desempenho e estabilidade NCS. 
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5 Projeto de NCS Baseado no Tempo de 
Resposta de Mensagens 
 
5.1 Introdução 
Em aplicações de sistema de controle via redes, uma rede de comunicação de dados 
em tempo real induz atraso e variação de atraso na transmissão de mensagens que 
diretamente comprometem o período de amostragem e atraso de entrada-saída nas 
malhas de controle.  
O projeto de um NCS pode ser realizado baseado no cálculo de WCRT (Worst Case 
Response Time) de mensagens, quando uma malha de controle não é sensível a variação 
de entrada-saída (jitter de entrada-saída). Pretende-se apresentar um método de projeto 
para NCS baseado no cálculo de WCRT  para mensagens. 
Em sistemas de NCS sensíveis ao jitter de entrada-saída, a realização do projeto em 
função do WCRT  não é suficiente para garantir o desempenho e estabilidade, porque as 
várias instâncias de uma mensagem do NCS possuem tempo de respostas diferentes. Uma 
abordagem de projeto  que considere em separado os tempos de resposta das diversas 
instâncias de uma mensagem seria mais adequado. 
Com base na teoria de controle por computador, o modelo de controle discreto no 
tempo padrão e métodos para análise e projeto para NCS, serão apresentados através de 
exemplos ilustrativos. Primeiro será descrito o método de controle tradicional com atraso 
constante; em seguida, uma abordagem de projeto baseado no controlador discreto LQG 
(Linear Quadratic Gaussian) e, finalmente, demonstraremos um exemplo de projeto para 
NCS. 
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5.2 Método de Controle Tradicional com Atraso Constante 
Nesta seção, será apresentado um modelo de controle discreto no tempo, a partir de 
modelos de sistemas dinâmicos contínuos no tempo com atraso de tempo constante, que 
será a base para a formulação do método de projeto para NCS a ser proposto a seguir. 
Considere um processo modelado por equações de espaço de estado contínuo e 
invariante no tempo, com um atraso de controle (atraso de entrada-saída) LIO descrito 
pelas equações em (5.1) como descrito em Åstrom and Wittnemark, 1997 e assumindo LIO 
< h. 
)()()(
)()()(
tDutCxty
LtButAx
dt
tdx
IO
+=
-+=
 (5.1) 
As transformações do modelo contínuo no tempo em (5.1) para um modelo discreto 
no tempo são dados por (5.2), (5.3) e (5.4).  
( ) Aheh =F  (5.2) 
( ) ò
-
=G
IOLh As
IO dsBeLh
0
0 ,  (5.3) 
( ) ( ) ò-=G
IO
IO
L
AsLhA
IO dsBeeLh
0
1 ,  (5.4) 
O sistema (5.1) na forma discretizada do tempo é dado por (5.5) e (5.6). 
( ) ( ) ( ) ( ) ( ) ( ) ( )hkhuLhkhuLhkhxhhkhx IOIO -G+G+F=+ ,, 10  (5.5) 
( ) ( ) ( )khDukhCxkhy +=  (5.6) 
As matrizes ( )hF , ( )IOLh,0G  e ( )IOLh,1G  são obtidas a partir de (5.1) para cada 
execução em malha fechada de cada período de amostragem h e atraso de entrada-saída 
LIO , sendo que o controlador por realimentação de estado ( )IOLhL ,-  é obtido para cada 
execução em malha fechada, usando um método de projeto do controlador de tempo 
discreto clássico tal como alocação de pólos ou otimização. 
( ) ( ) ( )khxLhLkhu IO,-=  (5.7) 
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O sistema em malha fechada dado por (5.5), (5.6) e (5.7) depende do período de 
amostragem e atraso de entrada-saída. 
 
5.3 Projeto de NCS Considerando o WCRT de Mensagens 
Em sistemas de controle via redes (NCS) é possível derivar a mesma análise do 
método de projeto do controle tradicional com atraso constante. O projeto do controlador é 
realizado a partir de uma especificação de controle, sendo o período de amostragem  (h) e 
atraso de entrada-saída (LIO) definidos como parâmetros de tempo do controlador de 
interesse para análise e projeto. 
Considere o projeto de um controlador em tempo discreto com parâmetros de 
período de amostragem  (h) e atraso de entrada-saída (LIO). A partir do tempo de resposta 
das mensagens no pior caso (WCRT - Worst Case Response Time) sob a rede de 
comunicação, é possível determinar o atraso de entrada-saída para um NCS, conforme 
apresentado no Capítulo 3. 
Utiliza-se como exemplo de projeto um controlador do tipo LQG (Linear Quadratic 
Guassian) para NCS. A Fig. 5.1 apresenta uma arquitetura de controle LQG  para um 
sistema na forma de espaço de estados e função de transferência. 
 
 
Atuador Sensor 
LQG   
x(k) 
y(t) u(t)  
G(S) 
Rede de Controle  
mSC 
h 
acs
CCRCL mIO ttt +++= 1  
 
Atuador Sensor 
LQG   
x(k) 
y(t)  u(t)  dx(t)  
dt 
Rede de Controle  
mSC 
h  
acs
CCRCL mIO ttt +++= 1  
(a) (b) 
Figura 5.1: Arquiteturas de NCS com implementação de controlador LQG. 
O método de projeto do controlador LQG para sistemas de controle por computador, 
pode ser visto em (Astrom and Witnemark, 1997). 
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A seguir, apresenta-se o projeto de um controlador LQG  clássico, para uma planta 
física contínua no tempo com uma função-custo de tempo contínuo, assumindo um 
período de amostragem  constante h e atraso de entrada-saída LIO. Este projeto realiza-se 
a partir do modelo do sistema físico na forma de espaço de estados ou função de 
transferência. 
Um sistema na forma de espaço de estados é descrito por (5.8). Sendo LIO é o atraso 
de entrada-saída, v(t) é um processo de ruído branco com média zero e covariância R1, e 
e(t) corresponde a um processo de ruído branco com media zero e covariância R2. Os 
processos de ruído v(t) e e(t) assumem-se independentes. Os instantes de amostragem são 
dados por tk = kh. 
)()()(
)()()()(
kkk
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tetCxty
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dt
tdx
+=
+-+=
 (5.8) 
A função-custo a ser minimizada para o controlador é especificada em (5.9), onde o 
termo Q é uma matriz semi-definida positiva. 
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O sistema na forma de função de transferência  é descrito por (5.10), com v(t) é um 
ruído branco com média zero e covariância R1, e e(t) corresponde a um ruído branco com 
media zero e covariância R2.  
)()()(
))()()(()(
0
0
kkk
IO
tetyty
tvLtupGty
+=
+-=
 (5.10) 
A função-custo a ser minimizada para o controlador é especificada em (5.11), onde 
Q é uma matriz semi-definida positiva. 
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O controlador resultante do projeto LQG tem a seguinte forma.  
( ) ( )
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sendo: ( ) ( )( )÷
÷
ø
ö
çç
è
æ
-
=
1
ˆ
ˆ
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5.4 Exemplo 5.1 
Como exemplo de aplicação do projeto LQG para NCS, será considerado o 
problema de controle do pêndulo invertido apresentado por (Cervin, 2003), na forma de 
escalonamento em tempo real e controle integrado. 
Considere um conjunto de três pêndulos invertidos descritos por uma função de 
transferência linear, 
( )
2
0
2
2
0
w
w
-
=
s
sG  (5.13) 
sendo w0 a freqüência natural de cada pêndulo, dadas respectivamente por w0 = 9.9, 7.0, 
5.7 rad/s. Considera-se que o processo é perturbado por um ruído branco de tempo 
contínuo com uma variância unitária e que a medição é perturbada por um ruído de tempo 
discreto com variânc ia unitária. O controlador LQG é projetado para uma especificação de 
controle dada que , a partir de uma condição inicial x(0), um sinal de controle u(t) seja 
realizado para que o pêndulo retorne a uma posição estável e minimize a seguinte função-
custo: 
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Uma arquitetura de NCS é apresentada com os respectivos fluxos de mensagens sob 
a rede.  
 
5.4.1 Arquitetura de NCS’s 
A arquitetura de NCS assumida para os três pêndulos consiste em um nó 
computacional sensor e outro nó computacional controlador LQG e atuador, consistindo 
em um fluxo de mensagens gerado na rede de controle. A Fig. 5.2 apresenta a arquitetura 
em rede para os pêndulos. 
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u1 
Rede de Controle 
ATUADOR 
1 
SENSOR 
Nó 2 
CONTROL 
LQG - Nó 1 
ATUADOR 
2 
SENSOR 
Nó 4 
CONTROL 
LQG - Nó 3 
ATUADOR 
3 
SENSOR 
Nó 6 
CONTROL 
LQG - Nó 5 
y1 u1 
m2 m4  m6 
y1 
u2 
y2 u2 
y2 
u3 
y3 u3 
y3 
 
Figura 5.2: Configuração de três pêndulos invertidos na forma de NCS. 
Os fluxos de mensagens m2, m4, e m6, são periódicos com as propriedades temporais 
das mensagens de controle, que podem ser observados na Tabela 5.1, assumindo que uma 
rede CAN a 250Kbps será usada com atribuição de prioridades baseada no algoritmo RM 
(Rate Monotonic).  
Tabela 5.1. Cálculo do tempo de resposta na rede CAN. 
Rede CAN - 250Kbit/s 
Propriedades Temporais do 
Fluxo de Mensagens 
Mensagens 
C 
(ms) 
J 
(ms) 
T 
(ms) 
D 
(ms) 
Tempo de 
Resposta 
WCRT 
 (ms) 
m2 0.524 0 15 15 1.048  
m4 0.524 0 20 20 1.572  
m6 0.524 0 25 25 2.096  
 
O período de amostragem dos pêndulos invertidos é dado respectivamente por: h = 
15ms, 20ms e 25ms e o atraso de entrada-saída a partir da equação (5.15). 
acs
CCRCL mIO ttt +++= 1  (5.15) 
Vamos considerar que o tempo de computação das tarefas de medição, execução do 
algoritmo de controle e atuação sejam pequenos, mas não desprezíveis para os cálculos do 
atraso de entrada-saída, msCCC
acs
1=== ttt . 
O atraso de entrada-saída para os NCS’s relativo aos pêndulos invertidos são dados 
a seguir:  
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msCCRCLNCS
acs mIO
4
11
@+++=® ttt  (5.16) 
 
msCCRCLNCS
acs mIO
5.4
12
@+++=® ttt  (5.17) 
 
msCCRCLNCS
acs mIO
5
13
@+++=® ttt  (5.18) 
 
5.4.2 Projeto do Controlador LQG 
O projeto do controlador LQG é realizado baseado na ferramenta computacional 
Jitterbug (Lincoln, 2001) no MALTAB/SimulinkÓ, usando o comando lqgdesign.m e, 
ainda, considerando o período de amostragem e atraso de entrada-saída de cada pêndulo 
invertido. O atraso de entrada-saída é determinado a partir do tempo de computação das 
tarefas de medição, controle e atuação e cálculo de tempo de resposta no pior caso para 
(WCRT) o fluxo de mensagens do NCS.  
Os controladores LQG  para os NCS’s são implementados na forma de espaço de 
estados discreto no tempo, com os parâmetros temporais dos algoritmos dados por: h = 
15, 20 e 25 ms e LIO = 4.0, 4.5 e 5.0 ms, e. As Eq. (4.19) – (4.22) apresentam na forma de 
espaço de estados os controladores LQG. 
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5.4.3 Simulações 
A Fig. 5.3 apresenta os resultados de simulação realizados sob a ferramenta 
computacional TrueTime no MALTAB/SimulinkÓ (Henriksson and Cervin, 2000). Na Fig. 
5.3 (a), o desempenho dos NCS é satisfatório para as especificações de controle desejadas. 
A partir de uma condição inicial, as saídas y(t) dos três pêndulos retornam a posição de 
origem vertical através de um sinal de correção u(t). 
Na Fig. 5.3 (b) pode-se ver o escalonamento de mensagens sob a rede CAN, onde o 
tempo de resposta para as mensagens são menores que os especificados na Tabela 5.1. 
Para os NCS-2 e NCS-3, nota-se que o tempo de resposta das instâncias do fluxo de 
mensagens correspondente não são constantes, consequentemente, o atraso de entrada-
saída também não é constante. A partir deste pressuposto, pode-se concluir que os NCS-2 
e NCS-3 não são sensíveis à variação de atrasos de entrada-saída (jitter de entrada-saída) 
e o método de projeto para NCS proposto satisfaz as especificações de projeto. 
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(a) 
 
(b) 
 
Figura 5.3: Simulação n o TrueTime: (a) desempenho de controle e (b) escalonamento de mensagens. 
 
5.5 Conclusão 
Apresentou-se neste capítulo um método de projeto para NCS a partir do tempo de 
resposta (WCRT) de mensagens, considerando que a planta de controle não seja sensível a 
variação de atrasos de entrada-saída (jitter de entrada-saída). 
A partir do método de controle por computador tradicional com atraso de tempo 
constante aplicado a um NCS, pode-se derivar um método de projeto do controlador, a 
partir do período de amostragem  e atraso de entrada-saída.  Apresentou-se um exemplo 
de projeto para NCS baseado no controlador LQG sob uma rede CAN com resultados 
satisfatórios. 
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6 Projeto de NCS Baseado na Margem de 
Jitter 
 
6.1 Introdução 
O conceito de margem de fase e margem de ganho (Franklin et al., 2002) é utilizado 
para análise e projeto de sistemas de controle, com capacidade de descrever a 
sensibilidade de uma malha de controle com relação às incertezas paramétricas de uma 
planta física. Em (Cervin et al., 2004) foi apresentado uma abordagem de projeto para 
sistemas de controle de tempo real, considerando a margem de jitter de saída do sistema. 
Um exemplo de aplicação baseado na teoria de escalonamento e controle integrados 
(Cervin, 2003), foi apresentado na forma de um sistema de controle em tempo real no qual 
três plantas de físicas foram fechadas sob um único sistema computacional,  dado que suas 
tarefas de controle eram escalonadas a partir de um algoritmo de escalonamento do tipo 
RM ou EDF (Liu and Layland, 1973). Um algoritmo para seleção do período de 
amostragem foi proposto para otimizar o desempenho global do sistema e ao mesmo 
tempo garantir-lhe a estabilidade. 
Em sistemas de controle via redes os elementos sensor, controlador e atuador trocam 
informações entre si, através de mensagens sob uma rede de comunicação, que gera 
atrasos na transmissão e, conseqüentemente, induz atrasos de controle, o que pode levar o 
sistema à perda de desempenho e instabilidade. 
A abordagem de margem de jitter para tratar o problema de Sistemas de Controle 
via Rede (NCS: “Networked Control Systems”) (Santos et al., 2004) é proposta neste 
trabalho, em que o controlador pode ser implementado como uma tarefa em um nó 
computacional computacional (um kernel de tempo real com uma tarefa única concorrente 
pelos recursos do computador), porém iremos assumir que os tempos de computação dos 
algoritmos de controle sejam constantes, gerando outro tipo de incerteza – a 
impropriedade no escalonamento de mensagens sob a rede de comunicação. A 
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variabilidade no tempo de transmissão das instâncias de um fluxo periódico de mensagens, 
em função do escalonamento, gera atrasos e variação de atrasos (jitter) de entrada-saída 
nas malhas de controle consideradas da mesma forma, quando realizadas na forma de um 
sistema de controle em tempo real. O jitter de entrada-saída pode causar uma degradação 
do desempenho de controle e até mesmo levar a planta física a uma instabilidade.  
Baseado no teorema de estabilidade em malhas de controle com atrasos de entrada-
saída variantes no tempo (Kao and Lincoln, 2004) e sob o conceito de margem de jitter 
(Cervin et al., 2004) para tarefas de controle, a margem de jitter combinado com a teoria 
de escalonamento em tempo real para transmissão de mensagens é aplicada ao caso de 
NCS, de forma a garantir o desempenho e estabilidade da planta física. 
 
6.2 Margem de Atraso e Margem de Jitter 
Sistemas de controle por computador são projetados, considerando amostragem 
periódica da saída e um atraso computacional igual a zero (Åstrom and Wittenmark, 
1997). Numa implementação real, isto não se mostra factível, porque um sistema 
computacional pode induzir atrasos computacionais consideráveis, introduzindo atrasos ou 
jitter de entrada-saída na planta de controle. 
 
 
?  
G(S) 
r 
- 
K(Z) ZOH Sh 
+ 
y 
 
Figura 6.1: Sistema de controle por computador com uma planta contínua no tempo P(S), amostrador 
periódico Sh, controlador discreto no tempo K(Z), segurador de ordem-zero e atraso variante no tempo ? . 
A Fig. 6.1 apresenta um modelo na forma de diagrama em blocos de uma malha de 
controle por computador em que a planta física é descrita por um sistema contínuo linear 
denotado por uma função de transferência do tipo G(S).  A saída da planta física é 
amostrada em intervalos de tempo constante h. O controlador é descrito por um sistema 
  76 
discreto linear também descrito por uma função de transferência K(Z) com um segurador 
de ordem zero (sample-hold), onde existe um atraso variante no tempo ? antes do sinal de 
controle ser aplicado na entrada da planta física. 
Considerando um sistema de controle por computador com a arquitetura da Fig. 6.1, 
(Kao and Lincoln, 2004) formularam um teorema apenas suficiente, mas que garante a 
estabilidade da malha de controle para quaisquer tipos de atrasos, em um dado intervalo de 
tempo, incluindo atrasos constante, periódico e aleatório. 
 
TEOREMA 6.1 – ESTABILIDADE SOB JITTER DE SAÍDA 
O sistema em malha fechada da Fig. 6.1 é estável para qua isquer atrasos variante no tempo 
? ? [0, Nh], onde N > 0 seja um número real, se  
( ) ( )
( ) ( ) [ ]pw
w
www
w
o,             ,
1
~
1
1
Î"
-
<
+ iiiZOH
i
alias
eNeKeG
eKG  (6.1) 
sendo que ë û ë û ggNNN ++= 2
~ 2  e ë ûNNg -= , GZOH(Z) é a discretização do 
segurador de ordem zero de P(S), e 
( ) ( )å
¥
-¥=
÷
ø
ö
ç
è
æ +=
k
alias h
kiGG
2
1
2pww  (6.2) 
Demonstração: Veja em (Kao and Lincoln, 2004).   
 
Em uma implementação real, o algoritmo de controle é implementado num sistema 
computacional na forma de tarefa de controle (algoritmo) com ativação periódica em 
instantes de tempo, h. A Fig. 6.2 apresenta um diagrama de tempo com as propriedades 
temporal de uma tarefa de controle. 
 L 
0 h 
J 
Entrada Saida  
 
Figura 6.2: O atraso de entrada-saída é composto pelo atraso constante (L) e jitter (J). 
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O atraso de entrada-saída é o tempo gasto entre a medição da saída, execução do 
algoritmo de controle e atuação na planta física, podendo ser dividido em duas partes: uma 
parte constante, L = 0, e uma parte variante no tempo (o jitter), J = 0. O atraso mínimo de 
entrada-saída pode ser experimentado por L e atraso máximo de entrada-saída dado por L 
+ J. 
A seguir, serão apresentadas as definições de margem de atraso e margem de jitter, 
a serem utilizadas nas seções seguintes, podendo ser entendidas com maiores detalhes em 
(Cervin et al., 2004). 
 
DEFINIÇÃO 6.1 – MARGEM DE ATRASO 
Para um sistema de controle por computador da Fig. 6.1, a margem de atraso é definida 
pelo maior número inteiro Lm;  onde a estabilidade do sistema em malha fechada seja 
garantida assumindo um atraso constante ? = Lm .  
Em sistemas de controle contínuo no tempo, a margem de atraso pode ser computada 
como: 
cmmL wj /=  (6.3) 
onde f m  é a  margem de fase e ? c é a freqüência de cruzamento do sistema em malha 
fechada. 
 
DEFINIÇÃO 6.2 – MARGEM DE JITTER 
Para um sistema de controle por computador da Fig. 6.1, a margem de jitter é definida 
pelo maior número Jm(L), em que a estabilidade do sistema de controle em malha fechada 
seja garantida assumindo um atraso variante no tempo ? ? [L, L + Jm(L)] . Para aplicação 
do Teorema 6.1 ao sistema de controle da Fig. 6.1, deve-se considerar a planta atrasada no 
tempo na forma de G(s)e-sL e N = J/h.      
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6.2.1 Análise de Desempenho e Estabilidade  
A estabilidade de um sistema de controle em malha fechada é garantida se, a partir 
do conhecimento do tempo de execução do algoritmo de controle, conhecermos o atraso 
constante L e um jitter J, com a seguinte desigualdade satisfeita: 
( ) JLJ m >  (6.4) 
 
DEFINIÇÃO 6.3 – MARGEM DE ATRASO PARA SISTEMAS COM ATRASO E 
JITTER 
Para um sistema de controle por computador da Fig. 6.1, onde se observa  um atraso 
constante L e um jitter J, a margem de atraso é definida pelo maior número Lm em que a 
estabilidade do sistema em malha fechada seja garantida para qualquer atraso variante no 
tempo [ ]JLLLL mm +++ÎD , . 
Em relação à função margem de jitter Jm(L), a margem de atraso é dada pelo menor valor 
de Lm  que satisfaça: 
( ) JLLJ mm =+  (6.5) 
 
DEFINIÇÃO 6.4 – MARGEM DE FASE APARENTE  
Para um sistemas de controle por computador da Fig. 6.1, com um atraso constante L e 
um jitter J, a margem de atraso aparente é definida pelo maior número mjˆ  para que a 
estabilidade seja garantida em qualquer atraso variante no tempo 
[ ]JLL cmcm +++ÎD wjwj /ˆ,/ˆ  a qual ? c é a freqüência de cruzamento do sistema, 
considerando um atraso constante L.  
De forma análoga, em relação à função margem de jitter Jm(L), a margem de fase aparente 
é dada pelo menor valor de mjˆ  que satisfaça: 
( ) JLJ cmm =+ wj /ˆ  (6.6) 
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6.2.2 Atribuição de Deadline  
A partir de um deadline crítico real, pode-se garantir a estabilidade em malha 
fechada do sistema de controle , dado que a partir de um limite inferior sob o atraso 
constante L, garante-se a estabilidade assumindo um deadline relativo: 
( )LJLD m+=  (6.7) 
Estendendo a atribuição de deadline que garanta certa margem de fase aparente para 
o sistema alvo, dado um limite inferior sob um atraso constante mL  e uma margem de 
fase aparente desejada ( )LLmcm -< wjˆ , pode-se garantir um nível de desempenho 
atribuindo um deadline na forma de: 
( )cmm LJLD wj /ˆ+=  (6.8) 
 
6.3 Margem de Jitter Aplicado a Sistemas de Controle via Redes 
Considere uma arquitetura de NCS, conforme demonstrado na  Fig. 6.3 (a), com dois 
nós computacionais sob a rede e um fluxo de mensagens entre o nó computacional 
controlador e atuador. Em nosso caso específico, iremos analisar o impacto do 
escalonamento de mensagens sob o desempenho e estabilidade da malha de controle. 
Consideramos ainda que as tarefas de medição st  e atuação at , com tempo de 
computação respectivamente dados por 
s
Ct e aCt a partir do WCET (Worst Case 
Execution Time) de tarefas sejam considerados nulos. O tempo de computação da tarefa de 
controle ct  é constante, dado por cCt , e o tempo de transmissão da mensagem cam  
(mensagem enviada do nó computacional controlador/sensor para o nó computacional 
atuador) é dado por 
camC , que é em função da carga de mensagens e algoritmo de 
escalonamento sob a rede (Tovar, 1999). 
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Figura 6. 3: (a) Arquitetura de um NCS, (b) Diagrama em blocos do NCS. 
 
A Fig. 6.3 (b) apresenta um modelo em diagrama de blocos para uma malha de 
controle na forma de NCS, onde a planta física é descrita por um sistema linear contínuo e 
com um atraso no tempo G(S).e-sL, e dado que N = J/h. O termo L representa o atraso na 
execução de tarefas e transmissão de mensagens em um NCS. A saída da planta física é 
amostrada em intervalos de tempo constante h. O controlador é descrito por um sistema 
discreto no tempo e linear K(Z) e um segurador de ordem zero, em que existe um atraso 
variante no tempo ? antes do sinal de controle ser aplicado na entrada da planta física.  
O diagrama temporal do atraso de entrada-saída referente a um NCS é apresentado 
nas Fig. 6.4 e 6.5 e pode também ser dividido em duas partes: o atraso de entrada-saída 
constante L = 0 que compreende o tempo de execução do algoritmo de controle mais o 
tempo de transmissão da mensagem quando não existem mensagens a serem transmitidas 
sob a rede, 
cac mCCL += t . 
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k
mR  Tempo de resposta da transmissão (WCRT) k-ésima mensagem. 
computador. 
 Tempo de computação (WCET) da k-ésima tarefa. 
computador. 
 Figura 6. 4: (a) Arquitetura de NCS; (b) Diagrama temporal das tarefas e mensagens. 
 
 
 
0 h 
Entrada Saída 
L 
caca mm CRJ -=
camR
camCcCt
 
Figura 6.5: O atraso de entrada-saída pode ser dividido na forma de atraso constante (L) e um jitter (J). 
 
A parte variante no tempo (o jitter), J = 0, que compreende a diferença do tempo de 
transmissão de uma instância da mensagem para o pior-caso e melhor-caso, 
caca mm CRJ -= .
 
 
6.4 Análise do Jitter em Mensagens 
Para definir o atraso constante e o jitter em um NCS, deve-se considerar que cada 
NCS seja composto por tarefas com tempo de execução constantes, executadas em nós 
computacionais com capacidade computacional, isolados e sem concorrência de recursos e 
mensagens que compartilham a largura de banda de um sistema de comunicação.  
A partir deste pressuposto, pode-se aplicar a análise de estabilidade e desempenho 
apresentada na seção 6.2. As Eq. 6.9 e 6.10 apresentam a relação do atraso constante e 
jitter em um NCS composto por tarefas e mensagens. 
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 imii cac CCL ,, += t  (6.9) 
 imimi caca CRJ ,, -=  (6.10) 
Aplica-se a análise do tempo de resposta em tarefas (Audsley et al., 1993), e 
mensagens (Tindell et al., 1995). 
A seguir uma breve discussão acerca da análise do tempo de resposta em redes 
CAN, no qual o escalonamento é realizado sob atribuição de prioridade fixa sob 
mensagens. 
 
6.4.1 Modelo de Mensagens 
Assume-se que a rede CAN possua r estações e n fluxos de mensagens definidas 
por: 
),,( mmmm DTCS =  (6.11) 
Um fluxo de mensagem é uma seqüência temporal de mensagens relativas a, por 
exemplo, à leitura remota de uma variável de processo específico. Um fluxo de mensagem 
Sm  é caracterizado por um único identificador. Cm  é o tempo de transmissão da mensagem 
do fluxo Sm. Tm é a periodicidade da requisição de fluxos Sm , considerado como o intervalo 
de tempo entre duas chegadas consecutivas de requisições para a fila de saída do fluxo Sm . 
Finalmente, Dm  é a meta temporal relativa de uma mensagem (deadline), que consiste no 
intervalo de tempo máximo admissível entre o instante em que a requisição da mensagem 
é colocada na fila de saída e o instante em que cada mensagem é completamente 
transmitida. 
 
6.4.2 Análise do Tempo de Resposta no Pior-Caso 
Em (Tindell et al., 1995), os autores apresentaram em detalhes a análise do tempo de 
resposta das mensagens em redes CAN. Definiu-se que as mensagens possuem atribuição 
de prioridade fixa para os respectivos fluxos e um modelo de escalonamento não-
preemptivo. Considerando tal modelo de escalonamento, adaptou-se toda a análise de 
escalonabilidade sob um conjunto de tarefas, desenvolvida por (Audsley et al., 1993). 
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O tempo de resposta no pior caso de uma mensagem enfileirada, Rm   medida desde a 
chegada de uma requis ição da mensagem para a fila de saída até o instante em que a 
mensagem é completamente transmitida, é dado pela Eq. (6.12): 
mmmm CwJR ++=  (6.12) 
O termo Cm  representa o tempo gasto para se transmitir uma mensagem m 
fisicamente sobre o barramento, o termo wm  representa o atraso na fila de transmissão no 
pior caso. Finalmente, o termo Jm  , representa o jitter para inserção da mensagem na fila 
de transmissão. 
Para um NCS baseado em rede CAN, o atraso de controle máximo está diretamente 
relacionado com o cálculo do máximo tempo de resposta da mensagem. 
O pacote de uma mensagem CAN básica, contém 47 bits de overhead por 
mensagem, e um bitstuffing de 5 bits, sendo que apenas 34 bits dos 47 bits de overhead 
que estão sujeitos ao stuffing. O termo Cm é apresentado a seguir. 
bitm
m
m s
s
C t×÷÷
ø
ö
çç
è
æ
++úû
ú
êë
ê += .847
5
.834
 (6.13) 
Em (6.13), temos que o termo sm  indica o tamanho limitado da mensagem m em 
bytes, e o termo tbit é o atraso de propagação, ou seja, o tempo necessário para se 
transmitir um bit sobre o barramento (como exemplo podemos afirmar que, sob um 
barramento a 1Mbit/s, tem-se tem-se que tbit = 1ms). 
O termo wm  em (6.12), representa o atraso na fila no pior caso (O maior tempo entre 
a inserção de uma mensagem na fila de prioridades e o início de sua transmissão) e dado 
por (6.14). 
( )
j
mhpj j
bitjm
mm CT
Jw
Bw ×
ú
ú
ú
ù
ê
ê
ê
é ++
+= å
Î"
t
 (6.14) 
Onde o termo hp(m) é o conjunto de mensagens no sistema com prioridade maior 
que a mensagem m, e Bm  é o tempo de bloqueio no pior caso da mensagem m, e é dado por 
(6.15).  
( )
( )kmlpkm CB Î"= max  (6.15) 
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De (6.15) pode-se afirmar que lp(m) é o conjunto de mensagens no sistema com 
prioridade menor que a mensagem m. Em redes CAN é possível determinarmos atrasos de 
transmissão máximos sob a presença de carga através de prioridade sob mensagens. 
 
6.4.3 Análise do Tempo de Resposta no Melhor-Caso 
Sob escalonamento de prioridade fixa para tarefas, a análise do tempo de resposta no 
melhor caso considerando D = T foi desenvolvida por (Redell and Sanfridson, 2002), e 
podendo ser facilmente estendida ao caso de escalonamento de mensagens em redes CAN. 
O tempo de resposta no melhor caso de uma mensagem m pode ser dado pela Eq. (6.16). 
( )
b
j
mhpj j
bitj
b
mb
m
b
m CT
Jw
Bw ×
ú
ú
ú
ù
ê
ê
ê
é
-
++
+= å
Î"
1
t
 (6.16) 
O termo Bmb é o tempo de bloqueio no melhor caso da mensagem m, representado 
por (6.17).  
( )
( )kmlpk
b
m CB Î"= min
 (6.17) 
De (6.17) entende-se que lp(m) é o conjunto de mensagens no sistema com 
prioridade menor que a mensagem m. 
  
6.5 Exemplo de Projeto 
Vamos apresentar como o conceito de margem de jitter pode ser aplicado no projeto 
de NCS. Baseado no procedimento de projeto integrado de controle-escalonamento 
apresentado por (Cervin et al., 2004), considere um conjunto de n plantas e controladores 
contínuos no tempo, denotados respectivamente por P(s) e K(s), onde o atraso (L) e jitter 
(J). 
 
O procedimento de projeto é dado a seguir: 
1. Inicialize atribuindo períodos de amostragem h inicial aos controladores.  
2. Ajuste os períodos de amostragem de tal forma que as mensagens 
sejam escalonadas pela política de escalonamento da rede CAN (RM). 
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3. Discretize os controladores, usando o período de amostragem atribuído, 
tendo assim um conjunto de controladores discretos no tempo K(z). 
4. Para cada NCS, compute o tempo de resposta do algoritmo onde se tem 
tarefa e mensagem para cada NCS. O tempo de resposta no pior-caso, 
imsg
b
itask RR ,, +  e o tempo de resposta no melhor-caso 
b
imsg
b
itask RR ,, + . 
5. Para cada algoritmo de controle compute a margem de jitter baseado no 
Teorema 1 e a margem de fase aparente im,jˆ , considerando um atraso 
constante b imsg
b
itaski RRL ,, +=  e o jitter 
b
imsgimsgi RRJ ,, -= . 
6. Para cada algoritmo de controle, calcule a degradação de desempenho 
imimir ,, /ˆ jj= . Calcule também o valor médio å= nrr i / . 
7. Para cada algoritmo de controle, ajuste o período de acordo com 
( ) iiiii rrrkhhh /-+=  onde k < 1  é um parâmetro de ganho. 
8. Repita o passo 2 até que tenha uma desempenho aceitável para os 
NCS’s. O critério de parada define-se pela soma da diferença de 
desempenho, å - rri  não seja crescente. 
Considere agora três plantas físicas e os respectivos controladores contínuos no 
tempo dados por (Carvin et al., 2004) : 
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As plantas físicas são controladas pelos controladores, através de uma realimentação 
de saída, e possuem uma largura de banda ? b e margem de fase f m, conforme Tabela 6.1. 
Tabela 6.1: Largura de banda e margem de fase das malhas de controle. 
Malha de Controle  ? b f m 
P1(s), K1(s) 960 rad/s 74.1o 
P2(s), K2(s) 599 rad/s 49.5o 
P3(s), K3(s) 179 rad/s 69.7o 
 
A resposta dos sistemas de controle contínuo no tempo e em malha fechada é 
apresentado na Fig. 6.6. 
 
Figura 6.6: Resposta das malhas de controle contínuo no tempo. 
Para implantação do algoritmo de controle num sistema computacional, os períodos 
de amostragem são escolhidos pela regra de thumb 0,2 = ? b.h = 0,6.  
A arquitetura de NCS assumida para as três plantas físicas é denotada por um nó 
computacional sensor/controlador e outro nó computacional atuador, consistindo em um 
fluxo de mensagens gerado na rede de controle, conforme Fig. 6.7. Os NCS’s são 
suportados por uma rede CAN de 1 Mbps (Esta taxa de transmissão não é padrão, então 
tem-se um valor hipotético para efeito de simulação). 
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Figura 6.7: Configuração de NCS’s sob uma rede CAN. 
O fluxo de mensagens é periódico e gerado pelos nós computacionais sensor, 2, 4 
e 6, respectivamente para os nós computacionais 1, 3 e 5. As propriedades temporais das 
mensagens de controle são dadas na Tabela 6.2. A atribuição de prioridades aos 
diferentes fluxo de mensagens é baseada no algoritmo RM (Rate Monotonic).  
Tabela 6.2. Características dos fluxos de mensagens – Rede CAN (1Mbps). 
Mensagens Cm (ms) Tm (ms) Jm (ms) Um (%)  WCRT (ms) Ativação 
m1 0.130 0.400 0.020 32.50 0.280 Timed-driven 
m2 0.130 0.560 0.020 23.21 0.410 Timed-driven 
m3 0.130 2.600 0.020 5.00 0.570 Timed-driven 
O termo Cm  indica o tempo de transmissão de um frame comp leto, que transporta a 
mensagem; Tm  é o período de ativação do frame (corresponde ao período de amostragem 
da malha com uma defasagem de ativação hk); Jm  é o jitter de transmissão de liberação 
da mensagem; Um  indica a utilização da largura de banda da respectiva mensagem sob a 
rede e WCRT  compreende o tempo de resposta no pior caso de uma mensagem. 
Baseado no trabalho de (Cervin et al.,2004), de controle-escalonamento integrados 
considera-se também um ganho de adaptação k = 0.2. Na Tabela 6.3 apresenta-se os 
valores referentes a primeira e décima interação. Note a partir dos parâmetros da Tabela 
6.3 (a) que na primeira iteração apenas a margem de fase aparente do NCS-3 é negativa, 
indicando assim a instabilidade do sistema e podendo ser confirmado através de resultados 
de simulação através da Fig. 6.8 (a). Os NCS-1 e NCS-2 possuem desempenho e 
estabilidade aceitável baseado na regra de thumb. 
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Com base no algoritmo proposto, nota-se que os parâmetros da Tabela 6.3 (b) para a 
décima iteração, convergem com os períodos de amostragem ajustados a um valor, de 
forma que o desempenho e estabilidade para os NCS’s sejam aceitáveis. A Fig. 6.8 (b) 
mostra através de simulação que os NCS’s apresentam bom desempenho e estabilidade na 
décima iteração. 
Tabela 6.3: Resultados do projeto de NCS sob uma rede CAN: a) primeira iteração, b) décima iteração. 
(a) 
NCS h 
cac mRC +t  cac mCC +t
 J ( )
cac mm CCJ +t  mjˆ  mm jj /ˆ  
NCS-1 0.40 0.29 0.16 0.13 1.04 55.7o 0.75 
NCS-2 0.56 0.41 0.16 0.25 1.17 32.1o 0.65 
NCS-3 2.60 0.57 0.16 0.52 0.04 -10.7 -0.15 
(b) 
NCS h 
cac mRC +t  cac mCC +t
 J ( )
cac mm CCJ +t  mjˆ  mm jj /ˆ  
NCS-1 0.55 0.29 0.16 0.13 1.01 51.1 0.70 
NCS-2 0.60 0.41 0.16 0.50 1.09 30.0 0.61 
NCS-3 1.80 0.67 0.16 0.75 1.15 34.5 0.50 
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(a) 
 
(b) 
 
Figura 6.8: Respostas dos NCS’s sob a rede CAN: a) primeira iteração, b) décima iteração. 
As simulações foram realizadas com a ferramenta computacional TrueTime 
(Henriksson et al., 2002).  
 
6.6 Conclusão 
Neste capítulo apresentou-se a aplicação da margem de jitter no projeto de NCS. 
Baseado no conceito de margem de jitter apresentado em (Cervin et al., 2004) com a sua 
aplicação ao projeto de sistemas de controle em tempo real, estendeu-se ao caso de 
sistemas de controle via redes. 
Baseado no projeto integrado de controle-escalonamento integrado, algoritmos de 
escalonamento de tempo real introduzem jitter de saída na malhas de controle, o qual 
através de teste de escalonabilidade pode calcular o jitter de execução das tarefas de 
controle. Uma extensão ao caso de NCS foi realizada, considerando que as mensagens sob 
a rede induzem jitter de saída nas plantas físicas. Nós utilizamos o mesmo procedimento 
de projeto de sistemas de controle em tempo real para NCS sob uma rede CAN do artigo 
original, onde pudemos verificar os resultados através de simulações na ferramenta 
computacional TrueTime. 
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7 Conclusão e Trabalhos Futuros 
 
7.1 Conclusão Geral 
Nesta tese foram apresentadas metodologias de projeto para sistemas de controle via 
redes, considerando as propriedades temporais das redes de comunicação. Realizou-se a 
análise das propriedades de um sistema de comunicação do tipo difusão, que suporta 
tráfego de mensagens em tempo real, onde se destaca o fato em determinar o cálculo de 
resposta no pior caso de mensagens (WCRT), que está intrinsecamente relacionada com o 
atraso de entrada-saída em uma malha de controle fechada sob um sistema de 
comunicação.  
A escolha e análise das propriedades das redes definidas: CAN, Token-passing e 
TDMA foram essenciais para o desenvolvimento deste trabalho , cujo objetivo consiste em 
suportar sistemas de controle via redes. As aplicações de controle fechadas sob uma rede 
de comunicação requerem um tráfego de mensagens em tempo real; sendo que, para as 
redes apresentadas acima, desenvolveu-se esta análise baseada no cálculo do tempo de 
resposta no pior caso de mensagens. Realizou-se também uma análise do impacto da 
comunicação sob desempenho e estabilidade em malhas de controle, neste sentido, torna-
se imprescindível conhecer as propriedades temporais das redes de comunicação, 
conforme apresentado anteriormente. 
Desenvolveu-se uma metodologia de projeto para NCS no qual o controlador 
considera o período de amostragem e atraso de entrada-saída baseado na análise do 
tempo de resposta de mensagens (WCRT) de um fluxo de mensagens relacionado ao NCS. 
Verificou-se que esta abordagem é aceitável para sistemas de controle insensíveis a 
variação de atrasos de entrada-saída (jitter). Para malhas de controle sensíveis a variação 
de atrasos de amostragem e entrada-saída, a abordagem de projeto baseada no WCRT de 
mensagens torna-se inviável, pois o desempenho e estabilidade podem não ser garantidos 
em tempo de projeto. Para satisfazer uma classe de sistemas sensíveis ao jitter, apresentou-
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se um modelo de projeto para NCS,  baseado na aná lise de estabilidade, considerando a 
margem de atraso e a margem de jitter de sistema de controle em tempo real. 
 
7.2 Sugestões para Trabalhos Futuros 
Projeto de NCS Considerando outras Redes de Comunicação. Apresentaram-se 
técnicas de análise e projeto em redes CAN. È de fundamental importância a aplicação 
destas técnicas em outras redes de comunicação em tempo real para avaliação de 
desempenho e estabilidade de NCS. 
Projeto Integrado de NCS. Uma abordagem para a solução integrada de NCS que 
vise otimizar o escalonamento de mensagens e desempenho de controle facilitaria o 
trabalho do projetista de sistemas de controle, deixando transparente assim à parte de redes 
e escalonamento de mensagens. 
Abordagem de Escalonamento de Sistemas Distribuídos para NCS. As técnicas de 
análise de escalonabilidade de sistemas distribuídos podem ser eficientemente aplicadas ao 
projeto de NCS, onde os algoritmos de controle são distribuídos e uma rede de 
comunicação em tempo será utilizada.  
Análise e Projeto de NCS Considerando o atraso e variação de atrasos. Foram 
apresentadas técnicas de análise e projeto de NCS considerando período de amostragem e 
atraso de entrada-saída. A análise apurada de NCS com atraso e jitter de amostragem, 
atuação mostra-se faz necessário e interessante para plantas físicas sensíveis a estes 
parâmetros. 
Aplicação das Técnicas de Projeto em NCS. Um estudo de caso de técnicas de 
projeto de NCS aplicado a um sistema de Mesa-XY e um sistema automotivos X-by-Wire 
está sendo desenvolvido, onde resultados preliminares foram alcançados e não 
apresentados nesta tese. 
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