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1. INTRODUCTION 
Let F(x), the integral transform of a function f  with respect to a kernel K, 
be defined by 
F(x) = j m k(d) f(t) dt, o<x<m, 
0 
(1.1) 
whenever the integral exists. It is well known that if L(x) is a slowly varying 
function in the sense of Karamata, that is, L(x) is positive, measurable and 
satisfies the condition 
L(xx) -+ 1 
L(x)j ’ 
as x--t co, (1.2) 
for every h > 0, then, under certain conditions on f and k, 
f(t) - t+L(t), as t-+co, 
implies 
(1.3) 
F(x) N x a-lL( 1 /x) joa k(t) t-% dt, as x + 0, (1.4) 
and conversely. The asymptotic relations (1.3) and (1.4) are generally dis- 
cussed under the assumption that K has an absolutely convergent Mellin 
transform &‘(A, s), s = IJ + i7, in the strip CT, < 1 - OL < us . These rela- 
tions, however, are of interest even when the Mellin transform of K does not 
converge absolutely in any strip. The kernels of this type are of particular 
interest in connection with the characteristic functions of the tail sum of 
distribution functions [14], certain probability measures [7], and even the 
estimation of the eigenvalues of certain partial differential operators [9]. 
Pitman [14] has given Abelian and Tauberian theorems for the Fourier sine 
and cosine transforms. The Tauberian implication of his results depends 
on the Fourier inversion formula. Bingham [7] has obtained similar results 
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for a modified form of the Hankel transform of order V, Y > -$. He uses the 
properties of fractional integrals, suggested by the integral representation of 
the Bessel function J”(x), together with Pitman’s results for the cosine trans- 
form. More recently, Ridenhour and Soni [15] have obtained the Tauberian 
implication for the Hankel transform by applying an Abelian result for the 
Laplace transform to a generalized Parseval relation. Our object is to present 
a simple and unified approach for obtaining similar asymptotic results when 
the transform kernel satisfies some general conditions but the Mellin trans- 
form of the kernel converges only in the Cauchy sense. The results of Bingham 
and most of the results of Pitman then follow by specializing the kernel. 
To keep the length of the papers within reasonable limits, the material is 
divided into three parts. In this paper we give only the Abelian theorems. 
As usual, theorems of this type are comparatively simple. In subsequent 
papers we shall give the corresponding Tauberian theorems and the apphca- 
tions of these results. The Tauberian theorems are initially given under the 
condition that K is a symmetric Fourier kernel [16, Chapter 81. In that case 
the corresponding transforms are unitary in _(tp2(0, cc) [8, Chapter 51. How- 
ever, this condition is not essential and the technique can be used even when K 
is not a Fourier kernel so long as its Mellin transform behaves in a suitable 
manner in the complex s-plane. 
Since there is a close relationship between the Fourier series and the 
Fourier transforms, it would be worthwhile to mention related results for 
the Fourier series. The behavior of the coefficients a, and the corresponding 
series C,“=, a, cos KC and x,“=, (I, sin 71% has been investigated by a number 
of authors, Hardy and Rogosinski [12], AljanEid, BojaniC and TomiC [5, 61, 
AdamoviC [2,3], and, quite rencetly, by Yong [17-l 91. It is interesting to note 
that in the case of Tauberian theorems for the series, quite often, Abel- 
Poisson summability technique is used and the estimates are quite involved. 
As we shall see, most of these results follow immediately from the correspond- 
ing results for the transforms. 
2. NOTATION AND BASIC A~SIJMPTIONS 
The functions f and K are real and locally integrable. F(x), the transform 
off with respect the kernel K, is defined by (1.1). The convergence of an 
integral is considered in the Cauchy sense whenever it does not converge 
absolutely. 
Assumptions on the kernel. Let 
h(t) = lot k(u) du. (2.1) 
It is assumed that both k(t) and k,(t) are bounded in 0 < t < co. 
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Assumptions 071 f. Unless stated otherwise, we assume that f satisfies the 
following conditions: 
(i) f(t) is bounded, 
(ii) f(t) decreases to zero as t --+ 00. (2.2) 
Whenever f is monotone we assume that f is normalized, that is, 
f (4 = Hf (x+> + f (x-)1 
for each x > 0. In some of the Abelian theorems, these conditions can be 
relaxed. However, in the Tauberian theorems we shall invariably assume that 
f satisfies these conditions. 
L(X) denotes a slowly varying function in the sense of Karamata [13], that 
is, L(X) is positive, measurable and for every h > 0, 
lim L(hx) 1 s-L(x)= * 
We shall also assume L.(x) to be locally bounded. 
Afunction f is of index m as x -+ co if 
f (x> = xmw, x+co (2.3) 
for some slowly varying function L(x). 
We shall have occasion to refer to the following conditions regarding the 
behavior of the kernel near the origin. Whenever any one of these conditions 
is required, it will be explicitly stated. 
k(t) = O(P), %>O, t ---f 0; (2.4) 
k(t) = cp + O(P), t-0, 
(2.5) 
Cl # 0, 0 d a1 < as; 
k(t) = f cp + op+q, t -+ 0, 
j=l 
(2.6) 
Gz f 0, 0 < 011 < 012 -** < an < a,+1 . 
The Mellin transform of an arbitrary function h, &(h, s), is defined by 
d(h, s) = jom P-%(t) dt, s = (T + i7, (2.7) 
whenever the integral converges. The functions X(S), C(S) and g(s) denote 
&?(K, s), &(f, S) and &‘(F, s), respectively. 
ASYMPTOTIC BEHAVIOR OF INTEGRAL TRANSFORMS 
3. MAIN RESULTS: ABELIAN THEOREMS 
THEOREM 1. Zf K sutisjies (2.4) and 0 < m < 1 + ai , then 
f(t) - t-“W), t-cc 
implies 
F(x) - x-lf(l/x) .X(1 - m), x--J 0. 
THEOREM 2. Zf k satis$es (2.5) and m = 1 + q , then 
f(t) w t+L(t), t-+03 
implies 
F(x) - clxal j:" W(t) dt + x-'f (;) j@, /X(s) - +-I , 
THEOREM 3. (a) Zf k,(t) ---f c as t -+ co and 
f(t) = L(t), 
then 
F(x) - cx-‘f( 1 ix), x -+ 0. 
(b) Zf J-r U-%,(U) du conwerges and 
f(t) = L(t), 
then 
s 
‘F(U) du -f(l/x) jam u-%,(u) du, x--j. 0. 
0 
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(3.1) 
(3.2) 
(3.3) 
x ---f 0. 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
If k(t) does not change sign for t sufficiently large, then the boundedness of 
k,(t) implies that k,(t) tends to a limit as t --+ co. In that case, Theorem 3(a) 
is applicable. In general, however, neither (3.6) nor (3.8) may be applicable. 
In the following theorem we give an estimate on F(x) under somewhat 
different condition on k. In general, if f(t) = L(t) we can only assert that 
THEOREM 4. Zf k(t) is continuous, bus only simple zeros at t = A, , A, --f co, 
and changes sign at every A, , then 
f(t) = L(t), (3.9) 
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and 
1 J;:“” k(t) dt 1 2 1 j-‘“‘” k(t) dt 1 , 
&I+1 
(3.10) 
imply that, as x --+ 0, 
x-‘f( l/x) litnrlf k,(t) < F(x) < x-lf( 1 /x) l$+%up k,(t). (3.11) 
We would like to mention here that AljanEiC, BojaniC and TomiC [4] have 
given a very’ interesting result when f is a slowly varying function. They 
prove that if f(t) = L(t) and convex and st (1 - t/x) k(t) dt -+ 1, as x -+ CO, 
then F(x) N Zz+f(l/x) as x -+ 0. 
In the next two theorems, we give the asymptotic behavior of the transform 
when f(t) is of index -m as t + cc, m > 1 + 01~ and k(t) has generalized 
Peano derivative of higher order at t = 0. 
THEOREM 5. If k(t) satisfies (2.6) for some n 3 1 and 
then 
implies 
a,+ 1 <m<h+,+ 1, 
f(t) - t-r”L(t), t+oo (3.12) 
F(x) N f cixDLi s m t”if (t) dt + x-‘f( 1 /x) X( 1 - m), x-to. (3.13) 
i-l 0 
THEOREM 6. I f  k(t) satisfies (2.6) for some n > 1 and m = LX% + 1, then 
f(t) - t-mJqt), t-q (3.14) 
implies 
F(x) - ncl cixai lorn t”ff(t) dt + c,x”, 6’” Pf (t) dt 
G-1 
+ x-‘f (1 /x) ,‘li 
n I 
,x(s) - --S- , 
s + % t 
(3.15) 
x-ho. 
Remarks. If n = 1, Theorem 6 reduces to Theorem 2. In (3.2), (3.4), 
(3.13) and (3.15), the results are expressed in terms of the Mellin transform X 
In Lemma 2, we shall prove that all these expressions, as well as the limits 
in (3.4) and (3.19, are well defined. 
In Theorem 6, t”lnf(t) is of the form t-lL(t) for large t. Therefore, 
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J;‘” P-f(t) dt, x -+ 0, is not necessarily convergent. However, if this integral 
does converge we may rewrite (3.15) as follows: 
F(x) - i cixai low t”ff(t) dt - c,xn s,: t”;f(t) dt 
i=l 
?;-+ 0. 
(3.16) 
A similar change can be made in (3.4) whenever the corresponding integral 
converges. 
In Theorems l-3, we need not assume thatf(t) is monotone in 0 < t < co. 
It is enough to assume thatf(t) is bounded and ultimately decreases to zero. 
Again, in Theorems 5 and 6, we need only assume that f is bounded and ulti- 
mately positive. The proofs of these assertions need little change and are not 
given. 
4. SOME PRELIMINARY RESULTS 
LEMMA 1. F(x) is deJined and xF(x) is unqormly bounded in 0 < x < CO. 
Proof. By the second mean value theorem, 
jr f (4 44 dt = f(N) s,” k(xt) & N<[<M 
= x-If(N) s:,” k(u) du 
Since f (t) 4 0 as t -+ co and k,(t) is bounded, the integral (1.1) converges for 
all x > 0. Again, 
F(x) = .I& /“f(t) k&t) dt 
0 
Z-Z lim f(0) I” k(xt) dt, 
N-m 0 < & < N. 0 
Hence, 
LEMMA 2. 
(a) ~(s)isanalyticinO<a<I,s=u+i~. 
(b) If k(t) sutisjk (2.4), then X(s) is analytic in - aI < u < 1. 
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(c) lfh(t) satisjies (2.5), then X( ) s is analytic in ---cL~ < u < 1. The only 
singularity of X(s) is a simple pole at s = -0~~ with residue c1 . 
Moreover, 
I‘ 
TP{h(u) - cluul} du = X(1 - m), a,+1 <m<a,+l. (4.1) 
0 
(d) If h(t) satis$es (2.6), then .X(s) is analytic in -q+l < o < 1. The 
only possible singularities of X(s) are simple poles at s = -01~ with residue c, , 
j = 1, 2, 3 ,..., n. Also, 
jam UP [h(u) - k cjumi\ du = X(1 - m), an + 1 < m < an+l + 1. 
Proof. (a) Integrating by parts 
X(s) = (1 - s) jom u”-~~,(u) du, 0 < u < 1. 
Hence X(s) is analytic in 0 < 0 < 1. 
(b) If k(t) = O(tQ t -+ 0, then (4.3) holds for -01~ < D -C 1. 
(4 
X(s) = jo-= us-%(u) du, 0 < u < 1 
XZZZ 
s l u”-~(~(u) - c,zP) du + Irn us-%(u) du + -& 0 1 
(4.2) 
(4.3) 
(4.4) 
However, I,(s) and Ia are analytic in -0~~ < u < 1 and have no singularity 
in that region. Hence, the only singularity of Y(s) in -01~ < u < 1 is a 
simple pole at s = --a1 . Again, by (4.4), 
X(s) = jol u~-~{~(u) - cp”‘} du + j; u”-‘(h(u) - cp”] du, 
-a2 < u < --a1 . (4.5) 
For s = 1 - m, we obtain (4.1) 
(d) The proof is similar to that of part (c). Equations (4.4) and (4.5) 
are replaced by 
--a,+1 < u < 1 (4.6) 
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-an+1 < u -< -a, ) (4.7) 
respectively, but the argument is the same. 
We may mention here that the Mellin transform of K(t), under the assump- 
tion that k has asymptotic expansion near the origin in powers of x and log X, 
has been considered by Handelsman and Lew [IO, 111. Our primary interest 
lies in the relations (4.1) and (4.2). 
We shall repeatedly make use of the following result due to Pitman [14, 
Lemma 21. 
LEMMA 3. Let G(x) be positive and bounded and let 6 and c be any two 
positive numbers. If  m 3 0 and G(x) is of index -m as x + co, then there exist 
positive numbers A and B such that 
GW A - - 
G(x) < Xm+S ’ 
x>B, O<X<c, 
and 
GGW A ~ ~ 
G(x) 
< p7-6 ’ x >, B, h >c. 
5. PROOF OF THEOREMS l-6 
Proof of Theorem 1. By a change of variable, 
F(x) = x-l lo= k(u) f  (u/x) du. 
Therefore, 
w N + “fW4 
x-lf(l/x) = 0 s s N f. k(u) du, 0 < N < a3 
= I, + I4 . 
By Lemma 3, for 0 < u < N, 
;g = q&+-s), X+0, 0<6<oc,+l-m. 
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Therefore, by the dominated convergence theorem, 
s 
N 
Is -+ u-%(u) du, x--+0. 
0 
Again, by the second mean value theorem, 
= O(N-“), x -+ 0. 
(5.1) 
(5.2) 
The conclusion follows from (5.1) and (5.2). 
Proof of Theorem 2. 
F(X) - clxoI’ 
s 
1’S t”‘f(t) dt = x-l ioa f (u/x) R(u) du - c# j.’ =I 
0 
o u f(44 da 
Hence, 
F(x) - c,x=l s;‘” t”‘f (t) dt 
x-‘f (1 Ix) 
= d;# {h(u) - s clua’l d” + fl 
m f(ulx) k(u) &, 
f (l/x) 
= I:, + I6 . (5.3) 
By Lemma 3, for x < 1, the absolute value of the integrand in I5 is bounded 
by Au”~-+~ for some constant A and 0 < 6 < 01~ - 01~ . By the dominated 
convergence theorem, 
4 - s 1 u-{/s(u) - clual} du, x + 0. 0 (5.4) 
Again, by Lemma 3, if 01~ > 0 and 0 < x < 1, the absolute value of the 
integrand in I6 is bounded by A~-~l-l+a for some constants A, 6 where 
0 < 6 < cdl. Therefore, by the dominated convergence theorem, 
f 
m  
I6 + u-h(u) du, x+-o. (5.5) 
1 
However, if 01~ = 0 we write 
Nfm h(u) du + j.;;-$#$ k(u) du, f(l/x) 
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and prceed as in the proof of Theorem 1. In this manner, as x ---f 0 and 
N-t ~4, we again obtain (5.5). Thus 
1 
15 + IB -+ s 
u--{k(u) - clua’} du + m ~-~-~~k(u) du 
0 r ‘1 
= $ll, [X(s) - -“-I ) 
s + a1 
x * 0. 
Proof of Theorem 3(a). The proof is similar to that of Theorem 1. In the 
present case, f(t) is of index zero as t + co. 
F(x) 
x-‘f(l/x) = s “‘f k(u) du + {; ;# k(u) du. 0 .f(lix) 
Choose N sufficiently large and apply dominated convergence theorem to the 
first integral. By the second mean value theorem, 
s 
;j$$j k(u) du = ‘$$$ j-“’ k(u) du, N<N’< co. 
N 
Since f(t) is decreasing, f(N/x) < f( 1 /x) for N 2 1. Thus, 
s 
,,-#$ k(u) du = o(l), N-, ~0. 
and the conclusion follows. 
Proof of Theorem 3(b). 
j j; k(xt)f(t) dt j < Af(N) x-l, 0 < N < co, 
for some constant A. Sincef(t) $0 as t --f co, the integral defining F(x) con- 
verges uniformly in 0 < 6 < x < d < cc. Therefore, interchanging the 
order of integration, 
la’F(u) du = I‘umf(t) kl(xt) ; “(‘t) dt. 
By the dominated convergence theorem, 
s 
oNf(t)~dt-+O as S40, 
(5.6) 
(5.7) 
409/49ir-12 
176 SON1 AND SON1 
and, by the second mean value theorem, 
qdt =f(N)j;‘!$%&, N<N’< 00 
= f(N) f8; c du. 
(5.8) 
Hence, 
IS if(t) 
9 dt j < At(N), (5.9) 
where A is a constant independent of 6. From (5.7) and (5.9), we have 
s oaf (0 
y dt -+O as 640. 
Thus, 
j-oEF(u) du = j- t-lf (t) k,(xt) dt 
0 
= s om f (u/x) u-%&) du. 
The proof can now be completed as in Theorem 3(a). 
Proof of Theorem 4. To be specific, let k(t) > 0 for 0 < A, < t < A, and 
let 
dn(4 = j-;-i (44 44 du, 
i 
s 
Al 
f (44 k(u) dus 
d,,(x) = ’ 
0, 
F(x) = x-1 La f (u/x) k(u) du 
= x-1 F n-l j-z1 f (44 W) dus 
= x-l f d,(x). 
?kO 
n 2 1, (5.10) 
4 > 0, 
(5.11) 
A, = 0. 
A, = 0 
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C d,(x) is an alternating series and, by (3.10), j d,(x)\ decreases to zero as 
n -+ co for every X. Hence, 
.x-l z d,(x) <F(x) < x-1 y dj(X), 71 > I, 
j=O j=O 
which is equivalent to 
.c haz+l f(UIX) hz+z f(uix) o f( 1 ix) 44 d” G x-;gx) G s o f(l/*) w du. 
For fixed n, we obtain 
s 
hfl 
k(u) du < F(x) 1 
kLZl+, 
X+(1/%) d 44 du, 
x-0, 
0 0 
and (3.11) follows. 
Proof of Theorem 5. 
F(x) - f cjxa’ jam Py(t) dt = IO= jk(rt) - ,$ c&,‘j f(t) dt, (5.12) 
j=l 
implies 
Since zfl + 1 < m < 01,+~ + 1, we can choose 6 such that 
an+ 1 <m&6<cr,+,+ I. 
By Lemma 3, for x < 1, 
I I f(u!x> fUl4 < A(u-m-6 + u-m+6), o<u<co, 
and by (2.6) 
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Hence, by the dominated convergence theorem, 
I, N jy u-” \h(u) - $ cpq du, 
and, finally, by Lemma 2(d), 
I, - X(1 - m), x -+ 0. 
From (5.13) and (5.15), we obtain (3.13). 
(5.14) X-+0 
(5.15) 
Proof of Theorem 6. Since the proof is similar to that of Theorem 2, we 
only give the pertinent details. 
By the dominated convergence theorem, 
and 
By Lemma 2(d), 
This completes the proof of (3.15). 
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