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THE EQUILIBRIUM STATES
FOR
SEMIGROUPS OF RATIONAL MAPS
HIROKI SUMI AND MARIUSZ URBAN´SKI
Abstract. We consider the dynamics of skew product maps asso-
ciated with finitely generated semigroups of rational maps on the
Riemann sphere. We show that under some conditions on the dy-
namics and the potential function ψ, there exists a unique equilib-
rium state for ψ and a unique exp(P(ψ) − ψ)-conformal measure,
where P(ψ) denotes the topological pressure of ψ.
1. Introduction
In this paper, we frequently use the notation from [13]. A “rational
semigroup” G is a semigroup generated by a family of non-constant ra-
tional maps g : CI → CI, where CI denotes the Riemann sphere, with the
semigroup operation being functional composition. For a rational semi-
group G, we set F (G) := {z ∈ CI | G is normal in a neighborhood of z}
and J(G) := CI \ F (G). F (G) is called the Fatou set of G and J(G) is
called the Julia set of G. If G is generated by a family {fi}i, then we
write G = 〈f1, f2, . . .〉.
The research on the dynamics of rational semigroups was initiated by
Hinkkanen and Martin ([8]), who were interested in the role of the dy-
namics of polynomial semigroups while studying various one-complex-
dimensional moduli spaces for discrete groups, and by F. Ren’s group
([21]), who studied such semigroups from the perspective of random
complex dynamics. For further studies on the dynamics of rational
semigroups, see [13, 14, 15, 16, 17, 18, 12, 19].
The theory of the dynamics of rational semigroups is deeply related
to that of the fractal geometry. In fact, if G = 〈f1, . . ., fs〉 is a finitely
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generated rational semigroup, then the Julia set J(G) of G has the
“backward self-similarity”, i.e.,
J(G) = f−11 (J(G)) ∪ · · · ∪ f
−1
s (J(G))
(See [13]). Hence, the behavior of the (backward) dynamics of finitely
generated rational semigroups can be regarded as that of the “backward
iterated function systems.” For example, the Sierpin´ski gasket can be
regarded as the Julia set of a rational semigroup.
The research on the dynamics of rational semigroups is also directly
related to that on the random dynamics of holomorphic maps. The first
study on the random dynamics of holomorphic maps was by Fornaess
and Sibony ([7]), and much research has followed. (See [1, 2, 3, 4].) In
fact, it is very natural and important to combine both the theory of
rational semigroups and that of random complex dynamics (see [13, 14,
16, 17, 18]).
We use throughout spherical derivatives and, for each meromorphic
function ϕ, we denote by |ϕ′(z)| the norm of the derivative with respect
to the spherical metric. We denote by CV (ϕ) the set of critical values
of ϕ. The symbol A is used to denote the spherical area. We set κ =
A(B(0, 1))/4. Obviously, there exists a constant Csa ≥ 1 such that for
each 0 < R ≤ diam(CI)/2, C−1sa ≤ A(B(z, R))/κ(2R)
2 ≤ Csa.
Let G = 〈f1, . . ., fs〉 be a finitely generated rational semigroup. Then,
we use the following notation. Let Σs := {1, . . ., s}
N be the space of
one-sided sequences of s-symbols endowed with the product topology.
This is a compact metric space. Let f : Σs × CI → Σs × CI be the
skew product map associated with {f1, . . ., fs} given by the formula,
f(ω, z) = (σ(ω), fω1(z)), where (ω, z) ∈ Σs × CI, ω = (ω1, ω2, . . .), and
σ : Σs → Σs denotes the shift map. We denote by π1 : Σs×CI → Σs the
projection onto Σs and π2 : Σs × CI → CI the projection onto CI. That
is, π1(ω, z) = ω and π2(ω, z) = z. Under the canonical identification
π−11 {ω} ∼= CI, each fiber π
−1
1 {ω} is a Riemann surface which is isomorphic
to CI.
Let Crit(f) :=
⋃
ω∈Σs{v ∈ π
−1
1 {ω} | v is a critical point of f |pi−11 {ω}
→
π−11 {σ(ω)}} (⊂ Σs×CI) be the set of critical points of f. For each n ∈ N
and (ω, z) ∈ Σs × CI, we set (f
n)′(ω, z) := (fωn ◦ · · · ◦ fω1)
′(z).
For each ω ∈ Σs we define
Jω := {z ∈ CI | {fωn◦· · ·◦fω1}n∈N is not normal in any neighborhood of z}
and we then set
J(f) := ∪w∈Σs{ω} × Jω,
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where the closure is taken in the product space Σs × CI. By definition,
J(f) is compact. Furthermore, by Proposition 3.2 in [13], J(f) is com-
pletely invariant under f , f is an open map on J(f), (f, J(f)) is topo-
logically exact under a mild condition, and J(f) is equal to the closure
of the set of repelling periodic points of f provided that ♯J(G) ≥ 3,
where we say that a periodic point (ω, z) of f with period n is repelling
if |(fn)′(ω, z)| > 1. Furthermore, π2(J(f)) = J(G). We set
ej := deg(fj) and d := max
j=1,...,s
(2ej − 2).
Throughout the paper, we assume the following.
(E1) There exists an element g ∈ G with deg(g) ≥ 2. Furthermore,
for the semigroup H := {h−1 | h ∈ AutCI ∩G}, we have J(G) ⊂
F (H). (If H is empty, we put F (H) := CI.)
(E2) ♯(Crit (f) ∩ J(f)) <∞
(E3) There is no super attracting cycle of f in J(f). That is, if (ω, z) ∈
J(f) is a periodic point with period n, then (fn)′(ω, z) 6= 0.
Any finitely generated rational semigroup G = 〈f1, . . ., fs〉 satisfying all
the conditions (E1)-(E3) will be called an E-semigroup of rational maps.
Examples.
• If g is a rational map with deg(g) ≥ 2, then 〈g〉 is an E-semigroup
of rational maps.
• Let G = 〈f1, . . ., fs〉 be a finitely generated rational semigroup
such that deg(fj) ≥ 2 for each j = 1, . . . , s. If CV(fj)∩J(G) = ∅
for each j = 1, . . ., s, then G is an E-semigroup of rational maps.
• Let g1 and g2 be two polynomials with deg(gj) ≥ 2 (j = 1, 2).
Suppose that
∪∞n=0g
n
1 (CV (g1)) ⊂ A∞(g2) and ∪
∞
n=0g
n
2 (CV (g2)) ⊂ A∞(g1),
where A∞(·) denotes the basin of infinity. Let m ∈ N be a
sufficiently large number so that
gm1 (∪
∞
n=0g
n
2 (CV (g2))) ⊂ U∞ and g
m
2 (∪
∞
n=0g
n
1 (CV (g1))) ⊂ U∞,
where U∞ denotes the connected component of F (〈g1, g2〉) with
∞ ∈ U∞. Then, the semigroup 〈g
m
1 , g
m
2 〉 is an E-semigroup of
rational maps.
The dynamics of the skew product map f : Σs ×CI → Σs×CI is directly
related to the dynamics of the semigroup G = 〈f1, . . ., fs〉. For example,
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we use the dynamics of f to analyze the dimension of Julia set J(G) of
G (see [13, 14, 15, 16, 19]).
Our main concern in this paper is the existence and uniqueness of
equilibrium states for all E-semigroups of rational maps and a large
class of Ho¨lder continuous potentials. We do not assume any kind of
expanding property. If T : X → X is a continuous mapping of a com-
pact metric space X , then one can define the topological pressure P(g)
for every real-valued continuous function g on X (see [20] for instance)
in purely topological terms. The link with measurable dynamics is given
by the Variational Principle (see [20] again) saying that the topological
pressure P(g) is equal to the supremum of all numbers hµ(T ) +
∫
gdµ,
µ being Borel probability T -invariant measures on X . Any invariant
measure µ satisfying equality
P(g) = hµ(T ) +
∫
gdµ
is called an equilibrium state. All equilibrium states have a profound
physical meaning (see [11]), their existence as well as uniqueness is of
primary importance and is in general not clear at all. A general sufficient
condition for the existence is expansiveness, a weaker one, holding for
all rational maps on the sphere (see [9]), is asymptotic h-expansiveness.
This covers the case of hyperbolic maps studied in [15]. Our goal in
this paper is to do both, existence and uniqueness of equilibrium states,
for E-semigroup of rational maps and a large class of Ho¨lder continuous
potentials. Thus, the main purpose of this paper is to prove the following
result.
Theorem 1.1. (Main result) Let G = 〈f1, . . ., fs〉 be an E-semigroup
of rational maps. Let f : Σs × CI → Σs × CI be the skew product map
associated with {f1, . . ., fs}. Let ψ : J(f) → R be a Ho¨lder continuous
function. Moreover, let P p(ψ) be the pointwise pressure of ψ with respect
to the dynamics of f : J(f)→ J(f) (see the definition (4.2)). Suppose
that Pp(ψ) > sup(ψ) + log s. Then, all of the following statements hold.
(1) Regarding the dynamics of f : J(f) → J(f), there exists a
unique equilibrium state for ψ and a unique exp(P(ψ) − ψ)-
conformal measure in the sense of [5], where P(ψ) denotes the
pressure of (f |J(f), ψ).
(2) Moreover, P(ψ) = Pp(ψ) and for each point x ∈ J(f), we have
that 1
n
logLnψ1 (x) → P(ψ) = P
p(ψ) as n → ∞, where Lψ de-
notes the Perron-Frobenius operator associated with the potential
ψ (see (4.1)) and 1 ≡ 1.
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Remark 1.2. If ψ : J(f) → R is a Ho¨lder continuous function such
that sup(ψ)− inf(ψ) < log(
∑s
j=1 ej)− log s, then P
p(ψ) > sup(ψ)+log s.
Remark 1.3. Under a very mild condition, the topological entropy h(f)
of f : Σs×CI → Σs×CI is equal to log(
∑s
j=1 ej) and there exists a unique
maximal entropy measure for f : Σs × CI → Σs × CI (See [13]).
The proof of the main result is given in the following several sections.
In this proof we utilize some arguments from [5] to show the existence of
a conformal measure. Then, using the normality of a family of inverse
branches of elements of the semigroup (see section 2), we analyze the
Perron-Frobenius operator in detail. Developing the techniques worked
out in [6] and [13], we show the existence of an equilibrium state and
the uniqueness of a conformal measure as well as an equilibrium state.
2. Distortion Theorems
Let us recall the following well-known version of Koebe’s Distortion
Theorem concerning spherical derivatives.
Theorem 2.1. For every u ∈ (0, diam(CI)/2) there exists a function
ku : [0, 1)→ (0,+∞), continuous at 0, with ku(0) = 1 and the following
property. If ξ ∈ CI, R > 0, and H : B(ξ, R) → CI is a meromorphic
univalent function such that CI \H(B(ξ, R)) contains a ball of radius u,
then for every t ∈ [0, 1) and all z, w ∈ B(ξ, tR),
k−1u (t) ≤
|H ′(w)|
|H ′(z)|
≤ ku(t).
As an immediate consequence of this theorem, combined with Lemma
4.5 in [13], we get the following.
Lemma 2.2. Let G = 〈f1, . . ., fm〉 be a finitely generated rational semi-
group satisfying the condition (E1). Then, there exists a number R0 > 0
and a function kG : [0, 1) × (0, R0] → [1,∞) such that for each x ∈
J(G), 0 < R ≤ R0 and 0 ≤ t < 1, the family Fx,R := {ϕ : B(x,R) →
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CI | ϕ is a well-defined inverse branch of h, h ∈ G} satisfies that for
each H ∈ Fx,R, w, z ∈ B(x, tR), we have
kG(t, R)
−1 ≤
|H ′(w)|
|H ′(z)|
≤ kG(t, R).
Proof. By Lemma 4.5 in [13], we have that there exists a number
R0 > 0 such that for each x ∈ J(G) and each 0 < R ≤ R0, the family
Fx,R is normal in B(x,R). Now, suppose the statement of our lemma
is false. Then, there exist a 0 < t < 1, a sequence (xn) in J(G), a
sequence (wn) in CI, a sequence (zn) in CI, a number 0 < R ≤ R0, and a
sequence (ϕn) of meromorphic functions, such that for each n ∈ N, we
have wn, zn ∈ B(xn, tR), ϕn ∈ Fxn,R, and
|ϕ′n(wn)|
|ϕ′n(zn)|
≥ n. We may assume
xn → x∞ ∈ J(G), wn → w∞ ∈ CI, and zn → z∞ ∈ CI. Let u be a
number with t < u < 1. Then there exists an n0 ∈ N such that each
ϕn (n ≥ n0) is defined on B(x∞, uR) and the family {ϕn}n≥n0 is normal
in B(x∞, uR). Then we may assume that ϕn tends to a meromorphic
function ϕ∞ : B(x∞, uR) → CI as n → ∞, uniformly on B(x∞, uR).
Since each ϕn is injective, we have that ϕ∞ : B(x∞, uR) → CI is either
injective or constant. Hence, ϕ∞(B(x∞, uR)) 6= CI. Let v be a number
with t < v < u. Then, there exist a number 0 < s < 1 and a point a ∈ CI
such that for each large n ≥ n0,
B(a, s) ⊂ CI \ ϕn(B(x∞, vR)).
Then, by Theorem 2.1, it causes a contradiction. We are done.
Notation. Throughout the rest of the paper, we setKG(R) := kG(
1
2
, R).
3. Inverse Branches
We set Σ∗s := ∪
∞
j=1{1, . . ., s}
j (disjoint union). For each ω ∈ Σ∗s, we
set |ω| = j if ω ∈ {1, . . ., s}j. By Σˆ+s we denote the space dual to Σs,
that is Σˆ+s consists of infinite sequences ω = . . .ω3ω2ω1 of elements from
the set {1, 2, . . ., s}. For each ω ∈ Σˆ+s , by ω|n we denote the finite
word (ωn, ωn−1, . . ., ω2, ω1); more generally, for b ≥ a we put ω|
a
b =
(ωb, ωb−1, . . ., ωa). For each finite word ω = (ωn, . . ., ω1), we set fω :=
fω1 ◦ · · · ◦ fωn . The technical tool that allows us to develop the further
machinery is the following.
Lemma 3.1. Let G = 〈f1, . . ., fs〉 be a rational semigroup satisfying the
condition (E1). Let R0 be the number in Lemma 2.2. Fix an integer
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q ≥ 1and a real number λ ∈ (0, 1). Then for every finite set E ⊂ J(G),
every ω ∈ Σˆ+s , every
R ∈(
0,min
{
1, 1
2
R0, κ
−1/2, 1
2
dist
(
E,CV (fω|q)
)
, 4−1min{d(z, ξ) : z, ξ ∈ E, z 6= ξ}
})
,
every integer n ≥ 0, and every z ∈ E, there exists a subset In(z, ω) of
the set of all inverse meromorphic branches of fω|qn defined on B(z, 2R)
and satisfying the following properties with In =
⋃
z∈E In(z, ω).
(an) If z ∈ E and φ ∈ In+1(z, ω), then fω|qn+1
q(n+1)
◦ φ ∈ In(z, ω).
(bn) If φ ∈ In, then diam(φ(B(z, R))) ≤ KG(2R)
2κ−1/2λn/2C1/2sa .
(cn) φ(B(z, 2R)) ∩ CV
(
fω|qn+1
q(n+1)
)
= ∅ for all z ∈ E and all φ ∈ In.
(dn) #(Jn \ In) ≤ dq + λ
−n for all n ≥ 1, where Jn is the family
of all compositions of all maps φ ∈ In−1(z, ω), z ∈ E, with all
meromorphic inverse branches of f
ω|
q(n−1)+1
qn
.
(e) I0 = {Id|B(z,2R) | z ∈ E}.
Proof. We shall construct recursively the sets In(z, ω), n ≥ 0, such
that the conditions (an), (b
′
n), (cn) and (dn) (here n ≥ 1), where (b
′
n)
requires that
(b′n) If φ ∈ In, then A
(
φ(B(z, R))
)
≤ λn.
The base of induction, the family I0 consists of all the identity maps
defined on the balls B(z, 2R), z ∈ E. The condition (b′0) is satisfied
since A(CI) = 1 and (c0) is satisfied because of the choice of the radius
R. Now assume that for some n ≥ 0 the subsets In(z, ω), z ∈ E, have
been constructed so that the conditions (b′n) and (cn) are satisfied. The
inductive step is to construct the subsets In+1(z, ω), z ∈ E, so that
the conditions (an+1), (b
′
n+1), (cn+1) and (dn+1) are satisfied. This will
complete our recursive construction. In view of (cn) all the meromorphic
inverse branches of fω|qn+1
q(n+1)
are well defined on all the sets φ(B(z, 2R)),
z ∈ E, φ ∈ In(z, ω). Their compositions with corresponding elements
φ ∈ In(z, ω) are said to form the subset Jn+1(z, ω). Note that Jn+1 =⋃
z∈E Jn+1(z, ω). The subset In+1(z, ω), z ∈ E, is defined to consist of
all the elements ψ ∈ Jn+1(z, ω) for which the following two conditions
are satisfied.
(i) A(ψ(B(z, R))) ≤ λn+1.
(ii) ψ(B(z, 2R)) ∩ CV
(
f
ω|
q(n+1)+1
q(n+2)
)
= ∅.
Thus, conditions (b′n+1) and (cn+1) are satisfied immediately. Condi-
tion (an) is satisfied since it holds for all ψ ∈ Jn+1(z, ω), z ∈ E, and
In+1(z, ω) is a subset of Jn+1(z, ω). We are left to show that (dn+1)
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holds. Now, if ψ ∈ Jn+1, say ψ ∈ Jn+1(z, ω), z ∈ E, but (i) is not
satisfied, then A(ψ(B(z, R))) > λn+1. Since all the sets ψ(B(z, R)),
ψ ∈ Jn+1(z, ω), z ∈ E, are mutually disjoint and since A(CI) = 1, we
conclude that the number of elements of Jn+1 for which condition (i)
fails is bounded above by 1/λn+1 = λ−(n+1). Since the number of crit-
ical points of each generator of the semigroup G is bounded above by
d, the cardinality of the set of critical values of f
ω|
q(n+1)+1
q(n+2
is bounded
above by dq. Since all the sets ψ(B(z, 2R)), ψ ∈ Jn+1(z, ω), z ∈ E,
are mutually disjoint, we thus conclude that the number of elements
ψ ∈ Jn+1 for which condition (ii) fails, is bounded above by dq. In con-
clusion #(Jn+1 \ In+1) ≤ dq + λ
−(n+1), meaning that (dn+1) is satisfied.
The recursive construction is complete. Since G satisfies (E1), it follows
from Lemma 2.2 that for all n ≥ 0, all z ∈ E, and all φ ∈ In(z, ω), we
have
B
(
φ(z), KG(2R)
−1|φ′(z)|R
)
⊂ φ(B(z, R)) ⊂ B
(
φ(z), KG(2R)|φ
′(z)|R
)
.
Hence, making use of (b′n), we get that
diam2
(
φ(B(z, R))
)
≤
(
2KG(2R)|φ
′(z)|R
)2
= KG(2R)
4κ−1
(
2κ1/2KG(2R)
−1|φ′(z)|R
)2
= KG(2R)
4κ−1CsaA
(
B
(
φ(z), KG(2R)
−1|φ′(z)|R
))
≤ KG(2R)
4κ−1CsaA
(
φ(B(z, R))
)
≤ KG(2R)
4κ−1Csaλ
n.
Thus, diam
(
φ(B(z, R))
)
≤ KG(2R)
2κ−1/2C1/2sa λ
n/2. We are done.
In order to simplify the notation, put
R(E, ω|q) :=
min
{
1,
1
2
R0, κ
−1/2,
1
2
dist
(
E,CV
(
fω|q
))
, 4−1min{d(z, ξ) : z, ξ ∈ E, z 6= ξ}
}
.
Corollary 3.2. Suppose that G = 〈f1, . . ., fs〉 is an E-semigroup of
rational maps. Fix an integer q ≥ 1and a real number λ ∈ (0, 1).
Then for every z ∈ J(G), there exists a number R = Rq(z) > 0, a
number R′q(z) > 0, and a number D ≥ 1, where D does not depend on
q, λ, z, such that for every ω ∈ Σˆ+s and every integer n ≥ 1, there exists
Wn(z, ω), Zn(z, ω), a subset of the set of all connected components of
f−1ω|qn(B(z, R)), with the following properties.
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(An) If V ∈ Wn+1(z, ω), then fω|qn+1
q(n+1)
(V ) ∈ Wn(z, ω).
(Bn) If V ∈ Wn(z, ω), then diam(V ) ≤ KG(R
′
q(z))
4κ−1/2λn/2C1/2sa .
(Cn) Zn(z, ω) is the family of all connected components of the sets
f−1
ω|
q(n−1)+1
qn
(V ), V ∈ Wn−1(z, ω), and #
(
Zn(z, ω) \ Wn(z, ω)
)
≤
dq + λ−n, and
(Dn) For every V ∈ Zn(z, ω), the map fω|qn |V : V → CI is at most
D-to-1.
(E1) W1(z, ω) = Z1(z, ω) = {connected components V of f
−1
ω|q
(B(z, R))}.
Note also that in fact Wn(z, ω) depends only on z and ω|qn, so we can
and will in the forthcoming sections write Wn(z, ω|qn)
Proof. Let z ∈ J(G) be a point. Since J(G) = π2(J(f)), there exists
a point ω ∈ Σs such that (ω, z) ∈ J(f). Then, from the assumption E2,
E3, there exists p ≥ 1 independent of q (but depending on (ω, z)) such
that (⋃
r∈N
(f pq+r)−1(ω, z)
)
∩ Crit(f) = ∅.
Then, we obtain ⋃
ρ∈Σ∗s
⋃
|τ |=pq
f−1ρ (f
−1
τ (z)) ∩ Crit(fρ) = ∅.
In particular 
 ⋃
|τ |=pq
f−1τ (z)

 ∩ CV (fρ) = ∅ (3.1)
for all ρ ∈ Σ∗s. Set E =
⋃
|τ |=pq f
−1
τ (z). It follows from (3.1) that
Rˆq(z) =
1
2
λp/2 ·min{R(E, ρ) : ρ ∈ {1, 2, . . ., s}q} > 0.
Now, there is Rq(z) > 0 so small that the following two conditions
are satisfied.
(a) For each τ ∈ {1, 2, . . ., s}pq each connected component of f−1τ (B(z, Rq(z)))
is contained in exactly one ball B(ξ, Rˆq(z)), where ξ ∈ E.
(b) For each γ ∈ Σ∗s with |γ| ≤ pq, each connected component of
f−1γ (B(z, Rq(z))) has the diameter bounded above by κ
−1/2λ|γ|/2.
Now, for every 1 ≤ k ≤ p and every ω ∈ Σˆ+s , define Wk(z, ω) and
Zk(z, ω) to be the family of all connected components of f
−1
ω|qk
(B(z, Rq(z))).
The conditions (Ak), (Bk), and (Ck) are obviously satisfied for all 1 ≤
k ≤ p. Now, for every ω ∈ Σˆ+s , every n ≥ p + 1 and every ξ ∈
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f−1ω|pq(z) ⊂ E, consider the inverse branch φ : B(ξ, 2λ
−p/2Rˆq(z)) → CI ∈
In−p(ξ, ω|
pq
∞). It follows from Lemma 3.1(bn−p) and Lemma 2.2 that
2KG(2λ
− p
2 Rˆq(z))
−1λ−p/2|φ′(ξ)|Rˆq(z) ≤ diam
(
φ(B(ξ, λ−p/2Rˆq(z)))
)
≤ KG(2λ
− p
2 Rˆq(z))
2κ−1/2λ
n−p
2 C1/2sa .
Thus |φ′(ξ)| ≤ 1
2
KG(2λ
− p
2 Rˆq(z))
3κ−1/2λn/2Rˆq(z)
−1C1/2sa , and therefore,
using Lemma 2.2 again and the definition of Rˆq(z), we get that
diam
(
φ(B(ξ, Rˆq(z)))
)
≤ KG(2λ
− p
2 Rˆq(z))
4κ−1/2λn/2C1/2sa .
So, looking also at Lemma 3.1(dn) and (cn), we complete the proof
of items (An), (Bn) and (Cn) by defining for every n ≥ p + 1 the
family Wn(z, ω) to consist of all the sets of the form φ(Vξ), where
ξ ∈ f−1ω|pq(z), Vξ is a connected component of f
−1
ω|pq
(B(z, Rq(z))) contained
in B(ξ, Rˆq(z)), and φ ∈ In−p(ξ, ω
pq
∞). Decreasing Rq(z) appropriately,
the items (Dn) follow now from this construction and Lemma 3.1.
4. Perron-Frobenius Operators and Gibbs States
From now on throughout the entire paper assume that ψ : J(f) → IR
is a Ho¨lder continuous function. Given n ≥ 1, ω ∈ {1, . . ., s}n, and a
continuous function g : J(f)→ IR, define
L
(n)
ψ,ωg(τ, z) =
∑
x∈f−1ω (z)
exp
(
Snψ(ωτ, x)
)
g(ωτ, x),
where here and in the sequel the summation is taken with multiplicities
of all critical points of fω, and Snψ :=
∑n−1
j=0 ψ◦f
j. Since sup{#(f−1ω (z)) :
z ∈ CI} < ∞, L
(n)
ψ,ω is a bounded linear operator acting on the Banach
space C(J(f)) of continuous functions on J(f) endowed with the supre-
mum norm. Set
L
(n)
ψ :=
∑
|ω|=n
L
(n)
ψ,ω, Lψ := L
(1)
ψ . (4.1)
Then L(n)ψ and Lψ also act continuously on the Banach space C(J(f)).
We call Lψ : C(J(f)) → C(J(f)) the Perron-Frobenius operator
associated with the potential ψ. Note that
L
(n)
ψ g(x) =
∑
y∈f−n(x)
exp
(
Snψ(y)
)
g(y) = Lnψg(x).
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Define the pointwise pressure Pp(ψ) of the function ψ by the following
formula.
Px(ψ) := lim sup
n→∞
1
n
logLnψ1 (x), x ∈ J(f), and
Pp(ψ) := sup{Px(ψ) : x ∈ J(f)},
(4.2)
where 1 (x) := 1. Throughout the entire paper we work with the as-
sumption that
Pp(ψ) > sup(ψ) + log s. (4.3)
In particular, we can fix a point b ∈ J(f) such that
η := exp
(
sup(ψ) + log s− Pb(ψ)
)
< 1. (4.4)
Fix λ ∈ (0, 1). There then exists q = q(λ) ≥ 1 such that
γ−1q := dq + λ
−1 ≤ (1 + 2D)−1η−q. (4.5)
Let L∗ψ : C(J(f))
∗ → C(J(f))∗ be the operator conjugate to Lψ, i.e.,
L∗ψν(g) = ν(Lψg). Using (4.4) and the fact that the map f : J(f) →
J(f) is open, as an immediate consequence of Theorem 3.9 and Propo-
sition 2.2 in [5], we get the following.
Lemma 4.1. If G = 〈f1, . . ., fs〉 is an E-semigroup of rational maps,
ψ : J(f) → IR is a Ho¨lder continuous potential satisfying (4.3) and
b ∈ J(f) is selected so that (4.4) holds, then there exists a Borel atomless
probability measure mψ on J(f) such that L
∗
ψmψ = e
Pb(ψ)mψ.
The measure mψ is called exp(Pb(ψ) − ψ)-conformal for f . Obviously
(L∗ψ)
nmψ = e
Pb(ψ)nmψ for all n ≥ 0, and this equivalently means that
mψ(f
n(A)) =
∫
A
exp
(
Pb(ψ)n− Snψ
)
dmψ
for every Borel set A ⊂ J(f) for which the restriction fn|A is injective.
Remark 4.2. Note that all forthcoming considerations depend only on
the above relation and not on the particular way the measure mψ was
constructed.
From now on throughout the paper put
ψ = ψ − Pb(ψ).
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Now set
L(n)ω = L
(n)
ψ,ω
, Ln = Ln
ψ
, and L = Lψ.
Now for every z ∈ J(G), every n ≥ 1, every ω ∈ {1, . . ., s}qn, and every
g ∈ C(J(f)), define the function Gnz,ωg : π
−1
2 (B(z, Rq(z))) → IR by
setting
Gnz,ωg(τ, ξ) =
∑
V ∈Wn(z,ω)
∑
x∈f−1ω (ξ)∩V
exp
(
Sqnψ(ωτ, x)
)
g(ωτ, x),
(4.6)
where Rq(z) and Wn(z, w) come from Corollary 3.2. Since for every
V ∈ Wn(z, ω) the map fω : V → B(z, Rq(z)) is a branched covering, for
every ξ ∈ B(z, Rq(z)) there is a bijection ξˆ : f
−1
ω (z) ∩ V → f
−1
ω (ξ) ∩ V ,
where all critical points of fω in f
−1
ω (z) and f
−1
ω (ξ) are counted with
multiplicities. So, (4.6) can be rewritten in the following form.
Gnz,ωg(τ, ξ) =
∑
V ∈Wn(z,ω)
∑
x∈f−1ω (z)∩V
exp
(
Sqnψ(ωτ, ξˆ(x))
)
g(ωτ, ξˆ(x)).
Since the function ψ : J(f) → IR is Ho¨lder continuous, it follows from
Corollary 3.2(Bn) that there exists a constant H > 0 such that (with
x ∈ f−1ω (z) ∩ V ),
|Sqnψ(ωτ, ξˆ(x))− Sqnψ(ωθ, x)| ≤ H
for all τ, θ ∈ Σs, or equivalently,
e−H exp
(
Sqnψ(ωθ, x)
)
≤ exp
(
Sqnψ(ωτ, ξˆ(x))
)
≤ eH exp
(
Sqnψ(ωθ, x)
)
.
(4.7)
In consequence
e−HGnz,ω1 (θ, z) ≤ G
n
z,ω1 (τ, ξ) ≤ e
HGnz,ω1 (θ, z). (4.8)
Set
Gnz =
∑
|ω|=qn
Gnz,ω.
It then follows from (4.8) that
e−HGnz1 (θ, z) ≤
∑
|ω|=qn
Gnz,ω1 (τω, ξω) ≤ e
HGnz1 (θ, z) (4.9)
for all n ≥ 0, all (θ, z) ∈ J(f) and all (τω, ξω) ∈ π
−1
2 (B(z, Rq(z))). Since
J(G) is a compact set, there exist finitely many points, say z1, z2, . . ., zu ∈
J(G) such that
⋃u
j=1B
(
zj , Rq(zj)) ⊃ J(G). Put
Mnj,ωg = L
(qn)
ω |
pi−12
(
B
(
zj ,Rq(zj)
)), Mnj g = ∑
|ω|=qn
Mnj,ωg, G
n
j,ω = G
n
zj ,ω
, Gnj = G
n
zj
,
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and
|||Gnj g|||∞ =
∑
|ω|=qn
||Gnj,ωg||∞, |||M
n
j g|||∞ =
∑
|ω|=qn
||Mnj,ωg||∞,
|||Lng|||∞ =
∑
|ω|=n
||L(n)ω g||∞.
We shall prove the following.
Lemma 4.3. It holds
0 < Qψ := max
1≤j≤u
sup
n≥0
{|||Gnj 1 |||∞} <∞.
Proof. Since the map f : J(f) → J(f) is topologically exact and
since {B
(
zj , Rq(zj)
)
}uj=1 is an open cover of J(f), there exists k ≥ 1
such that for all j = 1, 2, . . ., u,
fkq
(
π−12
(
B
(
zj, Rq(zj)
)))
⊃ J(f). (4.10)
By Lemma 4.1, L∗nmψ = mψ for all n ≥ 0, and consequently
∫
Ln1 dmψ =∫
1 dmψ = 1. Fix n ≥ 0. There then exists w0 ∈ J(f) such that
Lq(k+n)1 (w0) ≤ 1. (4.11)
Now fix an arbitrary 1 ≤ j ≤ u, an arbitrary ω ∈ {1, . . ., s}qn, and
an arbitrary xω ∈ π
−1
2
(
B
(
zj , Rq(zj)
))
. By (4.10) there exists yj ∈
π−12
(
B
(
zj , Rq(zj)
))
such that fkq(yj) = w0. Applying (4.9) with z = zj ,
we get that ∑
|ω|=qn
Gnj,ω1 (xω) ≤ e
2HGnj 1 (yj).
Also, by (4.11), we obtain
Gnj 1 (yj) ≤ L
qn1 (yj) ≤ || exp
(
Skq(−ψ)
)
||∞L
q(k+n)1 (w0)
≤ || exp
(
Skq(−ψ)
)
||∞.
Thus,
∑
|ω|=qnG
n
j,ω1 (xω) ≤ e
2H || exp
(
Skq(−ψ)
)
||∞, and we are done by
taking supremum over all xω ∈ π
−1
2
(
B
(
zj , Rq(zj)
))
.
Now we are in position to prove the required upper bound on the iterates
of the Perron-Frobenius operator L.
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Lemma 4.4. For every n ≥ 1, we have that
|||Lqn1 |||∞ ≤ Qψ +D
n∑
k=1
(
ηqγ−1q
)k
|||Lq(n−k)1 |||∞
≤ Qψ +D
n∑
k=1
(
1 + 2D
)−k
|||Lq(n−k)1 |||∞.
Proof. Fix n ≥ 1, ω = (ωqn, ωqn−1, . . ., ω1) ∈ {1, . . ., s}
qn, and (τ, x) ∈
J(f). There then exists 1 ≤ j ≤ u such that (τ, x) ∈ π−12
(
B
(
zj , Rq(zj)
))
.
For each a, b ∈ N with a ≤ b ≤ qn, we set ω|ab := (ωb, . . ., ωa). Moreover,
for each l ∈ N with l ≤ qn, we set ω|l = (ωl, . . ., ω1).
One can now represent L(qn)ω 1 (τ, x) in the following way.
Mnj,ω1 (τ, x)
=
n∑
k=1
∑
V ∈Zk(zj ,ω)\Wk(zj ,ω)
∑
y∈V ∩f−1
ω|qk
(x)
exp
(
Sqkψ(ω|qkτ, y)
)
L
(q(n−k))
ω|qk+1qn
1 (ω|qkτ, y)
+Gnj,ω1 (τ, x)
≤
n∑
k=1
∑
V ∈Zk(zj ,ω)\Wk(zj ,ω)
∑
y∈V ∩f−1
ω|qk
(x)
exp
(
qk sup(ψ)
)
L
(q(n−k))
ω|qk+1qn
1 (ω|qkτ, y)
+ ||Gnj,ω1 ||∞.
(4.12)
Applying now Corollary 3.2 (Ck) and (Dk), we estimate further as fol-
lows.
Mnj,ω1 (τ, x) ≤
n∑
k=1
D(dq+λ−k) exp
(
qk sup(ψ)
)
‖L(q(n−k))
ω|qk+1qn
1 ‖∞+||G
n
j,ω1 ||∞.
Since dq + λ−k ≤ γ−kq (see (4.5)), we thus get
Mnj,ω1 (τ, x) ≤ D
n∑
k=1
(
exp
(
q sup(ψ)
)
γ−1q
)k
||L
(q(n−k))
ω|qk+1qn
1 ||∞ + ||G
n
j,ω1 ||∞.
Taking supremum over all (τ, x) ∈ π−12
(
B
(
zj , Rq(zj)
))
, we thus get
||Mnj,ω1 ||∞ ≤ D
n∑
k=1
(
exp
(
q sup(ψ)
)
γ−1q
)k
||L
(q(n−k))
ω|qk+1qn
1 ||∞ + ||G
n
j,ω1 ||∞.
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So, summing over all words ∈ {1, . . ., s}qn, we obtain using Lemma 4.3,
the following.
|||Mnj 1 |||∞ ≤ D
n∑
k=1
(
exp
(
q sup(ψ)
)
γ−1q
)k
sqk|||Lq(n−k)1 |||∞ + |||G
n
j 1 |||∞
≤ D
n∑
k=1
exp
(
qk(sup(ψ) + log s)
)
(γ−1q )
k|||Lq(n−k)1 |||∞ +Qψ
= D
n∑
k=1
(
ηqγ−1q
)k
|||Lq(n−k)1 |||∞ +Qψ.
(4.13)
Since this inequality holds for all j = 1, . . ., u, we thus get
|||Lqn1 |||∞ ≤ D
n∑
k=1
(
ηqγ−1q
)k
|||Lq(n−k)1 |||∞ +Qψ.
The first inequality to be proved is thus established. In order to derive
the second one from it, invoke (4.5).
Lemma 4.5. There exists a constant Qψ > 0 such that for all n ≥ 0,
we have
|||Ln1 |||∞ ≤ Qψ.
Proof. We first shall prove by induction that
|||Lqn1 |||∞ ≤ 2Qψ (4.14)
for all integers n ≥ 0. Since ||1 ||∞ = 1, this formula holds for n = 0.
So, fix n ≥ 1 and suppose that (4.14) is true for all 0 ≤ k ≤ n − 1. It
then follows from Lemma 4.4 that
|||Lqn1 |||∞ ≤ Qψ +D
n∑
k=1
(
1 + 2D
)−k
2Qψ = Qψ
(
1 + 2D
n∑
k=1
(
1 + 2D
)−k)
≤ 2Qψ,
and (4.14) is proved. Since |||Li+j1 |||∞ ≤ |||L
i1 |||∞|||L
j1 |||∞, we are
done by setting Qψ = 2Qψmax{|||L
k1 |||∞ : k = 0, 1, . . ., q − 1}.
Lemma 4.6. There exists a constant Q
ψ
> 0 such that for all n ≥ 0,
we have
inf
y∈J(f)
Ln1 (y) ≥ Q
ψ
.
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Proof. Taking q ≥ 1 sufficiently large, we can make the product
ηqγ−1q (see (4.5)) as small as we wish. It therefore follows from (4.13)
and Lemma 4.5 that for q ≥ 1 large enough, for all n ≥ 0 and all
1 ≤ j ≤ u, we have
|||Mnj 1 |||∞ ≤
1
2
+ |||Gnj 1 |||∞. (4.15)
Since, by Lemma 4.1,
∫
Lqn1 dmψ =
∫
1 dmψ = 1, there thus exists
x ∈ J(f) such that Lqn1 (x) ≥ 1. Since {π−12 (B(zj , Rq(zj)))}
u
j=1 is a
cover of J(f), there exists 1 ≤ i ≤ u such that x ∈ π−12 (B(zi, Rq(zi))).
It follows from (4.15) that |||Gni (1 )|||∞ ≥ 1/2. Applying now (4.9) we
see that
Gni 1 (w) ≥ (2e
2H)−1 (4.16)
for all w ∈ π−12 (B(zi, Rq(zi))). Take now an arbitrary point y ∈ J(f).
With k ≥ 1, as in the proof of Lemma 4.3, it follows from (4.10) that
there exists y ∈ π−12 (B(zi, Rq(zi))) such that f
kq(y) = y. So, using
(4.16) and the definition of the Perron-Frobenius operator, we obtain
Lq(n+k)1 (y) ≥ exp
(
Skq(ψ(y))
)
Lqn1 (y) ≥ exp
(
inf
(
Skq(ψ)
))
Gni 1 (y)
≥ (2e2H)−1 exp
(
inf
(
Skq(ψ)
))
Since inf
(
La+b1
)
≥ inf
(
La1
)
inf
(
Lb1
)
, we are therefore done by taking
Q
ψ
:=
min
{
(2e2H)−1 exp
(
inf
(
Skq(ψ)
))
, 1
}
·min
{
inf
(
Lu1
)
: u = 0, 1, . . ., kq − 1
}
.
Now repeating verbatim the proof of Lemma 20 from [6], using Lemma 4.5
and Lemma 4.6, we get the following.
Lemma 4.7. Let h˜(x) := lim infn→∞
1
n
Ln1 (x), h1(x) := infn≥0 L
nh˜(x)
and h(x) := h1(x)∫
J(f)
h1 dmψ
for each x ∈ J(f). Then h : J(f) → R is a
Borel measurable function such that the following hold.
(a)
Q
ψ
Qψ
≤ h(x) ≤
Qψ
Q
ψ
for every x ∈ J(f).
(b) Lh(x) = h(x) for every x ∈ J(f).
(c)
∫
hdmψ = 1.
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Remark 4.8. Note that up to a normalized factor ( to make (c) hold )
the function h is independent of the conformal measure mψ.
As an immediate consequence of this lemma and Proposition 2.2 in [5],
we have the following.
Theorem 4.9. The Borel probability measure µψ = hmψ is f -invariant,
equivalent to mψ, and
dµψ
dmψ
∈ [Q
ψ
/Qψ, Qψ/Qψ].
5. Equilibrium States
Our objective in this section is to show that the measure µψ produced
in Theorem 4.9 is a unique equilibrium state for the potential ψ and
that it is ergodic. Let P(ψ) be the ordinary topological pressure of the
potential ψ. If µ is a Borel probability f -invariant measure on J(f),
denote by Jµ its Jacobian with respect to the map f (see page 108 in
[10]). We start with the following.
Lemma 5.1. P(ψ) ≥ Pb(ψ).
Proof. Since hµψ(f) ≥
∫
J(f) log Jµψdµψ (this is true for every finite-
to-one endomorphisms and every probability invariant measure. See
Lemma 10.5 and Theorem 5.14 in [10]) and since Jµψ =
h◦f
h
exp(Pb(ψ)−
ψ) everywhere, it follows from Theorem 4.9 and the Variational Princi-
ple that
P(ψ) ≥ hµψ(f) +
∫
ψdµψ ≥
∫
(Pb(ψ)− ψ + ψ)dµψ = Pb(ψ).
(5.1)
We are done.
Now, let µ be a Borel f -invariant ergodic measure on J(f) such that
hµ(f |σ) > 0, where hµ(f |σ) denotes the relative entropy of (f, µ) with
respect to σ, and let Tµ : L∞(µ) → L∞(µ) be the Perron-Frobenius
operator associated to the measure µ. It is defined by the formula
Tµg(x) =
∑
y∈f−1(x)
J−1µ (y)g(y). (5.2)
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Since Lh = h everywhere throughout J(f), using Lemma 6.9 from [13],
we get that
1 =
∫
1 dµ =
∫ Lh
h
dµ =
∫
Tµ
(
h exp(ψ)
J−1µ · h ◦ f
)
dµ =
∫
h exp(ψ)
J−1µ · h ◦ f
dµ
≥ 1 +
∫
log
(
h exp(ψ)
J−1µ · h ◦ f
)
dµ
= 1 +
∫
log hdµ−
∫
log(h ◦ f)dµ+
∫
ψdµ+
∫
log Jµdµ
= 1 +
∫
ψdµ− Pb(ψ) + hµ(f).
(5.3)
Seeking contradiction suppose that P(ψ) > Pb(ψ). By the Variational
Principle there exists a Borel probability f -invariant ergodic measure µ
such that
hµ(f) +
∫
ψdµ > P(ψ)−min{P(ψ)− Pb(ψ),P(ψ)− sup(ψ)− log s}.
Note that, because of (4.3), P(ψ)− sup(ψ)− log s > 0, and therefore
hµ(f) > P(ψ)− (P(ψ)− sup(ψ)− log s)−
∫
ψdµ
= log s+ sup(ψ)−
∫
ψdµ
≥ log s,
which implies hµ(f |σ) > 0. Hence, (5.3) applies, and we can continue it
to get that 1 ≥ 1+
∫
ψdµ−Pb(ψ)+hµ(f) > 1+P(ψ)−(P(ψ)−Pb(ψ))−
Pb(ψ) = 1. This contradiction along with (5.1) and Lemma 5.1 give the
following.
Proposition 5.2. P(ψ) = Pb(ψ) and µψ is an equilibrium state for ψ.
Lemma 5.3. For each point x ∈ J(f), we have 1
n
logLnψ1 (x) → P(ψ)
as n→∞.
Proof. By Proposition 5.2, Lψ = (exp(P(ψ))) · L. Combining it with
Lemma 4.5 and Lemma 4.6, we obtain that the statement of our lemma
holds.
Now suppose that µ is an arbitrary ergodic equilibrium state for ψ.
Then hµ(f)− log s = P(ψ)−
∫
ψdµ− log s ≥ P(ψ)− sup(ψ)− log s > 0.
Hence hµ(f |σ) > 0. In view of the proposition above, the last component
in (5.3) is equal to 1. Consequently, the only inequality in this formula
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becomes an equality, and so log
(
h exp(ψ)
J−1µ ·h◦f
)
= 0 µ-a.e. We thus get the
following.
Lemma 5.4. If µ is an ergodic arbitrary equilibrium state for ψ, then
Jµ =
h◦f
h
exp(P(ψ)− ψ) µ-a.e.
Now we shall prove the following.
Lemma 5.5. If a Borel f -invariant probability measure µ satisfies Jµ =
h◦f
h
exp(P(ψ)−ψ) µ-a.e., and if a Borel f -invariant probability measure
m satisfies Jm =
h◦f
h
exp(P(ψ) − ψ) everywhere, then µ is absolutely
continuous with respect to m.
Proof. It suffices to prove that for every ε > 0 there exists δ > 0
such that if g : J(f) → (0, 1] is a continuous function and
∫
gdm ≤ δ,
then
∫
gdµ ≤ ε. Taking q = q(ǫ) ≥ 1 large enough, taking points zj
(j = 1, . . ., u) in J(G) such that ∪uj=1B(zj , Rq(zj)) ⊃ J(G), using (4.5),
Lemma 4.5, and redoing the considerations between (4.12) and (4.13)
with the function 1 replaced by the function g, and ‖Gnj,ω1 ‖∞ replaced
by Gnj,ωg(τ, x), after applying (5.2), we get for every 1 ≤ j ≤ u, every
n = l · q ≥ 1 (l ∈ N) and every x ∈ π−12
(
B(zj , Rq(zj))
)
, that
T qnµ g(x) ≤
ε
2
+ CGnj g(x) and T
qn
m g(x) ≥ C
−1Gnj g(x),
(5.4)
where C = Qψ/Qψ is a positive constant which does not depend on
l, j, x, g. We take a partition of the set J(G) into mutually disjoint sets
{Y ij : 1 ≤ j ≤ u, 1 ≤ i ≤ i(j)} each of which has a positive m ◦ π
−1
2
measure and
⋃i(j)
i=1 Y
i
j ⊂ B(zj , Rq(zj)) for all j = 1, 2, . . ., u. (Note that
we can take such a partition, since the support of m is equal to J(f),
which follows from the topological exactness of f : J(f) → J(f) and
the condition “Jm =
h◦f
h
exp(P(ψ)− ψ) everywhere”.) Put
α = sup


µ ◦ π−12
(
Y ij
)
m ◦ π−12
(
Y ij
) : 1 ≤ j ≤ u, 1 ≤ i ≤ i(j)

 .
Since g is everywhere positive, there exist ζ > 0 and k ≥ 1 such that
1
2
≤
g(θ, y)
g(ρ, z)
≤ 2 (5.5)
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for all (θ, y), (ρ, z) ∈ J(f) with d(y, z) < ζ and θ|k = ρ|k. Fix now n =
l · q ≥ 1 so large that for each 1 ≤ j ≤ u, KG(R
′
q(zj))
4κ−1λn/2C1/2sa < ζ
(see item (Bn) of Corollary 3.2). Using then item (Bn) of this corollary
and (5.5), the application of (4.7) gives for all n = l · q ≥ k, all ω ∈
{1, . . ., s}n, and all ξ, x ∈ π−12
(
B(zj , Rq(zj))
)
, that
1
2
e−2HGnj,ωg(x) ≤ G
n
j,ωg(ξ) ≤ 2e
2HGnj,ωg(x).
Hence summing over all ω ∈ {1, . . ., s}n, we get
1
2
e−2HGnj g(x) ≤ G
n
j g(ξ) ≤ 2e
2HGnj g(x) (5.6)
for all n = l · q ≥ k, all 1 ≤ j ≤ u and all ξ, x ∈ π−12
(
B(zj , Rq(zj))
)
.
Let X ij := π
−1
2 (Y
i
j ). Now applying (5.4), (5.6), and the definition of α,
we get
∫
gdµ =
∫
T qnµ gdµ ≤
ε
2
+
u∑
j=1
C
i(j)∑
i=1
∫
Xi
j
Gnj gdµ
≤
ε
2
+
u∑
j=1
C
i(j)∑
i=1
µ
(
X ij
)
sup
Xi
j
(
Gnj g
)
≤
ε
2
+
u∑
j=1
C
i(j)∑
i=1
2e2Hµ
(
X ij
)
inf
Xi
j
(
Gnj g
)
≤
ε
2
+ 2e2H
u∑
j=1
C
i(j)∑
i=1
µ
(
X ij
)
m
(
X ij
) ∫
Xi
j
Gnj gdm
≤
ε
2
+ 2e2Hα
u∑
j=1
C2
i(j)∑
i=1
∫
Xi
j
T qnm gdm
=
ε
2
+ 2e2HαC2
∫
T qnm gdm =
ε
2
+ 2e2HαC2
∫
gdm.
So, taking δ = (4αC2e2H)−1ε, finishes the proof.
Lemma 5.6. If µ is an ergodic equilibrium state, and if a Borel f -
invariant probability measure m satisfies Jm =
h◦f
h
exp(P(ψ) − ψ) ev-
erywhere, then µ is absolutely continuous with respect to m.
Proof. By Lemma 5.4 and Lemma 5.5, we obtain the statement.
We conclude the paper with the following.
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Theorem 5.7. The measure µψ forms a unique (ergodic) equilibrium
state for ψ and mψ is a unique exp(P (ψ)− ψ)-conformal measure.
Proof. For every exp(P(ψ)−ψ)-conformal measure ν let h = hν be the
density function obtained in Lemma 4.7 with mψ replaced by ν. Note
that by Remark 4.8, they differ by a positive multiplicative constant.
Suppose that there exist two exp(P(ψ) − ψ)-conformal measures m1
and m2 that are not equivalent. Then there exists a Borel set A ⊂
J(f) such that m1(A) > 0 and m2(A) = 0. Hence, on the one hand,
hm1m1(A) > 0 since, by Lemma 4.7, h
m1 > 0 everywhere, and, on the
other hand, hm1m1(A) = 0 since each measure τi = h
mimi (i = 1, 2)
satisfies Jτi =
hmi◦f
hmi
exp(P(ψ) − ψ) everywhere and hence these two
measures are equivalent by Lemma 5.5. So, any two exp(P(ψ) − ψ)-
conformal measures are equivalent. Now suppose that there are two
different ergodic equilibrium states µ1 and µ2 for ψ. Then they are
mutually singular and there is a completely invariant Borel set A ⊂ J(f)
(f(A) = A = f−1(A)) such that µ1(A) = 1 and µ2(A) = 0 (which
implies that µ2(J(f) \ A) = 1). Then, by Lemma 5.6, mψ(A) > 0 and
mψ(J(f) \A) > 0. Hence, both Borel probability measures m
1
ψ and m
2
ψ
on J(f), respectively defined by the formulas
m1ψ(F ) =
mψ(F ∩A)
mψ(A)
and m2ψ(F ) =
mψ(F ∩ (J(f) \ A))
mψ(J(f) \ A)
,
are exp(P(ψ)− ψ)-conformal. Since they are singular, we get a contra-
diction, and the uniqueness of equilibrium state for ψ : J(f) → IR is
established. So, coming back to conformal measures, if ν1 and ν2 are
two exp(P(ψ) − ψ)-conformal measures, then hν1ν1 = h
ν2ν2. Since the
ratio hν2/hν1 is constant, so is the ratio ν2/ν1. Since, in addition, both
these measures ν2 and ν1 are probabilistic, they are equal. We are done.
Proof of the main result Theorem 1.1: Combining Theorem 5.7
and Lemma 5.3, the statement of the theorem follows.
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