Abstract We use the description of the universal central extension of the DJKM algebra sl(2, R) where
Introduction
Suppose R is a commutative algebra and g is a simple Lie algebra, both defined over the complex numbers. From the work of C. Kassel for x, y ∈ g, f, g ∈ R, and ω ∈ Ω 1 R /dR. A natural and useful question comes to mind as to whether there exists free field or Wakimoto type realizations of these algebras. M. Wakimoto and B. Feigin and E. Frenkel answered this quesiton when R is the ring of Laurent polynomials in one variable (see [Wak86] and [FF90] ). The goal of this paper is to describe such a realization for the universal central extension of g = sl(2, R) where R = C[t, t −1 , u|u 2 = t 4 − 2ct 2 + 1], c = ±1, is a DJKM algebra. In Kazhdan and Luszig's explicit study of the tensor structure of modules for affine Lie algebras (see [KL93] and [KL91] ) the ring of functions regular everywhere except at a finite number of points appears naturally. This algebra M. Bremner gave the name n-point algebra. In particular in the monograph [FBZ01, Ch. 12] algebras of the form ⊕ n i=1 g((t − x i )) ⊕ Cc appear in the description of the conformal blocks. These contain the n-point algebras g ⊗ C[(t − x 1 ) −1 , . . . , (t − x N ) −1 ] ⊕ Cc modulo part of the center Ω R /dR. M. Bremner explicitly described the universal central extension of such an algebra in [Bre94a] .
Let R denote the ring of rational functions on the Riemann sphere S 2 = C ∪ {∞} with poles only in the set of distinct points {a 1 , a 2 , a 3 , ∞} ⊂ S 2 . In the literature one can find the fact that the automorphism group P GL 2 (C) of C(s) is simply 3-transitive and R is a subring of C(s), so that R is isomorphic to the ring of rational functions with poles at {∞, 0, 1, a}. This isomorphism motivates one setting a = a 4 and then defining the 4-point ring as R = R a = C[s, s −1 , (s − 1) −1 , (s − a)
−1 ] where a ∈ C\{0, 1}. Letting S := S b = C[t, t −1 , u] where u 2 = t 2 − 2bt + 1 with b a complex number not equal to ±1, M. Bremner has shown us that R a ∼ = S b . The latter ring is Z 2 -graded where t is even and u is odd, and is a cousin to super Lie algebras, so this ring lends itself to the techniques of conformal field theory. M. Bremner gave an explicit description of the universal central extension of g ⊗ R, in terms of ultraspherical (Gegenbauer) polynomials where R is this four point algebra (see [Bre95] ). Motivated by talks with M. Bremner, the first author gave free field realizations for the four point algebra where the center acts nontrivially (see [Cox08] ). In Bremner's study of the elliptic affine Lie algebras, sl(2, R)
he next explicitly described the universal central extension of this algebra in terms of Pollaczek polynomials (see [Bre94b] ). Variations of these algebras appear in recent work of A. Fialowski and M. Schlichenmaier [FS06] and [FS05] . Together with André Bueno, the first and second authors of the present article described free field type realizations of the elliptic Lie algebra where
Date, Jimbo, Kashiwara and Miwa described integrable systems arising from the Landau-Lifshitz differential equation. The integrable hierarchy of this equation was shown to be written in terms of free fermions defined on an elliptic curve. These authors introduced an infinitedimensional Lie algebra which is a one dimensional central extension of
2 )] where b = ±c are complex constants and g is a simple finite dimensional Lie algebra. This algebra, which we call the DJKM algebra, acts on the space of solutions of the Landau-Lifshitz equation as infinitesimal Bäcklund transformations.
In [CF11] the first and second authors provided the commutations relations of the universal central extension of the DJKM Lie algebra in terms of a basis of the algebra and certain polynomials. More precisely in order to pin down this central extension, one needed to describe four families of polynomials that appeared as coefficients in the commutator formulae. Two of these families of polynomials are given in terms of elliptic integrals and the other two families are slight variations of ultraspherical polynomials. One of the families is precisely given by the associated ultraspherical polynomials (see [BI82] ). The associated ultraspherical polynomials in turn are, up to factors of ascending factorials, particular associated Jacobi polynomials. The associated Jacobi polynomials are known to satisfy certain fourth order linear differential equations (see [Ism05] and formula (48) in [Wim87]). In [CFT13] the first and second authors together with Juan Tirao, showed that the remaining family of polynomials are not of classical type and are orthogonal. The aim of the present article is to provide free field type realizations of the DJKM algebra.
The Lie algebra above is an example of a Krichever-Novikov algebra (see ([KN87b] , [KN87a] , [KN89] ). A fair amount of interesting and fundamental work has be done by Krichever, Novikov, Schlichenmaier, and Sheinman on the representation theory of these algebras. In particular Wess-ZuminoWitten-Novikov theory and analogues of the Knizhnik-Zamolodchikov equations are developed for these algebras (see the survey article [She05] If these realizations had been constructed in a logically historical fashion one would have first described them for a three point algebra. This is the case where R denotes the ring of rational functions with poles only in the set of distinct complex numbers {a 1 , a 2 , a 3 }. This algebra is isomorphic to
where a = 0 (see [Sch03a] ). E. Jurisich and the first author of the present paper proved that
] so that the three point algebra looks more like S b above. The main result of [CJ] provides a natural free field realization in terms of a β-γ-system and the oscillator algebra of the three point affine Lie algebra when g = sl(2, C). Besides M. Bermner's article mentioned above, other work on the universal central extension of 3-point algebras can be found in [BT07] . The three point algebra is probably the simplest non-trivial example of a Krichever-Novikov algebra beyond an affine Kac-Moody algebra (see [KN87b] , [KN87a] , [KN89] [EFK98] and their references). Another application is to help in describing the center of a certain completion of the enveloping algebra of an affine Lie algebra at the critical level and this determination of the center is an important ingredient in the formulation of the geometric Langland's correspondence [Fre07] . As a last bit of motivation, the work B. Feigin and E. Frenkel has shown that free field realizations of an affine Lie algebra appear naturally in the context of the generalized AKNS hierarchies [FF99].
2 Description of the universal central extension of DJKM algebras
As we described in the introduction, C. Kassel showed the universal central extension of the current algebra g ⊗ R where g is a simple finite dimensional Lie algebra defined over C, is the vector spaceĝ = (g ⊗ R) ⊕ Ω 1 R /dR with Lie bracket given by
where x, y ∈ g, and ω, ω ′ ∈ Ω 1 R /dR and (x, y) denotes the Killing form on g. Consider the polynomial
where a i ∈ C and a n = 1. Fundamental to the explicit description of the universal central extension for R = C[t, t −1 , u|u 2 = p(t)] is the following:
,Theorem 3.4). Let R be as above. The set
In the DJKM algebra setting one takes m = 2 and p(t) = (t 2 − a 2 )(t 2 − b 2 ) with a = ±b and neither a nor b is zero. The Lemma above leads one to introduce the polynomials
Elliptic Case 1
Taking the initial conditions P −3 (c) = P −2 (c) = P −1 (c) = 0 and P −4 (c) = 1 then we arrive at a generating function
expressed in terms of an elliptic integral
The way that we interpret the right hand integral is to expand (z 4 − 2cz 2 + 1) −3/2 as a Taylor series about z = 0 and then formally integrate term by term and multiply the result by the Taylor series of z √ 1 − 2cz 2 + z 4 . More precisely one integrates formally with zero constant term
n (c) is the n-th Gegenbauer polynomial. When multiplying this by
one obtains the series P −4 (c, z).
Elliptic Case 2
If we take initial conditions P −4 (c) = P −3 (c) = P −1 (c) = 0 and P −2 (c) = 1 then we arrive at a generating function defined in terms of another elliptic integral:
Gegenbauer Case 3
If we take P −1 (c) = 1, and P −2 (c) = P −3 (c) = P −4 (c) = 0 and set
then we get a solution which after solving for the integration constant can be turned into a power series solution
where Q (−1/2) n (c) is the n-th Gegenbauer polynomial. Hence
for m ≥ 0 and n ≥ 2 .
Gegenbauer Case 4
Next we consider the initial conditions P −1 (c) = 0 = P −2 (c) = P −4 (c) = 0 with P −3 (c) = 1 and set
then we get a power series solution
for m ≥ 0 and n ≥ 2.
Generators and relations
Set ω 0 = t −1 dt, and ω −k = t −k u dt, k = 1, 2, 3, 4.
Theorem 2 (see [CF11]
). Let g be a simple finite dimensional Lie algebra over the complex numbers with the Killing form ( | ) and define
(3) The universal central extension of the Date-Jimbo-Kashiwara-Miwa algebra is the Z 2 -graded Lie algebra
The theorem above is similar to the results that M. Theorem 3. The universal central extension of the algebra sl(2, C) ⊗ R is isomorphic to the Lie algebra with generators e n , e
The map φ :
for n ∈ Z is a surjective Lie algebra homomorphism. Consider the subalgebras
where X means spanned by the set X and set S = S − + S 0 + S + . By (4) - (8) we have
By (9)-(14) we see that
To sum it up we observe that [x n , S] ⊆ S and [x 1 n , S] ⊆ S for n ∈ Z, x = h, e, f . Thus [S, S] ⊂ S. Hence S contains the generators of f and is a subalgebra. Hence S = f. One can now see that φ is a Lie algebra isomorphism.
A triangular decomposition of DJKM loop algebras
g ⊗ R From now on we identify R a with S and set R = S which has a basis t i , t i u, i ∈ Z. Let p : R → R be the automorphism given by p(t) = t and p(u) = −u. Then one can decompose
Suppose I is an additive subgroup of the rational numbers P and A is a C-algebra such that A = ⊕ i∈I A i and there exists a fixed l ∈ N, with
Then A is said to be an l-quasi-graded algebra. For 0 = x ∈ A i one says that x is homogeneous of degree i and one writes deg x = i.
For example R has the structure of a 1-quasi-graded algebra where I = 
We will let σ(l + ) be denoted by l − .
Proof. This is essentially the same proof as [Bre95] , Theorem 2.1 and so will be omitted.
Formal Distributions
We need some more notation that will make some of the arguments later more transparent. Our notation follows roughly [Kac98] and [MN99] : The formal (Dirac) delta function δ(z/w) is the formal distribution 
The normal ordered product of two distributions a(z) and b(w) (and their coefficients) is defined by
Then one defines recursively
:
will only be defined for certain k-tuples (a 1 , . . . , a k ).
which is called the contraction of the two formal distributions a(z) and b(w).
Theorem 5 (Wick's Theorem, [BS83], [Hua98] or [Kac98] ). Let a i (z) and b j (z) be formal distributions with coefficients in the associative algebra
for all i and j. 3. The products 
..,is;j1,...,js) .
Setting m = i − The relations in Theorem 3 then can be rewritten succinctly as
where x, y ∈ {e, f, h}, P (w) = w 4 − 2cw 2 + 1 and ψ(c, w) = n∈Z ψ n (c)w 5 Oscillator algebras
The β − γ system
The β − γ is the infinite dimensional oscillator algebraâ with generators a n , a * n , a 
and ρ r (1) = 1. These two representations can be constructed using induction: For r = 0 the representation ρ 0 is theâ-module generated by 1 =: |0 , where
For r = 1 the representation ρ 1 is theâ-module generated by 1 =: |0 , where
If we write α(z) := n∈Z a n z −n−1 , α
and
Corresponding to these two representations there are two possible normal orderings: For r = 0 we use the usual normal ordering given by (18) and for r = 1 we define the natural normal ordering to be
This means in particular that for r = 0 we get
(where ι z,w Taylor series expansion in the " region" |z| > |w|), and for r = 1
where similar results hold for α 1 . Notice that in both cases we have
The following two Theorems are needed for the proof of our main result:
Theorem 6 (Taylor's Theorem, [Kac98] , 2.4.3). Let a(z) be a formal distribution. Then in the region |z − w| < |w|,
. Let a(z) and b(z) be formal distributions with coefficients in the associative algebra End(C[x] ⊗ C[y]) where we are using the usual normal ordering. The following are equivalent
(ii) ⌊ab⌋ =
So the singular part of the operator product expansion
completely determines the bracket of mutually local formal distributions a(z) and b(w). In the physics literature one writes 
DJKM Heisenberg algebra
we will give the appellation the DJKM (affine) Heisenberg algebra and denote it byb 3 . If we introduce the formal distributions
(where b n+
n ) then using calculations done earlier for DJKM Lie algebra we can see that the relations above can be rewritten in the form
We introduce a Borel type subalgebrâ
Due to the defining relations above one can see thatb 3 is a subalgebra.
Then the above defines a representation ofb 3 . Not only that but also χ −1 = χ −2 = χ −3 = χ −4 = 0 and ψ
Proof. Since b m acts by scalar multiplication for m, n ≥ 0, the first defining relation (32) is satisfied for m, n ≥ 0. The second relation (33) is also satisfied as the right hand side is zero if m ≥ 0, n ≥ 0. If n = 0, then since b 0 acts by a scalar, the relation (34) leads to no condition on λ, µ, ν, κ, χ 1 , κ 0 ∈ h 0 3 . If m = 0 and n = 0, the third relation give us For m > 0 and n ≤ 0 we have
6 Two realizations of DJKM algebraĝ.
Our main result is the following Theorem 8. Fix r ∈ {0, 1}, which then fixes the corresponding normal ordering convention defined in the previous section. Setĝ = (sl(2, C) ⊗ R) ⊕ Cω 0 ⊕ Cω −1 ⊕ Cω −2 ⊕ Cω −3 ⊕ Cω −4 and assume that χ 0 ∈ C and V as in Lemma 5.1. Then using (24), (25) and Lemma 5.2, the following defines a representation of DJKM algebra g on C[x] ⊗ C[y] ⊗ V:
Proof. The proof is very similar to the proof of Theorem 5.1 in [BCF09] and Theorem 5.1 in [CJ] . We need to check that the following table is preserved under τ . Table 1 [
Here * indicates nonzero formal distributions that are obtained from the the defining relations (21), (22), and (23). The proof is carried out using Wick's Theorem and Taylor's Theorem. We are going to make use of V. Kac's λ-notation (see [Kac98] section 2.2 for some of its properties) used in operator product expansions. If a(z) and b(w) are formal distributions, then
is transformed under the formal Fourier transform into the sum [τ (h(z)), τ (h(w))] = −2(4δ r,0 + κ 0 )∂ w δ(z/w) = −2χ 0 ∂ w δ(z/w) = τ (−2ω 0 ∂ w δ(z/w)) . Since [a n , a = −8δ r,0 P λ − 4δ r,0 ∂P − 2κ 0 (P λ + 1 2 ∂P ).
Yielding the relation τ (h 1 (z)), τ (h 1 (w)) = −2(4δ r,0 + κ 0 ) w 4 − 2cw 2 + 1 ∂ w δ(z/w) + (2w 3 − 2cw))δ(z/w) = τ (−(h, h)ω 0 P ∂ w δ(z/w) − 1 2 (h, h)∂P ω 0 δ(z/w))
Next we calculate the h's paired with the e's:
[τ (h) λ τ (e)] = 2 : αα * : + : 
