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Abstract
The existence and multiplicity of solutions for a class of non-local elliptic boundary value
problems with superlinear source functions are investigated in this paper. Using variational
methods, we examine the changes arise in the solution behaviours as a result of the non-local
effect. Comparisons are made of the results here with those of the elliptic boundary value
problem in the absence of the non-local term under the same prescribed conditions to highlight
this effect of non-locality on the solution behaviours. Our results here demonstrate that the
complexity of the solution structures is significantly increased in the presence of the non-local
effect with the possibility ranging from no permissible positive solution to three positive solutions
and, contrary to those obtained in the absence of the non-local term, the solution profiles also
vary depending on the superlinearity of the source functions.
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1 Introduction
In the present paper, we investigate the solution behaviour of a non-local elliptic boundary value
problems of Kirchhoff-type with a superlinear source term, namely, −
(
a
∫
Ω
|∇u|2dx+ b
)
∆u = λf(x)u+ g(x)|u|p−2u in Ω,
u = 0 on ∂Ω,
(Ka,λ)
where Ω ⊂ RN , N ≥ 1, is a bounded domain with smooth boundary, 2 < p < 2∗ (2∗ = 2N
N−2 if N ≥ 3;
2∗ = ∞ if N = 1, 2) and a, b, λ > 0 are real parameters. We are interested in the cases where the
weight functions f and g are sign-changing in Ω and thus we impose the following conditions:
(D1) f ∈ L∞(Ω) and |{x ∈ Ω : f(x) > 0}| > 0,
(D2) g ∈ L∞(Ω) which changes sign;
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and set b = 1 in Equation (Ka,λ) for simplicity.
Equation (Ka,λ) is a stationary variation of the generalist Kirchhoff equation,
utt −M
(∫
Ω
|∇u|2dx
)
∆u = f, (1.1)
which is an extension of the classical wave equation proposed by Kirchhoff [21] to describe the
transversal oscillations of a stretched string, taking into account of the effect of changes in string
length during the vibrations. The well-posedness and solvability of Equation (1.1) has been well
investigated in general dimension and domain (see, for examples, [4,11,23,25]), and much effort has
been put into studying the solution behaviours of its stationary variants focusing on various aspects
of the problem with specific formulations of M and f , in bounded [5, 10, 20, 22, 26] and unbounded
domain [2, 13, 14, 17, 19, 24, 27, 28] and some have, in particular, drawn attention to the presence
of the non-local effect on the solution behaviours (see, for examples, [8, 9, 12, 16, 18]). We do not
intend to provide a survey on the subject and would therefore refer the interested readers to the
afore mentioned references and the references therein for relevant studies.
While our focus here is also on the solution behaviour of the Kirchhoff type equation, we are
particularly interested in the difference that arises with the consideration of the non-local effect. To
better explain the purpose of and the motivation behind our current study, it is necessary to reiterate
some previous results on the solution structures of the semilinear boundary value problem, namely{ −∆u = λf(x)u+ g(x)|u|p−2u, for x ∈ Ω,
u = 0, for x ∈ ∂Ω, (1.2)
by setting a = 0 and b = 1 in Equation (Ka,λ). For the detailed analysis of this problem, we refer
the readers to [1, 6, 7]; the existence and multiplicity of solutions are summarised as follow
(R1) a positive solution exists for (1.2) whenever 0 < λ < λ1(f);
(R2) if
∫
Ω
gφ p1 dx < 0, there exists δ > 0 such that (1.2) has at least two positive solutions whenever
λ1(f) < λ < λ1(f) + δ;
(R3) if λ is sufficiently large, then no positive solution of (1.2) is permitted;
(R4) if
∫
Ω
gφ p1 dx > 0, then no positive solution of (1.2) is permitted for λ > λ1(f),
with λ1(f) being the positive principal eigenvalue and φ1 the corresponding positive principal eigen-
function of the problem
−∆u = λf(x)u, for x ∈ Ω, u = 0, for x ∈ ∂Ω. (1.3)
Remark 1.1. Under condition (D1), there exists a sequence of eigenvalues {λn(f)} of Equation
(1.3) with 0 < λ1(f) < λ2(f) ≤ · · · and each eigenvalue being of finite multiplicity. Denoting the
principal positive eigenfunctions by φ1, we have
λ1(f) =
∫
Ω
|∇φ1|2dx = inf
{∫
Ω
|∇u|2dx : u ∈ H10 (Ω),
∫
Ω
fu2dx = 1
}
(1.4)
and
λ2(f) = inf
{∫
Ω
|∇u|2dx : u ∈ H10 (Ω),
∫
Ω
fu2dx = 1,
∫
Ω
∇u∇φ1dx = 0
}
. (1.5)
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Figure 1: Examples of solution structures for Equation (1.2) where (a)
∫
Ω
gφ p1 dx > 0 with g(x) =
− sin(3pix) and (b)∫
Ω
gφ p1 dx < 0 with g(x) = − sin(1.8pix); p = 4 in both cases. Details of the
numerical schemes are given in Section 2.
Results (R1)− (R4) are better visualized using the two examples that we simulated numerically
and presented in Figure 1. Expressed in terms of global bifurcation theory, the results (R1)− (R4)
indicate that the solutions bifurcate from the branch of zero solutions in two directions depending
on the sign of
∫
Ω
gφ p1 dx: bifurcating to the left if
∫
Ω
gφ p1 dx > 0 and to the right if
∫
Ω
gφ p1 dx < 0,
turning again to the left to give the two branches of positive solutions for λ1(f) < λ < λ1(f) + δ.
The solution structures vary considerably when the non-local effect that is typical of the Kirchhoff-
type equations is included into Equation (1.2). The summarised results of (R1)− (R4) observed in
the positive solutions of Equation (1.2) are valid for all values of p, whereas for the Kirchhoff-type
equation we studied here, different solution behaviours are found within different regimes of p. Our
results, which will be presented in Theorems 2.1-2.6 below, indicate that in the cases when p ≤ 4
Equation (Ka,λ) exhibits a much more complex solution structure than that of Equation (1.2) with
the possibility ranging from admitting no positive solution to three positive solutions when p < 4,
depending on the sign of
∫
Ω
gφ p1 dx and varying with the values of a; whereas for p = 4, provided
a is sufficient large, the solution behaviours become independent on the condition imposed on the
integral
∫
Ω
gφp1dx. When p > 4 and in this case for all a > 0, the non-local effect alone ensures
the existence of two positive solutions without imposing any additional conditions on the integral∫
Ω
gφp1dx.
The sections of this paper are organised as follow. In Section 2, we present the main results
in Theorems 2.1-2.6, each with examples computed numerically to give graphical interpretations of
these results. The proofs of these theorems are then presented in the sections that follow and we
begin by showing that the energy functional is to have the mountain pass geometry while satisfying
the Palais-Smale condition in Section 3. In Section 4, we prove Theorem 2.1 and present the proofs
of Theorems 2.2 and 2.3 in Section 5 and finally those of Theorems 2.4-2.6 in Section 6. Furthermore,
we explore the asymptotic behaviour of these positive solutions at parameter λ.
2 Main results
We carry out the analysis using the variational methods and the positive solutions of Equation
(Ka,λ) are found by considering the energy functional Ja,λ : H
1
0 (Ω)→ R with
Ja,λ(u) =
a
4
(∫
Ω
|∇u|2dx
)2
+
1
2
∫
Ω
|∇u|2dx− λ
2
∫
Ω
fu2dx− 1
p
∫
Ω
g|u|pdx.
3
Furthermore, Ja,λ is a C
1 functional with the derivative given by
〈J ′a,λ(u), ϕ〉 =
(
a
∫
Ω
|∇u|2dx+ 1
)(∫
Ω
∇u∇ϕdx
)
− λ
∫
Ω
fuϕdx−
∫
Ω
g|u|p−2uϕdx
for all ϕ ∈ H10 (Ω), where J ′a,λ denotes the Fre´chet derivative of Ja,λ. We conclude that u is a critical
point of Ja,λ if and only if it satisfies Equation (Ka,λ).
Theorem 2.1. Suppose that N = 1, 2, 3, 4 < p < 2∗ and conditions (D1) − (D2) hold. Then we
have the following results.
(i) For each a > 0, Equation (Ka,λ) has a positive solution u
+ with Ja,λ(u
+) > 0 whenever 0 <
λ ≤ λ1(f).
(ii) For each a > 0, there exists δa > 0 such that Equation (Ka,λ) has two positive solutions u
+
and u− with Ja,λ(u−) < 0 < Ja,λ(u+) whenever λ1(f) < λ < λ1(f) + δa. More precisely, if∫
Ω
gφp1dx ≥ 0, then
δa = λ1(f)(p− 4)
(
pSpp
‖g‖∞
) 2
p−4
(
a
2p− 4
) p−2
p−4
;
while
∫
Ω
gφp1dx < 0, δ
−
a ↗ ∞ as a ↗ ∞ and there exists a positive constant C0 such that
δ−a > C0 for all a > 0.
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Figure 2: Simulations for Theorem 2.1 with p = 5 showing the results of various a. Multiple solutions
exist for both (a)
∫
Ω
gφp1dx > 0 with g(x) = − sin(3pix) and (b)
∫
Ω
gφp1dx < 0 with g(x) = sin(3pix).
The bifurcation point λ1(f) is located at pi
2 in all the simulations.
In this regime of p, the presence of the non-local effect is sufficient to guarantee the existence of
two positive solutions. We illustrate this result using the two examples in Figure 2 taking p = 5 with
(a)
∫
Ω
gφp1dx > 0 on the left and (b)
∫
Ω
gφp1dx < 0 on the right. In both examples and for each value
of a, the existence of two branches of solutions described by Theorem 2.1 (ii) can be observed as the
solution branch bifurcates to the right from the branch of zero solutions at λ1(f), then turning at a
point λ > λ1(f) + δa; this turning point being pushed further to the right with increasing value of a
(and hence δa) is evident from these curves. The upper branch extending pass the initial bifurcation
point λ1(f) towards λ = 0 thus depicts the branch of positive solutions u
+ whenever 0 < λ ≤ λ1(f)
stated in Theorem 2.1 (i).
The difference between our results and those of Equation (1.2) can be observed by comparing
Figure 2 and Figure 1. For demonstration purpose, we have set p = 4 in Figure 1, the solution
behaviour in general (i.e. the direction of bifurcation and the number of positive solutions) does not
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vary with the value of p for Equation (1.2). In the case when
∫
Ω
gφp1dx > 0, two positive solutions
are observed in Figure 2 (a), whereas in Figure 1 (a) only a single solution branch is present. In
Figure 2 (b) and Figure 1 (b) when
∫
Ω
gφp1dx < 0, both exhibit regions with two positive solutions.
While this region is finite for Equation (1.2) as indicated by (R3), in the presence of the non-local
effect, this region of multiple positive solution continues to expand to the right as the non-local effect
grows, leading eventually to the conclusion that at least a positive solution exists for 0 < λ <∞.
Note that we have set f ≡ 1 and Ω = [0, 1] in all the simulations including those of Equation
(1.2) in Figure 1. Consequently, the positive principal eigenvalue and the corresponding eigenfunction
satisfying the boundary condition are given by λ1(f) = pi
2 and φ1(x) = sin(pix) respectively. These
solution branches are numerically generated using a continuation scheme and computed using matlab
codes. An initial non-trivial solution is required for the scheme which is derived using a fixed point
iteration method and subsequently rescaled to give a suitable starting point for the continuation
method. The details of the continuation method and the fixed point scheme can be found in [29,30].
Next, we present the cases when p = 4 in Theorems 2.2 and 2.3 where it is necessary to consider
the following:
Γ0 := sup
u∈H10 (Ω)\{0}
∫
Ω
gu4dx(∫
Ω
|∇u|2dx)2 .
By Ho¨lder and Sobolev inequalities, we conclude that 0 < Γ0 < ∞. It is then possible to choose
v ∈ H10 (Ω) such that
∫
Ω
gv4dx >
∫
Ω
gφ41dx and
∫
Ω
|∇v|2dx ≤ ∫
Ω
|∇φ1|2dx since g changes sign, giving
subsequently Γ0 > λ1(f)
−2 ∫
Ω
gφ41dx.
Theorem 2.2. Suppose that N = 1, 2, 3, p = 4 and conditions (D1) − (D2) hold. If ∫
Ω
gφ41dx > 0,
then we have the following results.
(i) For each 0 < a ≤ λ1(f)−2
∫
Ω
gφ41dx, Equation (Ka,λ) has a positive solution u
+ with Ja,λ(u
+) > 0
whenever 0 < λ < λ1(f).
(ii) For each λ1(f)
−2 ∫
Ω
gφ41dx < a < Γ0,
(ii-1) Equation (Ka,λ) has a positive solution u
+ with Ja,λ(u
+) > 0 whenever 0 < λ ≤ λ1(f);
(ii-2) there exists δ0 > 0 such that Equation (Ka,λ) has two positive solutions u
+ and u− with
Ja,λ(u
−) < 0 < Ja,λ(u+) whenever λ1(f) < λ < λ1(f) + δ0.
(iii) For each a ≥ Γ0, Equation (Ka,λ) does not admit nontrivial solution whenever 0 < λ ≤ λ1(f).
(iv) For each a > Γ0, Equation (Ka,λ) has a positive solution u
− with Ja,λ(u−) < 0 whenever
λ > λ1(f).
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Figure 3: Simulations for Theorem 2.2 with p = 4 and increasing values of a from (a)-(c) satisfying∫
Ω
gφ41dx > 0; g(x) = − sin(3pix) is used for all three cases.
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Examples of Theorem 2.2 satisfying the conditions
∫
Ω
gφ41dx > 0 are shown in Figure 3 (a)-(c).
In (a), with a = 10−4 a single branch of positive solution describing Theorem 2.2 (i) is observed
bifurcating to the left; whereas increasing the value of a to a = 0.008 in (b), the solution branch
initially bifurcates to the right before turning at a point λ > λ1(f) + δ0 giving two solution branches
for λ1(f) < λ < λ1(f) + δ0 described by Theorem 2.2 (ii-2) and a single solution branch whenever
0 < λ ≤ λ1(f) by Theorem 2.2 (ii-1). Figure 3 (c) demonstrates the results of Theorem 2.2 (iii)-(iv)
when the values of a exceed a certain threshold value (namely, Γ0). A single branch of positive
solutions is seen branching off to the right without turning giving the result of case (iv) that at
least one positive solution exists when λ > λ1(f), and for case (iii) when 0 < λ ≤ λ1(f), no
positive solution is admissible. Note that the solution behaviours of (b) and (c) are similar near the
bifurcation point λ1(f) and thus to ensure that no turning occurs in (c), we perform the simulations
until λ = 700 with ‖u‖2 reaching the same scale as that in (b), but turning is only observed in (b).
For small values of a, the results here are similar to (R1) and (R4) of Equation (1.2), as demon-
strated in Figure 3 (a) and Figure 1 (a), both imposing the condition
∫
Ω
gφ41dx > 0. However,
with a slightly larger value of a in Figure 3 (b), the increased non-local effect pushes the bifurcated
solution branch to the right before turning again to the left, as a result, multiple solutions appear
for λ > λ1(f) immediately to the right of λ1(f). Increasing the value of a further in Figure 3 (c),
the bifurcated solution branch is prevented from turning to the left again and thus contrary to the
result of (R1) and (R4), a positive solution exists for λ > λ1(f) while no solution is permitted for
0 < λ ≤ λ1(f).
Theorem 2.3. Suppose that N = 1, 2, 3, p = 4 and conditions (D1) − (D2) hold. If ∫
Ω
gφ41dx ≤ 0,
then we have the following results.
(i) For each 0 < a < Γ0,
(i-1) Equation (Ka,λ) has a positive solution u
+ with Ja,λ(u
+) > 0 whenever 0 < λ ≤ λ1(f);
(i-2) there exists δ0 > 0 such that Equation (Ka,λ) has two positive solutions u
+ and u− with
Ja,λ(u
−) < 0 < Ja,λ(u+) whenever λ1(f) < λ < λ1(f) + δ0.
(ii) For each a ≥ Γ0, Equation (Ka,λ) does not admit nontrivial solution whenever 0 < λ ≤ λ1(f).
(iii) For each a > Γ0, Equation (Ka,λ) has a positive solution u
− with Ja,λ(u−) < 0 whenever
λ > λ1(f).
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Figure 4: Simulations for Theorem 2.3 with p = 4 and g(x) = − sin(1.8pix) satisfying ∫
Ω
gφ41dx ≤ 0.
Figure 4 depicts the results of Theorem 2.3 for the cases when
∫
Ω
gφ41dx ≤ 0. In Figure 4
(a), we assume the same value of a (a = 10−4) as in Figure 3 (a) to highlight the change in the
solution structure as the integral
∫
Ω
gφ41dx changes sign. When a is sufficiently small, two branches
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of solutions are present here with the lower branch turning left into the upper branch at a point
λ > λ1(f) + δ0 depicting the results of Theorem 2.3 (i-1) and (i-2). Figure 4 (b) demonstrates
the results of Theorem 2.3 (ii) and (iii) when the values of a exceed a certain threshold value (Γ0)
exhibiting similar behaviour to that in Figure 3 (c) when
∫
Ω
gφ41dx > 0.
The solution structure in Figure 4 (a) is similar to that in Figure 1 (b) of Equation (1.2) when∫
Ω
gφ41dx ≤ 0 provided a < Γ0. Increasing the value of a in Figure 4 (b) results in a profile that
is also observed in Figure 3 (c) indicating that when the values of a exceed a certain threshold
value, namely, a ≥ Γ0, the solution behaviour becomes independent on the condition imposed on the
integral
∫
Ω
gφp1dx for the case when p = 4.
We next present the results for 2 < p < min{4, 2∗} when ∫
Ω
gφp1dx > 0 in Theorem 2.4 and for
brevity, we assume the notations below that for a > 0,
λ+a = λ1(f)
(
1− (4− p)
(∫
Ω
gφp1dx
pλ1(f)
p
2
) 2
4−p (2p− 4
a
) p−2
4−p
)
(2.1)
and
Λ+a = λ1(f)
(
1− (4− p)
(‖g‖∞
2Spp
) 2
4−p
(
p− 2
a
) p−2
4−p
)
with Sp being the best Sobolev constant for the embedding of H
1
0 (Ω) into L
p(Ω). Note that Λ+a <
λ+a < λ1(f) for all a > 0, and Λ
+
a > 0 for all a > (p− 2) (4− p)
4−p
p−2
(
1
2
‖g‖∞S−pp
) 2
p−2 .
Theorem 2.4. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1) − (D2) hold. If∫
Ω
gφp1dx > 0, then the following results hold.
(i) For each a > 0, Equation (Ka,λ) has two positive solutions u
+ and u− with Ja,λ(u−) < 0 <
Ja,λ(u
+) whenever max{0, λ+a } < λ < λ1(f).
(ii) For each a > 0, Equation (Ka,λ) has a positive solution u
− with Ja,λ(u−) < 0 whenever λ ≥
λ1(f).
(iii) For each a > (p − 2) (4− p) 4−pp−2 (1
2
‖g‖∞S−pp
) 2
p−2 , Equation (Ka,λ) does not admit nontrivial
solution whenever 0 < λ < Λ+a .
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Figure 5: Simulations for Theorem 2.4 satisfying
∫
Ω
gφp1dx > 0 with p = 3 and g(x) = − sin(3pix).
Examples of Theorem 2.4 satisfying
∫
Ω
gφp1dx > 0 in this regime of p are presented in Figure 5 for
three distinct values of a. We set p = 3 and all three examples exhibit similar solution structure with
two branches of positive solutions. The lower branch bifurcates to the left from the zero solutions
at λ1(f) turning into the upper branch at a point λ ≤ max{0, λ+a } giving the results described by
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Theorem 2.4 (i) and (ii) that two positive solutions whenever max{0, λ+a } < λ < λ1(f) and one
positive solution whenever λ ≥ λ1(f). Note that λ+a ≤ 0 when 0 < a 1 but approaches λ1(f) from
the left with increasing values of a. Consequently, the turning point can be seen to edge closer to
the bifurcation point λ1(f) in Figure 5 from (a) to (c) as a result of increasing a.
Note that the multiplicity of solutions here appears on the left hand side of the bifurcation point
λ1(f) with the turning point approaching λ = 0 for very small value of a and on the right at least
one positive solution is permitted for λ > λ1(f). Thus, the existence of positive solutions is always
guaranteed for λ > 0 provided a is sufficiently small. As a increases, a region with no permissible
positive solution begins to appear in a right neighbourhood of λ = 0 and this neighbourhood becomes
larger as the non-local effect becomes more pronounced. Nevertheless, multiple positive solutions are
always present near λ1(f) for λ < λ1(f) unaffected by the values of a, however large it might be.
In the next two Theorems, we present the results for 2 < p < min{4, 2∗} when ∫
Ω
gφp1dx < 0 and
consider the following:
Γp := sup
{ ∫
Ω
g|u|pdx(∫
Ω
|∇u|2dx) p2 : u ∈ H10 (Ω) \ {0},
∫
Ω
fu2dx ≥ 0
}
. (2.2)
Under conditions (D1) − (D2), we can choose a function ϕ ∈ H10 (Ω) such that
∫
Ω
fϕ2dx > 0 and∫
Ω
g|ϕ|pdx > 0 (see Proposition 6.2 in [7] for more details). Hence Γp > 0, and it is easy to deduce
that Γp ≤ ‖g‖∞S−pp by Sobolev inequality. We also denote here by a0(p) a threshold value of a which
is dependent on the value of p and is given by
a0(p) = (2p− 4) (4− p)
4−p
p−2
(
Γp
p
) 2
p−2
. (2.3)
In addition, for brevity, we assume the notation below that for a > 0,
Λ−a = λ2(f)
1− (4− p)(‖g‖∞
Spp
) 2
4−p
(
2p−1(p− 1)‖g‖∞‖φ1‖pp∣∣∫
Ω
gφ1dx
∣∣
) 2p−2
4−p (
4p− 8
a
) p−2
4−p
 .
Note that Λ−a > 0 for all
a > a∗(p) := (4p− 8) (4− p) 4−pp−2
(‖g‖∞
Spp
) 2
p−2
(
2p−1(p− 1)‖g‖∞‖φ1‖pp∣∣∫
Ω
gφ1dx
∣∣
) 2p−2
p−2
and a0(p) < a
∗(p).
Theorem 2.5. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1) − (D2) hold. If∫
Ω
gφp1dx < 0, then we have the following results.
(i) For each 0 < a < a0(p),
(i-1) Equation (Ka,λ) has two positive solutions u
+ and u− with Ja,λ(u−) < 0 < Ja,λ(u+) when-
ever 0 < λ ≤ λ1(f);
(i-2) there exists δa > 0 such that Equation (Ka,λ) has three positive solutions u
+, u−1 and u
−
2
with Ja,λ(u
−
1 ), Ja,λ(u
−
2 ) < 0 < Ja,λ(u
+) whenever λ1(f) < λ < λ1(f) + δa.
(ii) For each a > 0, Equation (Ka,λ) has a positive solution u
− with Ja,λ(u−) < 0 whenever λ >
λ1(f).
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(iii) For each a > a∗(p), Equation (Ka,λ) does not admit nontrivial solution whenever 0 < λ ≤
min{λ1(f),Λ−a }.
In the case when a ≥ a0(p), it is necessary to consider the following:
λ−a := inf
u∈S
∫
Ω
|∇u|2dx∫
Ω
fu2dx
1− (4− p)( ∫Ω g|u|pdx
p
(∫
Ω
|∇u|2dx) p2
) 2
4−p (
2p− 4
a
) p−2
4−p
 for a ≥ a0(p), (2.4)
where
S =
{
u ∈ H10 (Ω) :
∫
Ω
fu2dx > 0,
∫
Ω
g|u|pdx > 0
}
. (2.5)
The function λ−a is nonnegative, continuous and increasing, and we conclude that
lim
a→∞
λ−a > λ1(f)
when
∫
Ω
gφp1dx < 0 (see Proposition 3.6 in Section 3). In particular, if f is nonnegative, we can
deduce that
λ−a0(p) = 0
(see Proposition 3.7 in Section 3). Thus, when
∫
Ω
gφp1dx < 0 and f is nonnegative, there is a number
A > a0(p) such that 0 ≤ λ−a < λ1(f) for a0(p) ≤ a < A.
Theorem 2.6. Suppose that N ≥ 1, 2 < p < min{4, 2∗}, conditions (D1)−(D2) hold and ∫
Ω
gφp1dx <
0. In addition, the following condition is assumed:
(D3) |{x ∈ Ω : f(x) < 0}| = 0.
Then for each a0(p) ≤ a < A,
(i) Equation (Ka,λ) has two positive solutions u
+ and u− with Ja,λ(u−) < 0 < Ja,λ(u+) whenever
λ−a < λ ≤ λ1(f);
(ii) there exists δ̂a > 0 such that Equation (Ka,λ) has three positive solutions u
+, u−1 and u
−
2 with
Ja,λ(u
−
1 ), Ja,λ(u
−
2 ) < 0 < Ja,λ(u
+) whenever λ1(f) < λ < λ1(f) + δ̂a.
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Figure 6: Simulations for Theorems 2.5 and 2.6 satisfying
∫
Ω
gφp1dx < 0; p = 3 and g(x) = sin(3pix).
The results of Theorems 2.5 and 2.6 when
∫
Ω
gφp1dx < 0 are illustrated in Figure 6 where we have
set p = 3 as an example with the value of a increases from (a) to (c). Similar solution profiles are
observed in (a) and (b) with regions of λ permitting either one, two or three positive solutions. For
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the small value of a assumed in (a), the turning from the middle to the upper solution branch occurs
in the region λ < 0, thus depicting the case of Theorem 2.5 (i-1) for which two positive solutions are
present for 0 < λ < λ1(f). With a slightly increased value of a in (b), this turning point is shifted
towards the right and now occurs in the region 0 < λ < λ−a demonstrating the result of Theorem 2.6
(i) permitting two positive solutions whenever λ−a < λ ≤ λ1(f). As the values of a increases further,
this turning point continues moving to the right until it vanishes in (c) leaving a single branch of
solutions. All three solutions continue their extension to the right and thus as stated in Theorem 2.5
(ii) at least one positive solution is guaranteed whenever λ > λ1(f). Subsequently, the region that
admits no positive solutions, described by Theorem 2.5 (iii), lies to the left of these curves; however,
when a is very small, as in (a), such region does not exist for λ > 0.
The presence of the non-local effect again is evident if we compare the results here with that
of Figure 1 (b) in which the solution branch bifurcates from λ1(f) to the right, turning left once
towards λ = 0 without turning again for the second time. Thus, contrary to the results of (R1) and
(R3), a positive solution is always present for λ > λ1(f) when a > 0 and a region with no permissible
positive solution lies within 0 < λ ≤ λ1(f) when a becomes sufficiently large.
3 Palais-Smale sequence
We first clarify the notations that are to be used in the analysis. Denote by ‖ · ‖ and ‖ · ‖q the
H10 (Ω)-norm and L
q(Ω)-norm for 1 ≤ q ≤ ∞, respectively, and the best Sobolev constant by Sr for
the embedding of H10 (Ω) into L
r(Ω) with 1 ≤ r < 2∗ and define it by
Sr = inf
u∈H10 (Ω)\{0}
‖u‖
‖u‖r . (3.1)
A strong convergence is indicated using “ → ” whereas the weak convergence “ ⇀ ”. The notation
o(1) denotes a quantity that goes to zero as n → ∞. The notation {un} is used to denote both
the sequence itself and its subsequence; consequently, during the analysis below the notation {un}
will indicate that a subsequence may be used instead if necessary without further deliberation. The
proof that is given in this section shows that the functional Ja,λ possesses the mountain pass geometry
and satisfies the Palais-Smale condition and we begin by recalling the well known Mountain Pass
Theorem [3].
Mountain Pass Theorem. Let E be a Banach space, J ∈ C1(E,R), e ∈ E and ρ > 0 be such that
‖e‖E > ρ and
b := inf
‖u‖E=ρ
J(u) > J(0) ≥ J(e).
If J satisfies Palais-Smale condition at level α with
α := inf
γ∈Γ
max
t∈[0,1]
J(γ(t)) and Γ := {γ ∈ C([0, 1], E) : γ(0) = 0, γ(1) = e},
then α is a critical value of J and α ≥ b.
Thus, we say that the functional Ja,λ has the mountain pass geometry if there exist ρ > 0 and
e ∈ H10 (Ω) such that
‖e‖ > ρ and inf
‖u‖=ρ
Ja,λ(u) > Ja,λ(0) ≥ Ja,λ(e),
and that the functional Ja,λ satisfies Palais-Smale condition at level α ∈ R ((PS)α-condition for
short) if any sequence {un} ⊂ H10 (Ω) satisfying Ja,λ(un) → α and J ′a,λ(un) → 0 has a convergent
subsequence. Such sequence is called a Palais-Smale sequence at level α ((PS)α-sequence).
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To prove the mountain pass geometry of the functional Ja,λ for λ in a right neighbourhood of
λ1(f), we decompose each u ∈ H10 (Ω) as u = tφ1 +w, where t ∈ R, w ∈ H10 (Ω) and
∫
Ω
∇w∇φ1dx = 0.
Then
‖u‖2 = λ1(f)t2 + ‖w‖2. (3.2)
Moreover, by Remark 1.1, we have
λ2(f)
∫
Ω
fw2dx ≤ ‖w‖2 (3.3)
and
λ1(f)
∫
Ω
fφ1wdx =
∫
Ω
∇φ1∇wdx = 0. (3.4)
Thus, by (3.2)− (3.4), we deduce that
‖u‖2 − λ
∫
Ω
fu2dx = λ1(f)t
2 + ‖w‖2 − λ
∫
Ω
(t2fφ21 + 2tfφ1w + fw
2)dx
≥
(
1− λ
λ1(f)
)
λ1(f)t
2 +
(
1− λ
λ2(f)
)
‖w‖2
=
(
1− λ
λ1(f)
)
‖u‖2 + λ
(
λ2(f)− λ1(f)
λ1(f)λ2(f)
)
‖w‖2 (3.5)
≥
(
1− λ
λ1(f)
)
‖u‖2. (3.6)
For simplicity, we use the following notations:
θ1 =
1
2
(
1− λ
λ1(f)
)
, θ2 =
1
2
(
1− λ
λ2(f)
)
and Θ = θ2 − θ1 = λ
2
(
λ2(f)− λ1(f)
λ1(f)λ2(f)
)
. (3.7)
Lemma 3.1. Suppose that N = 1, 2, 3, 4 < p < 2∗ and conditions (D1)− (D2) hold. Then we have
the following results.
(i) If
∫
Ω
gφp1dx ≥ 0, then for each a > 0 there exists
δ+a = λ1(f)(p− 4)
(
pSpp
‖g‖∞
) 2
p−4
(
a
2p− 4
) p−2
p−4
such that for every 0 < λ < λ1(f) + δ
+
a , there exist ρa > 0 and e0 ∈ H10 (Ω) such that
‖e0‖ > ρa and inf‖u‖=ρa Ja,λ(u) > 0 > Ja,λ(e0). (3.8)
(ii) If
∫
Ω
gφp1dx < 0, then for each a > 0 there exist δ
−
a and a positive number C0 with δ
−
a ↗∞ as
a ↗ ∞ and δ−a > C0 for all a > 0 such that for every 0 < λ < λ1(f) + δ−a , there exist ρa > 0
and e0 ∈ H10 (Ω) such that (3.8) holds.
Proof. (i) By (3.1), (3.6) and condition (D2), we deduce that
Ja,λ(u) ≥ a
4
‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
pSpp
‖u‖p.
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Consider the function h+ : R+ → R which is defined by
h+(ρ) =
a
4
ρ2 +
1
2
(
1− λ
λ1(f)
)
− ‖g‖∞
pSpp
ρp−2, ρ > 0.
It is easy to obtain the absolute maximum value h+(ρa) at
ρa =
(
apSpp
(2p− 4)‖g‖∞
) 1
p−4
.
Then a direct calculation shows that h+(ρa) > 0 for every 0 < λ < λ1(f) + δ
+
a . Thus, for every
0 < λ < λ1(f) + δ
+
a and ‖u‖ = ρa, we obtain
Ja,λ(u) ≥ ρ2ah+(ρa) > 0.
By condition (D2), we take ϕ ∈ H10 (Ω) such that
∫
Ω
g|ϕ|pdx > 0 and ‖ϕ‖ = 1. Then for any t > 0,
Ja,λ(tϕ) =
a
4
t4 +
(
1
2
− λ
2
∫
Ω
fϕ2dx
)
t2 −
∫
Ω
g|ϕ|pdx
p
tp.
This implies that there exists t0 > 0 such that ‖t0ϕ‖ > ρa and Ja,λ(t0ϕ) < 0.
(ii) Using (3.5), we have
Ja,λ(u)
≥ a
4
‖u‖4 + θ1‖u‖2 + (θ2 − θ1)‖w‖2 − 1
p
∫
Ω
g|tφ1|pdx− 1
p
(∫
Ω
g|tφ1 + w|pdx−
∫
Ω
g|tφ1|pdx
)
, (3.9)
where θ1 and θ2 are as in (3.7), and u = tφ1 + w with t ∈ R, w ∈ H10 (Ω) and
∫
Ω
∇w∇φ1dx = 0. By
the mean value theorem, there exists θ with 0 < θ < 1 such that
1
p
(∫
Ω
g|tφ1 + w|pdx−
∫
Ω
g|tφ1|pdx
)
=
∫
Ω
g|tφ1 + θw|p−2(tφ1 + θw)wdx. (3.10)
Young’s inequality then gives∣∣∣∣∫
Ω
g|tφ1 + θw|p−2(tφ1 + θw)wdx
∣∣∣∣
≤ ‖g‖∞2p−2
∫
Ω
(|tφ1|p−1 + |θw|p−1) |w|dx
≤ ‖g‖∞2p−2
∫
Ω
p− 1
p
B
p
p−1 |tφ1|p + 1
pBp
|w|p + |w|pdx
=
| ∫
Ω
gφp1dx|
2p
|t|p + 2
p−2‖g‖∞(1 + pBp)
pBpSpp
‖w‖p, (3.11)
where
B =
( | ∫
Ω
gφp1dx|
2p−1(p− 1)‖g‖∞‖φ1‖pp
) p−1
p
. (3.12)
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Subsequently, combining (3.9)− (3.11), we have
Ja,λ(u)
≥ a
4
‖u‖4 + θ1‖u‖2 + (θ2 − θ1)‖w‖2 +
| ∫
Ω
gφp1dx|
2p
|t|p − 2
p−2‖g‖∞(1 + pBp)
pBpSpp
‖w‖p
≥ a
4
‖u‖4 + θ1‖u‖2 + (θ2 − θ1)‖w‖2 +
| ∫
Ω
gφp1dx|
2pλ1(f)
p
2
(‖u‖p
2
p
2
−1 − ‖w‖p
)
− 2
p−2‖g‖∞(1 + pBp)
pBpSpp
‖w‖p
=
a
4
‖u‖4 + θ1‖u‖2 + (θ2 − θ1)‖w‖2 +B1‖u‖p −B2‖w‖p, (3.13)
where
B1 =
| ∫
Ω
gφp1dx|
2
p
2 pλ1(f)
p
2
and B2 =
| ∫
Ω
gφp1dx|
2pλ1(f)
p
2
+
2p−2‖g‖∞(1 + pBp)
pBpSpp
.
Let ρ > 0 and define the function h : [0, ρ]→ R by
h(x) = θ1ρ
2 +
a
4
ρ4 +B1ρ
p + (θ2 − θ1)x2 −B2xp, x ∈ [0, ρ].
We conclude that there exists η > 0 such that h(x) ≥ η for all x ∈ [0, ρ] if and only if h(0) > 0 and
h(ρ) > 0, which gives the condition λ < min{h1(ρ), h2(ρ)}, where
h1(ρ) = λ1(f) +
a
2
λ1(f)ρ
2 + 2B1λ1(f)ρ
p−2
and
h2(ρ) = λ2(f) +
a
2
λ2(f)ρ
2 − 2(B2 −B1)λ2(f)ρp−2.
Thus, by the above argument and (3.13), for any ρa > 0, we conclude that for every 0 < λ <
min{h1(ρa), h2(ρa)} and ‖u‖ = ρa,
Ja,λ(u) ≥ min
{a
4
ρ4a + θ1ρ
2
a +B1ρ
p
a,
a
4
ρ4a + θ2ρ
2
a + (B1 −B2)ρpa
}
> 0. (3.14)
By condition (D2), we take ϕ ∈ H10 (Ω) such that
∫
Ω
g|ϕ|pdx > 0 and ‖ϕ‖ = 1. Then for any t > 0,
Ja,λ(tϕ) =
a
4
t4 +
(
1
2
− λ
2
∫
Ω
fϕ2dx
)
t2 −
∫
Ω
g|ϕ|pdx
p
tp.
This implies that there exists t0 > 0 such that ‖t0ϕ‖ > ρa and Ja,λ(t0ϕ) < 0.
Next, we choose ρa to give a clear range for λ. Evidently, h2 has a absolute maximum value
at ρ0 =
(
a
(2p−4)(B2−B1)
) 1
p−4
. If h1(ρ0) ≥ h2(ρ0), we take ρa = ρ0 and thus min{h1(ρa), h2(ρa)} =
h2(ρa) = λ1(f) + δ
−
a , where
δ−a = λ2(f)(p− 4)(B2 −B1)
−2
p−4
(
a
2p− 4
) p−2
p−4
+ λ2(f)− λ1(f).
It is evident that δ−a is increasing, δ
−
a → ∞ as a → ∞, and δ−a > λ2(f) − λ1(f) for all a > 0. If
h1(ρ0) < h2(ρ0), then we take ρa satisfying h1(ρa) = h2(ρa), that is,
4 (B1λ1(f) + (B2 −B1)λ2(f)) ρp−2a = a(λ2(f)− λ1(f))ρ2a + 2 (λ2(f)− λ1(f)) . (3.15)
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Thus, min{h1(ρa), h2(ρa)} = h1(ρa) = λ1(f) + δ−a , where
δ−a =
a
2
λ1(f)ρ
2
a + 2B1λ1(f)ρ
p−2
a . (3.16)
By (3.15), we consider the following function:
h−(x) = 4 (B1λ1(f) + (B2 −B1)λ2(f))x p−22 − a(λ2(f)− λ1(f))x− 2 (λ2(f)− λ1(f)) , x > 0.
Let
x1 =
(
a(λ2(f)− λ1(f))
4 (B1λ1(f) + (B2 −B1)λ2(f))
) 2
p−4
and x2 = x1 +
(
λ2(f)− λ1(f)
2 (B1λ1(f) + (B2 −B1)λ2(f))
) 2
p−2
.
It is easy to obtain that h−(x1) < h−(ρ2a) = 0 < h
−(x2), which implies that there exists a constant
D0 with
0 < D0 <
(
λ2(f)− λ1(f)
2 (B1λ1(f) + (B2 −B1)λ2(f))
) 2
p−2
such that
ρ2a =
(
a(λ2(f)− λ1(f))
4 (B1λ1(f) + (B2 −B1)λ2(f))
) 2
p−4
+D0. (3.17)
Combining (3.15)− (3.17), we deduce that
δ−a =
aB2λ1(f)λ2(f)
2 (B1λ1(f) + (B2 −B1)λ2(f))ρ
2
a +
B1λ1(f)(λ2(f)− λ1(f))
B1λ1(f) + (B2 −B1)λ2(f)
= B2λ1(f)λ2(f)
(
λ2(f)− λ1(f)
2
) 2
p−4
(
a
2 (B1λ1(f) + (B2 −B1)λ2(f))
) p−2
p−4
+
aB2λ1(f)λ2(f)D0
2 (B1λ1(f) + (B2 −B1)λ2(f)) +
B1λ1(f)(λ2(f)− λ1(f))
B1λ1(f) + (B2 −B1)λ2(f) .
This completes the proof.
According to Lemma 3.1, when p > 4, the functional Ja,λ has the mountain pass geometry for λ
in a right neighbourhood of λ1(f) whether the sign of
∫
Ω
gφp1dx is negative or not. Furthermore, the
neighbourhood continues to expand to the right as the non-local effect grows. The mountain pass
type solution is presented in Figure 2 which is the upper branch of each curve.
Lemma 3.2. Suppose that N = 1, 2, 3, p = 4 and conditions (D1) − (D2) hold. Then we have the
following results.
(i) For each 0 < a < Γ0 and 0 < λ < λ1(f), there exist ρλ > 0 and e0 ∈ H10 (Ω) such that
‖e0‖ > ρλ and inf‖u‖=ρλ Ja,λ(u) > 0 > Ja,λ(e0). (3.18)
(ii) If
∫
Ω
gφ41dx > 0, then for each λ1(f)
−2 ∫
Ω
gφ41dx < a < Γ0, there exists δ1 > 0 such that for
every λ1(f) ≤ λ < λ1(f) + δ1, there exist ρ0 > 0 and e0 ∈ H10 (Ω) such that (3.18) holds.
(iii) If
∫
Ω
gφ41dx ≤ 0, then for each 0 < a < Γ0, there exists δ1 > 0 such that for every λ1(f) ≤ λ <
λ1(f) + δ1, there exist ρ0 > 0 and e0 ∈ H10 (Ω) such that (3.18) holds.
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Proof. (i) By (3.1), (3.6) and condition (D2), we have
Ja,λ(u) ≥ a
4
‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
4S44
‖u‖4.
Let
ρλ =
(
1
4
(
1− λ
λ1(f)
)
4S44
‖g‖∞
) 1
2
.
Then for all ‖u‖ = ρλ, we have
Ja,λ(u) ≥ a
4
ρ4λ +
1
4
(
1− λ
λ1(f)
)
ρ2λ > 0.
Since a < Γ0, there exists ϕ ∈ H10 (Ω) such that a‖ϕ‖4 <
∫
Ω
gϕ4dx. Then for any t > 0,
Ja,λ(tϕ) =
(‖ϕ‖2
2
− λ
2
∫
Ω
fϕ2dx
)
t2 −
∫
Ω
gϕ4dx− a‖ϕ‖4
4
t4,
which implies that there exists tλ > 0 such that ‖tλϕ‖ > ρλ and Ja,λ(tλϕ) < 0.
(ii) Using (3.2) and (3.5), we have
Ja,λ(u)
≥ a
4
(λ1(f)t
2 + ‖w‖2)2 + θ1‖u‖2 + Θ‖w‖2 −
∫
Ω
gφ41dx
4
t4 − 1
4
(∫
Ω
g(|tφ1 + w|4 − |tφ1|4)dx
)
≥ a
4
‖w‖4 − |θ1|‖u‖2 + Θ‖w‖2 +
aλ1(f)
2 − ∫
Ω
gφ41dx
4
t4 − 1
4
(∫
Ω
g(|tφ1 + w|4 − |tφ1|4)dx
)
, (3.19)
where θ1 and Θ are as in (3.7), and u = tφ1 + w with t ∈ R, w ∈ H10 (Ω) and
∫
Ω
∇w∇φ1dx = 0.
Denote
Φ4(φ1) = aλ1(f)
2 −
∫
Ω
gφ41dx.
We have Φ4(φ1) > 0 since a > λ1(f)
−2 ∫
Ω
gφ41dx. Repeating the same process in (3.10) and (3.11)
then gives
1
4
(∫
Ω
g(|tφ1 + w|4 − |tφ1|4)dx
)
≤
(
Φ4(φ1)
8
t4 +
‖g‖∞(1 + 4B44)
B44S
4
4
‖w‖4
)
, (3.20)
where B4 =
(
Φ4(φ1)
24‖g‖∞‖φ1‖44
) 3
4
. Subsequently, combining (3.19) and (3.20), we deduce that
Ja,λ(u)
≥ a
4
‖w‖4 − |θ1|‖u‖2 + Θ‖w‖2 + Φ4(φ1)
8
t4 − ‖g‖∞(1 + 4B
4
4)
B44S
4
4
‖w‖4
=
a
4
‖w‖4 − |θ1|‖u‖2 + Θ‖w‖2 + Φ4(φ1)
8λ1(f)2
(‖u‖2 − ‖w‖2)2 − ‖g‖∞(1 + 4B
4
4)
B44S
4
4
‖w‖4
≥ a
4
‖w‖4 − |θ1|‖u‖2 + Θ‖w‖2 + Φ4(φ1)
8λ1(f)2
(‖u‖4
2
− ‖w‖4
)
− ‖g‖∞(1 + 4B
4
4)
B44S
4
4
‖w‖4
= −|θ1|‖u‖2 + Φ4(φ1)
16λ1(f)2
‖u‖4 + ‖w‖2
(
Θ−
(
Φ4(φ1)
8λ1(f)2
+
‖g‖∞(1 + 4B44)
B44S
4
4
)
‖w‖2
)
+
a
4
‖w‖4. (3.21)
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Since λ ≥ λ1(f), we have
Θ ≥ λ2(f)− λ1(f)
2λ2(f)
> 0.
Let
ρ0 =
(
λ2(f)− λ1(f)
2λ2(f)
) 1
2
(
Φ4(φ1)
8λ1(f)2
+
‖g‖∞(1 + 4B44)
B44S
4
4
)− 1
2
. (3.22)
Then
Θ−
(
Φ4(φ1)
8λ1(f)2
+
‖g‖∞(1 + 4B44)
B44S
4
4
)
‖w‖2 ≥ 0 for every 0 ≤ ‖w‖ ≤ ρ0. (3.23)
Moreover, there exists δ1 > 0 such that
|θ1| =
∣∣∣∣12
(
1− λ
λ1(f)
)∣∣∣∣ ≤ Φ4(φ1)32λ1(f)2ρ20 for every λ1(f) ≤ λ < λ1(f) + δ1. (3.24)
It follows from (3.21)− (3.24) that for every λ1(f) ≤ λ < λ1(f) + δ1 and ‖u‖ = ρ0,
Ja,λ(u) ≥ Φ4(φ1)
32λ1(f)2
ρ40 > 0.
Since a < Γ0, there exists ϕ ∈ H10 (Ω) such that a‖ϕ‖4 <
∫
Ω
gϕ4dx. Then for any t > 0,
Ja,λ(tϕ) =
(‖ϕ‖2
2
− λ
2
∫
Ω
fϕ2dx
)
t2 −
∫
Ω
gϕ4dx− a‖ϕ‖4
4
t4.
This implies that there exists t0 > 0 such that ‖t0ϕ‖ > ρ0 and Ja,λ(t0ϕ) < 0.
(iii) The proof is identical to that in part (ii) and is omitted here.
Lemma 3.3. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1) − (D2) hold. If∫
Ω
gφp1dx > 0, then for each a > 0, and max{0, λ+a } < λ < λ1(f), there exist ρ+a,λ > 0 and e0 ∈ H10 (Ω)
such that
‖e0‖ > ρ+a,λ and inf‖u‖=ρ+a,λ
Ja,λ(u) > 0 > Ja,λ(e0), (3.25)
where λ+a is as in (2.1).
Proof. By (3.1), (3.6) and condition (D2), we deduce that for max {0, λ+a } < λ < λ1(f) and ‖u‖ = ρ+a,λ
Ja,λ(u) ≥ a
4
‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
pSpp
‖u‖p
≥ a
4
ρ4a,λ +
1
4
(
1− λ
λ1(f)
)
ρ2a,λ > 0,
where
ρ+a,λ := min
{[
1
4
(
1− λ
λ1(f)
)
pSpp
‖g‖∞
] 1
p−2
,
(
(p− 2) ∫
Ω
gφp1dx
2aλ1(f)2
) 1
4−p
‖φ1‖
}
.
Moreover, we take
t0 :=
(
(2p− 4) ∫
Ω
gφp1dx
apλ1(f)2
) 1
4−p
. (3.26)
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Then ‖t0φ1‖ > ρ+a,λ and we deduce that
Ja,λ(t0φ1) =
t20
2
(λ1(f)− λ) + tp0
(
a
4
λ1(f)
2t4−p0 −
∫
Ω
gφp1dx
p
)
=
t20
2
(
λ1(f)− λ−
(4− p) ∫
Ω
gφp1dx
p
(
(2p− 4) ∫
Ω
gφp1dx
apλ1(f)2
) p−2
4−p
)
=
t20
2
(
λ+a − λ
)
< 0 for all λ > max
{
0, λ+a
}
.
This completes the proof.
According to Lemma 3.3, the functional Ja,λ always has the mountain pass geometry in a left
neighbourhood of λ1(f) for all a > 0 when
∫
Ω
gφp1dx > 0. The mountain pass type solution is
presented in Figure 5 which is the lower branch of each curve.
Next, we study the mountain pass geometry of Ja,λ for 2 < p < min{4, 2∗} when
∫
Ω
gφp1dx < 0.
We recall the following which is defined in (2.2):
Γp := sup
{∫
Ω
g|u|pdx
‖u‖p : u ∈ H
1
0 (Ω) \ {0},
∫
Ω
fu2dx ≥ 0
}
.
Then we have the following results.
Proposition 3.4. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1)− (D2) hold. Then
0 < Γp ≤ ‖g‖∞S−pp , and Γp is attained.
Proof. Under conditions (D1)− (D2), we can choose a function ϕ ∈ H10 (Ω) such that
∫
Ω
fϕ2dx > 0
and
∫
Ω
g|ϕ|pdx > 0 (see Proposition 6.2 in [7] for more details). Hence Γp > 0. Then by Sobolev
inequality, we deduce that Γp ≤ ‖g‖∞S−pp .
It is clear that
Γp = sup
{∫
Ω
g|u|pdx : u ∈ H10 (Ω), ‖u‖ = 1,
∫
Ω
fu2dx ≥ 0
}
.
Thus, let {un} be a maximizing sequence for Γp with ‖un‖ = 1 for all n. Then there exist a
subsequence {un} and u0 ∈ H10 (Ω) such that un ⇀ u0 in H10 (Ω) and
un → u0 in Lr(Ω) for all 1 ≤ r < 2∗. (3.27)
By conditions (D1)− (D2) and (3.27), we have∫
Ω
fu20dx = lim
n→∞
∫
Ω
fu2ndx ≥ 0,
and ∫
Ω
g|u0|pdx = lim
n→∞
∫
Ω
g|un|pdx = Γp. (3.28)
By (3.28) and Γp > 0, we conclude that u0 6= 0. We next show that un → u0 in H10 (Ω). If not, we
have ‖u0‖ < lim infn→∞ ‖un‖ = 1. Let v0 = u0‖u0‖ . Then ‖v0‖ = 1 and
∫
Ω
fv20dx ≥ 0. However,∫
Ω
g|v0|pdx =
∫
Ω
g|u0|pdx
‖u0‖p >
∫
Ω
g|u0|pdx = Γp
gives a contradiction. Hence un → u0 in H10 (Ω), and Γp is attained.
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For 2 < p < min{4, 2∗}, let B > 0 be as in (3.12). For a, λ > 0, let
δa =
∣∣∫
Ω
gφp1dx
∣∣
2
p
2 pλ1(f)
p−2
2
min
{
ρp−20 , ρ
p−2
1,a
}
(3.29)
and
ρa,λ =
{
min {ρλ, ρ1,a} , for 0 < λ < λ1 (f) ,
min {ρ0, ρ1,a} , for λ1 (f) ≤ λ < λ1 (f) + δa , (3.30)
where
ρ0 =
(
λ2(f)− λ1(f)
2λ2(f)
) 1
p−2
(∣∣∫
Ω
gφp1dx
∣∣
2pλ1(f)
p
2
+
2p−2‖g‖∞(1 + pBp)
pBpSpp
) −1
p−2
, (3.31)
ρλ =
(
1
4
(
1− λ
λ1(f)
)
pSpp
‖g‖∞
) 1
p−2
for 0 < λ < λ1 (f) , (3.32)
ρ1,a =
(
(p− 2)Γp
ap
) 1
4−p
. (3.33)
Then we have the following result.
Lemma 3.5. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1) − (D2) hold. If∫
Ω
gφp1dx < 0, then for each 0 < a < a0(p) and 0 < λ < λ1(f) + δa, there exists e0 ∈ H10 (Ω) such that
‖e0‖ > ρa,λ and inf‖u‖=ρa,λ Ja,λ(u) > 0 > Ja,λ(e0),
where a0(p) > 0 is as in (2.3).
Proof. We firstly show that for each 0 < λ < λ1(f) + δa, we have inf‖u‖=ρa,λ Ja,λ(u) > 0. Now, we
separate this part into two cases:
Case (I) : 0 < λ < λ1(f). By (3.1), (3.6) and condition (D2), we deduce that for ‖u‖ = ρa,λ,
Ja,λ(u) ≥ a
4
‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
pSpp
‖u‖p
≥ a
4
ρ4a,λ +
1
4
(
1− λ
λ1(f)
)
ρ2a,λ > 0.
Case (II) : λ1(f) ≤ λ < λ1(f) + δa. Repeating the same process in (3.9)− (3.13), we deduce that
Ja,λ(u)
≥ a
4
‖u‖4 − |θ1|‖u‖2 + Θ‖w‖2 − 1
p
∫
Ω
g|tφ1|pdx− 1
p
(∫
Ω
g(|tφ1 + w|p − |tφ1|p)dx
)
≥ a
4
‖u‖4 − |θ1|‖u‖2 + Θ‖w‖2 +
| ∫
Ω
gφp1dx|
2p
|t|p − 2
p−2‖g‖∞(1 + pBp)
pBpSpp
‖w‖p
≥ a
4
‖u‖4 − |θ1|‖u‖2 + Θ‖w‖2 +
| ∫
Ω
gφp1dx|
2pλ1(f)
p
2
(‖u‖p
2
p
2
−1 − ‖w‖p
)
− 2
p−2‖g‖∞(1 + pBp)
pBpSpp
‖w‖p
= −|θ1|‖u‖2 +
| ∫
Ω
gφp1dx|
2
p
2 pλ1(f)
p
2
‖u‖p + a
4
‖u‖4
+ ‖w‖2
(
Θ−
( | ∫
Ω
gφp1dx|
2pλ1(f)
p
2
+
2p−2‖g‖∞(1 + pBp)
pBpSpp
)
‖w‖p−2
)
, (3.34)
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where θ1 and Θ are as in (3.7), B is as in (3.12), and u = tφ1 + w with t ∈ R, w ∈ H10 (Ω) and∫
Ω
∇w∇φ1dx = 0. Since λ ≥ λ1(f), we have
Θ ≥ λ2(f)− λ1(f)
2λ2(f)
> 0.
Then by (3.30) , we have
Θ−
( | ∫
Ω
gφp1dx|
2pλ1(f)
p
2
+
2p−2‖g‖∞(1 + pBp)
pBpSpp
)
‖w‖p−2 ≥ 0 for all 0 ≤ ‖w‖ ≤ ρa,λ. (3.35)
Moreover,
|θ1| =
∣∣∣∣12
(
1− λ
λ1(f)
)∣∣∣∣ ≤ |
∫
Ω
gφp1dx|
2
p
2
+1pλ1(f)
p
2
ρpa,λ for every λ1(f) ≤ λ < λ1(f) + δa. (3.36)
It follows from (3.34)− (3.36),
Ja,λ(u) ≥
| ∫
Ω
gφp1dx|
2
p
2
+1pλ1(f)
p
2
ρpa,λ +
a
4
ρ4a,λ > 0
for every λ1(f) ≤ λ < λ1(f) + δa and ‖u‖ = ρa,λ. Consequently, for each a > 0, we have
inf‖u‖=ρa,λ Ja,λ(u) > 0 for every 0 < λ < λ1(f) + δa.
Next, we show that there exists e0 ∈ H10 (Ω) such that ‖e0‖ > ρa,λ and Ja,λ(e0) < 0. By Proposition
3.4, there exists φg ∈ H10 (Ω) such that Γp‖φg‖p =
∫
Ω
g|φg|pdx,
∫
Ω
fφ2gdx ≥ 0 and
0 < a < a0(p) := (2p− 4) (4− p)
4−p
p−2
(∫
Ω
g|φg|pdx
p‖φg‖p
) 2
p−2
. (3.37)
Let
ta =
(
(2p− 4)Γp
ap
) 1
4−p
‖φg‖−1.
Then by (3.30) and (3.37) , we can deduce that ‖taφg‖ > ρa,λ and
Ja,λ(taφg) =
t2a
2
(
‖φg‖2 − λ
∫
Ω
fφ2gdx
)
+ tpa
(
a
4
‖φg‖4t4−pa −
∫
Ω
g|φg|pdx
p
)
=
t2a
2
(
‖φg‖2 − λ
∫
Ω
fφ2gdx− (4− p)
(∫
Ω
g|φg|pdx
p
)(
(2p− 4) ∫
Ω
g|φg|pdx
ap‖φg‖4
) p−2
4−p
)
=
t2a
2
(
‖φg‖2 − ‖φg‖2(4− p)
(∫
Ω
g|φg|pdx
p‖φg‖p
) 2
4−p (2p− 4
a
) p−2
4−p
− λ
∫
Ω
fφ2gdx
)
< 0 for all 0 < a < a0(p).
This completes the proof.
In what follows, we study the case when a ≥ a0(p). It is necessary to consider the following which
is defined in (2.4):
λ−a := inf
u∈S
‖u‖2∫
Ω
fu2dx
(
1− (4− p)
(∫
Ω
g|u|pdx
p‖u‖p
) 2
4−p (2p− 4
a
) p−2
4−p
)
for a ≥ a0(p).
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Proposition 3.6. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1)− (D2) hold. Then
λ−a is nonnegative, continuous and increasing. Furthermore, if
∫
Ω
gφp1dx < 0, then
lim
a→∞
λ−a > λ1(f).
Proof. It is easy to show that λ−a is nonnegative, continuous and increasing, and thus we omit this
part. It is clear that
λ−a = inf
u∈S′
‖u‖2
(
1− (4− p)
(∫
Ω
g|u|pdx
p‖u‖p
) 2
4−p (2p− 4
a
) p−2
4−p
)
,
where
S ′ =
{
u ∈ H10 (Ω) :
∫
Ω
fu2dx = 1,
∫
Ω
g|u|pdx > 0
}
.
Thus, by (1.4), we have
Λ˜ := inf
u∈S′
‖u‖2 ≥ λ1(f).
We now claim that
Λ˜ > λ1(f). (3.38)
Suppose that this claim is false. Then there exists a sequence {un} with
∫
Ω
fu2ndx = 1 and∫
Ω
g|un|pdx > 0 such that
lim
n→∞
‖un‖2 = λ1(f).
Clearly, {un} is bounded, and thus there exist a subsequence {un} and u0 ∈ H10 (Ω) such that un ⇀ u0
in H10 (Ω) and
un → u0 in Lr(Ω) for all 1 ≤ r < 2∗. (3.39)
By conditions (D1)− (D2) and (3.39), we have∫
Ω
fu20dx = lim
n→∞
∫
Ω
fu2ndx = 1 (3.40)
and ∫
Ω
g|u0|pdx = lim
n→∞
∫
Ω
g|un|pdx ≥ 0. (3.41)
Next, we show that un → u0 in H10 (Ω). If not, then ‖u0‖2 < lim infn→∞ ‖un‖2 = λ1(f), which is
impossible due to (1.4) and (3.40). Thus, we have ‖u0‖2 = λ1(f), which indicates that u0 = ±φ1.
Then by (3.41), we obtain
∫
Ω
gφp1 ≥ 0, which is a contradiction. Hence this claim is true. Moreover,
by (3.38), we can deduce that
lim
a→∞
λ−a ≥ lim
a→∞
Λ˜
(
1− (4− p)
(
Γp
p
) 2
4−p
(
2p− 4
a
) p−2
4−p
)
= Λ˜ > λ1(f).
This completes the proof.
Proposition 3.7. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1)− (D3) hold. Then
λ−a0(p) = 0. Furthermore, if
∫
Ω
gφp1 < 0, then there is a number A > a0(p) such that 0 ≤ λ−a < λ1(f)
for all a0(p) ≤ a < A.
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Proof. By Proposition 3.4, there exists u0 ∈ H10 (Ω) with
∫
Ω
fu20dx ≥ 0 such that Γp‖u0‖p =∫
Ω
g|u0|pdx. Then by condition (D3), we conclude that
∫
Ω
fu20dx > 0. Hence
0 ≤ λ−a0(p) ≤
‖u0‖2∫
Ω
fu20dx
(
1− (4− p)
(∫
Ω
g|u0|pdx
p‖u0‖p
) 2
4−p (2p− 4
a0(p)
) p−2
4−p
)
= 0.
Then by Proposition 3.6, if
∫
Ω
gφp1dx < 0, we can deduce that there exists one number A > a0(p)
such that 0 ≤ λ−a < λ1(f) for every a0(p) ≤ a < A. This completes the proof.
Remark 3.8. By Proposition 3.7 and the definition of λ−a , for every a0(p) ≤ a < A and λ−a < λ <
λ1(f), there exists ϕa,λ ∈ S such that
λ−a ≤
‖ϕa,λ‖2∫
Ω
fϕ2a,λdx
(
1− (4− p)
(∫
Ω
g|ϕa,λ|pdx
p‖ϕa,λ‖p
) 2
4−p (2p− 4
a
) p−2
4−p
)
< λ. (3.42)
Moreover, for all λ ≥ λ1(f), there exists ϕa ∈ S which is independent of λ such that
λ−a ≤
‖ϕa‖2∫
Ω
fϕ2adx
(
1− (4− p)
(∫
Ω
g|ϕa|pdx
p‖ϕa‖p
) 2
4−p (2p− 4
a
) p−2
4−p
)
< λ1(f). (3.43)
For a ≥ a0(p) and λ > λ−a , let
δ̂a =
∣∣∫
Ω
gφp1dx
∣∣
2
p
2 pλ1(f)
p−2
2
min
{
ρp−20 , ρ
p−2
2,a
}
(3.44)
and
ρ̂a,λ =
{
min {ρλ, ρa,λ} , for λ−a < λ < λ1 (f) ,
min {ρ0, ρ2,a} , for λ1 (f) ≤ λ < λ1 (f) + δ̂a, (3.45)
where ρ0 and ρλ are as in (3.31) and (3.32), respectively, and
ρa,λ =
(
(p− 2) ∫
Ω
g|ϕa,λ|pdx
ap‖ϕa,λ‖p
) 1
4−p
with ϕa,λ as in (3.42),
ρ2,a =
(
(p− 2) ∫
Ω
g|ϕa|pdx
ap‖ϕa‖p
) 1
4−p
with ϕa as in (3.43).
Then we have the following result.
Lemma 3.9. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1)− (D3) hold. Let A > 0
be as in Proposition 3.7 and
∫
Ω
gφp1dx < 0. Then for each a0(p) ≤ a < A and λ−a < λ < λ1(f) + δ̂a,
there exists e0 ∈ H10 (Ω) such that
‖e0‖ > ρ̂a,λ and inf‖u‖=ρ̂a,λ Ja,λ(u) > 0 > Ja,λ(e0).
Proof. We separate the proof into two cases.
Case (I) : λ−a < λ < λ1(f). By (3.1), (3.6) and condition (D2), we deduce that for ‖u‖ = ρ̂a,λ,
Ja,λ(u) ≥ a
4
‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
pSpp
‖u‖p
≥ a
4
ρ̂4a,λ +
1
4
(
1− λ
λ1(f)
)
ρ̂2a,λ > 0.
21
Let
ta,λ :=
(
(2p− 4) ∫
Ω
g|ϕa,λ|pdx
ap‖ϕa,λ‖4
) 1
4−p
.
Then by (3.42) and (3.45) , we deduce that ‖ta,λϕa,λ‖ > ρ̂a,λ and
Ja,λ(ta,λϕa,λ) =
t2a,λ
2
(
‖ϕa,λ‖2 − λ
∫
Ω
fϕ2a,λdx
)
+ tpa,λ
(
a
4
‖ϕa,λ‖4t4−pa,λ −
∫
Ω
g|ϕa,λ|pdx
p
)
=
t2a,λ
2
(
‖ϕa,λ‖2 − λ
∫
Ω
fϕ2a,λdx−
(4− p) ∫
Ω
g|ϕa,λ|pdx
p
(
(2p− 4) ∫
Ω
g|ϕa,λ|pdx
ap‖ϕa,λ‖4
) p−2
4−p
)
< 0.
Case (II) : λ1(f) ≤ λ < λ1(f) + δ̂a. Repeating the same process in (3.34) − (3.36), we can deduce
that for each λ1(f) ≤ λ < λ1(f) + δ̂a and ‖u‖ = ρ̂a,λ, we have
Ja,λ(u) ≥
∣∣∫
Ω
gφp1dx
∣∣
2
p
2
+1pλ1(f)
p
2
ρ̂pa,λ +
a
4
ρ̂4a,λ.
Let
ta =:
(
(2p− 4) ∫
Ω
g|ϕa|pdx
ap‖ϕa‖4
) 1
4−p
.
Then by (3.43) and (3.45) , we deduce that ‖taϕa‖ > ρ̂a,λ and
Ja,λ(taϕa) =
t2a
2
(
‖ϕa‖2 − λ
∫
Ω
fϕ2adx
)
+ tpa
(
a
4
‖ϕa‖4t4−pa −
∫
Ω
g|ϕa|pdx
p
)
=
t2a
2
(
‖ϕa‖2 − λ
∫
Ω
fϕ2adx−
(4− p) ∫
Ω
g|ϕa|pdx
p
(
(2p− 4) ∫
Ω
g|ϕa|pdx
ap‖ϕa‖4
) p−2
4−p
)
< 0.
This complete the proof.
By Lemmas 3.5 and 3.9, the mountain pass geometry of Ja,λ appears for λ in a neighbourhood that
contains λ1(f) whenever 0 < a < A. The corresponding mountain pass type solution is presented in
Figure 6 (a)-(b) which is the middle branch of each curve.
Next, we prove that the functional Ja,λ satisfies the (PS)α-condition.
Lemma 3.10. Suppose that N ≥ 1, 2 < p < 2∗ and conditions (D1) − (D2) hold. If the (PS)α-
sequence for Ja,λ is bounded, then it has a convergent subsequence.
Proof. Let {un} ⊂ H10 (Ω) be a bounded (PS)α-sequence for Ja,λ. Then there exist a subsequence
{un} and u0 ∈ H10 (Ω) such that un ⇀ u0 in H10 (Ω) and
un → u0 in Lr(Ω) for all 1 ≤ r < 2∗. (3.46)
Since 〈J ′a,λ(un), ϕ〉 = o(1) for all ϕ ∈ H10 (Ω), we have
o(1) = 〈J ′a,λ(un), un − u0〉
=
(
a‖un‖2 + 1
) ∫
Ω
∇un∇(un − u0)dx− λ
∫
Ω
fun(un − u0)dx−
∫
Ω
g|un|p−2un(un − u0)dx.
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By conditions (D1)− (D2) and (3.46), we have∫
Ω
fun(un − u0)dx→ 0 and
∫
Ω
g|un|p−2un(un − u0)dx→ 0.
Thus, (
a‖un‖2 + 1
) ∫
Ω
∇un∇(un − u0)dx = o(1),
which implies that un → u0 in H10 (Ω). This completes the proof.
4 The Proof of Theorem 2.1
In this section, we present the proof of Theorem 2.1 and a discussion on the asymptotic behaviour
of the lower branch solutions of case (ii) in the limit λ→ λ+1 (f) will also be given after the proof of
the main result.
The proof of Theorem 2.1: From Lemma 3.1, for each a > 0 there exists δa > 0, with δa →∞
as a→∞, such that the functional Ja,λ has the mountain pass geometry for every 0 < λ < λ1(f)+δa.
Then by Lemma 3.10, if the (PS)α-sequence for Ja,λ is bounded, then there exists u
+ ∈ H10 (Ω) such
that Ja,λ(u
+) > 0 and J ′a,λ(u
+) = 0. Since Ja,λ(u
+) = Ja,λ(|u+|), we assume without loss of generality
that u+ > 0 in Ω. Thus, we need to show the boundedness of the (PS)α-sequence for Ja,λ.
Suppose that the (PS)α-sequence {un} is unbounded. Then, as n→∞, we have ‖un‖ → ∞,
Ja,λ(un) =
a
4
‖un‖4 + 1
2
‖un‖2 − λ
2
∫
Ω
fu2ndx−
1
p
∫
Ω
g|un|pdx→ α, (4.1)
and
〈J ′a,λ(un), un〉 = a‖un‖4 + ‖un‖2 − λ
∫
Ω
fu2ndx−
∫
Ω
g|un|pdx→ 0. (4.2)
Let vn =
un
‖un‖ , then ‖vn‖ = 1 and thus there exist a subsequence {vn} and v0 ∈ H10 (Ω) such that
vn ⇀ v0 in H
1
0 (Ω) and
vn → v0 in Lr(Ω) for all 1 ≤ r < 2∗. (4.3)
By (4.3) and condition (D1), we have
lim
n→∞
∫
Ω
fv2ndx =
∫
Ω
fv20dx. (4.4)
Dividing (4.1) and (4.2) by ‖un‖4, because of (4.4), we obtain that
a
4
− ‖un‖
p−4
p
∫
Ω
g|vn|pdx→ 0 (4.5)
and
a− ‖un‖p−4
∫
Ω
g|vn|pdx→ 0. (4.6)
This gives a contradiction. Hence {un} is bounded and we have obtained a positive solution whenever
0 < λ < λ1(f) + δa. Here we have completed the proofs of (i) and the relevant part of (ii).
To complete the proof of case (ii), we consider the infimum of Ja,λ on the closed ball Bρa := {u ∈
H10 (Ω) : ‖u‖ ≤ ρa} with ρa as in Lemma 3.1 (i) and (ii). Set
β0 := inf‖u‖≤ρa
Ja,λ(u).
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For any t > 0,
Ja,λ(tφ1) = −λ− λ1(f)
2
t2 +
aλ1(f)
2
4
t4 −
∫
Ω
gφp1dx
p
tp.
Thus, for each λ > λ1(f), there exists t0 > 0 such that ‖t0φ1‖ ≤ ρa and Ja,λ(t0φ1) < 0. Moreover,
Ja,λ(u) ≥ − λ
2λ1(f)
‖u‖2 − ‖g‖∞
pSpp
‖u‖p ≥ −1
2
λ
λ1(f)
ρ2a −
‖g‖∞
pSpp
ρpa,
giving −∞ < β0 < 0. By the Ekeland variational principle [15], there exists a (PS)β0-sequence
{un} ⊂ Bρ0 . Then by Lemma 3.10, there exists u− ∈ H10 (Ω) such that Ja,λ(u−) = β0 and J ′a,λ(u−) = 0.
Since Ja,λ(u
−) = Ja,λ(|u−|), we assume without loss of generality that u− > 0 in Ω. This completes
the proof of Theorem 2.1.
We now investigate the asymptotic behaviour of solutions u− obtained in Theorem 2.1 (ii) as
λ→ λ+1 (f).
Theorem 4.1. For each a > 0, let λn → λ+1 (f) and u−n be the solution obtained in Theorem 2.1 (ii)
with Ja,λn(u
−
n ) < 0. Then, as n→∞, we have
(i) u−n → 0 and (ii)
u−n
‖u−n ‖
→ kφ1 in H10 (Ω) for some k > 0.
Proof. (i) According to the proof of Lemma 3.1, ρa is independent of λ. Thus, {u−n } is bounded and
so there exist a subsequence {u−n } and u−0 ∈ H10 (Ω) such that u−n ⇀ u−0 in H10 (Ω) and
u−n → u−0 in Lr(Ω) for all 1 ≤ r < 2∗. (4.7)
Then by (4.7) and condition (D1), we have
lim
n→∞
λn
∫
Ω
f(u−n )
2dx = λ1(f)
∫
Ω
f(u−0 )
2dx.
It follows from Ja,λn(u
−
n ) < 0 and 〈J ′a,λn(u−n ), u−n 〉 = 0 that
Ja,λn(u
−
n ) =
(
1
4
− 1
p
)
a‖u−n ‖4 +
(
1
2
− 1
p
)(
‖u−n ‖2 − λn
∫
Ω
f(u−n )
2dx
)
< 0, (4.8)
which indicates that
‖u−n ‖2 − λn
∫
Ω
f(u−n )
2dx < 0. (4.9)
Suppose that u−n → u−0 in H10 (Ω) does not hold. Then by (4.9),∫
Ω
|∇u−0 |2dx− λ1(f)
∫
Ω
f(u−0 )
2dx < lim inf
n→∞
(
‖u−n ‖2 − λn
∫
Ω
f(u−n )
2dx
)
≤ 0,
which is impossible. Hence u−n → u−0 and
∫
Ω
|∇u−0 |2dx − λ1(f)
∫
Ω
f(u−0 )
2dx = 0. Then by (4.8), we
conclude u−0 = 0. Hence u
−
n → 0 in H10 (Ω).
(ii) Let vn =
u−n
‖u−n ‖ , then there exist a subsequence {vn} and v0 ∈ H
1
0 (Ω) such that vn ⇀ v0 in
H10 (Ω) and
vn → v0 in Lr(Ω) for all 1 ≤ r < 2∗. (4.10)
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By conditions (D1)− (D2) and (4.10), we have
lim
n→∞
λn
∫
Ω
fv2ndx = λ1(f)
∫
Ω
fv20dx and lim
n→∞
∫
Ω
g|vn|pdx =
∫
Ω
g|v0|pdx. (4.11)
It follows from 〈J ′a,λn(u−n ), u−n 〉 = 0, ‖u−n ‖ → 0 and (4.11) that
‖vn‖2 − λn
∫
Ω
fv2ndx = ‖u−n ‖p−2
∫
Ω
gvpndx− a‖u−n ‖2 → 0.
Suppose that vn → v0 does not hold. Then∫
Ω
|∇v0|2dx− λ1(f)
∫
Ω
fv20dx < lim inf
n→∞
(
‖vn‖2 − λn
∫
Ω
fv2ndx
)
= 0,
which is impossible. Hence vn → v0, and then ‖v0‖ = 1 and
∫
Ω
|∇v0|2dx−λ1(f)
∫
Ω
fv20dx = 0. Thus,
v0 = kφ1 for some k > 0. This completes the proof.
5 The Proofs of Theorems 2.2 and 2.3
In this section, we give the proofs of Theorems 2.2 and 2.3 and we begin by proving the bound-
edness of Palais-Smale sequence for the functional Ja,λ when p = 4. The asymptotic behaviours of
solutions will also be discussed at the end of the section.
Lemma 5.1. Suppose that N = 1, 2, 3, p = 4 and conditions (D1) − (D2) hold. Then we have the
following results.
(i) For each a > 0 and 0 < λ < λ1(f), the (PS)α-sequence {un} for Ja,λ is bounded.
(ii) If a > λ1(f)
−2 ∫
Ω
gφ41dx, then there exists δ2 > 0 such that the (PS)α-sequence {un} for Ja,λ is
bounded whenever λ1(f) ≤ λ < λ1(f) + δ2.
Proof. (i) Since
a
4
‖un‖4 + 1
2
‖un‖2 − λ
2
∫
Ω
fu2ndx−
1
4
∫
Ω
gu4ndx→ α, (5.1)
and (
a‖un‖2 + 1
) ∫
Ω
∇un∇ϕdx− λ
∫
Ω
funϕdx−
∫
Ω
gu3nϕdx→ 0 (5.2)
for all ϕ ∈ H10 (Ω). By (5.2), we also have
a‖un‖4 + ‖un‖2 − λ
∫
Ω
fu2ndx−
∫
Ω
gu4ndx = o(1). (5.3)
Combining (5.1) and (5.3), we deduce that(
1− λ
λ1(f)
)
‖un‖2 + o(1) ≤ ‖un‖2 − λ
∫
Ω
fu2ndx+ o(1)→ 4α,
which implies that {un} is bounded.
(ii) Suppose that the result is false. Then ‖un‖ → ∞ for every λ ≥ λ1(f). Let vn = un‖un‖ , then
‖vn‖ = 1 and thus there exist a subsequence {vn} and v0 ∈ H10 (Ω) such that vn ⇀ v0 in H10 (Ω) and
vn → v0 in Lr(Ω) for all 1 ≤ r < 2∗. (5.4)
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By conditions (D1)− (D2) and (5.4), we have
lim
n→∞
∫
Ω
fv2ndx =
∫
Ω
fv20dx and lim
n→∞
∫
Ω
gv4ndx =
∫
Ω
gv40dx.
Combining (5.1) and (5.3), we have
‖un‖2 − λ
∫
Ω
fu2ndx+ o(1)→ 4α (5.5)
and
a‖un‖4 −
∫
Ω
gu4ndx+ o(1)→ −4α. (5.6)
Dividing (5.5) by ‖un‖2 and (5.6) by ‖un‖4 then gives
1 = λ
∫
Ω
fv20dx and a =
∫
Ω
gv40dx.
Dividing (5.2) by ‖un‖3 and choosing ϕ = v0, we have
a‖v0‖2 =
∫
Ω
gv40dx.
Thus, ‖v0‖ = 1. Now, we define
Λ0 :=
{
u ∈ H10 (Ω) : ‖u‖ = 1, ‖u‖2 − λ
∫
Ω
fu2dx = 0
}
,
and
Θ0 :=
{
u ∈ H10 (Ω) : ‖u‖ = 1,
∫
Ω
gu4dx− a‖u‖4 = 0
}
.
Clearly, v0 ∈ Λ0 ∩ Θ0. Next, we claim that there exists δ2 > 0 such that for every λ1(f) ≤ λ <
λ1(f) + δ2, it holds that Λ
0 ∩Θ0 = ∅ which is a contradiction, thus implying the conclusion of (ii).
Suppose that this above claim is false. Then there exist two sequences {λn} and {un} ⊂ H10 (Ω)
with λn → λ+1 (f), ‖un‖ = 1,
‖un‖2 − λn
∫
Ω
fu2ndx = 0, (5.7)
and ∫
Ω
gu4ndx− a‖un‖4 = 0. (5.8)
Since {un} is bounded, there exist a subsequence {un} and u0 ∈ H10 (Ω) such that un ⇀ u0 in H10 (Ω)
and un → u0 in Lr(Ω) for all 1 ≤ r < 2∗. By conditions (D1)− (D2), (5.7) and (5.8), we then have
lim
n→∞
λn
∫
Ω
fu2ndx = λ1(f)
∫
Ω
fu20dx = 1 (5.9)
and
lim
n→∞
∫
Ω
gu4ndx =
∫
Ω
gu40dx = a.
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Now, we show that un → u0 in H10 (Ω). If not, it follows from (5.7) and (5.9) that∫
Ω
|∇u0|2dx− λ1(f)
∫
Ω
fu20dx < lim inf
n→∞
(
‖un‖2 − λn
∫
Ω
fu2ndx
)
= 0,
which is impossible. Hence un → u0 in H10 (Ω). It follows from (5.7) and (5.8) that
(I) ‖u0‖2 = λ1(f)
∫
Ω
fu20dx = 1 ; (II)
∫
Ω
gu40dx = a.
Here (I) gives that u0 = ±λ1(f)− 12φ1 and then
∫
Ω
gu40dx = λ1(f)
2
∫
Ω
gφ41dx = a by (II), which is
a contradiction since a > λ1(f)
−2 ∫
Ω
gφ41dx. Thus, the claim above is true and this completes the
proof.
The following two theorems prove the results of Theorems 2.2 and 2.3.
Theorem 5.2. Suppose that N = 1, 2, 3, p = 4 and conditions (D1)− (D2) hold. Then we have the
following results.
(i) For each 0 < a < Γ0 and 0 < λ < λ1(f), Equation (Ka,λ) has a positive solution u
+ with
Ja,λ(u
+) > 0.
(ii) For each max{0, λ1(f)−2
∫
Ω
gφ41dx} < a < Γ0 and λ = λ1(f), Equation (Ka,λ) has a positive
solution u+ with Ja,λ(u
+) > 0.
(iii) For each max{0, λ1(f)−2
∫
Ω
gφ41dx} < a < Γ0, there exists δ0 > 0 such that Equation (Ka,λ) has
two positive solutions u+ and u− with Ja,λ(u−) < 0 < Ja,λ(u+) whenever λ1(f) < λ < λ1(f)+δ0.
Proof. (i) By Lemmas 3.2, 3.10 and 5.1 (i), for each 0 < a < Γ0 and 0 < λ < λ1(f), there exists
u+ ∈ H10 (Ω) such that Ja,λ(u+) > 0 and J ′a,λ(u+) = 0. Since Ja,λ(u+) = Ja,λ(|u+|), which, without
loss of generality, allows for the solution u+ > 0 in Ω.
(ii)-(iii) The following argument proves (ii) and the relevant part of (iii). By Lemmas 3.2 (ii)-
(iii), 3.10 and 5.1 (ii), for each max{0, λ1(f)−2
∫
Ω
gφ41dx} < a < Γ0, there exists δ0 > 0 such that
for every λ1(f) ≤ λ < λ1(f) + δ0, there exists u+ ∈ H10 (Ω) such that Ja,λ(u+) > 0 and J ′a,λ(u+) = 0.
Since Ja,λ(u
+) = Ja,λ(|u+|), we may take u+ > 0 in Ω. This concludes the proof here.
To prove the remaining part of (iii), we consider the infimum of Ja,λ on the closed ball Bρ0 :=
{u ∈ H10 (Ω) : ‖u‖ ≤ ρ0} with ρ0 as in (3.22). Set
β0 := inf‖u‖≤ρ0
Ja,λ(u).
For any t > 0,
Ja,λ(tφ1) = −λ− λ1(f)
2
t2 +
aλ1(f)
2 − ∫
Ω
gφ41dx
4
t4.
Clearly, there exists t0 > 0 such that ‖t0φ1‖ ≤ ρ0 and Ja,λ(t0φ1) < 0. Moreover,
Ja,λ(u) ≥ −1
2
λ
λ1(f)
‖u‖2 − ‖g‖∞
4S44
‖u‖4 ≥ − λ
2λ1(f)
ρ20 −
‖g‖∞
4S44
ρ40.
Consequently, −∞ < β0 < 0. By the Ekeland variational principle [15], there exists a (PS)β0-
sequence {un} ⊂ Bρ0 . Then by Lemma 3.10, there exists u− ∈ H10 (Ω) such that Ja,λ(u−) = β0 and
J ′a,λ(u
−) = 0. Since Ja,λ(u−) = Ja,λ(|u−|), this can be satisfied by taking u− > 0 in Ω. This completes
the proof.
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Theorem 5.3. Suppose that N = 1, 2, 3, p = 4 and conditions (D1)− (D2) hold. Then we have the
following results.
(i) For each a ≥ Γ0, Equation (Ka,λ) does not admit nontrivial solution whenever 0 < λ ≤ λ1(f).
(ii) For each a > Γ0, Equation (Ka,λ) has a positive solution u
− with Ja,λ(u−) < 0 whenever
λ > λ1(f).
Proof. (i) Suppose that the result is false. Then there exists a solution u0 6= 0 such that
I4(u0) := 〈J ′a,λ(u0), u0〉 = a‖u0‖4 + ‖u0‖2 − λ
∫
Ω
fu20dx−
∫
Ω
gu40dx = 0.
Since a ≥ Γ0 and 0 < λ < λ1(f) or a > Γ0 and λ = λ1(f), we have
I4(u0) ≥
(
1− λ
λ1(f)
)
‖u0‖2 + a‖u0‖4 −
∫
Ω
gu40dx > 0,
which is a contradiction. For the rest case a = Γ0 and λ = λ1(f), we can deduce that
(I) ‖u0‖2 = λ1(f)
∫
Ω
fu20dx and (II) Γ0‖u0‖4 =
∫
Ω
gu40dx.
Here the result of (I) implies that u0 = kφ1 for some k ∈ R whereas that of (II) implies k = 0;
the results contradict each other. Hence Equation (Ka,λ) does not admit nontrivial solution for all
a ≥ Γ0 and 0 < λ ≤ λ1(f).
(ii) By Young’s inequality, we deduce that
Ja,λ(u) =
1
2
‖u‖2 − λ
2
∫
Ω
fu2dx+
a− Γ0
4
‖u‖4 + 1
4
(
Γ0‖u‖4 −
∫
Ω
gu4dx
)
≥ a− Γ0
4
‖u‖4 − 1
2
(
λ
λ1(f)
− 1
)
‖u‖2
≥ a− Γ0
8
‖u‖4 − 1
2(a− Γ0)
(
λ
λ1(f)
− 1
)2
. (5.10)
Thus, Ja,λ is coercive and bounded below for all a > Γ0 and λ > λ1(f). Now, we consider the
infimum of functional Ja,λ on H
1
0 (Ω). Set
β0 := inf
u∈H10 (Ω)
Ja,λ(u).
Since
Ja,λ(tφ1) = −λ− λ1(f)
2
t2 +
aλ1(f)
2 − ∫
Ω
gφ41dx
4
t4 for t > 0.
This implies that there exists t0 > 0 such that Ja,λ(t0φ1) < 0. Hence −∞ < β0 < 0. Then by the
Ekeland variational principle [15], there exists a (PS)β0-sequence {un} ⊂ H10 (Ω). It follows from
(5.10) that {un} is bounded. Then by Lemma 3.10, there exists u− ∈ H10 (Ω) such that Ja,λ(u−) = β0
and J ′a,λ(u
−) = 0. With Ja,λ(u−) = Ja,λ(|u−|), we may assume that u− > 0 in Ω. This completes the
proof.
Next, we investigate the asymptotic behaviour of solutions.
28
Theorem 5.4. Suppose that
∫
Ω
gφ41dx > 0 and 0 < a < λ1(f)
−2 ∫
Ω
gφ41dx. Let λn → λ−1 (f) and let
u+n be the solution obtained in Theorem 5.2 (i) for Equation (Ka,λn). Then we have
(i) Ja,λn(u
+
n )→ 0 and (ii) u+n → 0.
Proof. (i) According to the Mountain Pass Theorem,
Ja,λn(u
+
n ) = inf
γ∈Γ
max
t∈[0,1]
Ja,λn(γ(t)) and Γ := {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = 0, γ(1) = e0},
where e0 is obtained in Lemma 3.2 (i). Since a < λ1(f)
−2 ∫
Ω
gφ41dx, we can choose e0 = kφ1 for some
k > 0. Then a direct calculation gives
0 < Ja,λn(u
+
n ) ≤ max
t∈[0,1]
Ja,λn(tkφ1) =
(λ1(f)− λn)3
4
(∫
Ω
gφ41dx− aλ1(f)2
) . (5.11)
Hence it follows that limn→∞ Ja,λn(u
+
n ) = 0.
(ii) By 〈J ′a,λn(u+n ), u+n 〉 = 0 and (5.11), we have(
1− λn
λ1(f)
)
‖u+n ‖2 ≤ ‖u+n ‖2 − λn
∫
Ω
f(u+n )
2dx
= 4Ja,λn(u
+
n ) ≤
(λ1(f)− λn)3∫
Ω
gφ41dx− aλ1(f)2
,
and thus
‖u+n ‖2 ≤
λ1(f)(λ1(f)− λn)2∫
Ω
gφ41dx− aλ1(f)2
−→ 0 as n→∞.
This completes the proof.
Theorem 5.5. Suppose that max{0, λ1(f)−2
∫
Ω
gφp1dx} < a < Γ0. Let λn → λ+1 (f) and let u−n be the
solution obtained in Theorem 5.2 (iii) with Ja,λn(u
−
n ) < 0. Then we have
(i) u−n → 0 and (ii)
u−n
‖u−n ‖
→ kφ1 in H10 (Ω) for some k > 0.
Proof. (i) From the proof of Theorem 5.2 (iii), we have ‖u−n ‖ ≤ ρ0 for all n, where ρ0 is as (3.22).
Thus, there exist a subsequence {u−n } and u−0 ∈ H10 (Ω) such that u−n ⇀ u−0 in H10 (Ω) and
u−n → u−0 in Lr(Ω) for all 1 ≤ r < 2∗. (5.12)
By condition (D1) and (5.12), we have
lim
n→∞
λn
∫
Ω
f(u−n )
2dx = λ1(f)
∫
Ω
f(u−0 )
2dx. (5.13)
It follows from Ja,λn(u
−
n ) < 0 and 〈J ′a,λn(u−n ), u−n 〉 = 0 that∫
Ω
g(u−n )
4dx− a‖u−n ‖4 = ‖u−n ‖2 − λn
∫
Ω
f(u−n )
2dx < 0. (5.14)
Suppose that u−n → u−0 does not hold. Then by (5.13) and (5.14), we have∫
Ω
|∇u−0 |2dx− λ1(f)
∫
Ω
f(u−0 )
2dx < lim inf
n→∞
(
‖u−n ‖2 − λn
∫
Ω
f(u−n )
2dx
)
≤ 0,
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which is impossible. Hence u−n → u−0 . It follows that
(I)
∫
Ω
|∇u−0 |2dx− λ1(f)
∫
Ω
f(u−0 )
2dx = 0 and (II)
∫
Ω
g(u−0 )
4dx− a‖u−0 ‖4 = 0.
The result from (I) implies u−0 = kφ1 for some k ≥ 0 and from (II) k = 0 since a > λ1(f)−2
∫
Ω
gφ41dx.
Hence u−n → 0 in H10 (Ω).
(ii) This part of the proof is identical to that of Theorem 4.1(ii) and is not repeated here.
Theorem 5.6. Suppose that 0 < a < Γ0 and 0 < λ < λ1(f). Let ua be the solution obtained in
Theorem 5.2 (i). Then ‖ua‖ → ∞ as a→ Γ−0 .
Proof. It is clear that ua satisfies the following equation
a‖ua‖4 + ‖ua‖2 − λ
∫
Ω
fu2adx−
∫
Ω
gu4adx = 0.
Thus, (
1− λ
λ1(f)
)
‖ua‖2 ≤ ‖ua‖2 − λ
∫
Ω
fu2adx =
∫
Ω
gu4adx− a‖ua‖4 ≤ (Γ0 − a)‖ua‖4.
This concludes the proof.
Theorem 5.7. Suppose that a > Γ0. Let λn → λ+1 (f) and let u−n be the solution obtained in Theorem
5.3 (ii) for Equation (Ka,λn). Then we have
u−n → 0 and Ja,λn(u−n )→ 0.
Proof. From the proof of Theorem 5.3 (ii), we have
Ja,λn(u
−
n ) = inf
u∈H10 (Ω)
Ja,λn(u) ≤ inf
t∈R
Ja,λn(tφ1). (5.15)
By a direct calculation, we have
inf
t∈R
Ja,λn(tφ1) =
−(λn − λ1(f))2
4
(
aλ1(f)2 −
∫
Ω
gφ41dx
) → 0 as n→∞. (5.16)
Combining (5.10), (5.15) and (5.16) gives limn→∞ ‖u−n ‖ = 0. It follows from (5.10) and limn→∞ ‖u−n ‖ =
0 that limn→∞ Ja,λn(u
−
n ) = 0.
6 The Proofs of Theorems 2.4-2.6
In this final section, we present the proofs of Theorems 2.4-2.6 and we start by showing the
boundedness of Palais-Smale sequence using the fact that the functional Ja,λ is coercive and bounded
below on H10 (Ω) for p < 4. The asymptotic behaviour of solutions is briefly discussed after the proofs
of the main theorems.
Lemma 6.1. Suppose that N ≥ 1, 2 < p < min{4, 2∗} and conditions (D1)− (D2) hold. Then the
functional Ja,λ is coercive and bounded below on H
1
0 (Ω) for every a, λ > 0.
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Proof. For any a, λ > 0, we have
Ja,λ(u) ≥ a
4
‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
pSpp
‖u‖p,
and Young’s inequality gives
‖g‖∞
pSpp
‖u‖p ≤ a
16
‖u‖4 + 4− p
4p
(‖g‖∞
Spp
) 4
4−p
(
4
a
) p
4−p
.
Thus, for 0 < λ ≤ λ1(f), we have
Ja,λ(u) ≥ 3
16
a‖u‖4 + 1
2
(
1− λ
λ1(f)
)
‖u‖2 − 4− p
4p
(‖g‖∞
Spp
) 4
4−p
(
4
a
) p
4−p
. (6.1)
Using Young’s inequality when λ > λ1(f), we obtain
1
2
∣∣∣∣1− λλ1(f)
∣∣∣∣ ‖u‖2 ≤ a16‖u‖4 + 1a
∣∣∣∣1− λλ1(f)
∣∣∣∣ ,
and thus
Ja,λ(u) ≥ a
8
‖u‖4 − 1
a
∣∣∣∣1− λλ1(f)
∣∣∣∣− 4− p4p
(‖g‖∞
Spp
) 4
4−p
(
4
a
) p
4−p
. (6.2)
Hence Ja,λ is coercive and bounded below on H
1
0 (Ω) for every a, λ > 0.
Now we proceed to the proof of Theorem 2.4: (i) By Lemma 3.3, for each a > 0, the
functional Ja,λ has the mountain pass geometry for every max{0, λ+a } < λ < λ1(f). Then using
Lemma 6.1, we can deduce that the (PS)α-sequence for Ja,λ is bounded for any α ∈ R. Thus, by
Lemma 3.10, there exists u+ ∈ H10 (Ω) such that Ja,λ(u+) > 0 and J ′a,λ(u+) = 0. Since Ja,λ(u+) =
Ja,λ(|u+|), we assume without loss of generality that u+ > 0 in Ω.
Next, we consider the infimum of Ja,λ on the set {u ∈ H10 (Ω) : ‖u‖ ≥ ρ+a,λ} with ρ+a,λ as given in
Lemma 3.3. Set
β1 := inf
‖u‖≥ρ+a,λ
Ja,λ(u).
It follows from Lemmas 3.3 and 6.1 that −∞ < β1 < 0. By the Ekeland variational principle [15],
there exists a (PS)β1-sequence {un} which is bounded according to Lemma 6.1. Then by Lemma
3.10, there exists u− ∈ H10 (Ω) such that Ja,λ(u−) = β1 and J ′a,λ(u−) = 0. Since Ja,λ(u−) = Ja,λ(|u−|),
we may take u− > 0 in Ω.
(ii) We consider the infimum of Ja,λ on H
1
0 (Ω). Set
β2 := inf
u∈H10 (Ω)
Ja,λ(u),
and β2 is finite by Lemma 6.1. For any t > 0,
Ja,λ(tφ1) = −λ− λ1(f)
2
t2 −
∫
Ω
gφp1dx
p
tp +
aλ1(f)
2
4
t4.
Thus, there exists t0 > 0 such that Ja,λ(t0φ1) < 0 and so β2 < 0. By the Ekeland variational
principle [15], there exists a (PS)β2-sequence {un} ⊂ H10 (Ω) and the sequence is bounded as a
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result of Lemma 6.1. Then by Lemma 3.10, there exists u− ∈ H10 (Ω) such that Ja,λ(u−) = β2 and
J ′a,λ(u
−) = 0. Since Ja,λ(u−) = Ja,λ(|u−|), we may assume that u− > 0 in Ω.
(iii) Note that if u0 6= 0 is a solution, then
〈J ′a,λ(u0), u0〉 = a‖u0‖4 + ‖u0‖2 − λ
∫
Ω
fu20dx−
∫
Ω
g|u0|pdx = 0.
Thus, we consider the following:
Ip(u) := a‖u‖4 + ‖u‖2 − λ
∫
Ω
fu2dx−
∫
Ω
g|u|pdx for u ∈ H10 (Ω) \ {0}.
For λ > 0, we may deduce that
Ip(u) ≥ a‖u‖4 +
(
1− λ
λ1(f)
)
‖u‖2 − ‖g‖∞
Spp
‖u‖p.
We consider the function H : R+ → R which is defined by
H(x) = ax2 +
(
1− λ
λ1(f)
)
− ‖g‖∞
Spp
xp−2, x > 0.
It is easy to obtain the absolute minimum value
H(x0) = 1− λ
λ1(f)
− (4− p)
(‖g‖∞
2Spp
) 2
4−p
(
p− 2
a
) p−2
4−p
at x0 =
(
(p−2)‖g‖∞
2aSpp
) 1
4−p
. Then we have H(x0) > 0 as λ < Λ
+
a , which implies that H(x) > 0 for all
x > 0 as λ < Λ+a . Hence we conclude that
Ip(u) ≥ ‖u‖2
(
a‖u‖2 +
(
1− λ
λ1(f)
)
− ‖g‖∞
Spp
‖u‖p−2
)
> 0 for all u ∈ H10 (Ω) \ {0},
whenever 0 < λ < Λ+a . This completes the proof.
Next, we investigate the asymptotic behaviour of solutions.
Theorem 6.2. For each a > 0 and λ = λ1(f), let ua be the solution obtained in Theorem 2.4 (ii).
Then ua → 0 as a→∞.
Proof. This result is readily obtained using (6.1) with Ja,λ1(f)(ua) < 0.
Here we present the proof of Theorem 2.5: (i) By Lemma 3.5, for each 0 < a < a0(p),
there exists δa > 0 such that the functional Ja,λ has the mountain pass geometry for every 0 <
λ < λ1(f) + δa. Then by Lemma 6.1, we can deduce that each (PS)α-sequence for Ja,λ is bounded.
Thus, by Lemma 3.10, there exists u+ ∈ H10 (Ω) such that Ja,λ(u+) > 0 and J ′a,λ(u+) = 0. Since
Ja,λ(u
+) = Ja,λ(|u+|), we may have u+ > 0 in Ω.
Next, we consider the infimum of Ja,λ on the set {u ∈ H10 (Ω) : ‖u‖ ≥ ρa,λ} with ρa,λ as in Lemma
3.5. Set
β1 := inf‖u‖≥ρa,λ
Ja,λ(u).
It follows from Lemmas 6.1 and 3.5 that −∞ < β1 < 0. By the Ekeland variational principle [15],
there exists a (PS)β1-sequence {un} and the sequence is bounded by Lemma 6.1. Using Lemma 3.10,
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there exists u−1 ∈ H10 (Ω) such that Ja,λ(u−1 ) = β1 and J ′a,λ(u−1 ) = 0. Since Ja,λ(u−1 ) = Ja,λ(|u−1 |), we
assume without loss of generality that u−1 > 0 in Ω. Here we complete the proof of (i-1) and the
partial proof of (i-2).
To complete the proof for the remaining part of (i-2), for each λ1(f) < λ < λ1(f)+δa, we consider
the infimum of Ja,λ on the closed ball Bρa,λ = {u ∈ H10 (Ω) : ‖u‖ ≤ ρa,λ}. Set
β2 := inf‖u‖≤ρa,λ
Ja,λ(u).
For any t > 0,
Ja,λ(tφ1) = −λ− λ1(f)
2
t2 +
| ∫
Ω
gφp1dx|
p
tp +
aλ1(f)
2
4
t4.
Clearly, there exists t0 > 0 such that ‖t0φ1‖ < ρa,λ and Ja,λ(t0φ1) < 0 giving −∞ < β2 < 0. By the
Ekeland variational principle [15], there exists a (PS)β2-sequence {un} ⊂ Bρa,λ . Then using Lemma
3.10, there exists u−2 ∈ H10 (Ω) such that Ja,λ(u−2 ) = β2 and J ′a,λ(u−2 ) = 0. Since Ja,λ(u−2 ) = Ja,λ(|u−2 |),
we may have u−2 > 0 in Ω.
(ii) This is proved using the same argument of Theorem 2.4 (ii) and is not repeated here.
(iii) Using the same argument in the proof of Theorem 2.4 (iii), we consider the following:
Ip(u) := a‖u‖4 + ‖u‖2 − λ
∫
Ω
fu2dx−
∫
Ω
g|u|pdx for u ∈ H10 (Ω) \ {0}.
We decompose each u as u = tφ1 + w, where t ∈ R, w ∈ H10 (Ω) and
∫
Ω
∇w∇φ1dx = 0. Then for
0 < λ ≤ λ1(f), we have
‖u‖2 − λ
∫
Ω
fu2dx ≥ (λ1(f)− λ)t2 +
(
1− λ
λ2(f)
)
‖w‖2 ≥
(
1− λ
λ2(f)
)
‖w‖2. (6.3)
Repeating the same process in (3.10) and (3.11) gives
−
∫
Ω
g|u|pdx = −
∫
Ω
g|tφ1|pdx+
(∫
Ω
g|tφ1|pdx−
∫
Ω
g|tφ1 + w|pdx
)
≥
∣∣∣∣∫
Ω
gφp1dx
∣∣∣∣ |t|p − 2p−2(p− 1)‖g‖∞‖φ1‖ppB pp−1 |t|p − 2p−2‖g‖∞Spp (B−p + p) ‖w‖p
> −2
p−1‖g‖∞
SppBp
‖w‖p, (6.4)
where B =
( | ∫Ω gφp1dx|
2p−1(p−1)‖g‖∞‖φ1‖pp
) p−1
p
. Using Young’s inequality then gives
2p−1‖g‖∞
SppBp
‖w‖p
≤
(
1− λ
λ2(f)
)
‖w‖2 + (4p− 8)(4− p) 4−pp−2
(‖g‖∞
SppBp
) 2
p−2
(
1− λ
λ2(f)
) p−4
p−2
‖w‖4. (6.5)
It follows from (6.3)− (6.5) that
Ip(u) > a‖u‖4 − (4p− 8)(4− p)
4−p
p−2
(‖g‖∞
SppBp
) 2
p−2
(
1− λ
λ2(f)
) p−4
p−2
‖w‖4
> ‖u‖4
[
a− (4p− 8)(4− p) 4−pp−2
(‖g‖∞
SppBp
) 2
p−2
(
1− λ
λ2(f)
) p−4
p−2
]
> 0 for 0 < λ ≤ min{λ1(f),Λ−a }.
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We completes this proof.
The proof of Theorem 2.6: Using Lemma 3.9, this proof is essential same as that of Theorem
2.5 (i) and is not repeated here.
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