Abstract. Let iL denote the inverse to the logarithmic integral function, Li and defineπ(x) to be the number of primes p ≤ x with p = [iL(n)] for some n. We say that these primes hit the value suggested by the prime number theorem "on the nose". It is known [6] thatπ(x) ∼ x log 2 x (so notice in particular that the sum of the reciprocals of primes on the nose converges). Combining the theorem of Green and Tao on long arithmetic progressions of primes and estimates of exponential sums, we show that there are arbitrarily long arithmetic progressions of primes on the nose. This is the first sequence of primes to contain long APs and have a converging sum of reciprocals.
Introduction
For millennia mankind has looked for information within the seemingly random spread of stars in the sky, probably initially motivated by pursual of the divine. Faced with the daunting task of comprehending the massive amount of data, researchers chose certain special stars, and "connected the dots" to form some special patterns. In this way, they could become more and more familiar with the scenery without understanding a single individual component. Similarly, in the fields of thermodynamics and ergodic theory, one admits defeat in understanding any single particle individually and contents herself with some understanding of the whole, or subset of the whole. For instance, in a chamber enclosing a particular gas, say oxygen, one might ask if it is almost always possible to find at least 17 particles all lying along a single straight line. In a vacuum, this quest may prove difficult, but one would expect it to be true, say in one's living room. The idea therefore is to find structure within chaos, provided there is "enough" matter to deal with.
These questions eventually entered the world of number theory, and early in the last century, Van der Waarden [14] gave one of the first examples of an affirmative answer. He showed that no matter how one may color the integers using only finitely many crayons, one will still be able to find a k-term monochromatic arithmetic progression for any k. The chaos in this example is due to the choice of coloring, the structure is a long arithmetic progression (straight line), and the amount of matter corresponds to the restriction to only finitely many colors. Not long thereafter, Van der Corput [13] succeeded with a more interesting source of chaos -the primes, though he was only able to show that there are infinitely many 3-term APs.
Around the same time, Erdös and Turán [2] wondered if the amount of matter required by Van der Waarden's theorem was necessary. They conjectured that one should be able to find long APs in any subset of the integers with a positive upper density. In other words, if A ∈ N is a subset of the positive integers such that lim sup x→∞ #A∩ [1,x] x > 0 then there should be k-term APs. Almost two decades later, Roth [8] answered the question affirmatively for 3-term APs, and it was another quarter-century before Szemerédi's famous theorem [12] solved the whole problem.
In the same paper, Erdös and Turán conjectured an even less stringent condition for finding long APs. This one is still wide open. Instead of requiring the set A to have positive upper density, they asked whether it would suffice if the sum of the reciprocals of the elements of A was unbounded: Conjecture 1.1 (Erdös-Turán, [2] ). Let A ∈ N be a set of positive integers such that a∈A 1 a = ∞. Then A contains an arithmetic progression of length k for any k.
Returning to Van der Corput's work, notice that by the prime number theorem, the primes do not have a positive upper density and so fail the conditions Szemerédi's theorem. Meanwhile, it is Euler's famous theorem (and some say the result that founded analytic number theory) that the sum of the reciprocals of the primes diverges. Thus the truth of the conjecture above would imply Van der Corput's theorem for not just 3-term APs, but ones of arbitrary length.
Enter Green and Tao. Very recently [3] they were able to prove just that -the primes contain arbitrarily long arithmetic progressions. Actually, their methods were powerful enough to show a version of Szemerédi's theorem on the primesany subset of the primes with positive upper density within the primes contains an AP of length k for any k. So our source of chaos is the choice of an arbitrary subset of an already immensely random set, the primes. Our structure throughout is straight lines, arithmetic progressions, and the sufficient amount of matter is positive relative upper density within the primes.
This result is so spectacular that it then begs one to further test the limits of just how much matter will suffice. Recall that a Chen prime is a prime number p such that p + 2 is either prime or the product of two primes. Chen's famous theorem [1] is that the number of such primes less than x is ≫ x log 2 x . Can one find long APs in the set of Chen primes? Sieve methods give upper bounds of the same order of magnitude, so we do not satisfy the positive relative upper density criterion of Green-Tao. Nevertheless, in [4] , Green and Tao are able to solve this problem in the case of 3-term arithmetic progressions using harmonic analysis. (Note that they mention in this paper their belief that it should be possible to adapt the methods of [3] to obtain progressions of arbitrary length, though this has yet to be carried out.)
The purpose of this work is to find arbitrarily long arithmetic progressions inside a subset of the primes having zero relative upper density. This subset is motivated by the asymptotic coming from the prime number theorem for the n-th prime: p n ∼ iL(n), where by iL (which we pronounce like "aisle" to be "lie" backwards) we mean the inverse to the logarithmic integral function, Li(x) = x 2 dt log t . One can find the following expansion, for instance in [11] :
iL(x) = x log x + x log log x − x + x log log x − 2 log x + . . . .
LetP denote the set of primes p such that p = [iL(n)] for some integer n. (As usual, [x] is the integral part of x.) We will refer to these as primes "on the nose" because of the equality replacing the asymptotic formula. Also define the associated counting functionπ(x) to be the number of primes p ∈P not exceeding the level x. It was shown in [6] 
, so in particular the sum of the reciprocals on primes on the nose converges, and this set has density zero within the primes themselves. Not only do Szemerédi's and Green-Tao's theorems not apply, but even the truth of the Erdös-Turán conjecture would not give long APs here. Nevertheless,P still has sufficient matter to find structure: Theorem 1.2. There are arbitrarily long arithmetic progressions of primes on the nose.
An immediate corollary, interesting in its own right, is: Corollary 1.3. The sequence {[iL(n)]} n contains arbitrarily long arithmetic progressions.
The approach to primes on the nose follows closely that of Piatetski-Shapiro [7] in finding infinitely many primes within the sequence {[n c ]} where c is a fixed constant in a certain range. The relation is explained in [6] and we refer the reader there for more exposition on the connection. Suffice it to say here, both results envoke the method of estimating exponential sums and integrals.
Proof of Theorem 1.2
Let us return more precisely to the work of Green and Tao [3] . They show that given a fixed length, k, of the arithmetic progression, there is a large (but fixed) number W = W (k) such that for all sufficiently large N we have the estimate:
where we are using the standard function: ̟(n) = log n if n is a prime 0 otherwise . In particular, this tells us that within the primes up to N there are ≫ N 2 log k N arithmetic progressions of length k. (We will not say more than a word on the implied constant; its conjectured value is a well understood singular series coming from a version of the Hardy-Littlewood k-tuple conjecture. For us it suffices that some positive constant exists.)
We will twist the sum above by one which picks off only primes on the nose, and compute a corresponding estimate. The proof of Theorem 2.1 will require the estimate given by the Lemma below. It is proved in [6] and we include an abridged proof in the appendix for completeness.
where {θ} ∈ [− We now continue with the proof of Theorem 2.1.
Proof. Use (2.2) to expand the left hand side of (2.1) as:
Recall that the main term will be of order
. Each of the error terms is a product of k copies of ̟ (which we majorize by log k N ) and contains at least one term of the form {Li(W n + 2 + jW r)} − {Li(W n + 1 + jW r)}; everything else is O(1). By Lemma 2.2, summing over n ≤ N contributes ≪ N 2 3 +ǫ (where we have sucked the log k N coming from ̟ into the ǫ), and the sum over r we treat trivially.
So the error is O(N 5 3 +ǫ ) and it suffices to compute the contribution from the main term.
Since Li ′ (x) = 1 log x , we have the following Taylor expansion (recall that W is fixed throughout):
Then the main term is:
The error term here is clearly sufficiently small and is thus ignored. In the main term, replace log(W n + 1 + jW r) in the denominator by log N , only reducing the sum. Pulling out 1 log k N leaves us with precisely the estimate of Green-Tao, and completes the proof.
Conclusion
The author is very interested in the chain of events leading to a result and for this reason would like to report on his. When Green-Tao first hit the streets, Dorian Goldfeld brought to my attention the conjecture of Erdös-Turán saying that there is nothing special about the primes; one just needs a sufficient amount of matter (in this case, diverging sum of reciprocals). So the initial idea was to redo the estimates of Goldston-Yildirim for a sequence like {[n log n]} (it soon became clear that iL is a better function) and use the Green-Tao transference principle to find arithmetic progressions, thereby giving yet another example in support of Erdös-Turán. In a discussion with Peter Sarnak, it became clear that this approach would fail -the Selberg sieve only works with a majorizing measure, and once one loses primality, the property of majorizing is gone, too. But since Green-Tao is so powerful (in that there is a Szemerédi version), we began to wonder if it might be a moot pointmaybe there are enough primes in the sequence [iL(n)] that it is already covered by Green-Tao. This lead to the calculation in [6] . During the calculation, the author was surprised by the amazing power savings in Lemma 2.2 (one must work much harder to show analogous results for Piatetski-Shapiro) and soon realized that it was even small enough to do exactly what is done here.
A further direction of research is to see if something similar can be carried out on the Piatetski-Shapiro primes. There are two main difficulties, namely that the power savings is not as good, and that the Taylor expansion leaves a more difficult main term to analyze (as opposed to this work, where we could exchange everything on the bottom for a log k N factor and resort directly to Green-Tao). We also wonder what the "true" limit is for how small a set of primes can be and still contain long arithmetic progressions. Can one find a set of primes whose count less than x is x log 3 x or smaller, still containing long APs? Finding long APs inside PiatetskiShapiro primes would give a power savings! And what is the sharpest version of an Erdös-Turán type conjecture? Is there something weaker than sum of reciprocals diverging? We hope to return to some of these questions in the future.
Finally, we would like to mention the result of Tao [10] that the Gaussian primes contain arbitrarily shaped constellations, justifying our analogy to astrology in the Introduction.
Recall that the fractional part {θ} has the standard truncated Fourier expansion: (see e.g. equation (4.18) of [5] )
H||θ|| ) = h∈Z a h e(θh) and
We are using the standard notation: ||θ|| is the distance to the nearest integer, ||θ|| = min k∈Z |θ − k| and e(x) = e 2πix . In the above, H is a parameter which we will choose later.
Recall that we aim to bound n≤N {Li(n)}. By the expansion (A.1), we break this sum into Σ I + O(Σ II ) with Putting this into Σ I , we find:
For Σ II , we rely on the estimate (A.2)
Setting H = N 1 3 completes the proof of Lemma 2.2.
