We prove that the number of crossings in a random labelled tree with vertices in convex position is asymptotically Gaussian with mean n 2 /6 and variance n 3 /45. A similar result is proved for points in general position under mild constraints.
Our main theorem, Theorem 1.1 below, is very similar in flavor to the result given by Flajolet and Noy [11] , where they consider a random perfect matching on 2n points in convex position. They show that the number of rectilinear crossings of this random matching follows asymptotically a Gaussian distribution. However their method of proof is quite different since they use an analytical approach based on an ad-hoc integral representation for a q-series. We must mention that they hint of some combinatorial aspects for the first moments, but do not continue this direction for all moments, because in the words of Flajolet and Noy, "the combinatorics for higher moments soon become intractable". In the case of Theorem 1.1, keeping track of the moments directly seems also to be unfeasible. However, in this case, it turns out that analyzing the asymptotic behavior of cumulants is possible.
The main theorem of this paper is the following.
Theorem 1.1. Let, for each n, denote by S n a set of n points in convex position in the plane. Then as n tends to infinity, the number of (rectilinear) edge crossings of a random tree drawn at random on S n , X n , approaches a normal distribution with mean ≈ n 2 /6 and variance ≈ n 3 /45. In other words
Moreover, the method of proof used in Theorem 1.1 can be easily generalized to points which may not be in convex position, provided some constraints on the asymptotic behavior of the rectilinear crossing number cr of the set of points is satisfied (see Section 4, for definition of cr). exists. Then, as n tends to infinity, the number of edge crossings of a random spanning tree drawn at random on S n , approaches a normal distribution with mean
and variance O(n 3 ).
We expect that the analogs of Theorem 1.1 and Theorem 1.2 also hold more generally. However, it is not straightforward to modify our methods to other families of graphs.
Preliminaries on Moments and Cumulants
We first explain the necessary background on moments and cumulants.
Moments
A family of random variables {X i } n i=1 in a probability space (Ω, F, P) is said to have finite moments, if
A sequence of random variables {Y n } n>0 with finite moments is said to converge in moments to Y ,
A random variable X is said to be determined by moments if
for all n implies that X and Y have the same distribution.
In this paper we will consider the convergence to a standard normal (or gaussian) random variable Z. Since the moments of Z are given by E[Z 2n+1 ] = 0 and E(Z 2n ) = (1)(3) · · · (2n − 1), then Z is determined by moments, which may be verified by Carleman's criterion.
The importance of determination by moments is the following well known lemma, known as the Method of moments.
Lemma 2.1 (Method of moments). Let X be a random variable which is determined by moments and let {X n } be sequence of random variables with finite moments. If X n → X in moments, then X n → X in distribution.
The important notion of independence can be characterized with the use of joint moments. For a family of random variables {X i } n i=1 with finite moments, the joint moments are the quantities
which by Hölder's inequality are finite too.
The random variables {X i } n i are independent if, for any n 1 , n 2 , · · · , n k ∈ Z + , the following factorization of moments holds,
Cumulants
While the moments are very useful, in this paper we will rather use a variant of them which, known as cumulants, behaves better when considering sums of independent random variables as will be the case for us. For a combinatorial approach to cumulants, see [22] and references therein.
In order to do this we need to use partitions P (n). We call π = {V 1 , ..., V r } a partition of the set
. . , V r the blocks of π. The number of blocks of π is denoted by |π|.
Joint cumulants of n random variables
k , are defined implicitly by the moment-cumulants formula
which is, by Möbius Inversion, equivalent to
We denote by C k (Z) the univariate k-th cumulant of a random variable Z given by
For our purposes the precise formula for cumulants will not be needed but only the following properties of cumulants.
• (Invariance under shifts). For k ≥ 2 and any constant c,
• (Homogeneity). For k ≥ 1 and any constant λ,
• (Multilinearity). For all k ≥ 1
• (Vanishing of mixed cumulants) If for some 1 ≤ i, j ≤ n, Z i and Z j are independent random variables then
Finally, the following well-known fact is essential for our proof: A random variable X has normal distribution if and only if C k (X) = 0 for all k ≥ 3.
3 Asymptotic distribution of number of crossings in a random tree for point sets in convex position
In this section we give the proof of the main theorem. To do this we first recall some properties of the number of trees containing a fixed forest as a subgraph.
Probability of containing a fixed forest
Let a 1 , a 2 , . . . , a p be fixed disjoint subtrees on a point set S of size n. Let E be the set of edges defined by the forest a 1 , a 2 , . . . , a p . Let v i be the number of vertices in sub-tree a i for all i ∈ {1, . . . p}.
The following result is well known (see e.g. [16] ). We give a proof for the convenience of the reader. This proof is based on Pitman's technique [21] which consists of counting in two different ways sequences of trees containing the a 1 , a 2 , . . . , a p subtrees.
Proposition 3.1. Let T (S) be the number of trees in S containing the subtrees a 1 , a 2 , . . . a p . Then
Proof. First, choose one tree T from the T (S) possible trees containing a 1 , . . . , a p as subtrees. Now, choose one of the n vertices from S as a root, and from each vertex as a root we get (n − |E| − 1)! different sequences for adding the remaining edges of T that do not belong to the fixed subtrees. Hence we have that there are
ways of choosing T . On the other hand, the sequence can be constructed as follows. Let the subtrees a 1 , a 2 , . . . a p be fixed. Choose a root vertex for each subtree and orient each edge towards the root. Notice that for each subtree a i there are v i different orientations in order to get a rooted subtree. Thus, there are p i=1 v i different combinations of the fixed subtrees. Now, Pitman's algorithm starts with n − |E| rooted subtrees, i.e., if a vertex v from S does not belong to one of the fixed subtrees, then v itself is a rooted subtree with root v. In each step add a new oriented edge to the forest until a rooted tree is obtained in the following fashion. Assume there are k trees and n − k edges, then by choosing any of the n vertices, say v, add an edge from v to a root of the remaining k − 1 rooted subtrees. Then, there are n(k − 1) ways of adding a new edge at each step. Therefore, the total number of choices for building a rooted subtree is
Now, using (6) and (7) it follows that,
Since the number of labelled trees on an n point set is given by n n−2 , the probability that a random tree contains a certain forest is the following,
Next corollary is an immediate consequence of (8).
Corollary 3.2. Consider a random tree T (S) on an n point set S and let let f 1 and f 2 be two fixed forests on points of S that share no vertices. Let I f1 and I f2 be the indicator random variables of T (S) containing f 1 , respectively f 2 . Then, I f1 and I f2 are independent.
Expectation and variance
Before proving the main theorem, we calculate the normalizing constants, then mean and variance. That is, if we denote by X n the random variable that counts the number of crossings in a random tree on S, we want to calculate E(X n ) and V ar(
2 . For convenience we identify S with the n first positive integers, i.e. S = [n] := {1, 2, 3, ..., n}. In this sense, one crossing may be encoded by two edges (a, b), (c, d) with a < c < b < d.
With this in mind, let I ab be the indicator of the event that edge (a, b) appears in a tree. Thus, we write
Proposition 3.3. The expectation of the number of crossings in a random tree on S is given by
Proof. There are 2 times (choose four points for the first crossing, another four points for the second crossing, and then we counted each pair of crossing edges twice). By (8) , the probability of this crossing configuration is n −4 2 4 . A similar but a bit tedious argumentation can be done for the other cases. Instead of going through all the possible cases, we observe that E(X 2 n ) has the form E(X 2 n ) = 4 i=−4 a i n i , for some values a i which we have to determine. Indeed, for the different crossing configurations, between five and eight points from S are chosen, for each such choice there is some constant number of products of indicators I ab I cd I ef I gh with a < c < b < d and e < g < f < h; further, by (8) , P(I ab I cd I ef I gh = 1) is n −4 or n −3 , multiplied with some constant. With the aid of a computer we calculated the second moment of X n for the first ten values of n, see Tables 1 and 2 . Using these first nine values of E(X 2 n ) we get a linear system with nine variables a i . Its solution gives the following formula for E(X 2 n ). Then, the result follows from V ar(
E(X
Notice that, when n → ∞, E(X n ) ∼ n 2 /6 while V ar(X n ) ∼ n 3 /45.
Proof of Theorem 1.1
Now we are able to prove the main theorem of the paper. That is, we will show that, as n → ∞, in distribution, where µ n = E(X n ) and σ n = V ar(X n ). To do this, it is sufficient to show that for
From Properties (2) and (3), it is sufficient to show that
. This is our aim.
We have from (9) , that X n = a<c<b<d I ab I cd . To simplify notation, by relabelling, we denote the products of random variables I ab I cd as Y i , for i = 1, 2, . . . , m = n 4 . In this way,
Using multilinearity of cumulants, i.e. property (4),
We will analyze which summands are not equal to 0 in the last formula. For this we use the following notation:
1. For each i ∈ {1, . . . , m} we denote by ab(i) and cd(i), the edges that correspond to the indicator Y i , (i.e. Y i = I ab(i) I cd(i) ) and define W i := ab(i) ∪ cd(i).
2. For a set of indices i := (i 1 , ..., i k ) we consider the graph G(i) = G(i 1 , ..., i k ), which is defined by the union of all the edges ab(i r ) and cd(i r ), for r = 1, ..., k. That is,
Notice that from Property (5) We divide the rest of the proof in 3 steps.
Step 1. Bounds on the number of edges |E(G(i))| and vertices |V (G(i))| in the graph G(i).
Consider a set of indices i :
)| is at most 2k because each W ij contributes with at most two edges to G(i).
|V (G(i))| is at most 3k + 1, because we can draw G(i) by first drawing the four vertices and two edges, a(i 1 ) and b(i 1 ) and then successively adding the vertices and edges of the other W j , for j = 2, . . . , k to the drawing; since each W ij share at least one vertex with the subgraph defined by ∪ j−1 =1 W i , at most three new vertices are added to the drawing for each j = 2, . . . , k.
We will also need to bound |V (G(i))| − |E(G(i))|. Using the same argument, it is easy to see that |V (G(i))| − |E(G(i))| ≤ k + 1; the contribution of the four vertices and two edges of W i1 to |V (G(i))| − |E(G(i))| is 2, and the contribution of each further W ij , for j = 2, . . . , k, is at most 1.
Step 2. Bound for the joint cumulants of Y i for a graph G(i).
Recall that joint cumulants can be expressed in terms of joint moments in the following form:
where π runs through the list of all partitions of {1, 2, . . . , k}, B runs through the list of all blocks of the partition π, and |π| is the number of parts in the partition.
Since ij ∈B Y ij is a product of indicator variables, using (8), we have
Note that |V (G(i))| only depends on k, and also the number of partitions π only depends on k. Therefore, there exists a function f (k) such that
Step 3. Bound for the sum in Equation (10). We partition all the cumulants 
Thus, C k (X n ) ∈ O(n k+1 ) and lim n→∞ C k (Xn) σ k = 0, as we wanted to show.
Point sets in general position
A set S of points in the plane is in general position if no three points of S lie on a common line. We show here that our result on the number of crossings in random trees drawn on point sets in convex position extends to random trees drawn on point sets in general position. As we consider a limiting process when the number n of points tends towards infinity, we need to specify a sequence of point sets {S n } ∞ n=1 , with |S n | = n, that satisfies a certain structure. The structure of a point set is often encoded by the order type.
Recall that the rectilinear crossing number of a graph G, first introduced by Haray and Hill [14] and denoted cr(G), is the minimum number of crossings in any drawing of G such that its edges are represented by straight line segments. For a given set S n of n points, we say that the rectilinear crossing number of S n , denoted by cr(S n ), is the number of edge crossings of the complete graph K n , when drawn with vertex set the point set S n and edges drawn as straight segments. Equivalently, the rectilinear crossing number of S n is the number of convex quadrilaterals with vertices in S n . It is known that 0.37997
for any set S n of n points, we refer to [1] . We consider lim n→∞ cr(Sn)
, which might not exist for every sequence {S n }. Note that if {S n } describes a sequence of point sets in convex position, then this limit is equal to 1. It is also known that this limit exists for the sequence {S n } in which S n minimizes cr(S) among all sets S of n points, commonly denoted as cr(K n ), and this limit is closely related to Sylvester's four point problem [23] . We show first that the expected number of crossings of a tree drawn at random on a set S n of n points only depends on cr(S n ). Recall that X n is the random variable that counts the number of crossings in a random spanning tree of S n . Proposition 4.1.
Proof. The proof is almost identical to the one of Proposition 3.3; the difference is that instead of all possible n 4 edge crossings, we now have cr(S n ) many. Note that the probability of a given edge crossing to appear in a random tree is 4 n 2 , because all the statements of Section 3.1 are invariant of the precise position of the points and of edge crossings, it only matters which points are connected. Hence, formula (8) applies.
Let us remark that the variance V ar(X n ) does not only depend on cr(S n ). However, we show in the following that V ar(X n ) is of order O(n 3 ), instead of the theoretically possible O(n 4 ), which allows us to follow the argumentation of Section 3.
Proof. It is sufficient to show that E(X
Define indicator random variables as in Section 3.2. Then,
Again, points of S which give rise to the indicator variables I ab and I cd might also appear in the indicator variables I ef or I gh . This repetition of points leads to different cases of possible crossing configurations, which depends on the numbers of different sub-order types of 5, 6, 7, and 8 points. While it seems infeasible to come up with a precise case analysis, we only need to consider products I ab I cd I ef I gh with a < c < b < d and e < g < f < h where a, b, c, d, e, f, g, h are eight different points. Indeed, the number of crossing configurations which involve at most seven points can be upper bounded by n 7 multiplied with some constant. Thus, a<c<b<d e<g<f <h I ab I cd I ef I gh = (cr(S n )) 2 − Θ(n 7 ).
Also, when there are eight different points, by equation 8 we have that P(I ab I cd I ef I gh = 1) = 16n −4 .
Therefore, E(X Finally, note that as in Section 3.1, the precise positions of the points of S or edge crossings are not relevant for the arguments of Section 3, only the connected components matter. Hence, the results of Section 3 also apply in this setting. Table 1 : number of spanning trees on n ≤ 10 points with k edge crossings, in increasing order of k = 0, 1, 2, . . . 
