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Abstract 
We study the class of graphs with the property that every homomorphic image is a subgraph. 
Our main theorem shows the equivalence of six different characterizations of these graphs. We 
establish some properties of this family of graphs, and relate them to other classes of perfect 
graphs. 
1. Introduction 
All graphs in this paper are assumed to be simple and finite, unless explicitly stated 
otherwise. 
Let G and H be graphs. A homomorphism of G to H is a functionf: V(G) + V(H) 
such thatf(x)f(y) E E(H) whenever xy E E(G). If both fand the mapping of E(G) to 
E(H) induced by fare onto, then H is called a homomorphic image of G. If, in addition, 
H is not isomorphic to G, then it is a proper homomorphic image of G. Note that the 
chromatic number x(G) of G is the smallest integer n such that K, is a homomorphic 
image of G, and the achromatic number achr(G) of G is the largest integer m such that 
K, is a homomorphic image of G (see [lo], and also [13,14]). Homomorphic images 
of graphs have been extensively studied in the literature [2,3,6,7,14-24,26.28-321. 
In general, a homomorphic image of a given graph may or may not be a subgraph. 
For instance, K3 is a homomorphic image of P4, the path on four vertices, but not 
a subgraph, while P3 is both a homomorphic image and a subgraph of P4. More 
complicated examples where the homomorphic image is a subgraph, but not an 
induced subgraph, can also be constructed; P3 is both a homomorphic image and 
a subgraph ~ not induced ~ of C4 uKZ. A graph G is called a core if no proper 
homomorphic image of G is a subgraph of G [22,25]. Every graph G contains 
a unique (up to isomorphism) subgraph H, called the core of G, which is both a core 
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and a homomorphic image of G [6,32]. In the literature, cores have also been called 
minimal graphs [6,32], retract-rigid graphs [30], unretractive graphs [26], reduced 
graphs [28], and retract-free graphs [2]. A graph G is called rigid if the only 
homomorphism of G to itself is the identity mapping. Equivalently, a graph is rigid 
just if no non-identity homomorphic image is a subgraph. The problem of construct- 
ing a rigid graph is apparently due to Erdiis, who had proved by probabilistic 
methods that such graphs exist. Hedrelin and Pultr solved this problem in two papers 
[12,13], the latter of which contains a proof that there is an n-vertex rigid graph if and 
only if n = 1 or n 3 8. Rigid graphs are studied further in [20,21,23,29]. 
In this paper we study the class of graphs which are, in a sense, the opposite of cores 
and rigid graphs. A graph G for which every homomorphic image of G is a subgraph 
of G is called a homomorphically full graph. We present a theorem which shows the 
equivalence of six different characterizations of homomorphically full graphs. This 
theorem implies polynomial-time recognition algorithms for homomorphically full 
graphs. By contrast, the problem of deciding if a graph is not a core, and the problem 
of deciding if a graph is not rigid, are both NP-complete [2,3,8]. Some other 
properties of homomorphically full graphs are also determined, and they are related 
to other classes of perfect graphs. 
2. Results 
Note that a homomorphic image of G is any graph that can be obtained 
by a sequence of identifications of non-adjacent vertices of G (e.g. see [lo]). 
The homomorphic image of G which results from identifying x and y will be denoted 
by G,,. 
We begin by establishing two properties of homomorphically full graphs. 
Lemma 2.1. A homomorphically full graph has at most one non-trivial connected 
component. 
Proof. Suppose not, and let G be a homomorphically full graph with at least two 
non-trivial connected components. Choose connected components C and C’ of G so 
that 1 V(C)1 + 1 V(C’)l is maximum. Note that C and C’ each have at least two vertices. 
Let c E V(C) and c’ E V(C’). By construction, G,,. has a connected component of size 
) V(C)1 + ( V(C’)l - 1, which is larger than any connected component in G. Therefore 
G,,. is not a subgraph of G. This contradicts the hypothesis that G is homomorphically 
full. 0 
Note that if G is a homomorphically full graph, then so is any graph obtained from 
G by adding (or deleting) isolated vertices. 
The following argument will be used repeatedly in the next two proofs. Let u and 
v be non-adjacent vertices of a graph G, and let F be a fixed graph. By an induced copy 
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of F in G, we mean an induced subgraph of G which is isomorphic to F. If there is no 
induced copy of F in G that contains both u and v, and no induced copies F1 and F2 of 
F in G such that u E V(F,), v E V(F,) and F1 - u = F, - u, then every induced copy 
of F in G is still present in G,,. Further, if the identification of u and v creates an 
induced copy of F, then G,, contains more induced copies of F than does G, and 
therefore cannot be a subgraph of G. 
Lemma 2.2. Every connected homomorphically full graph has diameter two 
Proof. Suppose not, and let u and v be vertices of the homomorphically full graph 
G such that d(u, v) = 3. Clearly there is no copy of K3 in G containing both u and c. 
Since u and v have no common neighbours, there are no copies F, and F, of K3 with 
u E V(F,), v E V(F,), and F1 - u = F2 - v. Thus every copy of K3 in G is still present 
in G,,,. Every (u,u)-path of length three creates a new copy of K, in G,,.; therefore 
G,,. contains more copies of K3 than does G. Hence G,, is not a subgraph of G. 
a contradiction. 0 
We now introduce further definitions and terminology necessary for the main result 
(Theorem 2.3). The graph 2Kz = K2uK,. Vertices u and v of a graph G are called 
neighbourhood comparable just if N(u) c N(u) or N(v) 5 N(u). 
Suppose H is a subgraph of G. A retraction of G to H is a homomorphism r of G to 
H such that r(h) = h for all vertices h of H. If there is a retraction of G to H, then H is 
called a retract of G. A retract of a graph G is both a homomorphic image of G and an 
induced subgraph of G, but these two properties together do not suffice to characterize 
the retracts of a graph. For example, let G be the graph obtained from C6 by adding 
edges from one end of a path of length four to three alternate vertices on the cycle. 
Clearly C, is both a homomorphic image and an induced subgraph of G; it is. 
however, not a retract of G. Other examples are presented in [24]. Retracts of graphs 
are also studied in [2, 6, 14-19, 22, 23, 26, 30-321. 
Let T/ be a set. A partial order < is called an up-branching on li if whenever x and 
y are incomparable elements of I/, there is no element z E I/ such that x d z and y < Z. 
The diagram of an up-branching on I’ is a forest with vertex set V, each component of 
which is a rooted tree (drawn such that all paths emanate upwards from the root). 
These posets were called trees by Wolk [33,34], who proved that a (possibly infinite) 
graph is the comparability graph of such an ordered set if and only if it contains 
neither C4 nor P4 as an induced subgraph. (We prefer the term up-branching since the 
diagram, and hence the comparability graph, may be disconnected). Wolk also proved 
that the complement of the comparability graph of an up-branching is itself a com- 
parability graph. Comparability graphs of up-branchings have also been studied, in 
a different context, by Golumbic [9]. A generalization of up-branchings has been 
studied by Jung [25]. 
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Theorem 2.3. Let G be a graph. The following statements are equivalent: 
(a) G is homomorphically full. 
(b) Every pair of non-adjacent vertices of G are neighbourhood comparable. 
(c) Every homomorphic image of G is a retract of G. 
(d) Every homomorphic image of G is an induced subgraph of G. 
(e) G is contains neither 2K2 nor P4 as an induced subgraph. 
(f) G is the comparability graph of an up-branching. 
Proof. Clearly (b) a(c) a(d) *(a). W e show (a) 3(b), and (b) o (e) o(f). By 
Lemma 2.1 and the comment following it, we need only consider connected graphs. 
(Also note that conditions (b) and (e) each imply that at most one connected 
component of a homomorphically full graph can have edges.) 
(a) a(b): Suppose the statement is false, and define m to be the largest integer such 
that there exist non-adjacent vertices a and b with neither N(a) E N(b) nor 
N(b) c N(a) and an induced copy, say Z, of Km_2 in N(a)nN(b). Since G has 
diameter two, the integer m exists for all pairs a and b and is at least three. Let u and 
v be non-adjacent vertices for which m is maximum, and let x E N(u) - N(v) and 
y E N(v) - N(u). 
We show that N(x) 3 V(Z). Since xv$E(H), there is no copy of K, in H that 
contains both x and v. If there exist copies F1 and F2 of K, in H such that x E V(F,), 
v E V(F,) and F1 - x = F2 - v, then x and v belong to an induced copy of K,+ 1 - e. 
By the choice of m, and since u E N(x), this implies N(x) 1 N(v) and, in particular 
N(x) 2 V(Z). On the other hand, if Fi and Fz do not exist, then every copy of K, in 
H is still present in H,, . The set Z u { U, v} induces a copy of K, in H,, . If this is a new 
copy, then H,, contains more copies of K, than does H, and therefore cannot be 
a subgraph of H, contradicting the hypothesis. It follows that in H the set Zu{u, v, x} 
contains a copy of K,, and as both x and u are non-adjacent o v, that N(x) 2 V(Z). 
Similarly, N(y) 3 V(Z). 
Suppose that xy E E(G). Since u and v are non-adjacent, they do not belong to 
a common copy of K, + 1. Nor are there copies F1 containing u and F2 containing v to 
K m+l such that F, - u = F2 - v, otherwise m is not maximum. Hence, H,, contains 
more copies of K,+ 1 than does H, a contradiction. Therefore, assume xy $ E(G). 
Note that each of the pairs {u, v}, {x, v}, (u, y} and {x, y} has the property that the 
intersection of their neighbourhoods contains Z, they are non-adjacent, and in each 
pair, one vertex has a neighbour not adjacent to the other. 
By the definition of m, there is no induced copy of K,, i - e in H that contains 
u and v. This follows from the fact that m is maximum over all such pairs. Suppose 
there do not exist induced copies of F1 and F2 of K,+ 1 - e in H such that u E V(F,), 
v E V(F,) and F1 - u = F, - v. Then every induced copy of K,+ i - e in H is still 
present in H,, . The graph H,, contains a copy of K, + I - e induced by Z u { u, X, y ). It 
this copy is new, then H,, contains more induced copies of K,+ i - e than does H, 
a contradiction. It follows that this is not a new copy, and so H must contain a copy of 
K mil - e, induced by an (m + l)-subset of the (m + 2)-set Z u{ U, v, x, y}. However, 
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the removal of a single vertex from this (m + 2)-set leaves two pairs of non-adjacent 
vertices and hence cannot result in a copy of K,, 1 - e. (The non-adjacent pairs of 
vertices are {u, v>, (x, u}, {u, y}, and {x, y>.) Therefore the subgraphs Fi and F, exist. 
Consider F1 nF,. Without loss of generality we can assume that Z c F, nF,. 
Hence there are two more vertices, say a and b, in F 1 nF,. If a and b are non-adjacent. 
then Zu(u} is a K,_ 1 in the common neighbourhood of u and v. This contradicts the 
choice of m. Hence, assume without loss of generality that u and a are non-adjacent. 
There are two cases to consider. 
If [c,u} is the non-adjacent pair of vertices in F2, then Zu(b} is a K,_i in the 
common neighbourhood of u and v contrary to the choice of m. Therefore {c, bJ is the 
non-adjacent pair of vertices in F2. This implies VU is an edge. 
Since u and c are not adjacent, there is no copy of K,+ 1 in H that contains u and c. 
By the definition of m, there are no copies of G, and G2 of K,+i in H such that 
u E I’( G,), c’ E P’(G,) and G, - u = G2 - c. Thus every copy of K,, 1 in H is still 
present in H,,.. Moreover, H,, contains a new copy of Km+ 1 induced by 
( V(F,)u V’(F,)), a contradiction. 
(b) j(e): Both P4 and 2K2 contain non-adjacent vertices u and v such that neither 
N(u) 2 N(c) nor N(c) 2 N(u). Hence, if either P4 or 2Kz is a subgraph of G, then G is 
not homomorphically full. 
(e) *(b): Suppose G contains non-adjacent vertices u and v such that neither 
N(u) 2 N(V) nor N(v) 2 N(u). Choose x E N(u) - N(U) and y E N(v) - N(u). Then 
UJ‘ $ E and ux $ E. Since uv # E, if xy E E, then u, X, y, v is an induced path of length 
three, and if xy $ E, then the vertices {u, v, x, y} induce a copy of 2K2. 
(e) o(f): Clearly G contains neither 2Kz nor P4 as an induced subgraph if and only 
if G contains neither C, nor P4 as an induced subgraph. q 
Theorem 2.3 is not true for infinite graphs. It is clear that statements (b), (e), and (f) 
are equivalent for such graphs. Examples may be constructed, however, for which only 
(a) is true, only (a) and (d) are true, and only (a), (c) and (d) are true. These, and other 
results on infinite homomorphically full graphs. may be reported in a future paper 
with Bruce Bauslaugh. 
We now explore some of the consequences of Theorem 2.3. 
A complement reducible graph (or cogruph) is defined recursively as follows: 
(i) K1 is a cograph. 
(ii) If G1.G2, . . . , G, are cographs, then so is G, uG2 u ... UC,. 
(iii) If G is cograph, then so is G. 
A fundamental work on cographs is [S], which brings together previous results and 
presents eight different characterization of cographs, among them the statement that 
they are precisely the graphs with no induced copy of P4. It follows from The- 
orem 2.3(e) that the homomorphically full graphs are a proper subset of the cographs. 
Since cographs are perfect, homomorphically full graphs are also perfect. This can 
also be seen in several other ways. It follows from Theorem 2.3 (f) since co-compara- 
bility graphs are perfect. At least two other proofs are indicated below. 
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An n-vertex threshold graph is a graph for which there exists a function a : V(G) + R 
and a real number t (called a threshold) such that a subset X of vertices of G is 
independent if and only if Cvox a(v) d t; that is, it there is a hyperplane in R” that 
separates the characteristic vectors of independent sets from those of dependent sets. 
These graphs were introduced by Chvatal and Hammer [4], who proved that they are 
exactly the graphs with no induced subgraph isomorphic to Cq, P4, or 2Kz. This 
yields the following corollary. 
Corollary 2.4. The graphs for which both G and G are homomorphically fill are 
precisely the threshold graphs. 
Proof. Omitted. 0 
Corollary 2.5. Every induced subgraph of homomorphically full graph G is itself 
homomorphically full. 
Proof. Property (b) of Theorem 2.3 is inherited by any induced subgraph of G. 0 
Corollary 2.6. Every homomorphic image of homomorphically full graph is itself 
homomorphically full. 
Proof. This follows from Theorem 2.3 (d), and Corollary 2.5. 0 
Corollary 2.7. If G is homomorphically full, then x(G) = achr(G) = o(G), where w(G) 
denotes the clique number of G. 
Proof. For any graph G, w(G) < x(G) < achr(G). Thus it suffices to show 
o(G) 3 achr(G). By definition, achr(G) is the largest integer n for which K, is 
a homomorphic image of G. Suppose achr(G) = m. Then K, is a homomorphic image 
of G. Since G is homomorphically full, this means K, is a subgraph of G. Therefore 
w(G) 2 m. 0 
The graph 2Kz shows that the converse of Corollary 2.6 is false; the graph P4 shows 
that the converse of Corollary 2.7 is false. Taken together, Corollaries 2.5 and 2.7 
provide a direct proof that homomorphically full graphs are perfect. 
By Corollary 2.7, the greedy algorithm always produces an optimal colouring of 
a homomorphically full graph G (the greedy algorithm produces a homomorphism of 
G onto K,, for some x(G) < n < achr(G)). This colouring also realizes the achromatic 
number. By contrast, the achromatic number problem is NP-complete for cographs 
c31. 
Suppose G is the comparability graph of an up-branching. Wolk [34] describes 
an inductive method which produces the required orientation of G. We describe 
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a different method for obtaining this orientation, based on parts (f) and (b) of 
Theorem 2.3. By Theorem 2.3(f), the graph G is homomorphically full. Let <r be an 
arbitrary total order on V(G). Define a partial order 6 on V by u d v if (N(U) c 
N(v)), or (N(U) = N(v) and U, -COG’). We show that < is an up-branching. Suppose 
not. Then there are incomparable elements y, and y,, and an element x such that 
yr d x and yz < x. By Theorem 2.3(b), two elements y, and y2 of (I/, <) are compara- 
ble if and only if yly2 6 E(G). Thus xy1,xy2 $ E(G), and y,y2 E E(G). Since yr < .Y, 
N(yt) c N(x), and thus xy2 E E(G), a contradiction. Thus < is an up-branching. 
By the above discussion, two vertices u and c’ of a homomorphically full graph G, 
with u d I-‘, have N(u) = N(u), if and only if every element comparable to u is also 
comparable to 1’. This is equivalent to the statement that, in the diagram of 6, all 
vertices on the unique (u,v)-path, except possibly r, have degree at most two. 
Corollary 2.8. Let G be a homomorphically fill graph. Then no pair (u, c) of non- 
adjacent vertices of G has N(u) = N(v) if and only iffor each non-maximal element x of 
(V, <) there exist distinct elements y and z such that x < J’ and x < z. 
Proof. Omitted. 0 
We now sketch another proof of the fact that the chromatic number of a homomor- 
phically full graph equals its clique number. This proof is interesting because it uses 
the partial order < discussed above, together with Dilworth’s theorem (see Cl]). Let 
G be a homomorphically full graph, and let < be the up-branching corresponding to 
G. By Theorem 2.3(b), a subset K of V(G) induces a complete subgraph of G if and 
only if K is an antichain in (V(G), <), and a subset I of V(G) is an independent set in 
G if and only if I is a chain in (V(G), <). Let X be a maximum clique in G. Then 
X corresponds to a maximum antichain in the poset (V, <). By Dilworth’s theorem, 
the elements of (V, <) can be partitioned into o(G) = 1 XI chains. Each chain corres- 
ponds to an independent set in G. Thus G can be partitioned into (u(G) independent 
sets, i.e., x(G) = U(G). 
Theorem 2.3(f) also leads to the following result, which determines the number of 
n-vertex homomorphically full graphs, and implies a method for generating all such 
graphs. (All (n + 1)-vertex rooted trees can be generated using, say, the algorithm 
described in [ 111. A generating function for the number of rooted trees can be found in 
P71.1 
Corollary 2.9. There is a one-to-one correspondence between the set of n-certex 
homomorphically full graphs and the set of rooted trees on (n + l)-vertices. 
Proof. By Theorem 2.3(f), there is a one-to-one correspondence between the set of 
n-vertex homomorphically full graphs and the set of n-vertex forests of rooted trees. 
Each such forest corresponds to an (n + 1)-vertex rooted tree; add a new root adjacent 
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to the root of each tree in the forest. Conversely, deleting the root an (n + 1)-vertex 
rooted tree yields an n-vertex forest of rooted trees in which each neighbour of the 
deleted vertex is designated as the root of its component. 0 
The homomorphically full graphs also admit a recursive definition analogous 
to that for cographs. If G and H are graphs with V(G)nV(H) = 0, then the 
G + H is defined to have vertex V(G)uV(H), and edge set E(G)uE(H)u 
{gk g E F(G), h E VW). 
Definition 2.10. A HFG is defined recursively as follows: 
(i) K1 is a HFG. 
(ii) If G is a HFG, then so is G UK,. 
(iii) If G and H are HFGs, then so is G + H. 
Proposition 2.11. A graph is a HFG if and only if it is a homomorphically full graph. 
Proof. Omitted. 0 
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