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ABSTRACT
This doctoral thesis emphasizes on the study of frustrated systems which form a very
interesting class of compounds in physics. The technique used for the investigation of the
magnetic properties of the frustrated materials is Nuclear Magnetic Resonance (NMR). NMR
is a very novel tool for the microscopic study of the spin systems. NMR enables us to investigate
the local magnetic properties of any system exclusively. The NMR experiments on the different
systems yield us knowledge of the static as well as the dynamic behavior of the electronic spins.
Frustrated systems bear great possibilities of revelation of new physics through the new ground
states they exhibit.
The vandates AA’VO(PO4)2 [AA’ ≡ Zn2 and BaCd] are great prototypes of the J1 − J2
model which consists of magnetic ions sitting on the corners of a square lattice. Frustration
is caused by the competing nearest-neighbor (NN) and next-nearest neighbor (NNN) exchange
interactions. The NMR investigation concludes a columnar antiferromagnetic (AFM) state for
both the compounds from the sharp peak of the nuclear spin-lattice relaxation rate (1/T1) and
a sudden broadening of the 31P-NMR spectrum. The important conclusion from our study
is the establishment of the first H − P − T phase diagram of BaCdVO(PO4)2. Application
of high pressure reduces the saturation field (Hs) in BaCdVO(PO4)2 and decreases the ratio
J2/J1, pushing the system more towards a questionable boundary (a disordered ground state)
between the columnar AFM and a ferromagnetic ground state. A pressure up to 2.4 GPa will
completely suppress Hs.
The Fe ions in the “122” iron-arsenide superconductors also sit on a square lattice thus
closely resembling the J1 − J2 model. The 75As-NMR and Nulcear Quadrupole Resonance
(NQR) experiments are conducted in the compound CaFe2As2 prepared by two different heat
treatment methods (“as-grown” and “annealed”). Interestingly the two samples show two dif-
ferent ground states. While the ground state of the “as-grown” sample shows a non-magnetic
xx
collapsed tetragonal phase (with no magnetic fluctuations), the ground state of the “annealed”
sample shows a magnetically long-range ordered orthorhombic phase. The temperature depen-
dence of 1/T1 and that of Knight shift showed that the electron correlations completely disap-
pear in the nonsuperconducting collapsed tetragonal phase in “as-grown” sample of CaFe2As2
indicating quenching of Fe moments.
The insulating A-site spinel compound CoAl2O4 exhibits frustration due to competing NN
and NNN exchange interactions. This compound has been studied for a long time yet there
has been a contradiction as to what the ground state of this compound is. The origin of this
ambiguity was pointed out to be microstructure effects such as site-inversion between Co and
Al. Thus depending on the value of degree of site inversion x [(Co1−xAlx)[Al2−xCox]O4], the
ground states differ. A very high quality sample was prepared (x ≈ 0.06) and 27Al and 59Co
NMR were performed to study the ground state of this compound. Together with the results
from heat capacity, magnetic measurements and neutron diffraction measurements we conclude
that the ground state is collinear AFM. We settled a long debated problem for the ground state
of CoAl2O4.
The compound BiMn2PO6 is a magnetically frustrated system with three-dimensional mag-
netic ordering. Frustration in this compound is caused by the comparable values of the exchange
interactions along the chain, along the rung and in between the ladders. Thus the magnetic
structure of this compound is quite complex with the temperature dependence of magnetic
susceptibility exhibiting peak at 30 K, a jump at 43 K and a change of slope at 10 K. 31P-
NMR study was done on this system to investigate the nature of transitions (if any) at these
temperatures. NMR study suggested a long-range AFM transition at 30 K with a sharp peak
in 1/T1. No signature of transition at 43 K suggested its origin is extrinsic. Between 10 K and
30 K the NMR spectra proved the existence of a commensurate magnetic order while below 10
K, the shape of the NMR spectrum changes either due to an incommensurate magnetic order
or due to spin reorientation.
In summary the work presented in this thesis focusses on the NMR investigation of the
magnetic properties of various compounds frustrated by the competing exchange interactions.
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1CHAPTER 1. NUCLEAR MAGNETIC RESONANCE
Nuclear Magnetic Resonance (NMR) is a powerful microscopic technique frequently used in
Physics, Chemistry and Biology for the study of matter. In principle, it is possible to perform
NMR on every nucleus with nuclear spin I not eqFfiguual to zero. While in Chemisty, NMR is
extensively used in determining the structure of organic compounds, in the field Biology, NMR
also serves as a great tool for determination of structure and dynamics of proteins. In the
field of Condensed Matter Physics, NMR is used to explore magnetic (electronic) properties of
compounds microscopically enabling the description of their low-energy spin dynamics.
1.1 Principle of Nuclear Magnetic Resonance
When an isolated nucleus with angular momentum ~I and magnetic moment ~µ = γN~~I
(where γN is the gyromagnetic ratio) is exposed to a static magnetic field ~H0, the field will
induce a torque on the magnetic moment ~µ of magnitude equal to ~µ× ~H0 . The equation of
motion of such a nuclear moment is given by,
d~I
dt
= ~µ× ~H0 (1.1a)
d~µ
dt
= ~µ× (γ~ ~H0) (1.1b)
Now we transform the eqn. 1.1b from the laboratory frame to a frame rotating at a constant
angular velocity ~ω = ωzˆ. In the rotating frame,
dxˆ
dt
= ~ω × xˆ (1.2)
2Let a vector ~G be defined as ~G = Gxxˆ + Gyyˆ + Gzzˆ in the lab frame. Thus in the rotating
frame the time derivative of this vector will be:
d~G
dt
= xˆ
dGx
dt
+ yˆ
dGy
dt
+ zˆ
dGz
dt
+Gx
dxˆ
dt
+Gy
dyˆ
dt
+Gz
dzˆ
dt
= xˆ
dGx
dt
+ yˆ
dGy
dt
+ zˆ
dGz
dt
+ ~ω × (Gxxˆ+Gyyˆ +Gzzˆ)
=
δ ~G
δt
+ ~ω × ~G
(1.3)
where δδt is the derivative in the lab frame. Putting that in eqn. 1.1b we have:
δ~µ
δt
= ~µ× (γN ~H0 + ~ω) (1.4)
The equations 1.1b and 1.4 are practically same if we replace magnetic field ~H0 by an effective
field ~Heff = ~H0 +
~ω
γ [1].
Now let us take a look at the effect of an oscillating magnetic field on the motion of the
magnetic moment in presence of a static magnetic field ~H0 = H0zˆ. We can conceive of an
alternating field to consist of two oppositely rotating fields, ~H±(t) = H ′1(xˆ cos ωt ± yˆ sin ωt).
The two components add to give us ~H1(t) = 2H
′
1 cos ωt xˆ = H1 cos ωt xˆ [1][2]. The total
magnetic field is: ~H(t) = ~H0 + ~H1(t), where typically | ~H1| << | ~H0|. In a reference frame
rotating at an angular velocity of ωzˆ, H1 is static. Also, since the axis of rotation is the same
as the direction of the static magnetic field, H0 will also be static. Thus, in the presence of a
static and rotating magnetic field, the equation of motion of the nuclear spin is thus given in
the laboratory frame and in the rotating frame by eqn. 1.5 and eqn. 1.6. respectively,
d~µ
dt
= ~µ× γ[ ~H0 + ~H1(t)] (1.5)
δ~µ
δt
= ~µ× [(ωz + γH0)zˆ + γH1xˆ] (1.6)
where the xˆ-axis in the rotating frame is chosen along the ~H1. By setting ωz = −ω, eqn. 1.6
can be rewritten as :
δ~µ
δt
= ~µ× γ
[
(H0 − ω
γ
)zˆ +H1xˆ
]
= ~µ× ~Heff
(1.7)
where ~Heff =
[
(H0 − ωγ )zˆ + H1xˆ
]
In other words, the nuclear moment precesses about Heff
3Heff
H1
H0- ω/γ
z 
x
y
µ
Figure 1.1 (Color online) Effective field Heff . µ, the magnetic moment vector, precesses
around Heff .
in the rotating frame Fig. 1.1. For an angular frequency ω = γH0, we can reduce the effective
field to Heff = H1xˆ, if we consider xˆ-axis to be along the direction of H1. Thus, the moment
now precesses in the y − z plane. If we define θ as the angle which the moment makes with
the zˆ-axis then θ = γH1tw, where tw is the time for which the alternating field or the radio
frequency pulse is switched on. Thus, by controlling tw and H1 we can manipulate θ. Thus
H1 and tw can be chosen such that θ = pi/2 (90
◦-pulse) or θ = pi (180◦-pulse). When we
apply a 90◦-pulse, the nuclear moment is rotated from an initial zˆ-direction to yˆ-direction in
the rotating frame. The alternating field alternates the direction of the moments between yˆ−
and −yˆ−axis thus producing a flux through a coil with its axis along the yˆ−axis. Now after
the rf pulse is switched off, the moment relaxes back to the original zˆ−direction, yielding the
Free Induction Decay (FID). This FID is the observable in the process of NMR. More about
FID and Echo will be discussed later.
Quantum mechanically we can explain the same in the following manner. When an isolated
nucleus with angular momentum I and magnetic moment, ~µ = γ~~I is exposed to a static
magnetic field ~H0, the interaction (Zeeman interaction) Hamiltonian is given by,
HZeeman = −~µ · ~H0 = −γ~~I · ~H0 (1.8)
4In the simplest case if we assume that the static field is applied along the zˆ−direction, i.e.,
~H0 = H0zˆ, then the interaction Hamiltonian can be written as :
HZeeman |m〉 = −γ~H0Iz |m〉 = Em |m〉 (1.9)
The energy eigenvalues of this Hamiltonian are given by Em = γ~H0m with 2I+1 values of
m = I, I−1, . , −I. Transitions between these eigenstates (|m〉), labeled by the quantum
number m, enable us to observe NMR. These transitions can be induced by radio frequency
(rf) magnetic field (say H1) applied perpendicular to the static magnetic field H0. Thus,
in presence of the rf field the total Hamiltonian becomes H(t) = HZeeman + H1(t), where
H1(t) |m〉 = −γ~H1 cos ωt Ix |m〉. Since typical values of H1 << H0, H1 can be treated as
a perturbation to the unperturbed Hamiltonian HZeeman. As the perturbation is periodic in
nature, we can exploit the Fermi’s golden rule [3][4] to evaluate the probability of transition
per unit time or the rate of transitions between eigenstates |m〉 and |m′〉. In the limit of a time
interval t→∞, the rate of transition is given by :
Rm→m′ = Pm→m
′
T
=
2pi
~
| 〈m ∣∣H1 ∣∣m′〉 |2δ(~ωm,m′ − ~ω) (1.10)
where ωm,m′ = Em −Em′ , Pm→m′ ∝ to | 〈m |H1 |m′〉 |2 ∝ | 〈m | Ix |m′〉 |2. Thus, the transition
can occur only when the transition probability is not zero, i.e., 〈m | Ix |m′〉 6= 0, which is
satisfied only for m′ = m± 1. Thus, if we consider the simplest case of I = 1/2 (Fig. 1.2), the
two states are |−1/2〉 and |1/2〉 with quantum numbers Iz = −1/2 and 1/2 respectively. And
transitions are possible between these two states |−1/2〉 ↔ |1/2〉 with an exchange of energy
∆E = E−1/2 − E1/2.
1.2 Electron-Nucleus Interaction
Now let us inspect the influence of the surrounding electrons on the nuclear energy levels.
The nucleus has a magnetic dipole moment which interacts with the magnetic field. The nucleus
with I > 1/2 also possesses a finite electric dipole moment which interacts with any electric
field created by the electronic charges.
5H0 > 0
E1/2 = − γhH0/2Iz = + 1/2
Iz = - 1/2
I = 1/2
E-1/2 = γhH0/2
∆= γhH0 
H0 = 0
Figure 1.2 (Color online) Zeeman splitting of nuclear energy levels for nuclear spin I = 1/2
1.2.1 Electric Interaction
Let us define a nuclear electric multipole operator Aml which would simply be the tensor
operator of integer order l [5]. Under the assumption, that the stationary nuclear states have
definite parities, electric multipole moments with odd l (order of moment) values are forbidden.
Thus the electric dipole moment (l = 1) is absent. From the Clebsch-Gordon coefficients, the
expectation value of the nuclear multipole operator is non-zero only if l ≤ 2I. So, for I = 1/2,
we do not have any electric multipole moment. For nucleus with I > 1/2, electric quadrupole
moment Q plays an important role in the electron-nucleus coupling. An asymmetry in the
distribution of the charges around the nucleus gives rise to an Electric Field Gradient (EFG)
which is responsible for a finite Q. Let us mathematically look at the significance of the electric
quadrupole moment. A charge distribution with charge density ρ and a potential V due to
external sources has an electrostatic energy of :
EQ =
∫
ρ(~r)V (~r)d(~r) (1.11)
6If we define a quantity Qa,b, such that,
Qa,b =
∫
(3xaxb − δabr2)ρdτ (1.12)
where Qa,b = δ
2Q/δxaδxb and a and b ≡ x, y and z, and with the condition that V satisfies
the Laplaces equation (∇2V = 0) it can be shown that the quadrupole energy is given by:
E
(2)
Q =
1
6
∑
a,b
Va,bQa,b (1.13)
where Va,b = δ
2V/δxaδxb. Thus, in the case of the nucleus in a cubic environment Vxx = Vyy =
Vzz and with ∇2V = 0, this would mean the quadrupole interaction vanishes [1].
Quantum mechanically, the quadrupole operator Qˆa,b for a point charge e, will then be
defined as,
Qˆa,b =
∫
(3xaxb − δabr2)ρˆ(~r)dτ
= e
∑
k
∫
(3xaxb − δabr2)δ(~r − ~rk)dτ
= e
∑
k
(3xaxb − δabr2)
(1.14)
where k is the number of protons since neutrons have 0 charge. Thus, the contribution of the
quadrupole interaction in the Hamiltonian is :
HQ = 1
6
∑
a,b
Va,bQˆa,b (1.15)
Thus, from eqn. 1.14 and 1.15, we have,
HQ = eQ
4I(2I − 1) [Vzz(3I
2
z − I2) + (Vxx − Vyy)(I2x − I2y )] (1.16)
With introduction of two quantities η and q [1] such that
Field gradient : eq ≡ Vzz (1.17a)
Assymetry parameter : η ≡ Vxx − Vyy
Vzz
(1.17b)
eqn. 1.16 becomes :
HQ = e
2qQ
4I(2I − 1) [3I
2
z − I2 + η(I2x − I2y )] (1.18)
7A nucleus in its ground state with the positive charge distributed in the shape of a prolate
is more likely to be oriented perpendicular to the direction of the external positive charge due
to electrostatic force (adapted from [6]) . Thus the interaction of the quadrupole moment
and EFG affects the interaction between the magnetic dipole moment and the magnetic field
strongly. The quadrupolar interaction causes shift in the otherwise equidistant energy levels.
This shift is proportional to the square of the quantum number ‘m’. Thus for I = 3/2 the
energy states with m = ± 1/2 shift identically and those with m = ± 3/2 shift identically
(Fig. 1.3).
m = ± 3/2 
m = ± 1/2 
I = 3/2 
HQ ≠ 0 HQ = 0 
Figure 1.3 (Color online) Quadrupole splitting of energy levels for I = 3/2 without any mag-
netic field. Due to a square dependence of the quadrupolar interaction on the Iz
or m, the energy levels are split into 2 levels with m = ±1/2 and m = ±3/2 .
1.2.2 Magnetic Interaction
To explore the magnetic interaction between the nucleus and electrons, we follow the dis-
cussion of the electric interaction in the previous section. Due to opposite parity properties
8of electric field (polar vector) and magnetic field (axial vector) even values of l are forbidden,
resulting in the magnetic dipole being the first non-vanishing nuclear magnetic multipole.
The magnetic electron-nucleus interaction Hamiltonian is given by[5],
HM = 2µB~~I ·
[ ~L
r3
+ 3
~r(~S · ~r)
r5
−
~S
r3
+
8pi
3
~Sδ(~r)
]
(1.19)
where ~L and ~S are the orbital and the spin angular momentum of the electron respectively. The
first term in eqn. 1.19 represents the magnetic interaction between the nuclear spin angular
momentum ~I and the electronic orbital angular momentum ~L = ~r × ~p. In some transition
metals this term can be important, but in most cases ~L is generally quenched. The second and
the third term together represent the dipole-dipole interaction between the nuclear and the
electronic spin moments, if they are at a finite distance from each other, typically prevalent in
case of p- and d-electrons. This term is responsible for the anisotropic Knight shift Kaniso (next
section) in absence of cubic symmetry and at times even at cubic sites if spin-orbit coupling
is present. The third term (Fermi contact interaction term) is used to explain the case of
s-electrons which have a finite wavefunction at r = 0.
1.3 Knight Shift
The energy difference ∆E = hν between two energy levels m↔ m±1 is proportional to the
applied magnetic field. Depending on the electronic environment, the proportionality factor
differs from just simply γN. The electron spin moments induce an excess field (∆ ~H) at the
nucleus. Thus, the total effective field at the nucleus sums to ~Heff = ~H0 + ∆ ~H, where H0(=
ν0/γN) is the standard reference field at the resonating nucleus. Knight shift (K), discovered by
Walter Knight [7] for metals, measures this effective field at the nucleus. K(%) ≡ ∆H/Heff ×
100 = (H0 −Heff)/Heff × 100. This implies that ν0 = γN(1 +K)Heff . In the frequency-domain
the Knight shift is defined by K(%) = (νres − ν0)/ν0 × 100, where νres corresponds to the peak
of the frequency-domain NMR spectrum.
The fourth term of eqn. 1.19 is the Fermi contact interaction between the resonating nucleus
and s-electrons. According to the theory first proposed by Townes, Herring and Knight [8][9]
KFermi = 8pi
3
χp
〈 ∣∣ψs(0) ∣∣ 2〉FS (1.20)
9where χp is the Pauli paramagnetic spin susceptibility per atom and
〈 ∣∣ψs(0) ∣∣ 2〉FS is the
average over the Fermi surface of the squared magnitude of Bloch wavefunctions evaluated at
the site of the nucleus[10]. In addition to this, we have a contribution from the orbital magnetic
moment [11] of the conduction electrons :
Korb = 2χorb
〈
1
r3
〉
, (1.21)
and also a diamagnetic contribution[12] :
Kdia = 8pi
3
χdia (1.22)
where χorb and χdia are the orbital and the diamagnetic contributions to the magnetic sus-
ceptibility. The T dependence of the total Knight shift might change sign depending on the
magnitude and sign of the different contributions. The anisotropic component in the Knight
shift, which is present in case of nucleus in non-cubic symmetry, does not contribute to the
shift of the centroid of the NMR resonance[10].
For a Fermi gas of noninteracting spins,
χp =
1
2
γ2e~2ρ(EF) =
1
2
g2µ2Bρ(EF) (1.23)
where g ≈ 2.00 is the spectroscopic splitting factor (g-factor) of the electron spin and µB is
the Bohr magneton. Also the nuclear spin-lattice relaxation rate 1/T1 (to be discussed in the
next section) for metals with substantial s-character in the wavefunction at the Fermi surface,
is given by[1]:
1
T1
=
64
9
pi3~3γ2eγ2N
〈 ∣∣ψs(0) ∣∣ 2〉2FS ρ2(EF)kBT (1.24)
where ρ(EF) is the density of states at the Fermi energy for one spin direction. Thus, from
eqn. 1.20, eqn. 1.23 and eqn. 1.24, we have:
K2T1T = ~
4pikB
γ2e
γ2N
= S (1.25)
This equation is known as the Korringa relation[13]. The ratio S/(K2T1T ) is known as the
Korringa ratio. For an uncorrelated electron system (Fermi Liquid), the ratio is one. For
antiferromagnetic correlations when ~q 6= 0 fluctuations are dominant, this ratio is greater than
10
1 and for ferromagnetic correlations, the ratio is less than one. Thus, this ratio plays an
important role in determining the nature of spin fluctuations in a metallic system.
Conduction electrons cause a change in the effective field as seen by the nucleus through
the hyperfine interaction. In the tensor notation[14]:
Kαα(≡ Kα) = Hhf,αα
NAµB
χαα (1.26)
where Hhf,αα is the hyperfine field at the nucleus and µB is the Bohr magneton. α is assumed
to be along one of the principal axes of the hyperfine field tensor. This formula is widely used
to estimate the hyperfine field from the K − χ plot.
The tensor T¯ describing the electron-nucleus coupling (Hhf = γN~~I · T¯ · ~S) is not a scalar
in the case of symmetry of the electronic environment of the nucleus less then cubic, and the
Knight shift will depend on the direction of the applied field with respect to crystalline axes
[5]. Since K = ∆H/H = Hhf/H, the isotropic term in the Hamiltonian due to the hyperfine
field is −γN~Kiso(~I · ~H0), where H0 is the applied field. Also as mentioned, in case of symmetry
lower than cubic we will also have an anisotropic term, −γN~[KxIxHx + KyIyHy + KzIzHz],
where Hx = H0 sinθ cosφ, Hy = H0 sinθ sinφ and Hz = H0 cosθ. Here OX, OY and OZ are
the principal axes of the tensor T¯ and Kz = −(Kx +Ky) and θ and φ [5] specify the direction
of the H0 with respect to the axes OXY Z. Thus, the anisotropic K can be written as,
Kaniso = Kx sin2θ cos2φ+Ky sin2θ sin2φ+Kz cos2θ (1.27)
In case of axial symmetry, i.e. Kx = Ky = K⊥ = −12Kz = −12K‖, eqn. 1.27 becomes:
Kax = 1
2
K‖ (3 cos2θ − 1) (1.28)
Thus, the term which should be added to the resonance frequency(ν0(1 +K)) is given by,
ν =
1
2
K‖ ν0 (3 cos2θ − 1) (1.29)
Due to the random orientation of crystalline axes in powdered samples used for NMR experi-
ments, all the values of θ are equally probable in powdered sample and also the anisotropic shift
results in a broadening proportional to the applied field. If g(ν)dν is the fraction of particles
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having a frequency between ν and ν + dν, then the lineshape can be given by [5]:
g(ν) ∼ 1|dν/du| (1.30)
where u = cos θ. Due to additional broadening effects (e.g. dipolar broadening etc.), the real
curve is given by the convolution of g(ν) and f(ν) (is the shape of resonance curve in absence
of anisotropic shift) (Fig. 1.4):
I(ν) = g ∗ f =
∫ ∞
−∞
f(ν ′)g(ν − ν ′)dν ′ (1.31)
I 
(ν
) 
ν 
ν
┴ 
ν║ 
Figure 1.4 (Color online) The solid brown curve is the experimental line shape (I(ν)) for
polycrystalline compound including all the sources of broadening. The dashed
pink line is the theroetical line shape (g(ν)) in a polycrystalline powder due to
anisotropy of Knight shift in presence of axial symmetry.
1.4 Relaxation
1.4.1 Nuclear Spin-Lattice Relaxation (T1)
As discussed in the previous section, for I = 1/2, under a static magnetic field H0, the
two nuclear energy levels with populations N↑ and N↓ are separated by ∆E = 2µH0. At
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equilibrium, the nuclei would distribute themselves in the two energy levels such that the ratio
of their population will be :
N↓
N↑
= exp
(
− ∆E
kBT
)
(1.32)
Thus, in the state of equilibrium with more number of nuclei in the lower energy level (N↑),
there exists a net equilibrium nuclear magnetization per mole along the direction of the applied
field given by the Curie Law,
M0 = M0z = H0
~2γ2NI(I + 1)NA
3kBT
(1.33)
with no transverse component of the magnetization, i.e., M0x = M0y = 0[2].
In order to flip a nuclear spin from ↓ to ↑, it has to release an energy of 2µH0 to some
reservoir such as the lattice. Thus, the rate at which the magnetization reaches its saturation
depends on the properties of the lattice. A spin can flip from a higher to a lower energy state
via two kinds of emission: spontaneous or stimulated. The probability of spontaneous emission
(A21) is related to the probability of simulated emission (B21) by the relation A21/B21 =
8pihν3/c3. Since in NMR we deal with radio frequencies, this ratio is very small. Thus to observe
NMR signal due to nuclear transitions a stimulated emission, such as a strongly interacting and
fluctuating source, is necessary. A time varying rf magnetic field which interacts with nuclear
magnetic dipole moment or an EFG which interacts with the nuclear quadrupole moment are
two such sources.
For the numerical aspects of nuclear relaxation, let us go through the Bloch Equations. In
1964, F. Bloch proposed a set of phenomenological equations to describe nuclei in the presence
of external magnetic field ~H0 = H0zˆ. We go through the arguments leading to the establishment
of the Bloch equations[5].
1. The equation of motion of the nuclear magnetization for an ensemble of nuclear spins is
d ~M
dt
= γ ~M × ~H0 (1.34)
2. Growth of the longitudinal magnetization (Mz) towards its equilibrium value (M0) (eqn 1.33)
is given by the equation
dMz
dt
= −Mz −M0
T1
(1.35)
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where T1 is the longitudinal relaxation time. 3. If in addition to the static field, an rf pulse is
applied such that there is a finite component of nuclear magnetization at right angles to the
static field, then the decay of the transverse component of nuclear magnetization is given by
the set of equations :
dMx
dt
= −Mx
T2
;
dMy
dt
= −My
T2
(1.36)
where T2 is the transverse relaxation time.
Adding these effects of static field and a small rf field together we have :
d ~M
dt
= γ ~M × ~H − Mx
T2
xˆ− My
T2
yˆ − Mz −M0
T1
zˆ (1.37)
where ~H is total field (static and rf field). Eqn. 1.37 is the vector representation of the Bloch
equations.
To derive an expression for the nuclear spin-lattice relaxation (T1) concept of spin tempera-
ture Ts is very essential [5][1]. We can describe a system of nuclear spins with a temperature Ts
even when it is not in equilibrium with the lattice. The spin temperature in general is defined
by,
pm
pm−1
= exp
(
γ~H
kBTs
)
(1.38)
where pm and pm−1 are the relative populations for two adjacent energy levels |m〉 and |m− 1〉.
Thus, in case pm = pm−1, Ts is infinite. With this definition of Ts, a statistical description of
the system can be made by a density matrix ρ ∝ exp(−βH0), with β=1/kBTs. H0 is the
Hamiltonian of the system. The Curie Law χ = M/H = C/T , at a constant field leads to
M ∝ 1/T . Thus, the same time constant T1 can determine the decay of Ts towards TL (lattice
temperature). Thus, we can write:
dβ
dt
= − 1
T1
(β − β0) (1.39)
where β0=1/kBTL. To determine the expression for T1 for arbitrary spins, the time derivative
dE¯/dt of the average energy E¯ of the nuclear spin system is calculated in two ways and then
equated to each other. With E¯ = tr{ρH0},
dE¯
dt
= −dβ
dt
〈H20〉
Z
=
1
Z
(β − β0)〈H
2
0〉
T1
(1.40)
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where Z (
∑
m e
−βEm) is the partition function. The relative population in a state |m〉 is given
by
pm =
e−βEm
Z
≈ 1− βEm
Z
(1.41)
The approximation is in the limit kBT > γH The average energy can then be written as :
E¯ =
∑
m
pmEm (1.42)
The rate of change of population can be written as :
dpm
dt
=
∑
n
{Wmn(pn − p0n)−Wnm(pm − p0m)} =
1
Z
(β0 − β)
∑
n
Wmn(En − Em) (1.43)
where Wmn = Wnm is the transition probability from the state |m〉 to |n〉 From eqns. 1.41, 1.42
and 1.43,
dE¯
dt
= −1
2
1
Z
(β0 − β)
∑
m,n
Wmn(En − Em)2 (1.44)
Thus, comparing eqns. 1.40 and 1.44, we can express the nuclear spin-lattice relaxation rate
as :
1
T1
=
1
2
∑
m,nWmn(En − Em)2
〈H20〉
=
1
2
∑
m,nWmn(En − Em)2∑
nE
2
n
(1.45)
which is quite general in application.
Electronic spin fluctuations induce fluctuations in the hyperfine fields at the nuclear site
which cause transition in between adjacent nuclear levels. Thus, 1/T1 can be expressed as the
Fourier transform of this fluctuating hyperfine fields.
1
T1
=
γ2N
2
∫ ∞
−∞
〈{H+hf(t), H−hf(0)}〉 exp(iω0t) (1.46)
where ω0 = γNH0 is the Larmor nuclear frequency, {PQ} = (PQ + QP )/2 and 〈..〉 is the
time average. The bilinear coupling Hamiltonian between the nuclear spin ~I at ~r = 0 and the
electronic spin ~Si at the electronic site ~r = ~ri is given by,
Hhf =
∑
i
~Si · A¯ · ~I =
∑
i
∑
αα′
Si,αAαα′(~ri)Iα′ (1.47)
where α, α′ ≡ x, y, z, A¯ is the hyperfine coupling tensor and ∑i runs over all the neighboring
electronic spin sites. In terms of the hyperfine field Hhf , the Hamiltonian Hhf is :
Hhf = −γN~ ~Hhf · ~I = −γN~
∑
α′
Hhf,α′Iα′ (1.48)
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Comparing the eqns. 1.46, 1.47 and 1.48, 1/T1 can be expressed in terms of the electronic
spin-spin correlation function perpendicular to the applied magnetic field,
1
T1
=
1
2~2
∑
i
∑
α
∑
α′≡x,y
A2αα′(~ri)
∫ ∞
−∞
〈
S+i,α(t)S
−
i,α(0)
〉
exp(iω0t) (1.49)
Using the fluctuation-dissipation theorem [15], we have,
1
T1
=
kBT
N~2NAg2µ2B
∑
~q
∑
α
∑
α′≡x,y
|Aαα′(~q)|2χ
′′
α(ω0, ~q)
ω0
(1.50)
where N is the number of lattice points in the system,
∑
~q is over all the q values in the
first Brillouin zone and χ′′ is the imaginary part of the magnetic susceptibility. Aαα′(~q) =∑
iAαα′(~ri)e−i~q·~ri is the Fourier transform of Aαα′(~ri) [2].
1.4.2 Nuclear Spin-Spin Relaxation (T2)
In the above derivation we have neglected the nuclear spin-spin lattice or the transverse
relaxation rate 1/T2 which measures how fast the magnetization decays in the XY plane. One
way to perceive this is through dipole-dipole interaction between the nuclei. A nucleus starts
to experience a local field Hloc due to the neighboring nuclei. The z-component of the local
field produced at a position ~r by the nuclear dipole µN = γN~I can be expressed as,
Hloc,z ∝ µN
r3
(
3cos2θ − 1
)
∝ γN~I
r3
(
3cos2θ − 1
)
(1.51)
This field Hloc,z alters the field (H0) experienced by the nucleus thereby causing it to precess
slower or faster than it would otherwise resulting in the dephasing of the nuclei with the T2
mechanism. If at t = 0 the nuclei were all precessing in-phase (coherent) then as a result of this
dipole-dipole nuclear interaction they will get out of phase and if in a time which we identifty
with T2 such that γNHlocT2 ≈ 1, they will be completely phased out and the vector sum of
moments ≈ 0, then,
1
T2
≈ γNHloc ∝ γ
2
N~
r3
(1.52)
T2 is also affected by Hhf,z, the z-component of the fluctuating field at the nucleus, which
increases or decreases the rate of precession[2]. It does not affect the T1 process (relevant to
longitudinal magnetization) but causes decay of transverse magnetization resulting in the T2
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effect. In the limit of the rapid fluctuations (ω0τ0 << 1; ω0 is the Larmor frequency and τ0
is the correlation time of the longitudinal fluctuating field) the resonance becomes narrower
(motional narrowing) due to the first term in the equation 1.53. The spin-lattice relaxation
results in the finite lifetime of a spin in an eigenstate (∆E = ~∆ω = ~T1 ), thus contributing to
the broadening of the resonance. Thus, these two effects must be incorporated in the definition
of T2:
1
T2
= γ2N
〈
H2hf,z
〉
τ0 +
1
2T1
(1.53)
Apart from the dynamic time-variational fluctuations in the field, there can be static spatial
fluctuations in the field having a more macroscopic origin such as inhomogeneity (∆H) in
the applied field. It would contribute a term γN∆H in the expression for T2. These effects
viz. inhomogenity of the applied magnetic field, distribution of the static local field at nucleus
caused by electrons, nuclear dipole-dipole coupling, T1 process resulting in a finite lifetime
of energy states, and also EFG which lifts the degeneracy of the energy levels, result in the
broadening of the absorption line of resonance.
1.5 NMR Detection
We can turn on an rf field H1 for time tw such that γH1tw = pi/2 in a system of nuclear
spins and witness an Free Induction Decay (FID) signal after the switch-off of the rf field
(discussed later in this chapter). This FID decays exponentially with a time constant T2. Due
to the inhomogenity in the field there will be a distribution in the precessional frequencies of
the nuclei. Thus, even if all the nuclei are coherent in the beginning, they will dephase with
respect to each other causing a decay in the resultant signal. To transform the FID signal
from the time domain to the frequency domain we use the typical mathematical tool of Fourier
transform. Thus, if we consider an FID signal S(t) = S0 exp(−t/T2), then its Fourier transform
(FT) will be
S˜(ω) =
1
2pi
∫ ∞
−∞
exp(−t/T2) exp(−iωt) dt
=
(1/T2)
2pi[(1/T2)2 + ω2]
− i ω
2pi[(1/T2)2 + ω2]
(1.54)
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The FT of the FID signal is a Lorenztian. The real and the imaginary parts correspond to the
absorption mode and the dispersion mode respectively(Fig. 1.5). Generally the dispersion line
shape is not chosen to be used. The full width at half its maximum of the absorption lineshape
is (1/piT2). But due to the dead time (the finite recovery time of the receiver), the initial part of
the FID cannot be observed. In the extreme case when T2 is shorter than the time the receiver
(detector) takes for recovery, FID cannot be seen at all. To resolve this constraint concept of
Spin Echo was introduced in 1950 by Hahn [16]. Carr-Purcell [17] proposed a pulse sequence
pi/2−pi-pulse elaborated in Fig. 1.6 where the refocussing of spins after the pi-pulse results in a
spin echo. For the measurement of T1 we used saturation combination (pi/2) pulse in addition
to the pi/2− pi pulse sequence. The required pulse sequence is shown in Fig. 1.7.
 
 
ABSORPTION
     MODE
LORENTZIAN
 
 
 DISPERSION
     MODE
LORENTZIAN
Figure 1.5 (Color online) Fourier transform of Free Induction Decay (FID) Absorptive and
Dispersive Lorentzian.
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FID (Free Induction Decay) 
Spin Echo 
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Figure 1.6 (Color online)Formation of a Spin echo by a Carr-Purcell pulse sequence. It is
assumed that the thermal equilibrium magnetization ( ~M) is along the z-axis and
we have neglected the T1 effects for simplicity here. (a) After the initial (t =0)
pi/2-pulse, ~M is along the y-axis. Due to the T2 effect the nuclear spins will precess
at different precessional frequencies (FID). (b) At t = τ a pi-pulse is applied and
the spins gets refocussed along the -y-axis instead of dephasing out completely
thus creating another FID at t = 2τ . (c) The timeline of formation of spin echo.
The yellow (gradient) portion just after the first pi/2-pulse is the dead time that
we had discussed.
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Figure 1.7 (Color online) Measurment of 1/T1 by using a single saturation pulse method. (a)
shows a very small τ1 which results in a very small transverse magnetization. As
we increase the τ1 as in (b) and (c), the magnitude of transverse magnetization
increases following the formula M(τ1) = M(∞)(1− exp(τ1/T1))
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1.6 NMR Experimental Details
The radio-frequency(rf) power is transmitted from the transmitter section of an NMR spec-
trometer to an NMR probe containing the sample in a coil (inductor) which is a part of an
LC circuit. The power obtained from the coil is transmitted through the same coaxial cable to
the pre-amplifier and then to the receiver section of the spectrometer, where the NMR signal
is detected. The parameters of the circuit in the probe are very essential in determining the
NMR signal obtained. In our experiments we used either copper or silver wires to make coils.
To satisfy resonance condition, the resonance frequency ω0, generated by rf signal generator
in the transmitter section, should be equal to 1√
LC
, where L and C are the inductance (coil)
and the capacitance of the LC circuit respectively. The capacitance and the inductance of
coil determine the resonance frequency of the circuit. The inductance of a coil is generally
given by L ∝ n2(pir2)l , where n is the number of turns of the coil, r is the radius of the coil,
l is the average length of the coil. Thus, by changing the radius, length and/or number of
turns of the coil it is possible to change the frequency of the circuit. The NMR signal inten-
sity depends on the ‘filling factor’ of the coil, defined as Volume of the SampleVolume of the Coil . Thus, closer the
size (length and radius) of the coil is to the size of the sample, stronger is the NMR signal.
There are two most commonly used configurations of the LC circuit used in NMR experiments
shown in Fig. 1.8. The Parallel-Tuned Series-Matched (PTSM) circuit (Fig. 1.8a) and the
Series-Tuned Parallel-Matched (STPM) circuit (Fig. 1.8b). The PTSM configuration is gener-
ally used for measurements under low frequencies while the STPM configuration is used in the
high-frequency measurements. The NMR signal intensity also depends on the Q-factor of the
circuit defined as Q = ω0LR , where R is the resistance of the coil. An increase in the Q can have
two opposite effects on the NMR signal. On one hand increase of Q can enhance NMR signal
but on the other hand it can increase the dead time, the time it takes for the transmission rf
energy to dissipate[18] which can make it difficult to see any NMR signal. Thus an optimum
value of Q is generally preferred. Q factor can also be defined as Q = f0∆f , where f0 is the
resonant frequency and ∆f measures the half-power bandwidth. The network analyzer can be
used to measure the Q-factor.
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(a) 
(b) 
Figure 1.8 (Color online) CT and CM are the tuning and matching capacitances respectively
and L is the inductance of the coil. CT is used for tuning the circuit to the
desired resonance frequency and CM is used for impedance-matching. The power
is transmitted and received back along the same coaxial cable labeled as ‘coax’ in
the figure. The power is transmitted from the transmitter to the probe. The signal
obtained from the coil is transmitted back along the ‘coax’ cable to the pre-amp
and then to the receiver. (a) represents the Parallel-Tuned Series-Matched circuit
configuration used mainly for low frequencies and (b) represents the Series-Tuned
Parallel-Matched circuit configuration used mainly for high frequencies[9].
The NMR measurements were done by using a homemade phase-coherent spin-echo pulse
spectrometer. The NMR spectra were measured by doing the Fourier transform of the NMR
spin echo signals or by sweeping the magnetic field at a fixed frequency. The NQR spectra
was obtained by plotting the spin echo intensity versus frequency where the frequency was
changed in regular steps. The nuclear spin-lattice relaxation rate 1/T1 was measured using
the single-saturation pulse method. In the case of I = 1/2 such as 31P and 1H, the nuclear
magnetization recovery after a single saturation pulse should follow a single exponential be-
havior, 1-M(t)/M(∞) = A e−t/T1 where M(t) is the nuclear magnetization at time t after the
saturation pulse. But in case of inhomogeneous distribution of 1/T1, we could not fit the data
with a single exponential behavior. In that case we used the stretched exponential function
1-M(t)/M(∞) = A e−(t/T1)β .
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1.7 NMR Under High Pressure
The ground states of most of the compounds in Condensed Matter Physics is quite sensitive
to application of pressure [19]. Thus NMR study under pressure at low temperatures (down to
∼ mK using a 3He-4He dilution refrigerator (Kelvinox MX100, Oxford instruments) installed at
Ames Laboratory) offers scope for determining evolution of near zero-temperature properties
with pressure.
For application of pressure we use a hybrid Cu-Be/NiCrAl clamp-type high-pressure cell
(R&D Support Corporation) (Fig. 1.9) which can yield a pressure of up to 2.5 GPa at room
temperature, and marks a clear progress from a simple Cu-Be pressure cell which can yield
up to only 1.5 GPa[20]. Our hybrid pressure cell consists of non-magnetic WC pistons, a
NiCrAl inner cylinder encompassed by Cu-Be outer cylinder. It has a height of 62 mm, an
inner and outer diameter of 6 mm and 20 mm respectively. The sample (inside the NMR coil
of dimensions length ∼ 3 mm and diameter ∼ 3 mm) for study, is inserted into the teflon tube
which is filled with a liquid pressure-transmitting medium. Liquid pressure media have their
own hydrostatic limit, i.e. there is a maximum pressure above which they solidify. Daphne
7373 [21] which can yield a hydrostatic pressure up to 2.5 GPa at room temperature is a better
choice than Fluorinert which solidifies at around ∼ 0.55 - 0.9 GPa [22]. Although isopentane
has a higher limit to the hydrostatic pressure (∼ 3 GPa) [23], it causes serious damage to
samples due to a discontinuous pressure drop associated with solidification on cooling[21]. In
all our NMR experiments under high pressure we have used Daphne 7373 as the pressure-
transmitting medium. Since the 63Cu-NQR frequency, νQ varies linearly with pressure [25],
we used 63Cu-NQR (nuclear quadrupole resonance) corresponding to the transition in Cu2O
for pressure calibration.The pressure dependence of νQ at a given temperature[25] is given by:
νQ(P, T ) = A+BP + CP
2 (1.55a)
A(T ) = 27.06− 0.4762ρ(T ) (1.55b)
B(T ) = 0.04154− 0.002682ρ(T ) (1.55c)
C(T ) = −2.992× 10−6ρ(T ) (1.55d)
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Figure 1.9 (Color online) CuBe/NiCrAl high-pressure cell[24]
So we inserted two coils into the teflon tube, one for the sample we want to investigate and
another for the powdered Cu2O we used to detect the NQR frequency. The two coils were
arranged perpendicular to each other so as to avoid interference of signals.
Fig. 1.10 shows how sample pressure changes with temperature for different applied pres-
sures. With decrease in temperature from room temperature to 100 K, the pressure decreases
by 0.25 GPa. Below 100 K, the sample pressure is almost constant down to 4.2 K.
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Figure 1.10 (Color online) Sample Pressure vs Temperature in different pressure regimes
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CHAPTER 2. FRUSTRATED SYSTEMS
2.1 Quantum Magnetism
Quantum magnetism plays a very dynamic role in the field of Condensed Matter Physics.
The interest arises from the novel characteristics derived from its study especially in low-
dimensional systems and for low spins where the quantum effects are manifested most promi-
nently. The experimental realizations of low-dimensional systems from linear chains [26], to
spin ladders [27] to two-dimensional lattices [28] have gained a lot of interest in the study of
many-body systems. Further, the two-dimensional (2D) layers of CuO2 and FeAs in the high-Tc
cuprate and iron-based superconductors respectively enhanced the importance of study of the
low-dimensional AFM systems.
The parameter characterizing the quantum magnets is the exchange interaction (between
neighboring spins) strength J defined by the exchange integral (eqn. 2.1), obtained from the
diagonalization of the Hamiltonian:
J12 = ±2e2
∫
d~r1
∫
d~r2
φ∗a(r1)φ∗b(r2)φa(r2)φb(r1)
|~r1 − ~r2| (2.1)
where (1, 2) are electron sites and (a, b) are electronic energy states and from Pauli exclusion
principle, the total wavefunction of an electron (ψ(~r, ~σ) = φorbital(~r)χspin(~σ)) must be anti-
symmetric. The exchange interaction (J12 or more generally Jij) is typically short-ranged and
occurs either between neighboring electrons through Coulomb interaction (direct exchange) or
between electrons separated by non-magnetic ions in insulators (superexchange) or between
electrons separated by conduction electrons in metals with f -electrons (indirect exchange) or
interactions among the conduction electrons (itinerant exchange)[29]. With the definition of
Jij in eqn. 2.1, the interaction Hamiltonian between two spins ~Si and ~Sj is respectively given
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by,
Hinteraction =
∑
<ij>
Jij ~Si · ~Sj (2.2)
While the lattice dimensionality is summarized in Fig. 2.1, depending on the spin dimensional-
ity(Fig. 2.2) (number of components of the spin vector allowed to contribute in the Hamiltonian)
the generalized Hamiltonian are as follows:
HIsing =
∑
<ij>
JijS
z
i S
z
j Ising Model (2.3a)
HXY =
∑
<ij>
(JxijS
x
i S
x
j + J
y
ijS
y
i S
y
j ) XY Model (2.3b)
HHeisenberg =
∑
<ij>
(JxijS
x
i S
x
j + J
y
ijS
y
i S
y
j + J
z
ijS
z
i S
z
j ) Heisenberg Model (2.3c)
For isotropic XY model Jxij = J
y
ij and for isotropic Heisenberg model J
x
ij = J
y
ij = J
z
ij .
Linear Chain : d = 1 Ladder : 1 ≤ d ≤ 2  
Square Lattice : d = 2 Cubic Lattice : d = 3 
Figure 2.1 (Color online) Lattice with dimensionality “d”.
2.2 Frustration
The ground state of a system is typically characterized by the eigenstate with minimum
energy. Failure to simultaneously satisy minimization of ground state energy and interaction of
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Ising model XY model 
Heisenberg model 
Figure 2.2 (Color online) Spin Dimensionality.
all the spin pairs leads to “Frustration”. In the words of R. Moessner [30] frustration starts to
emerge whenever “a conflict arises between geometry of the space inhabited by a set of degrees
of freedom and the local correlations favored by their interactions”. Toulouse [31] defined
frustration in the following way (discussed in Ref.[32]): if we consider an elementary cell of
the lattice which is a polygon formed by faces known as ”plaquettes”, then such a plaquette is
frustrated if the parameter P defined by,
P =
∏
<i,j>
sign(Jij) (2.4)
is negative, where the product includes all the Jij around the plaquette. According to the
definition of the interaction Hamiltonian (eqn. 2.2), a negative Jij favors a parallel (ferro-
magnetic FM) arrangement of neighboring spins, while a positive Jij favors an antiparallel
(antiferromagnetic AFM) arrangement of neighboring spins. Suppose we consider the case of
a triangular arrangement of Ising spins (the first frustrated system studied in 1950[33]) with
(nearest-neighbor) NN AFM interaction only (EIsing = JijS
z
i S
z
j ) , we see that there is no unique
way to minimize the interaction energy and minimize all the three interactions simultaneously.
There are three degenerate configurations for the ground state where we can arrange the spins
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so that two bonds are AFM and one bond is FM (Fig. 2.3). This arrangement of Ising spins
on a triangluar lattice is a very common example of geometrically frustrated systems. Other
such geometries include the 2D Kagome lattice [34] consisting of vertex-sharing triangles, and
also three-dimensional (3D) lattices such as checkerboard or pyrochlore lattice [35] consisting
of vertex-sharing tetrahedra. Frustration can also arise due to competing interactions such
AFM FM AFM 
Figure 2.3 (Color online) Configurations of AFM Ising spins in a triangular lattice.
as in Villain model[36], in R5T4 (R = rare earth, T = Ge or Si) [37] where the FM intra-layer
interaction competes with the AFM inter-layer interaction, in J1− J2 square lattice where FM
NN (along the side) and AFM next-nearest-neighbor (NNN) interactions are comparable (to be
discussed later in this chapter), in double pervoskite (A2BB
′O6, A = Ca, Ba, Sr, B,B′ = tran-
sition metals) family of compounds[38] where inequivalent NN and NNN exchange interactions
compete, in spinels AB2O4 where frustration arises since within each sublattice there is AFM
coupling (to be discussed later in this chapter), and in spin ladder compounds [39] where frus-
trated interchain exchange interactions occur both on rungs and diagonals. Since frustration
results in multi-degenerate ground states rather than one unique stable one, introduction of
very small perturbations or fluctuations in the system cause very novel and exotic phenomena to
emerge many of which have not been well explained or understood yet. The frustration effects
lead to very emergent phenomena and interesting ground states with no long-range ordering
such as spin liquid[26], spin glass[27], spin ice[28], resonating-valence-bond state[40], quantum
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spin liquid state[41] and quantum spin glass[42]. The properties of these exotic ground states
are tunable externally through chemical substitution, pressure or internally via fluctuations.
Apart from the general interest in frustrated low-dimensional materials, the advent of high-
Tc superconductivity in cuprates and pnictides with two-dimensional AFM spins in a square
lattice has induced much interest in frustration. The undoped cuprates and pnictides show
long-range ordering to Ne´el state at low temperatures. Doping with holes or electrons destroys
the long-range antiferromagnetic order in these compounds and superconductivity emerges.
In 1987 Anderson [43] had suggested that the mechanism of superconductivity in high-Tc su-
perconductors can be explained by the existence of a disordered (lacking LRO) phase which
he proposed to be a “quantum spin liquid” state, more specifically “resonating-valence-bond”
state. This provided a strong impetus in the study of disordered ground states.
One of the ways frustration is manifested in experiments is by the ratio (“frustration ra-
tio”) f = |θCW|/TN, where θCW is the Curie-Weiss temperature and TN is the Ne´el ordering
temperature. According to mean field theory, θCW (= S(S + 1)
∑
j Jij/3kB[44]) gives us an
estimation of the exchange energy while TN (= 2S(S+1)
∑
j |Jij |/3kB[44]) marks the transition
to a long-range ordered state. In a non-frustrated system, TN ∼ |θCW|, while for a frustrated
system where the LRO is majorly suppressed, generally TN << |θCW| (Fig 2.4). A system is
typically considered to be strongly frustrated when f > 10. The f value can be very high in
both two-dimensional (>500 [45]) and three-dimensional (>100 [46]) magnetic systems. A list
of values of f for different compounds is shown in Fig 2.5
Note that suppression of the TN does not necessarily mean geometric frustration. Spin
dimensionality also affects the LRO. According to Mermin-Wagner theorem [49], “At non-zero
temperature, a one- or two-dimensional isotropic spin-S Heisenberg model with finite-range
exchange interaction can be neither ferromagnetic nor antiferromagnetic.” In other words, there
cannot be any FM/AFM LRO at finite temperature in one- or two-dimensional lattice.
The degeneracy in the ground state of a frustrated system can be broken by perturbations
such as dipolar interactions and minimal disorder in spin-ice pyrochlores[50], the spin-lattice
coupling in spinels [51] and the Dzyaloshinskii-Moriya interactions in Cs2CuCl4 [52]. At times
thermal fluctuations present in the systems acts as the degeneracy-breaking mechanism and
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Figure 2.4 (Color online) Signature of frustration in AFM systems[47]. In a non-frustrated
AFM ordered system the TN ∼ |θCW| while in a frustrated system TN << |θCW|
selects a single or a subset of states which show long-range order (LRO) to some extent, and
this is known as “Order by disorder”[53].
2.3 Outline of the Thesis
Study of frustrated systems bears the possibility of revelation of new physics as well as
explanation of some puzzling phenomena like unconventional superconductivity. Inspired by
the very novel and yet not fully understood effects of frustration, this thesis majorly delves into
the study the magnetic properties of the two-and three-dimensional frustrated systems at low
temperatures using the technique of nuclear magnetic resonance (NMR). Fig. 2.6 summarizes
frustrated systems I have discussed in this thesis. For studying the magnetic properties of the
different frustrated materials from a microscopic viewpoint NMR stands out as a very efficient
tool. NMR also enables us to explore spin dynamics at very low energy scales (< mK) where
the quantum effects are the strongest. While the static (NMR spectrum) results provide us
insight of spin orientation, static internal field and dimensionality of the system, the dynamic
survey (1/T1,1/T2) helps us observe the nature of spin fluctuations, density of states etc. in the
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Material  Lattice |θcw | f 
κ-(BEDT-TTF)2Cu2(CN)3 ≈ triangular  375 K > 10
3 
EtMe3Sb[Pd(dmit)2]2  ≈ triangular 350 K > 10
3 
ZnCu3(OH)6Cl2 kagome 240 K > 10
3 
Cu3V2O7(OH)2 · 2H2O  ≈ kagome 120 K ≈ 100 
BaCu3V2O8(OH)2 ≈ kagome  80 K > 10
2 
Cs2CuCl4 quasi  
one-dimensional  
4 K ≈ 10 
Figure 2.5 (Color online) List of Frustrated materials with high frustration ratio f [54].
system. The utility of NMR in reflecting the local properties of electrons from a microscopic
viewpoint makes it a very sensitive probe for investigation of compounds in Condensed Matter
Physics.
2.3.1 J1 − J2 Model
The J1−J2 model consists of the magnetic spins sitting on the square lattice. The nearest-
neighbor (NN) exchange coupling (J1) is between the spins sitting along the sides of the square
and next-nearest-neighbor (NNN) exchange coupling (J2) is between the spins sitting along the
diagonal of the square (Fig. 2.7a). The Heisenberg Hamiltonian for such a model is given by,
HJ1−J2 = J1
∑
<ij>
~Si · ~Sj + J2
∑
<ik>
~Si · ~Sk (2.5)
where < ij > are pairs of NN spins and < ik > are pairs of NNN spins. In an ideal 2D
J1− J2 model there is no interplane exchange coupling (J⊥ = 0) between the magnetic planes,
so it is strictly a two-dimensional (2D) model. Here it is interesting to pause and look at the
theorem proposed by Mermin and Wagner which states that magnetic long-range order (LRO)
cannot exist for one- and two-dimensional systems. Thus, the discussion about these 2D models
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&  
Frustrated 
Itinerant 
Quasi -2D  3D  
Zn2VO(PO4)2 
(Chap 3.1)  
BaCdVO(PO4)2 
(Chap 3.2)  
CaFe2As2 
(Chap 4) 
CoAl2O4 
 (Chap 5) 
BiMn2PO6  
(Chap 6) 
Figure 2.6 (Color online) Outline of the thesis
having a LRO is contradictory to the theorem. The answer is simple. The assumption that the
magnetic layers in these compounds are decoupled is incorrect. Although very small, there is a
finite contribution from J⊥ in the real systems. Thus, these systems may be better termed as
quasi−2D. Also real systems may not have a perfect square lattice structure i.e. in the case of
in-plane anisotropy the exchange couplings along the two sides or along the two diagonals are
not same. Chapter 3 and Chapter 4 will be focussing on these quasi-2D localized and itinerant
materials respectively.
(i) Localized Frustrated Quasi-2D Systems
Recently low dimensional magnetic systems have been of great interest due to their uncon-
ventional, novel and complex magnetic properties. The relevance of the 2D antiferromagnetic
(AFM) systems to the physics of high-T superconductors makes the study of the former more
appealing. One of the most striking effects in these systems is the formation of quantum dis-
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a
Figure 2.7 (Color online) J1 − J2 model. (a) The NN exchange interaction J1 along the side
of the square of side ’a’ and the NNN exchange interaction J2 along the diagonal.
(b) The Ne´el AFM ground state with AFM chains arranged antiferromagnetically.
(c) The FM ground state with FM chains arranged ferromagnetically. (d) Lattice
rotated by 45◦ is still a square lattice with side
√
2a (e) Columnar AFM ground
state chosen by ‘Order by disorder’.
ordered state with short range magnetic correlations due to the geometric frustration. The
spin-1/2 Heisenberg square-lattice system in the J1 − J2 model has received considerable at-
tention. The spin frustration in this model is caused by the competition between the NN J1
and the NNN J2. First let us look at the two extreme cases :
(i) J2 = 0 − In this scenario when only the NN are allowed to interact, for an antiferro-
magnetic (AFM) J1, the ground state is simply a Ne´el antiferromagnet (Fig. 2.7b), while for a
ferromagnetic (FM) J1, the ground state is a ferromagnet (Fig. 2.7c).
(ii) J1 = 0 − For an FM interaction along the diagonal, the ground state is again a
ferromagnet. But in the case of an AFM J2, the ground states correspond to FM chains
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arranged antiferromagnetically. The lattice can be rotated so as to form configurations which
are degenerate in energy (Fig. 2.7d). But thermal/quantum fluctuations can lift the degeneracy
in lieu of the phenomena of “Order by disorder” as proposed by Villain [53], and a collinear
state (Fig 2.7e) is chosen as a ground state.
In the most general case both J1 and J2 are finite. In that case the competing interac-
tions give rise to exotic ground states depending on the frustration ratio α ∼ J2/J1. Based
on this ratio, a J1 − J2 phase diagram (Fig. 2.8) has been proposed from theoretical studies
[55][56], which includes three ordered magnetic structures (with the following wavevectors ~Q):
ferromagnet (FM) ( ~Q = [0, 0]), Ne´el antiferromagnet (NAF) ( ~Q = [pi, pi]) and columnar anti-
ferromagnet (CAF) ( ~Q = [pi, 0] or [0, pi]). Classically, first-order phase transitions are expected
to occur at the boundaries between these phases, but quantum fluctuations destroy long range
magnetic ordering there and instead lead to disordered ground states. The precise nature of
the disordered ground state at the boundaries is qualitatively different for ferromagnetic J1
and antiferromagnetic J1. For J2/J1 ≈ 0.5 (for the AFM J1) a gapped spin singlet (dimerized)
state, is proposed to exist[57], while the intermediate state for the FM J1 is suggested to be
a gapless nematic state in the region -0.4 < J2/J1 < -0.7 from numerical exact diagonaliza-
tion calculations[56]. On the contrary, recently Richter et al.,[58] pointed out from theoretical
studies using a large-scale exact diagonalization of finite lattice up to N = 40 and the coupled
cluster method that the CAF state is stable down to J2/J1 = -0.4 and the gapless nematic
state does not exist. Layered vanadium materials of the type Li2VOXO4 (X = Si, Ge) [59] and
AA′VO(PO4)2 (AA′ = Pb2, Zn2, SrZn, BaCd)[60][61][62] realize this J1 − J2 model. They fall
at different points in the J1−J2 phase diagram depending on the parameters Jc =
√
(J21 + J
2
2 ),
and the angle φ = tan−1(J2/J1) which determine the extent of frustration in the compounds.
In Chapter 3 we first discuss about localized moment vanadium oxide compounds: Zn2VO(PO4)2
which has an Ne´el AFM LRO ground state with an AFM J1 and an AFM J2 and with
a weak frustration (J2/J1 ∼ 0.04), and then a more frustrated scenario (J2/J1 ∼ -0.9) in
BaCdVO(PO4)2 with a columnar AFM LRO ground state and having an FM J1 and an AFM
J2 and the evolution of it’s magnetic properties under high pressure.
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Figure 2.8 (Color online) J1 − J2 phase diagram[63].
(ii) Itinerant Quasi-2D Systems
The study of iron-based superconductors has been a hot topic of research since its discovery in
2008. The ground state of these compounds changes from an antiferromagnetic to a supercon-
ducting one on doping and/or on application of pressure. Thus, the antiferromagnetism in the
parent compound suggests a connection between superconductivity and the spin dynamics in
these systems. Pnictides are layered compounds just like the high-Tc cuprates. The FeAs layers
in the pnictides bear resemblance to the CuO2 layers in cuprates. This layered structure en-
couraged the modeling of these systems with the Heisenberg J1−J2 model with dominant AFM
NNN exchange interaction (J2 > |J1|/2)[64], although with an in-plane anisotropy (J1a 6= J1b)
in the distorted orthorhombic phase and a finite interplane coupling of these layers (J⊥ 6= 0).
This model yields a 2-sublattice collinear ‘stripe’ AFM-type magnetic structure [65]. For the
fully isotropic case, with J1a = J1b ≡ J1 (interaction between the two sublattices), degeneracy
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and thus frustration should emerge. The anisotropy evidenced in the in-plane NN exchnage
coupling (J1a 6= J1b) in the pnictides can be perceived intuitively coming from the structural
distortion but it is seen that the orthorhombic distortion is less than 1% [66][67]. Thus, the
origin of the anisotropy lies somewhere else. Orbital ordering has been held responsible for
the strong anisotropy in the exchange interaction.[68]. Another possibility was the effect of a
higher-order [biquadratic (~Si · ~Si)2] term in the Hamiltonian [69] which also favors stripe AFM
ordering.
Chapter 4 discusses how the magnetic properties of the iron-based superconductor CaFe2As2
changes under different heat treatments during the preparation of the single crystals on the
basis of NMR measurements done.
2.3.2 Frustrated 3D Systems
Frustrated systems in 3D lattices like pyrochlore lattice [70][71], face-centred cubic (fcc)
lattice [72], spinels [73] etc. also exhibit fascinating and complex ground states lacking long-
range order like spin liquid[70][74], spin glass[75][76], spin ice [77][50] etc. Chapters 5 and 6
demonstrate effects of frustration in lattices with three-dimensional character.
(i) CoAl2O4
Spinels are compounds with a chemical formula AB2X4 where the A-site and the B-site
comprise of metal cations and the X-site comprises of anions. When the octahedral B-site
is occupied by a magnetic ion the spinel is termed as a B-site spinel[78] (ZnCr2O4[79][80],
ZnFe2O4[81], Vanadium spinels[82]) with a pyrochlore structure exhibiting frustration. The
A-site spinels (spinels with magnetic ion in the tetrahedral A-site), with structure similar to
that of a diamond lattice, also show frustration effects. The diamond lattice consists of two
interpenetrating fcc lattices displaced along the body diagonal by one quarter of the length of
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the diagonal. The nearest neighbor interaction J1 couples sites in between two separate fcc
sublattices [83], whereas the next nearest neighbor interaction J2 couples sites within a single
fcc sublattice. In the presence of ferromagnetic or antiferromagnetic J1 exclusively, there is no
frustration, but a finite antiferromagnetic J2 introduces frustration in the compound due to
presence of competing interactions.
Different A-site spinels exhibit various ground states depending on what the A and B ions
are: a spin-orbital ground state below 45 K is proposed in the case of FeSc2S4 [84][85], an orbital
glass state below 10 K for FeCr2S4 [84][86] and a spin-glass state for FeAl2O4 (Spin glass tran-
sition temperature Tg = 12 K) [87][88]. Mn compounds are spin-only systems. MnSc2S4 shows
a spiral magnetic ordering (AFM phase transition temperature TN = 2 K) [84][85][89] while
MnAl2O4 (TN = 40 K) [87][90][91] has a long range antiferromagnetically ordered ground state.
CoRh2O4 (TN = 27 K) [92] and CoCo2O4 (TN = 34 K) [93][92] both have antiferromagnetic
ground states.
Chapter 5 demonstrates the magnetic properties of the ground state of a highly frustrated
A-site spinel compound CoAl2O4 which lies very near to the boundary separating spin liquid
ground state and the AFM ordered ground state in the Tc (ordering temperature) vs J2/J1
phase diagram proposed theoretically by Bergman[94].
(ii) BiMn2PO6
As discussed previously in this chapter, LRO is absent in one- and two-dimensional (1D
and 2D) Heisenberg systems unlike the three-dimensional (3D) Heisenberg systems. In some
cases of quasi-2D materials LRO may still exist. However, interesting physics evolves from spin
models which bridge the 1D and the 2D systems, viz. Spin Ladders. An n-chain ladder has
a structure in between a 1D chain and a 2D square lattice. Let us consider a two-chain (or
two-leg) ladder formed by spin-1/2 AFM Ising spins for simplicity. J and JR are the exchange
interactions along the chain and along the rung of the ladder. In the case of JR = 0 and J 6= 0,
the ground state consists of two decoupled AFM spin chains. In the other extreme case of J=0
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and JR 6= 0, the ground state can be perceived as being singlets [95] S = 0 [ 1√2(|↑↓〉−|↓↑〉)] and
the first excited state is a triplet S =1 [Sz = +1, |↑↑〉 ; Sz = 0, 1√2(|↑↓〉+ |↓↑〉) ; Sz = -1, |↓↓〉].
Theoretically it has been proposed that for coupled n-chain ladders we have a gapless energy
spectrum for odd ‘n’ and a gapped energy spectrum for even ‘n’ [96][97] (Fig. 2.9). Azuma’s
Figure 2.9 (Color online) Spin gap in the energy spectrum, as a function of system size L
for open L × nc coupled chain[101], where nc is the number of chains in the spin
ladder.
[98] magnetization and NMR results on the S =1/2 two-leg ladder SrCu2O3 and three-leg
ladder Sr2Cu3O5 gave an experimental confirmation on the theoretical prediction. The spin-
1/2 ladder systems not only exhibit Luttinger liquid Physics [99], but they also pave the way for
understanding superconductivity. Superconductivity was reported for the hole doped two-leg
ladder compound Sr14−xCaxCu24O41 [99] under pressure from resistivity measurements. It is
natural to think of spin ladders with a higher spin to be more classical in nature and to be simply
having an LRO ground state. The spin-5/2 ladder compound BaMn2O3 [100] provides a strong
incentive to focus on high spin ladder compounds. Frustration in this compound, caused by the
nearest-neighbor interladder coupling in the high-temperaure orthorhombic phase, is lifted by
the structural transition to a low-temperaure monoclinic phase which yielded an AFM ground
state below TN = 184 K. Thus, high-spin ladders might reveal interesting features pertaining
to the combined effects of magnetic and structural transitions and further spiced up with
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frustration.
With that view, NMR measurements were done on the spin = 5/2 spin ladder BiMn2PO6
as discussed in Chapter 6.
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CHAPTER 3. LOCALIZED FRUSTRATED QUASI-2D SYSTEMS
3.1 Zn2VO(PO4)2
This section is based on work submitted for publication[102].
3.1.1 Introduction
Zn2VO(PO4)2 is a member of the family of compounds known as the J1 − J2 model or the
frustrated square-lattice (FSL) compound which have been discussed in chapter 2. Its structure
consists of V4+O5 square pyramids connected by ZnO5 square pyramids and PO4 tetrahedra
forming layers perpendicular to the crystallographic c-axis[102][103]. The V-V distance along
the c-axis (∼ 4.5 A˚) is shorter than that in the ab-plane (∼ 6.3 A˚)[103][104][102]. Thus, it
was intuitively thought that J⊥ >> Jab, where J⊥ and Jab are interplanar and intraplanar
exchange coupling strengths. With that idea Zn2VO(PO4)2 was proposed to be consisting of
quasi-one-dimensional spin chains of VO6 octahedra, linked by corners along the c-direction
[103][104]. But the conclusions from the thermodynamic study of the compound showed con-
trary result (J⊥ << Jab [105]) and favoured rather a quasi-two-dimensional (2D) scenario.
Neutron diffraction study[106] has shown that below TN ≈ 3.75 K, while along the ab-plane
the magnetic ordering is Ne´el type antiferromagnetic (AFM), along the c-direction the or-
dering is ferromagnetic(FM). From the density-functional-theory(DFT)-based calculations also
Zn2VO(PO4)2 is evidenced to have a spin-1/2 AFM square lattice model[107].
The low-dimensional feature of this system is evident from a broad peak observed in the
magnetic susceptibility and a hump in the specific heat around ∼ 6.9 K[102]. The magnetic
ordering temperature TN ≈ 3.7 K, is characterized by a kink in the magnetic susceptibil-
ity data and a λ-type anomaly at TN. Unlike the similar vandates (BaCdVO(PO4)2 [108],
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Figure 3.1 (Color online) Structure of Zn2VO(PO4)2 [102][103].
Pb2VO(PO4)2[109]), Zn2VO(PO4)2 does not show a change in TN with the applied field.
From the high-temperature series expansion (HTSE) of the magnetic susceptibility for an FSL
model[110], the exchange couplings were evaluated to be J1 (nearest-neighbor(NN) exchange
coupling) ≈ 7.8 K, J2 (next-nearest-neighbor(NNN) exchange coupling) ≈ 0.3 K [102][105].
Thus, inspite of the fact that both J1 and J2 are both AFM, minimal frustration effect is ex-
pected for this system because J2/J1 ∼ 0.04 is pretty small as compared to the values of other
members of this family of compounds (Table 3.1). From neutron scattering data[106], the J⊥
is estimated to be around -0.2 K, which is small but not negligible and which is responsible
for the long-range ordering (LRO) in this systems below TN ≈ 3.7 K. In this following section
we present results of 31P-NMR study done on Zn2VO(PO4)2 to further invesitigate its ground
state and the spin dynamics.
3.1.2 Experimental Details
Polycrystalline sample of Zn2VO(PO4)2 was prepared by solid state reaction using ZnO
(99.999%) and NH4H2PO4 (99.999%) as mentioned in Ref.[102]. The NMR measurements
were carried out using pulsed NMR techniques on 31P (nuclear spin I=1/2 and gyromagnetic
ratio γN/2pi= 17.2356 MHz/T) nuclei in the temperature range 1.5 K ≤ T ≤ 250 K. We have
carried out the NMR measurements at two different radio frequencies of 75.5 MHz and 9.4
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Table 3.1 Exchange couplings J1 and J2 in J1 − J2 model
Compounds J1(K) J2(K) J2/J1 References
Zn2VO(PO4)2 7.8 0.3 0.04 [102][105]
VOMoO4 110 22 0.2 [111]
PbVO3 203 77 0.4 [112]
Li2VOSiO4 3.9 4.3 1.1 [113]
BaCdVO(PO4)2 -3.6 3.2 -0.9 [108]
SrZnVO(PO4)2 -7.5 8.6 -1.1 [114]
Pb2VO(PO4)2 -5.4 9.3 -1.8 [109]
BaZnVO(PO4)2 -5 9.3 -1.9 [115]
PbZnVO(PO4)2 -5.2 10 -1.9 [116]
MHz that correspond to applied fields of about 4.38T and 0.545 T, respectively. Spectra were
obtained either by Fourier transform of the NMR echo signals or by sweeping the field at a fixed
frequency. The NMR shift K(T ) = (Href − H(T ))/H(T ) was determined by measuring the
resonance field of the sample [H(T )] with respect to nonmagnetic reference H3PO4 (resonance
field Href). The
31P spin-lattice relaxation rate 1/T1 was measured by the conventional single
saturation pulse method.
3.1.3 NMR Study
The structure of Zn2VO(PO4)2 features one P-site[103]. We observed a narrow spectral line
above TN as is expected for an I = 1/2 nucleus [118]. Figure 3.2 shows the
31P-NMR spectra
measured at different temperatures. The line shape was found to be asymmetric because of the
anisotropy in magnetic susceptibility χ(T ) and/or in the hyperfine coupling constant between
the P nucleus and the V4+ spins. The line position was found to shift with temperature.
Temperature dependence of the NMR shift K extracted by fitting the spectra (see inset of
Fig. 3.2) are presented in Fig. 3.3(a), which shows a strong anisotropy along different directions.
At high temperatures, both isotropic (Kiso) and axial (Kax) parts of the NMR shift vary in a
Curie-Weiss manner and then pass through a broad maximum at around 9 K reflecting the 2D
short-range order, similar to the χ(T ) data[102].
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Figure 3.2 (Color online)T dependence of 31P-NMR spectra of Zn2VO(PO4)2 at ν = 75.5
MHz.
The NMR shift K(T ) is related to the spin susceptibility χspin(T ) by the relation:
K(T ) = K0 +
Ahf
NA
χspin(T ), (3.1)
where K0 is the temperature-independent chemical shift, and Ahf is the hyperfine coupling
constant between the P nuclei and the V4+ electronic spins. The K − χ plot with T as an
implicit parameter is fitted very well by a straight line [Fig. 3.3(b)] over the whole tempera-
ture range (T > TN) yielding the isotropic and axial parts of the hyperfine coupling A
iso
hf =
(9221±100) Oe/µB and Aaxhf = (1010±50) Oe/µB, respectively. Since the NMR shift is a direct
measure of χspin(T ) and is free from extrinsic impurities, it serves as an independent test for the
bulk susceptibility χ(T ). High-temperature series expansion (HTSE) of χspin for 2D S =1/2
Heisenberg square lattice is given by Rushbrooke and Wood [117] which can be written as,
χspin(T ) =
NAµ
2
Bg
2
J
× [4x+ 4 + 2.00025x−1 + 0.66656x−2 + 0.06286x−3
− 0.060434x−4 + 0.000237x−5]−1 (3.2)
where x = kBTJ . We fitted the temperature dependence of Kiso above 6 K by eqn. 3.1 where
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Figure 3.3 (Color online) (a) NMR shift K vs T (b) NMR shift K vs χ at ν = 75.5 MHz.
the expression for χspin is given in eqn. 3.2. During the fitting process, A
iso
hf and g were fixed
to the values g '1.97 and Aisohf '9221 Oe/µB, obtained from the ESR experiments [102] and
Kiso vs. χ analysis, respectively. In this way, we obtained K0 = (0.025 ± 0.001) % and
J/kB = (8.4 ± 0.3) K. The fit to eqn. 3.2 is shown in Fig. 3.3a as a solid black line. The
resulting J value is close to the values estimated from the χ(T ) analysis [105] and neutron
diffraction experiments [106]. The total hyperfine coupling constant at the P site is the sum
of transferred hyperfine (Atrans) and dipolar (Adip) couplings produced by V
4+ spins, i.e., Ahf
= z′Atrans + Adip, where z′ is the number of nearest-neighbor V4+ spins of the P site. In the
crystal structure, squares are formed via V−O−P−O−V superexchange interaction paths. In
contrast to Pb2VO(PO4)2 where each P atom is coupled to four V
4+ spins [109] in Zn2VO(PO4)2
each P atom is coupled to only two V4+ spins (Fig. 3.1), thus, z′ = 2 for Zn2VO(PO4)2. The
anisotropic dipolar couplings were calculated using lattice sums to be Aa = 210 Oe/µB, Ab =
210 Oe/µB, and Ac= − 420 Oe/µB along the a−, b−, and c−directions, respectively. Clearly,
the value of dipolar coupling is almost negligible compared to the total hyperfine coupling
[Aisohf = (9221±100) Oe/µB] suggesting that the dominant contribution to the total hyperfine
coupling is due to the transferred hyperfine coupling at the P site. The magnitude of this
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Figure 3.4 (Color online) Temperature-dependent 31P-NMR spectra measured at 9.4 MHz.
The solid lines are the fits to the spectra at different temperatures as in [119]. The
spectra in the paramagnetic state broaden below TN and take a rectangular shape,
due to the internal field Hint.
coupling depends on the relative orientation and the extent of overlap between the V(3d),
P(2p), and O(2s) orbitals.
Below TN, the
31P spectra measured at 75.5 MHz were found to broaden abruptly. In order
to precisely probe the intrinsic line shape, we remeasured the 31P spectra at a lower frequency
of 9.4 MHz. As shown in Fig. 3.4, the 31P line above TN remains narrow and immediately
below TN it starts broadening indicating that the P site is experiencing the static internal
field in the ordered state through the hyperfine field between the P nuclei and the ordered
V4+ moments. With decrease in temperature, the spectrum takes a nearly rectangular shape,
which reflects that the magnetic ordering is commensurate in nature. If the magnetic structure
were incommensurate with the lattice, the internal field would be distributed and the spectrum
would not exhibit the rectangular shape seen in Fig. 3.4. Our spectra are, therefore, consistent
with the collinear magnetic order determined from the neutron diffraction experiments[106].
The internal field Hint, which is proportional to the V
4+ sublattice magnetization, was
determined from the fit of the experimental spectra following the procedure adopted recently
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for BiMn2PO6 [120]. The temperature dependence of Hint is plotted in Fig. 3.5. In order to
extract the critical exponent (β) of the order parameter (sublattice magnetization), Hint(T )
was fitted by the power law:
Hint = H0
(
1− T
TN
)β
(3.3)
One can notice that Hint decreases sharply on approaching TN. We have estimated β by fitting
the data points as close to TN as possible (i.e., in the critical region) as shown in Fig. 3.5.
The maximum value of β = 0.33 ± 0.02 with TN ' 3.9(1) K was obtained by fitting the data
points in the T -range 3.7 K to 3.95 K close to TN. By increasing the number of fitting points
toward low-T s, the β value was found to decrease. At low-T s, Hint develops the tendency of
saturation. The critical exponent reflects the universality class of the spin system. The values
expected for different spin- and lattice-dimensionalities are listed in Table II of [109]. The value
of β obtained from the experiment is 0.33, which would be consistent with any of the 3D spin
models (Heisenberg, Ising, or XY ). Given the fact that below TN spins are aligned with the c
direction [106] we may expect a weak uniaxial anisotropy, but it is impossible to quantify this
putative anisotropy using the data at hand. Interestingly, the critical behavior of Zn2VO(PO4)2
deviates from that of other square-lattice V4+ antiferromagnets, where β ' 0.25 (2D XY
universality class) was systematically observed in Li2VOSiO4 and Li2VOGeO4 [121][113][122],
Pb2VO(PO4)2 [109][123][124], SrZnVO(PO4)2 [125] [114], and other compounds [124]. The
31P nuclear spin-lattice relaxation rate 1/T1 above TN was measured at the field corresponding
to the central peak position. For T < TN, the measurements were performed at both the central
peak position as well as at the right-hand side (RHS) edge position (see Fig. 3.4). For an I
= 1/2 nucleus, the recovery of the longitudinal magnetization is expected to follow a single-
exponential behavior. In Zn2VO(PO4)2, the recovery of the longitudinal nuclear magnetization
was indeed fitted well by the exponential function 1−M(t)M0 = Ae−t/T1 , where M(t) is the nuclear
magnetization at a time t after the saturation pulse and M0 is the equilibrium magnetization.
The temperature dependence of 1/T1 extracted from the fit is presented in Fig. 3.6. The 1/T1
data measured at two different frequencies (75.5 MHz and 9.4 MHz) almost resemble each other
at low temperatures. At high temperatures (T ≥ 10 K), 1/T1 is temperature-independent. In
the high temperature limit T >> J/kB, a temperature-independent 1/T1 behavior is typical
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Figure 3.5 (Color online) Temperature dependence of the internal field Hint obtained from
NMR spectra measured at 9.4 MHz in the ordered state. Hint is proportional to
the V4+ sublattice magnetization. The solid line is the fit by eqn. 3.3 as described
in the text.
due to random fluctuation of paramagnetic moments [126]. With decrease in temperature,
1/T1 decreases slowly for T < 10 K and then shows a weak anomaly around TN ' 3.8 K.
This decrease is very similar to that observed previously in the cases of the antiferromagnetic
square lattices Pb2VO(PO4)2 [109], SrZnVO(PO4)2 [114] VOMoO4, and [Cu(HCO2)2.4D2O],
where the decrease of 1/T1 above TN is explained by cancellation of the antiferromagnetic
spin fluctuations at the probed nuclei [127] . Below the peak, 1/T1 again decreases smoothly
towards zero. As shown in Fig. 3.6 no difference in 1/T1 below TN was observed between the
data measured at the central peak and RHS edge positions at 9.4 MHz.
In the AFM ordered state, 1/T1 is mainly driven by scattering of magnons off nuclear spins,
leading to a power-law temperature dependence [128][122]. For T >> ∆/kB, where ∆ is the
energy gap in the spin-wave spectrum, 1/T1 either follows a T
3 behavior due to a two-magnon
Raman process or a T 5 behavior due to a three-magnon process, while for T << ∆/kB, it
follows an activated behavior 1/T1 ∝ T 2 exp(−∆/kBT ). As seen from Fig. 3.6 our 31P 1/T1
data in the lowest temperature region (1.5 K ≤ T ≤ 3.25 K) follow the T 5 behavior rather
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Figure 3.6 (Color online) Spin-lattice relaxation rate 1/T1 vs. temperature T measured at 75.5
MHz and 9.4 MHz. Two data sets at 9.4 MHz correspond to the measurements at
both the central peak and RHS edge positions below TN [see Fig. 3.4]. The solid
and dashed lines represent T 5 and T 3 behaviors, respectively.
than the T 3 behavior suggesting that the relaxation is mainly governed by the three-magnon
process. The lack of activated behavior down to 1.5 K indicates that the upper limit of ∆/kB
is 1.5 K.
At sufficiently high temperatures, 1/T1 due to local moments is T -independent and can be
expressed within the Gaussian approximation of the auto-correlation function of the electronic
spin as[126] : (
1
T1
)
T→∞
=
(γNgµB)
2
√
2piz′S(S + 1)
3ωE
(
Aahf
z′
)2
(3.4)
where ωE = [max(|J1|, |J2|)kB/~]
√
2zS(S + 1)/3 is the Heisenberg exchange frequency, z is the
number of NN spins of V4+ ion, z′ is the number of nearest-neighbor V4+ spins for a given
P site. The z′ in the numerator takes into account the number of nearest-neighbor V4+ spins
responsible for producing fluctuations at the P site. Using the relevant parameters, Ahf ' 9221
Oe/µB, γN = 1.08×108 rad s−1 T−1, z = 4, z′ = 2, g = 2, S = 1/2 , and the high-temperature
(150 K) relaxation rate of
(
1
T1
)
T→∞ ' 7270.6 s−1 for the P site in eqn. 3.4, the magnitude of the
exchange coupling is calculated to be J ' 9 K in good agreement with J ' 7.7 K determined
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from the thermodynamic data [102].
One can see in Fig. 3.6 that for T > 10 K a slight increase in 1/T1 was observed at 9.4
MHz compared to the data measured at 75.5 MHz. In order to check whether this difference
is due to the effect of spin diffusion, we measured 1/T1 at different applied fields at T = 15 K.
Long-wavelength (q ∼ 0) spin fluctuations in a Heisenberg magnet show diffusive dynamics. In
1D compounds, such spin diffusion results in a 1/
√
H magnetic field dependence of 1/T1, which
has been observed in (CH3)4NMnCl3, CuCl2.2NC5H5, and Sr2CuO3 [129][130][131]. On the
other hand, in 2D materials 1/T1 varies as log(1/H) [132]. In Fig. 3.7, 1/T1 is plotted against
−logH. A weak field dependence is observed. It can be fitted by the form 1/T1 = a + log(1/H),
where a is a constant. The linearity of the 1/T1 vs. log(1/H) dependence supports the 2D
nature of the compound. As shown in Fig. 3.8, 1/(χT1T ) above 10 K is T -independent and
Figure 3.7 (Color online) 1/T1 vs. −log10H measured at T = 15 K for Zn2VO(PO4)2. The
solid line is the fit by 1/T1 = a+ log10(1/H).
increases slowly below 10 K where the system begins to show antiferromagnetic short-range
order. The general expression for 1/T1T in terms of the dynamic susceptibility χM(~q, ω0):
1
T1T
=
2γ2NkB
N2A
∑
~q
|A(~q)|2χ
′′
M(~q, ω0)
ω0
(3.5)
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where the sum is over wave vectors ~q within the first Brillouin zone, A(~q) is the form factor of
the hyperfine interactions as a function of ~q, and χ′′M(~q, ω0) is the imaginary part of the dynamic
susceptibility at the nuclear Larmor frequency ω0. For q = 0 and ω0 = 0, the real component of
χ′M(~q, ω0) corresponds to the uniform static susceptibility χ. Thus the temperature-independent
1/T1T above 10 K in Fig. 3.8 demonstrates the dominant contribution of χ to 1/T1T . On the
other hand, a slight increase of 1/T1T below 10 K indicates the growth of antiferromagnetic
correlations with decreasing T . The symmetric location of phosphorous between the two
Figure 3.8 (Color online) 1/χT1T is plotted as a function of T at ν = 9.4 MHz.
V4+ spins implies that Ne`el type AFM spin fluctuations [~q = (±pi/a,±pi/b)] from neighboring
spins should be largely filtered out (|A(~q)|2 = 0) because the P nuclei interact with V4+ spins
having opposite directions (Fig. 3.1). When the coupling to the two V4+ spins is equivalent,
the AFM fluctuations do not contribute to 1/T1T . The residual enhancement of 1/T1T below
10 K reflects the asymmetry of the hyperfine couplings. This asymmetry is consistent with
the crystal structure of Zn2VO(PO4)2, where the P atoms are located on mirror planes run-
ning perpendicular to the (a + b) or (a) crystallographic directions. The tensor of hyperfine
couplings may change its orientation upon the reflection in the mirror plane, thus leading to
non-equivalent interactions between P and the up- and down-spins on the neighboring V4+
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ions.
Another point to be noted here is that in the 31P-NMR spectrum (Fig. 3.4), the central line
does not disappear completely even at the lowest measured temperature. NMR experiments
on many other compounds, especially on powder samples, are reported to show similar coexis-
tence of the high-T and low-T phases, e.g., in BaCuP2O7 [133], (Li,Na)VGe2O6 [134][135][136],
(Ca4Al2O6)Fe2(As1−xPx)2 [137], and BiMn2PO6 [120]. One could argue that the coexistence of
two phases is due to a spread of the transition temperatures within the polycrystalline sample,
but in such a case it is quite unlikely to observe a distinct peak in the temperature dependence
of 1/T1, as seen in Fig. 3.6. One possible origin of the central line is the impurity phases. In
order to check that, we measured 1/T1 below TN at the positions corresponding to the central
peak and the RHS edge of the spectra. The magnitude and the temperature dependence of
1/T1 at both positions are the same, which clearly suggests that the central peak is an intrinsic
feature of the sample and completely rules out the contribution of impurity phases. Another
possible origin of the central line could be the presence of crystal defects or local dislocations
in the polycrystalline sample.
3.1.4 Conclusion
Zn2VO(PO4)2 is a quasi-2D AFM square lattice with weak frustration due to AFM NNN in-
plane exchange coupling J2 and with a very small FM interplane exchange coupling. Growth of
short-range magnetic correlations is evidenced from a broad maxima in both Kiso-T and Kax-T
plots at ∼9 K and from the increase of 1/T1Tχ above TN. The compound exhibits long-range
ordering below the magnetic transition temperature TN ' 3.75 K. 31P-NMR spectra shows the
presence of a commensurate magnetic order in the system. From the dynamic NMR study
done the it is evident that in the ordered state relaxation is mainly driven by the three-magnon
process. A 2D nature of Zn2VO(PO4)2 is clear from the field dependence of 1/T1.
————————————————————————————————————
51
3.2 BaCdVO(PO4)2
The ambient-pressure NMR study in this section is based on the work published in [62].
3.2.1 Introduction
As discussed in chapter 2, the theoretically proposed J1−J2 phase diagram has interesting
aspects especially near the phase boundaries between long-range ordered (LRO) states[109].
While many compounds have been found to realize the LRO states [108][111] [Ferromagnetic
(FM), Ne´el Antiferromagnetic (NAF), and the Columnar Antiferromagnetic (CAF) ground
states], no compound has been observed to fall in the exotic phases separating these LRO
states. For J2/J1 ≈ 0.5 (for the AFM J1) a gapped spin singlet (dimerized) state, is proposed
to exist[138], while the intermediate state for the FM J1 is suggested to be a gapless nematic
state in the region -0.4 < J2/J1 < -0.7 from numerical exact diagonalization calculations[139].
On the contrary, recently Richter et al.,[140] pointed out from theoretical studies using a large-
scale exact diagonalization of finite lattice up to N = 40 and the coupled cluster method that
the CAF state is stable down to J2/J1 = -0.4 and the gapless nematic state does not exist.
Thus, apart from the fact that these phase boundaries provide huge opportunity for the study
of quantum spin liquid state[141], there lies a theoretical disagreement as to what are the
zero-temperature properties of the CAF-FM phase boundary.
BaCdVO(PO4)2, a member of the family of the vanadium phosphates, has a layered crystal
structure (Fig. 3.9) with a slightly distorted [142] square lattice arrangement of V4+ (3d1, spin
S = 1/2) cations. This compound has attracted much interest since it is considered to be a
prototype of the bond-frustrated S = 1/2 square lattice in the J1-J2 model. The exchange
interactions between V4+ spins in BaCdVO(PO4)2 were reported [108] to be J1 ≈ -3.62 K
(ferromagnetic) and J2 ≈ 3.18 K (antiferromagnetic, AFM) from magnetic susceptibility and
magnetization measurements. Long-range AFM ordering at TN ≈ 1 K was reported from
specific heat [108], magnetization [108][143] and muon spin resonance [124]. Based on the ratio
J2/J1 ≈ -0.88, the system is located close to the debatable phase boundary between CAF and
the gapless nematic phase[108]. In order to tune the ratio J2/J1, one can think of application
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of a high pressure (p). Up to now, the only reported high pressure study for the J2/J1 model
was on Li2VO(SiO4) (J2/J1 = 1.1 with J1 +J2 = 8.2 K) in which the ratio J2/J1 was reported
to decrease by about 40% at p = 7.6 GPa [144]. This triggered the interest in investigating
the ground state properties of BaCdVO(PO4)2 under ambient pressure and its evolution with
pressure with the help of the tool of NMR. We first discuss its magnetic properties under
ambient pressure and then show the effect pressure has on its magnetic properties.
P1O4 
P2O4 
VO5 
Ba 
Cd 
Figure 3.9 (Color online)Structure of BaCdVO(PO4)2 [108]
3.2.2 Experimental Details
Polycrystalline samples of BaCdVO(PO4)2 were synthesized by solid-state reaction using
BaCO3, CdO, V2O3, V2O5 and (NH4)2HPO4 with at least 99.9% purity. Details of the sample
preparation are given in Ref.[108]. The NMR measurements were conducted using pulsed NMR
techniques on 31P nuclei with nuclear spin I = 1/2 and gyromagnetic ratio γN/2pi = 17.2356
MHz/T in the T range 0.1 K≤ T ≤300 K using a 3He-4He dilution refrigerator (Kelvinox
MX100, Oxford instruments) installed at Ames Laboratory. A hybrid Be-Cu/NiCrAl clamp-
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type high-p cell (discussed in Chapter 1) was used to produce high pressure (p) on the sample up
to 2.3 GPa at room temperature. Daphne oil 7373 was used as the p-transmitting medium. The
sample pressure was calibrated using 63Cu nuclear quadrupole resonance (NQR) measurements
of Cu2O based on the p and T dependences of the Cu-NQR frequency reported previously
[145][146]. Figure 3.10 shows a typical example of T dependence of the sample p for our
pressure cell at four different pressures. The sample p decreases by about 0.25 GPa upon
cooling from room temperature to around 100 K. Below 100 K, the sample pressure is almost
independent of T . The NMR spectra were obtained by plotting the spin echo signal intensity
with sweeping the magnetic field at a constant frequency ν. The nuclear spin lattice relaxation
rate 1/T1 was measured at the P2 site by the single saturation pulse method and determined by
fitting the recovery curves versus time τ with a single exponential function exp[-(τ/T1)]. In the
case that this function did not work due to inhomogeneous distribution of 1/T1, we determined
the representative value of 1/T1 by using a stretched exponential function exp[-(τ/T1)
α].
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Figure 3.10 (Color online) Temperature profile of the sample pressure for the pressure cell
used.
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3.2.3 NMR Study under Ambient Pressure
Figure 3.11 shows the 31P-NMR powder spectrum at frequency ν = 70.3 MHz at various
temperatures. From the NMR viewpoint an important difference between the structure of
 ν = 70.3 MHz 
 H (T) 
Figure 3.11 (Color online) 31P-NMR spectra at different temperatures. The vertical line cor-
responds to the Larmor field H0 determined by the reference sample H3PO4.
Zn2VO(PO4)2 and that of BaCdVO(PO4)2 is the presence of two crystallographically inequiv-
alent P sites, P1 and P2 (Fig. 3.9) in the latter. The [VOPO4] layers, which extend parallel to
the ab-plane, are formed by the corner-sharing V4+O5 pyramids with P1O4 tetrahedra while
the other P-site forms isolated P2O4 tetrahedra lying between the [VOPO4] layers. The two
P-sites give rise to two distinct lines in the 31P-NMR spectrum which is similar to observed
spectra in isostructual Pb2VO(PO4)2 [109] and SrZnVO(PO4)2[114]. The narrow line around
the Larmor field H0 can be assigned to the P2 site lying between vanadium layers and the
other broad line is from the strongly-coupled P1 site. Each line has a characteristic shape
of the anisotropic powder pattern. With decreasing temperature, both lines broaden and the
broad line shifts to lower magnetic field, while the narrow line shifts to slightly higher magnetic
field. Figure 3.12 shows temperature (T ) dependences of the NMR shifts K. For the P1
site, the shifts along the a− and b−axes are the same within our experimental uncertainty
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Figure 3.12 (Color online) Temperature dependence of the NMR shift K (a, b and c axes)
for each P site. The inset shows temperature dependence of Kiso for the P1 site.
The solid line is the fit of Kiso by Eqs. (2) and (3).
and strongly positive and the shift along the c−axis is very small. For the P2 site, there is
a relatively small negative shift along the a− (and b−) axis and a small positive shift along
the c−axis. The NMR shift varies linearly with the spin susceptibility χ, and K(T ) can be
generally expressed in terms of χ(T ) as :
K(T ) = K0 +
Hhf
µBNA
χ(T ), (3.6)
where K0 is the temperature-independent chemical (orbital) shift, NA is the Avogadro number,
Hhf is the hyperfine field at the P site in Oe produced by the V
4+, S = 1/2 spins and χ/NA is
expressed in units of µB/(Oe spin). Shown in Fig. 3.13 is the K−χ plot with T as the implicit
parameter. From the slope of the K−χ plot, the hyperfine fields at the P sites are estimated to
be Ha = Hb = (3045±32) Oe and Hc = (149±21) Oe for P1 site. For P2, Ha = Hb = −(264±2)
Oe and Hc = (378 ± 6) Oe. The isotropic hyperfine field Hiso[= (Ha + Hb + Hc)/3] is then
(2080 ± 28) Oe for P1 and −(50 ± 3) Oe for P2. This was expected since from the structure of
BaCdVO(PO4)2, the P1 site is strongly coupled and the P2 site weakly coupled to the V
4+ spin
[108]. The isotropic component originates from the isotropic transferred hyperfine interaction
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(THI) from the V spin moments. The THI between the V and P1 ions is coming from the
P(3s)-O(2p)-V(3d) covalent bond in the [VOPO4] layers. The THI at the P2 site evidences
that the V 3d spins polarize the 3s electron spins at the P2 site via covalent bonds between the
O and P atoms, which will be responsible for three-dimensional magnetic interactions in the
system. These hyperfine fields are compared with Ha = (1882± 40) Oe, Hb = (1251± 42) Oe
and Hc = −(1642± 55) Oe for P1 site in the isostructural Pb2VO(PO4)2 and its anisotropy in
ab−plane is due to the distortion in the square lattice with lower crystal structure [109]. On
the other hand we did not detect any anisotropy in the ab−plane in BaCdVO(PO4)2 within our
experimental resolution. This indicates that the structural deviation from the square lattice is
smaller in BaCdVO(PO4)2 than in Pb2VO(PO4)2 which is consistent with the results from the
band structure calculations [142] where J ′1/J1 and J ′2/J2 for BaCdVO(PO4)2 are almost equal
to unity where J1 and J
′
1 make up the NN exchange couplings along the edges perpendicular
to each other and J2 and J
′
2 are the exchange couplings along the two diagonals of the square
lattice. Figure 3.14 shows the temperature dependence of the 31P-NMR spectrum below 4 K
Figure 3.13 (Color online) K − χ plot for all three orientations for each P site.
at ν = 13.8 MHz. The P1-NMR line was found to broaden abruptly below TN ∼ 1.05 K and
shoulder-like features are observed on either side of the P2 line. The broadening of the lines
is due to the presence of the internal field at the P sites. The symmetric broadening indicates
staggered moments in the antiferromagnetically ordered state below TN which is consistent
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Figure 3.14 (Color online) 31P-NMR field-swept spectrum at ν = 13.8 MHz under ambient
pressure. The dotted line is the position of the Larmor field H0. Below TN =
1.05 K, a symmetric broadening is seen due to AFM ordering of the V spins.
with the CAF ordered state. Fig. 3.15 shows the temperature dependence of the internal field
(Hint) at the P2 site measured at ν = 46 MHz, where a sudden increase of Hint just below TN
can be observed. Hint has been estimated by subtracting the line-width just above TN from
the observed line-width below TN =1.04 K. Since the Hint is proportional to the V
4+ sublattice
magnetization, it is possible to estimate a critical exponent for the magnetic transition which
depends on the spin and lattice dimensionalities. The critical exponent β is, as shown by red
line in the figure, roughly estimated to be 0.35 by fitting the data with the power law Hint(T ) =
H0(1−T/TN)β. Although it is relatively difficult to determine the precise value of β, we can say
58
that the β value is close to that for a 3-dimensional Heisenberg model (β = 0.33-0.367) [147][148]
rather than that for a 2-dimensional XY model (β = 0.231) [149] as shown by black line. Thus
we consider the magnetic phase transition has a 3-dimensional nature. Figure 3.16 shows the
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Figure 3.15 (Color online) Internal field Hint calculated from the line-width of the spectrum.
The lines are fits to eqn. : Hint(T ) = H0(1 − T/TN)β. The solid red line corre-
sponds to β = 0.35 and the dotted black line corresponds to β = 0.231.
temperature dependence of the 31P-nuclear spin-lattice relaxation rate 1/T1 measured at the
peak position of the narrow line (P2 site). Above 2 K, 1/T1 is temperature-independent due to
the exchange-narrowed hyperfine interactions between the V spin moments in the paramagnetic
state. With lowering temperature close to TN = 1.05 K, 1/T1 increases and shows a divergent
behavior due to critical slowing down of spin fluctuations. As shown in the inset of Fig. 3.16
the divergent behavior of 1/T1 is approximately fitted by 1/T1 ∼ −α with  = (T − TN)/TN
(TN = 1.05 ) and α is estimated to be 0.77 ± 0.04 which, within the error bar, is equal to the
value of 0.8 expected for a two-dimensional (2D) Heisenberg system.
In general, critical fluctuations at the antiferromagnetic wave vector dominate near the
antiferromagnetic ordering temperature. To see these effects, it is useful to re-plot the data by
changing the vertical axis from 1/T1 to 1/T1Tχ as shown in Fig 3.17. 1/T1T can be expressed
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Figure 3.16 (Color online) Temperature dependence of 1/T1 for the P2 site at 13.8 MHz. The
inset shows the plot of 1/T1 vs  = (T−TN)/TN. The solid line is a fit as described
in the text.
in terms of the dynamic susceptibility χM(~q, ω0) per mole of electronic spins as [109][150]:
1
T1T
=
2γ2NkB
N2A
∑
~q
|A(~q)|2χ
′′
M(~q, ω0)
ω0
(3.7)
where the sum is over the wave vectors ~q within the first Brillouin zone, A(~q) is the form
factor of the hyperfine interactions and χ′′M(~q, ω0) is the imaginary part of the dynamic sus-
ceptibility at the Larmor frequency ω0. A plot of 1/T1Tχ versus T shows the relative mag-
nitude of
∑
~q |A(~q)|2χ′′M(~q, ω0) as compared to the uniform susceptibility χ(0,0). For high
temperatures above 3 K, 1/T1Tχ is a constant showing that the temperature dependence of∑
~q |A(~q)|2χ′′M(~q, ω0) is equivalent to that of χ(0,0). With decrease in temperature, 1/T1Tχ
starts to increase. This implies dominance of
∑
~q |A(~q)|2χ′′M(~q, ω0) over χ(0,0), which is due to
a growth of antiferromagnetic correlations. Thus we conclude that 2D antiferromagnetic spin
fluctuations play an important role for driving the long range antiferromagnetic ordering in the
system. Since the AFM ordered state must be columnar type, it is most likely that the spin
correlations originate from the ~q = QCAF component.
Below TN, 1/T1 in Fig. 3.16 decreases sharply and levels off at low temperatures below
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Figure 3.17 (Color online) 1/T1Tχ plotted as a function of temperature.
∼ 0.3 K. Similar behavior is observed in the temperature dependence of the muon relaxation
rate λ in BaCdVO(PO4)2 [124]. The constant relaxation rates at low temperatures indicate
temperature-independent spin fluctuations, which is characteristic of a frustrated spin system
with a degenerate ground state.
3.2.4 NMR Study under High Pressure
The essence of our results are summarized in Fig. 3.18, the first established magnetic phase
diagram of BaCdVO(PO4)2 under pressure. The magnetic transition temperature, TN, slightly
increases with increasing magnetic field, H, and is reduced with further increase of H and
finally suppressed completely above a magnetization saturation field HS ≈ 4.2 T at T = 0.5
K under ambient pressure [108]. With the application of high pressure (p), although TN varies
only slightly with p at low magnetic fields, HS (T = 0.1 K) decreases drastically to 2.9 T
under p = 0.74 GPa and to 0.7 T under p = 2.05 GPa. The extrapolation to a higher pressure
indicates that HS should vanish at p ≈ 2.35 GPa. From the J1 − J2 analysis (shown later) we
suggest that there is no signature of gapless nematic state for |J2/J1| down to 0.62.
Broadening of the NMR lines below TN similar to the case under ambient pressure is ob-
served under high pressures indicative of the CAF ordered state under pressure. Under high p,
the spectrum remains almost similar except for a noticable change in the NMR shift. The NMR
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Figure 3.18 (Color online) H-P -T Phase Diagram of BaCdVO(PO4)2. The solid sqaures mark
upper limit for the HS for each pressure. The dotted lines are added to mark the
approximate position of TN at H = 0.
shift consists of two major contributions, the T -independent orbital part Ko and T -dependent
spin part Ks:
K(T ) = Ko +Ks(T ) (3.8)
The T -dependence of spin contribution of the isotropic part of the NMR shift Kiso,s for the P1
site is shown in Fig. 3.19. With decreasing T , Kiso,s increases and shows a broad peak at Tmax
= 2.6 K at H = 0.8 T.
A broad peak in the T dependence of NMR shift or susceptibility is a characteristic of the
low dimensional spin system with an antiferromagnetic interaction JAF. In a non-frustrated
S = 1/2 antiferromagnetic square lattice system, the Tmax is expected at Tmax = 0.95 JAF
[151][152]. However, it should be noted that Tmax in χ is reduced by the application of the
magnetic field. In fact, as has been reported, Tmax in χ decreases from 2.7 K at H = 0.1 T to
2.55 K at H = 1 T and to 2.08 K at 2 T [108]. Tmax(H) obtained from χ data, represented by
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Figure 3.19 (Color online)T dependence of the NMR shift under different pressures. The
experimental data for p ≤1.45 Pa are fitted with the normalized χtheoretical to fit
the high-T region of the data (shown by the dotted lines)
the black filled circles in Fig. 3.20a, is plotted as a function of H normalized by the saturation
magnetic field Hs = 4.2 T under ambient pressure [108]. In the plot, Tmax(H) is normalized by
Tmax(H = 0) = Tmax(0) = 2.7 K measured at the lowest magnetic field H = 0.1 T. The values
for Tmax(0) were chosen to make the Tmax(H)/Tmax(0) values, obtained from the Kiso,s(T ) data,
fall on the smooth curve obtained from the χ data as shown in the Fig. 3.20a. Tmax(0) is seen
to to be suppressed by p [Fig. 3.20b] indicating decrease of the AFM correlations with p.
The application of p not only leads to the suppression of Tmax, but also enhances the
magnitude of Kiso,s dramatically at low-T [Fig. 3.19]. The NMR shift varies linearly with the
spin susceptibility χs :
Kiso,s(T ) =
Hiso
NAµB
χs(T ). (3.9)
Thus, the increase of Kiso,s with increasing p is due to an increase of hyperfine coupling field
and/or an increase of χs with p. In order to see the p effects on χs we have calculated it using
the High-Temperature Series Expansion (HTSE) method (eqn. 3.10) with appropriate change
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Figure 3.20 (Color online) (a) The solid circles indicate the Tmax(H)/Tmax(0) values obtained
from susceptibility data. The hollow symbols are the values obtained from the
Kiso,s data. (b) p dependence of Tmax(0).
of J1 and J2/J1 values and found that they change by less than 5%. Thus, the increase of Kiso,s
with increasing p is mainly due to the increase of hyperfine coupling field. By using the χs
data under the ambient pressure we estimated Hiso (Fig. 3.21) under different pressures. The
hyperfine field originates from the isotropic transferred hyperfine interaction (THI) due to the
V spin moments. The P(3s)-O(2p)-V(3d) covalent bond in the [VOPO4] layers gives rise to the
THI between V and P1. Thus the increase of the THI would be consistent since one expects
that the application of high pressure will reduce the unit cell volume which in turn will lead to
an increase of the strength of the covalent bond.
χs in the high temperature regime can be fitted by the High-Temperature Series Expan-
sion (HTSE) proposed for the S = 1/2, J1-J2 Heisenberg model [153] using cluster expansion
methods:
χs(T, J1, J2) =
NAg
2µ2B
kBT
9∑
n=0
(
J1
kBT
)n n∑
m=0
cm,n
(
J2
J1
)m
(3.10)
The HTSE of χs is a function of T , J1 and J2. With the inclusion of a proportionality factor,
eqn. 3.10 should also fit Kiso,s data in high-T region due to eqn. 6.1. Thus, the increase of the
Kiso,s with application of pressure might be attributed to the variation of the values of J1 and
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Figure 3.21 (Color online) The isotropic part of the hyperfine field Hiso vs pressure for P1 site
J2 with pressure. To fit the experimental data we introduce reduced dimensionless variables:
t ≡ kBT|J1| , χ˜ ≡
χ|J1|
NAg2µ2B
(3.11)
In the reduced units the eqn. 3.10 becomes:
χ˜(t, J1, J2) =
1
t
9∑
n=0
(
± 1
t
)n n∑
m=0
cm,n
(
J2
J1
)m
(3.12)
where the + sign is used for an antiferromagnetic J1 > 0, and the - sign is used for a ferro-
magnetic J1 < 0. We rearrange eqn. 3.12 such that in the limit of high-T , the left-hand side of
eqn. 3.13 becomes equal to unity due to the Curie law χ = C/T .
4χ˜t = 4
9∑
n=0
(
± 1
t
)n n∑
m=0
cm,n
(
J2
J1
)m
(3.13)
We use Pade´ Approximants of the HTSE (eqn. 3.13) to fit the experimental data which
allows us to do a more precise fitting in a broader range of temperature. We construct sus-
ceptibility for various J1 and J2/J1 values in conjunction with the constraint of the saturation
field, HS for different pressures using the PadeApproximant utility in Mathematica. A Pade´
Approximant, Pade´[p, q](1/T ) ≡ P (1/T )/Q(1/T ), is a ratio of two polynomials P and Q of
order p and q in 1/T respectively, such that p + q ≤ r where r is the order of the polynomial
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whose Pade´ Approximant we are evaluating. As for the HTSE defined by eqn. 3.10, r = 9, thus
we can use the following combinations of [p, q] : [5,4], [4,5], [4,4], [4,3], [3,4] and so on. For our
final analysis we have used [4,4] due to a better agreement in fitting as compared to [4,5] or
[5,4] both for the suceptibility data (Fig. 3.22a) and the NMR shift data (Fig. 3.22b). We
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Figure 3.22 (Color online) Theoretical fitting with χtheoretical using Pade´ Approximant with
different [p, q] combinations for (a) χ and for (b) Kiso,s under ambient pressure.
The labels “[p, q]” indicate χtheoretical normalized with the peak position of Kiso,s
construct the theoretical susceptibility, χtheoretical, from the Pade´ Approximant of 4χ˜t given by
eqn. 3.13 for different combinations of J1 and J2 with the constraint of the saturation field HS.
Thus,
χtheoretical =
NAg
2µ2B
4kBT
χPade(t, J1, J2); (3.14)
where χPade = 4χ˜t defined in equation 3.13. Throughout this analysis we have assumed g =
1.968[108] and that it does not change with pressure.
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From the linear-spin-wave theory for an infinite system HS is given by[154]:
HS =
zSJc
gµB
[
cos φ
(
1− 1
2
(cos Qx + cos Qy)
)
+ sinφ
(
1− cos Qxcos Qy
)]
,
(3.15)
where z is the number of nearest neighbors, Jc =
√
J21 + J
2
2 and φ = tan
−1(J2/J1) and ~Q is the
AFM ordering vector. For BaCdVO(PO4)2, z = 4, S = 1/2, ~Q is [0, pi]. Thus, HS simplifies
to:
HS =
2
gµB
(J1 + 2J2) (3.16)
The value of HS obtained from this equation agrees very well with the experimentally obtained
value without the introduction of the interplane coupling J⊥ which is negligible (∼ 10−4) for
this class of compounds. Note that J1 and J2 have opposite signs and it is not possible to
trivially comprehend the p dependence of J1 and J2 solely from the behavior of HS with p.
Fig. 3.19 and Fig. 3.23 show the fitting of experimental data of Kiso,s with the χtheoretical
normalized with it’s value at the peak. The normalized χtheoretical fits the experimental data
(Kiso,s) very well, for various J1 and J2 values, from the room temperature down to 5 K for all
the pressures up to 1.45 GPa. Under ambient pressure, the values of J1, J2 and J2/J1 obtained
from this analysis agree with their previously obtained values[108] within the error bar. Since
the Kiso,s loses its identity below TN all the analyses are done between TN ∼ 1 K and room
temperature. Under pressures higher than 1.45 GPa, the Kiso,s did not show any peak down to
1 K. Thus an unambiguous determination of the exchange coupling strengths was not possible
for p >1.45 GPa from this analysis. We evaluated the values of J1 and J2 under different
pressures by first reproducing the peak position of Kiso,s with χtheoretical. Next we did a similar
analysis but this time concentrating on fitting the experimental data in the high temperature
region. Both fitting are shown in the figure 3.23. The values for the J1, J2 and J2/J1 under
different pressures from the two different analyses are tabulated in Table 3.2.
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Figure 3.23 (Color online) Pade´ Fitting under different pressures from ’Peak’ Analysis (a-c)
and from ’High-Temperature’ analysis (d-f).
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Table 3.2 Estimation of values of J1, J2 and J2/J1 from the two analyses
Analysis Pressure (GPa) J1 (K) J2 (K) J2/J1
Peak 0 -4.45 ± 0.45 3.55 ± 0.22 -0.8 ± 0.03
0.74 -6.97 ± 2.61 4.44 ± 1.31 -0.66 ± 0.06
1.45 -5.00 ± 1.25 3.06 ± 0.62 -0.62 ± 0.02
High− T 0 -4.45 ± 0.45 3.55 ± 0.22 -0.8 ± 0.03
0.74 -3.85 ± 0.95 2.89 ± 0.48 -0.77 ± 0.06
1.45 -1.93 ± 0.32 1.53 ± 0.16 -0.80 ± 0.05
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Figure 3.24 (Color online) p dependence of (a) the frustration ratio J2/J1 and (b) the exchange
interactions J1 and J2 from two different analyses
Fig 3.24 shows how the J1, J2 and J2/J1 vary according to the two analyses done. From the
peak position analysis, the ratio of J2/J1 seems to be decreasing with increase in pressure, and
the magnitudes of J1 and J2 have a weak p dependence. |J2/J1| is seen to decrease with pressure,
from ∼ 0.8 under ambient pressure to ∼ 0.6 under p = 1.45 GPa. This indicates that with
pressure the frustration ratio decreases and the system shifts more towards the questionable
boundary between the CAF and the FM state in the J1−J2 phase diagram. From the analysis
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in the high-T , the ratio J2/J1 is almost constant for all pressures, and the magnitudes of both
the exchange constants J1 and J2 decrease with pressure.
Thus, the two analyses gives us very different scenarios of the effects of pressure on this
compound. Fig. 3.25 shows the Tmax obtained from the χtheoretical as a function of |J2/J1|. This
theoretical model does not work for |J2/J1| < 0.6. It shows that for both the analyses, viz.
“Peak position” analysis as well as “High-T” analysis, the Tmax decreases with p. But there
is no clear way to figure out which analysis gives the correct trend of the behavior of |J2/J1|
with p only on the basis of the static study done. Thus, we look in to the dynamic study of
the system to search for answers to clear this ambiguity.
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Figure 3.25 (Color online) Tmax vs |J2/J1|.
Figures 3.26 (a-e) show the T and H dependence of the 31P spin-lattice relaxation rate,
1/T1, measured at the peak position of the narrow line (P2 site) under different pressures. At
high temperatures, 1/T1 is temperature-independent due to the exchange-narrowed hyperfine
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interactions between the V spin moments in the paramagnetic state. On lowering the temper-
ature close to TN, 1/T1 increases and shows a divergent behavior due to critical slowing down
of spin fluctuations. The columnar type antiferromagnetic spin fluctuations play an important
role for driving the long range antiferromagnetic ordering in the system. The peak in the T
dependence of 1/T1 is suppressed as the magnetic field approaches the saturation fields. But
the CAF phase transition can still be clearly identified by the sudden decrease in 1/T1 just
below TN. Thus the H and p dependence of TN (Fig. 3.29) is determined precisely from 1/T1
measurements under different fields for all the pressures. The TN is also determined from the
T -dependence of β, marked by sharp dips in β − T plots (Fig. 3.26) under different H and
different p.
Below TN, 1/T1 in figure 3.26 decreases under all pressures but levels off below 0.3 K to
0.4 K under ambient pressure and under p ≥ 1.61 GPa. The T -independent behavior of 1/T1
at low temperatures cannot be simply attributed to impurity spin effects because 1/T1 under
0.74 GPa and 1.45 GPa at the same magnetic field H = 0.8 T shows a different T dependence.
The T -independent behavior below TN is also observed in the temperature dependence of
the muon relaxation rate λ in BaCdVO(PO4)2 [124]. The constant relaxation rates at low
temperatures indicate temperature-independent spin fluctuations, which is a characteristic of
a frustrated spin system with a degenerate ground state. For the intermediate pressures 0.74
GPa, 1.45 GPa and for high enough applied field (H/Hs ≈ 0.65) under 1.61 GPa, 1/T1 is
roughly proportional to T 2.7 below TN as shown by solid lines in the figures 3.26 b-d. This
T dependence is very similar to the T 3 dependence observed in Pb2VO(PO4)2 [109]. The
T 3 behavior below TN is explained by the two-magnon Raman scattering process for nuclear
relaxation in a 3-dimensional antiferromagnet [128].
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Figure 3.26 (Color online) T dependence of the 31P spin-lattice relaxation rate at the P2
site at different applied magnetic fields and different pressures. While the solid
lines indicate T 2.7 behavior of 1/T1, the dotted lines show the thermal activated
behavior (1/T1 ≈ exp(−∆/kBT ))
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Figure 3.27 (Color online)T -dependence of β under different fields for p = 0 GPa, 0.74 GPa,
1.45 GPa, 1.61 GPa and 2.05 GPa. The TN is marked with an arrow shown in
the figure.
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Table 3.3 Estimation of ∆ from T1 data and its comparison with gµBH
Pressure Hs(T) Applied F ield gµBH/kB ∆/kB (K)
(GPa) H (T) (K) from T1 data
0.74 2.9 4.00 5.29 5.00
1.45 1.7 1.87 2.47 1.50
4.08 5.39 5.30
1.61 1.4 1.56 2.06 1.45
3.66 4.84 4.81
1.88 0.7 0.87 1.15 1.25
3.67 4.85 4.82
2.05 0.7 0.87 1.15 1.30
3.67 4.85 4.89
Above saturation magnetic field, 1/T1 does not show a clear peak or sudden decrease but
rather decreases gradually at low temperatures due to a crossover from the paramagnetic state
to a fully polarized spin state. In the polarized state, 1/T1 is found to follow a thermal activated
behavior 1/T1 ≈ exp(−∆/kBT ) as shown by broken lines in the figures 3.26 b-e. The magnitude
of ∆/kB under different pressures and fields are listed in Table 3.3. 1/T1 originates from thermal
fluctuations of spin moments which corresponds to the deviation of spin moments from fully
polarized state. In this case, 1/T1 is known to be proportional to the derivative of the Brillouin
function dBJ(x)dx [119] and follows a thermally activated behavior 1/T1 ≈ exp(−gµBBJ(x)/kBT )
[119]. The values for ∆ are in a good agreement with the corresponding values for the Zeeman
energy gµBH except for the cases of p = 1.45 GPa; H = 1.87 T, and p = 1.61 GPa; H = 1.56
T , i.e. in the vicinity of the corresponding saturation fields for the two intermediate pressures.
The analysis of J1 and J2 from the isotropic NMR shift is not conclusive since the two
different methods give dissimilar p-dependence of the exchange couplings. In order to resolve
that we try to estimate the p-dependence of the exchange couplings from 1/T1 measured at the
P2 site. Following a similar approach given in [109], in the high-temperature limit (thermal
energy > exchange energy), the nuclear spin-lattice relaxation rate according to Moriya [126]
is given by,
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(
1
T1
)
T→∞
=
(γNgµB)
2
√
2piz′S(S + 1)
3ωE
[(Aahf
z′
)2
+
(
Achf
z′
)2
2
]
(3.17)
where ωE = [max(|J1|, |J2|)kB/~]
√
2zS(S + 1)/3 is the Heisenberg exchange frequency, z is
the number of NN spins of V4+ ion, z′ is the number of nearest-neighbor V4+ spins of the P2
site. We measured 1/T1 at the position which corresponds to θ = 90
◦ (θ is the angle between
the quantization axis (c -axis) and the direction of the applied field) in the powdered pattern
spectrum for the P2 site. Thus, the hyperfine couplings in the ac (or the bc) plane, i.e. Aahf
and Achf are used in the above equation. For the P2 site in BaCdVO(PO4)2 system, the values
used are z′ = 1, S =1/2, z = 4. Using the values for Aahf , A
c
hf and 1/T1 (Table 3.4) under
the different pressures the p-dependence of the exchange coupling J ∼ max(|J1|, |J2|) were
estimated. Fig. 3.28 shows that the exchange coupling is nearly independent of pressure.
Table 3.4 Jcalculated
Pressure Aahf A
c
hf 1/T1 Jcalculated
(GPa) Oe/µB Oe/µB sec
−1 (K)
——– —— ——— ———— —————–
0 -264.0 378.0 31.7 5.3
0.74 -217.6 428.1 36.9 4.0
1.45 -285.6 399.3 39.9 5.1
1.61 -173.7 467.1 40.6 3.8
1.88 -200.4 325.4 37.9 5.6
2.05 -233.9 390.7 37.6 5.1
From this analysis it is evident that either or both of the exchange couplings J1 or J2 must
be having a weak p dependence. Looking back at the analyses done from the NMR shift, the
“Peak” position analysis seems to be more favorable. According to that analysis J1 and J2 are
vary weakly with pressure and the frustration ratio |J2/J1| decreases from ∼ 0.8 under ambient
pressure to ∼ 0.6 under p ∼ 1.45 GPa. TN is identified with the temperature at which the system
goes into the long-range ordered state, thus the explanation of the p-independent behavior of
TN (Fig. 3.29) requires the additional knowledge of strength of the exchange coupling between
the magnetic layers J⊥. Although J⊥ is negligible, application of pressure might result in the
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Figure 3.28 (Color online) p-dependence of the exchange coupling calculated from the high-
-temperature 1/T1
change of J⊥ resulting in the observed behavior of TN. The reduction of Tmax with pressure
can be attributed to the suppression of the |J2/J1| and a reduction of energy scale at which the
short-range correlations start to emerge, which is indicative of the system moving towards a
less ordered state or a state with less AFM character. Indeed the reduction of the ratio |J2/J1|
(Fig. 3.29) does lead to the questionable boundary between the CAF and the FM states. The
extrapolation of HS shows that at p ≈ 2.35 GPa, the saturation field must completely vanish
resulting in the absence of the CAF region in the phase diagram which indicates that the
ground state will be a new phase. The question as to whether this new phase is an FM phase
or some disordered phase requires further experiments under p > 2.35 GPa.
We are curious to study magnetic properties of BaCdVO(PO4)2 around 2.35 GPa at low
temperatures to investigate the existence of the gapless nematic state. However, our clamp-
type pressure cell modified for the dilution refrigerator would have a maximum limit of the
pressure ≈ 2 GPa at low temperatures and would not reach 2.35 GPa. Higher pressure studies
at low temperatures are highly required to confirm our proposal.
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Figure 3.29 (Color online) Effect of pressure on the magnetic transition temperature TN and
the magnetization saturation field Hs. From the plot Hs = 0 at p ≈ 2.35 GPa
3.2.5 Conclusion
We have conducted 31P-NMR measurements under high pressures and low temperatures on
BaCdVO(PO4)2. The frustration in this compound is much higher than in Zn2VO(PO4)2 due
to the comparable in-plane exchange couplings with opposite signs (J2/J1 ' −0.88). The in-
plane anisotropy being negligible, this compound can be considered very close to an ideal J1−J2
model. AFM short-range correlations start emerging above 1 K as seen from the broad peak
of Kiso and increase of 1/T1Tχ above TN. The transition to a magnetically long-range-ordered
(LRO) state at ' 1 K is driven by the very small but finite intra-plane exchange coupling
J⊥. The in-plane exchange couplings are ∼ 3 K. The suppression of TN originates from the
effects of frustration. This compound lies in the vicinity of the very interesting but unidentified
phase between Columnar AFM (CAF) phase and FM phase. Thus, we applied pressure on this
compound to study its effects on J1 and J2. The first experimentally evidenced H-P -T phase
diagram for FSL vandates has been established through this work (Fig 3.18). Under ambient
pressure, TN increases slightly with H from 0 to ≈ 2 T and then decreases with further increase
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in the field. The slight increase of TN at low magnetic field is considered to be due to the
suppression of quantum fluctuations by the applied magnetic field. Then, once the magnetic
field is strong enough to suppress the antiferromagnetic ordering, TN is reduced and finally
suppressed completely. With further increase in the field, the system is in a fully polarized
spin state where all the spins orient themselves along the applied magnetic field. The ground
state does not change from the CAF state with application of pressure up to 2.05 GPa, but the
saturation field decreases strongly. The extrapolation of the saturation field (Fig 3.29) shows
that HS should completely vanish at p ≈ 2.35 GPa. Pressure does not have any significant
effect on TN. The NMR shift and the nuclear spin-lattice relaxation measurements lead us
to the conclusion that while J1 and J2 vary slightly with pressure and the frustration ratio
(|J2/J1|) decreases to 0.62 under a pressure of 1.45 GPa. Study of this material under p > 2.35
GPa might yield answer to whether the system goes to the FM state via a first-order phase
transtion or reaches a phase with a very novel ground state. Our experimental limitations
allowed us to do measurements only up to 2.05 GPa in low temperatures. But it is clear that
the results obtained have paved way for the experimental realization of the ground state of the
very mysterious phase boundary in the J1 − J2 model.
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CHAPTER 4. ITINERANT QUASI-2D SYSTEMS
4.1 CaFe2As2
This chapter is based on work published in [155] and [156].
4.1.1 Introduction
CaFe2As2 is a member of the family of high-Tc iron pnictides with the common formula
AFe2As2 (known as “122” systems) and with a structure (Fig. 4.1) similar to that of ThCr2Si2
at room temperature [157]. It exhibits a collinear ‘stripe’-type anitferromagnetic (AFM) ground
state below TN = 170 K, typical for the parent compound of this “122” series of superconduc-
tors (TN = 139(3) K for BaFe2As2[158], TN = 212(8) K for SrFe2As2[159], TN ≈ 190 K for
EuFe2As2[160]). A simultaneous structural transition from a high-temperature (HT ) tetrago-
nal (T ) phase to a low-temperature (LT ) orthorhombic (O) phase occurs at 170 K along with
the magnetic one[161][162][163].
Doping with Co or Ni induces superconductivity in CaFe2As2 with Tc up to 15 K [163]
[164] [165] [166]. Application of pressure changes the LT AFM O phase to a non-magnetic
collapsed-T (c-T ) phase. [163][167][168][169]. The c-T phase in CaFe2As2 is a non-magnetic
phase with a reduction in the tetragonal c-axis by 10% from the value at HT [170][171][156].
Apart from doping and pressure application, different heat treatment conditions yield different
magnetic or non-magnetic states in CaFe2As2[166][156]. Preparation of sample with various
heat treatments controls the strains inside a crystal grown out of excess FeAs due to formation
of nanoscale precitipates. While CaFe2As2 annealed at 400
◦C for 24 hours undergoes a phase
transition from the HT -T paramagnetic (PM) state to the LT -O AFM state at TN ≈ 170 K
(similar to the case where crystals are grown with Sn flux), CaFe2As2 grown out of excess FeAs,
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Figure 4.1 (Color online) Structure of AFe2As2 from [157] and [172]
quenched from 960 ◦C to room temperature, exhibits a transition to the cT nonmagnetic phase
below Ts ≈ 95 K.
Recently, absence of magnetic fluctuations in the nonsuperconducting cT phase was evi-
denced by the inelastic neutron scattering (INS)[173] and angle-resolved photoemission spec-
troscopy (ARPES) [174] study. This indicates that spin fluctuations are a necessary ingredient
for unconventional SC in the iron pnictides. Nevertheless, INS measurements, probing mainly
high-energy spin dynamics (order of Kelvin), could not exclude the presence of magnetic fluctu-
ations completely in very low-energy regions such as a milli-Kelvin order which led us to utilize
the technique of nuclear magnetic resonance (NMR) and nulcear quadrupole resonance (NQR)
to detect low-energy spin dynamics in CaFe2As2 prepared with different heat treatments.
Prior 75As-NQR studies showed a T -independent behavior of 1/T1T [175][176] in the c-T
phase in CaFe2As2 under a pressure of 10.8 kbar, indicating the absence of the superconducting
state in the c-T phase. Ma et al. [177] have carried out 75As-NMR in Pr-doped CaFe2As2 and
found a large increase in a nuclear quadrupole frequency νQ in the LT c-T phase, similar to the
case of 75As-NMR in the quenched CaFe2As2 [156]. They have also reported the T dependence
of 1/T1 in the c-T phase showing a broad peak at ∼25 K, which is attributed to originate from
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Pr3+ spin dynamics, and not due to the spin correlations of Fe spins. Given these results, a
detailed study of static and dynamic spin correlations in the c-T phase of CaFe2As2 measured
under ambient pressure is intriguing and important, and also would provide some clues about
the origin of superconductivity (SC) in the c-T phase of (Ca1−xSrx)Fe2As2 with Tc ∼ 22 K in
[178] and (Ca1−xRx)Fe2As2 (R ≡ Pr, Nd) with Tc > 45 K in [179], as well as for the observation
of SC in other carrier-doped CaFe2As2 [180][181][182].
Using conventional high-temperature growth techniques[183][184], single crystals of CaFe2As2
were grown out of FeAs flux [166][156] which were used in this NMR study. We compare crys-
tals grown by using two different heat treatments. The “as-grown” sample where the crystals
were prepared by quenching from 960◦C to room temperature, and “annealed” sample where
the crystals were annealed at 400◦C for 24 hours and then quenched to room temperature
[166][156].
In the next section, we discuss about 75As-NMR ad NQR measurements done on both
“as-grown” and “annealed” crystals of CaFe2As2 to compare their electronic and magnetic
properties due to different heat treatments and also to investigate the characteristics of c-T
phase in CaFe2As2. From the NMR and NQR study it is seen that while the “annealed”
CaFe2As2 undergoes a phase transition from the HT T paramagnetic state to a LT O AFM
state at TN ∼ 170 K, the “as-grown” crystal shows a HT T - LT c-T phase transition at Ts ∼
96 K. From the T dependence of 1/T1, stripe-type AFM spin correlations are realized in the
HT T phase. On the other hand, no trace of the AFM spin correlations can be found in the
nonsuperconducting LT c-T phase, demonstrating a quenching of Fe moments in the LT c-T
phase from a microscopic viewpoint. These results are consistent with the recently reported
INS [173] and ARPES [174] results.
4.1.2 Experimental Details
Single crystals of CaFe2As2 were prepared under different heat condicitons. The sample
referred to as “as-grown” is a single crystal of CaFe2As2, prepared by quenching from 960
◦C to
room temperature. Another single crystal of CaFe2As2 was prepared by annealing at 400
◦C for
24 hours and then quenching it to room temperature, which is reffered to as “annealed” sample.
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Details of the growth, annealing, and quenching procedures are reported in Refs.[166][156].
NMR and NQR measurements were carried out on 75As (I = 3/2, γ/2pi = 7.2919 MHz/T,
Q = 0.29 Barns) by using a homemade, phase-coherent, spin-echo pulse spectrometer. The
75As-NMR spectra were obtained by sweeping the magnetic field H at a fixed frequency ν
= 51 MHz, while the 75As-NQR spectrum in zero field was measured in steps of frequency
by measuring the intensity of the Hahn spin echo. The magnetic field was applied parallel
to either the crystal c-axis or the ab-plane. The 75As-1/T1 was measured with a saturation
recovery method. The 1/T1 at each T was determined by fitting the nuclear magnetization
M versus time t using the exponential functions 1-M(t)/M(∞) = 0.1 e−t/T1 + 0.9 e−6t/T1
for 75As-NMR, and 1-M(t)/M(∞) = e3t/T1 for 75As-NQR, where M(t) and M(∞) are the
nuclear magnetization at time t after the saturation and the equilibrium nuclear magnetization
at t→∞, respectively.
4.1.3 NMR Study
Fig. 4.2a and 4.2b show field-swept 75As-NMR spectra for the “annealed” and the “as-
grown” CaFe2As2 samples respectively at 51 MHz for the field applied along the c-axis (H ‖ c)
and along the ab-plane (H ‖ ab). In the HT T phase we witness a spectrum split into three
lines (sharp central line and two satellites) by quadrupole interaction typical for a nucleus with
I = 3/2 in a non-cubic environment. The observed quadrupole-split NMR spectra can be
reproduced (shown by the blue lines in the Fig. 4.2 and the red lines in Fig. 4.3) by the spin
Hamiltonian with the Zeeman term and the quadrupolar term:
H = γN~~I · ~Heff + hνQ
6
[3I2z − I(I + 1)] (4.1)
where ~Heff is effective field at the As-site (external field + hyperfine field ~Hhf), h is the Planck’s
constant, and νQ = eQVzz/2h is the nuclear quadrupole frequency with Q being the quadrupole
moment of the As nucleus, Vzz is the EFG at the As site (discussed in detail in chapter 1).
Although the “as-grown” CaFe2As2 sample shows a similar quadrupole-split NMR spectra
(Fig. 4.2b) at T > 96 K, the observed νQ ∼ 18 -18.5 MHz at T = 140 - 110 K is larger than
that in the “annealed” crystal (νQ ∼ 13.7 MHz at 200 K).
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Figure 4.2 (Color online) 75As-NMR spectra measured at ν = 51 MHz for (a) 400◦C “an-
nealed” CaFe2As2 crystal and (b) for the “as-grown” CaFe2As2 crystal. Black and
blue lines are observed and simulated spectra, respectively. Expected lines above 9
T are not measured due to the limited maximum magnetic field for our SC magnet.
(c) 75As-NQR spectrum at T = 4.2 K and H = 0 T.
The satellite linewidth, which reflects the distribution of electric field gradient (EFG) due
to defects or lattice distortion, is significantly larger in the case of “as-grown” sample than
in the “annealed” sample. To reproduce the linewidth, one needs to introduce ∼ 15% distri-
bution (∆νQ = 2.7 MHz) in “as-grown” sample at T = 110 K as shown by the red curves
in the figure 4.3a, much larger than the ∼4% distribution of ∆νQ = 13.7 MHz at T = 200
K for the case of 75As-NMR in the “annealed” CaFe2As2 crystal shown at the top panel in
Fig. 4.3a. This indicates a higher degree of inhomogeneity of the local As environment in
the “as-grown” CaFe2As2 than in the “annealed” CaFe2As2, which supports the idea that the
higher-temperature quenching introduces strains inside the crystal.
Below 160 K, each NMR line for H ‖ c axis in the case of “annealed” crystals splits into
two lines due to internal field Hint (parallel or antiparallel to H) which is produced by the Fe
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Figure 4.3 (Color online) (a) Field-swept 75As-NMR spectra for the “as-grown” cc crystal at
ν = 51 MHz in the high-temperature tetragonal phase (measured at T = 110 K)
for magnetic field parallel to the c-axis (bottom) and perpendicular to the c-axis
(middle), together with 75As-NMR spectrum at T = 200 K for the “annealed”
CaFe2As2 crystal with H perpendicular to the c-axis (top). The black and red
lines are observed and simulated spectra, respectively. Expected lines above 8.5 T
are not measured due to the limited maximum magnetic field for our SC magnet.
(b) Same as described in (a) but in the low-temperature collapsed tetragonal phase
(measured at T = 4.2 K). (Inset) 75As-NQR spectrum at T = 4.2 K and H = 0 T.
spin-ordered moment. A typical example of the split NMR lines for H ‖ c axis is shown at the
bottom of Fig 4.2a. The spectrum is reproduced well by Hint = 2.59 T and νQ = 12.8 MHz at
T = 50 K. These values are in good agreement with previously reported values for 75As-NMR
of single crystals (TN = 167 K) grown from Sn flux,[185] once again indicating that the sample
annealed at 400◦C is essentially the same as previously reported ones grown from Sn.
In the case of “as-grown” sample, no splitting of the NMR lines is observed below the
transition temperature, Ts ∼ 96 K, (indicating that there is no antiferromagnetic order). The
full width of half maximum of the central line at T = 4.2 K is 290 Oe and 895 Oe for H ‖ c-axis
and H ‖ ab-plane, respectively, and we do not see any magnetic broadening in the NMR spectra
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even at the lowest temperature (1.5 K) measured. But below 96 K, the spectra for both H
directions change drastically [see Fig. 4.3b] due to a dramatic change in νQ from ∼ 18.5 MHz
in the HT T phase to 41.1 MHz at T = 4.2 K in the LT c−T phase. Such a drastic change
of νQ (more than 230%) cannot be explained by thermal expansion of lattice (which can cause
an increase of just a few %) but is attributed to a structural phase transition. A νQ of 41.1
MHz is also confirmed by the observation of nuclear quadrupole resonance (NQR) spectrum at
zero magnetic field at T = 4.2 K [Fig. 4.2 and inset of 4.3b]. This value of νQ is comparable to
35.8 MHz and 41.5 MHz in the LT c−T phase in (Ca1−xPrx)Fe2As2 for x = 0.075 and 0.15,
respectively [177], but is higher than those reported for T phase (25 MHz) and c−T phase
(30.4 MHz) of CaFe2As2 under ambient pressure and high pressure respectively as per previous
reports [175]. Structural phase transition without any magnetic transition has been established
as the cause for this large change in νQ[177].
The distribution of the νQ in the LT c−T phase is estimated to be ∆νQ ∼ 2 MHz, which is
smaller than ∆νQ ∼ 2.7 MHz in the HT T phase which indicates that there is less inhomogenity
in the local As environment in the LT c−T phase in the “as-grown” sample as compared to
it’s HT T phase. Below Ts (in the LT c−T phase) νQ is nearly independent of T which differs
from the scenario in the HT T phase where νQ decreases from ∼18.5 MHz at T = 110 K to
∼18.0 MHz at T = 140 K (Fig. 4.2b), as well as the case in the HT T phase of the Sn-flux
CaFe2As2 where νQ decreases from ∼14 MHz at 170 K to ∼12 MHz at 270K [185]. Since VZZ
arises from hybridization between the As-4p and Fe-3d orbitals with an additional contribution
from the noncubic part of the spatial distribution of surrounding ions, the larger νQ in the c−T
phase indicates a strong hybridization between the orbitals. The difference of νQ in magnitude
and in its T dependence can be qualitatively interpreted when one takes into consideration
the difference in magnitude and T dependence of c-axis lattice constant in the corresponding
phases: a nearly T -independent behavior (∼ 10.65 A˚ ) below Ts and a monotonic increase from
11.2 A˚ at T = 100 K to 11.58 A˚ at 300 K in the T phase [156].
Figure 4.4a shows the T dependence of Knight shift for the “as-grown” CaFe2As2 sample,
Kab and Kc for H parallel to the ab plane and to the c axis, respectively, where the second-
order quadrupole shift was corrected for in Kab. With decreasing T , Kc decreases slightly
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Figure 4.4 (Color online) (a) Temperature T dependence of 75As NMR shifts Kab and Kc for
the “as-grown” CaFe2As2. (b) Anisotropic magnetic susceptibility χ ≡ M/H vs
T (where M is magnetization and H is applied magnetic field) for the “as-grown”
CaFe2As2 crystal measured at H = 1 T. From the NMR Knight shift measurements
shown in (a), the upturns in χ(T ) below ∼50 K are not intrinsic, originating
from impurities. The solid lines are corrected χ(T ) by subtracting the impurity
contributions
down to ∼100 K, and shows a sudden decrease at Ts similar to the χ(T ) behavior shown
in Fig. 4.4b, and then levels off at low temperatures without showing upturns. It is noted
that Kc ∼ 0.55% in the HT T phase is greater than Kc = 0.15%-0.3% for the “annealed”
CaFe2As2 (not shown here) and Sn-flux CaFe2As2 [185], but close to Kc = 0.58% in Pr-doped
CaFe2As2 [177]. Kab also shows the similar T -independent behavior in the LT c−T phase:
the data are limited above Ts due to very poor signal intensity. The upturns in χ(T ) observed
at low T in Fig. 4.4b are therefore not intrinsic and evidently arise from a small amount of a
paramagnetic impurity. The solid lines in Fig. 4.4b are corrected χ(T ) obtained by subtracting
the impurity contributions, where the T -independent χ indicates a Pauli paramagnetic state,
including diamagnetic conduction electron Landau and coreelectrons susceptibilities, for the
LT c−T phase.
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Figure 4.5 (Color online) Temperature dependence of 1/T1T for both magnetic field direc-
tions, H ‖ ab plane and H ‖ c axis and at zero field (NQR) for the “as-grown”
CaFe2As2, together with the data measured in the “annealed” CaFe2As2.
Figure 4.5 shows 1/T1T versus T for H ‖ ab plane and H ‖ c axis at H = 6 -7 T. In both the
“as-grown” and “annealed” samples, above Ts(∼ 96 K) and TN(∼ 167 K) respectively, 1/T1T
for H ‖ ab plane shows a monotonic increase with decreasing T , while 1/T1T for H ‖ c axis
is nearly independent of T . The T dependencies of 1/T1T in the “annealed” CaFe2As2 are in
good agreement with that of 1/T1T in the Sn-flux CaFe2As2 [185].
Below Ts, 1/T1T decrease suddenly and become T -independent following the Korringa re-
lation (T1T )
−1 = constant at low T . There is no anisotropy in 1/T1T below Ts. 1/T1T is
also measured by the 75As NQR, which are shown in Fig. 4.5 by solid light green triangles.
The results are in good agreement with the T dependence of 75As NQR in the LT c−T phase
induced by the application of high pressure 10.8 kbar on CaFe2As2 crystals [175][176]. The
1/T1T data by NQR at zero field are in good agreement with that obtained from the NMR
with H ‖ c axis values which is consistent with the fact that the EFG at the As-site is parallel
to the c-axis which is the quantization axis. This also implies that there is no effect of magnetic
field on T1 values.
In order to see spin fluctuation effects in the paramagnetic state, it is useful to replot the
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Figure 4.6 (Color online) 1/T1Tχ vs T for both magnetic field directions, H ‖ c axis and
H ‖ ab plane in the “as-grown” sample. T dependencies of 1/T1Tχ for both
H directions in the “annealed” CaFe2As2 are also plotted for comparison. The
increase of 1/T1Tχ vs T observed above Ts indicates the growth of the stripe-type
AFM spin correlations
data by changing the vertical axis from 1/T1T to 1/T1Tχ as shown in Fig. 4.6, where the
corresponding corrected χ was used for each H direction. 1/T1T can be expressed in terms of
the imaginary part of the dynamic susceptibility χ′′(~q, ω0) per mole of electronic spins as[150]:
1
T1T
=
2γ2NkB
N2A
∑
~q
|A(~q)|2χ
′′
M(~q, ω0)
ω0
(4.2)
where the sum is over the wave vectors ~q within the first Brillouin zone, A(~q) is the form factor of
the hyperfine interactions, and χ′′(~q, ω0) is the imaginary part of the dynamic susceptibility at
the Larmor frequency ω0. On the other hand, the uniform χ corresponds to the real component
χ′(~q, ω0) with q = 0 and ω0 = 0. Thus a plot of 1/T1Tχ versus T shows the T dependence
of
∑
~q |A(~q)|2χ′′M(~q, ω0) with respect to that of the uniform susceptibility χ′(0, 0). Above Ts,
1/T1Tχ for H ‖ c axis and H ‖ ab plane in both samples increase with decreasing temperature.
The increase implies
∑
~q |A(~q)|2χ′′M(~q, ω0) increases more than χ′(0, 0), which is due to a growth
of spin correlations with q 6= 0, stripe-type AFM wave vector ~q = QAF as discussed in the
following. Thus we conclude that strong AFM spin fluctuations are realized in the HT T phase
in both the “annealed” and “as-grown” CaFe2As2 crystals, consistent with INS measurements
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[173][186]. Below Ts, in the LT c−T phase, on the other hand, 1/T1Tχ are nearly independent of
T showing that the T dependence of
∑
~q |A(~q)|2χ′′M(~q, ω0) is almost similar to the T dependence
of χ. This indicates that the LT c−T phase is devoid of AFM spin correlations.
According to previous NMR studies performed on Fe pnictides [187][188][189] and on
SrCo2As2 [190], the ratio r ≡ T1,c/T1,ab depends on AFM spin correlation modes as:
r =

0.5 +
(Sab
Sc
)2
for stripe AFM fluctuations,
0.5 for Ne`el-type AFM fluctuations
(4.3)
where Sα is the amplitude of the spin fluctuation spectral density at NMR frequency along the
α direction. Fig. 4.7 shows that the r > 1 in both HT T phase and the LT c−T phase of both
the “as-grown” and “annealed” crystals of CaFe2As2. In the HT T phase, r increases with
decreasing T , while in the LT c−T phase it is almost constant ≈ 1. This result backed up with
the increase of 1/T1Tχ shown in Fig. 4.6, enables us to conclude that stripe-type AFM spin
fluctuations are realized in the HT T paramagnetic state. Ne`el-type spin fluctuations can be
clearly ruled out because according to Eq. 4.3, that would require r = 0.5, which is in conflict
with our measurements shown in Fig. 4.7 which gives r > 1.0.
On the contrary since we do not observe any signature of AFM correlations in LT c−T
phase either from the T dependence of 1/T1Tχ or from the NMR spectrum, we conclude that
electron correlations melt in this phase. This is consistent with inelastic neutron scattering
measurements [173][186] and with the results of ARPES [190], both of which demonstrate
the evidence of the absence of magnetic fluctuations in the nonsuperconducting c−T phase in
CaFe2As2.
4.1.4 Conclusion
In this chapter we focussed on the parent compound of the family of “122” iron arsenide
CaFe2As2. Different magnetic properties at low temperatures originating from different heat
treatments in the preparation of the sample were studied by 75As NMR and NQR. From the
NMR and NQR spectra, the Knight shift and the 1/T1 data, we could conclude that while
at high temperatures both the “as-grown” and the “annealed” crystals of CaFe2As2 are in
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Figure 4.7 (Color online) T dependence of the ratio r ≡ T1,c/T1,ab. The solid lines are guides
to the eye.
the T paramagnetic phase, at low temperatures their magnetic properties differ drastically.
Below TN ∼ 167 K, the “annealed” sample showed magnetically long-range ordered O phase,
whereas the “as-grown” sample showed a structural transition at Ts ∼ 96 K to a non-magnetic
c−T phase. Stripe-type AFM correlations in the HT T phase were confirmed from the T
dependence of 1/T1Tχ and of the ratio r ≡ T1,c/T1,ab, while no magnetic correlations were seen
in the LT c−T . The lack of any magnetic broadening of NMR spectrum and T -independent
Knight shift demonstrate no development of static Fe spin correlations in the c−T phase. These
observations, combined with the recent INS measurements showing the absence of magnetic
fluctuations, bring us to the conclusion that electron correlations completely disappear in a wide
energy scale from NMR to INS techniques in the nonsuperconducting c−T phase in CaFe2As2.
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CHAPTER 5. LOCALIZED FRUSTRATED 3D SYSTEMS - I
5.1 CoAl2O4
The ambient pressure NMR data on CoAl2O4 mentioned in this chapter is published in
[191].
5.1.1 Introduction
The investigation of magnetism in the insulating A-site spinel-structure compound CoAl2O4
has a long history which started with a suggestion of a long-range antiferromagnetic (AFM)
ordering below 4 K from magnetic susceptibility χ and neutron diffraction measurements per-
formed by Roth.[192] The magnetism of this system originates from Co2+ ions [(eg)
4(t2g)
3] with
spin S = 3/2 at the tetrahedral A-sites which form a diamond lattice. Later on, the interest
shifted to the spin frustration effects in the A-site spinel compounds after the ground state of
the diamond lattice AFM was investigated theoretically.[193] The diamond lattice is composed
of two interpenetrating face-centered cubic (fcc) sublattices(Fig. 5.1). The frustration is caused
by the next-nearest-neighbor antiferromagnetic interaction J2 which couples nearest neighbor
sites of each fcc sublattice of the diamond structure, while the nearest-neighbor interaction J1
between the two fcc sublattices alone does not induce any frustration for AFM ordering.
Different A-site spinels exhibit various ground states depending on what the A and the B
ions are: a spin-orbital ground state is proposed in the case of FeSc2S4,[194, 195] and a spin-
glass state for FeAl2O4.[196, 197] Mn compounds are spin-only systems. An orbital glass state
is inferred for FeCr2S4.[194, 198] MnSc2S4 shows a spiral magnetic ordering[194, 195, 199]
while MnAl2O4[196, 200, 201] has a long range antiferromagnetically ordered ground state.
CoRh2O4[203] and CoCo2O4[192, 202, 203] both have antiferromagnetic ground states with TN
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Figure 5.1 (Color online) Structure of CoAl2O4[191]
= 25 K and 34-40 K, respectively.
Bergman et al.[193] pointed out theoretically that the ground state of the diamond lattice is
a Ne´el-type antiferromagnet for a ratio of J2/J1 < 1/8 = 0.125. The ground state changes to a
spiral spin liquid state for J2/J1 > 1/8. J1 and J2 for CoAl2O4 are reported to be J1 = 0.92(1)
meV ≈ 10.67 K and with J2 = 0.101(2) meV ≈ 1.17 K, J2/J1 = 0.11.[204] Since the ratio is
close to the critical ratio of J2/J1 = 1/8, CoAl2O4 is considered to be located in the critical
region between the AFM and the spiral spin liquid states.
Experimental observations of the ground state of CoAl2O4 are contradictory. Tristan et
al.[196] reported from neutron scattering experiments on powder samples that a spin-glass
state is realized below 4.8 K with a high frustration parameter[205] f = |θCW|/TM = 22,
where θCW is the Curie-Weiss temperature and TM is the AFM magnetic ordering temperature
TN or the spin-glass transition temperature Tg, as the case may be. On the other hand,
Suzuki proposed a possible spin liquid ground state below 9 K[203] with f = 10 (where TM is
taken to be T ∗, the temperature at which a broad peak of the heat capacity C is observed).
Zaharko et al. suggested a magnetically ordered phase which remains ‘nonconventional’ down
to 1.5 K from neutron powder diffraction[206] (below 5 K) and single-crystal neutron diffraction
experiment[204] (below 8 K). MacDougall also carried out a neutron diffraction experiment on
a single crystal of CoAl2O4 which showed a sharp cusp at 6 K in the T -dependence of χ and
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an AFM state below 6 K.[207] The origin of this ambiguity is probably the microstructure
effects such as site inversion, as has been pointed out by Zaharko et al.[204] The degree of site
inversion between the A- and B-sites is usually defined by an inversion parameter x in the
formula (Co1−xAlx)[Al2−xCox]O4. The x value depends on the method of preparation. The x
values of the polycrystalline samples reported by Suzuki et al.[203], Tristan et al.[196, 208] and
Zaharko et al.[206] are 0.04(1), 0.08-0.104 and 0.17, respectively. The x values for the single-
crystal samples studied by Zaharko[204] and MacDougall[207] are 0.08 and 0.02(4), respectively.
Quite recently Hanashima et al.[209] carried out a systematic study of the effects of site
inversion on the magnetic properties of (Co1−xAlx)[Al2−xCox]O4 where x is controlled from
0.0467 to 0.153 by changing the heat treatment. The χ of the highest-quality sample with x =
0.0467 shows a broad maximum at 14 K and does not show any signature of magnetic ordering
down to 2 K, similar to that reported by Suzuki et al.,[203] indicating a spin liquid state. With
increasing x, the broad maximum moves to lower temperature (10 K for x = 0.0643), and for
x > 0.101, a clear cusp in the T -dependence of χ is observed which is attributed to a spin-glass
transition below Tg ≈ 4.5 K. In the intermediate region 0.0791 < x < 0.847, a coexistence of the
spin-liquid state and spin-glass state is proposed. Hanashima concludes that with increasing x
the spin-liquid state collapses and the spin-glass order emerges for x > 0.101. It is important
to understand whether the intrinsic ground state of CoAl2O4 for small values of x is a spin-
glass state, a collinear antiferromagnet or a spin-liquid state due to the spin frustration. To
investigate the ground state of CoAl2O4 one needs a high-quality sample with small value of
the inversion parameter x.
It is also interesting to note that the value of frustration parameter f depends strongly
on the site disorder x. Table 5.1 shows the comparison of f and x of CoAl2O4 from different
papers. The details of the structural, the neutron diffraction and the magnetization properties
of the sample used for our NMR study is in Ref.[191]. Thus we utilize the tool of nuclear
magnetic resonance (NMR) to investigate the ground state of CoAl2O4.
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Table 5.1 Parameters obtained from magnetic susceptibility χ(T ) data and their fit using high
temperature Curie-Weiss law for some CoAl2O4 samples reported in the literature
have been shown. The listed parameters in the table are site-inversion parame-
ter x, AF magnetic ordering temperature TN, temperature at which the ZFC and
FC susceptibilities deviate and the temperature are at which broad peak of heat
capacity is observed both denoted by T ∗, spin-glass transition Tg, Curie-Weiss tem-
perature θCW, frustration parameter f = |θCW|/TM (where TM is TN, T ∗ or Tg),
effective paramagnetic moment µeff and spectroscopic splitting factor g obtained by
considering spin only S = 3/2 state of Co2+ ions.
x TN T
∗ Tg θCW f = |θCW| µeff g Ground Ref.
(%) (K) (K) (K) (K) /TM (µB) State
6(1) 9.8(2) -73(8) 8(1) 4.1(1) 2.12(5) AFM [191]
4(2) 9 -89(6) 9.9(7) 4.45(8) 2.30(4) Spin Liquid [203]
4.67 9.6 -93.0 9.7 4.36 2.25 Spin Liquid [209]
2(4) 6 -109(1) 18.0(2) 4.89(3) 2.53(2) AFM [207]
8(3) 4.8(2) -104(2) 22(1) 4.65(9) 2.40(4) Spin Glass [196]
8 8 -94(1) 12(1) 4.63(2) 2.40(1) Magnetically [204],
ordered [210]
5.1.2 Experimental Details
A well-characterized polycrystalline CoAl2O4 sample with the inversion parameter x =
0.06(1) was used for the NMR experiments. The polycrystalline sample was synthesized by
the solid-state reaction method using Co3O4 (99.9985%) and Al2O3 (99.995%) from Alfa Aesar
as the starting materials, the details of which can be found in Ref.[191]. Nuclear magnetic
resonance (NMR) measurements were conducted by probing the 27Al nuclei (I = 5/2, γ/2pi =
11.09375 MHz/T, Q = 0.149 barns) and the 59Co nuclei (I = 7/2, γ/2pi = 10.03 MHz/T, Q =
0.4 barns) by using a phase-coherent spin-echo pulse spectrometer. The NMR spectrum was
taken by recording the spin-echo signal intensity while sweeping the external magnetic field at
a fixed resonance frequency. The Co NMR spectrum under zero magnetic field was obtained
by plotting the spin-echo intensity point by point at different fixed frequencies. The CoAl2O4
exhibits an antiferromagnetic ordering below the Ne´el temperature of 9.8(2) K confirmed by
the neutron diffraction study[191] which indicates a collinear antiferromagnetic ordering below
TN. The ground state properties do not change much with application of pressure.
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5.1.3 Nuclear Magnetic Resonance measurements : 27Al-NMR
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Figure 5.2 (Color online) Field-swept 27Al-NMR spectrum at 25 K and ν0 = 9.3 MHz. The
red line shows the simulated spectrum with νQ = 0.55 MHz and η =0. The inset
shows the temperature independence of the quadrupole frequency νQ.
Figure 5.2 shows the field-swept 27Al NMR spectrum at T = 25 K and resonance frequency
ν0= 9.3 MHz. Since our sample consists of grains with randomly oriented crystal axes, the
spectrum is a powder pattern. The spectrum can be explained by a combination of a large
Zeeman interaction HZ and a small quadrupole interaction HQ. The nuclear spin Hamiltonian
can be expressed as,
H = HZ +HQ (5.1)
where HZ = −γ~H0(1+K)Iz and HQ = e2qQ4I(2I−1) [(3I2z −I2)+ 12η(I2+ +I2−)], Q is the quadrupole
moment of the 27Al nucleus and K is the NMR shift which is a sum of isotropic (Kiso) and axial
(Kax) parts. η is the asymmetry parameter for the electric field gradient (EFG) defined by
∂2V
∂X2
− ∂2V
∂Y 2
∂2V
∂Z2
, |∂2V
∂Z2
| > |∂2V
∂Y 2
| > | ∂2V
∂X2
|, eq = |∂2V
∂Z2
| and the quadrupole frequency νQ = 3e2qQ2I(2I−1)h . The
z and Z axes are the quantization axes for the Zeeman and quadrupole interactions, respectively.
The observed spectrum is well reproduced by a simulated spectrum shown by a red line in
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Fig. 5.2 with νQ = 0.55 MHz and η = 0. The value of νQ is independent of T in the measured
range of 1.8 K - 300 K within our experimental uncertainty as shown in the inset of Fig. 5.2. In
contrast, Kiso and Kax show weak temperature dependences. The weak T dependencies of the
NMR shifts are consistent with previous data reported by Miyatani et al.[211] who measured
the 27Al-NMR spectrum in CoAl2O4 with the continuous-wave NMR method above 77 K,
although the Kax component was not detected in the previous measurement.
0.008 0.012 0.016 0.020-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.5
 
 
Ahf,ax ~ - 0.50 Oe/µB
K iso
, K a
x (%
)
χ (cm3/mol)
 Kiso (%) Kax (%)
Ahf,iso ~ 1.25 Oe/µB
27Al-NMR 
ν0  = 70.9 MHz
T = 250 K
T = 20 K
Figure 5.3 (Color online)27Al-NMR shifts (Kiso and Kax) versus χ plots with T as an implicit
parameter. The solid lines show the linear fit using the Eq. (6.1).
The T dependencies of Kiso and Kax follow the T dependence of χ as shown in Fig. 5.3
where the NMR shifts are plotted as a function of χ with T as an implicit parameter. Here the
NMR shifts are determined by measuring the NMR spectrum with a higher resonance frequency
of 70.9 MHz to improve the accuracy. The NMR shift has contributions from the T -dependent
spin part Kspin and a small T -independent orbital part K0. Kspin(T ) is related to the spin
susceptibility with hyperfine coupling constant Ahf as follows:
K(T ) = K0 +
Ahf
NA
χ(T ), (5.2)
where NA is the Avogadro number. The isotropic (Ahf,iso) and axial (Ahf,ax ) parts of the
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hyperfine coupling constants for the Al nucleus are evaluated from the slope of the K-χ plots
(Fig. 5.3) to be 1.25(2) kOe/µB and −0.50(2) kOe/µB respectively, and K0 is 0.023(4) % and
0.013(3) % for the isotropic and axial parts, respectively. Classical dipolar field calculations
indicate that the hyperfine field cannot be due to the classical dipolar field at the Al-sites
from neighboring Co2+ (S = 3/2) spins, but is rather due to the transferred hyperfine field
due to finite spin transfer from Co2+ spins. The anisotropy in the hyperfine field suggests
that anisotropic orbitals such as the 2p and 3p orbitals on Al atoms are polarized by the spin
transfer from the neighboring Co atoms.
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Figure 5.4 (Color online) Field-swept 27Al-NMR spectra at various temperatures with reso-
nance frequency ν0 = 9.3 MHz.
The spectrum starts to broaden suddenly below ≈ 10 K, as shown in Fig. 5.4. The broad-
ening indicates a static magnetic ordering of the Co2+ spins which produce a finite static
internal field at the Al-sites. The symmetric line broadening indicates an antiferromagnetic
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state. Figure 5.5 shows the T dependence of the line width (∆H) determined at 10 % of the
peak intensity. Since the broadening of the 27Al-NMR linewidth in our polycrystalline sample
below ≈10 K is produced by the Co2+ spin moments in the magnetically ordered state, the
T dependence of the linewidth reflects that of the sublattice magnetization in the AFM state.
The Ne´el temperature TN and the critical exponent β are determined by fitting ∆H near TN
in Fig 5.5 by
∆H(T ) = ∆H0
(
1− T
TN
)β
+ c, (5.3)
where ∆H0 ≈ 1669 Oe and c ≈ 1145 Oe is a constant determined by averaging the nearly
T -independent ∆H above TN. By fitting data in the temperature range of 7.5 K < T < 10 K,
by Eq. 5.3, TN is estimated to be 9.8(2) K and β = 0.65(5).
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Figure 5.5 (Color online) T -dependence of line width at 10% of the peak intensity. The solid
purple line shows the fit by Eq. 5.3 in the temperature range 7.5 K < T < 10 K.
5.1.4 Nuclear Magnetic Resonance measurements : 59Co-NMR
In the paramagnetic state at T = 125 K, we observe two peaks in the 59Co-NMR spectrum
as shown in Fig. 5.6. With decreasing T , the peak observed at H ≈ 6.9 T shifts to higher
magnetic field and the other peak at H ≈ 6.8 T moves to slightly lower magnetic field. While
the former peak disappeared below 10 K, the latter peak could be observed down to the lowest
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temperature of 1.5 K. These behaviors are very similar to 59Co-NMR data for the magnetic
Co2+ (S = 32) at the A-site and nonmagnetic low-spin Co
3+ [(t2g)
6(eg)
0, S = 0] at the B-site
in the spinel-structure antiferromagnet Co3O4 with TN = 34 K. [202] Thus the former signal,
which vanishes due to very large internal field at Co2+ site, can be assigned to be the Co at the
tetrahedral A-site and the latter signal can be attributed to the Co occupying the octahedral
B-site.
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Figure 5.6 (Color online) Field-swept 59Co-NMR spectrum at T = 125 K and resonance fre-
quency ν0 = 70.2 MHz. The two peaks correspond to the Co ions occupying the
A-site (magnetic Co2+ ion) and the B-site (nonmagnetic Co3+ ion), respectively.
The transverse relaxation time T2 = 8.2 µs and T2 = 66 µs for the A- and B-sites,
respectively.
From the intensities of the Co signals occupying the A and the B sites, corrected by their
respective longitudinal and transverse relaxation times (T1 and T2, respectively), we have eval-
uated the inversion parameter to be x ≈ 0.06(2). This value is in good agreement with that
obtained from the x-ray analysis[191]. We notice that the T dependence and the magnitude of
the NMR shift of the Co signal from the B-sites in CoAl2O4 is very close to that observed in the
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Co NMR signal from the B-sites in Co3O4 where the Co
3+ ions are in nonmagnetic state with
low spin S = 0 state.[202] From these results, we may consider that the Co ions occupying the
B site in CoAl2O4 could be Co
3+ with low spin state as in the case of Co ions at the B site in
Co3O4. This could be possible if we assume that the deviation from oxygen stoichiometry exists
as in (Co1−xAlx)[Al2−xCox]O4+δ to satisfy charge compensation of the compound. However,
we can not rule out completely that the observed nonmagnetic Co is from an impurity phase,
although it seems unlikely.
0.008 0.012 0.016 0.020
0
2
4
T = 40 K
 
 
K (%
)
χ (cm3/mol)
Ahf = -18.0(5) kOe/µB   ν0 = 70.2MHz
T = 230 K
Figure 5.7 (Color online) 59Co-NMR shift K versus χ plots with T as an implicit parameter.
The solid line is a linear fit.
The hyperfine coupling constant of Co at the A-site is estimated from the K − χ plot in
Fig. 5.7 to be −18.0(5) kOe/µB which is considerably smaller in magnitude than the value of
−105 kOe/µB for a free Co2+ ion. Such a small Co hyperfine coupling constant at the A-site
has been reported previously to be −18.3 kOe/µB and −15.7 kOe/µB in the antiferromagnetic
Co3O4 (TN = 34 K) (Ref. [202]) and in ferrimagnetic CoCr2O4 (TC = 97 K) (Ref. [212]),
respectively. The small coupling constant was well explained by taking the second-order or-
bital moment due to the spin-orbit interaction into consideration. Here we present a similar
discussion as shown in the previous papers.[212, 202]
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The major contributions to the magnetic hyperfine coupling constant at the 59Co nucleus
are dominated by the d core polarization (Acorehf ), dipolar (A
dip
hf ) and orbital (A
orb
hf ) terms:[212,
202, 213]
Ahf = A
core
hf +A
dip
hf +A
orb
hf . (5.4)
Due to the crystal-field effect, the ground state of the Co2+(d7) ion occupying the tetrahedral
A-site has four electrons in the two lower eg orbitals and three in the upper three t2g orbitals. So
this electronic configuration results in Adiphf = 0. [202] For a free Co
2+ ion, the d core polarization
coupling constant is −105 kOe/µB. [214] Due to quenching of the orbital moment Lz, there is no
finite contribution of the Lz in the first order. But if we consider the second order perturbation
of the spin-orbit interaction, the orbital quenching is partially lifted. This contribution due to
the spin-orbit coupling has a positive sign and is estimated to be 85.1 kOe/µB for Co
2+ ions
at the tetrahedral sites.[202] From the Eq. 5.4, we obtain Ahf = −19.9 kOe/µB, which can
reasonably explain the experimental value of −18.0(5) kOe/µB.
The temperature-independent orbital part of the NMR shift for the Co2+ at the A site is
estimated to be Korb = 5.46(3) % from the K − χ analysis. The Korb relates to Van Vleck
susceptibility χVV for Co
2+ at the A site as Korb =
Aorb
NA
χVV where Korb is the orbital hyperfine
coupling constant given by [215]:
Aorb = 2µB
〈
1
r3
〉
(5.5)
Here
〈
1
r3
〉
is an average of 1
r3
over 3d electrons. Using
〈
1
r3
〉
= 6.02 a.u. for Co2+ (Ref. [216]),
χVV is estimated to be 4(2) × 10−4 cm3/mol which is in good agreement with T -independent
magnetic susceptibility[191].
Below TN, we observe an NMR signal of Co nuclei at the A-site under zero magnetic field,
which again confirms long-range magnetic ordering. Figure 5.8 shows the zero-field 59Co-NMR
spectrum at 1.6 K. A similar zero-field 59Co-NMR spectrum at the A-site has been previously
reported for the spinel compound Co3O4 in the antiferromagnetic state.[202] The resonance
frequency ν0 = 43.5(4) MHz at the peak intensity point is lower than ν0 = 55.7 MHz in
Co3O4.[202] The internal field Hint at the Co A-site is evaluated to be 43.3(4) kOe at 1.6 K.
With the value of Ahf = −18.0 kOe/µB deduced from the K − χ plot, the ordered moment
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Figure 5.8 (Color online) 59Co-NMR spectrum under zero external field at 1.6 K.
〈µ〉 of Co2+ is estimated to be 2.41(9) µB/Co using a relation Hint = |Ahf | 〈µ〉. This value is
smaller than the expected value of 3 µB/Co for S = 3/2 of Co
2+ ions with g = 2 and is larger
than the value of 1.58 µB/Co reported from the neutron diffraction study done previously by
Zaharko et al.[204] The shoulderlike structures of the spectrum are due to a distribution of
Co2+ ordered moments in the AFM state.
5.1.5 Nuclear Magnetic Resonance measurements : 27Al spin lattice relaxation
rates
In order to investigate the dynamical behavior of the Co2+ spins in CoAl2O4,
27Al nuclear
spin-lattice relaxation rates (1/T1) were measured at different temperatures. In the case of
27Al
(I = 5/2), the nuclear magnetization recovery of the central transition after a pi/2 saturation
pulse is given by [217]
M(∞)−M(t)
M(∞) = (0.029e
−t/T1) + (0.18e−6t/T1)
+ (0.79e−15t/T1)
(5.6)
where M(t) is the nuclear magnetization at time t after the saturation pulse. The experimental
recovery curves above TN were well fitted by the equation, while below TN the equation could
102
not fit the experimental data due to distributions of T1. The distributions of T1 are mainly due
to the inhomogeneous broadening of the 27Al-NMR spectrum in our powder sample and also
due to the distribution of the Co2+ ordered moments in the AFM state. Then, we tentatively
assumed that the experimental recovery curve is composed of two components, one with a short
relaxation time T1S and another with long relaxation time T1L and we carried out a fit using
the following equation:
M(∞)−M(t)
M(∞) = [MS[(0.029e
−t/T1S) + (0.18e−6t/T1S)
+ (0.79e−15t/T1S)] +ML[(0.029e−t/T1L)
+ (0.18e−6t/T1L) + (0.79e−15t/T1L)]]
(5.7)
where MS + ML = 1. The temperature dependence of MS is shown in the inset of Fig. 5.9.
Figure 5.9 shows the temperature dependence of 1/T1S and 1/T1L. With decreasing T , 1/T1S
decreases and shows a minimum around 50 K and exhibits a sharp peak at T = 10.0(5) K.
The sharp peak of 1/T1 is due to critical slowing down of spin fluctuations expected for a
second-order phase transition, which again confirms the AFM long-range magnetic ordering
at TN. Below 10 K, 1/T1 rapidly falls and then decreases slowly where both 1/T1S and 1/T1L
show T 0.6 power-law behavior (shown by the straight lines in the figure) below 4 K. In the
antiferromagnetically ordered state, 1/T1 is usually mainly driven by scattering of magnons,
leading to T 3 or T 5 power-law temperature dependences due to a two- or three-magnon Raman
process, respectively. The weak T dependence of 1/T1 ∼ T 0.6 below 4 K cannot be explained
by magnon scattering, and suggests the presence of other magnetic fluctuations in the magnet-
ically ordered state, which could originate from spin frustrations and/or short-range magnetic
coerrelations revealed by the neutron scattering measurements described in Ref. [191].
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Figure 5.9 (Color online) T dependence of 1/T1S and 1/T1L. Below 4 K, both 1/T1S and
1/T1L show T
0.6 power law behavior shown by the solid lines. The inset shows the
T dependence of MS.
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Figure 5.10 (Color online) Plot of 1/T1Tχ versus temperature for a resonance frequency of
70.9 MHz. 1/T1Tχ increases with decreasing temperature below 100 K indicating
the growth of AFM spin correlations.
In order to see spin fluctuation effects in the paramagnetic state, it is useful to re-plot the
data by changing the vertical axis from 1/T1 to 1/T1Tχ as shown in Fig. 5.10. 1/T1T can be
expressed in terms of the imaginary part of the dynamic susceptibility χ′′M(~q, ω0) per mole of
electronic spins as:[150, 218]
1
T1T
=
2γ2NkB
N2A
∑
~q
|A(~q)|2χ
′′
M(~q, ω0)
ω0
(5.8)
where the sum is over the wave vectors ~q within the first Brillouin zone, A(~q) is the form factor of
the hyperfine interactions and χ′′M(~q, ω0) is the imaginary part of the dynamic susceptibility at
the Larmor frequency ω0. On the other hand, the uniform χ corresponds to the real component
χ′(~q, ω0) with q = 0 and ω0 = 0. Thus, a plot of 1/T1Tχ versus T in Fig. 5.10 shows the
relative magnitude of
∑
~q |A(~q)|2χ′′M(~q, ω0) as compared to the uniform susceptibility χ(0,0).
For high temperatures above 100 K, 1/T1Tχ is nearly a constant showing that the temperature
dependence of
∑
~q |A(~q)|2χ′′M(~q, ω0) is equivalent to that of χ′(0,0). On the other hand, with
decrease in temperature, 1/T1Tχ in Fig. 5.10 starts to increase below 100 K which is ∼ 10 times
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higher than TN. The increase of the 1/T1Tχ at T >> TN cannot be simply attributed to the
critical slowing down of spin fluctuations near TN. This implies
∑
~q |A(~q)|2χ′′M(~q, ω0) increases
more than χ′(0,0), which is due to a growth of spin fluctuations with q 6= 0, most likely with
AFM wave vector q = QAF, even at T much higher than TN. Thus we conclude that strong
antiferromagnetic spin fluctuations are realized in a wide temperature region up to ∼100 K in
the paramagnetic state.
5.1.6 High Pressure NMR study
Since the ratio of J2/J1 for CoAl2O4 is very close to the critical value of 1/8 which marks
the boundary between an AFM state and a spiral spin liquid state[193], we wanted to observe
whether application of pressure altered the J2/J1 ratio of the system such that its ground
state changes from the AFM to the spin-liquid state. To study the effect of high pressure on
the transition temperature and the ground state of CoAl2O4, we used a hybrid Cu-Be/NiCrAl
clamp-type high-p cell (discussed in Chapter 1) to produce high pressure (p) on the sample up
to 1.9 GPa at low temperature. Daphne oil 7373 was used as the p-transmitting medium. The
sample pressure was calibrated using 63Cu nuclear quadrupole resonance (NQR) measurements
of Cu2O based on the p and T dependences of the Cu-NQR frequency reported previously.[219,
220] We have done 27Al-NMR study under 0.87 GPa and 1.90 GPa pressure.
The NMR spectra under pressure showed almost no change in shape or in the T depen-
dence of line width as compared to the NMR spectra under ambient pressure. We witness a
clear broadening of the spectra under pressure up to 1.9 GPa below the magnetic transition
temperature TN ∼ 10 K and a distinct peak in the temperature dependence of 1/T1 (Fig. 5.11)
at around ∼ 10 K indicating a transition to a magnetic long-range ordered state. While above
TN, 1/T1 under all pressures (ambient, 0.87 GPa and 1.90 GPa) are same, in the magnetically
ordered state they are different. It is observed that with pressure, the 1/T1 is suppressed for
temperatures below TN. A longer T1 below TN with application of pressure must be due to a
change in the spin-wave spectrum since T1 carries the information of the low-energy elementary
excitations in the magnetically ordered state.
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Figure 5.11 (Color online) 1/T1 for under high pressure
5.1.7 Conclusion
The NMR data clearly demonstrates that CoAl2O4 exhibits an AFM ground state below
TN = 9.8(2) K. The symmetric broadening of the
27Al-NMR spectrum below 10 K indicated
the presence of a long-range AFM ordered ground state for this compound. Furthermore, the
line width of the 27Al-NMR spectrum which is proportional to the order parameter shows a
continuous increase below 10 K. The presence of spontaneous magnetization below 10 K is
confirmed directly by the observation of a 59Co NMR signal under zero magnetic field in the
magnetically ordered state. The sharp peak of 1/T1 for
27Al-nucleus at around 10 K further
confirms a phase transition to a long-range magnetically ordered state at the same temperature.
This is consistent with the presence of a sharp peak in the heat capacity at ' 9.7 K[191] for this
sample and with the neutron diffraction study[191] showing the emergence of (002) magnetic
reflection intensity and its dependence on the scattering angle 2θ. The results from the neutron
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diffraction measurements[191] are not only consistent with the NMR results but also indicate
a collinear long-range AFM-ordered ground state for this compound with an ordered moment
of 1.9(5) µB/Co.
The emergence of AFM correlations was manifested by the increase of 1/T1Tχ for
27Al-
nucleus below 100 K. The presence of short-range correlations was also indicated by the mag-
netic entropy SMag at TN which was considerably smaller than its value at high temperature[191].
Also, broad magnetic peaks are observed below 50 K in the neutron diffraction measurements,
and the broad peak in χ (T ) at ≈ 15 K [Ref.[191]] confirms the existence of short-range AFM
correlations at T > TN.
There are two interesting factors which govern the magnetic properties of this system,
viz. frustration and site-inversion. We used a specially prepared polycrystalline sample of
CoAl2O4 with a low inversion parameter x = 0.057(20) for our NMR study. The value of x
is a key parameter that determines the magnetic properties of CoAl2O4. Site disorder creates
spin vacancies and increased randomness of exchange interactions in the already frustrated
compound.[209] The suppression of the value of magnetic entropy[191] at high temperatures
from the value expected for S = 3/2 suggests that the effective spin of the Co at the A-
site is smaller than 3/2, which could be a manifestation of Co-Al site inversion effects. The
low-temperature ordered magnetic moment is calculated from the NMR measurements to be
around 2.4 µB which is smaller than the value of 3 µB expected for g = 2 and S = 3/2 system,
mainly due to spin frustration effects. The site inversion between the A- and the B-sites
creates spin vacancies in the system. The presence of short-range correlations below 100 K can
be argued to be caused by frustration which suppresses the TN to 10 K. In addition short-
range correlations can arise due to disorder, associated with the site inversion. As pointed out
previously, although a spin-liquid ground state has been proposed from magnetic susceptibility
measurements for CoAl2O4 with low values of x,[203, 209] our NMR data conclusively proved
the existence of a long-range AFM-ordered state below 10 K. Since site inversion plays a crucial
role in determining the magnetic properties of this spinel compound, it will also be interesting
to perform systematic NMR and neutron diffraction measurements in a highly disordered (high
x) CoAl2O4 to investigate how the system changes from the AFM state to a spin glass state.
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Application of pressure does not have any significant change in the magnetic transition
temperature or on the ground state of the compound. The only effect is the suppression of the
1/T1 below TN under pressure, the origin of which is not clear.
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CHAPTER 6. LOCALIZED FRUSTRATED 3D SYSTEMS - II
6.1 BiMn2PO6
This chapter describes NMR work on BiMn2PO6 published in [120].
The family of compounds BiM2PO6 (M ≡ Mn, Zn, Cu) represents very interesting two-
leg spin-ladder systems. The structure of these compounds consists of MO5 square pyramids
with M2+ at its center. There are two crystallographically inequivalent M sites, M1 and M2
which share edges and form rungs of the ladder. These rungs are connected by the corner-
sharing MO5 square pyramids which build the buckled double chain ladder along the b-axis
(Fig. 6.1). In this series of compounds, the exchange interactions between the nearest-neighbor
(NN) M spins along the chain (J1), along the rung (J3) and in between ladders (J4) and the
next-nearest-neighbor (NNN) (J2) along the chain are the most dominant interactions. In this
chapter energies are expressed in temperature units.
The spin S = 1/2 member of this series of compounds BiCu2PO6 [221] shows low-dimensional
magnetic features with a gapped spin liquid (∆ ∼ 34 K) ground state. For this compound J1
and J2 are almost equal in strength and sign (∼ 170 K)[120] causing frustration. While the
rungs are formed between the structural ladder units i.e., by the strong AFM J4 (∼ 154 K),
the comparitively weak J3 (∼ 22 K) forms the interladder coupling. The spin dimensionality of
the system still remains an open question. Depending on the strength of J3 it can be quasi one-
dimensional (1D) or quasi two-dimensional (2D). Thus, the very intricate magnetic structure
of this low-spin system encouraged us to look into its high-spin analog BiMn2PO6.
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Figure 6.1 (Color online) [120] Crystal structure of BiMn2PO6. Green, brown, and gray
polyhedra show Mn1O5, Mn2O5, and PO4, respectively. Open and filled circles
denote the Mn1 and Mn2 positions, respectively. The definitions and signs of the
different exchange couplings are discussed in the text.
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While BiCu2PO6 presents a case of low-spin (Cu
2+, S = 1/2, 3d9) system with low-
dimensional magnetic behavior (broad peak in the temperature(T )-dependence of specific heat
and magnetic susceptibility), BiMn2PO6 pushes the study towards classical limit with a large
spin (Mn2+, S = 1/2, 3d5) and long-range ordering at ≈ 30 K with a 1D spatial anisotropy. In
the latter compound the rungs are formed by the J3, while the J4 forms the interlayer exchange
interaction. From the density-functional theory (DFT) band-structure calculations [120] J1 =
6.7 K and J3 = 5.6 K are estimated. The third dominant exchange interaction is between the
neighboring spin ladders J4 and is estimated to be 2.2 K. The comparable exchange interaction
strengths play a primary role in the three-dimensional (3D) character of this compound. The
magnetic susceptibility (χ) or the heat capacity (Cp(T )) [120] do not show any broad peak
characteristic of low-dimensional magnetism in this compound. Instead, we see a peak in the
temperature (T )-dependence of χ and a sharp λ-type anomaly in the T -dependence of Cp(T )
at TN ≈ 30 K associated with magnetic LRO[120]. Additionally the T -dependent χ data for
BiMn2PO6 suggested the possibility of two more phase transitions with a sudden jump at 43
K and a change in slope at 10 K in the χ− T plot [120]. No signature of a magnetic transition
at 43 K or at 10 K was observed in the heat capacity data. Thus, to microscopically investi-
gate the magnetic properties of the ground state and also to analyze the nature of the three
transitions suggested by the χ data we did a 31P-NMR study on BiMn2PO6. We present the
results of the same in this chapter.
6.1.1 Experimental Details
Polycrystalline samples of BiMn2PO6 were prepared by solid-state reaction techniques using
Bi2O3 (99.999%), MnO (99.99%), ZnO (99.99%), and NH4H2PO4 (99.9%) as starting materials.
The details of the sample preparation are given in Ref.[120]
Nuclear magnetic resonance (NMR) measurements were carried out on a polycrystalline
sample using pulsed NMR techniques on 31P nuclei with spin I = 1/2 and gyromagnetic ratio
γN/2pi = 17.2356 MHz/T, over the T range 4 K ≤ T ≤ 300 K. The NMR measurements were
done at two radio frequencies, 77.5 MHz and 49.15 MHz. Spectra were obtained either by
Fourier transform of the NMR echo signal or by sweeping the field at fixed frequency. The
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NMR shift K(T ) = [Href − H(T )]/H(T ) was determined by measuring the resonance field
H(T ) of the sample with respect to a standard H3PO4 solution (resonance field Href). The
31P
nuclear spin-lattice relaxation rate (1/T1) was measured after applying a comb of saturation
pulses.
6.1.2 NMR Measurements
Figure 6.2 (Color online) 31P-NMR spectra of intensity I versus magnetic field H measured
at 77.5 MHz and at different temperatures.
With the purpose of examining the nature of the magnetic transitions and to elucidate
static as well as dynamic properties of BiMn2PO6, we performed
31P-NMR measurements on
BiMn2PO6. Since all P atoms are crystallographically equivalent, for a nuclear spin I = 1/2,
one would expect a single spectral line [118][108]. Indeed, we observe one narrow spectral line.
Figure 6.2 shows how the 31P-NMR spectra shifts with temperature. Figure 6.3 presents the
T -dependence of the NMR shift, K(T ). At high T , K varies in a Curie-Weiss manner and
shows a change in slope at about 30 K associated with the AFM ordering. Since the NMR shift
is a direct measure of the spin susceptibility χspin, one can write K(T ) in terms of χspin(T )
113
K(T ) = K0 +
Ahf
NA
χspin(T ) (6.1)
where K0 is the T -independent chemical shift, Ahf is the hyperfine coupling constant of the
31P nuclei to the Mn+2 spins, and NA is Avogadro’s number. Ahf can be calculated from the
slope of a K versus χ plot with T as an implicit parameter. As seen in the inset of Fig. 6.3,
the K versus χ plot is linear at high temperatures (T = 35 K - 250 K), yielding K0 = (0.13
± 0.03)% and Ahf = (7224 ± 85) Oe/µB. The temperature-independent shift K0 contains an
intrinsic chemical shift together with extrinsic contributions, including the remnant field of the
field-sweep magnet which is not known exactly.
Figure 6.3 (Color online) 31P-NMR shift K versus temperature T . The inset shows the K
versus χ plot measured at H = 5 T with temperature as an implicit parameter.
The solid (red) line is the linear fit.
The total hyperfine coupling constant at the P site is generally the sum of the transferred
hyperfine (Atrans) and dipolar (Adip) couplings produced by the Mn
2+ spins, i.e., Ahf = z
′ Atrans
+ Adip, where z
′ is the number of nearest neighbor Mn+2 spins of the P site. The anisotropic
dipolar couplings were calculated for three orientations using lattice sums. The maximum
dipolar field contribution was calculated to be 800 Oe/µB, which is one order of magnitude
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smaller than the total hyperfine field, suggesting that the dominant contribution to the total
hyperfine coupling is due to the transferred hyperfine coupling at the P site. The total Ahf
of the P site with the Mn2+ ions is 7224 Oe/µB. Each P atom has z
′ = 6 neighboring Mn2+
spins, so the Ahf due to one spin is Ahf/z
′ = 1.2 kOe/(µB Mn) assuming a uniform hyperfine
coupling to all z′ Mn spins.
Figure 6.4 (Color online)31P-nuclear spin-lattice relaxation rate 1/T1 and the corresponding
1/χT1T as a function of the temperature T are plotted along the left and right
y-axes, respectively. The solid (blue) line corresponds to 1/T1 ∝ T 3.
For an I = 1/2 nucleus, the recovery of the longitudinal magnetization is expected to
follow a single-exponential behavior. In BiMn2PO6, the recovery of the nuclear magnetization
after a combination of saturation pulses was indeed fitted well by the exponential function
[1−M(t)/M0] = Ae−t/T1 , where M(t) is the nuclear magnetization at time t after the saturation
pulse and M0 is the equilibrium magnetization. The temperature dependence of the nuclear
spin-lattice relaxation rate 1/T1 estimated from the above fit is presented in Fig. 6.4. At high
temperatures (T ≥ 70 K), 1/T1 is almost temperature-independent, which is typical in the
paramagnetic regime (T >> Jmax/kB), where Jmax is the maximum exchange interaction in
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the system [126]. With decreasing T , 1/T1 decreases slowly for T < 70 K and then shows a peak
at around 30 K. This decrease in 1/T1 with decreasing T above TN resembles the behavior of
the AFM square-lattice compound Pb2VO(PO4)2 [109]. The peak at TN ≈ 30 K is associated
with the onset of 3D LRO and is consistent with the thermodynamic measurements [120]. For
T < TN, 1/T1 decreases rapidly.
Figure 6.5 (Color online) Field-sweep 31P-NMR spectra measured at 49.15 MHz below TN ≈
30 K
The 31P spectrum measured at 77.5 MHz is broadened abruptly below TN, indicating that
the P site is experiencing the static internal field in the ordered state. In order to precisely
probe the line shape associated with the magnetic ordering, we remeasured the spectra below
45 K at a lower frequency of 49.15 MHz. No noticeable line broadening was observed around
43 K, the temperature at which a jump was observed in the χ − T data [120]. Since NMR is
capable of probing the intrinsic spin properties, the absence of an anomaly at 43 K suggests
that its origin is extrinsic. As suggested by Nath et al.[120], the jump in the χ − T data
at 43 K might be due to the presence of the ferrimagnetic impurity Mn3O4[225][226]. As
demonstrated in Fig. 6.5, with decreasing T a systematic line broadening on either side of
the narrow central line occurs below 30 K. This line broadening increases and the intensity of
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the central line decreases with decreasing temperature. At low temperatures the broad line
takes an almost rectangular shape down to 10 K, whereas below 10 K the edges of the line are
smeared following the 10 K magnetic transition which is evidenced in the χ(T ) measurements
[120] as a change in slope. The possible origin of these changes in the line shape is discussed
later. Even far below 10 K, the central line related to the high-T paramagnetic phase does not
disappear from the experimental spectra completely. The coexistence of the high-T phase with
the low-T phase has been observed before in BaCuP2O7 [118], (Li,Na)VGe2O6 [227][228][229],
and (Ca4Al2O6)Fe2(As1xPx)2 [230]. One could argue that the coexistence of the two phases is
due to a spread of the transition temperatures within the polycrystalline sample, but in this
case it would seem quite unlikely to observe the distinct peak in the temperature dependence
of 1/T1 as seen in Fig. 6.4. Another possible origin of the narrow central line is the presence of
crystal defects or local dislocations in a polycrystalline sample. A very broad background signal
was also observed at 4.2 K, extending over a large field range. This signal can be attributed to
the 209Bi nuclei.
At T ≤ TN, the 31P-NMR line broadens abruptly and has an almost rectangular shape
at low temperatures, similar to that reported for (Li,Na)VGe2O6, CuV2O6, BaCo2V2O8, and
BaCuP2O7 in the AFM-ordered state [118][227][228][229][231][232]. The broad and rectangular
NMR spectra at T << TN represent the powder spectra of a commensurate antiferromagneti-
cally ordered phase in which the P site feels the internal field of Mn+2 spins [233]. If the 31P
site is located symmetrically between the neighboring up and down spins, their hyperfine fields
induced at this site will be equal and opposite. In this case, one finds a symmetric powder
spectrum or, for a single crystal, two narrow lines of equal intensity will appear on both sides of
the zero-shift position, as in Pb2VO(PO4)2 and (Ba,Sr)Fe2As2[234][235]. In order to determine
the magnitude of internal field Hi at the
31P-NMR site, we calculated the line shape of the
NMR spectrum in the AFM-ordered state and fitted the calculated spectrum to the experi-
ment. In powder samples, the angle between the direction of the external magnetic field H and
that of the internal magnetic field Hi due to the AFM-ordered spins is randomly distributed.
Therefore, the NMR spectrum denoted by f(H) has the form [231][233]
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Figure 6.6 (Color online) 31P-NMR spectra in the ordered state at T < TN 30 K measured
at 49.15 MHz. The solid lines represent the calculated spectra at different tem-
peratures using eqn ( 6.3) with a distribution function g(H). The dashed vertical
line represents the zero-shift central position ω0/γN= 2.845 T for
31P nuclei. The
parameters used to simulate the spectrum at T = 10 K are Hi = 6.546 kOe and
∆Hi ' 0.13 kOe.
f(H) ∝ H
2 −H2i + ω2/γ2N
HiH2
(6.2)
where ω is the NMR angular frequency, which is assumed to be larger than γNHi. The spectrum
has two cutoff fields, ω/γN −Hi and ω/γN + Hi, at which the spectrum has two sharp edges.
In powder samples, these sharp edges are normally smoothed because of the inhomogeneous
distribution of internal fields. This effect is modeled by the Gaussian distribution function for
Hi. Finally, the spectra were simulated using the convolution of Eq. 6.2 and the distribution
function as [231]
F (H) =
∫ ∞
0
f(H −H ′)g(H ′)dH ′ (6.3)
where g(H ′) = 1√
2pi∆H2i
exp[−12 (H−Hi)
2
∆H2i
] (Gaussian distribution function). Since in the AFM-
ordered state the center of gravity of the rectangular spectra coincides with the zero-shift
position, ω/γN = 2.845 T was kept fixed for all temperatures. As shown in Fig. 6.6, the
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simulated spectra reproduce the edges of the experimentally obtained broad and rectangular
spectra quite well down to 10 K. This indicates that the ordered state is commensurate between
10 K and 30 K.
Figure 6.7 (Color online) T dependence of the internal field Hi obtained from
31P-NMR spec-
tra measured at 49.15 MHz above 10 K in the ordered state. The solid (blue) line
is a fit of the data with 26 K ≤ T ≤ 30.5 K by Eq. 6.4 using the parameters given
in the text.
The T dependence of the internal field Hi at the
31P site, which is proportional to the
Mn sublattice magnetization in the ordered state, was obtained from fitting our F (H) data
by Eq. 6.3 as shown in Fig. 6.7. Below 15 K, Hi(T ) reaches saturation and remains almost
constant. At higher temperatures, Hi(T ) decreases as T approaches TN. In order to extract
the critical exponent (β) of the order parameter (sublattice magnetization), Hi versus T was
fitted by the power law
Hi(T ) = H0
(
1− T
TN
)β
(6.4)
where H0 is a constant. For an accurate determination of the critical exponent β, we used data
points close to TN, i.e., in the critical region. As shown in Fig. 6.7, by fitting the data points
in the temperature range 26 K ≤ T ≤ 30.5 K by Eq. 6.4 we obtained H0 ' 8760 Oe, TN =
30±1 K, and β = 0.325±0.02. For comparison, we included the data points below 26 K and
arrived at the lower value of β ' 0.27 with TN ' 30.13 K. The critical exponent β reflects the
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universality class or, equivalently, the dimensionality of the spin Hamiltonian. The expected
values of β for different universality classes are listed in Ref.[109]. In BiMn2PO6, the fitted
value of β in the critical regime is close to the one expected for the 3D Heisenberg model, thus
suggesting the 3D nature of the magnetic ordering transition at 30 K.
In general, 1/T1T is expressed in terms of the generalized susceptibility χM(~q, ω0) per mole
of electronic spins as [150][236]
1
T1T
=
2γ2NkB
N2A
∑
~q
|A(~q)|2χ
′′
M(~q, ω0)
ω0
(6.5)
where the sum is over wave vectors ~q within the first Brillouin zone, A(~q) is the form factor of
the hyperfine interactions as a function of ~q, and χ
′′
M(~q, ω0) is the imaginary part of the dynamic
susceptibility at the nuclear Larmor frequency ω0. The uniform static molar susceptibility χ =
χ
′
M(0, 0) corresponds to the real component χ
′
M(~q, ω0) with q = 0, ω0 =0. In the paramagnetic
regime, 1/(χT1T ) should remain T -independent. The 1/(χT1T ) is plotted along the right y-axis
in Fig. 6.4. Instead of a T -independent behavior, an increase in 1/(χT1T ) was observed upon
cooling below 300 K, indicating that
∑
~q |A(~q)|2χ
′′
M(~q, ω0) increases more than χ does due to the
growth of AFM correlations. This increase persists up to the highest measured temperature.
At sufficiently high temperatures, 1/T1 is constant in a system with exchange-coupled local
moments and can be expressed within the Gaussian approximation of the correlation function
of the electronic spin as [126](
1
T1
)
T→∞
=
(γNgµB)
2
√
2piz′S(S + 1)
3ωex
(
Ahf
z′
)2
(6.6)
where ωex = (|Jmax|kB/~)
√
2zS(S + 1)/3 is the Heisenberg exchange frequency, z is the number
of nearest-neighbor spins of each Mn2+ ion, and z′ is the number of nearest-neighbor Mn2+
spins for a given P site. The z′ coefficient in the numerator is due to the fact that the P site
feels fluctuations arising from all nearest-neighbor Mn2+ spins. Using the relevant parameters,
Ahf ' 7224 Oe/µB, γN = 1.08 × 108 rad s−1T−1, z = 3, z′ = 6, g = 2, S = 5/2, and a high-
temperature (250 K) relaxation rate of ( 1T1 )T→∞ ' 12800 s−1 for the P site, the magnitude
of the maximum exchange coupling constant is calculated to be Jmax/kB ' 4.3 K, which is
in reasonable agreement with the values obtained from the density-functional theory (DFT)
band-structure calculations [120].
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In the AFM-ordered state, 1/T1 is mainly driven by scattering of magnons off nuclear spins,
leading to a power law T dependence [238][239][240]. For T >> ∆/kB, where ∆ is the energy
gap in the spin wave spectrum, 1/T1 follows either a T
3 behavior due to a two-magnon Raman
process or a T 5 behavior due to a three-magnon process, while for T << ∆/kB, it follows an
activated behavior, 1/T1 ∝ T 2exp(−∆/kBT ) As seen from Fig. 6.4, our 31P-1/T1 data below
TN follow a T
3 behavior rather than a T 5 behavior, suggesting that the relaxation is mainly
governed by the two-magnon Raman process. However, a deviation from the power law was
observed for T ≤ 10 K which is either due to the opening of a gap or due to the formation of
an incommensurate or canted AFM ordering. The heat capacity data at low T argue against
the spin-gap interpretation[120].
6.1.3 Conclusion
The 31P-NMR measurements done on the polycrystalline BiMn2PO6 compound suggests
that it has an AFM long-range ordered ground state below TN ' 30 K. A kink in the χ−T data
[120], a sharp peak in the heat capacity[120] and in 1/T1 at the same temperature confirms the
above. Also, no signature of low dimensionality was observed in the thermodynamic properties
[120] of the compound[120]. The shape of the NMR spectra between 10 K and 30 K proved
the existence of commensurate magnetic order. Below 10 K, the shape of the NMR spectrum
changes either due to an incommensurate magnetic order or due to spin reorientation. A
change of slope is observed at 10 K in the χ−T [120] plot suggesting some magnetic transition
occuring at that T . The value of the Curie-Weiss temperature (θCW ' 78 K) [120] and the
value of TN calculated from the Mean-Field Theory (MFT) (' 68 K) [120] without any effects
of frustration are more than twice the experimentally observed TN ' 30 K. This can attributed
to three factors: (i) 1D anisotropy of the exchange couplings Jinter/Jintra ∼ 0.22, where Jinter
and Jintra are the the total sum of inter- and intra-ladder exchange couplings [120], (ii) finite
size of the spin = 5/2 (instead of the classical S →∞) and (iii) the frustration effect. Neutron
diffraction study on this compound can refine the conclusions discussed here and can also
provide a more precise nature of the transition at 10 K and of the magnetic structure in the
ordered ground state.
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
This thesis is focussed mainly on using the microscopic tool of nuclear magnetic resonance
NMR to study different classes of compounds characterized by the fascinating effects of frus-
tration. NMR enables the investigation of solely the local magnetic properties of compounds.
This becomes hugely important because practically it is very difficult to completely eliminate
impurities from the compound, and bulk property measurement techniques like magnetization
and heat capacity experiments are unable to conclusively detect instrinsic contribution alone.
Also NMR is a great tool for gaining an insight into microscopic aspects of the materials. As
discussed in Chapter 2, frustrated systems are an area of research which has huge possibilities
for the revelation of new physics and novel ground states. The magnetic properties are highly
affected by the frustration. The frustrated systems are characterized by suppression of TN yield-
ing high frustration parameter (f ≡ |θCW|/TN or J2/J1), emergence of short-range magnetic
correlations at temperatures much higher than the long-range magnetic ordering temperature
and the quantum effects at low temperatures resulting in a temperature (T )-independent be-
havior or a very weak T dependence of 1/T1 at very low T or an increase of the AFM ordering
temperature with applied field at low enough fields. The ground state of all the frustrated
compounds discussed in this thesis have long-range ordered antiferromagnetic (AFM) ground
states. But since frustration is dominantly present in most of the cases, a small perturbation
can cause a change in the ground state to a quantum disordered state such as a quantum spin
liquid state marked with short range fluctuations present to the lowest T . These perturbations
include applying high pressure, site-disorder or dilution of the spin lattice with non-magnetic
impurities.
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The compounds discussed in this thesis ranged from a non-frustrated itinerant compound
CaFe2As2 to a weakly frustrated localized moment material Zn2VO(PO4)2 to a strongly frus-
trated insulating system BaCdVO(PO4)2. All three of these above-mentioned compounds can
be roughly categorized as described by the J1−J2 model. Next the thesis moved to the discus-
sion of frustrated systems in higher spin dimensions viz. the spinel compound CoAl2O4, with
a diamond lattice structure and a spin ladder compound BiMn2PO6 with a strong inter-ladder
coupling yielding it three-dimensional rather than a one-dimensional chain magnetic structure
typical for weakly-coupled spin ladders with low spin values.
In Chapter 3 the localized quasi-2D (two-dimensional) systems Zn2VO(PO4)2 and BaCdVO(PO4)2
are discussed. 31P-NMR study evidenced that Zn2VO(PO4)2 is a quasi -2D AFM square lattice
with weak frustration. Growth of short-range magnetic correlations is evidenced from broad
maxima in both Kiso − T and Kax − T plots at ∼9 K and from the increase of 1/T1Tχ above
TN. The compound exhibits long-range ordering below the magnetic transition temperature
TN ' 3.75 K. NMR spectra show a commensurate magnetic order in the system. From the
dynamic NMR study done it is evident that in the ordered state relaxation is mainly driven by
the three-magnon process. A 2D nature of Zn2VO(PO4)2 is clear from the field dependence of
1/T1.
BaCdVO(PO4)2 is another frustrated square-lattice (FSL) compound with similar formula
discussed in Chapter 3. We have conducted 31P-NMR measurements under high pressures
and low temperatures on BaCdVO(PO4)2. The frustration in this compound is much higher
than in Zn2VO(PO4)2 due to the comparable in-plane exchange couplings with opposite signs
(J2/J1 ' 0.88). The in-plane anisotropy being negligible, this compound can be considered
very close to an ideal J1 − J2 model compound. AFM short-range correlations start emerging
above 1 K as seen from the broad peak of Kiso, increase of 1/T1Tχ above TN. The transition
to a magnetically long-range-ordered (LRO) state at ' 1 K is driven by the very small but
finite intra-plane exchange coupling J⊥. The in-plane exchange couplings are ∼ 3 K. The
suppression of TN originates from the effects of frustration. This compound lies in the vicinity
of the very interesting but unidentified phase between Columnar AFM (CAF) phase and FM
phase. Thus, we applied pressure on this compound to study its effects on J1 and J2. The first
123
experimentally evidenced H − P − T phase diagram for FSL vanadates has been established
through this work. Under ambient pressure, TN increases slightly with H from 0 to ≈ 2 T and
then decreases with further increase in the field. The slight increase of TN at low magnetic field
is considered to be due to the suppression of quantum fluctuations by the applied magnetic field.
Then, once the magnetic field is strong enough to suppress the antiferromagnetic ordering, TN
is reduced and is finally suppressed completely. With further increase in the field, the system is
in a fully polarized spin state where all the spins orient themselves along the applied magnetic
field. The ground state does not change from the CAF state with application of pressure up to
2.05 GPa, but the saturation field decreases strongly. The extrapolation of the saturation field
(HS) shows that HS should completely vanish at p ≈ 2.35 GPa. Pressure does not have any
significant effect on TN. Together from the NMR shift and the nuclear spin-lattice relaxation
measurements lead us to the conclusion that J1 and J2 are almost p-independent and the
frustration ratio decreases to 0.62 under a pressure of 1.45 GPa. Study of this material under
p > 2.35 GPa might yield an answer to whether the system goes to the FM state via a first-
order phase transtion or reaches a phase with a very novel ground state. Our experimental
limitations allowed us to do measurements only up to 2.05 GPa in low temperatures. But it is
clear that the results obtained have paved way for the experimental realization of the ground
state of the very mysterious phase boundary in the J1 − J2 model.
In Chapter 4 we focussed on the parent compound of the family of “122” iron arsenide
CaFe2As2 in which FeAs layer has a J1 − J2 model. Different magnetic properties at low
temperatures originating from different heat treatments in the preparation of the sample were
studied by 75As NMR and NQR. From the NMR and NQR spectra, the Knight shift and
the 1/T1 data, we could conclude that while at high temperatures both the “as-grown” and
the “annealed” crystals of CaFe2As2 are in the tetragonal (T ) paramagnetic phase, at low
temperatures their magnetic properties differ drastically. Below TN ∼ 167 K, the “annealed”
sample showed magnetically long-range ordered orthorhombic (O) phase, whereas the “as-
grown” sample showed a structural transition at Ts ∼ 96 K to a non-magnetic collapsed(c)−T
phase. Stripe-type AFM correlations in the HT T phase were confirmed from the T dependence
of 1/T1Tχ and of the ratio r ≡ T1,c/T1,ab, while no magnetic correlations were seen in the LT
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c−T phase. The lack of any magnetic broadening of the NMR spectrum and T -independent
Knight shift demonstrate no development of static Fe spin correlations in the c−T phase. These
observations, combined with the recent INS measurements showing the absence of magnetic
fluctuations, bring us to the conclusion that electron correlations completely disappear in a wide
energy scale from NMR to INS techniques in the nonsuperconducting c−T phase in CaFe2As2.
Chapter 5 demonstrates the magnetic properties of the spinel compound CoAl2O4 in which
the frustration is caused by the next-nearest-neighbor AFM interaction J2 which couples near-
est neighbor sites of each fcc sublattice of the diamond structure, while the nearest-neighbor
interaction J1 between the two fcc sublattices alone does not induce any frustration for AFM
ordering. It is seen that the degree of site disorder x between A and B sites in a spinel
(A1−xBx)[B2−xAx]O4 plays an important role in determination of the frustration parameter of
the compound. The suggested ground states for CoAl2O4 were spin glass, spin liquid and AFM
state. Thus to precisely determine the ground state of the system, 27Al NMR and 59Co-NMR
and NQR were done on a very high quality (low x ∼ 0.06) sample of CoAl2O4. The NMR
data clearly demonstrates that CoAl2O4 exhibits an AFM ground state below TN = 9.8(2) K.
The symmetric broadening of the 27Al-NMR spectrum below 10 K indicated the presence of a
long-range AFM ordered ground state for this compound. Furthermore, the line width of the
NMR spectrum which is proportional to the order parameter shows a continuous increase be-
low 10 K. The presence of spontaneous magnetization below 10 K is confirmed directly by the
observation of a 59Co NMR signal under zero magnetic field in the magnetically ordered state.
The sharp peak of 1/T1 at around 10 K further confirms a phase transition to a long-range
magnetically ordered state at the same temperature. This is consistent with the presence of
a sharp peak in the heat capacity at ' 9.7 K and with the neutron diffraction study show-
ing the emergence of (002) magnetic reflection intensity and its dependence on the scattering
angle 2θ. The results from the neutron diffraction measurements are not only consistent with
the NMR results but also indicate a collinear long-range AFM-ordered ground state for this
compound with an ordered moment of 1.9(5) µB/Co. The emergence of AFM correlations was
manifested by the increase of 1/T1Tχ below 100 K. The presence of short-range correlations
was also indicated by the magnetic entropy SMag at TN which was considerably smaller than
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its value at high temperature. Also, broad magnetic peaks observed below 50 K in the neutron
diffraction measurements, and the broad peak in χ (T ) at ≈ 15 K confirms the existence of
short-range AFM correlations. There are two interesting factors which govern the magnetic
properties of this system, viz. frustration and site-inversion. We had used a successfully pre-
pared polycrystalline sample of CoAl2O4 with a low inversion parameter x = 0.057(20) for our
NMR study. The value of x is a key parameter that determines the magnetic properties of
CoAl2O4. Site disorder creates spin vacancies and increased randomness of exchange interac-
tions in the already frustrated compound. The suppresion of the value of magnetic entropy at
high temperatures from the value expected for S = 3/2 suggests that the effective spin of the
Co at the A-site is smaller than 3/2, which could be a manifestation of both spin frustration
and Co-Al site inversion effects. The average ordered magnetic moment is calculated from the
NMR measurements to be around 2.4 µB which is smaller than the value of 3 µB expected for
g = 2 and S = 3/2 system, mainly due to spin frustration effects. The site inversion between
the A- and the B-sites creates spin vacancies in the system. The presence of short-range cor-
relations below 100 K can be argued to be caused by frustration which suppresses the TN to
10 K. In addition short-range correlations can arise due to disorder, associated with the site
inversion. As pointed out previously, although a spin-liquid ground state has been proposed
from magnetic susceptibility measurements for CoAl2O4 with low values of x, our NMR data
conclusively proved the existence of a long-range AFM-ordered state below 10 K. Since site
inversion plays a crucial role in determining the magnetic properties of this spinel compound,
it will also be interesting to perform systematic NMR and neutron diffraction measurements
in a highly disordered (high x) CoAl2O4 to investigate how the system changes from the AFM
state to a spin glass state. Application of pressure does not have any significant change in the
magnetic transition temperature or on the ground state of the compound. The only effect is
the suppression of the 1/T1 below TN under pressure.
In Chapter 6 spin ladder compound BiMn2PO6 was discussed. It showed very interesting
properties due to the dominance of several exchange couplings simultaneously. Generally spin
ladders with low spin values are seen to have a 1D nature and with increase in spin value we
expect the compound to behave more classically. But in practice S 6=∞ but finite (5/2). Thus
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the system still has quantum effects in its ground state properties. The 31P-NMR measurements
done on the polycrystalline BiMn2PO6 compound suggest that it has an AFM long-range
ordered ground state below TN ' 30 K. A kink in the χ − T data, a sharp peak in the heat
capacity and in 1/T1 at the same temperature confirms the above. Also, no signature of low
dimensionality was observed in the thermodynamic properties of the compound. The shape
of the NMR spectra between 10 K and 30 K proved the existence of commensurate magnetic
order. Below 10 K, the shape of the NMR spectrum changes either due to an incommensurate
magnetic order or due to spin reorientation. A change of slope is observed at 10 K in the χ−T
plot suggesting some magnetic transition occuring at that T . The value of the Curie-Weiss
temperature (θCW ' 78 K) and the value of TN calculated from the Molecular-Field Theory
(MFT) (' 68 K) without any effects of frustration are more than twice the experimentally
observed TN ' 30 K. This can attributed to three factors: (i) 1D anisotropy of the exchange
couplings Jinter/Jintra ∼ 0.22, where Jinter and Jintra are the the total sum of inter- and intra-
ladder exchange couplings, (ii) finite size of the spin = 5/2 (instead of the classical S → ∞)
and (iii) the frustration effect. Neutron diffraction studies on this compound can refine the
conclusions discussed here and can also provide a more precise nature of the transition at 10
K and of the magnetic structure in the ordered state.
7.2 Future Prospects
The work done in this thesis paves way for exploration of interesting physics in new ground
states.
As mentioned in Chapter 3 application of a pressure ≥ 2.35 GPa on BaCdVO(PO4)2 will
result in the complete suppression of the columnar antiferromagnetic ground state and thus
might lead to a new ground state. The vicinity of this compound to the probable disordered
ground state makes this study very important. Thus, microscopic examination such as NMR or
neutron diffraction study on this material under high pressure might yield very exciting results.
Long-range ordering can be suppressed by frustration and also by the dilution of the spin-
lattice with non-magnetic impurity. Theoretically it is predicted that for systems diluted with
a critical value of pc & 0.407 [241][242], where p is the fraction of removed sites or the doping
127
level, LRO vanishes completely. Also it is suggested, from quantum Monte Carlo simulations
[241], that diluted systems behave clasically even for a spin as low as 1/2. Experimental results
portray that non-magnetic Ti4+-doping in Li2VOSiO4 shows very weak effects on the transition
temperature and on the sublattice magnetization[243]. If we define s ≡ slope of the TN vs x plot
then for Li2V1−xTixOSiO4, s ' 2 which is lower than the value expected from theory which is
s ' 3.2 [244]. Now as discussed by Papinutto et al.[245] frustration prevalent in Li2VOSiO4 can
play a role in diminishing the effect expected from theoretical study. The material discussed
in Chapter 3, Zn2VO(PO4)2, was also diluted with non-magnetic Ti
4+ and the effects were
studied by Yogi et al.[102]. Fig. 7.1 shows the doping effect on the heat capacity and TN. The
slope s ' 1.5 is further lowered. The thing to be noted here is frustration has a very weak effect
in Zn2VO(PO4)2. Yogi et al.[102] suggest that the origin of this may be due to anisotropy.
Thus, detailed study of the anisotropy in this compound can lead to a clear picture of how
dilution is affecting the magnetic properties of this compound.
Chapter 5 proposes very strongly that the degree of site inversion (x) affects the frustration
ratio and also the ground state of the A-site spinel compound CoAl2O4. First it was naively
thought that pressure might change the ratio of the exchange couplings J2/J1 which might
in turn lead to the change of ground state. But we did not find any change in the ground
state from our high-pressure study. In our experiment we tried to make a sample as ordered
as possible (i.e. very low x ' 0.06). We can now try to explore the other end, which means
prepare a sample of CoAl2O4 with a high degree of site-disorder (high x) and investigate its
ground state properties which might lead us to a new disordered phase.
The spin ladder compound BiMn2PO6 with a high spin and with competing exchange cou-
plings forms a good candidate for study. Indeed we saw that it showed two intrinsic phase
transitions. While the transition at ' 30 K was the one to a long-range ordered state, the tran-
sition at ' 10 K is probably due to a spin reorientation or the transition from a commensurate
to a incommensurate magnetic ordering. Thus, to understand the nature of transition at 10 K,
a neutron diffraction study on BiMn2PO6 will be a good idea.
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Figure 7.1 (Color online) T dependence of heat capacity of Zn2V1−xTixO(PO4)2 is shown.
The inset shows how the TN decreases with x[102].
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