Abstract. We use the theory of quantization to introduce non-commutative versions of metric on state space and Lipschitz seminorm. We show that a lower semicontinuous matrix Lipschitz seminorm is determined by their matrix metrics on the matrix state spaces. A matrix metric comes from a lower semicontinuous matrix Lip-norm if and only if it is convex, midpoint balanced, and midpoint concave. The operator space of Lipschitz functions with a matrix norm coming from a closed matrix Lip-norm is the operator space dual of an operator space. They generalize Rieffel's results to the quantized situation.
Introduction
In the non-commutative geometry, the natural way to specify a metric is by means of a suitable "Lipschitz seminorm"( [4] , [5] ). This metric generalizes the Monge-Kantorovich metric on probability measures.
In [14] , Rieffel extended this idea to the order unit space and discussed the relationship between the metrics on the state space and Lipschitz seminorms. A matrix order unit space (V, 1) is a matrix ordered space V together with a distinguished order unit 1 satisfying the following conditions:
(1) V + is a proper cone with the order unit 1; (2) each of the cones M n (V) + is Archimedean.
The basic representation theorem of Kadison [11] says that any order unit space is isometrically order isomorphic to a subspace of C(X), the continuous functions on a compact set X, closed under conjugation and containing the identity function. As the non-commutative analogues of Kadison's function systems, operator systems, a self-adjoint linear space of operators on a Hilbert space which contains the identity operator, have been characterized by Choi and Effros as matrix order unit spaces: every matrix order unit space is completely order isomorphic to an operator system [3] . It is therefore only natural to ask whether the metrics on the state space and Lipschitz seminorms generalize to this non-commutative setting, and in this paper we give an affirmative answer to this question. We begin with the explanation of terminology and notation. We proceed by defining the non-commutative analogue of Lipschitz seminorm and discuss some elementary properties of it. The next step is to prove the non-commutative version of the fact that the lower semicontinuous Lipschitz seminorms are determined by their metrics on the state spaces. In section 5, we define the non-commutative analogue of the metric on compact convex sets, and discuss the relation of matrix metrics on matrix state space and matrix norms on dual operator space. Using the results of section 5, we prove, in section 6, that as in the commutative case, a matrix metric comes from a lower semicontinuous matrix Lip-norm if and only if it is convex, midpoint balanced, and midpoint concave. We conclude in section 7 with an operator analogue of the well-known result that the space of Lipschitz functions with a norm coming from some Lipschitz seminorm is the dual of a certain other Banach space.
Terminology and notation
All vector spaces are assumed to be complex throughout this paper. Given a vector space V , we let M m,n (V ) denote the matrix space of all m by n matrices v = [v ij ] with v ij ∈ V , and we set M n (V ) = M n,n (V ). If V = C, we write M m,n = M m,n (C) and M n = M n,n (C), which means that we may identify M m,n (V ) with the tensor product M m,n ⊗V . We identify M m,n with the normed space B(C n , C m ). We use the standard matrix multiplication and *-operation for compatible scalar matrices, and 1 n for the identity matrix in M n .
There are two natural operations on the matrix spaces. For v ∈ M m,n (V ) and w ∈ M p,q (V ), the direct sum v ⊕ w ∈ M m+p,n+q (V ) is defined by letting v ⊕ w = v 0 0 w , and if we are given α ∈ M m,p , v ∈ M p,q (V ) and β ∈ M q,n , the matrix product αvβ ∈ M m,n (V ) is defined by
A *-vector space V is a complex vector space together with a conjugate linear mapping v −→ v * such that v * * = v. A complex vector space V is said to be matrix ordered if:
(1) V is a *-vector space; (2) each M n (V ), n ∈ N, is partially ordered; (3) γ * M n (V ) + γ ⊆ M m (V ) + if γ = [γ ij ] is any n × m matrix of complex numbers.
A matrix order unit space (V, 1) is a matrix ordered space V together with a distinguished order unit 1 satisfying the following conditions:
Each matrix order unit space (V, 1) may be provided with the norm v = inf t ∈ R : t1 v v * t1 ≥ 0 .
As in [14] , we will not assume that V is complete for the norm. If V and W are *-vector spaces and ϕ : V −→ W is a linear mapping, we have a linear mapping ϕ * : V −→ W defined by ϕ * (v) = ϕ(v * ) * .
Given vector spaces V and W and a linear mapping ϕ : V −→ W and n ∈ N, we have a corresponding ϕ n : M n (V ) −→ M n (W ) defined by
If V and W are vector spaces in duality, then they determine the matrix pairing
A graded set S = (S n ) is a sequence of sets S n (n ∈ N). If V is a locally convex topological vector space, then the canonical topology on M n (V )(n ∈ N) is that determined by the natural linear isomorphism M n (V ) ∼ = V n 2 , that is, the product topology. A graded set S = (S n ) with S n ⊆ M n (V ) is closed if that is the case for each set S n in the product topology in M n (V ). Given a vector space V , we say that a graded set B = (B n ) with B n ⊆ M n (V ) is absolutely matrix convex if for all m, n ∈ N (1) B m ⊕ B n ⊆ B m+n ; (2) αB m β ⊆ B n for any contractions α ∈ M n,m and β ∈ M m,n .
Let V and W be vector spaces in duality, and let S = (S n ) be a graded set with S n ⊆ M n (V ). The absolute operator polar
for all v, w ∈ V and α ∈ C. We say that a gauge g is a seminorm on V if g(v) < +∞ for all v ∈ V . Given an arbitrary vector space V , a matrix gauge G = (g n ) on V is a sequence of gauges
If each g n is a norm on M n (V ), we say that G is a matrix norm. An operator space is a vector space together with a matrix norm on it. For a matrix order unit space (V, 1), it is an operator space with the matrix norm determined by the matrix order on it.
Matrix Lipschitz seminorm
We recall that a Lipschitz seminorm on an order unit space S is a seminorm on S such that its null space is the scalar multiples of the order unit [14] . When we have a triple (A, H, D) as in the introduction, we obtain a sequence of triples (M n (A), H n , D n ) and a sequence of seminorms L n (a) = [D n , a] on each M n (L(A)). These seminorms are linked by the following fundamental relations:
(
where 1 is the identity of
Inspired by the observation, we give our non-commutative analogue of a Lipschitz seminorm [19] .
Definition 3.1. Given a matrix order unit space (V, 1), a matrix Lipschitz seminorm L on (V, 1) is a sequence of seminorms
Example 3.2. Let G be a compact group with identity element e. We suppose that G is equipped with a length function l, that is, a continuous non-negative real-valued function on G such that
3) l(x) = 0 if and only if x = e, for all x, y ∈ G.
Let α be an ergodic action of G on a unital C * -algebra A. For a = [a ij ] ∈ M n (A) and n ∈ N, we set
We let V denote the set of Lipschitz elements of A for α and l with corresponding Lipschitz seminorm L 1 . Then L = (L n ) is a matrix Lipschitz seminorm on (V, 1), where 1 is the identity element of A.
If V is an operator space, we let CB(V, M n ) denote the vector space of completely bounded linear mapping ϕ : V −→ M n , on which we place the completely bounded norm · cb . By the isometric identification
the matrix norms on V * determine the operator space dual V * of V [6, 2] . This operator space dual and the matrix pairing substitute the Banach space dual and the scalar pairing in the transition from the commutative to the non-commutative case.
Let (V, 1) be a matrix order unit space. The matrix state space of (V, 1) is the collection CS(V) = (CS n (V)) of matrix states CS n (V) = {ϕ ∈ CB(V, M n ) : ϕ is completely positive , ϕ(1) = 1 n }, [17, 10] . If L = (L n ) is a matrix Lipschitz seminorm on (V, 1), then, for each n ∈ N we can define a metric D Ln :
where ϕ, ψ ∈ CS n (V) and we should notice that it may take value +∞. Denote D L = (D Ln ). And in turn we can define a sequence L DL = (L DL n ) of gauges on (V, 1) by
for all a ∈ M n (V). 
So there are vectors ξ, η ∈ C nr with ξ = 1 and η = 1 such that
Then we have that (≪ ϕ, a
and
for all n ∈ N and a ∈ M n (V).
Since this is true for any ϕ, ψ ∈ CS r (V), we get that 
where
Let V be a locally convex vector space, and let L be a gauge on V . Then L is lower semicontinuous if for any net {a λ } in V which converges to a ∈ V we have L(a) ≤ lim inf λ {L(a λ )}. Equivalently, for one, hence every, t ∈ R with t > 0, the set {a ∈ V : L(a) ≤ t} is closed in V . If V and W are two locally convex vector spaces in duality, we have that M n (V ) and M m (W ) are in duality under the matrix pairing. The weak topology on M n (V ) is defined to be that determined by the matrix pairing. 
Proof. Suppose {a i } is a net in M n (V) which converges weakly to a ∈ M n (V). For r ∈ N, ϕ, ψ ∈ CS r (V) with ϕ = ψ, we have
is small when i is large, and therefore, for each ǫ > 0,
for i sufficiently large. It follows that
for i sufficiently large, and hence that
Let ǫ tend to 0, and then we get that
Let (V, 1) be a matrix order unit space and let L = (L n ) be a matrix Lipschitz seminorm on (V, 1). We denote by · = ( · n ) the matrix norm determined by the matrix order on (V, 1). Since C1 is a closed subspace of V, M n (C1) is closed in M n (V) for each n ∈ N [15] . We may therefore use the identification [15, 7] . But in addition to this matrix norm, by identifying M n (V/(C1)) with M n (V)/M n (C1), we may also obtain a sequence of quotient seminorm L = ( L n ) from L. L is also a matrix norm onṼ since the null space of each L n is M n (C1) [8] . It is clear thatṼ is also self-adjoint since C1 is self-adjoint.
From Proposition 5.2 in [19] , we have
Proof. Let · = ( · n ) be the matrix norm on (V, 1) determined by the matrix order on it. SinceṼ is an operator space, there exists a unital
, there is a g ∈ CB(A, M r ), which extends f , with f cb = g cb by Theorem 7.2 in [12] . Clearly, g * extends f * and so f * cb ≤ g * cb . By Theorem 7.4 in [12] , there exists a Hilbert space K, a *-homomorphism π : A −→ B(K), and bounded operators 
Proof. The generalized bipolar theorem says that (L 1 ) ⊚⊚ is the smallest weakly closed absolutely matrix convex set containing
for all ϕ, ψ ∈ CS r (V) and arbitrary r ∈ N. Thus for f ∈ SB 2 r (Ṽ) and r ∈ N, we have
On the other hand, we have
by Proposition 3.4, it follows that 
Matrix norms from matrix metrics
In this section, we discuss the relation of the matrix metrics on CS(V) and the matrix norms on (Ṽ) * . Firstly, we make:
Definition 5.1. Let V be a vector space and let K = (K n ) be a graded set with Suppose K is a convex subset of a vector space V . A metric ρ on K is convex if for every x, y, z ∈ K and t ∈ [0, 1] we have 
n (Ṽ) and α ∈ M m,n , and
Proof. By Lemma 4.1, we have that SB
, and hence
by the convexity of D n , it follows that
by the midpoint convexity of D n . For
Given f = ϕ − ψ ∈ SB 2 m (Ṽ) with ϕ, ψ ∈ CS m (V) and α ∈ M m,n with α * α ≤ 1 n . Choose φ ∈ CS n (V). Since
where ϕ 1 = ϕ 0 0 φ and ψ 1 = ψ 0 0 φ , and ϕ 1 , ϕ 2 ∈ CS m+n (V), we see that
by the matrix convexity of CS(V), and hence
Then it is clear that Q ′′ n is well-defined and
for s ∈ R and f ∈ W n . If f = t 1 (ϕ 1 − ψ 1 ) ∈ W n and g = t 2 (ϕ 2 − ψ 2 ) ∈ W n with ϕ 1 , ϕ 2 , ψ 1 , ψ 2 ∈ CS n (V) and t 1 , t 2 > 0, we may assume that t 1 , t 2 > 1, and then we have Q
and for α ∈ M n,m , we have
if α = 0 n,m and clearly it holds for α = 0 n,m . Let f = t 1 f 1 ∈ W m with t 1 > 1 and f 1 ∈ SB 2 m (Ṽ) and g = t 2 g 1 ∈ W n with t 2 > 1 and g 1 ∈ SB 2 n (Ṽ). Setting 
for all n ∈ N and ϕ, ψ ∈ CS n (V), and
for each f ∈ M n ((Ṽ) * ) and all n ∈ N, if and only if D is convex, midpoint balanced, and midpoint concave. The matrix norm Q is unique.
Proof. The uniqueness follows immediately from the equality
, for all n ∈ N and ϕ, ψ ∈ CS n (V), for some matrix norm Q = (Q n ) on (Ṽ) * satisfying Q n (f * ) = Q n (f ) for each f ∈ M n ((Ṽ) * ) and all n ∈ N, it is easily seen that D is convex, midpoint balanced, and midpoint concave. Now suppose D is convex, midpoint balanced, and midpoint concave. By Lemma 5.4, there is a norm Q ′′ n on each real vector space RSB
For f ∈ U n , there are positive constants t 1 , t 2 and elements
.
by Lemma 4.1 and Lemma 4.2, we see that 0 f f * 0 ∈ RSB 2 2n (Ṽ), and so Q n is well-defined. For f = t(ϕ − ψ) ∈ RSB 2 n (Ṽ) with t > 1 and ϕ, ψ ∈ CS n (V), we have that
Because D = (D n ) is a matrix metric and
For f ∈ U n and c ∈ C with c = r exp(iθ), where r > 0 and θ ∈ R, we have
Obviously, this holds for c = 0. It is clear that Q n (f + g) ≤ Q n (f ) + Q n (g) for f, g ∈ U n . Now assume that f ∈ U n , g ∈ U m and α ∈ M m,n and β ∈ M n,m . Then we have 
By Lemma 4.1, U n = M n ((Ṽ) * )(n ∈ N). Therefore, Q = (Q n ) is a matrix norm on ( V) * . And
for all f ∈ M n ((Ṽ) * ).
Matrix Lipschitz seminorms from matrix metrics
The purpose of this section is to characterize the matrix metrics on CS(V) which come from matrix Lipschitz seminorms.
Let (V, 1) be a matrix order unit space, and let D = (D n ) be a matrix metric on CS(V). We will refer to the topology on CS(V) defined by D, that is, the topology on each CS n (V) is induced by D n , as the D-topology. The natural topology on CS(V) is the BW-topology, that is, topologies each CS n (V) by BW-topology [1] .
Let V and W be two vector spaces, and let K = (K n ) be a matrix convex set of V . A matrix affine mapping from K to W is a sequence F = (F n ) of mappings
A matrix convex set K = (K n ) of a locally convex vector space V is compact if each K n is compact in the product topology in M n (V ). Given a compact matrix convex set K = (K n ) of a locally convex vector space. For r ∈ N, let A(K, M r ) to be the set of all matrix affine mappings F = (F n ) : K −→ M r , such that F 1 is continuous. Using the linear structure and the adjoint operation in M n (M r ), A(K, M r ) becomes a vector space with a *-operation under pointwise operations. Similarly, the order structure in M n (M r ) defines a positive cone in A(K, M r ), where
We use the abbreviation I = I (1) . For F = (F n ) ∈ A(K, C) and any unit vector ξ ∈ C n and v ∈ K n , we have
So I is an order unit for A(K, C). It is clear that A(K, C) is an order unit space. Let A(K 1 , C) be the space of all continuous affine mappings from K 1 to C. Then A(K 1 , C) can be made into an order unit space [11] . Define Φ :
we may use the ordering on A(K, M n ) to define a positive cone in M n (A(K, C)). In this way A(K, C) becomes a matrix order unit space [17] . We will simply denote the matrix order unit space A(K, C) by A(K).
By an easy translation argument, the following non-commutative version of the representation theorem of Kadison follows from the Proposition 3.5 in [17] .
Proposition 6.1. (1) If R is an operator system, then CS(R) is a self-adjoint compact matrix convex set in R * , equipped with the BW-topology, and A(CS(R)) and R, the completion of R, are isomorphic as operator systems. (2) If K is a compact matrix convex set in a locally convex space V , then A(K) is an operator system, and K and CS(A(K)) are matrix affinely homeomorphic.
So we can view the matrix order unit spaces as exactly the dense subspaces containing the order unit I inside A(K), where K is any compact matrix convex subset of a topological vector space. Lemma 6.2. Suppose that V is an operator space with matrix norm · = ( · n ). Let V * be the operator space dual of V , with matrix norm
Proof. We let τ : V −→ V * * denote the usual injection, i.e., τ (v)(f ) = f (v) for v ∈ V and f ∈ V * . By Theorem 2.2 in [6] , we have
Lemma 6.3. Suppose that V is a self-adjoint operator space with matrix norm · = ( · n ). Let V * be the operator space dual of V , with matrix norm
Proof. From [2, 16] , we have
we obtain that
and we are done. Then for [a ij ] ∈ M r (A), we have
ρ is completely positive(Theorem 5.1 in [12] ) and Φ (r)
where g = t[(ϕ 1 −ϕ 2 )+i(ϕ 3 −ϕ 4 )] ∈ M n ((Ṽ) * ) with ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ∈ CS n (V) and t > 0. Since we identify M n (A(CS(V))) and A(CS(V), M n ), for
D are matrix gauges and the null space of each L Dn is M n (CI). Denote
and K = (K n ). Suppose that D is convex, midpoint balanced, and midpoint concave. Then, by Theorem 5.5 there exists a matrix norm Q = (Q n ) on (Ṽ) * such that Q n (ϕ − ψ) = D n (ϕ, ψ) for all n ∈ N and ϕ, ψ ∈ CS n (V), and Q n (f * ) = Q n (f ) for each f ∈ M n ((Ṽ) * ) and all n ∈ N. Let W denote the operator space (Ṽ) * with the matrix norm Q = (Q n ). Let W * be the operator space dual of W, with the dual operator space norm
. Now we assume that the D-topology on CS(V) agrees with the BW-topology.
. By the matricial separation theorem(Theorem 1.6 in [17] ), applied to A(CS(V))/(CI) and the closed matrix convex setK = (K n /M n (CI)) in A(CS(V))/(CI), there is a continuous linear mapping Φ :
for all r ∈ N, g ∈ K r /M r (CI) and
So by the operator space duality of W and W * , we obtain F = 0 n , that is, Φ(g) = 0 for g ∈ A(CS(V))/(CI). Therefore,
Proof. It is clear that (K 1 , I
(1) 1 ) is a matrix order unit space as a subspace of A(CS(V)) and L D = (L Dn ) is a matrix Lipschitz seminorm on it. For a ∈ M n (V), let F (n) be the element in M n (A(CS(V))) which is the image of a in the isomorphism of Proposition 6.1(1). Then for ϕ, ψ ∈ CS r (V), we have
where τ is the usual injection fromṼ to (Ṽ) * * . So
CS(A(CS(V))) ⊆ CS(K 1 ) ⊆ CS(V).
By Proposition 6.1(2), we obtain that CS(
CS n (V), the D LD -topology on CS(K 1 ) agrees with the BW-topology. Therefore, L D is a matrix Lip-norm on (K 1 , I
(1)
r (Ṽ) with ϕ 1 , ϕ 2 , ψ 1 , ψ 2 ∈ CS r (V) and t 1 , t 2 > 0, we may assume that t 1 , t 2 > 1, and then we have
For ϕ 1 , ϕ 2 ∈ CS r (V) and α ∈ M r,m with α
we have
where ξ 1 = 1 r 0 m,r and ξ 2 = 0 r,m 1 m . So for ϕ ∈ SB 2 r (Ṽ) and α ∈ M r,m , we have ρ
with t ∈ R and ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ∈ CS n (V) and f ∈ M r (W) we have
1 ), and
* ) with ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 ∈ CS n (V) and t > 0, we have
by Proposition 6.6. So for ϕ, ψ ∈ CS n (V), we have
and thus by proposition 6.7, L D = (L Dn ) is a lower semicontinuous matrix Lipnorm on (K 1 , I
(1) 1 ).
Definition 6.11. By a matrix Lipschitz gauge on a complete matrix order unit space (V, 1) we mean a matrix gauge G = (G n ) on V such that
A matrix Lip-gauge can be defined similarly.
If G = (G n ) on V is a matrix Lipschitz gauge on a complete matrix order unit space (V, 1), we can similarly define a matrix metric D G = (D Gn ) on CS(V) by:
where ϕ, ψ ∈ CS n (V)(They also may take value +∞). Given, on the other hand, a matrix metric D = (D n ) on CS(V), we can also define a matrix gauge G D = (G Dn ) on (V, 1) by
if and only if D is convex, midpoint balanced, and midpoint concave.
Proof. If D comes from a lower semicontinuous matrix Lip-gauge
, it is clear that D is convex, midpoint balanced, and midpoint concave. And the remain follows from Theorem 6.10.
7.
The pre-dual of ( V, L)
Suppose (V, 1) is a matrix order unit space with operator space norm · = ( · n ). Let (V, 1) denote the completion of (V, 1) for · 1 . Given a matrix Lipschitz seminorm L = (L n ) on (V, 1), we will denote by L 1 the norm closure of L 1 in (V, 1). Since in the operator space V, a sequence a
n for any contractions α ∈ M n,m and β ∈ M m,n . Thus L 1 is absolutely matrix convex. So the corresponding Minkowski functionals
Definition 7.2. Let (V, 1) be a matrix order unit space, and let L = (L n ) be a matrix Lipschitz seminorm on (V, 1). The matrix gauge
− on the subspaces where L − is finite.
Suppose (V, 1) is a matrix order unit space with operator space norm · = ( · n ) and L = (L n ) be a matrix Lipschitz seminorm on it. Denote B t n = {a ∈ M n (V) : L n (a) ≤ 1, a n ≤ t} for t ≥ 0 and n ∈ N. We say that B t = (B Proof. By Theorem 5.3 in [19] , (1) and (2) are equivalent. The equivalence of (3) and (2) follows from Theorem 1.8 and Theorem 1.9 in [13] and Proposition 3.1 in [19] .
Let (V, 1) be a matrix order unit space, and let L = (L n ) be a matrix Lip-norm on it which is closed. Denote
Then K = (K n ) is an absolutely matrix convex set inṼ. Because L is closed, the totally bounded set B t n are complete for · n by Lemma 7.4 and Proposition 7.5, so are compact. By Proposition 3.8 and Proposition 5.2 in [19] , there is a sequence {r n } of positive constants such that
for a ∈ M n (V) and n ∈ N.
Now we see that there is a t n > 0 such that
Since the quotient mapping π n :
is a contraction, the image π n (B t n ) of the compact set B t n is compact. So K n is compact for · ∼ n . Set G n = {ã ∈ M n (Ṽ) :ã * =ã,L n (ã) ≤ 1}, n ∈ N.
Then G = (G n ) is a matrix convex set inṼ and G ⊆ K. The involution inṼ preserves the matrix norm · ∼ implies that G is also compact for · ∼ . For a ∈ K n , we haveã = 1 0 0ã a * 0 0 1 .
So by Lemma 3.2 in [8] , K is the smallest absolutely matrix convex set containing G, and
Denote A 0 (G) = {F = (F n ) ∈ A(G) : F n (0 n ) = 0 n , n ∈ N}.
For 
From these, we see that m j=1 (α j ⊗ 1 k )F (k) nj (g j )(β j ⊗ 1 k ) =0 nk . Therefore,F (k) is well-defined. Proposition 7.6. Denote A 0 (K) = {F : F ∈ A 0 (G)}. Then forF (k) ∈ M k (A 0 (K)), k i ∈ K ni and α i ∈ M n,ni , β i ∈ M ni,n satisfying
In particular, A 0 (K) ⊆ A(K).
Proof. Direct verification according to definition.
Proposition 7.7. ForF (k) ∈ M k (A 0 (K)), we defině
for λ i ∈ R + and k i ∈ K n , i = 1, 2, · · · , m. Then:
ni (k i )(β i ⊗ 1 k ) for k i ∈ K ni and α i ∈ M n,ni , β i ∈ M ni,n ; (2) If we denote L 0 (K) = {F :F ∈ A 0 (K)}and still view L 0 (K) as equipped with the operator space norm · ♯ = ( · ♯ n ) determined by the matrix order structure on A(K), then F (r) ♯ r = sup{ F (r) n (ã) :ã ∈ K n , n ∈ N}, for F (r) = (F (r) n ) ∈ A 0 (G, M r ) and r ∈ N.
Proof. Suppose that n (h j ) by Proposition 7.6, that is,
n ) is welldefined.
For k i ∈ K ni and α i ∈ M n,ni , β i ∈ M ni,n , i = 1, 2, · · · , m, we denote
By Proposition 7.6,
This proves (1) . ForF (r) ∈ A 0 (K, M r ), we have ≥ 0,ã ∈ K n , n ∈ N = sup{ F (r) n (ã) :ã ∈ K n , n ∈ N}, and (2) follows.
Theorem 7.8. Let (V, 1) be a matrix order unit space, and let L = (L n ) be a matrix Lip-norm on (V, 1) which is closed. Denote
and set K = (K n ). Then (Ṽ,L) is naturally completely isometrically isomorphic to the dual operator space of A 0 (K). Thus f 0 = τ n (k 12 ) ∈ τ n (K n ). Therefore, τ n (K n ) = M n (A 0 (K) ↑ ) · ↑ n ≤1 . Consequently τ is a completely isometric isomorphism of (Ṽ,L) onto (A 0 (K) ↑ , · ↑ ).
