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I摘要
随着社会的发展与科学的进步，人们的物质生活水平日益提高，股票投资也
逐渐走进千家万户，成为人们生活密不可分的一部分。由于股票投资具有高收益
的特点，使得人们对此趋之若鹜，但是伴随着股票的高收益，股票的高风险性也
是不可忽视的一点。因此，如何科学地利用股票市场已有的信息来预测股票市场
的变化，尽可能地规避风险与提高收益，也成为了一项重要的课题。
本文是基于灰色系统理论和支持向量机理论，以上证指数的周期数据为研究
对象来展开研究的。股票市场中作为一种本征能量系统，包含有大量的历史数据，
其高度非线性的特点又使得常用的线性回归方法难以奏效，因此我们采用的方法
是灰色系统理论中的 GM（1,1）模型，为了让模型更加完善，得到合理的结果后
对其进行边值修正。在完成预测后，根据已有的等级精度评价标准来给出预测的
等级并且判断预测是否合理。为了单一使用灰色预测模型带来的误差偏大的困
扰，我们在原有的基础上加入支持向量机的元素，具体的操作表现为在获取残差
序列后，利用支持向量回归机对原模型进行残差修正，将两者进行有机结合以期
提高预测的精度。在支持向量回归机中，惩罚因子 C与核函数参数γ的变化是影
响支持向量回归机效果的重要因素，我们通过对参数进行不断调节选择，尽量保
保证最好的回归效果。在完成对原 GM（1,1）模型的改进步骤之后，将两次预测
的结果进行定量地对比分析，发现各项评价指标都得到了明显的提升，从而达到
了对原始模型进行改进的目的。
关键词：股市预测 灰色理论 支持向量机
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Abstract
With the development of society and the progress of science, people's
material standard of living is improving day by day, and the stock
investment has gradually entered into thousands of households. Because
the stock investment has the characteristic of high income, it makes
people rush for it, but with the high income of the stock, the high risk
of the stock can not be ignored. Therefore, how to use the existing stock
market information to predict the stock market changes, as far as possible
to avoid risks and improve returns, has become an important issue.
Based on the grey system theory and the support vector machine theory,
this paper studies the periodical data of Shanghai Composite index. As
an intrinsic energy system, the stock market includes a large number of
historical data, whose characteristics of highly nonlinear make the
linear regression method commonly used ineffective, so we consider using
boundary value containing the modified GM(1,1) model changes on the stock
market for prediction. In the forecast, we are able to give predicted level
and determine whether the prediction is reasonable according to the grade
the accuracy evaluation of the existing standard . In view of the error
of the grey model is sometimes too large, we’d like to use the machine
error correction model to improve the prediction accuracy via support
vector regression after obtaining the residual sequence. In the support
vector regression machine, we can improve the accuracy of the model by
adjusting the penalty factor C of the SVR and the kernel function parameter
gamma. By the improved GM (1,1) forecasting results of the new model, we
also carry on the evaluation and comparison with the original model, found
that the evaluation indexes are improved, so as to achieve the purpose
to improve the original model.
Keywords: Stock market forecast Grey theory Support vector machine
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1第一章 绪论
1.1股票市场预测的背景及意义
社会经济的变化总是让普通大众感到云里雾里，而这些变化通过爆炸式的
数据呈现在了我们面前，IT 技术的日益成熟与互联网对万千大众的普及又使得
这些数据能够得以不断积累。在这浩瀚如烟海的数据里，我们想做的就是如何从
已经积累的数据中，攫取一些重要的信息，让我们能够不至于迷失在数据的海洋
中。
随着时代的发展和社会的进步，对股票投资的需求也蒸蒸日上。股票的价格
走势直接影响着投资者的经济利益，也影响和反映着国家的宏观经济政策，因而
受到人们的广泛关注。股票预测就是参考股票市场数据的历史信息，采用科学可
行的预测方法通过对历史数据的分析研究而得到股票数据的未来走势。股票市场
体量庞大，因此有存在各式各样的因素影响着股票价格的变化，为了方便我们将
这些因素分为两大类：基本因素和技术因素。一般地说，基本因素主要包括经济
性因素、政治性因素、人为操纵因素和其他因素等，并且这些因素相互交错，特
别复杂，最后导致的结果就是它们的“一举一动”都对股价的走势变化有着不可
估量的影响，而技术因素则是指影响股票市场价格的各种股票市场操作，让人们
耳熟能详的一些名词诸如“追涨杀跌”“买空卖空”都是技术因素对股票市场最
根本的影响表现。究其原因不难想到，股民和金融机构是股票市场的基本参与者，
他们在股市交易过程中各种买进卖出的行为会积少成多地影响到股价的变化，而
股价的变化又反过来影响着人们的交易行为。股市的涨跌变化不仅仅与股市投资
者的利益们息息相关，同时它也是金融市场中一块巨大的拼图，因此它的变化对
金融市场的稳定性。
在传统的数据分析研究领域，我们常常使用包括线性回归、Logistic 回归、
多元回归等计量回归方法，而已有的一些研究表明，股市中的大量数据波动是非
线性[2]的状态，如果我们继续使用传统的方法，会导致研究在一开始就出现问题
从而得不到真实的结果反馈。因此，我们必须考虑使用一些对非线性数据的研究
处理方法。
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在金融经济学的发展上,先辈们孜孜不倦地对经济预测进行尝试探索,也
为后人开拓发展新的理论提供了重要的经验和思路。在经济预测这颗枝繁叶茂的
大树上，股市预测则是它最为粗壮的树枝之一。它的基本思路就是对股票市场中
已有的资料信息进行收集处理，然后立足于股市的现状，根据它特有的规律性，
运用科学合理的放的方法，对其未来的发展前景进行定性或定量的分析。股市预
测是根据过去和现在的股票数值来推出未来的数值，它决定了股票预测的研究对
象不是一个特定事件，而是随机的、不确定的事件，这就需要使用与之相匹配的
科学预测方法进行合理推断。对于股票预测来讲，其基本特点如下：
(1) 股票市场本质是一个极其复杂的非线性动态系统，虽然近年来对股票市
场的研究从未停止，但是并没有一种方法能保证其精确性，所以如何减少预测的
误差，保证预测的精度是我们一个重要的任务。
(2)根据已有的研究，我们知道股票市场具有高度复杂性和非线性的特点，
因此对股票市场的预测方法必须是对非线性数据拟合产生良好效果的。但与此同
时，对非线性系统理论的研究并不如线性系统理论一般如此完善，许多方法都需
要进一步的理论研究与实践。
(3)股民作为股票投资者的主体，其具有主观性、分散性、波动性的特点，
因此即使对股票市场的历史数据进行了很好的建模，由于股民心理状况、经济状
况难以预测，在受到个体对预测结果的影响下，预测结果仍然有很大的可能性令
人不甚满意。
(4)我国作为具有中国特色社会主义的国家，大的经济环境和国家整体的经
济实力也对股市的发展有着不可估量的作用，所以我们在做到科学预测的同时，
也必须考虑到宏观政策对股票市场的指引以及政治和经济等场外因素的干扰。
考虑到股市预测的复杂性和多变性，我们在预测的时候给出以下三个前提条
件：
(1)有效市场假设：参与市场的投资者有足够的理性，并且能够迅速地对所
有市场信息作出合理的反应。
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供求关系产生影响。
(3)历史相似原则：未来股市的一切变动趋势都能在过去的历史演变中都能
找到规律。
相对于商品经济而言，股票市场的历史就短暂得多，而在这短短一百多年
的历史当中，许多让人们眼花缭乱的技术分析方法也随着证券市场运作体系的完
善而不断为人们所熟知。。
在 1900 年到 1902 年,作为《华尔街日报》的创始人和首任编辑查尔斯·道
写了许多社论，讨论股票投机的方法。1902 年查尔斯逝世，同年 S.A.纳尔逊将
他的评论收集整理并出版《股票投机的基础知识》，这本书也就是后来鼎鼎大名
的作为技术分析基础的道氏理论（Dow Theory）。19 世纪 20 年代福布斯杂志的
编辑理查德·夏巴克，在道氏理论的基础上，挖掘出“股价平均指数”对于单个
股票的重要信息。1939 年，美国证券分析专家 R.N.艾略波特利用道琼斯工业平
均指数（Dow Jones Industrial Average, DIJA）作为研究工具，发现股价变化
的波动情况并提出了“波浪理论”。而后起源于日本德川幕府时代的 K线图逐渐
走上股市这个大舞台，由于其具有直观、立体感强、携带信息量大等特点，逐渐
成为技术分析的主流。有了 K线图之后，随之而来的趋势分析、移动平均法等技
术面分析方法也都像雨后春笋般纷纷涌现。这些分析方法都是立足于图表，而图
表信息的给人的直观感受远远强于一系列单纯的数字，使得它们在当时的大环境
下也取得了一定的成功。但是这种的方法缺点也跟它们的优点一样明显，那就是
股票市场的信息过于繁杂，只是观察图表的变化是人们的一种主观直觉与臆测，
对于其合理性与科学性，许多人始终抱有怀疑的态度。
到了 20 世纪 60 年代，人们发现，经济预测的本质其实就是时间序列预测。
时间序列又称为动态数列，是指将同一统计指标的数值按照发生时间的先后顺序
排列而成的数列，它的一个典型特征就是相邻的数值之间具有一定的依赖性。为
了更好的研究这种性质，各种时间序列模型被人们相继提出，伴随着的对模型的
性质和意义的研究也在不断深入当中。对于金融时间序列的研究基本上分为两种,
一种方法是立足于最基本的经济发展规律,建立金融时间序列服从的数学模型,
像资本资产定价模型(CAPM)[3]、套利定价理论(APT)[3]、期权定价模型[3]等。这些
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际情况却与这些假设有着很大的出入,所以这些理论在实证研究中并不能让人满
意。另一种方法则是抛开经济学与金融学的束缚，回到最原始的数据当中，从数
学中概率统计的角度来理性地分析这些数据未来可能的变化。与第一种方法的理
论性过强而实证性不足相反，它常常为人所诟病的就是缺乏完整的理论基础，但
是种种数据实验表明从统计学的角度来进行分析验证往往能达到更好的效果，也
更贴合股价数据运行的轨迹。而且,统计学经过了几百年的发展，各项理论也在
不断的完善当中，数理统计学与社会统计学的分歧相比统计学诞生之初也在逐渐
缩小当中。更为重要的一点是，在统计方法中有着合理的检验评价体系，这对于
评价模型的好坏有着至关重要的作用。
在对时间序列的研究之初，人们把主要的研究精力都投入在自回归移动平均
模型[4]（ARMA）之中。这是一种结构简单的线性模型，模型之中的统计推断理论
也趋于完善，所以得到了广泛的应用。但是该种线性模型的构造条件过于理想，
许多现实生活中的产生的数据难以在该模型中反应出来。穷则思变，为了更加贴
合实际应用，人们转而开始对非线性时间序列进行大量深入的研究并取得了不斐
的成果。在这些耀眼的成果中，最具有划时代意义的就是罗伯特·恩格尔于 1982
年提出的自回归条件异方差模型[5]（ARCH），他在对大量的数据与模型进行研究
后发现预测误差的方差变化会受到诸如宏观政策、政府财政收入等许多场外因素
的干扰，并且方差之间的变化存在一定的相关性。自回归条件方差模型的提出就
是刻画这种相关性，它不再将方差看作常量而是认为其随时间的变化而变化，这
个思路为时间序列模型的构造提供了新的方向，并且成功克服了线性模型在局部
数据不稳定的缺点，在实际应用中理论与实际情况也更为相符，应用也更为广泛。
在这之后，混沌理论也开始蓬勃发展并不断完善并且为预测研究打开了一扇
新的大门，同时也使得原来许多被人们不可能预测的系统变为可能。混沌理论的
优点在于对系统进行量化分析的同时，还带有对系统质性的思考[8]。在这个大环
境下，由中邓聚龙教授在 20 世纪 80 年代首先提出并创立了灰色系统理论，主要
用于解决一些包含未知因素的特殊领域问题，在社会、经济、农业、生态等许多
系统中都得到了广泛的应用。分形学鼻祖曼德尔布罗特认为股票市场具有一定的
自相似性，他在研究了股价的变动规律之后，发现股价变动在各个时期的分布具
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究中计算出了股票系统的李雅普诺夫指数（Lyapunov Index），认为股票市场也
存在有混沌现象，因此利用小波理论对金融时间序列进行预测也变成了可能。
这些年来，随着机器学习和神经网络理论发展的日益完善，其在 Pattern
Recognition 和 Artificial Intelligence 等方面已经取得了优秀的成绩，并且
开始广泛应用在经济、金融等领域。神经网络在非线性拟合方面具有一枝独秀的
优势，无论多么复杂的非线性关系，都能被神经网络映射。得益于计算机技术的
飞速发展与学习规则的简单，神经网络也容易在计算机上进行实现。尽管它的优
点不计其数——很强的鲁棒性、记忆能力、非线性映射能力以及强大的自学习能
力，但是在统计小样本数据问题时，神经网络也存在欠学习问题。1995 年，Vapnik
和 Corrina Cortes 提出了支持向量机(Support Vector Machine, SVM)的概念，
主要的用途是用于分类和回归分析。相比与神经网络，支持向量机具有更好的数
学基础，同时泛化能力也更强。支持向量机的稳定性使其能够避免神经网络中遇
到的欠学习或着过学习的问题，在利用核函数的时候也能够很好的解决“维数灾
难”的问题。
1.3 支持向量机简介
20 世纪 60 年代，统计学习理论诞生，几十年的发展使之建立在一套比较坚
实的理论基础上。它从统计学的角度证明了有限样本和经验风险和真实风险之间
的差异，并首次引入置信区间的概念，创建了结构风险最优理论，为各类机器学
习算法提供了统一的评估框架。在 1992-1995 年间，基于统计学习的理论基础发
展出了一种新的通用学习方法——支持向量机。可以说支持向量机是统计学习理
论在算法领域应用的集大成者。支持向量机的提出，一举解决了第二代神经网络
的结构选择和局部最小值（过拟合、欠拟合）等问题，使第二代神经网络进入了
又一个低潮期。以统计学习为理论基础的支持向量机现在被应用于机器学习的各
个领域[9]，具体包括文本分类、图像识别、手写数字识别、生物信息学等等。
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61.4 灰色系统理论简介
控制论学者 W.R.艾什比用黑箱(Black Box)形容内部信息缺乏的对象和系
统。为此，我们用“黑”表示信息缺乏，“白”表示信息完全。信息不充分、不
完全称为“灰”。信息不完全的系统，称为灰色系统或者简称灰系统(Grey
System)。
“信息不完全”，一般指
(1)系统因素不完全明确；
(2)因素关系不完全清楚；
(3)系统结构不完全知道；
(4)系统的作用原理不完全明了。
信息不完全，是灰色系统的特征。在灰色系统中，我们无法得到完整的信息，
也就无法获得所有的数据，那么对于灰色系统理论的研究就是就是建立在少数据
分析的基础之上。少数据中，要求包含现实信息。在我们的认知体系内，即时少
量的数据，只要它所蕴含的信息是真实的，那么它一定会表现出不同程度的现实
规律。因此，灰色系统理论的目的就在于用刷子逐步刷掉事物表面所覆盖的“灰”，
从而使其能恢复本来面目的“白”。现实规律的呈现方式是数值的变化与时间的
分布，我们将区间内的数值变化的分布与时间变化的分布定义为灰过程。
广义下的能量系统，基本都带有灰系统本身的特征。我们整个人类社会是能
量系统，有了社会属性后人们从简单的以物换物到现在逐渐完善的金融体系所构
成的经济系统也是一个大型的能量系统，股票系统作为经济系统的一部分自然也
带有能量系统的特征。能量系统的特征是具有一定惯性，我们都知道“质量”越
大，惯性也就越大。那么对于这些“质量”或着“能量”大的系统，在发生状态
运动的某个邻域内，其将来的运动轨迹必定能从过往的运动状况中变得有迹可
循。灰色系统诞生的意义就是利用逻辑完备的数学理论，对系统在自然状态下的
惯性变化进行预测。
由于具备了以上的种种特点，灰色系统理论在诸如气象预测、商业预测、工
农业产值预测等等领域都有着极其实用的价值，除了预报功能以外，它还有着规
划决策的功能，比如计划生产部门如何实施完善可持续发展的生产计划，矿藏勘
探部门对开发采集现状进行评估以及开发采集收益进行预判，经济管理部门制定
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7合理稳定的宏观政策并对宏观经济市场进行调控管理。一言以蔽之，灰色系统理
论是一座建造在社会科学与自然科学之间的桥梁，能够将抽象复杂的系统以简单
明了的形式表现出来，并且在定性分析的基础上转而进行定量分析，给人客观公
正、科学合理的印象，是人类社会各个大型部门与系统用来进行分析预测、决策
控制的一种杰出思想理论。
第二章 支持向量机的基础知识
2.1经验风险最优与 VC维
由于了总体真实分布的困难（实际上是不可能的），我们只能从总体中抽
取若干有代表性的对象，这些对象被称为总体的样本。样本可以理解为总体的若
干个观测值，因为是观测值，所以表现形式是静态的、有限的。在数学上可以计
算这出这些样本的分布，作为事物总体的近似模型或着经验模型。样本来源于总
体，那么样本的分布必然与总体的分布有着毋庸置疑的相似性或趋同性，这是我
们做样本统计所立足的基本思想。但是，仍然需要衡量经验模型与真是模型之间
的误差，为此我们提出一个新的概念，叫做风险。当我们从训练集得到一个分类
器之后，这个分类器是以经验模型的分布作为总体分布的，那么这个分类器的误
差就称为经验风险[13]。为了综合评估的方便，我们给这些误差函数起一个新名字：
损失函数(Loss Function)。
假设样本： RRyxyx n
nn
),(),...,,(
11
，对于离散样本的经验函数
可以写为：


n
i
iiemp
xfyL
n
R
1
)),(,(
1
)( 
其中 )(
emp
R 就是所谓的经验风险。 ),( 
i
xf 是用来最小化风险
)(
emp
R 的目标函数， )),(,( xfyL 就是损失函数，它表示对于每个
i
x ，
其标签
i
y 与目标函数 ),( 
i
xf 之间的偏差。
厦
门
大
学
博
硕
士
论
文
摘
要
库
8我们的目的是为了让损失函数尽可能地最小，但是在实际分类训练的过程
中，如果只是让损失函数达到数学意义上的最小化，它的分类效果却常常不尽如
人意，无法满足全局最优的要求，而且还常常出现过拟合现象[14]。因此，人们很
自然地将目光转向统计方法。人们希望利用统计学找到一种方法来衡量样本所表
达的规律与总体规律之间的差距，这也就是所谓学习一致性的问题。于是统计学
习理论发展起来了。
统计学习的的第一个定义就是要解决经验风险与真实风险的衡量问题。
设 ),( xQ 是对给定的独立同分布观测样本，使经验风险函数
 ),(1 iemp xQnR 最小化的函数。如果 )( nR  与 )( nempR  依概率 P收
敛至同一个极限，即
)(inf)(),(inf)(   RRRR nnempnn  
则经验风险最小原则(Empirical Risk Minimizing,ERM)对函数集 ),( xQ ，
 概率分布函数 )(xF 是一致的。其中 inf 表示函数的下确界， )(
n
R 
表示真实风险[15]。
从学习一致性的角度来看，当样本数目趋近于无穷大时（大数定理），最小
的经验风险一定能够收敛于最小的真实风险。只有满足这一条件，才能保证在经
验风险最小化下取得的最优结果能够代表真实风险的最优结果，如图所示：
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9图 2-1 真实风险与经验风险
进一步，Vapnik 还给出了学习理论的关键定理。
设函数集  ),,(zQ ，满足条件：
  BzdFzQA )(),( 
那么 ERM 原则一致性的充分必要条件是： )(
emp
R 在如下意义上一致收敛
于 )(R ：
0,0}))()({sup(lim 


n
n
RRP
其中 P表示概率，sup 表示函数的上确界。
这个定理被称为学习理论的关键定理，在统计学习理论中具有十分重要的地
位。它没有用经验风险去逼近真实风险（因为很困难），而是通过经验风险最小
化函数来逼近真实风险最小化函数。这就是关键定理的绝妙之处——我们需要解
决的就只是一个收敛问题而不是原来的学习一致性问题。这样，我们在经验风险
与真实风险之间构造了一座桥梁，即经验风险最小化原则符合学习过程一致性的
条件是， ),( zQ 函数集中最差的那个函数。
那么如何找到这个最差的函数呢？关键定理没有直接给出方法，但是提供了
对 ),( zQ 的一个度量方法，这就是 VC 维。
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