Abstract. Boundary element (BE) analysis is well known as a tool for assessing the stiffness and strength of engineering components, but, along with finite element (FE) techniques, it is also finding new applications as a means of simulating the behaviour of deformable objects within virtual reality simulations since it exploits precisely the same kind of surface-only definition used for visual rendering of three-dimensional solid objects. This paper briefly reviews existing applications of BE and FE within virtual reality, and describes recent work on the BE-based simulation of aspects of surgical operations on the brain, making use of commercial hand-held force-feedback interfaces (haptic devices) to measure the positions of the virtual surgical tools and provide tactile feedback to the user. The paper presents an overview of the project then concentrates on recent developments, including the incorporation of simulated tumours in the virtual brain.
Introduction
This paper explores recent work which has drawn together complementary research in the apparently unrelated areas of computational mechanics and virtual reality, in order to provide a prototype training and planning tool for neurosurgeons. The impetus for creating such simulators arises from several sources; working hours directives and cost considerations mean that the opportunities for surgeons to develop their skills on live patients are becoming limited, while litigation and ever-increasing expectations are leading to the contradictory situation that it is unacceptable for inexperienced trainee surgeons to undertake the operations which are necessary for them to develop the skills. These issues could be alleviated by the introduction of surgical simulation in a manner similar to that used in the training of pilots in civil aviation.
The present simulator is based on the principle of virtual reality (VR), which can be defined as the use of computers in conjunction with graphical hardware and other user interface devices to enable the user to interact with a simulated environment and indeed to gain the illusion of being immersed in it. A useful history of VR, including the development of the display and graphics technologies which enable it, is presented online by Carlson [1] .
The main drivers towards the introduction of surgical simulation include the following: • Hospitals etc. which involve training on simulators are offered reduced insurance premiums.
• Reduced opportunities for training: for example, a trainee surgeon would formerly have been trained on (say) colorectal endoscopy by doing around 600 procedures, but reduced opportunities mean that training has to be streamlined to say 200 or 400, with the first few hundred being undertaken via a simulator instead of "learning from scratch on the job". • Concerns about inexperienced surgeons performing their earliest operations on live patients. However, until now, VR-based surgical simulation seems to have been largely restricted to the simulation of laparoscopic and endoscopic surgery, perhaps because such surgery takes place via a clearly-defined remote interface and is viewed on a screen. The present work involves simulation of brain surgery where the brain is viewed directly rather than via an instrument and the interaction with the brain takes place via hand-held tools, making the realistic presentation of the situation more challenging.
One of the key challenges in the virtual reality simulation of surgery is the modelling of the deformable organ on which the operation is taking place, particularly with respect to manipulating and cutting it. Over recent years, there has been considerable interest in the use of deformable objects in virtual reality and more generally in computer graphics, with a particular emphasis upon surgical simulation. An excellent review of the various techniques applied to surgery simulation is presented by Meier et al [2] ; techniques used include various heuristic methods (spring-mass, deformable splines, linked volumes and mass-tensor), as well as continuum-mechanical models such as the FE method and the BE method.
Interaction with a virtual deformable object clearly requires realistic visual and tactile feedback. Visual feedback requires the use of computer graphics, ideally used together with some form of 3D display. Tactile feedback (simulating the forces experienced when the surgical tools interact with a deformable or rigid object) requires the use of haptic devices such as the Phantom [3] , which use torque motors within a small robot-like mechanism to apply force feedback to the user via a handle which (ideally) will take the form of a dummy surgical tool.
The FE method has been well explored for surgical simulation applications (see, e.g. [4] ). Nonlinear FE calculations, which are very well-established in engineering applications, have also been applied to a limited number of simulations, for example non-linear elasticity modelling of the simulation of laparoscopic surgery on the liver [5] .
The BE method is potentially better suited to VR simulations than the FE method, since only the surface is discretised into surface elements or 'patches', whereas the FE method requires interior (volume) elements as well as surface discretisation, even though only the surface is visible in VR simulations. Earlier attempts to use the BE method to support the simulation of deformable objects in VR [6, 7, 8] have demonstrated the basic feasibility of BE in surgical simulations.
A challenging aspect of simulating surgery is the real-time simulation of the surgical cutting procedure. Cutting or separation of the surfaces of a continuum can be modelled using the conventional BE or FE approaches by re-meshing the cut surfaces and re-analysing the new geometry. However, to date, it has not been possible to perform the computations in real-time. A limited number of FE based VR models have recently emerged for modelling suturing [9] and cutting tetrahedral meshes [10] .
Our work in this project has extended surgical simulation by establishing new BE based approaches to cutting and post-cutting deformations as well as simulation of gravitational loading and self-contact between tissues. These have been incorporated into a demonstrator that supports two-handed interaction with stereo-vision and haptic feedback. To our knowledge, these advances in BE technology and surgical simulation have not been claimed elsewhere. Some aspects of the present simulator have been published earlier [11, 12, 13] ; the aim of the present paper is to give an overview of developments to date, with particular reference to the novel application of BE analysis in an environment away from its normal application of engineering stress analysis.
Theoretical Background
BE analysis relies upon the existence of surface integral equations to model the continuum behaviour. An integral equation can be derived to describe the displacement at a given "load" point
56
Modern Practice in Stress and Vibration Analysis VI in terms of integral equations that can be transformed to the surface by the use of Green's theorems (see, e.g. [14, 15] ). Therefore, in linear elastic problems, only the surface (i.e. "boundary") is modelled with elements, whereas the interior domain is incorporated without the need for interior discretisation.
The surface is discretized into elements, and the displacements and tractions over each element are described by an interpolation shape function. For simplicity, constant triangular surface elements are used in this work where the displacement is assumed to be linear over each element and the elements can be represented by a single node placed at the centroid of the triangle, i.e. the numbers of elements and nodes are equal as far as the system equations are concerned. The use of triangular elements is convenient as these can correspond to the triangular facets used in rendering the virtual reality scene. By taking each node on the boundary in turn as the "load" point and performing the integrations numerically over all boundary elements, a set of linear algebraic equations is obtained as follows: 
Further manipulations leads to only the unknown variables ({u o } and {t o }) being placed on the left hand side of the equations, as follows:
where [C] is a fully-populated solution matrix, {x o } contains all unknown variables (displacements or tractions), and {R bc } contains all prescribed values of displacements and tractions as well as the gravitational load. Further details on the BE formulation can be found in [14, 15] .
All the above assumes linear elastic behaviour of the object being modelled, which is the assumption commonly made in simulators based on deformable models. This assumption is exploited in the present system by computing a table of "pre-solutions" giving the complete set of nodal displacements when a given set of prescribed displacement components is applied at a given node. A set of "pre-solutions" giving the reaction forces (derived from the tractions) for feedback to the haptic device can also be calculated. Using the principle of superposition, the displacements are applied to the nodal coordinates of the deformable model to give the displaced positions of the triangular surface facets upon which the visual rendering of the VR model is based. Further details can be found in [11, 12, 13] Calculating the look-up table of pre-solutions uses an iterative method. It is a computationally expensive process, requiring of the order of 2N 2 floating point operations per iteration for a structure with N degrees of freedom (where the number of degrees of freedom is 3 times the number of elements in the virtual model), and typically requiring 25 iterations to find one set of pre-solutions. However, once available, deformations due to prodding can then be calculated by a simple table lookup and three multiplications, requiring of the order of 3N floating point operations at a rate of approximately 1000 Hz and so can achieve sufficient performance for real-time graphical and haptic rendering.
Implementation of BE-Based Deformable Objects
The deformable brain is implemented as a mesh of triangular facets which serve the twin purposes of being triangular constant elements and surface facets for graphical rendering purposes. The BE system was developed as an implementation in Fortran centred around an existing and robust BE engineering code [16] . This enabled the algorithms for pre-solution calculation and cutting to be refined and developed. The software was then translated into C++ to facilitate its use within the virtual reality environment and particularly to allow it to be used in a multi-threaded manner (see below).
Interactions of Surgical Tools with Deformable Brain Model
Clearly the key to the simulation is the ability to be able to interact with the brain model via haptic devices, and simple algorithms were therefore developed in order to allow contact with virtual tools, as shown in Figure 1 . In their simple form, these were modelled as single-point indenters. In practice, the surgical operation is focussed on only a small part of the brain, the location of which can be identified from MRI scans. In order to reduce the total number of degrees of freedom to be considered, the surface of the object can be divided into several sub-regions, with only one subregion (the part being operated on) being finely meshed while the other sub-region can remain relatively coarse meshed. Uneven meshing is a common modelling strategy in BE, or indeed FE, analysis which requires that the mesh sizes are gradually, not abruptly, changed.
Before the physical deformation effects of the virtual brain can be modelled, its interactions with a typical surgical tool (forceps, etc.) must be considered. A simple contact algorithm has been developed to represent the contact of a single-point surgical implement with the discretised surface of the brain model. A ray-plane intersection test is utilised to determine the exact element that is under contact and the penetration distance. The resulting penetration displacement components are then fed into the BE model. Two sets of data are calculated using the BE model in order to model prodding and pulling the structure: the vertex displacements (and hence new vertex positions) for all visible vertices in the model (in order to provide the information for visual rendering), and the force components required to cause the imposed displacement, which are fed back to the haptic device as reaction forces. 
Cutting and Interaction with Retractors
Algorithms have also been developed to detect and identify nodes/elements contacting the tool plane during the movement of a retractor. In the simulation, the retractor is inserted into the gap produced by a cut to separate brain tissues to allow for deeper cutting, or is used to lift up a part of the brain tissue. An algorithm has been developed which considers the different cases which can occur when elements lie close to the retractor. Essentially each triangle/retractor contact is treated as a separate indenter/contact problem in a similar manner to the simple contact algorithm described earlier; while this is clearly a simplification of the true situation, we anticipate it should provide sufficient realism without the need for iteration which would slow down the simulation
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Modern Practice in Stress and Vibration Analysis VI significantly, see Figure 2 . With a reasonable number of contacting elements, 1000 Hz haptic rendering can still be achieved. Cutting has been the most challenging part of the present project. The system aims to simulate the cutting process in neurosurgery, in which small amounts of brain material are eliminated using diathermic forceps (i.e., in which the surgeon does not cut with a scalpel, but rather pinches a small amount of tissue between forceps and applies an electrical current to melt it). In principle, the use of the BE method allows the creation of cuts without any prior knowledge of the direction in which the cut can proceed through the brain, since the interior of the brain is initially unmeshed. Algorithms have been developed for creating a cut in previously-uncut brain material, involving the creation of new nodes and elements. The cut can also be extended incrementally both in length and depth. Each step of cut involves the geometrical change of the model and the topological change of the model's mesh and subsequently the updating of the expanded BE system matrices to reflect the new structure that has been generated. 
Post-Cutting Simulation
A key challenge is to support real-time simulating of cutting, which in this case means being able to simulate up to 4 cuts a second which is the rate at which an experienced surgeon might feasibly work for short bursts (a trainee would probably work at a slower rate). Our cutting algorithms can update the BE model at this rate. However, the introduction of a cut involves changes to the structure of the brain being modelled, and hence the associated pre-solutions based on the original model are, strictly speaking, no longer accurate and have to be updated if subsequent prodding and pulling are to be simulated. This is potentially a time consuming process as noted previously and cannot currently be achieved in real-time, leading us to develop the following additional techniques: (i) Approximated update to pre-solution:
In order to allow the simulation to continue without disruption after cutting, an approximate update is performed in real-time during each cutting step by interpolating displacements from either side of the cut so that the newly-created surfaces within the cut can have plausible deformations. However, this does not take account of the structural weakening of the brain after material has been removed; this will particularly affect the deformations of the area near the cut. (ii) Real-time multithreaded and parallelisable BE analysis:
Upon successful completion of a cut, a separate background task is initiated in a differing thread from the main program. The responsibility of this task is to organise and obtain solutions for the affected elements, this will entail initially obtaining solutions for the newly created elements within or upon the cut surfaces and then subsequently for those elements affected by the cut. This approach is taken with the assumption that the greatest divergence from the original solution will occur at the newly created cut surfaces and become less considerable as the distance from the cut increases. It also assumes that the user is most likely to next interact with the model close to where they have just cut. The process of updating the element solutions is achieved by utilising an iterative solver, using the interpolated pre-solution as the starting point for the iterative process and therefore helping to minimise the solution times. Whilst the background task is performing the iterative updates the approximate (interpolated) solutions are used until the update has been completed. With current technology the updating process remains rather slow (minutes rather than seconds) and we anticipate that the structuring of the code to support this multi-threaded approach will allow for the parallelisation of certain aspects of the system, which will be investigated in due course. Post-cutting manipulation is demonstrated in Figure 3 . 
Modelling the Presence of a Tumour
A tumour is usually harder than the surrounding brain tissues, and may be located by MRI scans. By implementing a multi-domain BE formulation, the tumour can be created as a separate surface, with a different elastic modulus to the brain tissue, and placed entirely inside the brain structure, as shown in the wire-frame model in Figure 4 . By probing into the external brain surface, the tumour position can be felt by the resistance of the deformation. This is achieved using a multi-domain BE model. Once located, the simulation allows the surgeon to initiate a cut and then continue to cut deeper until the tumour is reached. We are currently extending this simulation to allow the user to cut around the tumour boundary and subsequently remove it. 
The Simulator Hardware
The simulator is implemented using a rig assembled from the following hardware:
• A high-end PC (typically 3 GHz) fitted with a graphics card capable of rendering 3D images • A monitor compatible with the stereo vision system (in practice this must be a CRT monitor to avoid interactions with the polarizing nature of the stereo goggles) • Two haptic devices, such as the Sensable Technologies PHANToM Omni system, which provide position sensing and force feedback to simulate the positioning of a surgical tool and its interaction with the brain • Stereo vision goggles and interface All the physical components have been housed in a purpose built mobile structure, as shown in Figure 5 . This aims to place the participant in a physically realistic operating position. The assembly allows the display device to be positioned such that the resulting image is reflected in a semisilvered mirror, thus allowing the participant to look down onto the operating environment. The haptic devices are placed underneath the display such that there is a suitably accurate relationship between the hands and the virtual representation of the operating tools. 
Conclusions
A surgery simulation system, based on the implementation of the BE method has been developed, with particular emphasis on simulating brain surgery. This new simulation system has several new features which have not been implemented in other simulators. These include surgical cutting, postcutting manipulation, contact with retractors, locating a tumour and two-handed haptic devices. In order to achieve real-time cutting, it has been necessary to develop a novel multi-threaded BE program to permit the deformable model to be updated, in a timescale close to real-time.
Although the present research is aimed specifically at neurosurgery, it is intended to be transferable to surgery simulations of other organs, such as the liver, or indeed any simulation in which a physically-realistic interaction with a deformable body is needed. This could include other issues related to soft-tissue modeling, within both virtual reality and off-line situations.
