I. INTRODUCTION
The aim of this research is the development of a reliable tool for the detection of breast cancer using digital mammography images. Digital mammography is a generally new strategy for the early recognition of breast cancer. It depends on aggregated density of tissues, that is, to identify shadows. This is the reason with respect to why digital mammography has been considered as a productive instrument for the identification of masses and MCCs. The real issue related with mammogram screening programs is the expansive level of missed cancer. Studies demonstrate that amid screening, radiologists neglect to recognize 15 precents of bosom diseases that are obvious in review contemplate. Besides, when insignificant signs are considered, appraisals of missed cases increment to 50 precents, because of mistakes of observation. Without considering recorded eye movements, search and detection mistakes are those that happen when radiologists don't report the presence of an unmistakable tumor and interpretation errors as those that happen when the tumor is accounted for however not considered significant. With a specific end goal to distinguish if a breast tissue is cancerous, a biopsy is generally performed. Amid a biopsy the suspicious breast tissue is expelled from the patient for an indicative examination. The breast tissue is evacuated by a surgical extraction and is analysed by the pathologist. A variation from the normal once identified in a breast tissue, can be delegated either benign (not cancerous) or malignant (cancerous). Computer Aided Detection methods are composed image processing and machine learning techniques. Mammogram processing usually utilizes image processing strategies with the end goal of removal of artefacts and labels, eliminating digitization noise and improving mammograms for ideal review, mostly for discovery of mass lesions and MCCs. Many investigations give confirm that radiologists perform better on computer enhanced images to change mammograms such that they can be printed or inspected on a screen ideally. Machine learning systems are regularly connected in computer Aided Detection scheme for pattern classification. In classification process, feature extracted from the Region of Interest (ROI) are utilized for the training and testing (approving) a learning machine. A classifier prepared on known irregularities (mass lesions and MCCs) consolidates the selected features and utilizes confidence measures to show if the tested specimen is malignant or benign.
II. PROPOSED SYSTEM
A. Image database Digital Mammographic images for proposed system are acquired from Mammographic Image Analysis Society (MIAS) Minimammographic Database. The MIAS database is composed of 322 cases from normal, benign and malignant cases [12] . For experimental analysis 158 images are extracted from the database. Digital
B. Image Preprocessing
In the initial stage, input image is preprocessed to remove the artefacts present if any as shown in fig 1. This stage gives the noise, labels, line artefact free image. In the next stage, image enhancement is done on the noise free image [5] . In the same stage of processing, contrast enhancement is done on the input image using Matlab command 'imenhancement'. As shown in fig.1 , after removing the noise or labels from the input image, it necessary to extract region of interest i.e. breast region. As shown in fig.1 , the input image is composed of the background and breast region. This background part gets eliminated in preprocessing [4] . 
C. Feature extraction
Feature extraction is a collection of significant information form given data. Feature plays a very important role in the area of image processing. Before extracting features, various image preprocessing techniques like binary image, thresholding, resizing, and normalization etc [2] , [6] , [11] are applied on the input image. After that, feature extraction techniques are applied to get features that will be useful in classifying and recognition of images. Texture is an important characteristic for the analysis of various types of the images including natural scenes, remotely sensed data and biomedical modalities. It is believed that the texture plays an important role in the visual system for recognition and interpretation of data. Local binary pattern [4] , [7] , [9] , [10] and Gabor filter is used in proposed system to extract the texture features from the processed image.
1) Local Binary Pattern:
Local binary pattern (LBP) is an image descriptor whose purpose is to compute binary patterns for the local structure of an image. Local binary pattern (LBP) is a straightforward yet exceptionally effective surface administrator which labels the pixels of an image by thresholding the neighbourhood of every pixel and considers the outcome as a binary number. Because of its discriminative power and computational erffortlessness, LBP texture operator has turned into a prevalent approach in different applications. The most essential property of LBP texture descriptor in genuine applicaions is its robustness to monotonic gray scale changes created, for instance, by intensity varieties. The construction of the LBP features for given image is shown in fig. 3 . Fig 3 shows the 3*3 pixel array and its respective LBP code. To construct the LBP code for respective image, LBP operator focuses on central pixel for reference. The gray scale values of neighbourhood 8 pixels are used to generate respective binary value. If the neighbourhood pixel value is greater than or equal to central pixel value then LBP operator will interpret it as a "1", and if the neighbourhood pixel value is less than central pixel value then LBP operator will interpret it as a "0'. As shown in fig.3 , computed binary code will be 10110011 i.e. 179. The computed LBP code will be used to form a global histogram of image by using locally obtained histogram.
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Fig. 4. Flowchart of Proposed System

2) Gabor Filter:
The gabor filter is a linear filter used for texture analysis, which means that it is basically analyses whether there are any specific frequency content in the image in specific direction in a localized region around the point or region of analysis. Frequency and orientation representation of Gabor filter are similar to those of the human visual system, and then they have been found to be particularly appropriate for texture representation and discrimination. A Gabor filter is obtained by modulating a sinusoid with a Gaussian. For the case of one dimensional (1D) signals, a 1D sinusoid is modulated with a Gaussian. This filter will therefore respond to some frequency, but only in a localized part of the signal. The Gabor filter can be expressed as:
It has been shown that σ, the standard deviation of the Gaussian kernel depends upon the spatial frequency to measured, i.e. .
D. Classification
In classification stage, SVM classifier is trained with the extracted features i.e. Gabor filter and LBP features. The Gabor features and LBP features are saved in a '.mat' file in MatLab. These extracted features are first given to SVM classifier for training. After completion of training of SVM classifier, extracted feature of testing image can be used to classify given input image as normal, benign or malignant. Support Vector Machine (SVM) originally separates the binary classes (k=2) with a maximized margin criterion. However, real world problems often require the discrimination for more than two categories. Fig.4 shows the flow diagram of proposed system explained above. As shown, initially features of all images (i.e. 158 images) present in the database are extracted and all features are labeled with respective cases i.e. benign, malignant, and normal. This extracted features and labels are used to train the support vector machine. Once the SVM is training is completed, it can classify the given image as benign, normal, and malignant. As The proposed system classifies 25 benign cases, 19 malignant cases and 82 normal cases correctly from the given actual class cases by using 'rbf' as a 'kernel_function' of SVM. The proposed system detects and classifies benign, normal and malignant classes with 89.28%, 79.61% and 70.37% accuracy respectively as shown in fig.9 . By using 'quadratic' as a 'kernel_function' of SVM classifier, the proposed system detects and classifies benign, normal, malignant classes with accuracy 96.72%, 81.90%and 84% respectively as shown in fig.11 . 
IV. CONCLUSIONS
The objectives of the proposed study were to develop CAD system for breast cancer detection at an early stage. The proposed system detects the benign, malignant and normal cases successfully. For proposed system, 158 images were extracted from MIAS database for experimentation. Local Binary Pattern method is used with Gabor Filter to increase the accuracy of detection and classification. The SVM with 'kernel_function' as 'rbf' has comparatively less accuracy than SVM with 'kernel_function' as 'quadratic'. The proposed system with 'quadratic' as 'kernel_function' of SVM classifies benign cases with accuracy 96.72%, malignant cases with accuracy 84% and normal cases with accuracy 81.90%.
