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Abstract—The use of UAVs in civilian and domestic applica-
tions is highly demanding, requiring a high-level of capability
from the vehicles. This work addresses the task in which a
UAV is performing an inspection on a set of power lines and
an emergency situation occures requiring the UAV to avoid the
lines and then find a safe landing area (a forced landing). This
problem is approached using vision, where the vision system acts
as the overall controller sending velocity commands to a low-level
controller. The use of vision here allows the 2D position of the
UAV to be updated by an image-based signal where the error
to minimize is the location of a feature or set of features in the
image. The system has been tested in a Air Vehicle Simulator
(AVS) — a cable array robot which allows to simulate and control
three DOF (translation) of a UAV. Results obtained from tests in
a scale scenario show the feasibility of this approach.
I. INTRODUCTION
Research into UAVs (Unmanned Aerial Vehicles) has been
an active area in recent years. Their use in civilian applications
for reconnaissance and inspection continues to grow. Due to
payload and power constraints the use of radar or other active
range sensors for such tasks is limited. The increasing accep-
tance of these vehicles as tools in industry is demanding more
capabilities from the UAVs. Guidance Systems using only
Global Positioning Service (GPS) or an Inertial Navigation
System (INS) and a map are limited to a pre-programmed route
of flight. A vision guidance system that can control the UAV
over an arbitrary course is not subject to these limitations. The
aim of this work is to use the image processing information
with a flight control system in order to control an UAV while
it is descending. The information obtained from the image
analysis may consist of a feature detection or a landing area
detection. Its combination with a UAV’s flight control can be
used to visually servo the UAV.
The approach described here is intended to provide a vision-
based safety mechanism for UAVs to use in case of emergency
landing in safe areas. This ability is particularly useful in
urban areas where the nature of the environment requires
safety systems that avoid injuries to people, property, etc.
The vision system detailed in this paper acts as an overall
controller sending image-based velocity references to a low-
level controller to land with a given time constraint. In the
experiments explained later the AVS (a cable array robot
[Usher et al., 2005]) is commanded to fly along power lines.
(a) Air Vehicle Simulator (AVS) landed after an experiments.
(b) AVS while is following the line.
Fig. 1. Experimental area with the scale scenario where the experiments
were performed.
An emergency signal is then sent to the system and from that
point, the system should first avoid the line and then find a
safe area to land with a time restriction. The AVS and the
experimental area set up is shown in Figure 1.
II. RELATED WORK
Significant work in the field of vision-based autonomous
landing has been made so far. Most of this research has been
focused in the detection and tracking of known landmark
for autonomous vision-guided landing [Saripalli et al., 2003],
[Shakernia et al., 1999]. Recently in [Johnson et al., 2005]
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an approach is described where vision is used as a sensor
for landing in hazardous terrain. In [Garcia-Padro et al.,
2001] a vision-based solution is given for safe-landing site
detection in unstructured terrain where the key problem is
for the onboard vision system to detect a suitable place to
land without the aid of a structured landmark such as a
helipad. Recently approaches based on image processing to
detect safe forced landing sites for fixed-wing UAVs have
been described [Fitzgerald et al., 2005]. However, prior to that
the field of forced landing has been a previously unexplored
field. In our knowledge no other approach has been focused
to introduce the image processing information in the flight
control loop in order to perform visual servoing with aim of
control the vehicle while it is performing a forced landing.
III. HARDWARE SIMULATOR TESTBED: AIR VEHICLE
SIMULATOR–AVS
The AVS (Figure 2) is a four wire cable-array robot covering
a workspace of approximately 12m by 8m and 6.3m high. Each
cable is attached to a computer controlled winch which that
regulates the cables velocity. The pod/end effector is shown
in Figure 1 as the yellow cage and detailed in Figure 3.
Fig. 2. A brief view of the cable-array robot: Air Vehicle Simulator.
The Pod houses the flight-computer, sensors, cameras and
batteries to power the onboard system. Its base configuration
is a miniITX flight computer, Firewire color cameras and
a small Inertial Measurement Unit (EiMU) [Corke et al.,
2002]. The Pod has the facility to fit several other sensors
and components. The Pod is controlled by generating a series
of cable velocity demands which are sent to the individual
winches. The control is divided in two control modes, position
control and velocity control. Each control mode can accept
external position or velocity references either from the Pod
or any external user connected to the network. The Dynamic
Data Exchange (DDX) system [Corke et al., 2004] is used as
heart of the software architecture to exchange data between
separately running processes.
IV. VISUAL PREPROCESSING
A complete algorithm which runs in two stages has been
developed. First, a line detection and tracking algorithm is
used to avoid the line. Once the algorithm does not detect any
line in the field-of-view it switches to a landing mode where
the location of that area in the image is used to command
the AVS while it is descending. Two cameras are configured
one pointing backward to detect the line and a second camera
pointing downwards to find the area on the ground (Figure 3).
Fig. 3. AVS configuration on top of the power lines. Both cameras used in
the detection can be seen.
A. line detection for obstacle avoidance
Initially, until the emergency signal is received, a line de-
tection stage runs continuously while the vehicle is flying. The
core of this algorithm consists of a Hough Transform [Illing-
worth and Kittler., 1997], [Cucchiara and Fillicori., 1998]
and line center estimation. Firstly, an early preprocessing is
performed which consist of a Sobel vertical mask to keep only
the vertical edges that will correspond to lines. Secondly, these
edges are dilated and thresholded which results in a binary
image with strong vertical edges. This image is the input of
the Hough Transform that will extract the most significant
lines in the images, each of them defined in the Hough space
by ρ and θ, but to filter noisy lines and given the camera
configuration (Figure 4) only those lines with θ > 130o and
θ < 45o are kept. Line detection is performed on a 320x240
image. We reduce the computational cost limiting the number
of lines in the hough accumulador, the hough computation stop
when N number of lines are found. The current processing rate
is 16 fps. The coordinate center of each line is calculated to
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obtain the center-of-gravity (C.G.) of the set of lines. Since
the lines appear in the image vertically in most cases only the
x coordinate of the line center is taken while the y component
is fixed to imageheight2 . The equation which gives the center
of a set of lines is
cx =
1
M
M∑
i=1
xi (1)
The C.G. of the set of lines is C = [cx cy] This center
is illustrated in Figure 4 as the filled circle. cx is given by
equation 1 and cy = imageheight2 , M is the number of lines.
Fig. 4. Detection of the power lines from the camera perspective. The AVS
is flying above the lines with a downward looking camera.
B. safe area for forced landing
The approach used here for safe area detection is based on
a contrast descriptor described in [Garcia-Padro et al., 2001].
Such a descriptor is correlated with a global ”optimum” con-
trast threshold in order to keep only the obstacles boundaries
while the spurious boundaries and texture background are
removed. The descriptor is then derived normalizing the edge
image and calculating the average (μ) and the standard desvi-
ation (σ) of its histogram. The global threshold in percentile
of pixel values is computed as follow
Tr = Cr + 3.7724
μ
σ
(2)
This equation is derived finding the line that best fits the
graph Cr vs μσ , for this task Cr has been found empirically to
be equal to 97. Once the optimal threshold is calculated it is
applied to the edge image to obtain a binary image. As a result
an image with binary edge corresponding with strong edges is
obtained. The safe area will start with the biggest and clearest
area between the edges in the binary image. The computation
of the area uses a growing strategy where the initial seed can
be either fixed on any location in the image or located in the
direction which the velocity vector points. For the current task,
the area starts growing at the image center since the velocity
vector of the AVS is fixed in the x coordinate. The center of
this circular area is used to generate visual references for the
velocity controller. The size of the landing area is considered
constant given the size of the pod is small enough to make
this assumption, however knowing the intrinsic parameters of
the camera and the altitude which an UAV is flying the best
area in the image in terms of size, according with the UAV
size, should be defined.
(a) frame 92 (b) frame 95
(c) frame 98 (d) frame 103
(a) frame 112 (b) frame 122
(c) frame 144 (d) frame 148
(a) frame 155 (b) frame 158
Fig. 5. Image sequence from the onboard image processing during experi-
mental trial.
V. VISUAL CONTROL SCHEME
During visual processing, since the detection and tracking
of objects occurs in image space, the natural output from such
an algorithm is velocity in image space. This represents the
control inputs to the AVS in terms of velocity in the body-
coordinate frame. There are two cases in which the visual
information is used similarly but with different goals. In both
cases the coordinates of the center of either the lines or the safe
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area are used to generate the references. Given both camera
planes are rotated 180 degrees with respect to each other. In
the first case given the C.G. of the lines, this coordinate will
command the AVS away from the lines using a backward
pointing camera. In the second case the AVS is guided to
a safe area which is detected using a downward pointing
camera. Given the location of a feature in the image this
information can be used to generate velocity references to
the AVS. Figure 6 illustrate the camera-AVS reference system
configuration. The image plane with origin at the top left
corner denoted by π is in which the references are defined.
The projection of the world point P into the image plane has
coordinates ci and cj . This coordinates can be used to define
an error signal e as a vector with components vxref and vyref
(velocity references) as follow −→e = vxref + vyref with its
origin is in the image center. The downward pointing camera is
located approximately at the AVS center of mass. This allows
us to approximate the distance d and h to zero. Given the fixed
kinematics relationship between the camera and the AVS body-
frame reference system if we make the signal e tend to zero
this will produce the alignment of the AVS with point P in the
world. The task will consist to generate the appropriate image-
based velocity references to displace the system aligning it
with the object (point P). This references can be computed as
vxref =
j
2 − cj
j
2
(3)
vyref =
i
2 − ci
i
2
(4)
where i is the image width and j the image height. ci and cj
are the feature coordinates mentioned before.
When the AVS is avoiding the line, the longitudinal velocity
(vx) and vertical velocity (vz) references are fixed to zero
while vy is given by equation 4. Once the system switches to
landing, vx and vy are given by equations (3),(4) while vz is
fixed in order to land in specified time. Figure 5 shows the
sequence of frames during one run of the experiments. It can
be seen how the system switches from line detection to safe
area detection. The filled circle in each frame represent the
seed from which the velocity references are calculated.
VI. EXPERIMENTS
A total of 10 flight simulations have been performed. The set
of tests were performed in a scale environment provided with
power lines, artificial ground obstacles and textured ground.
In the experiments the AVS is commanded to fly along the
power lines, then an emergency signal is sent to the system.
Figures (9 - 7) depicts the results from the second and sixth
experimental flights. Figure 9(a) shows the condition where
the AVS is forced to land at the left of the lines. Figure 10(a)
shows the AVS when is forced to land at the right of the
lines. In both cases Figures 9(b) and 10(b) represents the AVS
velocities causing the respective movements. Figure 8 relates
the visual references sent by the image processing algorithm
Fig. 6. AVS-Camera reference systems
to the flight control in the second flight trial with the AVS ve-
locities and displacements. The peak in the references around
t=15sec causes the major lateral displacement to the left when
the AVS is avoiding the line. Followed the descending velocity
is fixed to -0.4 m/s, while vx and vy are commanded by the
landing algorithm. Similarly, Figure 7 shows around t=8sec
a peak in the references which causes a displacement to the
right avoiding the line. Its response (AVS velocity) is shown
in Figure 10(b) at t=8sec.
The plots shown indicate when the AVS is moving laterally
avoiding the lines and when it start descending. Different
descending references are used in the two trials which leads
the AVS to land in approximately 3.2 sec and 2.1 sec with
commanded references of -0.4 m/s and -2 m/s, respectively.
The slow dynamics of the AVS and the low altitude in which
the test was carried out prevent the AVS reach the commanded
vertical velocity and the specified landing constrainig time. In
spite of this, good correlation can be seen between the visual
velocity references and the AVS velocity.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have experimentally demonstrated an
approach to land a hardware simulation of a hovering UAV
in an emergency situation where the time to land safely
is the main constrain. Results from a scale scenario with
power lines and obstacles show that the approach can
be extrapolated to real tasks. More experiments including
variation in environmental conditions are needed since the
robustness of our approach relies mainly in the information
extracted from the image processing. Safe area detection
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(a) Position in the space (b) AVS velocities
Fig. 9. Results from the second trial. Subfigure a) shows the position of the pod in the space during the second experiment. Subfigure b) shows the pod
velocities in (m/s)
(a) Position in the space (b) AVS velocities
Fig. 10. Results from the sixth trial. Subfigure a) shows the position of the pod in the space during the sixth experiment. Subfigure b) shows the pod
velocities in (m/s)
algorithms has many constraints, such as spurious boundaries
and texture backgrounds, further simulations with more
realistic situation and environments will be performed to
improve the reliability and effectiveness of the method.
In this work, the AVS attitude was not introduced in the
correction of the velocity references. A design limitation does
not allow control of the AVS attitude angles. However, it is
important the influence of the pitch and roll angles in the
vxref and vyref references since these angles are directly
proportional to the camera pitch and roll angles which will
cause a displacement of the feature in the image and therefore
in the image-based velocity references. Fussing the visual
information with the inertial measurements could help to
increase the robustness of the proposed approach. Future work
includes an extensive set of trials of this approach, further
investigations in the visual control approach, considerations
about the UAV dynamics and its integration with a flight
controller in order to explore the feasibility to be used in a
real UAV.
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Fig. 7. Results from the sixth trial. Visual references generates by the image
processing algorithm.
Fig. 8. Results from the second trial. Visual references generated by the
image processing task
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