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Introduction
Les me´tamate´riaux sont des milieux dont le comportement physique vis-a`-vis des
ondes diffe`re de celui des mate´riaux naturels. De tels milieux posse`dent par exemple
des parame`tres physiques (selon la phe´nome´nologie e´tudie´e : indices de permittivite´, de
perme´abilite´, de re´fraction, module de masse, coefficients de Lame´,. . . ) de parties re´elles
ne´gatives, des parame`tres fortement variables voir meˆme singuliers en espace, ou encore
des impe´dances infinies. Ils ont e´te´ introduits pour la premie`re fois en 1968 par V.G. Ve-
selago [92] dans une e´tude the´orique sur la propagation d’ondes e´lectromagne´tiques dans
des mate´riaux posse´dant des indices de permittivite´s et de perme´abilite´s simultane´ment
ne´gatifs. En remarquant que le vecteur de Poynting changeait son orientation il nomme
ces mate´riaux « Left-Handed-Materials » (LHM ou encore « mate´riaux main-gauche »).
Il de´gage aussi de son e´tude certaines proprie´te´s « exotiques » de ces milieux comme par
exemple l’inversion de l’effet Doppler ou encore l’inversion de l’effet de radiation Vavilov-
Cerenkov.
C’est aux alentours des anne´es 2000 qu’un inte´reˆt re´el pour les LHM est ne´ avec l’une des
premie`res re´alisations, propose´e par J.B. Pendry [76], de « mate´riau main-gauche ». Cette
dernie`re utilise l’association de deux mate´riaux pre´ce´demment re´alise´s. Le premier [75]
est base´ sur un re´seau pe´riodique de fibres paralle`les et pre´sente, au dela` d’une certaine
fre´quence de coupure, une perme´abilite´ de partie re´elle ne´gative. Le second [77] est, sur
certaines plages de fre´quences, un milieu avec une perme´abilite´ de partie re´elle ne´gative
dont la re´alisation se base sur un re´seau pe´riodique d’anneaux fendus. L’association de
ces deux structures engendre alors [76] un re´seau pe´riodique de « Split-Ring-Resonator »
(SRR) qui, pour certaines fre´quences, peut eˆtre vu comme un milieu e´quivalent dont les
indices de permittivite´ et de perme´abilite´ sont simultane´ment ne´gatifs. C’est a` l’issue de
cette de´couverte que J.B. Pendry de´cide de rebaptiser les LHM « me´tamate´riaux ». No-
tons finalement que des me´tamate´riaux ont aussi e´te´ re´alise´s en e´lectromagne´tisme [53],
en optique [94], acoustique [57] ou encore en e´lasticite´ line´aire [31].
Les comportements exotiques des me´tamate´riaux permettent d’envisager de nom-
breuses applications potentielles. Une des premie`res, propose´e par J.B. Pendry, concerne
l’utilisation d’un milieu dont les indices de permittivite´ et de perme´abilite´ sont tous les
deux ne´gatifs. L’indice de re´fraction d’une telle structure est alors ne´gatif et peut eˆtre
utilise´ [79] pour la cre´ation d’une « super-lentille » permettant de passer outre la limite de
re´solution des lentilles usuelles. Une autre application emble´matique des me´tamate´riaux
consiste en la mise au point de dispositifs d’invisibilite´ (appele´e aussi « cloaking ») pour les
ondes e´lectromagne´tiques ou bien acoustiques [27, 41, 80, 46]. Leur principe repose sur des
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transformations d’espaces singulie`res permettant de cre´er des milieux dont les parame`tres
physiques sont fortement anisotropes, voir meˆme singuliers, qui de´vient les ondes de toute
une partie de l’espace. Enfin, d’autres applications telles que la « focalisation sonore » [44],
ou encore le controˆle de la lumie`re via des cristaux photoniques [61], peuvent eˆtre trouve´es
dans [63, 97].
Au vu des caracte´ristiques physiques des me´tamate´riaux et des applications vise´es, plu-
sieurs questions se posent naturellement :
Mode´lisation des me´tamate´riaux : De par leurs proprie´te´s exotiques, la mode´lisation
physique ou bien mathe´matique des me´tamate´riaux sort du cadre habituel d’e´tude.
Par exemple, d’un point de vue physique, lorsqu’un LHM est inclus dans un milieu
usuel, l’e´nergie totale du syste`me e´tudie´ n’a pas de signe pre´cis ce qui ne permet
plus de prendre en compte la causalite´ [54, 92]. D’un point de vue mathe´matique,
la mode´lisation « correcte » des me´tamate´riaux est difficile du fait de la pre´sence
de parame`tres physiques ne´gatifs ou bien singuliers. En effet, les me´thodes usuelles
permettant d’e´tablir l’existence et l’unicite´ de solutions aux proble`mes mode´lisant
les phe´nome`nes acoustiques, e´lastiques ou e´lectromagne´tiques utilisent toutes la
positivite´ et le caracte`re borne´ des parame`tres physiques du mate´riau conside´re´.
Simulation nume´rique des me´tamate´riaux : La simulation nume´rique de la propaga-
tion d’ondes dans les me´tamate´riaux souffre des meˆmes difficulte´s et proble`mes
que ceux lie´s a` leur mode´lisation [18, 74, 73]. En effet, les questions en lien avec
la convergence et la stabilite´ des sche´mas nume´riques classiques (E´le´ments Finis,
Diffe´rences Finies, Volumes Finis, Galerkin Discontinu...) permettant d’approximer
les solutions des proble`mes mentionne´s pre´ce´demment ne sont e´tablies, a priori, que
dans le cas de parame`tres physiques positifs et borne´s.
Re´alisation des me´tamate´riaux : Ce troisie`me point concerne la re´alisation effective
des me´tamate´riaux. N’existant pas a` l’e´tat de nature, ils sont pour la plupart cre´e´s
a` partir d’assemblages de petits composants eux meˆmes constitue´s de milieux clas-
siques. Ce dernier peut en fait eˆtre conside´re´ comme un milieu e´quivalent pour des
longeurs d’ondes grandes devant l’espacement de ses constituants [12, 13, 14, 34, 45,
90, 51, 76, 77, 82, 94]. De ce fait, le comportement exotique des me´tamate´riaux a
lieu uniquement a` une echelle macroscopique (ou encore « homoge´ne´ise´e ») et leurs
parame`tres physiques sont fictifs au sens ou` ce sont ceux d’un milieu e´quivalent.
La principale difficulte´ lie´e a` la fabrication des me´tamate´riaux re´side ainsi dans
l’obtention des parame`tres physiques e´quivalents et la pertinence physique ou bien
mathe´matique de ces derniers (en lien avec leur mode´lisation).
Mode´lisation « correcte » des me´tamate´riaux
Un des premiers travaux concernant l’e´tude de l’existence et l’unicite´ de solutions
pour des e´quations aux de´rive´es partielles en pre´sence de me´tamate´riaux a e´te´ re´alise´
dans [8]. Les auteurs montrent qu’un proble`me de transmission scalaire d’ordre 2 entre
un milieu a` indice ne´gatif et un mate´riau « positif », tous deux posse´dant des parame`tres
physiques scalaires et constants en espace, est bien pose´ au sens de Fredholm (l’unicite´
du proble`me entraine son caracte´re bien pose´). Pour ce faire, ils utilisent des me´thodes
emprunte´es au domaine des e´quations inte´grales imposant de ce fait certaines conditions
sur les valeurs des parame`tres physiques et sur la ge´ome´trie de l’interface entre les deux
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milieux. D’autres travaux d’A.S. Bonnet-Ben-Dhia et al. [7], C.M. Zwo¨lf [98] et L. Chesnel
et al. [9] ont ensuite e´te´ mene´s dans le but d’e´tendre l’e´tude pre´ce´dente au cas de milieux
posse´dant des parame`tres de´pendant de la variable d’espace. Ils ont introduit a` cet effet la
me´thode de la « T-coercivite´ ». Elle consiste a` utiliser, dans la formulation variationnelle
associe´e au proble`me conside´re´, des fonctions tests dans l’image d’un ope´rateur continu et
bijectif T. Ils ont ainsi de´montre´ le caracte`re bien pose´ pour des contrastes (le ratio des
parame`tres physiques des deux mate´riaux) en dehors d’un certain intervalle borne´ de R. Ce
dernier peut de plus eˆtre re´duit avec des bornes explicites uniquement de´pendantes de la
ge´ome´trie de l’interface en se restreignant a` l’e´tude du caracte`re Fredholm du proble`me. Le
cas d’interfaces non re´gulie`res a aussi e´te´ traite´ [9, 8, 7, 10] et un « intervalle critique » de´fini
comme les valeurs du constraste pour lesquelles le proble`me ne rele`ve plus de l’alternative
de Fredholm a e´te´ mis en e´vidence. Son e´tude a e´te´ re´alise´e dans [11] pour des d’interfaces
particulie`res. Enfin, cette me´thode a e´te´ applique´e sur les e´quations de Maxwell 2D en
polarisation T.M (Transverse Magnetique) et T.E (Transverse Electrique) [10] ou` des
re´sultats similaires ont e´te´ obtenus.
Une remarque ge´ne´rale sur les re´sultats pre´ce´dents est qu’ils de´pendent de la ge´ome´trie
de l’interface. En effet, le caracte`re bien pose´ est de´montre´ pour toutes interfaces et pour
des contrastes en dehors d’un intervalle dont les bornes, hormis pour certaines ge´ome´tries
d’interfaces, sont inconnues. Le caracte`re Fredholm du proble`me est, quant a` lui, de´montre´
pour des contrastes en dehors d’un intervalle de´pendant seulement de la ge´ome´trie de
l’interface mais, pour ces cas la`, il existe un noyau de dimension finie qui est indetermine´.
Les re´sultats pre´sente´s ci-dessus s’appliquent sur des proble`mes scalaires d’ordre 2.
Pour des syste`mes d’e´quations, des re´sultats traitants de l’existence et de l’unicite´ de
solutions pour des e´quations de Maxwell en pre´sence de me´tamate´riaux ont e´te´ de´montre´s
par P. Fernandes et al. dans [37, 38]. Ils commencent par re´e´crire ce syste`me comme une
e´quation d’ordre 2 dont l’inconnue est le champ e´lectrique. Ils e´tudient alors ce proble`me
pour des me´tamate´riaux die´lectriques ou encore bi-anisotropiques et de´montrent qu’il est
bien pose´ sous des hypothe`ses descriptives et phe´nome´nologiques permettant d’utiliser le
lemme de Lax-Milgram.
Les hypothe`ses introduites entrainent cependant que ces re´sultats ne s’appliquent que
pour des milieux die´lectriques dont les indices de permittivite´ et de perme´abilite´ ne sont
pas simultane´ments ne´gatifs. Pour les mate´riaux bi-anisotropiques, ils s’appliquent de`s
lors que le milieu ve´rifie la restriction pre´ce´dente ainsi que des relations de compatibilite´
entre les signes des parties re´elles et imaginaires de ses autres parame`tres physiques. Plus
pre´cisemment, leurs parties imaginaires doivent eˆtre strictement positive dans les zones
ou` soit la permittivite´ soit la perme´abilite´ est de partie re´elle ne´gative et vice-versa. Pour
finir, un exemple de me´tamate´riau bi-anisotropique issu de la litte´rature ne rentrant pas
dans le cadre d’application de ces re´sultats est donne´ dans [37].
Simulation nume´rique des me´tamate´riaux
La simulation nume´rique des e´quations aux de´rive´es partielles de´pend de la nature du
proble`me que l’on souhaite approximer. Plus pre´cisemment, la pre´sence de me´tamate´riaux
donne lieu a` des proble`mes « non-classiques » qui sont, de ce fait, hors du champ d’ap-
plication des me´thodes d’approximations nume´riques usuelles. Ainsi elles ne sont a priori
14 Introduction
plus valides pour ces cas la`. Par exemple, des travaux mene´s dans [18, 74, 73] par G.
Oliveri et al. montrent, sur des exemples, que la pre´cision et la validite´ des re´sultats
nume´riques obtenus via des simulateurs du commerce pour l’e´lectromagne´tisme peuvent
eˆtre mises en doute lorsqu’ils sont utilise´s en pre´sence de mate´riaux pour lesquels la validite´
de ce sche´ma n’est pas de´montre´e, comme par exemple les me´tamate´riaux. Les travaux
d’analyse nume´rique pour l’approximation des phe´nome`nes physiques des me´tamate´riaux
sont ainsi e´troitement lie´s aux e´tudes the´oriques pre´ce´dentes ne serait-ce que pour e´tudier
nume´riquement un proble`me bien pose´ en existence et en unicite´.
Commenc¸ons par donner les travaux nume´riques associe´s a` la me´thode de la T-
coercivite´. Un proble`me de transmission scalaire d’ordre 2 entre milieux « classiques »
et milieux a` indices re´els ne´gatifs a tout d’abord e´te´ approxime´ dans [72] par une me´thode
d’e´le´ments finis usuelle. Les auteurs se placent sous des hypothe`ses compatibles avec l’utili-
sation de la T-coercivite´ sur une ge´ome´trie d’interface particulie`re et de´montrent la conver-
gence de l’approximation ainsi qu’une analyse d’erreur a posteriori pour des maillages
re´guliers. Des travaux ont ensuite e´te´ re´alise´s par L. Chesnel et P. Ciarlet Jr. dans [21]
dans le but d’e´tendre les re´sultats pre´ce´dents. Ils se placent, une fois de plus, dans le cadre
d’application de la T-coercivite´ afin d’approximer un proble`me bien pose´ puis discre´tisent
sa formulation variationnelle. Pour ce faire, ils imposent des contraintes sur le maillage
utilise´ telles que la stabilite´ de l’espace d’approximation par l’action de T ou encore la
locale T-conformite´ imposant des syme´tries sur le maillage. Dans un second temps et
afin de conside´rer des maillages ge´ne´raux, un terme de dissipation γ est ajoute´ dans la
de´finition des parame`tres du mate´riau conside´re´. Il est alors de´montre´ qu’un bon choix
de γ (de´pendant du pas de maillage) permet d’approximer la solution du proble`me non-
perturbe´ par une approximation nume´rique de la solution du proble`me avec dissipation.
Ces me´thodes nume´riques sont toutes base´es sur la me´thode de la T-coercivite´ et ont donc
les meˆmes limitations et difficulte´s d’utilisation que cette dernie`re.
Des travaux de simulations nume´riques associe´es aux re´sultats de P. Fernandez et al.
ont e´te´ re´alise´s dans [37, 38] par ces meˆmes auteurs. Il y est montre´ que l’approximation
nume´rique des e´quations de Maxwell avec des e´le´ments d’are`tes de Ne´de´lec, e´crites en tant
que syste`me d’ordre 2, en pre´sence de me´tamate´riaux die´lectriques ou bi-anisotropiques est
re´alisable. Ils supposent pour cela que les hypothe`ses autorisant l’utilisation du lemme de
Lax-Milgram, et assurant le caracte`re bien pose´ du syste`me, sont ve´rifie´es. Cette me´thode
nume´rique est ainsi limite´e a` l’e´tude de me´tamate´riaux spe´cifiques.
Enfin, bien que tout les re´sultats pre´ce´demment cite´s concernent des proble`mes e´crit
en re´gime harmonique, notons la possibilite´ d’e´tudes temporelles de certains mode`les ho-
moge´ne´ise´s de me´tamate´riaux telles que celles re´alise´es par J. Li dans [58, 59, 60]. Ces
dernie`res sont base´es sur des rele`vements par transforme´e de Laplace inverse des indices
de permittivite´ et de perme´abilite´ du me´tamate´riau conside´re´. Cela a pour conse´quence
l’ajout d’e´quations diffe´rentielles sur les courants pre´sents en tant que seconds membres
dans les e´quations de Maxwell. Avec cette me´thode, J. Li e´tudie les plasma NIM (Nega-
tive Index Material) [58] ou encore des me´tamate´riaux de type Debye ou Lorentz [59, 60]
tous constants en espace. Dans chacuns de ces travaux, l’existence et l’unicite´ de solutions
et la convergence du sche´ma E´le´ments Finis avec des e´le´ments d’are`tes de Ne´de´lec sont
de´montre´s.
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Proble`matique de l’homoge´ne´isation
Les me´tamate´riaux en tant que milieux physiques, e´tant des milieux dont les ca-
racte´ristiques physiques diffe`rent de celles des mate´riaux classiques, n’existent pas a` l’e´tat
naturel. Ils sont ainsi, pour la plupart, construits a` partir d’assemblages de petits « patchs »
de milieux usuels qui se de´crivent comme un mate´riau e´quivalent pour des longueurs
d’ondes grandes devant l’espacement des petits composants. Les parame`tres physiques des
me´tamate´riaux ne vivent donc qu’a` une e´chelle macroscopique ou encore « homoge´ne´ise´e ».
Citons par exemple le re´seau de SRR de Pendry [76] re´alise´ a` partir d’un re´seau pe´riodique
de tiges et d’anneaux fendus qui pre´sente, pour certaines fre´quences, des indices de permit-
tivite´ et de perme´abilite´ simultane´ment ne´gatifs. D’autres exemples peuvent eˆtre trouve´s
dans la litte´rature [12, 13, 14, 34, 45, 90, 51, 76, 77, 82, 94]. Le calcul effectif des pa-
rame`tres physiques du milieu e´quivalent fait principalement appel a` des techniques d’ho-
moge´ne´isation.
Une premie`re classe de me´thodes d’homoge´ne´isation concerne des assemblages pe´ri-
odiques de petits patchs.
Citons, pour commencer, des me´thodes [53, 97, 82, 91, 94] utilise´es principalement en
e´lectromagne´tisme qui de´terminent le milieu e´quivalent en utilisant des moyennes sur
chaque petite cellule du re´seau entre les champs et les inductions. Cependant, bien qu’elles
soient physiquement valables, ces homoge´ne´isations par moyennes ne sont pas toujours
mathe´matiquement justifie´es.
Donnons maintenant la technique base´e sur des de´veloppements par ondes de Bloch [12].
Son principe consiste a` conside´rer un milieu infini puˆrement pe´riodique et a` faire tendre
la pe´riode vers ze´ro dans le de´veloppement en ondes de Bloch de la solution du proble`me
e´tudie´. Le me´tamate´riau homoge´ne´ise´ est alors obtenu en identifiant le proble`me ve´rifie´
par la limite de la solution.
Il y a, enfin, la convergence a` double e´chelle [2, 71, 13, 14, 15, 45, 34]. Cette me´thode
semble, actuellement, eˆtre une des plus utilise´es pour ces proble`mes. C’est une notion
de convergence faible qui permet de capturer les oscillations d’une structure pe´riodique
lorsque le pas du re´seau tend vers ze´ro. Il est alors possible de justifier rigoureusement
ce passage a` la limite et d’obtenir un proble`me homoge´ne´ise´ a` partir duquel on peut
de´terminer les parame`tres physiques du milieu e´quivalent. Son inte´reˆt par rapport a` l’ho-
moge´ne´isation par ondes de Bloch re´side dans le fait que le convergence a` double-e´chelle
permet de conside´rer des re´seaux pe´riodiques finis.
Les me´thodes de de´rivation des parame`tres du milieu e´quivalent pre´sente´es ci-dessus
concernent des re´partitions pe´riodiques de petits objets. Les milieux homoge´ne´ise´s obtenus
a` partir d’assemblages pe´riodiques ont des parame`tres physiques constants en la variable
d’espace. Ainsi ils ne permettent pas de re´aliser certaines applications telles qu’un disposi-
tif d’invisibilite´ qui ne´ce´ssite des mate´riaux fortement anisotropiques voir meˆme singuliers
et donc de´pendant de la variable d’espace. C’est pourquoi nous pre´sentons maintenant
quelques re´sultats d’homoge´ne´isation non-pe´riodique.
Commenc¸ons par les travaux de G.W. Milton [68]. Ces derniers portent sur la re´alisation
de me´tamate´riaux posse´dant des parame`tres physiques prescrits. Il de´montre que l’on peut
cre´er, pour une pulsation fixe´e, un me´tamate´riau posse´dant des tenseurs de permittivite´
et de perme´abilite´ donne´s par n’importe quelle matrice syme´trique re´elle constante en
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la variable d’espace. Il postule, pour ce faire, l’existence de deux me´tamate´riaux ayant
des comportements particuliers pour la pulsation conside´re´e. Le premier est suppose´ ca-
racte´rise´ par un tenseur de permittivite´ symme´trique de´fini positif ainsi qu’un tenseur
de perme´abilite´ posse´dant exactement une valeur propre ne´gative. Le second posse´de un
tenseur de permittivite´ symme´trique ayant une unique valeur propre ne´gative ainsi qu’un
tenseur de perme´abilite´ symme´trique de´fini positif. Il proce`de ensuite par stratification
pour obtenir le milieu e´quivalent.
Mentionnons enfin les travaux d’A.G. Ramm [83, 84, 85]. Ces derniers portent sur la dif-
fraction d’ondes acoustiques par un grand nombre de petits obstacles caracte´rise´s par une
condition aux limites d’impe´dance sous l’hypothe`se que le nombre de « particules » tend
vers l’infini lorsque leur taille caracte´ristique tend vers ze´ro. A partir d’une repre´sentation
inte´grale particulie`re de la solution du proble`me de diffraction multiple et un passage a` la
limite, il donne l’indice de re´fraction du mate´riau dans lequel tous les petits objets ont e´te´
implante´s. Il montre aussi, sous certaines hypothe`ses physiquement raisonnables, que cette
methode d’« homoge´ne´isation » permet de cre´er un mileu dont l’indice de re´fraction est
prescrit et de´pendant de la variable d’espace. L’extension de cette me´thode a e´te´ re´alise´e
dans [86] ou` il est de´montre´ qu’un milieu d’indice de re´fraction (donne´ dans ce cas par la
racine du produit des indices de permittivite´ et de perme´abilite´) matriciel et de´pendant
de la variable d’espace prescrit peut eˆtre re´alise´. L’analyse se fait, tout comme pour le cas
de l’e´quation de Helmholtz, avec l’aide d’une re´pre´sentation inte´grale du champ e´lectrique
solution d’un syste`me de Maxwell e´crit a` l’ordre 2.
Objectifs et plan du manuscript
Le premier objectif de cette the`se est d’e´tudier l’existence et l’unicite´ de solution pour
des syste`mes d’e´quations aux de´rive´es partielles du premier ordre, tels que des syste`mes de
Friedrichs (e´quations de Maxwell, syste`me de l’acoustique ou encore de l’e´lasticite´ line´aire),
en pre´sence de me´tamate´riaux obtenus par homoge´ne´isation, inclus dans un milieu clas-
sique, dont les parame`tres physiques de´pendent de la fre´quence comme des fractions ra-
tionnelles. Nous nous focaliserons en particulier, contrairement au travaux mentionne´s
pre´ce´demment qui conside`rent uniquement des milieux constants en fre´quences, sur une
approche globale en fre´quence.
Cette approche est motive´e par V.G. Veselago [92] qui, dans son e´tude the´orique des mi-
lieux a` indices de permittivite´ (note´s ε) et de perme´abilite´ ne´gatifs (note´s µ), note dans
un premier temps que l’e´nergie totale associe´e aux e´quations de Maxwell en pre´sence
de LHM est ne´gative. Il en de´duit alors, afin de respecter la causalite´ [54, 96], que les
indices de permittivite´ et de perme´abilite´ de ce type de milieux doivent ne´ce´ssairement
de´pendre de la pulsation ω (et donc aussi de la fre´quence f = ω/(2pi)). Il conclut de
plus son e´tude en pre´sentant certaines formes possibles pour les ε, µ des « milieux main-
gauche ». Ils peuvent ainsi eˆtre matriciels (par exemple dans des substances gyrotropiques),
de´pendre de ω comme des fractions rationnelles et enfin ne peuvent eˆtre ne´gatifs qu’au
voisinage de certaines pulsations. Remarquons enfin que ce type de comportement se re-
trouve dans la grande majorite´ des re´alisations pratiques par assemblages de petits com-
posants ou des obtentions the´oriques par homogne´isation de me´tamate´riaux issues de la
litte´rature [12, 13, 14, 34, 45, 90, 51, 76, 77, 82, 94].
Nous essaierons ainsi d’imposer des hypothe`ses sur le me´tamate´riau qui sont au maximum
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proches des observations de V.G. Veselago, elles-meˆmes en accord avec des exemples de
me´tamate´riaux homoge´ne´ise´s de´crits dans la litte´rature. L’outil principal utilise´ dans les
de´monstrations de nos re´sultats est la the´orie de Fredholm analytique [52]. En effet, la
de´pendance en la fre´quence des parame`tres physiques permet en fait de les conside´rer
comme des fonctions holomorphes de la variable de Laplace p = iω + η sur un ouvert du
plan complexe.
Le second objectif de ce me´moire concerne la simulation nume´rique de la propaga-
tion d’ondes en pre´sence de me´tamate´riaux obtenus par homoge´ne´isation de´pendant de la
fre´quence et ve´rifiant les hypothe`ses assurant le caracte`re bien pose´ des proble`mes associe´s.
Notons tout d’abord que la convergence des sche´mas nume´riques classiques (E´le´ments Fi-
nis, Galerkin Discontinu,...) est principalement assure´e par la positivite´ des parame`tres
physiques et non par le caracte`re bien pose´ du proble`me continu. Nous allons ainsi nous
interesser a` la validite´ des e´le´ments finis et/ou du galerkin discontinu en pre´sence de
me´tamate´riaux sans savoir s’ils sont convergents en pre´sence de tels milieux exotiques. Le
but suivant sera alors de proposer un sche´ma nume´rique adapte´ au me´tamate´riaux pour
lequel la convergence est assure´e de`s lors que le syste`me que l’on cherche a` approximer
est bien pose´. Nous utiliserons a` cet effet des ide´es issues de [4] pour l’approximation
nume´rique, par un sche´ma de type e´le´ments finis, de syste`mes du premier ordre de type
syste`mes de Friedrichs.
Le troisie`me et dernier but de ce me´moire est en lien avec l’homoge´ne´sation et plus
pre´cisemment la manie`re de re´aliser les me´tamate´riaux. Comme annonce´ pre´ce´demment,
remarquons tout d’abord qu’une des applications phares envisage´e pour ces milieux exo-
tiques est la cape d’invisibilite´. Cette dernie`re fait appel a` des mate´riaux dont les pa-
rame`tres physiques de´pendent de la variable d’espace de manie`re fortement anisotro-
pique et ainsi ne peuvent pas eˆtre obtenus par les techniques usuelles d’homoge´ne´isations
pe´riodiques. En effet, a` cause de la pe´riodicite´ des petits composants, elles engendrent
des milieux inde´pendants de la variable d’espace. De tels milieux doivent ainsi, a priori,
eˆtre re´alise´s via des me´thodes d’homoge´ne´isation non-pe´riodique telles que la me´thode
d’A.G. Ramm qui permet de cre´er des me´tamate´riaux acoustiques posse`dant un indice de
re´fraction prescrit de´pendant de la variable d’espace. Cependant, les me´thodes utilise´es
par A.G. Ramm ne permettent pas de prendre en compte les phe´nome`nes de couches li-
mites [26] au voisinage des petits objets constituants le milieu homoge´ne´ise´. Cette dernie`re
est de plus restreinte au cas de petits obstacles caracte´rise´s par des conditions aux li-
mites d’impe´dances particulie`res. Enfin notons que l’extension de la me´thode de Ramm a`
l’e´lectromagnetisme semble de´licate [86]. En effet, pour les e´quations de Maxwell, elle per-
met d’obtenir un mate´riau dont l’indice de re´fraction est arbitraire et peut eˆtre matriciel.
Par contre elle ne permet pas d’obtenir un milieu dont les indices de permittivite´ et de
perme´abilite´ sont prescrits. Cela semble eˆtre principalement duˆ au fait que l’analyse est
re´alise´e a` l’aide d’une re´pre´sentation inte´grale du champ e´lectrique solution d’un syste`me
de Maxwell e´crit a` l’ordre 2.
Ainsi, le dernier objectif de cette the`se est en lien avec une me´thode d’homoge´ne´isation de
me´tamate´riaux posse´dant un effet exotique voulu. Nous e´tudierons a` cet effet le proble`me
de diffraction intervenant dans la me´thode de Ramm sans utiliser de repre´sentation inte´-
grale de la solution. Une me´thode diffe´rente permettant de conside´rer des petits obs-
tacles caracte´rise´s par une condition aux limites d’impe´dance ou encore par un indice de
re´fraction plus ge´ne´raux sera ainsi employe´e et l’apparition de couches limites, qui sont a`
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l’origine de proble`mes de perturbations singulie`res [26], sera donc prise en conside´ration.
C’est dans cette optique que la me´thode des de´veloppements asymptotiques raccorde´s [26,
5, 32, 50, 64] est utilise´e. Elle permet en effet de de´crire de manie`re commode a` la fois le
champ interne a` chaque couche limite entourant les petits objets et le champ diffracte´ par
l’ensemble de tous les petits obstacles.
Plan du manuscrit
On pre´sente maintenant le plan du manuscrit qui se divise en cinq chapitres.
Chapitre 1 : Nous commencerons ce me´moire en pre´sentant les me´tamate´riaux a`
travers quelques unes de leurs applications et des exemples d’homoge´ne´isations de´crits
dans la litte´rature. Nous rappellerons ensuite des re´sultats concernant le caracte`re bien
pose´ de certains syste`mes d’ordre 1 que sont les syste`mes de Friedrichs. Ces derniers seront
utiles pour la suite et permettent d’e´tudier a` la fois les e´quations de Maxwell et les syste`mes
de l’acoustique et de l’e´lasticite´ line´aire en pre´sence de milieux classiques. Les difficulte´s
lie´es a` l’e´tude du caracte`re bien pose´ et a` l’approximation nume´rique de proble`mes d’ordre
2 mode´lisant la propagation d’ondes dans les me´tamate´riaux sont ensuite pre´sente´es a`
travers la me´thode de la T-coercivite´ et les travaux de P. Fernandez et al. Un exemple de
me´tamate´riau homoge´ne´ise´ obtenu a` l’aide de la convergence a` double e´chelle sera alors
donne´. Pour finir, on pre´sentera la me´thode d’A.G. Ramm concernant l’homoge´ne´isation
non-pe´riodique de me´tamate´riaux pour l’acoustique.
Chapitre 2 : Le second chapitre traitera de l’existence et de l’unicite´ des e´quations
de Maxwell, du syste`me de l’acoustique et de celui de l’e´lasticite´ line´aire en pre´sence de
me´tamate´riaux obtenus par homoge´ne´isation ve´rifiant des hypothe`ses issues des remarques
de V.G. Veselago. Nous commencerons par donner un cadre mathe´matique ge´ne´ral permet-
tant de de´crire le sche´ma global des de´monstrations des re´sultats du chapitre. Ce sche´ma
sera ensuite applique´ au cas de l’electromagne´tisme en conside´rant les e´quations de Max-
well. Cela permettra de de´montrer un premier re´sultat d’existence et d’unicite´ pour ce
syste`me en pre´sence de me´tamate´riaux bi-anisotropiques ou chiraux scalaires. Un re´sultat
pour des milieux dont les parame`tres physiques sont tensoriels, qui ve´rifient une hypothe`se
supple´mentaire, sera ensuite e´tabli. La meˆme me´thodologie sera applique´e aux syste`mes de
l’acoustique et de l’e´lasticite´ line´aire en pre´sence de me´tamate´riaux homoge´ne´ise´s et nous
donnerons ainsi des re´sultats d’existence et d’unicite´ pour chacun d’eux. Nous termine-
rons enfin ce chapitre par l’application de nos re´sultats sur des exemples de me´tamate´riaux
obtenus par homoge´ne´isation issus de la litte´rature.
Chapitre 3 : Le troisie`me chapitre concernera la simulation nume´rique de proble`mes
mode´lisant la propagation d’ondes en pre´sence de me´tamate´riaux. On conside´rera tout
d’abord des cas tests pour lesquels une solution exacte est connue et nous donnerons des
exemples de me´tamate´riaux the´oriques dont la solution nume´rique obtenue avec le sche´ma
e´le´ments finis pour l’e´quation de Helmholtz (syste`me de l’acoustique e´crit a` l’ordre 2)
semble diverger de la solution explicite. Ces exemples permettront de mettre en avant
la difficulte´ de validation des re´sultats de simulation nume´rique par e´le´ments finis pour
certains me´tamate´riaux. Cela motivera l’introduction d’un sche´ma de type e´le´ment finis
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particulier, duˆ a` A.K. Aziz et S. Leventhal [4] et appele´ par la suite sche´ma EF-AL. Ce
sche´ma permet d’approximer des syste`mes de Friedrichs en pre´sence de me´tamate´riaux
appartenant au cadre introduit au chapitre 2. Nous montrerons, sous ces hypothe`ses, sa
convergence. Des validations nume´riques sur le syste`me de l’acoustique pour les meˆmes
cas tests que ceux re´alise´s pour l’e´tude des e´le´ments finis seront pre´sente´es. Enfin, a` de´faut
de de´monstration de convergence, nous ferons une e´tude nume´rique du sche´ma galerkin
discontinu pour l’approximation du syste`me de l’acoustique en pre´sence des exemples de
me´tamate´riaux pre´ce´dents afin de se faire une ide´e concernant sa validite´.
Chapitre 4 : Le quatrie`me chapitre sera de´die´ a` l’analyse asymptotique d’un pro-
ble`me de diffraction d’une onde plane par un nombre fini de petites boules en vue de
reprendre, avec une me´thode diffe´rente prenant en compte l’apparition de couches limites
au voisinage des obstacles, les travaux d’A.G. Ramm. Nous commencerons par supposer
que les petits obstacles sont caracte´rise´s par une condition aux limites d’impe´dance telle
que celle intervenant dans la me´thode de Ramm bien que des impe´dances plus ge´ne´rales
pourront eˆtre conside´re´es. Ce choix permettra par la suite de comparer nos re´sultats avec
ceux de Ramm. Un re´sultat d’existence, d’unicite´ et de stabilite´ uniforme (en la taille
caracte´ristique des petits obstacles) pour le proble`me de diffraction multiple mode´lise´ par
une e´quation de Helmholtz sera tout d’abord de´montre´. En suivant alors la me´thode des
de´veloppements asymptotiques raccorde´s, nous donnerons les formes ge´ne´rales des champs
externe et internes aux couches limites entourant chaque petit objet. L’existence et l’uni-
cite´ du de´veloppement asymptotique a` tout ordre sera ensuite prouve´e. Des estimations
d’erreurs entre la solution du proble`me de diffraction et son approximation seront alors
e´tablies. Cela permettra de valider l’approche formelle des de´veloppements asymptotiques
raccorde´s. Enfin, le chapitre concluera par l’adaptation de la me´thode au cas de petits obs-
tacles caracte´rise´s par des indices de re´fractions. La meˆme me´thodologie sera alors utilise´e
et des re´sulats similaires seront de´montre´s.
Chapitre 5 : Le dernier chapitre de cette the`se sera consacre´ a` l’application des
re´sultats du chapitre 4 a` une me´thode d’homoge´ne´isation non-pe´riodique, formelle, de
me´tamate´riaux acoustiques posse´dant des indices de re´fractions prescrits de´pendants de
la variable d’espace. Nous commencerons par de´terminer, de manie`re explicite, les quatre
premiers termes du de´veloppement asymptotique raccorde´ de la solution du proble`me de
diffraction par un nombre fini de petits obstacles caracte´rise´s par une condition aux li-
mites d’impe´dance et un indice de re´fractions spe´cifique. L’approximation de Born d’un
proble`me de diffraction par un obstacle caracte´rise´ par un indice de re´fraction sera rap-
pele´e. Ensuite nous ferons tendre le nombre de petits obstacles vers l’infini en supposant,
comme dans la me´thode de Ramm, que leur taille caracte´ristique tend vers ze´ro et que
leur re´partition asymptotique est fixe´e par une certaine fonction, dans l’approximation
externe du champ diffracte´ calcule´e par de´veloppements asymptotiques raccorde´s. L’in-
dice de re´fraction homoge´ne´ise´ sera alors de´rive´ en comparant l’approximation obtenue
apre`s passage formel a` la limite avec une approximation de Born d’un proble`me de dif-
fraction bien choisi. On montrera, pour des re´partitions particulie`res, que des me´tamat
’eriaux acoustiques, non-constants en la variable d’espace, peuvent eˆtre re´alise´s avec cette
me´thode d’homoge´ne´isation non-pe´riodique formelle.

1
Pre´sentation ge´ne´rale du contexte et de la
proble´matique
L’objectif de cette the`se est l’e´tude de la propagation d’ondes dans les me´tamate´riaux
obtenus par homoge´ne´isation. Nous commenc¸ons donc ce chapitre par pre´senter les me´ta-
mate´riaux vus comme milieux e´quivalents et quelques unes de leurs applications parmi les
plus importantes. On donne ensuite des exemples, issus de la litte´rature, de re´alisations
de ces milieux exotiques pour l’e´lectromagne´tisme, l’acoustique et l’e´lasticite´.
Nous pre´sentons ensuite les re´sultats principaux concernant les syste`mes de Friedrichs
stationnaires, en pre´sence de milieux classiques, qui permettent de traiter dans un meˆme
cadre les syste`mes d’e´quations mode´lisant la propagation d’ondes dans un milieu ge´ne´ral.
Nous particularisons ensuite ces re´sultats aux cas de l’e´lectromagne´tisme, de l’acoustique
et de l’e´lasticite´ line´aire.
La pre´sence de me´tamate´riaux dans les proble`mes de propagation d’ondes entraine
une perte de coercivite´ des coefficients intervenant dans ces derniers. Ainsi, l’e´tude du
caracte`re bien pose´ et de l’approximation nume´rique de ces proble`mes est difficile du fait
que les me´thodes usuelles ne sont plus appliquables.
La troisie`me partie de ce chapitre introduit alors certains des travaux pre´cedemment
re´alise´s afin de reme´dier a` cette perte de coercivite´. On pre´sente a` cet effet la me´thode de
la T-coercivite´ [9, 7, 10] et les travaux de P. Fernandez et M. Raffetto [37, 38].
La dernie`re partie de ce chapitre pre´sente les principales me´thodes d’homoge´ne´isation
utilise´es pour re´aliser des me´tamate´riaux. Nous donnons a` cet effet la me´thode d’ho-
moge´ne´isation pe´riodique base´e sur la convergence double-e´chelle puis la me´thode de
Ramm qui est une me´thode d’homoge´ne´isation non-pe´riodique permettant de fabriquer
des me´tamate´riaux acoustiques dont les caracte´ristiques physiques de´pendant de la va-
riable d’espace.
Nous utilisons, dans toute la suite, les notations standards concernant les espaces
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de Lebesgue Lp, de Sobolev Hs, de distributions D′, de fonctions k fois diffe´rentiables
(respectivement a` support compact) Ck (respectivement Ckc ) et enfin les fonctions C∞ a`
support compact D. Enfin, nous notons F(·, ·) un espace de fonctions ou de distributions
avec les conventions suivantes : F est l’une des classes fonctionnelles pre´ce´dentes, le premier
argument de´signera le domaine sur lequel sont de´finis les e´le´ments de la classe conside´re´e,
le second argument de´signe un espace de dimension finie lorsque les e´le´ments de la classe
fonctionnelle sont a` valeurs vectorielles. Ce dernier est omis lorsque les e´le´ments sont a`
valeurs dans C.
1.1 Les me´tamate´riaux
Les me´tamate´riaux sont des milieux artificiels donnant lieu a` des comportements exo-
tiques par comparaison avec les mate´riaux usuels [97]. Ils ont par exemple des parame`tres
physiques (selon le cas : indice de permittivite´, de perme´abilite´, de re´fraction, module de
masse, coefficients de Lame´,. . . ) de partie re´elle ne´gative ou encore des parame`tres forte-
ment variables voir meˆme singuliers en espace. Cependant, de tels milieux n’existant pas
a` l’e´tat naturel, ils sont en ge´ne´ral forme´s a` partir d’assemblages pe´riodiques de petits
« patchs » compose´s de mate´riaux usuels [12, 13, 14, 34, 45, 90, 51, 76, 77, 82, 94]. Le
me´tamate´riau ainsi forme´ peut eˆtre vu comme un mate´riau homoge`ne lorsque le pas du
re´seau est a` la fois grand devant la taille caracte´ristique des ses petits constituants et
petit devant la longueur d’onde. Dans ces conditions, les parame`tres du milieu e´quivalent
sont alors obtenus via des me´thodes d’homoge´ne´isation et peuvent ve´rifier les proprie´te´s
pre´cedemment pre´sente´es. De ce fait, les caracte´ristiques physiques d’un me´tamate´riau
sont fictives au sens ou` elles ne sont valables qu’a` une e´chelle macroscopique (ou encore
homoge´ne´ise´e).
Nous donnons ici quelques applications des me´tamate´riaux et des re´alisations, issues de
la litte´rature, de ces milieux exotiques en e´lectromagne´tisme, acoustique et e´lasticite´
line´aire.
1.1.1 Quelques applications envisage´es pour les me´tamate´riaux
Du fait de leurs parame`tres physiques diffe´rent de ceux des milieux usuels, les appli-
cations envisage´es pour les me´tamate´riaux sont nombreuses [97]. Nous allons en de´tailler
deux parmi les principales : la super-lentille et le dispositif d’invisibilite´ (appele´ aussi
« cloaking »).
Application a` l’imagerie : la « super-lentille »
L’ide´e d’utiliser des milieux a` indices ne´gatifs pour cre´er des dispositifs posse´dant des
proprie´te´s de re´fraction inhabituelles a e´te´ de´gage´e pour la premie`re fois par V.G. Veselago
en 1968 dans [92]. Il conside`re pour cela un milieu e´lectromagne´tique dont les indices de
permittivite´ (note´ ε) et de perme´abilite´ (note´ µ) relatifs sont tous les deux ne´gatifs qu’il
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plonge´ dans du vide caracte´rise´ par εvide = µvide = 1. Ensuite, en utilisant les lois de
Snell-Descartes qui de´crivent le comportement d’un rayon lumineux a` l’interface entre
deux milieux, il montre que l’indice de re´fraction n =
√
εµ d’un tel mate´riau est ne´gatif.
Il en de´duit de plus que lors du passage d’un milieu a` indice positif vers un autre a` indice
ne´gatif (et inversement), les rayons incidents et re´fracte´s se retrouvent du meˆme cote´ que la
normale au plan d’incidence. Ce phe´nome`ne est appele´ re´fraction ne´gative. La comparaison
avec les milieux classiques est donne´e par la figure 1.1.
Il peut sembler surprenant qu’un milieu d’indice ne´gatif soit obtenu a` partir d’un mate´riau
posse´dant des indices de permittivite´ et de perme´abilite´ simultane´ment ne´gatifs. Cela est,
en fait, duˆ a` un choix de de´termination de la racine carre´e base´ sur des conside´rations
physiques [79].
Fig. 1.1: Rayon lumineux traversant un milieu a` indices ne´gatifs [16]
L’application de la re´fraction ne´gative a` l’imagerie est motive´e par le de´passement
de la limite maximale de re´solution d’une lentille usuelle, appele´e limite de Rayleigh.
Cette dernie`re affirme qu’une lentille conventionnelle ne peut pas voir des objets deux
fois plus petits que la longueur d’onde de la lumie`re utilise´e pour les illuminer. Cette
limite de re´solution est en fait due a` la pre´sence d’ondes e´vanescentes qui de´croissent
exponentiellement vite dans la lentille et qui ne peuvent donc pas eˆtre utilise´es pour former
l’image. Au de´but des anne´es 2000 J.B. Pendry approfondit les travaux de Veselago [79]
en e´tudiant les coefficients de transmission et de re´flexion d’une lame a` faces paralle`les
constitue´e d’un milieu d’indice de re´fraction n = −1 plonge´e dans du vide. Il de´montre
qu’un tel mate´riau focalise la partie e´vanescente des ondes qui ne sont donc plus atte´nue´es
par le processus de transmission et contribuent ainsi a` la formation d’une image parfaite.
Cela justifie le terme « super-lentille ». Le principe de la super-lentille est de´crit dans
la figure 1.2 issue de [78] ou` on peut voir que les rayons lumineux ainsi que les ondes
e´vanescentes sont focalise´es sur le meˆme point image donnant, de ce fait, une image dont
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(a) Rayons lumineux (b) Onde e´vanescente
Fig. 1.2: Principe d’une super-lentille [78]
la re´solution est maximale.
En pratique la re´solution accessible par un dispositif de super-lentille re´alise´ a` partir d’un
milieu a` indice ne´gatif est finie. Cela est principalement duˆ a` la pre´sence de pertes (parties
imaginaires) sur les indices dans les me´tamate´riaux. En outre, il a e´te´ de´montre´ dans [66]
qu’un milieu posse´dant un indice de re´fraction e´gal a` −1 ne peut pas exister et ainsi une
super-lentille au sens de Pendry ne peut eˆtre fabrique´e. Il existe toutefois des re´alisations
expe´rimentales de dispositifs de super lentilles « approche´es » qui permettent de de´passer,
pour certaines longueurs d’ondes, la limite de re´solution classique. Citons par exemple [40]
ou` la limite de Rayleigh a e´te´ de´passe´e dans la gamme de fre´quences des micro-ondes
ou encore [36] ou` elle a e´te´ franchie pour des fre´quences optiques (la fre´quence est lie´e a`
la pulsation par ω = 2pif qui est lie´e a` la longueur d’onde par la formule λ = cf, ou` c
de´signe la ce´le´rite´ de l’onde). Enfin, citons [35] ou` une super-lentille a e´te´ re´alise´e a` partir
de cristaux photoniques. Cette dernie`re permet d’outrepasser la limite de Rayleigh pour
des objets dits sous-longueur d’onde (appele´s aussi sub-λ, ce sont des objets de dimension
caracte´ristique de l’ordre de λ/10).
La cape d’invisiblite´ et le « cloaking »
Une autre application envisage´e pour les me´tamate´riaux est la cape d’invisibilite´ (ce
phe´nome`ne et aussi appele´ « cloaking ») et a e´te´ propose´e pour la premie`re fois dans [80].
Cette dernie`re utilise des milieux avec des parame`tres physiques fortement he´te´roge`nes
voire meˆme singuliers en la variable d’espace et impose aux ondes de contourner toute une
partie de l’espace (voir figure 1.3). Ainsi, un objet inclus dans la partie de l’espace de´viant
les ondes devient invisible aux ondes conside´re´es pour tout observateur exte´rieur. Pour les
ondes e´lectromagne´tiques, l’obtention the´orique d’un tel milieu est base´e sur l’invariance
des e´quations de Maxwell par transformations d’espaces (appele´es aussi transformations
optiques). Plus pre´cisemment, si l’on fait un changement de variables sur les champs
intervenant dans les e´quations de Maxwell, les nouveaux champs ve´rifieront le meˆme type
d’e´quations mais avec des indices de permittivite´ et de perme´abilite´ diffe´rents. Le meˆme
comportement est aussi vrai pour le syste`me de l’acoustique.
Supposons maintenant que l’on souhaite « cacher » un objet positionne´ dans B(0, 1) (voir
figure 1.4), ou` B(0, r) de´signe la boule de centre 0 et de rayon r > 0. Afin d’obtenir les
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Fig. 1.3: Cape d’invisibilite´ parfaite [43]
parame`tres du milieu re´alisant la cape d’invisibilite´, on utilise un changement de variable
e´tirant l’origine 0 ∈ R3 pour transformer B(0, 2)\{0} en B(0, 2)\B(0, 1). Les parame`tres du
nouveau milieu pre´sent dans l’anneau (la cape d’invisibilite´) sont alors de´termine´s a` partir
du jacobien du changement de variables qui est singulier en espace. Cette construction
est de´taille´e dans [89, 22, 27, 46, 41] et la proposition de re´aliser une cape d’invisiblite´
approche´e avec des mate´riaux dont les parame`tres sont non-singuliers a e´te´ faite dans [42].
Fig. 1.4:
Cependant, la fabrication d’une cape d’invisibilite´ parfaite est difficile du fait de la
forte anisotropie et des singularite´s des parame`tres physiques des mate´riaux qui devraient
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la composer. Des re´alisations expe´rimentales ont e´te´ ne´anmoins produites dans [89] ou` une
cape d’invisibilite´ en 2D pour les micro-ondes a` base de me´tamate´riaux a e´te´ re´alise´e. Le
dispositif et les re´sultats expe´rimentaux obtenus sont repre´sente´s dans la figure 1.5. Cette
dernie`re de´crit le re´sultat obtenu en envoyant une onde plane sur la cape d’invisibilite´
parfaite (figure du haut) puis sur le dispositif expe´rimental. Ce sont de plus les isolignes
du champ qui sont repre´sente´es. On peut remarquer que les d’ondes a` droite de la cape
expe´rimentale sont presque semblables a` celles issues de la cape ide´ale. Ainsi un observateur
ne distingue que faiblement la pre´sence de la cape et de la meˆme manie`re, l’objet qui y
est inclus.
(a) Dispositif expe´rimental d’une cape
d’invisibilite´
(b) Performances d’une cape d’invisibilite´ parfaite (en haut) ver-
sus la cape expe´rimentale (en bas)
Fig. 1.5: Dispositif expe´rimental et performance d’une cape d’invisibilite´ pour les micro-
ondes en 2D [89]
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1.1.2 Quelques exemples de me´tamate´riaux de´crits dans la litte´rature
Cette section pre´sente des exemples de re´alisations de me´tamate´riaux issus de la
litte´rature ainsi que leurs parame`tres homoge´ne´ise´s. On pre´sente ainsi des me´tamate´riaux
obtenus par homoge´ne´isation pour l’e´lectromagne´tisme, l’acoustique et l’e´lasticite´ line´aire.
D’autres exemples peuvent de plus eˆtre trouve´s dans [12, 13, 14, 16, 31].
Me´tamate´riau pour les micro-ondes : un re´seau pe´riodique de
« Split-Ring-Resonators »
Un des premiers exemples de me´tamate´riaux homoge´ne´ise´s de´couvert est le re´seau
pe´riodique d’anneaux fendus et de tiges introduit en 2000 par D.R. Smith dans [90]. Cette
re´alisation est base´e sur des travaux de J.B. Pendry [77, 76] et le dispositif est re´pre´sente´
dans la figure 1.6. Il est appele´ « Split-Ring-Resonator » (note´ SRR).
(a) Re´seau pe´riodique de SRR et de tiges (b) Perme´abilite´ homoge´ne´ise´e [75]
Fig. 1.6: Me´tamate´riau cre´e´ a` partir d’un re´seau pe´riodique de Split-Ring-Resonators et
de tiges me´talliques [90]
La diffraction des ondes e´lectromagne´tiques en pre´sence de ce mate´riau est de´crite, dans [90],
par les e´quations de Maxwell :{
pε(p, x)e(p, x)−∇× h(p, x) = −j(x), dans Ω,
pµ(p, x)h(p, x) +∇× e(p, x) = −m(x), dans Ω, (1.1)
ou`, pour Ψ ∈ D′(Ω)3, ∇× est l’ope´rateur rotationnel :
∇×Ψ =
 0 −∂3 ∂2∂3 0 −∂1
−∂2 ∂1 0
 Ψ1Ψ2
Ψ3
 .
Dans l’e´quation (1.1) e de´signe le champ e´lectrique, h le champ magne´tique, ε est la
permittivite´ du mate´riau, µ sa perme´abilite´, j et m sont respectivement les courants
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e´lectriques et magne´tiques et p = iω + η est la variable de Laplace ou` ω est la pulsation.
Finalement Ω est un ouvert borne´ de R3 contenant le re´seau pe´riodique. Les parame`tres
du milieu homoge`ne e´quivalent sont calcule´s dans [90] par :
 ε(p, x) =
(
1 + ω
2
G
p2
)
,
µ(p, x) =
(
1 + Fp
2
−p2−ω20+pΓ
)
,
(1.2)
ou` ωG > 0 est la pulsation plasma de l’or et ω0, Γ et F sont des constantes positives
de´pendantes de la ge´ome´trie du re´seau et des caracte´ristiques physiques de ses petites
inclusions. On peut voir, a partir de la figure 1.6 b) et de la formule (1.2), que le caracte`re
exotique du me´tamate´riau intervient sur une plage de fre´quences localise´e autour d’un poˆle
de µ au voisinage de 10Ghz. En effet, au voisinage de cette fre´quence, les parties re´elles
de ε et µ sont simultane´ment ne´gatives [90].
Me´tamate´riau chiral pour l’infrarouge
En 2010, R. Zhao et al. [94] ont construit un me´tamate´riau valable pour des fre´quences
appartenant au domaine de l’infrarouge. Ce dernier est re´alise´ a` partir d’un mode`le de
type « Ω-particle resonator » et la ge´ome´trie des petites inclusions est repre´sente´e par la
figure 1.7. Les phe´nome`nes e´lectromagne´tiques lie´s a` un milieu chiral sont mode´lise´s par
les e´quations de Maxwell-Drude-Born-Fedorov :

pε(p, x)e(p, x) + pβ(p, x)ε(p, x)∇× e(p, x)
−∇× h(p, x) = −j(x), dans Ω,
pµ(p, x)h(p, x) + pβ(p, x)µ(p, x)∇× h(p, x)
+∇× e(p, x) = −m(x), dans Ω,
(1.3)
ou` β est la chiralite´ du mate´riau inclus dans Ω. Les parame`tres du milieux homoge´ne´ise´
re´alise´ dans [94] sont alors obtenus en supposant que le re´seau est contenu dans un milieu
hoˆte caracte´rise´ par des indices de permittivite´s et de permeabilite´s εb, µb tous deux re´els
et positifs. Les parame`tres du milieu homoge´ne´ise´ obtenus dans [94] sont les suivants :

ε(p, x) = εb +
Ωεω20
ω20+p
2−pγ ,
µ(p, x) = µb − Ωµp
2
ω20+p
2−pγ ,
β(p, x) = Ωβp
i(ω20+p2−pγ)
,
(1.4)
ou` ω0, γ et Ωε,µ,β sont des constantes strictement positives de´finies a` partir de la ge´ome´trie
des inclusions composant le re´seau. A partir de la figure 1.7 et des formules 1.4, on peut
voir que le comportement exotique du milieu re´alise´ dans [94] est localise´ en fre´quence.
En effet, les parties re´elles des indices de permittivite´, de perme´abilite´ et de chiralite´
deviennent ne´gatives au voisinage de 1.75Thz. Cette fre´quence est de plus proche d’un
poˆle commun a` ces trois indices.
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(a) Ge´ome´trie des petits « patchs »
(b) Courbes des indices homoge´ne´ise´s
Fig. 1.7: Re´sonateurs de type Ω-particle et parame`tres homoge´ne´ise´s [94]
Me´tamate´riau bi-anisotropique pour l’optique
C.E. Kriegler et al. ont construit dans [53] en 2010 un me´tamate´riau bi-anisotropique
valable pour des fre´quences appartenant au domaine du visible. Le comportement physique
d’un tel milieu est mode´lise´ par les e´quations de Maxwell suivantes :{
pε(p, x)e(p, x) + pξ(p, x)h(p, x)−∇× h(p, x) = −j(x), dans Ω,
pµ(p, x)h(p, x) + pζ(p, x)e(p, x) +∇× e(p, x) = −m(x), dans Ω, (1.5)
ou` ξ et ζ sont appele´es constantes de couplage et, pour le milieu homoge´ne´ise´ issu de [53],
sont donne´es ci-dessous : 
ε(p) = 1 + (dc0
l2
)2 F
ω2LC+p
2−pγ ,
µ(p, .) = 1− Fp2
ω2LC+p
2−pγ ,
ξ(p) = idc0
l2
Fp
ω2LC+p
2−pγ ,
ζ(p, .) = −idc0
l2
Fp
ω2LC+p
2−pγ .
(1.6)
ou` l et d sont des constantes positives de´finies a` partir des parame`tres du re´seau, c0 est
la ce´le´rite´ de la lumie`re dans le vide, F est le taux de remplissage des SRR dans le milieu
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ambiant, γ > 0 est l’amortissement et enfin ωLC > 0 est la pulsation de re´sonance d’un
circuit LC. La ge´ome´trie de l’inclusion est repre´sente´e dans la figure 1.8. Aux vues de la
(a) SRR bi-anisotropique
(b) Courbes des indices homoge´ne´ise´s
Fig. 1.8: Split-Ring-Resonator bi-anisotropique et parame`tres homoge´ne´ise´s [53]
figure 1.8 et des formules (1.6), on peut remarquer que les partie re´elles des indices ε, µ et ξ
du me´tamate´riau bi-anisotropique deviennent ne´gatives autour ω = ωLC (soit autour de la
fre´quence f = ωLC/2pi). Ainsi, une fois de plus, le comportement exotique du me´tamate´riau
est localise´ en fre´quence au voisinage d’un poˆle de ses parame`tres physiques.
Un me´tamate´riau acoustique
Certains me´tamate´riaux ont aussi e´te´ e´tudie´s pour les ondes acoustiques dans le but
de couvrir des appliquations telles que la super-lentille acoustique [44] ou encore le « cloa-
king » [46, 22, 27]. On pre´sente ici le me´tamate´riau acoustique obtenu dans [57]. Ce der-
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nier est construit a` partir d’un re´seau pe´riodique de petits tubes cylindriques troue´s (voir
figure 1.9). Les e´quations mode´lisant ce milieu sont donne´es a` partir du syste`me de l’acous-
Fig. 1.9: Me´tamate´riau acoustique cre´e´ a` partir d’un re´seau pe´riodique tubes troue´s [57]
tique : {
pΓ(p, x)u(p, x)−∇ρ(p, x) = f1(x), dans Ω,
pn(p, x)ρ(p, x)− div(u(p, x)) = f2(x), dans Ω, (1.7)
ou`, pour Ψ ∈ D′(Ω)3 l’ope´rateur div est la divergence de´finie par divΨ = ∑3j=1 ∂jΨj ,
u de´signe un champ de vitesse, ρ un champ de pression, Γ est le module de masse du
mate´riau, n son indice de re´fraction et f = (f1, f2) est un terme source. Les parame`tres
homoge´ne´ise´s calcule´s dans [57] sont donne´s ci-dessous :
Γ(p, x) = ϑ, n(p, x) = B−1
(
1− ω
2
sh
γp− p2
)
, (1.8)
ou` γ est le terme de d’amortissement, ϑ = 1.21 kg/m3, B = 1.42× 105 Pa est le module
de masse de l’air et ωsh > 0 est une constante physique de´finie dans [57]. A partir des
formules (1.8), on peut remarquer que l’indice de re´fraction n est de partie re´elle ne´gative
pour toutes pulsations infe´rieure a` ωsh. De ce fait, le comportement ne´gatif du milieu
de´crit par les parame`tres physiques (1.8) est, une fois encore, localise´ autour de certaines
fre´quences.
Un me´tamate´riau e´lastique
Les me´tamate´riaux e´lastiques [31, 95] posse`dent, par exemple, des densite´s et/ou des
modules de masses ne´gatifs. Ces derniers permettent de plus d’envisager de nouvelles ap-
plications [63] telles que des guides pour les ondes e´lastiques, des filtres me´caniques, des
isolateurs de vibrations ou encore du « cloaking » pour les ondes sismiques [47].
Nous pre´sentons maintenant le milieu obtenu dans [95]. Les e´quations mode´lisant la pro-
pagation d’ondes e´lastiques dans un milieu sont donne´es ci-dessous [25] :{
div(µ(p, x)∇uj(p, x)) + ∂j(λ(p, x) + µ(p, x))div(u(p, x))
−p2uj(p, x) = f(x), dans Ω, pour j = 1, 2, 3, (1.9)
ou` u de´signe le de´placement du solide, λ, µ sont les coefficients de Lame´ du mate´riau, f
est un terme source donne´ par une force exerce´e sur le solide.
Le me´tamate´riaux re´alise´ dans [95] est repre´sente´ dans la figure 1.10. Il consiste en
un milieu composite constitue´ de trois sphe`res de rayon rj incluses dans un milieu hoˆte
sphe´rique de rayon r3 = r2/φ1/3, ou φ de´signe le taux de remplissage des sphe`res dans le
composite. Chacune des trois re´gions est suppose´e eˆtre un mate´riau e´lastique caracte´rise´
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(a) Ge´ome´trie du me´tamate´riau e´lastique (b) Courbe du coefficient de Lame´ µeff homoge´ne´ise´
Fig. 1.10: Me´tamate´riau e´lastique cre´e´ a` partir de sphe`res concentriques et parame`tres
homoge´ne´ise´s [95]
par des coefficients de Lame´ λj et µj et une densite´ de masse Dj , ou j = 1, 2, 3 repre´sente
chaque sphe`re. On montre alors dans [95] que ce milieu composite peut eˆtre vu comme un
milieu homoge`ne posse`dant un coefficient de Lame´ µeff ne´gatif, une densite´ de masse Deff
et un module de masse κeff ne´gatif. Les parame`tres du milieu homoge´ne´ise´ e´quivalent sont
ci-dessous :
µeff(p) = µ3+
(µ1 − µ2)r21
(
u
′
r,2(r1) + 3u
′
θ,2(r1)
)
+ (µ2 − µ3)r21
(
u
′
r,2(r2) + 3u
′
θ,2(r2)
)
r23
(
u
′
r,2(r3) + 3u
′
θ,2(r3)
) ,
λeff(p) = κeff(p)− 23µeff(p),
κeff(p) = κ3+
r1(κ1 − κ2)E130 (s, r1)c(1)0 + r2(κ2 − κ3)
(
E110 (h, r2)a
(3)
0 + E
13
0 (h, r2)
)
r3
(
E110 (h, r3)a
(3)
0 + E
13
0 (h, r3)
) ,
(1.10)
ou` Ekij et u
′
r,θ,l de´pendent de p et des fonctions de Bessel et de Hankel sphe´riques de
premie`re espe`ce (voir l’appendice de [95]). A partir de la figure 1.10 b) ou des for-
mules (1.10), on peut noter que le coefficients de Lame´ µeff pre´sente des poˆles et fre´quence
et devient ne´gatif au voisinage de ces derniers.
1.1.3 Remarques sur les exemples pre´ce´dents
On a pre´sente´, dans la section 1.1.2, des re´alisations de me´tamate´riaux homoge´ne´ise´s
issus de la litte´rature. Une observation commune a` chacun de ces exemples est que le
comportement exotique des me´tamate´riaux est localise´ sur des plages de fre´quences et,
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plus pre´cisemment, au voisinage de certains poˆles des parame`tres physiques du milieu.
Ces remarques ont aussi e´te´ formule´es par V.G. Veselago dans son papier [92] de 1968
qui concernait l’e´tude the´orique de la propagation d’ondes dans des milieux a` indices de
permittivite´ et de perme´abilite´ simultane´ment ne´gatifs.
Les me´tamate´riaux sont, pour la plupart, obtenus a` partir de re´seaux pe´riodiques
de petits « patchs » de mate´riaux usuels (voir section 1.1.2). Leurs indices sont de plus
ceux obtenus lorsque ce dernier peut eˆtre conside´re´ comme un milieu homoge`ne ce qui
correspond au cas de longueurs d’ondes grandes devant le pas du re´seau. Ainsi, les com-
portement exotiques des me´tamate´riaux sont lie´s a` des effets macroscopiques et ne vivent
donc qu’a` une e´chelle « homoge´ne´ise´e ». De plus, pour de´river les parame`tres homoge´ne´ise´s
d’un me´tamate´riau, il faut faire appel a` des me´thodes d’homoge´ne´isation. Notons enfin
que, pour que le milieu homoge´ne´ise´ soit valable d’un point de vue de la physique, il doit
(au minimum) eˆtre compatible avec les observations pre´ce´dentes.
1.2 Rappels sur les syste`mes de Friedrichs
Un des objectifs de cette the`se est d’e´tudier les diffe´rents proble`mes de propagation
d’ondes dans des me´tamate´riaux tels que ceux introduits dans la section 1.1.2. Pour ce
faire, nous allons utiliser la the´orie des syste`mes de Friedrichs qui permet de traiter dans un
meˆme cadre les e´quations mode´lisant la propagation d’ondes e´lectromagne´tiques, acous-
tiques ou encore e´lastiques dans des milieux usuels.
Cette section donne alors des rappels concernant cette classe particulie`re de syste`mes
d’e´quations aux de´rive´es partielles. Dans la suite, Ω de´signe un ouvert borne´ de Rd de
frontie`re ∂Ω de classe C1 et de normale unitaire sortante ν = (ν1, . . . ,νd). On se donne,
dans Ω, un syste`me d’ope´rateurs aux de´rive´es partielles du premier ordre de´fini dans Ω
par :
L = K(x) +
d∑
j=1
Aj(x)∂j ,
ou` ∂j de´signe la de´rive´e partielle par rapport a` la j−e`me cordonne´e. On suppose de plus,
tout au long de cette section que les quantite´s apparaissant ci-dessus ve´rifient :
K ∈ L∞(Ω,Hom(Ck)),
A∗j = Aj ∈ Lip(Ω,Hom(Ck)), j = 1, . . . , n,
ou` l’ensemble Hom(Ck,Cl) de´signe l’ensemble des applications line´aires de Ck dans Cl et
Hom(Ck) := Hom(Ck,Ck). L’application identite´ de Ck est note´e Ik ∈ Hom(Ck). Pour X
un ouvert de Rd, Lip(X) est l’ensemble des applications uniforme´ment lipschitziennes sur
X muni de la norme usuelle en faisant un espace de Banach :
‖u‖Lip(X) = sup
x∈X
|u(x)|+ sup
x,y∈X, x 6=y
|u(x)− u(y)|
|x− y| .
Pour f dans L2(Ω)k, on conside`re le syste`me de Friedrichs suivant
trouver u tel que :{
Lu = f,
+Conditions aux limites sur ∂Ω.
(1.11)
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Dans la suite, nous allons e´tudier le proble`me (1.11) pose´ sur le domaine borne´ Ω. Afin
de spe´cifier les conditions aux limites utilise´es, nous avons tout d’abord besoin de re´sultats
de traces pour des fonctions appartenant aux espaces fonctionnels naturels associe´s a`
l’ope´rateur L. C’est l’objet de la premie`re partie de cette section. Nous rappelons ensuite
un the´ore`me d’existence et d’unicite´ pour cette classe de syste`mes valable uniquement
pour des milieux classiques. On particularise enfin ce dernier aux cas des e´quations de
Maxwell, de l’acoustique et de l’e´lasticite´ line´aire.
1.2.1 The´ore`mes de traces
Soit la formule d’inte´gration par parties suivante :∫
Ω
〈Lu, v〉 dx =
∫
Ω
〈
u,L]v
〉
dx+
∫
∂Ω
〈Aν(x)u, v〉 dσ, (1.12)
ou` L]v = K∗(x)v −∑nj=1 ∂j (Aj(x)v) est l’adjoint formel de L et Aν(x) = ∑nj=1Aj(x)νj
pour x ∈ ∂Ω. Pour tout u, v ∈ Rn, on note 〈u, v〉 = ∑nj=1 ujvj le produit scalaire usuel et
|u| = √< u, u > sa norme associe´e. Le produit hermitien entre deux vecteurs u, v ∈ Cn
est alors donne´ par 〈u, v〉. Remarquons tout d’abord que la formule de Stockes pre´ce´dente
est valable pour tout u, v ∈ H1(Ω). Cependant, pour de´finir de « bonnes » conditions aux
limites, nous avons besoin que la formule (1.12) soit valable pour u et v moins re´gulie`res.
Conside´rons a` cet effet les espaces fonctionnels suivants :
HL =
{
u ∈ L2(Ω)k | Lu ∈ L2(Ω)k
}
,
HL] =
{
u ∈ L2(Ω)k | L]u ∈ L2(Ω)k
}
,
ou` Lu et L]u sont de´finis au sens des distributions. On munit respectivement HL et HL]
des topologies de´finies par les normes du graphe ‖u‖HL =
(
‖u‖2L2(Ω) + ‖Lu‖2L2(Ω)
)1/2
et
‖u‖HL] =
(
‖u‖2L2(Ω) +
∥∥L]u∥∥2
L2(Ω)
)1/2
. Ce sont alors des espaces de Hilbert et l’ensemble
C1c (Ω,Ck) est dense dans chacun d’eux [87]. Cela permet de de´montrer le the´ore`me suivant
qui donne un sens aux traces Aν(x)u|∂Ω pour u dans HL ou bien dans HL] .
The´ore`me 1.1 ([87], the´ore`me 1). L’application
u ∈ C1c (Ω,Ck) 7−→ Aν(x)u|∂Ω,
admet une unique extension en une application line´aire continue de HL ou HL] dans
H−1/2(∂Ω).
Le re´sultat pre´ce´dent n’est cependant toujours pas suffisant. En effet, on ne peut pas
prendre (u, v) ∈ HL × HL] dans (1.12) car aucune information concernant la re´gularite´
de 〈Aν(x)u, v〉 |∂Ω n’est connue lorsque (u, v) ∈ HL × HL] . Il admet toutefois l’extension
suivante
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The´ore`me 1.2 ([87], the´ore`me 2). L’application
(u, v) ∈ C1c (Ω,Ck)× C1c (Ω,Ck) 7−→ 〈Aν(x)u, v〉 |∂Ω
s’e´tend en une application biline´aire continue de HL×HL] dans Lip(∂Ω)′. Cette extension
est de plus unique. Enfin, la formule (1.12) est valable pour (u, v) ∈ HL ×HL].
Le re´sultat ci-dessus permet d’interpreter
∫
∂Ω 〈Aν(x)u, v〉 dσ, comme l’action de la
distribution 〈Aν(x)u, v〉 |∂Ω ∈ Lip(∂Ω)′ ⊂ D′(∂Ω) contre la fonction test lipschitzienne
constante 1. Notons finalement que le the´ore`me 1.2 donne un sens a` la formule d’inte´gration
par parties (1.12) pour (u, v) ∈ HL ×HL] .
1.2.2 Re´sultats d’existence et d’unicite´ pour des milieux classiques
Nous sommes inte´resse´ par la re´solution du proble`me (1.11) en domaine borne´. On
suppose que les conditions limites sont de´crites par des ope´rateurs line´aires des compo-
sante de u. Soit donc, en tout point x de ∂Ω, une application line´aire N(x) ∈ Hom(Ck)
lipschitzienne en x. On impose alors que u(x) ∈ ker(N(x)) pour tout x ∈ ∂Ω. Le syste`me
de Friedrich a` re´soudre devient ainsi le suivant :
trouver u ∈ HL tel que :{
Lu = f, dans Ω,
u(x) ∈ kerN(x), x ∈ ∂Ω.
(1.13)
Remarquons tout d’abord que re´soudre l’e´quation (1.13) revient a` inverser l’ope´rateur
L sur son domaine de´fini par l’ensemble suivant :
D(L) = {u ∈ HL | u(x) ∈ kerN(x), ∀x ∈ ∂Ω} ,
ou` les conditions aux limites sont de´finies dans H−1/2(∂Ω) par le the´ore`me 1.1. Nous avons
tout d’abord le re´sultat suivant qui permet l’approximation des e´le´ments de D(L) par des
fonctions re´gulie`res.
The´ore`me 1.3 (faible=fort, [87], the´ore`me 4). On suppose que le rang de la matrice
Aν =
∑d
j=1Aj(x)νj est constant sur chaque composante connexe de la frontie`re ∂Ω (on
dit dans ce cas que ∂Ω est de multiplicite´ constante) et que u ∈ D(L). Alors il existe une
suite (uk)k ⊂ C1c (Ω,Ck) ve´rifiant uk(x)|∂Ω ∈ kerN(x) pour x ∈ ∂Ω et telle que uk 7−→ u
dans HL. Le meˆme re´sultat reste vrai lorsqu’on remplace L par son adjoint L∗ = L] de
domaine D(L∗) =
{
v ∈ HL] | v|∂Ω ∈ (Aνker (N(x)))⊥
}
.
De plus, si u ∈ HL et f = Lu. Alors u(x) ∈ kerN(x) pour x ∈ ∂Ω si et seulement si
pour tout v ∈ Lip(Ω) tel que v(x) ∈ N∗(x) = (Aνker (N(x)))⊥, x ∈ ∂Ω, on a :∫
Ω
〈
u,L∗v
〉
dx =
∫
Ω
〈f, v〉 . (1.14)
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Le the´ore`me 1.3 permet de de´montrer que l’ensemble D(L) est dense dans L2(Ω)k.
On obtient ainsi que l’ope´rateur non-borne´ (L,D(L)) est un ope´rateur ferme´ de L2(Ω)k a`
domaine dense. Il en est de meˆme pour son adjoint (L∗,D(L∗)). Enfin, ce re´sultat assure
que toute solution faible de l’e´quation Lu = f , pour u ∈ D(L) est aussi une solution forte et
permet de prendre, en raisonnant par densite´, u = v ∈ D(L) dans la formule d’inte´gration
par parties (1.12). Il reste cependant a` montrer qu’un des deux proble`mes (1.13) ou (1.14)
est bien pose´. Pour ce faire, on introduit les conditions aux limites maximales positives
(appele´es aussi maximales monotones).
De´finition 1.4 ([87]). Les conditions aux limites de´finies par N(x) sont dites maximales
positives lorsqu’elles ve´rifient :
– Pour tout x ∈ ∂Ω, pour tout u(x) ∈ kerN(x),
〈
Aν(x)u(x), u(x)
〉
≥ 0.
– dim kerN(x) = ]{valeurs propres ≥ 0 de Aν(x) compte´es avec leur multiplicite´}.
On a alors le re´sultat suivant :
The´ore`me 1.5 ([87], the´ore`me 5). Supposons que les hypothe`ses suivantes soient ve´rifie´es :
1. K ∈ L∞(Ω,Hom(Ck)),
2. A∗j = Aj ∈ Lip(Ω,Hom(Ck)) pour j = 1, . . . , d,
3. ∂Ω est de multiplicite´ constante,
4. N(x) ∈ Lip (∂Ω,Hom(Ck)) et les conditions aux limites de´finies par N sont maxi-
males positives.
5. Z(x) = 12 (K(x) +K(x)
∗)−∑nj=1 ∂jAj(x) est comparable a` l’identite´. c’est-a`-dire :
∀u ∈ Ck, pour presque tout x ∈ Ω, 〈Z(x)u, u〉 ≥ α|u|2, avec α > 0.
Alors, le syste`me
trouver u ∈ HL tel que :{
Lu :=
(
K(x) +
∑d
j=1Aj(x)∂j
)
u = f, dans Ω,
u(x) ∈ N(x), x ∈ ∂Ω.
admet une solution et une seule pour tout f dans L2(Ω)k ve´rifiant :
‖u‖L2(Ω) ≤
1
α
‖f‖L2(Ω) .
De´monstration rapide. Soient u et v appartenant a` H1(Ω). Une formule de Stockes
donne alors : {
Re (Lu, u)L2(Ω) = (Zu, u)L2(Ω) +
∫
∂Ω 〈Aν(x)u, u〉 dσ,
Re (L∗v, v)L2(Ω) = (Zv, v)L2(Ω) −
∫
∂Ω 〈Aν(x)v, v〉 dσ,
(1.15)
ou` (u, v)L2(Ω) =
∫
Ω 〈u, v〉 dx. Soit maintenant u ∈ D(L). Par le the´ore`me 1.3, il existe
(uk)k ⊂ C1c (Ω,Ck) ve´rifiant uk(x)|∂Ω ∈ N(x) pour x ∈ ∂Ω et telle que uk −→ u dans HL.
Alors 〈Aν(.)uk, uk〉 ≥ 0 par positivite´ des conditions aux limites. Le fait que 〈Aνuk, uk〉 −→
〈Aνu, u〉 dans Lip(∂Ω)′ et le the´ore`me 1.2 impliquent alors que la distribution 〈Aν(.)u, u〉
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est positive. De plus la premie`re formule de (1.15) est valable pour tout k et donc un
passage a` la limite entraine qu’elle reste vraie pour u dans D(L). La coercivite´ de Z et
une ine´galite´ de Cauchy-Schwartz entrainent alors :
‖u‖L2(Ω) ≤
1
α
‖Lu‖L2(Ω) , ∀u ∈ D(L), (1.16)
ce qui donne l’injectivite´ de l’ope´rateur (L,D(L)).
Les conditions aux limites maximales positives entrainent que les conditions aux limites
adjointes ve´rifient 〈Aν(x)v(x), v(x)〉 ≤ 0 pour tout v(x) ∈ (Aνker (N(x)))⊥. Par densite´,
on peut prendre v ∈ D(L∗) dans la seconde formule de (1.15). Il vient alors
‖u‖L2(Ω) ≤
1
α
‖L∗u‖L2(Ω) , ∀u ∈ D(L∗), (1.17)
Ainsi (L∗,D(L∗)) est injectif. Les deux ine´galite´s pre´ce´dentes montrent que (L,D(L))
et son adjoint sont aussi des ope´rateurs a` images ferme´es. De ce fait, on a R(L) =
R(L) = N (L∗)⊥ = L2(Ω)k [52], ou` N (L∗) de´signe le noyau de l’ope´rateur non-borne´
ferme´ (L∗,D(L∗)) et R(L) est l’image de (L,D(L)). L’ope´rateur (L,D(L)) est donc sur-
jectif et injectif et, par suite, bijectif.
Remarque 1.6 (Remarque fondamentale). L’hypothe`se fondamentale assurant le ca-
racte`re bien pose´ du syste`me de Friedrichs (1.13) est la coercivite´ de la matrice
Z(x) =
1
2
(K(x) +K(x)∗)−
n∑
j=1
∂jAj(x).
Elle permet en effet de de´montrer les ine´galite´s (1.16) et (1.17). Ces dernie`res assurent
que les ope´rateurs (L,D (L)) et son adjoint sont tout deux des ope´rateurs injectifs a` images
ferme´es. Ces proprie´te´s impliquent que l’ope´rateur (L,D (L)) est inversible et donc que le
syste`me de Friedrichs (1.13) est bien pose´.
Lorsque des me´tamate´riaux sont inclus dans Ω (par exemple des SRR homoge´ne´ise´s (1.2)),
la matrice Z n’est plus coercive. On ne peut alors plus de´river les ine´galite´s (1.16) et (1.17).
De ce fait, la de´monstration du the´ore`me 1.5 ne s’e´tend pas au cas des me´tamate´riaux.
1.2.3 Applications a` certains syste`mes de propagation d’ondes
Nous allons maintenant appliquer les re´sultats pre´sente´s dans la section pre´ce´dente
au cas des e´quations de Maxwell, de l’acoustique ou encore celles de l’e´lasticite´ line´aire.
L’objectif n’est pas de rede´montrer les the´ore`mes d’existence et d’unicite´ relatifs a` chacuns
de ces syste`mes mais de les pre´senter sous une forme compatible avec le the´ore`me 1.5 pour
introduire le travail re´alise´ au chapitre suivant.
Syste`me de Maxwell
Les trois syste`mes (1.1), (1.5) et (1.3) peuvent eˆtre traite´s ensemble. Tout d’abord,
notons que les e´quations de Maxwell (1.1) sont un cas particulier de (1.5) ou` nous avons
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impose´ ξ = ζ = 0 et de (1.3) lorsque β = 0. Les syste`mes (1.5) et (1.3) sont eux aussi
e´quivalents. En effet, en supprimant la de´pendance en (p, x) pour plus de lisibilite´, on peut
re´e´crire le syste`me (1.3) comme suit :{ ∇× h = pεe+ pβε∇× e+ j,
∇× e = −m− pµh− pβµ∇× h.
En reportant alors la premie`re e´quation dans la seconde ainsi que la seconde dans la
premie`re, on obtient :{
pεe+ pβε (−m− pµh− pβµ∇× h)−∇× h = −j,
pµh+ pβµ (pεe+ pβε∇× e+ j) +∇× e = −m.
Finalement, en regroupant les calculs pre´ce´dents, on arrive a` :{ (
I3 + p2βεβµ
)−1 (
pεe− p2βεµh)−∇× h = −j˜,(
I3 + p2βµβε
)−1 (
pµh+ p2βµεe
)
+∇× e = −m˜,
qui correspond a` (1.5) avec des constantes de couplages particulie`res.
Le fait que (1.5) peut eˆtre re´e´crit sous la forme d’un syste`me de Drude-Born-Fedorov (1.3)
se montre de la meˆme manie`re.
Mettons maintenant les e´quations (1.1), (1.5) et (1.3) sous la forme de syste`mes de
Friedrichs (1.13). Pour cela, remarquons que la partie principale de chacun d’eux est donne´e
par l’ope´rateur suivant :
M =
(
0I3 −∇×
∇× 0I3
)
.
En notant {ej}j=1,...,3 la base canonique de R3 et [x×] l’application line´aire de´finie via le
produit vectoriel par
[x×] : y 7−→ x× y,
on obtient :
M =
3∑
j=1
Mj∂j , avec Mj =
(
0I3 − [ej×]
[ej×] 0I3
)
.
Soit u = (e, h) l’inconnue des e´quations de Maxwell, les conditions aux limites que nous
conside´rerons par la suite seront limite´es a` celles de type impe´dance. Elles peuvent s’e´crire
sous la forme u(x) ∈ kerN(x) avec
N(x)u := ν(x)× (e(p, x) + Λ(x)(ν(x)× h(p, x))) .
Notons que, par le the´ore`me 1.1, les traces tangentielles sur ∂Ω des champs (e, h) ∈
H(curl,Ω)2 ve´rifient (ν × e|∂Ω,ν × h|∂Ω) ∈ H−1/2(∂Ω)2. Nous supposons de plus que
l’impe´dance ve´rifie Λ : ∂Ω −→ Hom(C3) avec Λ ∈ Lip(∂Ω,Hom(C3)) et enfin qu’elle
satisfait la condition de positivite´ suivante :
∀ z ∈ C3, ∀x ∈ ∂Ω,Re 〈Λ(x)z, z〉 ≥ 0.
Remarque 1.7. La condition aux limites d’impe´dance, lorsque Λ 6= 0, de´crit une inter-
face avec un mate´riau absorbant une partie des ondes.
1.2. Rappels sur les syste`mes de Friedrichs 39
Dans le contexte de la diffraction d’une onde e´lectromagne´tique en espace libre, elle corres-
pond a` une approximation d’ordre 1/2 de la condition de radiation de Silver-Mu¨ller [3] :
lim|x|→+∞|x|
(
h(x)× x|x| − e(x)
)
= 0.
Cette dernie`re, utilise´e pour fermer les e´quations de Maxwell, de´crit une onde sphe´rique
de´croissant a` l’infini.
Lorsque Λ = 0, on obtient ν × e|∂Ω = 0 correspondant a` la mode´lisation d’un obstacle
e´lectrique parfaitement conducteur.
Les trois syste`mes mode´lisant la propagation d’ondes e´lectromagne´tiques peuvent
alors eˆtre e´crits sous la forme du syste`me de Friedrichs suivant qui fournit ainsi un cadre
commun pour leur e´tude :
trouver u ∈ HM tel que :{
(K(p, x) +M)u = f, dans Ω,
u(x) ∈ kerN(x), x ∈ ∂Ω,
(1.18)
ou` f = (−j,−m) et l’ope´rateur de multiplication, K(p, x), est de´fini dans le cas du milieu
die´lectrique (1.1) par :
K(p, x) =
(
pε(p, x) 0I3
0I3 pµ(p, x)
)
, (1.19)
dans le cas de mate´riaux bi-anisotropiques (1.5) par :
K(p, x) =
(
pε(p, x) pξ(p, x)
pζ(p, x) pµ(p, x)
)
, (1.20)
et enfin pour les milieux chiraux (1.3) par :
K(p, x) =
(
pM˜(p, x)ε(p, x) p2M˜(p, x)β(p, x)ε(p, x)µ(p, x)
−p2β(p, x)ε(p, x)µ(p, x)M(p, x) pµ(p, x)M(p, x)
)
, (1.21)
avec M =
(
I3 + p2βµβε
)−1 et M˜ = (I3 + p2βεβµ)−1.
En utilisant les re´sultats de la section 1.2.2, nous avons le re´sultat suivant :
The´ore`me 1.8. Supposons, pour un certain p0 ∈ C, que :
1. K(p0, .) appartient a` L∞(Ω,Hom(C3)).
2. Il existe une constante α > 0 telle que Re 〈K(p0, x)X,X〉 ≥ α|X|2, pour tout X ∈ C6
et pour presque tout x dans Ω.
Alors, pour tout f ∈ L2(Ω)6, le syste`me (1.18) admet une unique solution, pour p = p0,
qui est de plus continue par rapport au second membre.
De´monstration. On va appliquer le the´ore`me 1.5 au syste`me (1.18). Premie`rement, en
notant Mν =
∑3
j=1Mjνj , un calcul montre que det(Mν) = 0 et donc ∂Ω est de multiplicite´
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constante. Le fait que Λ ∈ Lip(∂Ω,Hom(C3)) montre que N(x) de´pend lui aussi de fac¸on
lipschitzienne de x ∈ ∂Ω. De plus, pour tout u(x) = (e(x), h(x)) ∈ kerN(x), on a :〈
Mνu(x), u(x)
〉
= 2Re 〈Λ(x)(ν × h),ν × h〉 ≥ 0.
Enfin dim(kerN(x)) = 4 et le spectre de Mν est {−1, 0,+1}, ou` toutes les valeurs propres
sont de multiplicite´ 2. On obtient ainsi que les conditions aux limites de´finies par N(x)
sont maximales positives. Le the´ore`me 1.5 montre alors que l’ope´rateur non-borne´ ferme´
(M,D(M)) est maximal monotone sur le domaine
D(M) = {u = (e, h) ∈ (H(curl,Ω))2 | u(x) ∈ kerN(x), x ∈ ∂Ω} .
L’ope´rateur de multiplication K(p0, x), e´tant a` la fois coercif et borne´, il s’ensuit que
l’ope´rateur K(p0, x) + M est inversible sur D(M) et donc que (1.18) admet une unique
solution continue par rapport au second membre.
Syste`me de l’acoustique
Nous formulons un re´sultat e´quivalent pour le syste`me (1.7). Dans un premier temps,
la partie principale du syste`me de l’acoustique est donne´e par :
W =
(
0I3 −∇
−div 0
)
.
Ainsi, en notant les vecteurs {ej}j=1,2,3 de la base canonique en vecteurs colonnes, il
vient :
W =
3∑
j=1
Wj∂j , avec Wj =
(
0I3 −ej
−eTj 0
)
.
Soit maintenant U = (u, ρ). Comme pre´cedemment, les conditions aux limites que nous
conside´rons dans la suite sont de type impe´dance et sont de la forme U(x) ∈ kerN(x)
avec
N(x)U = ρ(p, x) + λ(x) 〈u(p, x),ν〉 .
Le the´ore`me 1.1, les traces normales sur ∂Ω de u ∈ H(div,Ω) ve´rifient 〈u,ν〉 |∂Ω ∈
H−1/2(∂Ω) et donc les conditions aux limites sont e´crites dans H−1/2(∂Ω). On suppose
enfin que l’impe´dance λ : ∂Ω −→ C est telle que λ ∈ Lip(∂Ω,C) et ve´rifie Re(λ) ≥ 0.
On peut maintenant re´e´crire (1.7) sous la forme d’un syste`me de Friedrichs :
trouver U ∈ HW tel que :{
(K(p, x) +W)U = f, dans Ω,
U(x) ∈ kerN(x), x ∈ ∂Ω,
(1.22)
ou` K(p, x) est un ope´rateur de multiplication donne´ par
K(p, x) =
(
pΓ(p, x) 0
0 pn(p, x)
)
. (1.23)
On a alors le re´sultat suivant qui e´tabli le caracte`re bien pose´ du syste`me (1.22) en pre´sence
de milieux classiques.
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The´ore`me 1.9. Supposons, pour un certain p0 ∈ C, que :
1. K(p0, .) ∈ L∞(Ω,Hom(C4)).
2. Il existe α > 0 tel que Re 〈K(p0, x)X,X〉 ≥ α|X|2, pour tout X ∈ C4 et pour presque
tout x dans Ω.
Alors, pour tout f ∈ L2(Ω)4, le syste`me (1.22) admet une unique solution, pour p = p0,
qui est de plus continue par rapport au second membre.
De´monstration. On va utiliser le the´ore`me 1.5. Dans un premier temps, det(Wν) = 0,
ou` Wν =
∑3
j=1Wj∂j et donc ∂Ω est de multiplicite´ constante. L’application λ e´tant
lipschitzienne, il en est de meˆme pour N(x). De plus, pour tout U(x) = (u(x), ρ(x)) ∈
kerN(x) et pour tout x ∈ ∂Ω, on a :〈
WνU(x), U(x)
〉
= 2Re (λ(x)) | 〈ν, u〉 |2 ≥ 0,
ce qui montre que les conditions aux limites sont positives. Par le calcul, on montre que
le spectre de Wν est donne´ par {−1, 0, 1}, ou` 0 est de multiplicite´ 2, et dim(kerN(x)) = 3
entrainant que les conditions aux limites sont aussi maximales. Finalement, le the´ore`me 1.5
implique que l’ope´rateur (W,D(W)) est maximal monotone ou`
D(W) = {U = (u, ρ) ∈ H(div,Ω)×H1(Ω) | U(x) ∈ kerN(x), x ∈ ∂Ω} .
L’ope´rateur de multiplication K(p0, x) e´tant a` la fois coercif et borne´, il s’ensuit que
l’ope´rateur K(p0, x) +W est inversible sur D(W). Le syste`me de Friedrich (1.22) admet
donc une solution unique continue par rapport au second membre.
Syste`me de l’e´lasticite´ line´aire
On commence par re´ecrire l’e´quation (1.9) comme un syste`me du premier ordre.
Introduisons a` cet effet les nouvelles inconnues :{
vj = µ(p, x)∇uj , j = 1, 2, 3,
w = (λ(p, x) + µ(p, x))divu.
Les conditions aux limites utilise´es, pour j = 1, 2, 3, pour le syste`me d’ordre 2 sont [25] :
〈(µ(p, x)∇uj)|∂Ω,ν〉+ νj(λ(p, x) + µ(p, x))|∂Ωdiv(u)|∂Ω − (Λ(x)uj)|∂Ω = 0, sur ∂Ω,
ou` Λ ∈ Lip (∂Ω,C) est une impe´dance ve´rifiant Re(Λ) ≥ 0. On obtient alors le syste`me
suivant :
trouver Π ∈ H(div,Ω)3 ×H1(Ω)3 ×H1(Ω) tel que :
p2uj − div(vj)− ∂jw = −f, dans Ω,
µ−1(p, x)vj −∇uj = 0, j = 1, 2, 3, dans Ω,
(λ(p, x) + µ(p, x))−1w − div(u) = 0, dans Ω,
< vj(x),ν > +νjw(x)− Λ(x)uj(x) = 0, sur ∂Ω,
(1.24)
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ou` Π = (v1, v2, v3, u1, u2, u3, w). Soit alors l’ope´rateur
E =

0 0 0 −∇ 0 0 0
0 0 0 0 −∇ 0 0
0 0 0 0 0 −∇ 0
−div 0 0 0 0 0 −∂1
0 −div 0 0 0 0 −∂2
0 0 −div 0 0 0 −∂3
0 0 0 −∂1 −∂2 −∂3 0

.
On peut re´e´crire les conditions aux limites sous la forme Π ∈ kerN(x) avec
N(x)Π =
 〈v1(x),ν〉+ ν1w(x)− Λu1(x)〈v2(x),ν〉+ ν2w(x)− Λu2(x)
〈v3(x),ν〉+ ν3w(x)− Λu3(x)
 , x ∈ ∂Ω,
ou`, par le the´ore`me 1.1, les traces sont dans H−1/2(∂Ω). Le proble`me (1.24) peut mainte-
nant eˆtre re´e´crit sous la forme du syste`me de Friedrich suivant :
trouver Π = (v1, v2, v3, u1, u2, u3, w) ∈ HE, tel que :{
(K(p, x) + E) Π = F, dans Ω,
Π ∈ ker (N(x)) , sur x ∈ ∂Ω,
(1.25)
ou` F ∈ L2(Ω)13 et K(p, x) est l’ope´rateur de multiplication donne´ par :
K(p, x) =
µ(p, x)−1I3 0I3 0I3 0 0 0 0
0I3 µ(p, x)−1I3 0I3 0 0 0 0
0I3 0I3 µ(p, x)−1I3 0 0 0 0
0 0 0 p2 0 0 0
0 0 0 0 p2 0 0
0 0 0 0 0 p2 0
0 0 0 0 0 0 (λ(p, x) + µ(p, x))−1
 (1.26)
On a alors le re´sultat suivant qui e´tabli le caracte`re bien pose´ du syste`me de Frie-
drichs (1.24) dans le cas de milieux usuels.
The´ore`me 1.10. Supposons, pour un certain p0 ∈ C que :
1. K(p0, .) ∈ L∞(Ω,Hom(C13)).
2. Il existe α > 0 telle que Re 〈K(p0, x)X,X〉 ≥ α|X|2, pour tout X ∈ C13 et pour
presque tout x dans Ω.
Alors, pour tout F ∈ L2(Ω)13, le syste`me (1.22) admet une unique solution, pour p = p0
qui est de plus continue par rapport au second membre.
De´monstration. On reprend les preuves des the´ore`mes 1.8 et 1.9. Ainsi, par le the´ore`me 1.5,
l’ope´rateur (E,D(E)) est maximal monotone, ou`
D(E) = {Π ∈ H(div,Ω)3 ×H1(Ω)3 ×H1(Ω) | Π|∂Ω ∈ ker(N(x))} .
On termine alors la de´monstration en utilisant le fait que l’ope´rateur de multiplication
K(p0, x) est a` la fois coercif et borne´.
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1.3 E´tude et approximation nume´rique des me´tamate´riaux : e´tat
de l’art partiel
On rappelle qu’un des objectifs de cette the`se est l’e´tude mathe´matique de proble`mes,
de type syste`mes de Friedrichs, mode´lisant la propagation d’ondes dans les me´tamate´riaux
obtenus par homoge´ne´isation. La section pre´ce´dente donnait des re´sultats d’existence et
d’unicite´, pour des syste`mes d’e´quations du premier ordre, qui ne sont a priori plus va-
lables lorsque les milieux conside´re´s sont des me´tamate´riaux (voir remarque 1.6). De nou-
velles me´thodes ont alors e´te´ mises au point afin d’e´tudier la propagation d’ondes dans
les me´tamate´riaux. Ainsi, nous pre´sentons ici certains des travaux pre´ce´demment re´alise´s
concernant l’e´tude du caracte`re bien pose´ et l’approximation nume´rique des me´tamate´riaux
dont la mode´lisation fait appel a` des e´quations aux de´rive´es partielles d’ordre 2.
1.3.1 E´tude de la mode´lisation des me´tamate´riaux : e´quations d’ordre 2
On pre´sente ici des me´thodes introduites pour traiter le cas de milieux dont les pa-
rame`tres physiques ne sont plus coercifs. Les deux principales sont la me´thode dite de la
T-coercivite´ e´tudie´e dans [9, 7, 10, 98] et les re´sultats de P. Fernandez et al. [37, 38]. Ces
dernie`res correspondent chacune a` un cadre bien pre´cis.
Remarque 1.11. Il existe d’autres types de me´tamate´riaux tels que ceux posse`dant des
parame`tres singuliers en espace. L’exemple typique est la cape d’invisibilite´ [42, 43] (voir
section 1.1.1).
Pour ce type de milieux, l’hypothe`se concernant le caracte`re borne´ en x des coefficients
du mate´riau n’est plus satisfaite. Le the´ore`me 1.5 ne s’applique donc plus. Citons a` cet
effet les travaux issus de [41] qui, pour re´aliser l’e´tude des e´quations de Maxwell ou de
Helmholtz en pre´sence d’un tel milieu, ont introduit une nouvelle de´finition de solutions
faibles base´e sur des espaces de type L2 a` poids. Cela a` permis aux auteurs d’obtenir des
solutions d’energie finie [41] pour chacun de ces proble`mes.
1.3.1.1 La T-coercivite´
Cette me´thode concerne les proble`mes d’e´quations aux de´rive´es partielles d’ordre 2.
Afin de la pre´senter, nous conside´rons le proble`me mode`le consistant a` re´e´crire le syste`me
de l’acoustique (1.7) comme une e´quation scalaire d’ordre 2 et a` ne conside´rer que sa partie
principale :
trouver ρ ∈ H1(Ω) tel que :{
div(σ∇ρ) = f, dans Ω,
ρ = 0, sur ∂Ω,
(1.27)
ou` f est un terme source appartenant a` H−1(Ω) et σ = 1/Γ ∈ L∞(Ω) est l’inverse du
module de masse du mate´riau inclu dans Ω. Une formulation variationnelle e´quivalente
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a` (1.27) est donne´e ci-dessous :
trouver ρ ∈ H10 (Ω) tel que ∀ψ ∈ H10 (Ω) :∫
Ω
〈
σ∇ρ,∇ψ〉 dx = 〈−f, ψ〉H−1(Ω)×H10 (Ω) , (1.28)
ou` 〈−f, ψ〉H−1(Ω)×H10 (Ω) est un crochet de dualite´ de´signant l’action de f sur ψ. En pre´sence
de milieux classiques, σ ve´rifie σ(x) ≥ α > 0, pour presque tout x dans Ω. La forme
biline´aire a(ρ, ψ) :=
∫
Ω
〈
σ∇ρ,∇ψ〉 dx est donc coercive sur H10 (Ω) × H10 (Ω) et le lemme
de Lax-Milgram permet d’obtenir l’inversibilite´ de l’ope´rateur u ∈ H10 (Ω) 7→ div(σ∇u) ∈
H−1(Ω).
Supposons maintenant que Ω soit donne´ par l’union de deux ouverts Ω+ et Ω−
contenant respectivement un milieu classique (avec σ+ coercif) et un me´tamate´riau (avec
σ− < 0). Alors, dans ce cas, σ(x) = σ±, pour x ∈ Ω±, change de signe et l’argument
pre´ce´dent ne fonctionne plus. C’est pour contourner cette difficulte´ que la me´thode de la
T-coercivite´ a e´te´ introduite. Son principe repose sur la de´finition suivante :
De´finition 1.12 ([98]). Soit (u, v) 7→ a(u, v) une forme biline´aire continue sur V × V ,
ou` V est un espace de Hilbert dont la norme associe´e au produit scalaire est ‖.‖V . Soit de
plus un ope´rateur borne´ et bijectif T : V → V . On dit que a est T-coercive lorsque :
∃α > 0, tel que ∀ψ ∈ V, |a(ψ,Tψ)| ≥ α ‖ψ‖2V .
Pou un tel ope´rateur T, le proble`me (1.28) peut alors eˆtre re´e´crit avec des fonctions
test prises dans l’image de ce dernier :
trouver ρ ∈ H10 (Ω) tel que ∀ψ ∈ H10 (Ω) :
a(ρ,Tψ) = 〈−f,Tψ〉H−1(Ω)×H10 (Ω) .
(1.29)
Remarquons que le proble`me (1.29) admet une unique solution si la forme a est T-coercive.
Les proble`mes (1.29) et (1.28) sont de plus e´quivalents du fait que T est une bijection de
H10 (Ω). Ainsi, le proble`me initial (1.28) est bien pose´ de`s lors que la forme biline´aire est
T-coercive. Ne´anmoins, la principale difficulte´ de cette me´thode re´side dans la construction
effective d’un ope´rateur T. Le re´sultat suivant donne l’existence et d’unicite´ pour (1.27)
en pre´sence de milieux a` indice constant.
The´ore`me 1.13 ([9], the´ore`me 1.1). Soit Σ = (∂Ω+ ∪ ∂Ω−) \∂Ω l’interface entre les deux
milieux. Conside´rons les ensembles d’ope´rateurs suivants :
B± =
{
B± : V± → V∓ | B±est continu, (B±v±)|Σ = (v±)|Σ, ∀v± ∈ V±
}
,
ou` V± =
{
v|Ω± | v ∈ H10 (Ω)
}
. Soit de plus les ope´rateurs T± : H10 (Ω) → H10 (Ω) de´finis
par :
T+v =
{
v+ dans Ω+
−v− + 2B+v+ dans Ω− ; T−v =
{
v+ − 2B−v− dans Ω+
−v− dans Ω− ,
ou` v± = v|Ω± pour tout v ∈ H10 (Ω). Supposons enfin que le ratio κσ = σ−/σ+ (appele´
aussi contraste) ve´rifie κσ /∈
[
−
(
infB+∈B+ ‖B+‖2
)−1
,− infB−∈B− ‖B−‖2
]
ou` ‖B±‖ est la
norme usuelle d’ope´rateur.
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Alors les ope´rateurs T± sont des isomorphismes de H10 (Ω) et la forme biline´aire a est
a` la fois T+ et T−-coercive. L’ope´rateur u ∈ H10 (Ω) 7→ div(σ∇u) ∈ H−1(Ω) est ainsi un
isomorphisme et le proble`me (1.27) est bien pose´.
On donne maintenant un autre re´sultat qui, sous des hypothe`ses moins restrictives
sur le contraste, assure le caracte`re Fredholm du proble`me (1.27).
The´ore`me 1.14 ([9], the´ore`me 3.3). Supposons que l’interface Σ soit re´gulie`re et que
κσ 6= −1. Alors l’ope´rateur A : u ∈ H10 (Ω) 7→ div(σ∇u) ∈ H−1(Ω) est Fredholm d’indice 0
ce qui signifie que dim(N (A)) = dim (H−1(Ω)/R(A)) <∞ et son image R(A) est ferme´e.
Par conse´quent le proble`me (1.27) rele`ve de l’alternative de Fredholm.
L’e´tude de milieux posse´dant des parame`tres physiques de´pendants de x peut eˆtre
re´alise´e de la meˆme manie`re [9, 98]. Notons que le the´ore`me 1.13 assure le caracte`re bien
pose´ de (1.27) de`s que le contraste n’appartient pas a` un certain intervalle qui de´pend
de la norme d’ope´rateurs associe´s a` l’interface entre les deux milieux. Il ne peut donc pas
toujours eˆtre de´termine´ explicitement. Cet intervalle peut en fait eˆtre re´duit [9, 7, 10, 98]
en imposant des conditions plus faibles sur le contraste. Ces dernie`res de´pendent alors
uniquement de la ge´ome´trie de l’interface et ainsi ce nouvel intervalle peut eˆtre de´termine´
plus facilement. Cependant, pour les contrastes ve´rifiant ces conditions, seul le caracte`re
Fredholm de (1.27) (unicite´ de la solution entrainant son existence) est de´montre´.
L’ensemble des valeurs de contraste pour lesquelles le proble`me n’est pas Fredholm est
appele´ intervalle critique. Pour certains exemples, cet ensemble de valeurs critiques est
e´gal a` celui intervenant dans le the´ore`me 1.13. Dans ces cas la`, l’e´tude des phe´nome`nes lie´s
a` des contrastes critiques a ensuite e´te´ mene´e dans [11]. Il y est de´montre´, que le caracte`re
Fredholm de (1.27) est pre´serve´ de`s lors que la solution est cherche´e dans certains espaces
de Sobolev a` poids prenant en compte les singularite´s des solutions.
Remarque 1.15. Les re´sultats obtenus a` partir de la me´thode de la T-coercivite´ ne
concernent que des e´quations aux de´rive´es partielles d’ordre 2. De plus, dans certains
cas, seul le caracte`re Fredholm peut eˆtre e´tabli pour ces proble`mes.
1.3.1.2 Les travaux de P. Fernandez et M. Raffetto
Nous pre´sentons ici les travaux de P. Fernandez et M. Raffetto issus de [37, 38].
Ces derniers concernent l’e´tude du caracte`re bien pose´ d’e´quations de Maxwell, e´crits
sous la forme d’un syste`me d’ordre 2, en pre´sence de me´tamate´riaux die´lectriques (1.1)
ou bi-anisotropiques (1.5). Pour simplifier les notations, nous pre´sentons uniquement les
re´sultats qui concernent des milieux die´lectriques [38] inclus dans un domaine de´limite´ par
une paroi parfaitement conductrice (le champ e´lectrique ve´rifie n×e|∂Ω = 0). En e´liminant
le champ magne´tique dans (1.1), on obtient le syste`me d’ordre 2 suivant :
trouver e ∈ H(curl,Ω) tel que :{
∇×
(
1
µ∇× e
)
+ p2εe = f, dans Ω
n× e = 0, sur ∂Ω,
, (1.30)
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ou` f est un terme source appartenant a` L2(Ω)3. La me´thode introduite par P. Fernandez
et M. Raffetto s’appuie dans un premier temps sur une formulation variationnelle associe´e
a` (1.30) :
trouver e ∈ H(curl,Ω) tel que ∀Ψ ∈ H(curl,Ω) :
a(e,Ψ) :=
∫
Ω
〈
1
µ
∇× e,∇×Ψ
〉
+ p2
〈
εe,Ψ
〉
dx =
∫
Ω
〈f,Ψ〉 dx. (1.31)
Ils introduisent ensuite des hypothe`ses phe´nome´nologiques sur les indices de permittivite´
et de perme´abilite´ du mate´riau inclus dans Ω qui leur permettent d’utiliser le lemme de
Lax-Milgram pour montrer le caracte`re bien pose´ de (1.31).
Hypothe`ses 1.16 ([38]). Pour le syste`me (1.31) on suppose que :
(HF1) p = iω avec ω > 0.
(HF2) Il existe m ouverts Ωl a` frontie`re lipschitzienne tels que Ω =
⋃m
l=1 Ωl et de plus
ε|Ωl , µ|Ωl ∈ C
0(Ωl,Hom(C3)) pour tout l.
(HF3) Pour tout l ∈M = {1, . . . ,m}, pour tout x ∈ Ωl, on a :〈
µ(x)∗ − µ(x)
2i
X,X
〉
≥ 0 et
〈
ε(x)∗ − ε(x)
2i
X,X
〉
≥ 0, ∀X ∈ C3
(HF4) Une des deux assertions suivantes est ve´rifie´e {Jµp = M\Jµl et Jn = M\Jl}
ou {Jµn = M\Jµl et Jp = M\Jl} avec pour ϑ ∈ {ε, µ} :
Jϑl =
{
l ∈M |∃α > 0,
〈
ϑ(x)∗ − ϑ(x)
2i
X,X
〉
≥ α|X|2, ∀x ∈ Ωl et ∀X ∈ C3
}
,
Jϑp =
{
l ∈M\Jϑl |∃α > 0,
〈
ϑ(x)∗ + ϑ(x)
2
X,X
〉
≥ α|X|2, ∀x ∈ Ωl et ∀X ∈ C3
}
,
Jϑn =
{
l ∈M\Jϑl |∃γ < 0,
〈
ϑ(x)∗ + ϑ(x)
2
X,X
〉
≤ γ|X|2, ∀x ∈ Ωl et ∀X ∈ C3
}
.
Les ensembles Jϑl, Jϑp et Jϑn correspondent, respectivement, a` des milieux ϑ-a`
pertes, ϑ-positifs et ϑ-negatifs.
On a alors le re´sultat suivant
The´ore`me 1.17 ([38], the´ore`me 4). Supposons que les hypothe`ses (1.16) soient ve´rifie´es.
Alors la forme biline´aire a est continue et est coercive sur H(curl,Ω)×H(curl,Ω) :
∃α > 0, α ‖Ψ‖2H(curl,Ω) ≤ |a(Ψ,Ψ)| , ∀Ψ ∈ H(curl,Ω).
Le the´ore`me 1.17 et le lemme de Lax-Milgram montrent que le proble`me (1.31),
e´quivalent au proble`me (1.30), est bien pose´.
Concernant les hypothe`ses (1.16), les trois premie`res sont naturellement ve´rifie´es par
des milieux physiques. La troisie`me signifie que l’on conside`re des mate´riaux a` pertes et la
quatrie`me permet de prendre en compte la pre´sence de me´tamate´riaux. Le the´ore`me 1.17
s’applique alors pour des me´tamate´riaux tels que {Jµp = M\Jµl et Jn = M\Jl} ou
{Jµn = M\Jµl et Jp = M\Jl}. Ces re´sultats s’appliquent donc a` des mate´riaux qui
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sont ε-positifs et µ-ne´gatifs dans les re´gions de Ω ou` le milieu n’est pas a` pertes. Ils
s’appliquent aussi a` des mate´riaux ve´rifiant l’assertion pre´ce´dente en remplac¸ant « positif »
par « ne´gatif ». Il existe ainsi des milieux pour lesquels ces hypothe`ses ne sont pas ve´rifie´es.
Par exemple, un milieu posse´dant des indices simultane´ment ne´gatif ne rentre pas dans le
cadre d’application du the´ore`me 1.17.
Finalement, notons que le the´ore`me 1.17 a e´te´ e´tendu dans [37] au cas de me´tamate´riaux
bi-anisotropique sous des hypothe`ses similaires a` (1.16) et souffre, de ce fait, des meˆmes
limitations.
Remarque 1.18. Les re´sultats obtenus par P. Fernandez et al. dans [37, 38] permettent
d’e´tudier le cas d’e´quations de Maxwell, e´crites comme un syste`me d’ordre 2, en pre´sence
de me´tamate´riaux die´lectriques et bi-anisotropiques dont les parame`tres physiques ve´rifient
certaines hypothe`ses phe´nome´nologiques. Ces dernie`res entrainent que certains exemples
(voir ci-dessus et [37] section 6) de me´tamate´riaux issus de la litte´rature ne peuvent pas
eˆtre e´tudie´s avec ces re´sultats.
1.3.2 Travaux sur l’approximation nume´rique : e´quations d’ordre 2
La question de la simulation nume´rique des me´tamate´riaux est, tout comme leur e´tude
mathe´matique, difficile du fait que les me´thodes d’approximations classiques (e´le´ments
finis, galerkin discontinu, · · · ), utilise´es pour les milieux usuels, ne sont a priori plus
valables. Citons par exemple les re´sultats de Raffetto et al sur les performances des codes
commerciaux de re´solution nume´rique des e´quations de l’e´lectromagne´tisme [18, 74, 73].
Ces travaux pre´sentent en particulier des cas ou` l’utilisation d’une approche classique
pour re´soudre un proble`me comportant des me´tamate´riaux donne lieu a` des instabilite´s
nume´riques. Cela peut eˆtre duˆ aussi bien au sche´ma d’approximation qu’au fait que le
proble`me approxime´ ne posse`de pas une unique solution.
Notons que les arguments permettant d’assurer l’existence d’une solution nume´rique et la
convergence du sche´ma sont, pour la plupart, emprunte´s aux de´monstrations d’existence et
d’unicite´ de solution au proble`me continu. Ainsi, on pre´sente maintenant quelques travaux
pre´ce´demment re´alise´s en lien avec la simulation nume´rique des me´tamate´riaux qui sont
base´s sur les re´sultats d’existence et d’unicite´ pre´sente´s dans la section pre´ce´dente.
1.3.2.1 Me´thodes nume´riques base´es sur la T-coercivite´
Dans le cas de l’e´tude des me´tamate´riaux par T-coercivite´. Une me´thode nume´rique,
utilisant le proble`me variationnel coercif e´quivalent (1.29), a e´te´ propose´e dans [21]. Ils
conside´rent pour cela une triangulation Th de Ω, ou` h est la taille caracte´ristique du
maillage, telle que :
∀T ∈ Th, T ⊂ Ω+ ou T ⊂ Ω−,
ainsi que l’espace d’approximation polynomial donne´ par :
Vh =
{
v ∈ H10 (Ω) | v|T ∈ P1(T ), ∀T ∈ Th
}
,
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ou` P1(T ) est l’ensemble des polynoˆmes de degre´ 1 sur T . Nous pouvons alors de´finir le
proble`me discret associe´ a` l’e´quation (1.28).
trouver ρh ∈ H10 (Ω) tel que pour tout ψh ∈ Vh :
a(ρh, ψh) = 〈−f, ψh〉H−1(Ω)×H10 (Ω) .
(1.32)
Les re´sultats de convergence suivants ont alors e´te´ de´montre´s.
The´ore`me 1.19. On suppose que l’unique solution de (1.28) est dans H2(Ω).
1)([21], corollaire 1) Si a est T-coercive et TVh ⊂ Vh (maillage T-conforme), on a
l’estimation d’erreur ‖u− uh‖H10 (Ω) ≤ Ch ‖f‖H−1.
2)([21], proposition 3) Soient Tloc±,h des ope´rateurs locaux de´pendant du maillage ou` :
Tloc+,hv =
{
v+ dans Ω+
−v− + 2Ih(χ)R+v+ dans Ω− ,
Tloc−,hv =
{
v+ − 2Ih(χ)R−v− dans Ω+
−v− dans Ω− ,
ou` Ih(χ) =
∑n
j=1 χ(ai)ϕi. Les points {ai}ni=1 sont les noeuds du maillage, ϕ ∈ Vh
sont les fonctions de bases ve´rifiant ϕi(aj) = δij (delta de Kronecker) et enfin
χ ∈ C∞(Ω, [0, 1]) est une fonction de troncature telle que χ = 1 dans un voisinage
de ∂Ω+ ∪ ∂Ω−.
Alors si a est T± coercive et Tloc±,hVh ⊂ Vh (maillage localement T-conforme) on a,
pour h assez petit, ‖u− uh‖H10 (Ω) ≤ Ch ‖f‖H−1.
3)([21], section 5) Soit uγ solution de (1.28) avec σ remplace´e par σγ = σ(1 +
isign(σ)γ) pour γ > 0 et uγh son approximation e´le´ments finis. Alors, pour γ ∼
√
h
et h assez petit, on a l’estimation d’erreur ‖u− uh‖H10 (Ω) ≤ C
√
h ‖f‖H−1.
Les de´monstrations des points 1) et 2) du the´ore`me 1.19 utilisent fortement la T-
coercivite´ de la forme biline´aire a. Le point 3) utilise la coercivite´, pour tout γ > 0,
de la forme biline´aire obtenue en remplac¸ant σ par σγ) et le fait que le proble`me li-
mite, obtenu lorsque γ → 0+, est T-coercif. Ainsi les arguments permettant d’e´tablir ces
re´sultats nume´riques sont les meˆmes que ceux utilise´s pour l’e´tude du caracte`re bien pose´
du proble`me continu (1.28). Ils sont, de ce fait, soumis aux meˆmes limitations que celles
des the´ore`mes 1.13 et 1.14 (voir remarque 1.15).
1.3.2.2 Me´thodes nume´riques base´es sur les travaux de Fernandez et al.
Une autre me´thode nume´rique, dans le cas des e´quations de Maxwell, a e´te´ mise au
point par P. Fernandez et M. Raffetto suite a` leurs travaux portant sur l’existence et
l’unicite´ de solution (voir the´ore`me 1.17) pour ce type de proble`me. Ainsi, l’approxima-
tion nume´rique des e´quations de Maxwell, e´crites comme un syste`me d’ordre 2 (voir (1.30)
et (1.31) pour leur formulation variationnelle), en pre´sence de me´tamate´riaux, a e´te´ re´alise´e
dans [37, 38]. Celle-ci se base sur les hypothe`ses 1.16 qui assurent que la re´solution
nume´rique est relative a` un proble`me bien pose´. L’espace d’approximation utilise´ cor-
respond aux e´le´ments d’areˆtes de Ne´de´lec [33].
Vh =
{
Ψ ∈ L2(Ω)3 | Ψ|T ∈ P1(T ), ∀T ∈ Th et [nF ×Ψ]F = 0, ∀F ∈ Fh
}
,
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ou` Th de´signe une triangulation de Ω compose´e de te´trahe`dres de taille caracte´ristique
h, Fh est l’ensemble des faces du maillage et [nF ×Ψ]F est le saut de la composante
tangentielle de Ψ a` travers la face F . Le proble`me discret est le suivant.
trouver eh ∈ Vh tel que pour tout Ψh ∈ Vh :
a(eh,Ψh) :=
∫
Ω
〈
1
µ
∇× eh,∇×Ψh
〉
+ p2
〈
εeh,Ψh
〉
dx =
∫
Ω
〈f,Ψh〉 dx. (1.33)
On peut alors obtenir le re´sultat de convergence suivant.
The´ore`me 1.20 ([37], the´ore`me 7). Supposons que l’unique solution, e, de (1.30) soit
dans H1(Ω)3 avec ∇× e ∈ H1(Ω)3. Soit de plus eh l’unique solution du proble`me (1.31).
On a alors l’estimation d’erreur ‖e− eh‖H(curl,Ω) ≤ Ch ‖f‖L2(Ω).
La de´monstration du the´ore`me 1.20 est base´e sur la coercivite´ de la forme biline´aire a,
assure´e par les hypothe`ses 1.16, ainsi que sur les proprie´te´s d’approximation des e´le´ments
d’areˆtes de Ne´de´lec. On retrouve ainsi les re´sultats de convergence classiques des e´le´ments
finis pour certains types de me´tamate´riaux. Cependant, le cadre d’application du re´sultat
de convergence ci-dessus est le meˆme que celui du the´ore`me 1.17 et, de ce fait, souffre des
meˆmes limitations que ce dernier (voir remarque 1.18).
1.4 Homoge´ne´isations applique´es aux me´tamate´riaux
Comme pre´sente´ en section 1.1, les me´tamate´riaux sont ge´ne´ralement des milieux cre´e´s
a` partir d’assemblages de petits composants, constitue´s de mate´riaux naturels, qui peuvent
eˆtre conside´re´s comme des milieux e´quivalents pour des longueurs d’ondes grandes devant
l’espacement des petites inclusions. La de´rivation des parame`tres du milieu e´quivalent fait
donc appel a` des techniques issues de l’homoge´ne´isation.
Le principe ge´ne´ral de ces me´thodes peut eˆtre illustre´ comme suit : supposons que
l’ensemble des petits composants soit inclus dans Ω et que la propagation d’onde dans ce
milieu est mode´lise´e par un ope´rateur aux de´rive´es partielles
Lδ = Kδ + D,
ou` Kδ est un ope´rateur de multiplication, D un ope´rateur de diffe´rentiation et δ de´signe
un syste`me de parame`tres du re´seau (taille, espacement des inclusions,. . . ). Alors, pour
un terme source f , le comportement physique du mate´riau est mode´lise´ par le proble`me
suivant :
Lδuδ = f, dans Ω. (1.34)
Le milieu homoge´ne´ise´ est alors de´duit en cherchant une limite (en un sens a` de´finir)
lorsque δ → 0. En supposant que uδ converge vers u0 (en un certain sens) et que la suite
d’ope´rateurs Lδ tend vers un ope´rateur limite L0 (une fois de plus en un sens a` pre´ciser),
il vient :
L0u0 = f, dans Ω.
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L’ope´rateur L0 porte alors toute l’information du milieu homoge´ne´ise´ et en particulier ses
parame`tres physiques. Par exemple si, apre`s passage a` la limite, on obtient L0 = K0 + D
les parame`tres du milieu homoge´ne´ise´ sont alors donne´s par K0. La principale difficulte´
de toute me´thode d’homoge´ne´isation est de trouver la forme de l’ope´rateur limite et aussi
de justifier le passage a` la limite. Il y a de plus plusieurs me´thodes d’homoge´ne´isation
possible pour un meˆme proble`me.
Parmis toutes les me´thodes d’homoge´ne´isation existantes, nous allons en pre´senter
deux dans la suite de cette section. Ces dernie`res sont particulie`rement bien adapte´es
a` l’obtention de me´tamate´riaux homoge´ne´ise´s. Elles permettent de plus, contrairement
aux me´thodes d’homoge´ne´isation par moyenne [53, 97, 82, 91, 94] largement utilise´es en
e´lectromagne´tisme, de justifier mathe´matiquement la de´rivation du milieu homoge´ne´ise´.
La premie`re me´thode pre´sente´e concerne le cas de re´seaux pe´riodiques de petits « patchs »
pour lesquels la convergence double e´chelle [13, 14, 16] est la me´thode la plus utilise´e. La
seconde classe concerne un exemple d’homoge´ne´isation non-pe´riodique de´crit a` partir des
re´sultats d’A.G. Ramm [83, 84, 85].
1.4.1 Homoge´ne´isation pe´riodique par convergence double e´chelle
La convergence double e´chelle est une me´thode re´cente introduite en 1989 par N.
Nguetseng [71] et par G. Allaire [2] en 1992. Elle se place usuellement dans un cadre
pe´riodique et permet de donner un cadre rigoureux a` la me´thode des de´veloppements
asymptotiques a` deux e´chelles. Le point de de´part de cette dernie`re est l’anzatz suivant
pour la solution uδ de (1.34) en pre´sence d’un milieu pe´riodique dont le pas du re´seau et
de l’ordre de δ :
(∗∗) uδ(x) = u0(x, x/δ) + δu1(x, x/δ) + δ2u2(x, x/δ) + . . . ,
ou` les fonctions ul(x, y) sont pe´riodiques en y. L’insertion du de´veloppement ci-dessus
dans l’e´quation (1.34) et l’identification formelle selon les termes de meˆme puissance de δ
donne alors lieu a` une se´rie d’e´quations emboite´es dont la re´solution fournit les ul(x, y).
Le premier terme u0 permet, en ge´ne´ral, de deviner la forme de l’ope´rateur limite L0 et
ainsi de trouver le milieu homoge´ne´ise´. La convergence a` double e´chelle pemet en fait de
donner un sens a` la convergence, lorsque δ tend vers 0, de uδ(x) vers u0(x, x/δ) et, par
suite, au milieu homoge´ne´ise´ obtenu.
Nous rappelons maintenant les re´sultats principaux concernant la convergence double
e´chelle. Un exemple issu de [16] montrant l’application de ces re´sultats a` l’homoge´ne´isation
de me´tamate´riaux est ensuite pre´sente´.
1.4.1.1 Re´sultats ge´ne´raux
Nous commenc¸ons par introduire quelques notations : Y = [0, 1]d est le cube unite´ de
Rd, C∞] (Y ), L2] (Y ) de´signe l’ensemble des fonctions infiniment diffe´rentiables, respective-
ment L2, pe´riodiques de pe´riode Y . On a la de´finition suivante.
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De´finition 1.21 ([2, 71]). Soit (uδ)δ>0 une suite de fonctions de L
2(Ω). On dit que uδ
converge double e´chelle vers u0 ∈ L2(Ω × Y ) si pour tout ϕ telle que ϕ(., y) ∈ C∞(Ω) et
ϕ(x, .) ∈ C∞] (Y ), on a :
lim
δ→0
∫
Ω
uδ(x)ϕ(x, x/δ)dx =
∫
Ω
∫
Y
u0(x, y)ϕ(x, y)dxdy.
Cette notion de convergence permet de donner un sens a` la convergence de uδ vers
le premier terme de son de´veloppement donne´ par x 7→ u0(x, x/δ). Tout d’abord, nous
donnons un re´sultat qui lie la limite a` double e´chelle d’une suite avec sa limite faible.
The´ore`me 1.22 ([16], p.44 proposition 2.14). Soit (uδ)δ > 0 une suite borne´e de fonctions
de L2(Ω) convergeant double e´chelle vers u0 ∈ L2(Ω × Y ). Alors uδ converge faiblement
vers
∫
Y u0(x, y)dy dans L
2(Ω).
Le the´ore`me pre´ce´dent montre que la limite double e´chelle d’une suite contient plus
d’information que sa limite faible dans L2. En effet, elle capte des informations concernant
les ocsillations de la suite uδ tandis que sa limite faible ne de´crit que son comportement
en moyenne.
Le the´ore`me fondamental concernant la convergence double e´chelle est le re´sultat de com-
pacite´ suivant.
The´ore`me 1.23 ([16], p.42 the´ore`me 2.39). Soit (uδ)δ > 0 une suite borne´e de fonctions
de L2(Ω). Alors on peut extraire de (uδ)δ > 0 une sous-suite qui converge double e´chelle
vers un certain u0 ∈ L2(Ω× Y ).
Les the´ore`mes 1.22 et 1.23 constituent les briques de base de l’homoge´ne´isation de
milieux pe´riodiques par convergence double e´chelle. Le point de de´part est une estimation
a priori, uniforme par rapport au petit parame`tre, de la solution uδ du proble`me conside´re´.
Le the´ore`me 1.23 affirme alors que la suite (uδ)δ admet une limite double e´chelle. Les co-
efficients homoge´ne´ise´s sont ensuite obtenus en e´tudiant les proprie´te´s fines de cette limite
et en appliquant le the´ore`me 1.22. Cela permet en fait de comparer la limite faible de uδ
avec la limite a` double e´chelle et ainsi de de´river des relations constitutives de´finissant le
milieu homoge´ne´ise´.
La convergence double e´chelle permet de justifier rigoureusement la de´rivation des pa-
rame`tres homoge´ne´ise´ pour une re´partition pe´riodique de petits « patchs ». Dans la me-
sure ou` les me´tamate´riaux sont, pour la plupart, re´alise´s a` partir de ce type de proce´de´
(voir section 1.1.2), cette me´thode d’homoge´ne´isation est naturellement applique´e aux
me´tamate´riaux. Des exemples peuvent de plus eˆtre trouve´s dans [13, 14, 16, 45, 34, 15].
1.4.1.2 Application a` l’homoge´ne´isation d’un re´seau pe´riodique de petites
inclusions
Nous allons pre´senter l’homoge´ne´isation d’un me´tamate´riau re´alise´ a` partir d’un
re´seau pe´riodique de petites inclusions, note´es Σ ⊂ R3, issu de [15] ou de [16]. Dans
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ces e´tudes, Σ est un compact connexe, strictement inclus dans Y , tel que Y \ Σ soit sim-
plement connexe. L’ensemble des petites inclusions, note´ Σδ, est suppose´ inclu dans Ω et
est de´fini par la pe´riodisation dans les trois directions de l’ensemble δΣ ⊂ δY :
Σδ =
⋃
k∈Iδ
δ (k + Σ) , Iδ =
{
k ∈ Z3 | δ (k + Σ) ⊂ Ω} .
Les caracte´ristiques des mate´riaux conside´re´s inclus dans Σδ et dans Ω\Σδ sont donne´es
par :
εδ(x) =

1 pour x ∈ R3\Ω,
εe pour x ∈ Ω\Σδ, µδ(x) = 1, pour x ∈ R3,
εr/δ
2 pour x ∈ Σδ,
ou` Im(εr) > 0 et εe ∈ R+. Un re´capitulatif du dispostif est donne´ par la figure 1.11. Afin
Fig. 1.11: Sche´ma de la structure diffractante et de la cellule de base [16]
d’obtenir le milieu homoge´ne´ise´, on conside`re un proble`me de diffraction, en espace libre,
d’une onde plane par l’ensemble de toutes les petites inclusions. Ce dernier est de´crit par les
e´quations de Maxwell (1.1) dans R3, prises en absorption-limite, pour lesquelles les condi-
tions aux limites sont remplace´es par les conditions de radiations de Silver-Mu¨ller [24] :
iωεδ(x)eδ −∇× hδ = 0, dans R3
iωµδ(x)hδ +∇× eδ = 0, dans R3
lim|x|→+∞|x|
(
h× x|x| − e
)
= 0,
(1.35)
ou` (einc, hinc) est un champ incident ve´rifiant les e´quations de Maxwell (1.1) dans le vide.
Le champs e´lectromagne´tique (eδ, hδ) est aussi appele´ « champ total ». Les the´ore`mes
d’existence et d’unicite´ pour ce type de proble`me de diffraction peuvent eˆtre trouve´s
dans [16, 17, 24]. Le re´sultat d’homoge´ne´isation suivant a de plus e´te´ obtenu :
The´ore`me 1.24 ([15, 16]). Le champ e´lectromagne´tique (eδ, hδ) solution de (1.35) converge
faiblement dans L2loc(R3,C3) vers
(
e(m), h(m)
)
. Les champs de vecteurs
(
e(m), h(m)
)
ve´rifient
le proble`me de Maxwell suivant :
iωε(x)e(m) −∇× h(m) = 0, dans R3,
iωµ(w, x)h(m) +∇× e(m) = 0, dans R3,
lim|x|→+∞|x|
(
h× x|x| − e
)
= 0,
(1.36)
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ou` ε(x) = εeff et µ(ω, x) = µeff(ω) pour x ∈ Ω et ε(x) = µ(x) = 1 pour x dans R3\Ω. Les
parame`tres homoge´ne´ise´s sont de plus donne´s par :
εeffkl = εe
∫
Y
(ek +∇χk) (el +∇χl) , k, l = 1, 2, 3,
µeffk,l = 1 +
∑
n∈N
εr
λn − εr
(∫
Y
〈Wn(y), ek〉 dy
)(∫
Y
〈Wn(y), el〉 dy
)
.,
Les fonctions χk et Wn et les scalaires λn sont de´finis a` partir de proble`mes aux limites
pose´s sur la cellule unite´ Y . Les fonctions χk ve´rifient :
χk ∈ H1] (Y ), ∆yχk = 0 dans Y \Σ, χk = −yk dans Σ.
Les couples (Wn, λn) sont des solutions du proble`me aux valeurs propres suivant :
trouver (Wn, λn) ∈ X0 × R+ tel que ∀v ∈ X0 :∫
Σ
〈∇ ×Wn,∇× v〉 dx+
∫
Y
div(Wn)div(v)dx = λn
∫
Y
〈Wn, v〉 ,
ou` X0 =
{
v ∈ H1] (Y ) | v|Y \Σ = ∇ψ pour ψ ∈ H1] (Y )
}
.
En fait, les parame`tres du milieu homoge´ne´ise´ sont de´duits graˆce a` la the´orie de la
convergence a` double e´chelle et, plus pre´cise´ment, avec l’aide du the´ore`me 1.22. Il faut
ainsi identifier la limite double e´chelle de (eδ, hδ). Pour cela, on a le :
The´ore`me 1.25 ([16]). La limite a` double e´chelle du champ e´lectromagne´tique solution
de (1.35) est donne´e par :
e0(x, y) =
3∑
k=1
e
(m)
k (x) (ek +∇χk(y)) ,
h0(x, y) =
3∑
k=1
h
(m)
k (x)
(
ek +
∑
n∈N
< ek,Wn(y) >
εr
λn − εrWn(y)
)
,
ou` les (e(m)k , h
(m)
k ) sont les composantes d’un champ de vecteurs totalement de´termine´ par
l’e´quation (1.36) de´crivant le comportement macroscopique de (eδ, hδ) lorsque δ → 0.
Le the´ore`me 1.22 permet de caracte´riser la limite faible d’une suite a` partir de sa
limite double e´chelle par la relation eδ ⇀ e˜(x) =
∫
Y e0(x, y)dy. On peut alors montrer
que
(
e˜(x), h˜(x)
)
=
(
e(m)(x), h(m)(x)
)
pour x /∈ Ω. En utilisant de plus les de´finitions des
limites a` double e´chelle, on obtient que
(
e˜(x), h˜(x)
)
=
(
εeffe(m)(x), µeffh(m)(x)
)
pour tout
x dans Ω ou` les parame`tres homoge´ne´ise´s sont de´finis ci-dessus (voir [15, 16] pour plus de
details).
Remarque 1.26. Les parame`tres physiques des me´tamate´riaux obtenus par convergence
double e´chelle de´pendent de solutions de proble`mes aux limites pose´s sur la cellule unite´ Y
(voir par exemple [13, 14, 45, 34] et ci-dessus). Ainsi, si cette ge´ome´trie est trop complexe,
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les parame`tres e´quivalents ne peuvent pas eˆtre calcule´s explicitement mais seulement a`
partir de simulations nume´riques (voir par exemple le chapitre 6 de [16]).
La principale limitation de l’homoge´ne´isation pe´riodique re´side dans le fait que les pa-
rame`tres physiques homoge´ne´ise´s, bien que de´pendant de la pulsation ω, sont constants par
morceaux en la variable d’espace x. Cela est duˆ a` la pe´riodicite´ des petites inclusions com-
posant le milieu homoge´ne´ise´. Ainsi, certains mate´riaux posse´dant des indices de´pendant
fortement de x, tels que ceux ne´cessaires pour la cape d’invisibilite´ [41, 42, 80, 89], ne
peuvent pas eˆtre obtenus par homoge´ne´isation pe´riodique.
1.4.2 Exemple d’homoge´ne´isation non-pe´riodique : re´sultats d’A.G. Ramm
Contrairement a` l’homoge´ne´isation par convergence double e´chelle, la me´thode de
Ramm est une me´thode d’homoge´ne´isation non-pe´rioque qui permet de re´aliser des me´ta-
mate´riaux acoustiques posse´dant des indices de re´fraction de´pendant de la variable d’es-
pace [83, 84, 85]. Son principe repose sur l’e´tude d’un proble`me de diffraction d’une onde
plane par plusieurs petits obstacles caracte´rise´s par une condition aux limites d’impe´dance
et sur une hypothe`se concernant la re´partition asymptotique des petits objets. Cette
dernie`re implique que le nombre d’obstacles croit vers l’infini lorsque leur taille carac-
te´ristique, note´e δ > 0, tend vers 0. Ainsi, lorsque δ tend vers 0, le domaine dans lequel
tout les petits objets sont inclus, en contient une infinite´ et peut eˆtre de´crit par un indice
de re´fraction effectif.
Pour simplifier la pre´sentation, nous supposons que les petits obstacles sont N boules
incluses dans Ω, toutes de meˆme rayon δ > 0, et de centres respectifs {cj}Nj=1. Ces dernie`res
sont note´es Bδj et nj est la normale unitaire sortante a` ∂Bδj . Le proble`me de diffraction
s’e´crit comme un proble`me aux limites, en domaine exte´rieur, donne´ par l’e´quation de
Helmholtz : 
(
∆ + κ2
)
uδ = 0, R3 \
⋃N
j=1 Bδj ,
∂njuδ = α
δ
juδ, sur ∂Bδj = Sδj ,
lim|x|→+∞ |x|
(
∂|x| − iκ
)
(uδ − uinc) = 0,
(1.37)
ou` uδ est le champ total, κ est le nombre d’onde, αδj est l’impe´dance caracte´risant le
mate´riau inclu dans Bδj et uinc(x) = eiκ〈d,x〉 est un champ incident dont la direction de
propagation est donne´e par d appartenant a` la sphe`re unite´ de R3. Enfin la condition a`
l’infini est la condition de radiation de Sommerfield [24, 17]. Conforme´ment aux hypothe`ses
sous lesquelles sont e´tablis les re´sultats d’A.G. Ramm, on conside`re des impe´dances de la
forme suivante :
αδj =
γj
δ
, γj ∈ C.
Remarque 1.27. Les hypothe`ses introduites ici sont e´quivalentes a` celles des te´chniques
d’homoge´ne´isation par convergence double e´chelle. En effet, dans les deux cas, le nombre de
petites inclusions tend vers l’infini lorsque leur taille caracte´ristique tend vers 0. De plus,
les mate´riaux inclus dans les petits obstacles posse`dent des parame`tres physiques « forts ».
Ils sont en 1/δ2 pour l’homoge´ne´isation par convergence double e´chelle et de l’ordre de 1/δ
pour la me´thode de Ramm.
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Le point de de´part de la me´thode de Ramm est l’existence d’une repre´sentation
inte´grale de la solution de (1.37).
The´ore`me 1.28 ([83]). Supposons que Im(γj) ≤ 0. Alors le proble`me (1.37) admet une
unique solution. Il existe de plus bj ∈ C(Sδj ,C) tels que cette solution s’e´crit sous la forme
suivante :
uδ(x) = uinc(x) +
N∑
j=1
∫
Sδj
φ(x, y)bj(y)dσ(y), (1.38)
avec φ(x, y) =
eiκ|x−y|
4pi|x− y| .
La fonction φ(x, y) est le noyau de Green de l’e´quation de Helmholtz ve´rifiant ∆φ(., y)+
κ2φ(., y) = −δy ou` δy est la masse de Dirac de support le point y. Elle ve´rifie aussi
la condition de radiation de Sommerfield. L’e´tablissement de la formule (1.38) se fait
alors en la reportant la formulation inte´grale du champ total dans les conditions aux li-
mites d’impe´dance. Cela donne lieu a` un syste`me d’e´quations inte´grales sur ∪Nj=1Sδj =
∂
(
R3\) ∪Nj=1 Bδj satisfait par le vecteur (b1, . . . , bN ) dont le caracte`re bien pose´ rele`ve de
l’alternative de Fredholm. La preuve s’obtient ensuite en utilisant l’unicite´ de (1.37) qui
repose sur le lemme de Rellich suivant (voir lemme 2.11 de [24] ou lemme 1 p.74 de [17]).
Lemme 1.29. Soit D un ouvert borne´ de R3 et u ve´rifiant :
∆u+ κ2u = 0, dans R3\D,
lim
r→+∞
∫
|x|=r
|u(x)|2dσ = 0.
Alors u = 0 dans R3\D.
Afin de trouver un milieu homoge´ne´ise´, on impose une condition sur la re´partition de
l’ensemble des petits obstacles de´finie a` partir d’une fonction continue R : Ω −→ R+. Pour
tout sous-domaine X de Ω, le nombre de petits objets inclus dans X est alors suppose´
ve´rifier :
N (X) = Card {k ∈ {1, ..., N}/Bk(δ) ⊂ X} =
(
1
δ
∫
X
R(y)dy
)(
1 + o
δ→0
(1)
)
. (1.39)
L’hypothe`se ci-dessus implique que Ω se rempli d’une infinite´ de boules de taille δ lorsque
δ tend vers 0. Elle impose de plus aux petits obstacles d’eˆtre e´loigne´s (relativement a` δ) les
uns des autres. En effet, en notant d la distance minimale centre-a`-centre de deux boules
et en utilisant le fait que N (Ω) = O (1/δ) on obtient que d = O(δ1/3) qui est infiniment
grand par rapport a` δ.
Remarque 1.30. L’hypothe`se (1.39) fait appel a` des fonctions de re´partitions R quel-
conques. Elle n’impose donc pas la pe´riodicite´ des Bδj . C’est pourquoi cette me´thode d’ho-
moge´ne´isation peut eˆtre qualifie´e de non-pe´riodique.
Pour de´terminer l’indice de re´fraction e´quivalent du milieu contenant tout les petits
objets, il faut faire tendre δ vers 0 dans la formule (1.38) en utilisant l’hypothe`se (1.39)
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sur la re´partition. Avant cela, en utilisant le syste`me d’e´quations inte´grales ve´rifie´s par
les bj ainsi que la forme spe´cifique des impe´dances, on a un premier de´veloppement de la
solution de (1.37).
Lemme 1.31 ([83]). Pour tout x tel que |x− cj | ≥ d, pour tout j = 1, . . . , N , on a :
uδ(x) = uinc(x)− δ
N∑
j=1
φ(x, cj)4pi
γj
1 + γj
uδ(cj) + O
δ→0
(
max
(
δ
d
, κδ
))
.
Le point cle´ de la me´thode de Ramm est un re´sultat permettant de transformer les
sommes sur j = 1, . . . , N en des inte´grales sur Ω :
Lemme 1.32 ([83], lemme 3). Soit ψ une fonction continue sur Ω telle qu’il existe un
voisinage ou` ψ est absolument inte´grable ( par exemple, on a une estimation de la forme
|ψ(y)| ≤ C/|y − y0|α pour un certain y0 ∈ Ω et pour α < 3). Supposons enfin que l’hy-
pothe`se (1.39) sur la re´partition asymptotique des Bδj soit satisfaite. On a alors :
lim
δ→0
δ
N(Ω)∑
j=1
ψ(cj) =
∫
Ω
ψ(y)R(y)dy.
On a maintenant le re´sultat d’homoge´ne´isation suivant.
The´ore`me 1.33 ([83], the´ore`me 1). Supposons que la condition (1.39) soit satisfaite et
que γj = h(cj) pour tout j = 1, . . . , N pour une certaine fonction h continue sur Ω. Alors
uδ converge uniformement sur tout compact de R3 vers u˜ ve´rifiant l’e´quation de Helmholtz
suivante : {
∆u˜+ κ2nhom(κ, x)u˜ = 0, dans R3
lim|x|→+∞ |x|
(
∂|x| − iκ
)
[uδ − uinc] = 0, ,
ou` nhom(κ, x) = 1− 4piR(x)h(x)1 + h(x) pour x ∈ Ω et nhom(κ, x) = 1 sinon.
De´monstration rapide. En utilisant successivement les lemmes 1.31 et 1.32 et en faisant
tendre δ vers 0, on obtient que u˜ ve´rifie l’e´quation inte´grale suivante :
u˜(x) = uinc(x)−
∫
Ω
φ(x, y)4pi
h(y)
1 + h(y)
R(y)u˜(y)dy.
Il suffit maintenant d’appliquer l’ope´rateur ∆+κ2 a` l’e´quation ci-dessus pour trouver l’in-
dice homoge´ne´ise´. La condition de Sommerfied et l’unicite´ de u˜ sont re´cupe´re´es en e´tudiant
l’ope´rateur inte´gral faiblement singulier v 7→ ∫Ω φ(x, y)4pi h(y)1+h(y)R(y)v(y)dy (voir [69]).
Le the´ore`me 1.33 montre que l’indice de re´fraction homoge´ne´ise´ du milieu dans lequel
une infinite´ de petits obstacles ont e´te´ implante´s suivant la loi (1.39) est donne´ par
nhom(κ, x) = 1− 4piR(x)h(x)1 + h(x) .
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Cet indice de´pend de x et, en jouant sur les parame`tres R et h, on peut alors cre´er
des mate´riaux ayant des indices de re´fraction a` parties re´elles ne´gatives et donc ainsi
des me´tamate´riaux. Des exemples de distributions produisant des milieux exotiques sont
donne´s dans [83, 84, 85].
Remarque 1.34. Les re´sultats obtenus par A.G. Ramm concernant l’homoge´ne´isation
non-pe´riodique sont tre`s importants. En effet, les milieux obtenus posse`dent des parame`tres
physiques de´pendant de la variable d’espace x et de la pulsation ω (car κ = ω/c0 ou` c0
est, dans le cas de l’acoustique, la ce´le´rite´ du son dans le vide) dont les parties re´elles
peuvent eˆtre ne´gatives pour certains ω. Ainsi des me´tamate´riaux acoustiques dont les pa-
rame`tres de´pendent de x et dont les proprie´te´s sont compatibles avec les pre´dictions de
V.G. Veselago [92] sont re´alisables a` partir d’assemblages non-pe´riodiques de petits obs-
tacles caracte´rise´s par des impe´dances particulie`res.

Premie`re partie
Mode´lisation mathe´matique et
approximation nume´rique de mode`les
homoge´ne´ise´s de me´tamate´riaux

2
Etude du caracte`re bien pose´ de mode`les
homoge´ne´ise´s de me´tamate´riaux
Rappelons tout d’abord que la principale difficulte´ lie´e a` l’e´tude du caracte`re bien
pose´ de proble`mes en pre´sence de me´tamate´riaux est la perte de coercivite´ des parame`tres
physiques du milieu conside´re´. Ainsi le the´ore`me ge´ne´ral 1.5 ne s’applique plus. Il en est de
meˆme pour la plupart des me´thodes classiques et des travaux concernant le caracte`re bien
pose´ d’e´quations aux de´rive´es partielles d’ordre 2 en pre´sence de me´tamate´riaux ont e´te´
re´alise´s. Cela a amene´ au de´veloppement de nouvelles me´thodes telles que celles pre´sente´es
a` la section 1.3.1.
Le but de ce chapitre est alors l’e´tude de l’existence et de l’unicite´ de solutions pour des
proble`mes, de type syste`mes de Friedrichs (voir section 1.2.2), mode´lisant la propagation
d’ondes en pre´sence de me´tamate´riaux homoge´ne´ise´s tels que ceux pre´sente´s dans la sec-
tion (1.1). Plus pre´cisemment on se focalise sur la re´solution des proble`mes issus de la
mode´lisation des phe´nome`nes e´lectromagne´tiques (e´quations de Maxwell (1.18)), acous-
tiques (syste`me (1.7)) et e´lastiques (syste`me (1.25)).
Dans la premie`re partie, on introduit un cadre ge´ne´ral d’e´tude pour le caracte`re bien
pose´ des trois syste`mes de Friedrichs pre´cedemment cite´s lorsque des me´tamate´riaux sont
conside´re´s. Nous pre´sentons plusieurs hypothe`ses permettant d’e´tudier le cas de milieux
dont les parame`tres physiques sont scalaires. Une hypothe`se supple´mentaire est donne´e
pour le cas des mate´riaux a` indices tensoriels.
La seconde section de´veloppe le cadre ge´ne´ral pre´ce´dent pour obtenir les re´sultats
d’existence et d’unicite´ obtenus pour les e´quations de l’e´lectromagne´tisme en pre´sence
de me´tamate´riaux. On commence par les milieux dont les indices de permittivite´, de
perme´abilite´ et dont les constantes de couplages ou la chiralite´ sont scalaires. Le cas des
me´tamate´riaux a` parame`tres tensoriels est ensuite traite´.
Les deux sections suivantes e´tudient respectivement les syste`mes de l’acoustiques et de
l’e´lasticite´ line´aire. Comme pour l’e´lectromagne´tisme, des re´sultats portant sur le caracte`re
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bien pose´ de ces syste`mes sont pre´sente´s. Les milieux scalaires puis les mate´riaux a` indices
tensoriels sont traite´s.
Pour finir, afin de justifier ces de´veloppements ge´ne´raux, nous appliquons les re´sultats
de cette e´tude a` quelques exemples de´ja` introduits dans la section 1.1.2.
2.1 Cadre mathe´matique ge´ne´ral
Les re´sultats pre´sente´s dans la suite de ce chapitre concernent le caracte`re bien pose´
de certains syste`mes de Friedrichs mode´lisant la propagation d’ondes en pre´sence de
me´tamate´riaux homoge´ne´ise´s. L’objectif de cette section est de donner une pre´sentation
synthe´tique de la formulation des re´sultats obtenus dans les sections suivantes. Conside´rons
a` cet effet le syste`me de Friedrichs suivant :
trouver u ∈ HS tel que :{
K(p, x)u+ Su(p, x) = f(x), x ∈ Ω,
u(p, x) ∈ kerN(x), x ∈ ∂Ω,
(2.1)
ou` K(p, x) ∈ Hom(Ck) est un tenseur contenant les caracte´ristiques physiques du mate´riau
inclus dans Ω, f ∈ L2(Ω)k est un terme source, S = ∑dj=1 Sj∂j , ou` S∗j = Sj , est un
ope´rateur diffe´rentiel du premier ordre et u(x) de´signe une quantite´ physique inconnue.
Les ensembles HS et D(S) (le domaine de S) ont de´ja` e´te´ introduits dans la section 1.2.2.
Enfin, on suppose que N(x) ∈ Hom(Ck), N ∈ Lip(∂Ω,Hom(Ck)) et que les hypothe`ses
du the´ore`me 1.5 sont satisfaites. L’ope´rateur (S,D(S)) est ainsi maximal monotone. Par
conse´quent, lorsque l’ope´rateur de multiplication K est coercif (un tel milieu est dit
« classique »), le syste`me 2.1 admet une unique solution continue par rapport au second
membre f .
L’argument pre´ce´dent n’est cependant plus valable lorsqu’un me´tamate´riau est in-
clus dans Ω. Notons tout d’abord, suite a` des remarques de V.G. Veselago [92] valables
aussi pour des exemples de re´alisations de me´tamate´riaux issus de la litte´rature (voir sec-
tion 1.1.2), que les parame`tres physiques des me´tamate´riaux obtenus par homoge´ne´isation
de´pendent de la pulsation ω comme des fractions rationnelles. Il existe aussi des pulsa-
tions pour lesquelles le milieu se comporte comme un mate´riau classique. Les indices des
me´tamate´riaux homoge´ne´ise´s, donne´s ici par K(p, x), peuvent donc eˆtre conside´re´s comme
des fonctions holomorphes, sur un domaine D0 ⊂ C, de la variable de Laplace p = iω + η
et sont de plus coercives pour un certain p0 = iω0 + η0. Le proble`me (2.1) est alors bien
pose´ pour p = p0.
L’ide´e ge´ne´rale des de´monstrations de ce chapitre repose sur le fait d’e´tendre le caracte`re
bien pose´ de (2.1) de p0 a` d’autre p appartenant au domaine d’holomorphie de K(p, x).
L’outil central est la the´orie de Fredholm analytique dont le the´ore`me A.7 (voir An-
nexe A.1), qui requiert de la compacite´ sur la re´solvante de l’ope´rateur que l’on cherche
a` inverser, repre´sente le re´sultat principal utilise´ dans la suite. La figure 2.1 repre´sente
le sche´ma de la de´monstration. On commence par se placer au voisinage d’une pulsation
ω0 pour laquelle le milieu se comporte comme un milieu classique. L’holomorphie des
parame`tres physiques assure alors que le proble`me reste bien pose´ dans un voisinage de
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p0 = iω0 + η0. L’holomorphie de K(p) + S, la the´orie de Fredholm analytique et des argu-
ments supple´mentaires qui seront explicite´s dans la suite permettent ensuite d’e´tendre le
caracte`re bien pose´ de p0 vers d’autres points du domaine d’holomorphie des indices ho-
moge´ne´ise´s. Cela assure que le proble`me est bien pose´ pour des pulsations pour lesquelles
le milieu se comporte comme un me´tamate´riau.
Fig. 2.1: Ide´e principale des de´monstrations d’existence et d’unicite´
En accord avec ce qui pre´ce`de, nous conside`rons maintenant des mate´riaux qui ve´rifient
les hypothe`ses suivantes :
Hypothe`ses 2.1 (Hypothe`ses ge´ne´rales sur le me´tamate´riau).
(H1) L’application p ∈ D0 7−→ K(p, x) ∈ Hom(Ck) est holomorphe pour presque tout
x ∈ Ω, ou` D0 est un ouvert connexe de C.
(H2) L’application x ∈ Ω 7−→ K(p, x) ∈ Hom(Ck) appartient a` L∞(Ω) (ou Lip(Ω)
fonction du cas e´tudie´) pour tout p ∈ D0 et K(p, x)−1 existe pour presque tout
x ∈ Ω.
(H3) Il existe p0 dans D0 tel que K(p0, .) est coercif.
Les hypothe`ses ci-dessus repre´sentent la base de notre e´tude du syste`me (2.1) en
pre´sence de me´tamate´riaux obtenus par homoge´ne´isation. La premie`re, (H1), de´crit la
de´pendance en la pulsation (et donc de manie`re e´quivalente en la fre´quence) des parame`tres
physiques des me´tamate´riaux. Pour le cas de parame`tres admettant des poˆles {pj}Mj=1, on
peut toujours considerer un sous-domaine de D0 sur lequel (H1) est ve´rifie´e. Ce sont en
effet des fonctions holomorphes sur D˜0 = D0\
(
∪Mj=1B(pj , δ)
)
pour δ > 0 fixe´. L’hypothe`se
(H2) peut eˆtre explique´e par le fait que les me´tamate´riaux homoge´ne´ise´s sont, en ge´ne´ral,
inclus dans un milieu classique. Enfin, (H3) signifie que le milieu conside´re´ se comporte
comme un mate´riau classique pour p0.
Nous donnons maintenant la forme ge´ne´rale des re´sultats pre´sente´s dans la suite
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ainsi qu’une e´bauche de de´monstration. On commence par le cas de mate´riaux dont les
parame`tres physiques sont scalaires (K(p, x) est donc une matrice diagonale par blocs).
The´ore`me 2.2 (Parame`tres physiques scalaires). Supposons que les hypothe`ses 2.1 soient
ve´rifie´es. Alors le proble`me (2.1) admet une unique solution pour tout p ∈ D0\S ou` S ⊂ D0
est un sous-ensemble discret, localement fini et e´ventuellement vide de D0. Cette solution
est de plus continue par rapport aux donne´es et l’application p ∈ D0 \S 7→ u ∈ L2(Ω)k est
holomorphe.
E´bauche ge´ne´rale des de´monstrations. Premie`rement, pour les syste`mes de Frie-
drichs e´tudie´s ici, il existe un ope´rateur diffe´rentiel du premier ordre Q tel que
QSϕ = 0, ∀ϕ ∈ D′(Ω), (2.2)
ou` ker(S) =
{
u ∈ L2(Ω)k | Su = 0, D′(Ω)
}
. L’ope´rateur ferme´ (S,D(S)) posse`de donc
un noyau de dimension infini (il contient par exemple Q (C∞c (Ω))) et, par conse´quent, la
re´solvante de l’ope´rateur S n’est pas compacte. La principale difficulte´, en plus de la perte
de coercivite´ de K(p) pour certains p, vient alors du fait que l’utilisation de la the´orie de
Fredholm analytique requiert de la compacite´.
Ne´anmoins, on suppose (et on ve´rifiera) que l’ope´rateur (S,D(S)) ve´rifie des ine´galite´s de
coercivite´ [65], de Majda, de la forme suivante :
∀u ∈ D(S) ∩
{
u ∈ L2(Ω)k | Qu ∈ L2(Ω)
}
,
‖u‖H1(Ω) ≤ C
{
‖u‖L2(Ω) + ‖Su‖L2(Ω) + ‖Qu‖L2(Ω)
}
. (2.3)
L’ine´galite´ (2.3) mesure le « de´faut » de compacite´ de l’injection D(S) ⊂ L(Ω)k. En effet,
pour re´cupe´rer de la compacite´ sur la re´solvante de (S,D(S)), nous devons controˆler Qu
pour u ∈ D(S). Pour cela on utilise une de´composition orthogonale de L2(Ω)k de´finie a`
partir d’une de´composition de Hodge [28, 17] adapte´e au syste`me conside´re´ :
L2(Ω)k = R⊕R⊥, (2.4)
ou` R est un sous-espace vectoriel de L2(Ω)k ve´rifiant les proprie´te´s suivantes :
(i) R ⊂ ker(S),
(ii) Im(S) ⊂ R⊥,
(iii) R⊥ ⊂ ker(Q).
Les noyaux ci-dessus sont des noyaux distributionnels. De plus, S∗ = S au sens des dis-
tributions et ainsi les hypothe`ses (i) et (ii) sont a priori redondantes. Enfin, on note
respectivement PR : L2(Ω)k −→ R et PR⊥ : L2(Ω)k −→ R⊥ les projections orthogonales
associe´es a` la de´composition de Hodge.
Nous donnons maintenant les e´tapes principales de l’e´bauche de de´montration du
the´ore`me. Afin de prendre en compte la non-compacite´ de la re´solvante de l’ope´rateur S,
on commence par re´ecrire le proble`me (2.1) en un syste`me e´quivalent dont les inconnues
sont PRu (la projection sur le noyau de S) et PR⊥u (la projection sur l’orthogonal du
noyau de S).
La seconde e´tape consiste a` re´soudre le proble`me associe´ a` la composante du noyau. Cette
taˆche est de´licate dans ce cadre ge´ne´ral du fait que K(p, .) n’est pas ne´cessairement coercif
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pour tout p ∈ D0. Pour ce faire, nous avons besoin de plus d’informations concernant la
structure de l’ensemble R et donc de spe´cifier la physique conside´re´e. Plus pre´cisemment,
le syste`me (2.1) doit eˆtre particularise´ a` la situation d’e´tude.
La troisie`me e´tape a pour but d’obtenir un proble`me ve´rifie´ par la composante orthogonale.
La dernie`re e´tape a pour objectif la re´solution de ce dernier. Cela fait alors appel a` la
the´orie de Fredholm analytique.
I - Reformulation de (2.1) en 2 syste`mes couple´s.
Par les hypothe`ses (i) et (ii), on a que PRS = 0 et SPR = 0 au sens des distributions.
En projetant le syste`me (2.1), on obtient alors le proble`me e´quivalent :
trouver u = PRu+ PR⊥u ∈ D(S) tel que :{
PR⊥K(p, .)(PRu+ PR⊥u) + PR⊥SPR⊥u = PR⊥f, dans Ω,
PRK(p, .)(PRu+ PR⊥u) = PRf, dans Ω.
(2.5)
II - Traitement de la projection sur R.
La seconde e´quation de (2.5) permet d’exprimer PRu en fonction de P⊥Ru. Pour ce
faire, on doit inverser l’ope´rateur PRK(p, .)PR sur R. Ce point ne´cessite plus d’infor-
mations concernant la de´composition de Hodge utilise´e ainsi que sur le proble`me e´tudie´.
Toutefois, afin d’achever l’e´bauche de la de´monstration, on suppose que cet inverse existe
et que l’application
p ∈ D0 7→ (PRK(p, .)PR)−1 ∈ B(R),
est holomorphe.
III - Ecriture d’un proble`me ve´rifie´ par la projection sur R⊥.
A` partir du re´sultat du II, nous pouvons re´e´crire la seconde e´quation de (2.5) comme
suit :
PRu = (PRK(p, .)PR)−1 (PRf − PRK(p, .)PR⊥u)) .
En reportant ce qui pre´ce`de dans la premie`re e´quation de (2.5) il vient que PR⊥u ve´rifie
le proble`me suivant :
trouver PR⊥u ∈ D(S) ∩R⊥ tel que :
B(p)PR⊥u+ PR⊥SPR⊥u = PR⊥f − PR⊥K(p, .)PR (PRK(p, .)PR)−1 PRf,
(2.6)
ou` B(p) ∈ B(R⊥) est un ope´rateur borne´ donne´ par :
B(p) := PR⊥K(p, .)PR⊥ − PR⊥K(p, .)PR (PRK(p, .)PR)−1 (PRK(p, .)PR⊥u)) .
Enfin, (H2) et l’holomorphie de (PRK(p, .)PR)−1 entrainent que l’application
p ∈ D0 7→ B(p) ∈ B(R⊥),
est holomorphe.
IV - Re´solution finale par the´orie de Fredholm analytique.
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Nous re´solvons maintenant le proble`me (2.6). Notons tout d’abord que les hypothe`ses
(i) et (ii) et le fait que I = PR + PR⊥ montrent que PR⊥SPR⊥ = S. Par (iii), on a que
QPR⊥ = 0. L’ine´galite´ de Majda (2.3) entraine alors l’estimation suivante :
‖v‖H1(Ω) ≤ C
{
‖v‖L2(Ω) + ‖Sv‖L2(Ω)
}
, ∀v ∈ D(S) ∩R⊥.
Ainsi, la re´solvante de la famille holomorphe sur D0 (par les hypothe`ses (H1) et (H2)
de 2.1) d’ope´rateurs
(
F(p),D(S) ∩R⊥), ou`
F(p) := B(p)PR⊥ + PR⊥SPR⊥ ,
est compacte pour tout p ∈ D0. La maximale monotonie de l’ope´rateur (S,D(S)) et le
fait que l’ope´rateur B(p) est borne´ sur R⊥ entrainent de plus que l’ensemble re´solvant de(
F(p),D(S) ∩R⊥) est non-vide pour tout p ∈ D0.
On peut maintenant re´soudre le proble`me (2.6) avec l’alternative de Fredholm analytique.
Nous devons pour cela trouver un p0 ∈ D0 pour lequel l’ope´rateur F(p0) est inversible. Par
l’hypothe`se (H3), le proble`me (2.1) est bien pose´. L’e´quivalence entre le proble`me (2.1)
et son projete´ (2.5) assure que ce dernier admet un unique solution pour p = p0. Il en est
donc de meˆme pour le proble`me (2.6) ce qui entraine que l’ope´rateur
(
F(p0),D(S) ∩R⊥
)
est inversible. On obtient alors l’existence et l’unicite´ de PR⊥u(p, .) pour tout p ∈ D0\S
ou` S est un ensemble discret, localement fini et e´ventuellement vide de D0.
Nous avons de plus de´pendance continue de la solution par rapport au second membre f car
les ope´rateurs (PRK(p, .)PR)−1 et F(p)−1 sont borne´s sur R et R⊥ respectivement. Enfin,
les applications p ∈ D0 7→ (PRK(p, .)PR)−1 ∈ B(R) et p ∈ D0 \S 7→ F(p)−1 ∈ B(R⊥) sont
holomorphes. Ainsi, l’application p ∈ D0 \ S 7→ u ∈ L2(Ω)k est holomorphe et l’e´bauche
de de´monstration est termine´e.
Le principal point bloquant de la de´monstration est l’inversion sur R de l’ope´rateur
PRK(p, .)PR dans ce cadre ge´ne´ral. Pour les milieux dont les parame`tres sont scalaires,
les hypothe`ses 2.1 et la spe´cification des ine´galite´s de Majda (2.3) et de la de´composition
de Hodge (2.4) au syste`me physique conside´re´ sont suffisantes pour de´montrer un re´sultat
similaire au the´ore`me 2.2 pour les e´quations de Maxwell, le syste`me de l’acoustique et
celui de l’e´lasticite´ line´aire.
Pour le cas de mate´riaux posse´dant des parame`tres non-scalaires, la difficulte´ vient du fait
que les syste`mes d’e´quations aux de´rive´es partielles correspondants ne posse`dent pas tou-
jours les meˆmes proprie´te´s spectrales. Par exemple, les e´quations de Maxwell en pre´sence
de milieux chiraux (1.3) posse`dent du spectre essentiel proche de ze´ro sur l’axe imaginaire
existe tandis que ce comportement n’a pas lieu pour des milieux dont les parame`tres phy-
siques sont scalaires [55]. Ainsi, pour traiter ce type de cas, nous ajoutons l’hypothe`se :
Hypothe`ses 2.3 (Hypothe`se ge´ne´rale pour le cas de parame`tres physiques non-scalaires).
(H4) Il existe a : C × Ω 7→ a(p, x) ∈ C, holomorphe sur D0 pour tout x ∈ Ω, tel
que a(p, .) ∈ Lip (Ω,C) pour tout p ∈ D0 et ve´rifiant de plus que K(p, x)a(p, x) est
coercive pour tout p ∈ D0 et pour presque tout x ∈ Ω.
On donne alors un autre type de re´sultat, pour les milieux dont les parame`tres sont
tensoriels.
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The´ore`me 2.4 (Parame`tres physiques tensoriels). Supposons que les hypothe`ses 2.1 et 2.3
soient ve´rifie´es. Alors le proble`me (2.1) admet une unique solution pour tout p ∈ D0\S ou`
S ⊂ D0 est un sous-ensemble discret, localement fini et e´ventuellement vide de D0. Cette
solution est de plus continue par rapport aux donne´es et l’application p ∈ D0 \ S 7→ u ∈
L2(Ω)k est holomorphe.
Les grandes lignes de la de´montration sont les meˆmes que celles du the´ore`me 2.2. En
revanche, la principale difficulte´ lie´e a` ce cadre ge´ne´ral reste toujours l’obtention de la
composante de u appartenant au noyau de l’ope´rateur S.
2.2 Re´sultats d’existence et d’unicite´ pour l’e´lectromagne´tisme
et l’optique
Nous pre´sentons ici des re´sultats concernant le caracte`re bien pose´ des e´quations de
Maxwell (1.18) en pre´sence de me´tamate´riaux obtenus par homoge´ne´isation. En accord
avec la section 2.1, nous pre´sentons deux types de the´ore`mes. Le premier (the´ore`me 2.7)
permet de traiter les milieux bi-anisotropiques ou chiraux posse`dant des parame`tres phy-
siques scalaires ve´rifiant des hypothe`ses comparables a` 2.1. Le second (the´ore`me 2.14)
permet de traiter le cas de mate´riaux tensoriels modulo la formulation d’hypothe`ses
comple´mentaires.
2.2.1 Me´tamate´riaux e´lectromagne´tiques a` indice scalaire
On commence par formuler les hypothe`ses 2.1 ne´cessaires a` l’e´tude de la propagation
d’ondes e´lectromagne´tiques en pre´sence de me´tamate´riaux a` indices scalaires.
Hypothe`ses 2.5 (Me´tamate´riaux bi-anisotropiques scalaires (1.5)).
(B1) ε(p, x), µ(p, x), ξ(p, x) et ζ(p, x) sont holomorphes pour tout p ∈ D0 et pour
presque tout x ∈ Ω.
(B2) ε(p, x), µ(p, x), ξ(p, x) et ζ(p, x) sont lipschitziens sur Ω pour tout p ∈ D0 et de
plus, ε(p, x)µ(p, x)−ξ(p, x)ζ(p, x) 6= 0 pour presque tout x ∈ Ω et pour tout p ∈ D0.
(B3) Il existe p0 dans D0 et α > 0 tels que l’ine´galite´ suivante soit ve´rifie´e :
Re (< p0ε(p0, x)X,X > + < p0µ(p0, x)Y, Y > + < p0ξ(p0, x)Y,X >)
+Re (< p0ζ(p0, x)X,Y >) ≥ α(|X|2 + |Y |2),
pour presque tout x ∈ Ω et pour tout X,Y ∈ C3.
Hypothe`ses 2.6 (Me´tamate´riaux chiraux scalaires (1.3)).
(C1) ε(p, x), µ(p, x) et β(p, x) sont holomorphes sur D0 pour presque tout x ∈ Ω.
(C2) ε(p, x), µ(p, x) et β(p, x) sont lipschitziens sur Ω pour tout p ∈ D0. De plus
p2ε(p, x)µ(p, x)M(p, x) 6= 0,
pour presque tout x ∈ Ω avec M(p, x) = (1 + p2β(p, x)2ε(p, x)µ(p, x))−1.
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(C3) Il existe p0 dans D0 et α > 0 tels que, pour presque tout x ∈ Ω et pour tout
X,Y ∈ C3, on ait :
Re{< p0ε(p0, x)M(p0, x)X,X > + < p0µ(p0, x)M(p0, x)Y, Y >}
+Re{< p20β(p0, x)ε(p0, x)µ(p0, x)M(p0, x)Y,X >}
−Re{< p20β(p0, x)ε(p0, x)µ(p0, x)M(p0, x)X,Y >} ≥ α(|X|2 + |Y |2).
Le premier re´sultat d’existence et d’unicite´ pre´sente´ dans ce chapitre, valable aussi
bien pour des milieux chiraux ou bi-anisotropiques, est donne´ par le the´ore`me suivant.
The´ore`me 2.7. Soient (j,m) ∈ H(div,Ω)2 et supposons que les hypothe`ses 2.5 (respecti-
vement 2.6) soient ve´rifie´es. Alors les e´quations de Maxwell (1.5) (respectivement (1.3))
sont bien pose´es pour tout p ∈ D0\S ou` S est un ensemble discret, localement fini et
e´ventuellement vide de D0. La solution (e(p, .), h(p, .)) est de plus continue par rapport
aux termes sources et ve´rifie :∥∥∥∥( e(p, .)h(p, .)
)∥∥∥∥
L2(Ω)6
≤ C(p)
{∥∥∥∥( jm
)∥∥∥∥
L2(Ω)6
+
∥∥∥∥( div(j)div(m)
)∥∥∥∥
L2(Ω)2
}
,
ou` C(p) > 0 est une constante. Enfin, l’application p ∈ D0\S 7−→ (e(p, .), h(p, .)) ∈ L2(Ω)6
est holomorphe.
La de´monstration du the´ore`me 2.7 est donne´e en section 2.2.1.1. Elle fait de plus
appel a` des re´sultats interme´diaires dont les de´monstrations peuvent eˆtre trouve´es en
section 2.2.1.2.
2.2.1.1 De´monstration du the´ore`me 2.7
On commence par re´e´crire les e´quations de Maxwell en pre´sence de milieux bi-aniso-
tropiques (1.5) (ou` (1.3) pour des milieux chiraux) comme un syste`me de Friedrichs (1.18) :
trouver u = (e, h) ∈ HM tels que :{
K(p, x)u(p, x) +Mu(p, x) = f(x), x ∈ Ω,
ν(x)× (e(p, x) + Λ(x)(ν(x)× h(p, x))) = 0, x ∈ ∂Ω,
(2.7)
ou` f = (−j,−m) ∈ H(div,Ω)2, Λ ∈ Lip(∂Ω,Hom(C3)) est une impe´dance ve´rifiant
Re 〈Λ(x)z, z〉 ≥ 0 pour tout (z, x) ∈ C×∂Ω et M est l’ope´rateur non-borne´ de´finie par :
M =
(
0 −∇×
∇× 0
)
,
de domaine D(M) ou` :
D(M) = {(e, h) ∈ (H(curl,Ω))2 | ν(x)× (e|∂Ω + Λ(x)(ν(x)× h|∂Ω)) = 0, x ∈ ∂Ω} .
Remarquons, par le the´ore`me 1.8, que l’ope´rateur (M,D(M)) est maximal monotone.
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L’ope´rateur de multiplication intervenant dans les e´quations de Maxwell (2.7) est
donne´ par (1.20) pour les milieux bi-anisotropiques et par (1.21) pour des mate´riaux
chiraux. Afin de traiter simultane´ment ces deux cas, on note :
K(p, x) =
(
K11(p, x)I3 K12(p, x)I3
K21(p, x)I3 K22(p, x)I3
)
. (2.8)
Soit l’ope´rateur Q donne´ par :
Q
(
e
h
)
=
(
div(e)
div(h)
)
.
C’est un ope´rateur diffe´rentiel du premier ordre ve´rifiant, au sens des distributions, QM =
0. Au lieu d’utiliser une de´composition de Hodge comme dans la section 2.1, nous allons
« elliptiser » [55, 81] le syste`me (2.7). Le principe de cette proce´dure est de prendre en
compte le noyau de M avec l’aide de l’ope´rateur Q en reformulant le proble`me (2.7) en
un syste`me e´quivalent qui est a` re´solvante compacte. On va maintenant suivre les e´tapes
pre´sente´es dans la section 2.1.
I - Reformulation de (2.7) en un proble`me e´quivalent.
Tout d’abord, l’hypothe`se (B2) permet d’appliquer l’ope´rateur diffe´rentiel Q sur
l’e´quation (2.7). Ainsi, en utilisant la formule div (Kkle) = Kkldiv(e) + 〈∇Kkl(p, x), e〉
pour tout k, l, il vient :
Qf = QK(p, x)u+QMu
= Z(p, x)u+ K˜(p, x)Qu.
ou` K˜(p, x) ∈ Hom(C2) et Z(p, x) ∈ Hom(C6,C2) sont de´finis par :
K˜(p, x) =
(
K11(p, x) K12(p, x)
K21(p, x) K22(p, x)
)
,
Z(p, x) :
(
e
h
)
7→
( 〈∇K11(p, x), e〉+ 〈∇K12(p, x), h〉
〈∇K21(p, x), e〉+ 〈∇K22(p, x), h〉
)
.
Les e´quations de Maxwell sont transforme´es en un syste`me elliptique en ajoutant de nou-
velles inconnues ϕ et ψ, dont on montrera plus tard qu’elles sont nulles, au syste`me (2.1).
En suivant [55] ou [81], on obtient :
trouver (e, h, ϕ, ψ) ∈ D(M) ∩ (H(div,Ω))2 ×H10 (Ω)2 tels que :
(K(p, x) +M)
(
e
h
)
+
( ∇ϕ
∇ψ
)
= f, x ∈ Ω,
K˜(p, x)−1Z(p, x)
(
e
h
)
+Q
(
e
h
)
+K˜(p, x)−1
(
ϕ
ψ
)
= K˜(p, x)−1Qf, x ∈ Ω.
(2.9)
Par (2.8) et comme det(K(p, x)) = det(K˜(p, x))3, on obtient que K˜(p, x) est inversible
par (B2) et l’e´criture de l’e´quation ci-dessus est justifie´e. Afin de faire le lien entre (2.9)
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et les syste`mes de Friedrichs, nous introduisons l’ope´rateur differentiel :
T =

0 −∇× ∇ 0
∇× 0 0 ∇
div 0 0 0
0 div 0 0
 ,
de domaine :
D(T) =
{
U ∈ (H(curl,Ω) ∩H(div,Ω))2 ×H1(Ω)2 | U(x)|∂Ω ∈ ker(N˜(x))
}
,
ou` U = (e, h, ϕ, ψ)T . Les conditions aux limites sont donne´es a` partir de l’application
line´aire N˜ : ∂Ω −→ Hom(C8,C5)) de´finie par :
N˜(x)U(x) =
 ν × e(x) + ν × Λ(x)(ν × h(x))ϕ(x)
ψ(x)
 , pour x ∈ ∂Ω.
Notons que N˜ ∈ Lip(∂Ω,Hom(C3)) par la re´gularite´ impose´e sur l’impe´dance Λ. L’ex-
tension elliptique du syste`me de Maxwell (2.9) peut ainsi eˆtre re´e´crite sous la forme plus
compacte suivante :
trouver U = (e, h, ϕ, ψ)T ∈ HT tel que :{
(K˜(p, x) + T)U(p, x) = F (p, x), x ∈ Ω,
U(p, x) ∈ ker(N˜(x)), x ∈ ∂Ω,
(2.10)
ou`, par (B1) et le the´ore`me de Rademacher, K˜(p, .) ∈ L∞(Ω,Hom(C8)). De plus, par (B1)
et (B2), F (p, .) :=
(
f, K˜(p, .)−1Qf
)T ∈ L2(Ω)8 est holomorphe pour p ∈ D0.
Lemme 2.8. Supposons que F (p, .) =
(
f, K˜(p, .)−1Qf
)T
pour f ∈ (H(div,Ω))2 et que
U = (e, h, ϕ, ψ)T ∈ D(T) soit une solution de (2.10). On a alors :
1) ϕ = ψ = 0,
2) u = (e, h) ∈ D(M) ve´rifie les e´quations de Maxwell (2.7).
Le lemme 2.8 montre que la re´solution de (2.7) se rame`ne a` celle de son syste`me
elliptise´ (2.10) pour un second membre particulier. Le lemme qui suit donne quelques
proprie´te´s utiles de l’ope´rateur T.
Lemme 2.9. L’ope´rateur (T,D(T)) est maximal monotone a` re´solvante compacte.
La partie principale du proble`me elliptise´ (2.10) est a` re´solvante compacte. Nous
n’avons donc pas besoin de traiter les e´tapes II et III de l’e´bauche de de´monstration
pre´sente´e dans la section 2.1. On passe ainsi imme´diatement a` l’e´tape IV de la preuve.
IV - Re´solution par the´orie de Fredholm analytique.
L’ope´rateur de multiplication K˜(p, .) appartient a` L∞(Ω) pour tout p dans D0. Le
lemme 2.9 montre alors que l’ensemble re´solvant de
(
K˜(p, .) + T,D(T)
)
est non-vide pour
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tout p ∈ D0. La famille holomorphe (par les hypothe`ses (B1) et (B2)) d’ope´rateurs ferme´s(
K˜(p, .) + T,D(T)
)
p∈D0
est de plus a` re´solvante compacte pour tout p.
Ainsi, re´soudre (2.9) revient a` inverser une famille holomorphe d’ope´rateurs ferme´s a`
re´solvante compacte et nous pouvons donc utiliser l’alternative de Fredholm analytique
(the´ore`me A.7). Pour lever cette alternative, il ne reste plus qu’a` trouver une valeur de
p ∈ D0 pour laquelle le syste`me (2.10) est bien pose´.
Lemme 2.10. L’ope´rateur
(
K˜(p0, .) + T,D(T)
)
, pour p0 ve´rifiant (B3) (respectivement
(C3)), est inversible. De plus, on a :(
K˜(p0, .) + T
)−1 ∈ B (L2(Ω)8,D(T)) .
Le lemme 2.10 et l’alternative de Fredholm analytique (the´ore`me A.7) montrent
que la famille holomorphe, sur D0, d’ope´rateurs
(
K˜(p, .) + T,D(T)
)
est inversible pour
p ∈ D0\S ou` S est un sous-ensemble discret, localement fini et e´ventuellement vide de D0.
Le syste`me (2.10) est alors bien pose´ pour tout p ∈ D0\S. De plus, par (B1) et (B2) (res-
pectivement (C1) et (C2)), les applications p ∈ D0 7−→
(
K˜(p, .) + T
)
∈ B(D(T), L2(Ω)8)
et p ∈ D0 7−→ F (p) ∈ L2(Ω)8 sont holomorphes. Par suite, le the´ore`me A.5 assure que l’ap-
plication U : p ∈ D0\S 7−→ U(p, .) :=
(
K˜(p, .) + T
)−1
F (p, .) ∈ L2(Ω)8 est holomorphe.
On a de plus l’existence d’une constante C(p) > 0 telle que :
‖U(p, .)‖L2(Ω)8 ≤ C(p) ‖F (p, .)‖L2(Ω) .
Enfin, le lemme 2.8 entraine que l’estimation pre´ce´dente se re´duit a` :
‖e(p, .)‖L2(Ω)3 + ‖h(p, .)‖L2(Ω)3 ≤ C(p)
{
‖f‖L2(Ω) + ‖Qf‖L2(Ω)
}
,
et que l’application p ∈ D0\S 7−→ u(p, .) ∈ L2(Ω)6, ou` u(p, .) ve´rifie (2.7), est holomorphe,
terminant ainsi la preuve.
2.2.1.2 De´monstration des lemmes 2.8, 2.9 et 2.10
De´monstration du lemme 2.8. On suit la de´monstration du the´ore`me 4.2 de [55]. En
appliquant l’ope´rateur Q a` la premie`re e´quation de (2.9), il vient :(
∆ϕ
∆ψ
)
= Qf −Q
(
K(p, .)
(
e
h
))
.
Les applications line´aires K˜(p, x) et Z(p, x) sont donne´es a` partir de la relationQK(p, x)u =
Z(p, x)u + K˜(p, x)Qu ; ce qui montre que la seconde e´quation de (2.9) peut eˆtre e´crite
comme suit : (
ϕ
ψ
)
= Qf −Q
(
K(p, .)
(
e
h
))
.
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Par conse´quent, ϕ et ψ ve´rifient l’e´quation suivante :
trouver ϑ ∈ H10 (Ω) tel que :
∆ϑ− ϑ = 0, dans Ω,
ou` ϑ ∈ {ϕ,ψ}. La fonction nulle est l’unique solution de l’e´quation ci-dessus ce qui ache`ve
la de´monstration du lemme.
De´monstration du lemme 2.9. Tout d’abord, remarquons qu’il existe trois matrices
syme´triques re´elles Tj ∈ Hom(C8) telles que T =
∑3
j=1 Tj∂j avec :
Tj =

0I3 − [ej×] ej 0
[ej×] 0I3 0 ej
eTj 0I3 0 0
0I3 eTj 0 0
 ,
ou` {ej}j=1,2,3 sont les vecteurs (e´crits en colonnes) de la base canonique de R3.
Pour montrer que l’ope´rateur (T,D(T)) est maximal monotone, on utilise le the´ore`me 1.5.
Soit, dans un premier temps, Tν =
∑3
j=1 Tjνj ou` ν est la normale unitaire sortante a` ∂Ω.
Par le calcul on obtient
det(Tν) =
(
ν21 + ν
2
2 + ν
2
3
)4
> 0.
La frontie`re ∂Ω est donc de multiplicite´ constante pour T.
Soit maintenant U(x) = (e, h, ϕ, ψ)T ∈ ker(N˜(x)). La de´finition de N˜(x), l’antisyme´trie
de la matrice du produit vectoriel [ν×], et la positivite´ de Λ entrainent :〈
Tν(x)U(x), U(x)
〉
= 〈ν, e〉ϕ+ 〈ν, h〉ψ + 〈ν, e〉ϕ+ 〈ν, h〉ψ − 〈ν × h, e〉+ 〈ν × e, h〉
= 2Re 〈ν × e, h〉 = −2Re 〈v × Λ(x)(ν × h), h〉
= 2Re 〈Λ(x)(ν × h),ν × h〉 ≥ 0.
Les conditions aux limites sont donc positives. Enfin, le spectre de Tν est {−1,+1} ou`
chaque valeur propre est de multiplicite´ 4. Comme dim(ker(N˜(x))) = 4, les conditions aux
limites sont aussi maximales. Le the´ore`me 1.5 assure alors que l’ope´rateur (T,D(T)) est
maximal monotone.
Maintenant, les re´sultats de [65] (the´ore`me 1 page 62) montrent qu’on a, pour tout
u ∈ D(M) ∩ (H(div,Ω))2, l’ine´galite´ :
‖u‖H1(Ω)6 ≤ C
{
‖u‖L2(Ω)6 + ‖Mu‖L2(Ω)6 + ‖Qu‖L2(Ω)6
}
, C > 0.
Ainsi, l’injection de H1(Ω) dans L2(Ω) e´tant compacte, il s’ensuit que l’injection de D(M)
dans L2(Ω)6 est elle aussi compacte. Il en est donc de meˆme pour l’injection de D(T) dans
L2(Ω)8. Par conse´quent, la re´solvante de (T,D(T)) est compacte.
De´monstration du lemme 2.10. Tout d’abord, notons que l’inversion de l’ope´rateur(
K˜(p0, .) + T
)
sur D (T) se re´duit a` re´soudre le proble`me :
trouver U = (e, h, ϕ, ψ)T ∈ HT tel que :{
(K˜(p0, x) + T)U(p, x) = G, x ∈ Ω,
U(p, x) ∈ ker(N˜(x)), x ∈ ∂Ω,
(2.11)
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ou` G appartient a` L2(Ω)8. Le lemme 2.9 donne l’existence d’un α > 0 dans l’ensemble
re´solvant de (T,D(T)). Ainsi (2.11) est e´quivalent a` re´soudre :
trouver U ∈ L2(Ω)8 tel que :(
I8 + (αI8 + T)−1
(
K˜(p0, .)− αI8
))
U = G˜,
(2.12)
ou` G˜ = (αI8 + T)−1G. Le fait que K˜(p0, x) soit borne´ et la compacite´ de la re´solvante
de (αI8 + T)−1 montrent que (αI8 + T)−1
(
K˜(p0, .)− αI8
)
de´finit un ope´rateur compact
de L2(Ω)8. L’alternative de Fredholm assure alors que le proble`me (2.12) est bien pose´ si
l’ope´rateur (
I8 + (αI8 + T)−1
(
K˜(p0, .)− αI8
))
∈ B (L2(Ω)8) ,
est injectif. Posons donc G˜ = 0 dans (2.12). L’ope´rateur (αI8 + T)−1 : L2(Ω)8 7−→ D(T)
e´tant borne´ il suit que U solution de (2.12) appartient a` D(T) et ve´rifie l’e´quation (2.11)
avec un second membre nul. En appliquant maintenant le lemme 2.8, il vient
U = (e, h, ϕ, ψ)T = (e, h, 0, 0)T ∈ D(M)×H10 (Ω)2,
ou` (e, h) est solution de (2.7) pour p = p0. L’hypothe`se (B3) (respectivement (C3)) et
la maximale monotonie de (M,D(M)) entrainent enfin que (e, h) = (0, 0). Cela conclut la
de´monstration.
2.2.2 Me´tamate´riaux e´lectromagne´tiques a` indice tensoriel
Au chapitre 1, nous avons pre´sente´ des exemples de me´tamate´riaux dont les indices
sont tensoriels. Le but de cette section est de traiter ce type de cas et les hypothe`ses
correspondantes sont ci-dessous :
Hypothe`ses 2.11 (Me´tamate´riaux bi-anisotropiques tensoriels (1.5)).
(BT1) ε(p, x), µ(p, x), ξ(p, x) et ζ(p, x) (qui sont des matrices 3×3) sont holomorphes
pour tout p ∈ D0 et pour presque tout x ∈ Ω.
(BT2) ε(p, x), µ(p, x), ξ(p, x) et ζ(p, x) sont dans L∞(Ω) pour tout p ∈ D0. De plus,
det(ε(p, x)µ(p, x)− ξ(p, x)ζ(p, x)) 6= 0 pour presque tout x ∈ Ω et pour tout p ∈ D0.
(BT3) Il existe p0 ∈ D0 et α > 0 tels que l’ine´galite´ suivante soit ve´rifie´e :
Re{< p0ε(p0, x)X,X > + < p0µ(p0, x)Y, Y > + < p0ξ(p0, x)Y,X >}
+Re{< p0ζ(p0, x)X,Y >} ≥ α(|X|2 + |Y |2),
pour presque tout x ∈ Ω et pour tout X,Y ∈ C3.
(BT4) Il existe une fonction a : C×Ω 7→ a(p, x) ∈ C, lipschitzienne sur Ω, holomorphe
sur D0 et une constante α > 0 telles que :
Re{< pε(p, x)a(p, x)X,X > + < pµ(p, x)a(p, x)Y, Y >}
+ Re{< pξ(p, x)a(p, x)Y,X > + < pζ(p, x)a(p, x)X,Y >} ≥ α(|X|2 + |Y |2),
pour presque tout x ∈ Ω et pour tout (p,X, Y ) ∈ D0 × C3 × C3.
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Hypothe`ses 2.12 (Me´tamate´riaux die´lectriques tensoriels (1.1)). Supposons que les hy-
pothe`ses (BT1), (BT2) et (BT3) sont ve´rifie´es et remplac¸ons (BT4) par :
(DT4) Les constantes de couplages ξ et ζ sont nulles et il existe deux fonctions aε, aµ :
C × Ω 7→ aε(p, x), aµ(p, x) ∈ C toutes deux lipschitziennes sur Ω et holomorphes
sur D0 telles que :
Re{< pϑ(p, x)aϑ(p, x)X,X >} ≥ α|X|2, avec ϑ ∈ {ε, µ} , α > 0,
pour presque tout x ∈ Ω et pour tout (p,X, Y ) ∈ D0 × C3 × C3.
Hypothe`ses 2.13 (Me´tamate´riaux chiraux tensoriels (1.3)).
(CT1) ε(p, x), µ(p, x) et β(p, x) sont holomorphes sur D0 pour presque tout x ∈ Ω.
(CT2) ε(p, x), µ(p, x) et β(p, x) appartiennent a` L∞(Ω) pour tout p ∈ D0. De plus
det
[
p2ε(p, x)µ(p, x)
]
detM˜ 6= 0,
pour presque tout x ∈ Ω, ou` M˜(p, x) = (I3 + p2β(p, x)ε(p, x)β(p, x)µ(p, x))−1.
(CT3) Il existe p0 ∈ D0 et α > 0 tels que l’ine´galite´ suivante soit satisfaite :
Re
{
< p0M˜(p0, x)ε(p0, x)X,X > + < p0M(p0, x)µ(p0, x)Y, Y >
}
+Re{< p20β(p0, x)ε(p0, x)M(p0, x)µ(p0, x)Y,X >}
−Re
{
< p20M˜(p0, x)β(p0, x)µ(p0, x)ε(p0, x)X,Y >
}
≥ α(|X|2 + |Y |2),
pour presque tout x ∈ Ω et pour tout X,Y ∈ C3.
(CT4) Il existe une fonction a :∈ C × Ω 7→ a(p, x) ∈ C, lipschitzienne sur Ω et
holomorphe sur D0 et α > 0, une constante, telles que :
Re
{
< pa(p, x)M˜(p, x)ε(p, x)X,X > + < pa(p, x)M(p, x)µ(p, x)Y, Y >
}
+Re{< p2a(p, x)β(p, x)ε(p, x)M(p, x)µ(p, x)Y,X >}
−Re
{
< p2a(p, x)M˜(p, x)β(p, x)µ(p, x)ε(p, x)X,Y >
}
≥ α(|X|2 + |Y |2),
pour presque tout x ∈ Ω et pour tout (p,X, Y ) ∈ D0 × C3 × C3. Ci-dessus, on a
note´ M(p, x) = (I3 + p2β(p, x)µ(p, x)β(p, x)ε(p, x))−1.
Nous avons alors le re´sultat suivant.
The´ore`me 2.14. Supposons que les hypothe`ses 2.11 (respectivement 2.12 ou 2.13) soient
ve´rifie´es. Alors, pour tout (j,m) ∈ L2(Ω)3 × L2(Ω)3 les e´quations de Maxwell (1.5) (res-
pectivement (1.1) ou (1.3)) admettent une unique solution pour tout p ∈ D0\S ou` S ⊂ D0
est un sous-ensemble discret, localement fini et e´ventuellement vide de D0. La solution est
de plus continue par rapport aux termes sources :
∀p ∈ D0\S,
∥∥∥∥( e(p, .)h(p, .)
)∥∥∥∥
L2(Ω)6
≤ C(p)
∥∥∥∥( jm
)∥∥∥∥
L2(Ω)6
,
ou` C(p) > 0 est une constante. Enfin l’application p ∈ D0\S 7−→ (e(p, .), h(p, .)) ∈ L2(Ω)6
est holomorphe.
La de´monstration du the´ore`me 2.14 est donne´e dans une section a` part (voir sec-
tion 2.2.2.1) et utilise des lemmes interme´diaires. Les preuves de ces derniers sont re´alise´es
dans la section 2.2.2.2.
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2.2.2.1 De´monstration du the´ore`me 2.14
Nous nous contentons de re´soudre le syste`me (1.5) pour un ope´rateur de multiplication
K(p, x) ve´rifiant les hypothe`ses (BT1), (BT2), (BT3) et (BT4) ou (DT4). Le cas de
me´tamate´riaux ve´rifiant (CT1), (CT2), (CT3) et (CT4) peut eˆtre fait exactement de la
meˆme manie`re. La de´monstration suit le sche´ma pre´sente´ dans la section 2.1.
I - Reformulation de (2.7) en 2 syste`mes couple´s.
Soit la de´composition de Hodge [28] suivante :
L2(Ω)3 × L2(Ω)3 = (H(div0,Ω))2 ⊕ grad(H10 (Ω))2, (2.13)
ou` H(div0,Ω) =
{
v ∈ L2 (Ω)3 | divv = 0
}
. Soient P0 : L2(Ω)6 −→ H(div0,Ω)2 et P∇ :
L2(Ω)6 −→ grad(H10 (Ω))2 les projections orthogonales associe´es a` (2.13). Remarquons
que P∇Mu = 0 pour tout u ∈ D(M). Cela provient du fait que QM = 0 et donc Mu ∈
H(div0,Ω)2 =
(
gradH10 (Ω)
2
)⊥ par (2.13). Ainsi, en projetant le syste`me (2.7), il vient :
trouver u = P0u+ P∇u ∈ D(M) tel que :{
P0K(p, .)(P0u+ P∇u) + P0MP0u = P0f,
P∇K(p, .)(P∇u+ P0u) = P∇f.
(2.14)
II - Traitement de la projection sur grad(H10 (Ω))
2.
La seconde e´quation de (2.14) permet d’exprimer P∇u, qui ve´rifie MP∇u = 0, en
fonction de P0u. Cela est effectue´ dans le lemme ci-dessous :
Lemme 2.15. Supposons que les hypothe`ses (B1), (B2), (B3) et (BT4) ou (DT4) soient
ve´rifie´es. Alors l’ope´rateur P∇K(p, .)P∇ ∈ B
(
grad(H10 (Ω))
2
)
est inversible, a` inverse
borne´, pour tout p ∈ D0\S0 ou` S0 est un ensemble discret, localement fini et e´ventuellement
vide de D0. De plus, l’application
p ∈ D0\S0 7−→ (P∇K(p, .)P∇)−1 ∈ B
(
grad(H10 (Ω))
2
)
,
est holomorphe.
La de´monstration du lemme e´tant technique, elle est donne´e a` la suite de la preuve
du the´ore`me dans la section 2.2.2.2.
III - Ecriture d’un proble`me ve´rifie´ par la projection sur H(div0,Ω)2.
Par le lemme 2.15, on peut re´ecrire la seconde e´quation de (2.14) comme suit :
P∇u = (P∇K(p, .)P∇)−1 [P∇f − P∇K(p, .)P0u] .
En reportant cette expression dans la premie`re e´quation de (2.14) il vient que, pour trouver
P0u, on doit re´soudre le proble`me suivant :
trouver P0u ∈ D(M) ∩H(div0,Ω)2 tel que :
B(p, .)P0u+ P0MP0u = f˜(p).
(2.15)
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ou` le second membre est de´fini, pour tout p dans D0 \ S0, par :
f˜(p, .) = P0f − P0K(p, .)P∇ (P∇K(p, .)P∇)−1 P∇f ∈ H(div0,Ω)2,
et B(p) est un ope´rateur borne´ donne´ par :
B(p, .) = P0K(p, .)P0 − P0K(p, .)P∇(P∇K(p, .)P∇)−1P∇K(p, .)P0 ∈ B
(
H(div0,Ω)2
)
.
IV - Re´solution finale par the´orie de Fredholm analytique.
Suite aux hypothe`ses (BT1), (BT2) et le lemme 2.15, f˜(p) et B(p) de´finissent des
applications holomorphes sur D0 a` valeur dans H(div0,Ω)2 et dans B
(
H(div0,Ω)2
)
res-
pectivement.
Soit maintenant M˜ la restriction de M a` l’ensemble (H(div0,Ω))2. Ainsi, trouver P0u so-
lution de (2.15) revient a` inverser la famille holomorphe sur D0 (par (BT1) et (BT2))
d’ope´rateurs ferme´s de (H(div0,Ω))2 ci-dessous(
B(p, .) + M˜, (H(div0,Ω))2 ∩ D(M)
)
.
Afin de re´cupe´rer de la compacite´ sur la re´solvante de M˜, on conside`re l’ine´galite´ de
Majda [65] suivante :
∀u ∈ D(M) ∩ (H(div,Ω))2 ,
‖u‖H1(Ω)6 ≤ C
{
‖u‖L2(Ω)6 + ‖Mu‖L2(Ω)6 + ‖Qu‖L2(Ω)6
}
, (2.16)
L’ine´galite´ (2.16), la compacite´ de l’injection de H1(Ω) dans L2(Ω), et la maximale mono-
tonie de (M,D(M)) entrainent que
(
B(p, .) + M˜, (H(div0,Ω))2 ∩ D(M)
)
est holomorphe
sur D0\S0 et posse`de une re´solvante compacte ainsi qu’un ensemble re´solvant non-vide
pour tout p ∈ D0\S0. Par (BT3), il existe p0 tel que K(p0, x) est coercif pour presque tout
x ∈ Ω. De ce fait, l’e´quation (2.7) est bien pose´e pour p = p0. Les deux proble`mes (2.7)
et (2.15) e´tant e´quivalents, il suit que B(p0, .)+M˜ est inversible sur (H(div0,Ω))2∩D(M).
Enfin, en utilisant le the´ore`me A.7 (alternative de Fredholm analytique), il vient que
B(p, .) + M˜ est inversible sur (H(div0,Ω))2∩D(M) pour tout p ∈ D0\S avec S = S0
⋃
S1,
ou` S1 est un sous-ensemble discret, localement fini et e´ventuellement vide de D0\S0.
Remarquons que l’ope´rateur
(
B(p, .) + M˜
)−1
est un e´le´ment de B(H(div0,Ω)2) et
que l’application p ∈ D0\S 7−→
(
B(p, .) + M˜
)−1
est holomorphe. Il en est donc de meˆme
pour l’application p 7→ P0u(p, .). Le lemme 2.15 montre que l’application p 7→ P∇u(p, .)
est holomorphe et ainsi l’application p ∈ D0\S 7−→ u(p, .) = P∇u(p, .)+P0u(p, .) ∈ L2(Ω)6
est elle aussi holomorphe.
Finalement, en utilisant le fait que les inverses des ope´rateurs B(p, .) + M˜ et P∇K(p, .)P∇
sont borne´s, on obtient que la solution de (2.7) est continue par rapport aux termes
sources :
‖u(p, .)‖L2(Ω)6 ≤ ‖P∇u(p, .)‖L2(Ω)6 + ‖P0u(p, .)‖L2(Ω)6 ≤ C(p) ‖f‖L2(Ω)6 ,
ou` C(p) > 0 est une constante.
2.2. Re´sultats pour l’e´lectromagne´tisme et l’optique 77
2.2.2.2 De´monstration du lemme 2.15
Nous commenc¸ons par de´montrer le lemme lorsque les hypothe`ses (BT1), (BT2),
(BT3) et (BT4) sont ve´rifie´es. Le cas particulier ou` (DT4) au lieu de (BT4) est ve´rifie´e
est traite´ ensuite.
Cas des milieux bi-anisotropiques ve´rifiant les hypothe`ses (2.11).
L’inversion, sur grad(H10 (Ω))
2, de l’ope´rateur P∇K(p, .)P∇ se rame`ne a` re´soudre le
proble`me :
trouver ϕ ∈ H10 (Ω)2 tel que pour tout v ∈ H10 (Ω)2 :∫
Ω
〈
K(p, x)Gϕ,Gv
〉
dx =< h, v >H−1(Ω)2×H10 (Ω)2 ,
(2.17)
ou` h est un e´lement de H−1(Ω)2 et Gϕ = (−∇ϕ1,−∇ϕ2)T pour ϕ = (ϕ1, ϕ2)T ∈ H10 (Ω)2.
L’e´quation (2.17) est e´quivalente a` une e´quation aux de´rive´es partielles du second ordre :
trouver ϕ ∈ H10 (Ω)2 tel que :
−Q (K(p, .)Gϕ(p, x)) = h. (2.18)
Remarquons que la partie principale de l’ope´rateur a` inverser pour re´soudre (2.18) peut
ne pas eˆtre coercive pour certains p ∈ D0. C’est pourquoi nous introduisons le changement
d’inconnue :
ϕ(p, .) = a(p, .)ψ(p, .), (2.19)
ou` a est donne´e par (BT4). En reportant (2.19) dans (2.18), il vient
trouver ψ ∈ H10 (Ω)2 tel que :
S(p)ψ := −QK(p, x)
(
a(p, x)Gψ(p, x) +
(
ψ1(p, x)∇a(p, x)
ψ2(p, x)∇a(p, x)
))
= h.
(2.20)
L’hypothe`se (BT4) assure alors que l’ope´rateur de multiplication a(p, .)K(p, .) est coercif
pour tout p ∈ D0 impliquant que la partie principale de (2.20) est coercive. L’application
a(p, .) est de plus holomorphe sur D0 pour presque tout x ∈ Ω et lipschitzienne sur Ω
pour tout p ∈ D0. Le the´ore`me de Rademacher assure donc que ∇a(p, .) ∈ L∞(Ω). Ainsi,
la famille (en p ∈ D0) d’ope´rateurs S(p) : H10 (Ω)2 → H−1(Ω)2 est une famille holomorphe
d’ope´rateurs ferme´s de H−1(Ω)2.
Supposons maintenant qu’il existe un e´le´ment λ appartenant a` l’ensemble re´solvant de(
S(p), H10 (Ω)2
)
. L’injection de H10 (Ω) dans H
−1(Ω) e´tant compacte, il suit que la re´solvante
de S(p) de´finie un ope´rateur compact de H−1(Ω)2. Par conse´quent, re´soudre (2.20) revient
a` inverser une famille holomorphe (par (BT1) et (BT2)) d’ope´rateurs ferme´s a` re´solvante
compacte. Cela peut eˆtre fait a` l’aide du the´ore`me A.7.
Il ne reste donc plus qu’a` prouver que l’ensemble re´solvant de
(
S(p), H10 (Ω)2
)
est non-vide
pour tout p ∈ D0 et a` trouver un e´le´ment de D0 pour lequel le proble`me (2.20) est bien
pose´.
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Soit λ ∈ C et Ap(ψ, v) la forme biline´aire de´finie, pour tout ψ, v ∈ H10 (Ω)2, par :
Ap(ψ, v) =
∫
Ω
〈
K(p, x)a(p, x)Gψ,Gv
〉
+
〈
K(p, x)
(
ψ1(p, x)∇a(p, x)
ψ2(p, x)∇a(p, x)
)
,Gv
〉
dx.
Par (BT4) et l’ine´galite´ de Cauchy-Schwarz, il vient :
Re(Ap(ψ,ψ)) +Re(λ)
∫
Ω
|ψ|2dx ≥ α ‖ Gψ ‖2L2(Ω) +Re(λ) ‖ψ‖2L2(Ω)
−2 ‖K(p, .)Ga(p, .)‖L∞(Ω) ‖ψ‖L2(Ω)2 ‖Gψ‖L2(Ω)2 .
L’ine´galite´ d’Young ab ≤ ξa2/2 + b2/(2ξ) applique´e au terme ‖ψ‖L2(Ω)2 ‖Gψ‖L2(Ω)2 avec
ξ = α
/(
2 ‖K(p, .)Ga(p, .)‖L∞(Ω)
)
entraine alors :
‖Gψ‖L2(Ω) ‖ψ‖L2(Ω) ≤
α
4 ‖K(p, .)Ga(p, .)‖L∞(Ω)
‖Gψ‖2L2(Ω)
+
‖K(p, .)Ga(p, .)‖L∞(Ω)
α
‖ψ‖2L2(Ω)2 .
En regroupant les calculs ci-dessus, on obtient enfin l’estimation :
Re(Ap(ψ,ψ)) +Re(λ)
∫
Ω
|ψ|2dx ≥
(
Re(λ)−
‖K(p, .)Ga(p, .)‖2L∞(Ω)
α
)
‖ψ‖2L2(Ω)2
+
α
2
‖Gψ‖2L2(Ω) .
Ainsi, pour λ ∈ C posse´dant une partie re´elle assez grande, le lemme de Lax-Milgram
entraine que l’ope´rateur (S(p) + λ) est inversible sur H10 (Ω) et ainsi l’ensemble re´solvant
de
(
S(p), H10 (Ω)2
)
est non-vide pour tout p ∈ D0.
Il reste donc a` trouver un e´le´ment de D0 tel que (2.20) soit bien pose´e. En prenant le p0
de´fini par l’hypothe`se (BT3), il vient que l’e´quation (2.17) est bien pose´e. Le changement
d’inconnue inverse (2.19) implique alors que (2.20) admet une unique solution pour p = p0.
La famille holomorphe d’ope´rateurs ferme´s
(
S(p), H10 (Ω)2
)
est donc inversible pour tout
p ∈ D0\S0 ou` S0 est un sous-ensemble discret, localement fini et e´ventuellement vide de
D0.
Enfin, l’ope´rateur S(p)−1 appartient a` B(H−1(Ω)2, H10 (Ω)2) est holomorphe sur D0\S0 par
le the´ore`me A.5 qui s’applique car l’application p ∈ D0 7−→ S(p) ∈ B(H10 (Ω)2, H−1(Ω)2)
est holomorphe par (BT1) et (BT2).
Par ce qui pre´ce´de, les proble`mes (2.20) et (2.17) sont e´quivalents. Ainsi le caracte`re
bien pose´ de (2.20) entraine l’inversibilite´ de l’ope´rateur P∇K(p, .)P∇ sur (grad(H10 (Ω)))2
pour tout p ∈ D0\S0. Le the´ore`me du graphe ferme´ montre alors que
(P∇K(p, .)P∇)−1 ∈ B
(
grad(H10 (Ω))
2
)
.
Enfin, p ∈ D0 \ S0 7−→ (P∇K(p, .)P∇)−1 ∈ B
(
grad(H10 (Ω))
2
)
est holomorphe par le
the´ore`me A.5 et le fait que l’application p ∈ D0 7−→ P∇K(p, .)P∇ ∈ B
(
grad(H10 (Ω))
2
)
est
holomorphe par (BT1) et (BT2).
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Cas des milieux die´lectriques ve´rifiant les hypothe`ses (2.12).
On suppose que (DT4) est ve´rifie´e au lieu de (BT4), l’ope´rateur de multiplication
K(p, x) est la matrice (1.19) qui est diagonale par blocs avecK(p, x) = p diag [ε(p, x), µ(p, x)].
De ce fait, l’e´quation (2.17) est re´duite a` :
trouver ϕ ∈ H10 (Ω) tel que :
−div (pϑ(p, x)∇ϕϑ) = hϑ,
ou` hϑ ∈ H−1(Ω) et ϑ ∈ {ε, µ}. Les parties principales des ope´rateurs ci-dessus n’e´tant pas
coercives pour tout p, nous introduisons les changements d’inconnues
ϕϑ(p, .) = aϑ(p, .)ψϑ(p, .),
ou` les fonctions aϑ sont donne´es dans (DT4). On obtient alors :
trouver ψ ∈ H10 (Ω) tel que :
−div (pϑ(p, x)aϑ(p, x)∇ψϑ(p, x))− div (pϑ(p, x)ψϑ(p, x)∇aϑ(p, x)) = hϑ, dans Ω.
A partir de la`, l’existence et l’unicite´ des ψϑ peuvent eˆtre de´montre´es exactement comme
ci-dessus. Il faut toutefois appliquer deux fois le the´ore`me A.7 (une fois pour ϑ = ε et une
autre pour ϑ = µ).
2.3 Re´sultats d’existence et d’unicite´ pour l’acoustique
On pre´sente maintenant des re´sultats d’existence et d’unicite´ pour le syste`me de
l’acoustique (1.7) en pre´sence de me´tamate´riaux homoge´ne´ise´s. On commence par donner
un the´ore`me ainsi qu’un corollaire permettant de traiter la cas de mate´riaux a` parame`tres
physiques scalaires. Le cas de milieux dont les indices sont tensoriels est ensuite e´tudie´.
2.3.1 Me´tamate´riaux acoustiques a` indices scalaires
Nous conside´rons ici le syste`me de l’acoustique (1.7) en pre´sence de me´tamate´riaux
caracte´rise´s par des modules de masses scalaires et ve´rifiant les hypothe`ses suivantes :
Hypothe`ses 2.16 (Me´tamate´riaux acoustiques scalaires).
(A1) Γ(p, x) et n(p, x) sont holomorphes sur D0 pour presque tout x ∈ Ω.
(A2) (Γ(p, x), n(p, x)) ∈ Lip(Ω,C)× L∞(Ω) sont inversibles pour tout p ∈ D0.
(A3) Il existe p0 ∈ D0 et α > 0 tels que :
Re{< p0Γ(p0, x)X,X >}+ |z|2Re(p0n(p0, x)) ≥ α(|X|2 + |z|2),
pour tout (X, z) ∈ C3 × C et pour presque tout x ∈ Ω.
Nous avons le re´sultat suivant.
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The´ore`me 2.17. Supposons que les hypothe`ses 2.16 soient ve´rifie´es et que
Γ(p, x) = 1, ∀(p, x) ∈ D0 × ∂Ω.
Alors, pour tout f ∈ L2(Ω)4, l’e´quation (1.7) est bien pose´e pour tout p ∈ D0\ (S ∪ {0})
ou` S ⊂ D0 est un sous-ensemble discret, localement fini et eventuellement vide de D0. La
solution p ∈ D0\S 7−→ (u(p, .), ρ(p, .)) ∈ L2(Ω)4 est de plus holomorphe et continue par
rapport aux termes sources :∥∥∥∥( u(p, .)ρ(p, .)
)∥∥∥∥
L2(Ω)4
≤ C(p) ‖f‖L2(Ω)4 ,
ou` C(p) > 0 est une constante.
Remarque 2.18. Concernant l’hypothe`se Γ|∂Ω = 1. Cette valeur est lie´e au choix des
conditions aux limites sur ∂Ω qui interviennent dans la de´composition de Hodge utilise´e
pour de´montrer le the´ore`me 2.17. On peut remplacer 1 par n’importe quelle constante
C re´elle positive. Dans ce cas, les nouvelles inconnues (v, ρ) ve´rifient la condition aux
limites :
ρ(p, x) + λ(x) 〈Cv(p, x),ν〉 = 0, x ∈ ∂Ω.
Nous devons alors re´soudre le proble`me (2.21) ou` le domaine D(W) de l’ope´rateur W est
remplace´ par l’ensemble :
D˜(W) = {(v, ρ) ∈ H(div,Ω)×H1(Ω) | ρ(x) + Cλ(x) 〈u(x),ν〉 = 0, x ∈ ∂Ω} .
La de´monstration est alors exactement la meˆme car l’ope´rateur
(
W, D˜(W)
)
est maximal
monotone.
Notons finalement que cette hypothe`se est physique dans la mesure ou le me´tamate´riau est
suppose´ inclus dans un milieu classique ve´rifiant Γ(p, .)|∂Ω > 0 pour tout p.
Pour des milieux a` indices scalaires dont les parame`tres ne ve´rifient pas de condition
additionnelle sur ∂Ω, nous avons le corollaire (plus restrictif) qui suit.
Corollaire 2.19. Supposons que Γ(p, x) ∈ C pour tout (p, x) ∈ D0 × Ω, Γ(p, .) ∈ Lip(Ω)
et que les points (A1), (A2) et (A3) de l’hypothe`se 2.16 soient ve´rifie´es. Supposons de
plus que l’impe´dance de´finissant les conditions aux limites ve´rifie λ = 0 (conditions de
Dirichlet). On a alors les meˆmes conclusions que celles du the´ore`me 2.17.
Les de´monstrations du the´ore`me 2.17 et du corollaire 2.19 sont donne´es, respective-
ment, dans les sections 2.3.1.1 et 2.3.1.2.
2.3.1.1 De´monstration du the´ore`me 2.17
Nous suivons une fois de plus les lignes directrices introduites dans la section 2.1.
On commence ainsi par re´e´crire le syste`me de l’acoustique (1.7) dans le formalisme des
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syste`mes de Friedrichs :
trouver (u, ρ) ∈ HW tel que : (K(p, x) +W)
(
u
ρ
)
= f(x), x ∈ Ω,
ρ(p, x) + λ(x) 〈u(p, x),ν〉 = 0, x ∈ ∂Ω,
(2.21)
ou` f ∈ L2(Ω)4 et K(p, x) est donne´ dans (1.23). L’ope´rateur W est de´fini par W =(
03×3 −∇
−div 0
)
et son domaine par :
D(W) = {(u, ρ) ∈ H(div,Ω)×H1(Ω) | ρ(x) + λ(x) 〈u(x),ν〉 = 0, x ∈ ∂Ω} ,
ou` l’impe´dance λ ve´rifieRe(λ) ≥ 0. Remarquons enfin, par le the´ore`me 1.9, que l’ope´rateur
(W,D(W)) est maximal monotone.
I - Reformulation de (2.21) en 2 syste`mes couple´s.
Conside´rons tout d’abord le changement d’inconnue
u = a(p, .)v avec a(p, x) = (Γ(p, x))−1 .
Comme Γ(p, .) ∈ Lip(Ω) et Γ(p, .)|∂Ω = 1 pour tout p ∈ D0, il vient (v, ρ) ∈ D(W). Les
nouvelles inconnues ve´rifient donc l’e´quation :
trouver (v, ρ) ∈ D(W) tel que :
pv(p, x)−∇ρ(p, x) = f1(x), pour x ∈ Ω,
a−1(p, x)pn(p, x)ρ(p, x) + a(p, x)−1 < ∇a(p, x), v(p, x) >
−div(v(p, x)) = a−1(p, x)f2(x), pour x ∈ Ω.
(2.22)
Comme Γ(p, .) ∈ Lip(Ω) est inversible pour tout p ∈ D0, le the´ore`me de Rademacher
montre que ∇a(p, x) appartient a` L∞(Ω) et donc l’e´quation (2.22) peut encore se mettre
sous la forme du syste`me de Friedrichs (2.21) ou` l’ope´rateur de multiplication est de´fini
ci-dessous :
K˜(p, x) =
(
pI3 0
a−1(p, x) 〈∇a(p, x), I〉 pa−1(p, x)n(p, x)
)
∈ L∞(Ω,Hom(C4)).
Notons, par (A1), que K˜(p, x) est holomorphe sur D0 pour presque tout x de Ω.
Conside´rons maintenant la de´compositon de Hodge (voir [17] p. 54, the´ore`me 10) sui-
vante :
L2(Ω)3 = gradH1(Ω)⊕
(
∇× V˜
)
, (2.23)
ou` V˜ = {Ψ ∈ H(curl,Ω) | divΨ = 0, ν ×Ψ|∂Ω = 0}. On a donc la de´composition ortho-
gonale de L2(Ω)4 ci-dessous :
L2(Ω)4 =
(
gradH1(Ω)× L2(Ω))⊕ (∇× V˜ × {0}) .
Soient P0 : L2(Ω)6 −→ ∇× V˜ et P∇ : L2(Ω)6 −→ gradH1(Ω) les projections orthogonales
associe´es a` (2.23). Notons que div∇× Φ = 0 pour tout Φ ∈ C∞c (Ω,C3) d’ou` on tire, pour
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tout φ ∈ H1(Ω), que P0∇Φ = 0. En projetant l’e´quation vectorielle de (2.21) il vient alors
le syste`me e´quivalent :
trouver (v, ρ) = (P0v + P∇v, ρ) ∈ D(W) tel que :
pP0v = P0f1, x ∈ Ω,
pP∇v −∇ρ = P∇f1, x ∈ Ω,
a−1(p, x)pn(p, x)ρ(p, x) + a(p, x)−1 < ∇a(p, x), v(p, x) >
−div(P∇v) = a−1(p, x)f2(x), x ∈ Ω.
(2.24)
II - Traitement de la projection sur
((
∇× V˜
)
× {0}
)
.
A` partir de la de´composition (v, ρ) = (P∇v, ρ) + (P0v, 0) et le fait que (P0v, 0) ∈(
∇× V˜
)
× {0} on remarque que W(P0v, 0)T = 0. On va alors chercher a` exprimer cette
partie du noyau de W en fonction de P∇v. Pour ce faire il suffit d’utiliser la premie`re
e´quation de (2.24) :
P0v =
1
p
P0f1.
III - Proble`me ve´rifie´ par la projection sur
(
gradH1(Ω)× L2(Ω)).
La composante P∇v ve´rifie le syste`me suivant :
trouver (P∇v, ρ) ∈
{
(w, ρ) ∈ D(W) |w ∈ gradH1(Ω)3} tel que :(
B(p, .) + W˜
)( P∇v
ρ
)
= g,
(2.25)
ou` W˜ =
(
03×3 −∇
−divP∇ 0
)
est un ope´rateur ferme´ de domaine
D(W˜) = {(v, ρ) ∈ D(W) |v ∈ gradH1(Ω)3} .
Le second membre, g ∈ gradH1(Ω)× L2(Ω), est de plus donne´ par
g(p) =
(
P∇f1
a(p)−1f2 − a(p)−1
〈
∇a(p), 1pP0f1
〉 ) .
Enfin, l’ope´rateur de multiplication B(p) ∈ B (L2(Ω)4) est de´fini ci-dessous :
B(p) =
(
pP∇ 0
a(p)−1 〈∇a(p), I〉 a(p)−1pn(p)
)
.
IV - Re´solution finale par the´orie de Fredholm analytique.
Conside´rons l’ine´galite´ de Majda [65] :
∀(u, ρ) ∈ D(W) ∩ (H(curl,Ω)× L2(Ω)),∥∥∥∥( uρ
)∥∥∥∥
H1(Ω)4
≤ C
(∥∥∥∥( uρ
)∥∥∥∥
L2(Ω)4
+
∥∥∥∥W( uρ
)∥∥∥∥
L2(Ω)4
+ ‖∇ × u‖L2(Ω)3
)
. (2.26)
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Alors, comme ∇ × ∇ϕ = 0 pour tout ϕ ∈ C∞c (Ω), l’ine´galite´ (2.26) montre que la
re´solvante de l’ope´rateur
(
W˜,D(W˜)
)
est compacte. De plus, les hypothe`ses (A1) et (A2)
entrainent que les fonctions p ∈ D0 \ {0} 7→ B(p) ∈ B
(
L2(Ω)4
)
et p ∈ D0 \ {0} 7→ g(p) ∈
gradH1(Ω)× L2(Ω) sont holomorphes. Ainsi, re´soudre (2.25) revient a` inverser la famille
holomorphe, sur p ∈ D0 \ {0}, d’ope´rateurs ferme´s, a` re´solvante compacte, donne´e par(
B(p, .) + W˜,D(W˜)
)
.
La maximale monotonie de (W,D(W)) et l’e´quivalence entre (2.21) et le proble`me pro-
jete´ (2.24) assurent que l’ensemble re´solvant de cette famille holomorphe est non-vide
pour tout p ∈ D0 \ {0}. Nous pouvons ainsi utiliser la the´orie de Fredholm analytique
(the´ore`me A.7).
Par (A3), il existe p0 ∈ D0 \ {0} tel que K(p0, .) est coercif. Le proble`me (2.21) est donc
bien pose´. L’e´quivalence entre les proble`mes (2.21) et (2.24) implique alors l’inversibilite´
de B(p0, .) + W˜ sur son domaine D(W˜). Ainsi, l’ope´rateur B(p, .) + W˜ est inversible sur
D(W˜) pour tout p ∈ (D0 \ {0}) \S ou` S est un sous-ensemble discret, localement fini et
e´ventuellement vide de D0 \ {0}.
Remarquons enfin, par le the´ore`me A.5, que l’application
p ∈ D0\ (S ∪ {0}) 7−→
(
B(p, .) + W˜
)−1 ∈ B (gradH1(Ω)× L2(Ω)) ,
est holomorphe. Il en est ainsi de meˆme pour
p ∈ D0\ (S ∪ {0}) 7−→ (v(p), ρ(p)) = (P∇v(p) + P0v(p), ρ(p)) ∈ L2(Ω)4.
En utilisant maintenant le changement inverse d’inconnue u(p, .) = a(p, .)v(p, .) et le fait
que Γ(p, .) ∈ Lip(Ω) on obtient l’estimation :
∀p ∈ D0\ (S ∪ {0}) ,
∥∥∥∥( u(p, .)ρ(p, .)
)∥∥∥∥
L2(Ω)4
≤ C(p) ‖f‖L2(Ω)4 ,
ou` C(p) > 0 est une constante.
2.3.1.2 De´monstration du corollaire 2.19
Le fait que λ = 0 entraine que l’on n’a pas besoin d’imposer Γ(p, .)|∂Ω = 1, pour
tout p ∈ D0. Cette condition permet en fait de conserver les proprie´te´s de l’ope´rateur
(W,D(W)) apre`s avoir fait le changement d’inconnue u = a(p, .)v avec a(p, x) = Γ(p, x)−1.
En effet, le couple (ρ, v) ve´rifie alors la condition limite :
ρ(p, x) + λ(x) 〈a(p, x)v(p, x),ν〉 = 0, x ∈ ∂Ω.
Lorsque λ = 0, (ρ, v) ve´rifie ρ|∂Ω = 0 qui est encore une condition maximale positive pour
W qui ne fait plus intervenir les valeurs de la fonction a(p, .) sur le bord.
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2.3.2 Me´tamate´riaux acoustiques a` indice tensoriel
Nous re´solvons ici le syste`me de l’acoustique (1.7) en pre´sence de me´tamate´riaux
caracte´rise´s par des modules de masses pouvant eˆtre tensoriels et ve´rifiant les hypothe`ses
suivantes :
Hypothe`ses 2.20 (Me´tamate´riaux acoustiques tensoriels).
(AT1) Γ(p, x) et n(p, x) sont holomorphes sur D0 pour presque tout x ∈ Ω.
(AT2) (Γ(p, x), n(p, x)) ∈ L∞(Ω,Hom(C3)) × L∞(Ω) et sont inversibles pour tout
p ∈ D0.
(AT3) Il existe p0 ∈ D0 et α > 0 tels que :
Re{< p0Γ(p0, x)X,X >}+ |z|2Re(p0n(p0, x)) ≥ α(|X|2 + |z|2),
pour tout (X, z) ∈ C3 × C et pour presque tout x ∈ Ω.
(AT4) Il existe a : C × Ω 7→ a(p, x) ∈ C, lipschitzienne sur Ω et holomorphe sur D0
telle que :
Re 〈Γ(p, x)a(p, x)X,X〉 ≥ α|X|2,
pour presque tout x ∈ Ω et pour tout (p,X) ∈ D0 × C3. Cette fonction ve´rifie de
plus a(p, .)|∂Ω = 1 pour tout p ∈ D0.
Nous avons le re´sultat suivant.
The´ore`me 2.21. Supposons que les hypothe`ses 2.20 soient ve´rifie´es. Alors, pour tout
f ∈ L2(Ω)4, l’e´quation (1.7) est bien pose´e pour tout p ∈ D0\ (S ∪ {0}) ou` S ⊂ D0
est un sous-ensemble discret, localement fini et eventuellement vide de D0. La solution
p ∈ D0\S 7−→ (u(p, .), ρ(p, .)) ∈ L2(Ω)4 est de plus holomorphe et continue par rapport
aux termes sources : ∥∥∥∥( u(p, .)ρ(p, .)
)∥∥∥∥
L2(Ω)4
≤ C(p) ‖f‖L2(Ω)4 ,
ou` C(p) > 0 est une constante.
La de´monstration du the´ore`me 2.21 est donne´e dans la section 2.3.2.1. Elle fait appel
a` des re´sultats interme´diaires de´montre´s dans la section 2.3.2.2.
Remarque 2.22.
1. Sur l’hypothe`se a|∂Ω = 1. On peut en fait remplacer 1 par n’importe qu’elle constante
C re´elle positive (voir aussi la remarque 2.18).
2. L’hypothe`se la plus ge´narale sur la fonction a(p, x) sous laquelle le the´ore`me 2.21
reste vrai est : a(p, .)|∂Ω est inde´pendant de p et
Re (a(p, x)λ(x)) ≥ 0, ∀(p, x) ∈ D0 × ∂Ω.
3. Lorsque λ = 0, on n’a plus besoin d’hypothe`ses sur la trace sur ∂Ω de la fonction
a(p, x).
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2.3.2.1 De´monstration du the´ore`me 2.21
Tout comme pour le cas scalaire, nous allons suivre la pre´sentation donne´e en sec-
tion 2.1. On reprend les notations de la de´monstration du the´ore`me 2.17 pour les applica-
tions P0, P∇ et pour l’espace V˜ .
I - Reformulation de (2.21) en 2 syste`mes couple´s.
Soit le changement d’inconnue
u = a(p, .)v,
ou` a(p, x) est donne´ dans (AT4). L’hypothe`se a(p, .)|∂Ω = 1 et le fait que a(p, .) ∈ Lip(Ω)
entrainent alors que (v, ρ) ∈ D(W). Les nouvelles inconnues ve´rifient de plus le syste`me :
trouver (v, ρ) ∈ D(W) tel que :
pΓ(p, .)a(p, x)v(p, x)−∇ρ(p, x) = f1(x), pour x ∈ Ω,
a−1(p, x)pn(p, x)ρ(p, x) + a(p, x)−1 < ∇a(p, x), v(p, x) >
−div(v(p, x)) = a−1(p, x)f2(x), pour x ∈ Ω.
(2.27)
Remarquons, par (AT4) et le the´ore`me de Rademacher, que ∇a(p, x) appartient a` L∞(Ω)
et donc l’e´quation (2.27) peut encore se mettre sous la forme d’un syste`me de Frie-
drichs (2.21) avec l’ope´rateur de multiplication :
K˜(p, x) =
(
pΓ(p, x)a(p, x) 0
a−1(p, x) 〈∇a(p, x), I〉 pa−1(p, x)n(p, x)
)
∈ L∞(Ω,Hom(C4)).
Par (AT1), K˜(p, x) est holomorphe sur D0 pour presque tout x de Ω.
On utilise maintenant la de´compositon de Hodge (2.23). En projetant l’e´quation vectorielle
de (2.21), il vient le syste`me e´quivalent :
trouver (v, ρ) = (P0v + P∇v, ρ) ∈ D(W) tel que :
P0pΓ(p, x)a(p, x)P0v + P0pΓ(p, x)a(p, x)P∇v = P0f1, x ∈ Ω,
P∇pΓ(p, x)a(p, x)P∇v + P∇pΓ(p, x)a(p, x)P0v −∇ρ = P∇f1, x ∈ Ω,
a−1(p, x)pn(p, x)ρ(p, x) + a(p, x)−1 < ∇a(p, x), v(p, x) >
−div(P∇v) = a−1(p, x)f2(x), x ∈ Ω.
(2.28)
II - Traitement de la projection sur
((
∇× V˜
)
× {0}
)
.
Pour trouver P0v en fonction de P∇v, nous avons le lemme suivant.
Lemme 2.23. L’ope´rateur P0pΓ(p, .)a(p, .)P0 ∈ B
(
∇× V˜
)
est inversible, a` inverse borne´,
pour tout p ∈ D0\{0} et l’application p ∈ D0\{0} 7−→ (P0pΓ(p, .)a(p, .)P0)−1 ∈ B
(
∇× V˜
)
est holomorphe.
III - Proble`me ve´rifie´ par la projection sur
(
gradH1(Ω)× L2(Ω)).
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Par le lemme 2.23, on peut re´ecrire la premie`re e´quation de (2.28) comme suit :
P0v = (P0pΓ(p, .)a(p, .)P0)
−1 (P0f1 − P0pΓ(p, .)a(p, .)P∇v) , ∀p ∈ D0 \ {0}.
En reportant P0v dans (2.28), on obtient le proble`me :
trouver (w, ρ) ∈ D(W˜) tel que :(
B(p, .) + W˜
)( w
ρ
)
= g,
(2.29)
ou` w = P∇v et W˜ =
(
03×3 −∇
−divP∇ 0
)
est un ope´rateur ferme´ de domaine D(W˜) ={
(v, ρ) ∈ D(W) |v ∈ gradH1(Ω)3} . Le second membre, g ∈ gradH1(Ω) × L2(Ω), est de
plus donne´ par
g(p) =
(
P∇f1 − P∇pΓ(p)a(p)P0 (P0pΓ(p)a(p)P0)−1 P0f1
a(p)−1f2 − a(p)−1
〈
∇a(p), (P0pΓ(p)a(p)P0)−1 P0f1
〉 ) .
Enfin, l’ope´rateur de multiplication B(p) ∈ B (L2(Ω)4) est de´fini ci-dessous :
B(p) =(
P∇pΓ(p)a(p)P∇ − P∇pΓ(p)a(p)P0 (P0pΓ(p)a(p)P0)−1 P0pΓ(p)a(p)P∇ 0
a(p)−1
〈
∇a(p), I− (P0pΓ(p)a(p)P0)−1 P0pΓ(p)a(p)P∇I
〉
a(p)−1pn(p)
)
.
IV - Re´solution finale par the´orie de Fredholm analytique.
L’ine´galite´ de Majda (2.26) montre que la re´solvante de l’ope´rateur
(
W˜,D(W˜)
)
est
compacte. Les hypothe`ses (AT1) et (AT2) ainsi que lemme 2.23 entrainent que les fonc-
tions p ∈ D0 \{0} 7→ B(p) ∈ B
(
L2(Ω)4
)
et p ∈ D0 \{0} 7→ g(p) ∈ gradH1(Ω)×L2(Ω) sont
holomorphes. Ainsi, re´soudre (2.29) revient a` inverser la famille holomorphe, sur D0 \ {0},
d’ope´rateurs ferme´s, a` re´solvante compacte, donne´e par
(
B(p, .) + W˜,D(W˜)
)
.
L’inversibilite´ de l’ope´rateur B(p, .)+W˜ sur D(W˜) pour tout p ∈ (D0 \ {0}) \S ou` S est un
sous-ensemble discret, localement fini et e´ventuellement vide de D0 \{0} se de´montre de la
meˆme manie`re que dans le cas des milieux scalaires (voir de´monstration du the´ore`me 2.17).
Enfin, remarquons que l’application
p ∈ D0\ (S ∪ {0}) 7−→
(
B(p, .) + W˜
)−1 ∈ B (gradH1(Ω)× L2(Ω))
est holomorphe. Le lemme 2.23 montre que l’application p ∈ D0 \ S 7→ (P0v(p), ρ(p)) ∈
D(W˜ ) est holomorphe et il en est ainsi de meˆme pour
p ∈ D0\ (S ∪ {0}) 7−→ (v(p), ρ(p)) = (P∇v(p) + P0v(p), ρ(p)) ∈ L2(Ω)4.
En utilisant maintenant le changement inverse d’inconnue u(p, .) = a(p, .)v(p, .) et le fait
que a(p, .) ∈ Lip(Ω,C), on obtient l’estimation :
∀p ∈ D0\ (S ∪ {0}) ,
∥∥∥∥( u(p, .)ρ(p, .)
)∥∥∥∥
L2(Ω)4
≤ C(p) ‖f‖L2(Ω)4 ,
ou` C(p) > 0 est une constante.
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2.3.2.2 De´monstration du lemme 2.23
Le reste de la section est de´die´ a` la de´monstration du lemme ci-dessus. Nous com-
menc¸ons par donner un re´sultat interme´diaire dont la de´monstration peut aussi eˆtre
trouve´e dans [39].
Lemme 2.24. Il existe une constante C > 0 de´pendante uniquement de Ω telle que :
‖Φ‖L2(Ω)3 ≤ C ‖∇ × Φ‖L2(Ω)3 , pour tout Φ ∈ V˜ . (2.30)
De´monstration. L’ine´galite´ (2.30) est e´tablie par contradiction. Soit donc (Φn)n ⊂ V˜
une suite ve´rifiant ‖Φn‖L2(Ω)3 = 1 et ‖∇ × Φn‖L2(Ω)3 ≤ 1/n. Conside´rons l’ine´galite´ sui-
vante [28, 65] :
‖Φ‖H1(Ω)3 ≤ C
{
‖Φ‖L2(Ω)3 + ‖∇ × Φ‖L2(Ω)3 + ‖div(Φ)‖L2(Ω)
}
, ∀Φ ∈ V˜ . (2.31)
L’ine´galite´ (2.31) montre que (Φn)n est borne´e dans H1 et donc admet une sous-suite
fortement convergente dans L2(Ω)3 vers Φ0 ∈ H1(Ω)3. Comme Φn ∈ V˜ , pour tout n,
il suit divΦ0 = 0 au sens des distributions et ν × Φ0|∂Ω = 0 dans H−
1
2 (∂Ω)3. De plus,
‖∇ × Φn‖L2(Ω)3 ≤ 1n d’ou` il vient ∇× Φ0 = 0. Conside´rons maintenant la de´composition
de Hodge ([28] p.353) :
L2(Ω)3 = H0(curl0,Ω)⊕H(div0,Ω),
ou` H0(curl0,Ω) =
{
v ∈ L2(Ω)3 | ∇ × v = 0, dans Ω, ν × v = 0, sur ∂Ω}. On en de´duit
ainsi que Φ0 appartient a` la fois a` H0(curl0,Ω) et a` H(div0,Ω) impliquant Φ0 = 0 et
contredisant le fait que ‖Φ0‖L2(Ω)3 = 1.
De´monstration du lemme 2.23. L’inversion de P0pΓ(p)a(p)P0 sur ∇ × V˜ revient a`
re´soudre :
trouver Φ ∈ V˜ tel que pour tout Ψ ∈ V˜ :∫
Ω
〈
pΓ(p)a(p)∇× Φ,∇×Ψ〉 dx =< h,Ψ >eV ′×eV , (2.32)
ou` h appartient a` V˜ ′ (l’ensemble des formes line´aires sur V˜ ). Une inte´gration par parties, en
utilisant les conditions aux limites, entraine que Φ est solution du proble`me aux limites :
trouver Φ ∈ V˜ tel que : ∇× Γ(p, x)a(p, x)∇× Φ =
h
p
sur Ω
ν × Φ|∂Ω = 0 sur ∂Ω,
.
L’ine´galite´ (2.31) assure que l’ensemble V˜ est un espace de Hilbert lorsqu’il est muni
de la norme H1(Ω)3. La coercivite´ de la forme biline´aire issue de (2.32) est alors une
conse´quence du lemme 2.24. Le lemme de Lax-Milgram et (AT4) entrainent alors que (2.32)
est bien pose´. On obtient donc l’inversibilite´ de P0pΓ(p)a(p)P0, pour tout p ∈ D0 \{0}, sur
∇× V˜ graˆce a` l’hypothe`se (A4). Enfin, l’holomorphie de p ∈ D0 7−→ (P0pΓ(p)a(p)P0)−1 ∈
B
(
∇× V˜
)
provient des hypothe`ses (AT1) et (AT2) et du the´ore`me A.5.
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2.4 Re´sultats d’existence et d’unicite´ pour l’e´lasticite´ line´aire
On pre´sente ici des re´sultats d’existence et d’unicite´ pour l’e´lasticite´ line´aire (1.24)
lorsque des me´tamate´riaux homoge´ne´ise´s sont conside´re´s. Comme pour l’e´lectromagne´tisme
et l’acoustique, on donne tout d’abord des re´sultats concernant les milieux a` parame`tres
physiques scalaires (section 2.4.1) et ensuite pour ceux dont les indices sont tensoriels
(section 2.4.2).
2.4.1 Me´tamate´riaux e´lastiques a` indices scalaires
Pour e´tudier le proble`me (1.24) en pre´sence de me´tamate´riaux homoge´ne´ise´s a` pa-
rame`tres physiques scalaires, les hypothe`ses suivantes sont conside´re´es :
Hypothe`ses 2.25 (Me´tamate´riaux e´lastiques scalaires).
(E1) µ(p, x)−1 et (λ(p, x) + µ(p, x))−1 sont holomorphes sur D0 pour presque tout
x ∈ Ω.
(E2)
(
µ(p, x)−1, (λ(p, x) + µ(p, x))−1
) ∈ Lip(Ω,C)× L∞(Ω) pour tout p ∈ D0.
(E3) Il existe p0 dans D0 et α > 0 tels que :
Re{< p20X,X > +Re < µ−1(p0, x)Y, Y >}
+Re (λ(p0, x) + µ(p0, x))−1 |z|2 ≥ α(|X|2 + |Y |2 + |z|2),
pour presque tout x ∈ Ω et pour tout (X,Y, z) ∈ C3 × C3 × C.
Nous avons alors le re´sultat suivant :
The´ore`me 2.26. Supposons que les hypothe`ses 2.25 soient ve´rifie´es et que :
µ(p, x) = 1, ∀(p, x) ∈ D0 × ∂Ω.
Alors, pour tout F ∈ L2(Ω)13, l’e´quation (1.24) admet une unique solution pour tout
p ∈ D0\S ou` S ⊂ D0 est un sous-ensemble discret, localement fini et eventuellement
vide. La solution est de plus continue par rapport au second membre et l’application p ∈
D0\S 7−→ (v(p, .), u(p, .), w(p, .)) ∈ L2(Ω)13 est holomorphe.
Remarque 2.27. La remarque 2.18 est aussi valable pour l’e´lasticite´ line´aire. Ainsi,
concernant l’hypothe`se Γ|∂Ω = 1, on peut en fait remplacer 1 par n’importe quelle constante
C re´elle positive.
Comme pour le syste`me de l’acoustique avec le corollaire 2.19, nous pouvons ignorer
l’hypothe`se sur les traces sur ∂Ω de µ(p, .) en restreignant les conditions aux limites :
Corollaire 2.28. Supposons que les hypothe`ses (E1), (E2) et (E3) issues de 2.25 soient
ve´rifie´es. Supposons de plus que l’impe´dance de´finissant les conditions aux limites ve´rifie
Λ = 0 (conditions de Dirichlet). On a alors la meˆme conclusion que celle du the´ore`me 2.26.
Les preuves du the´ore`me 2.26 et du corollaire 2.28 sont donne´es, respectivement, dans
les sections 2.4.1.1 et 2.4.1.2.
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2.4.1.1 De´monstration du the´ore`me 2.26
Le syste`me de l’e´lasticite´ line´aire (1.9) se met sous la forme d’un syste`me de Friedrichs
(voir aussi (1.25)) :
trouver Π = (v1, v2, v3, u1, u2, u3, w) ∈ HE, tel que :{
(K(p, x) + E) Π = F, dans Ω,
< (wj)|∂Ω,ν > +νjγ|∂Ω − (Λ(x)uj)|∂Ω = 0, sur ∂Ω,
(2.33)
ou` F ∈ L2(Ω)13 est un second membre,K(p, x) est un ope´rateur de multiplication, diagonal
par blocs, donne´ par (1.26). Enfin, l’ope´rateur E est de´fini par
E =

0 0 0 ∇ 0 0 0
0 0 0 0 ∇ 0 0
0 0 0 0 0 ∇ 0
div 0 0 0 0 0 ∂1
0 div 0 0 0 0 ∂2
0 0 div 0 0 0 ∂3
0 0 0 ∂1 ∂2 ∂3 0

,
et admet pour domaine l’ensemble :
D(E) = {Π ∈ H(div,Ω)3 ×H1(Ω)3 ×H1(Ω) | Π|∂Ω ∈ ker(N(x))} .
ou` N(x) est l’application line´aire de´finissant les conditions aux limites. Remarquons, par le
the´ore`me 1.10, que l’ope´rateur (E,D(E)) est maximal monotone et ainsi le syste`me (2.33)
est bien pose´ pour p = p0. A` partir de maintenant, nous suivons la de´monstration du
the´ore`me 2.21 et donc le plan annonce´ dans la section 2.1.
I - Reformulation de (2.33) en 2 syste`mes couple´s.
On commence par effectuer les changements d’inconnues :{
vj = µ(p, .)Xj , j = 1, 2, 3,
w = µ(p, .)w˜.
Le fait que µ(p, .)|∂Ω = 1 et que µ(p, .) ∈ Lip(Ω) pour tout p ∈ D0 entrainent que les
nouvelles inconnues (X,u, w˜) appartiennent a` D(E). Elles ve´rifient de plus le proble`me
suivant :
trouver (X,u, w˜) ∈ D(E) tels que :
Xj −∇uj = gj , dans Ω, pour j = 1, 2, 3,
p2µ(p, x)−1uj − µ(p, x)−1 〈∇µ(p, x), Xj〉 −
(
µ(p, x)−1∂jµ(p, x)
)
w˜
−div(Xj)− ∂jw˜ = −µ(p, x)−1fj , dans Ω,
(λ(p, x) + µ(p, x))−1µ(p, x)w˜ − div(u) = h, dans Ω.
(2.34)
Le the´ore`me de Rademacher et la re´gularite´ en x de µ(p, .) montrent que ∇µ(p, .) ∈
L∞(Ω) et ainsi le proble`me (2.34) peut encore se mettre sous la forme du syste`me de
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Friedrichs (2.33) avec l’ope´rateur de multiplication suivant :
K˜(p, x) =
I3 0I3 0I3 0 0 0 0
0I3 I3 0I3 0 0 0 0
0I3 0I3 I3 0 0 0 0
R(p, x) 0 0 p2µ(p)−1 0 0 −µ(p)−1∂1µ(p)
0 R(p, x) 0 0 p2µ(p)−1 0 −µ(p)−1∂2µ(p)
0 0 R(p, x) 0 0 p2µ(p)−1 −µ(p)−1∂3µ(p)
0 0 0 0 0 0 (λ(p) + µ(p))−1µ(p)

ou` R(p, x) : X ∈ C3 7→ (−µ(p, x)−1 〈∇µ(p, x), X〉) ∈ C.
En partant de la de´composition de Hodge (2.23), on obtient la de´composition ortho-
gonale de L2(Ω)13 qui suit :
L2(Ω)13 =
((
∇× V˜
)4 × {0}4)⊕ ((gradH1(Ω))4 × L2(Ω)4) . (2.35)
On re´utilise les notations de la de´monstration du the´ore`me 2.21. En projettant maintenant
le proble`me (2.34), il vient :
trouver (X,u, w˜) ∈ D(E) tels que :
P0Xj = P0gj , dans Ω, pour j = 1, 2, 3,
P∇Xj −∇uj = P∇gj , dans Ω, pour j = 1, 2, 3,
p2µ(p, x)−1uj − µ(p, x)−1 〈∇µ(p, x), P0Xj + P∇Xj〉
− (µ(p, x)−1∂jµ(p, x)) w˜ − div(Xj)− ∂jw˜ = −µ(p, x)−1fj , dans Ω,
(λ(p, x) + µ(p, x))−1µ(p, x)w˜ − div(u) = h, dans Ω.
(2.36)
II - Traitement de la projection sur
(
∇× V˜
)3 × {0}4.
Le vecteur (P0X1, P0X2, P0X3, 0, 0, 0, 0) est dans le noyau de E et on peut l’obtenir
facilement a` partir du proble`me (2.36). En effet :
P0Xj = P0gj .
III - Proble`me ve´rifie´ par la projection sur
((
gradH1(Ω)
)4 × L2(Ω)4).
La composante vivant dans l’orthogonal du noyau de E est (P∇X,u, w˜) et elle ve´rifie
de plus le proble`me :
trouver Π˜ = (P∇X1, P∇X2, P∇X3, u1, u2, u3, w˜) ∈ D(E˜), tel que :(
B(p, .) + E˜
)
Π = F˜ ,
(2.37)
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ou` le second membre vaut
F˜ (p) =
 P∇g−µ(p, .)f +R(p, .)P0g
h
 ∈ (gradH1(Ω))3 × L2(Ω)4.
L’ope´rateur B(p, .) est de´fini a` partir de l’ope´rateur de multiplication K˜(p, .) comme sa
restriction a` l’ensemble
(
gradH1(Ω)
)3 × L2(Ω)4. C’est donc un ope´rateur borne´ et holo-
morphe sur D0 (par (E1) et (E2)). Enfin E˜ est l’ope´rateur de´fini par :
E˜ =

0 0 0 ∇ 0 0 0
0 0 0 0 ∇ 0 0
0 0 0 0 0 ∇ 0
divP∇ 0 0 0 0 0 ∂1
0 divP∇ 0 0 0 0 ∂2
0 0 divP∇ 0 0 0 ∂3
0 0 0 ∂1 ∂2 ∂3 0

,
ayant pour domaine D(E˜) = D(E) ∩ ((gradH1(Ω))3 × L2(Ω)4).
IV - Re´solution finale par the´orie de Fredholm analytique.
En reprenant la construction du the´ore`me 2.7, on conside`re l’ine´galite´ de Majda [65]
suivante :
∀Π = (v1, v2, v3, u1, u2, u3, w˜) ∈ D(E) ∩ (H(curl,Ω))3 × L2(Ω)4,
‖Π‖H1(Ω)13 ≤ C
‖Π‖L2(Ω)13 + ‖EΠ‖L2(Ω)13 + 3∑
j=1
‖∇ × vj‖L2(Ω)3
 . (2.38)
Par l’ine´galite´ ci-dessus, la re´solvante de
(
E˜,D(E˜)
)
est compacte. Comme (E,D(E)) est
maximal monotone et B(p, .) est un ope´rateur borne´ de
(
gradH1(Ω)
)3×L2(Ω)4 pour tout
p ∈ D0, il suit que l’ensemble re´solvant de B(p) + E˜ est non vide pour tout p ∈ D0.
De ce fait, re´soudre (2.37) revient a` inverser une famille holomorphe d’ope´rateurs ferme´s
a` re´solvante compacte. La fin de la de´monstration utilise alors la the´orie de Fredholm
analytique (A.7) et est similaire a` celle du the´ore`me 2.21.
2.4.1.2 De´monstration du corollaire 2.28
Il suffit de reprendre la de´monstration du the´ore`me 2.26 et de remarquer que la
condition µ(p, .)|∂Ω = C, ∀p ∈ D0, C ∈ R+, n’est pas necessaire lorsque des conditions de
Dirichlet sont conside´re´es.
2.4.2 Me´tamate´riaux e´lastiques a` indice tensoriel
Pour e´tudier le syste`me (1.24) en pre´sence de me´tamate´riaux homoge´ne´ise´s a` indices
tensoriel, on a les hypothe`ses suivantes :
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Hypothe`ses 2.29 (Me´tamate´riaux e´lastiques tensoriels).
(ET1) µ(p, x)−1 et (λ(p, x) + µ(p, x))−1 sont holomorphes sur D0 pour presque tout
x ∈ Ω.
(ET2) µ(p, x)−1 et (λ(p, x) + µ(p, x))−1 appartiennent a` L∞(Ω) pour tout p ∈ D0.
(ET3) Il existe p0 dans D0 et α > 0 tels que :
Re{< p20X,X > +Re < µ−1(p0, x)Y, Y >}
+Re (λ(p0, x) + µ(p0, x))−1 |z|2 ≥ α(|X|2 + |Y |2 + |z|2),
pour tout (X,Y, z) ∈ C3 × C3 × C et pour presque tout x ∈ Ω.
(ET4) Il existe α > 0 et une fonction a : C× Ω 7→ a(p, x) ∈ C, lipschitzienne sur Ω,
holomorphe sur D0 et ve´rifiant a(p, .)|∂Ω = 1, telle que
Re (< µ(p, x)−1a(p, x)X,X >) ≥ α|X|2,
pour presque tout x ∈ Ω et pour tout (X, p) ∈ C3 ×D0.
Nous avons alors le re´sultat suivant :
The´ore`me 2.30. Supposons que les hypothe`ses 2.29 soient ve´rifie´es. Alors, pour tout F ∈
L2(Ω)13, l’e´quation (1.24) admet une unique solution pour tout p ∈ D0\S ou` S ⊂ D0 est un
sous-ensemble discret, localement fini et eventuellement vide. La solution est de plus conti-
nue par rapport au second membre et l’application p ∈ D0\S 7−→ (v(p, .), u(p, .), w(p, .)) ∈
L2(Ω)13 est holomorphe.
Remarque 2.31. La remarque 2.22 concernant l’hypothe`se a(p, .)|∂Ω = 1 est aussi valable
pour le the´ore`me (2.30).
2.4.2.1 De´monstration du the´ore`me 2.30
Nous reprenons la sche´ma de de´monstration de´crit dans la section (2.1).
I - Reformulation de (2.33) en 2 syste`mes couple´s.
On commence par effectuer les changements d’inconnues suivants :{
vj = a(p, .)Xj , j = 1, 2, 3 ,
w = a(p, .)w˜,
ou` a(p, x) est de´fini a` partir de l’hypothe`se (AT4). Le fait que a(p, .)|∂Ω = 1 et a(p, .) ∈
Lip(Ω) pour tout p ∈ D0 entrainent que les nouvelles inconnues ve´rifient (X,u, w˜) ∈ D(E).
Elles sont de plus solutions du proble`me :
trouver (X,u, w˜) ∈ D(E) tels que :
µ(p, x)−1a(p, x)Xj −∇uj = gj , dans Ω, pour j = 1, 2, 3,
p2a(p, x)−1uj − a(p, x)−1 〈∇a(p, x), Xj〉 −
(
a(p, x)−1∂ja(p, x)
)
w˜
−div(Xj)− ∂jw˜ = −a(p, x)−1fj , dans Ω,
(λ(p, x) + µ(p, x))−1a(p, x)w˜ − div(u) = h, dans Ω.
(2.39)
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On projette alors le syste`me (2.39) selon la de´composition de Hodge (2.35). On obtient le
proble`me suivant :
trouver (X,u, w˜) ∈ D(E) tels que :
P0µ(p, x)−1a(p, x)P0Xj + P0µ(p, x)−1a(p, x)P∇Xj = P0gj , dans Ω,
P∇µ(p, x)−1a(p, x)P∇Xj + P∇µ(p, x)−1a(p, x)P0Xj −∇uj = P∇gj ,
p2a(p, x)−1uj − a(p, x)−1 〈∇a(p, x), P0Xj + P∇Xj〉
− (a(p, x)−1∂ja(p, x)) w˜ − div(P∇Xj)− ∂jw˜ = −a(p, x)−1fj ,
(λ(p, x) + µ(p, x))−1a(p, x)w˜ − div(u) = h, dans Ω.
(2.40)
II - Traitement de la projection sur
(
∇× V˜
)3 × {0}4.
En reprenant la de´monstration du lemme 2.23 et en utilisant l’hypothe`se (ET4), il
vient :
P0Xj =
(
P0µ(p, .)−1a(p, .)P0
)−1 {−P0µ(p, .)−1a(p, .)P∇Xj + P0gj} , pour j = 1, 2, 3.
Enfin, l’application p ∈ D0 7→
(
P0µ(p, .)−1a(p, .)P0
)−1 ∈ B(∇× V˜ ) est holomorphe.
III - Proble`me ve´rifie´ par la projection sur
((
gradH1(Ω)
)4 × L2(Ω)4).
La projection sur
(
gradH1(Ω)
)4 × L2(Ω)4 ve´rifie le proble`me :
trouver Π˜ = (P∇X1, P∇X2, P∇X3, u1, u2, u3, γ) ∈ D(E˜), tel que :(
B(p, .) + E˜
)
Π = F˜ ,
(2.41)
ou` F˜ ∈ (gradH1(Ω))3 × L2(Ω)4 est le second membre donne´ par
F˜ (p) =
 P∇g − P∇µ(p, .)
−1a(p, .)P0
(
P0µ(p, .)−1a(p, .)P0
)−1
P0g
−a(p, .)−1f + a(p, .)−1
〈
∇a(p, .), (P0µ(p, .)−1a(p, .)P0)−1 P0g〉
h
 .
L’ope´rateur B(p, .) est un ope´rateur borne´ de
(
grad(H1(Ω))
)3×L2(Ω)4 qui, par (ET1) et
(ET2), est de plus holomorphe sur D0.
IV - Re´solution finale par the´orie de Fredholm analytique.
La fin de la de´monstration est similaire a` l’e´tape 4 de celle du the´ore`me 2.26.
2.5 Etude de quelques exemples
Cette section est consacre´e a` l’illustration des re´sultats pre´sente´s dans ce chapitre
sur quelques exemples, issus de la litte´rature, dont la plupart ont e´te´ introduits dans
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la section 1.1.2. Nous commenc¸ons par les appliquer a` l’e´tude des e´quations de Max-
well en pre´sence d’un re´seau pe´riodique de Split-Ring-Resonators (SRR) (section 2.5.1),
d’un me´tamate´riau chiral construit a` partir d’un re´seau de « Ω-particle resonator » (sec-
tion 2.5.2) et d’un me´tamate´riau bi-anisotropique (section 2.5.3). Des exemples pour le
syste`me de l’acoustique donne´s par un me´tamate´riau ayant un indice de re´fraction ne´gatif
ainsi que par des conditions aux limites absorbantes de type PML (Perfectly-Matched-
Layer) sont ensuite traite´s respectivement dans les sections 2.5.4 et 2.5.5. Un dernier
exemple est donne´ par un me´tamate´riaux e´lastique ayant une densite´ de masse et un
coefficient de Lame´ µ ne´gatifs (section 2.5.6).
2.5.1 Re´seau pe´riodique de Split-Ring-Resonator (SRR)
Conside´rons un re´seau pe´riodique de SRR inclus dans Ω ⊂ R3, un ouvert connexe
borne´ de frontie`re de classe C1. Les parame`tres du milieu homoge´ne´ise´ sont donne´s par (1.2).
Le the´ore`me 2.7 est alors utilise´ pour e´tudier le syste`me (1.1)-(1.2). Les hypothe`ses 2.5
doivent ainsi eˆtre ve´rifie´es :
(B1) : ε et µ donne´s par (1.2) de´pendent de p comme des fractions rationnelles et sont donc
holomorphes sur D0 = C\Z ou` Z est l’ensemble des ze´ros de leurs de´nominateurs :
Z =
{
Γ−
√
Γ2 − 4ω20
2
, 0,
Γ +
√
Γ2 − 4ω20
2
}
,
ou` nous avons choisi la de´termination de la racine carre´e complexe telle que
√
y =
i
√−y pour tout y ∈ R−.
(B2) : Les coefficients ε et µ ne de´pendent pas de x et de´finissent donc des applications
lipschitziennes sur Ω.
(B3) : Soit g : p ∈ R\{0} 7−→ −p2 − ω20 + pΓ ∈ R. Alors g atteint son maximum en
p0 = Γ/2. Comme g(p0) > 0 il suit la validation de (B3).
Le the´ore`me 2.7 assure alors que les e´quations de Maxwell en pre´sence d’un re´seau
de SRR homoge´ne´ise´ (1.1)-(1.2) sont bien pose´es pour tout f ∈ H(div,Ω)2 et pour tout p
dans D0\S˜ ou` S˜ est un ensemble discret, localement fini et eventuellement vide de D0.
Remarque 2.32. Le the´ore`me 2.14 peut aussi s’appliquer pour e´tudier le proble`me (1.1)-
(1.2). Il faut dans ce cas ve´rifier les hypothe`ses 2.12. La ve´rification des trois premie`res
est similaire a` (B1), (B2) et (B3) et uniquement (DT4) reste a eˆtre valide´e. Il suffit pour
cela de prendre aϑ(p, x) = ϑ(p, x) pour ϑ ∈
{
ε−1, µ−1
}
et D0 = C\Z. Le the´ore`me 2.14
entraine alors l’existence et l’unicite´ d’une solution pour (1.1)-(1.2), pour tout f ∈ L2(Ω)6
et pour tout p dans D0\S ou` S est un ensemble discret, localement fini et eventuellement
vide de D0.
Finalement, notons que S peut eˆtre diffe´rent de S˜. Cela provient du fait que les the´ore`mes 2.14
et 2.7 assurent le caracte`re bien pose´ des e´quations de Maxwell en pre´sence de me´tamate´riaux
obtenus par homoge´ne´isation pour des classes de seconds membres diffe´rentes.
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2.5.2 Me´tamate´riau chiral base´ sur un mode`le de type « Ω-particle
resonator »
Nous e´tudions maintenant un me´tamate´riau construit a` partir d’un mode`le de type
« Ω-particle resonator » inclus dans Ω. Les caracte´ristiques du milieu homoge´ne´ise´ sont
donne´es dans (1.4). L’e´tude du syste`me (1.3)-(1.4) se fait en appliquant, une fois de plus,
le the´ore`me 2.7. Il faut ainsi ve´rifier les hypothe`ses 2.6 :
(C1) : La permittivite´, la perme´abilite´ et la chiralite´ de´finies par (1.4) sont des fractions
rationnelles en p. L’hypothe`se (C1) est donc ve´rifie´e sur C\Z pour Z = {( γ ±√
γ2 − ω20 )/2}.
(C2) : Les coefficients ε, µ et β sont inde´pendants de x et donc lipschitziens sur Ω. La
fonction p2ε(p, x)µ(p, x)M(p, x) est non-nulle pour tout p /∈ Z ∪ {pj , j = 1 · · · 5},
ou` (pj)j de´signe l’ensemble des ze´ros de cette fonction. Les valeurs explicites des
Ωε,µ,β et εb, µb donne´es dans [94] et quelques calculs conduisent a` :
p1 = 0, 05146743450− 1.909033734i,
p2 = 0, 05146743450 + 1.909033734i,
p3 = 0, 05498575999− 1.927011242i,
p4 = 0, 05498575999 + 1.927011242i,
p5 = 0.
(C3) : Nous utilisons la matrice K(p) donne´e par (2.8). En remarquant que l’hypothe`se
(C3) revient a` ve´rifier la coercivite´ de K(p), nous calculons ses valeurs propres :
σ(K(p)) =
{
ε(p) + µ(p)−√ε(p)2 − 2ε(p)µ(p) + µ(p)2 − 4ε(p)2µ(p)2p2β(p)2p
2 + 2p2ε(p)µ(p)β(p)
ε(p) + µ(p) +
√
ε(p)2 − 2ε(p)µ(p) + µ(p)2 − 4ε(p)2µ(p)2)p2β(p)2p
2 + 2p2ε(p)µ(p)β(p)
}
,
chacunes e´tant de multiplicite´ 3. Ainsi le spectre de K(1) = K(1)∗ est
σ(K(1)) = {0.9536351793, 3.444237487} ⊂ R∗+,
et donc K(p0) est coercive pour p0 = 1.
Le the´ore`me 2.7 s’applique alors et affirme que les e´quations de Maxwell (1.3) en
pre´sence d’un me´tamate´riau chiral construit a` partir d’un mode`le de type « Ω-particle
resonator » (1.4) sont bien pose´es pour tout f ∈ H(div,Ω)2 et pour tout p ∈ D0\S ou` S
un ensemble exceptionnel de points de D0.
2.5.3 Un me´tamate´riau bi-anisotropique
Conside´rons maintenant un me´tamate´riau construit a` partir d’un re´seau compose´ de
Split-Ring-Resonator bi-anisotropiques introduit dans [53]. Les parame`tres physiques d’un
tel milieu sont de´finis dans (1.6) et le the´ore`me 2.7 est utilise´ pour e´tudier le syste`me (1.5)-
(1.6). Les hypothe`ses 2.5 doivent donc eˆtre ve´rifie´es :
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(B1) : Les parame`tres physiques donne´s dans (1.6) de´pendent de p comme des fractions
rationnelles. Ils sont donc holomorphes sur C prive´ de l’ensemble des poˆles de leurs
de´nominateurs. Plus pre´cisement, leur domaine commun d’holomorphie est :
D0 = C\Z avec Z =
γ ±
√
γ2 − ω2LC
2
 .
(B2) : Les coefficients ε(p, x), µ(p, x), ξ(p, x) et ζ(p, x) sont trivialement lipschitziens sur
Ω pour tout p ∈ C\Z. Il reste a` montrer que ε(p, x)µ(p, x) − ξ(p, x)ζ(p, x) est
diffe´rent de ze´ro sur un sous-ensemble de D0. On peut calculer les ze´ros en p de
cette fonction en utilisant les valeures explicites de dc0/l2 = 0.75ωLC , F = 0.3 et
γ = 0.05ωLC (voir figure 2 de [53]). Cette fonction est ainsi non-nulle pour tout
p ∈ D0 := C\(Z ∪ {pi, i = 1 · · · 5}) ou` :
p1 = (0.1522392099 + 1.128302032i)ωLC ,
p2 = (−0.09152492420 + 1.131232555i)ωLC ,
p3 = (−0.09152492420− 131232555i)ωLC ,
p4 = (0.1522392099 + 1.128302032i)ωLC ,
p5 = 0.
(B3) : Il faut trouver p0 ∈ D0 tel que la contrainte de coercivite´ impose´e par (B3) soit
satisfaite. Cela se rame`ne a` trouver p0 pour lequel l’ope´rateur de multiplication
K(p) (2.8) soit coercif en p0. Des calculs montrent que le spectre de cette matrice
est :
σ(K(p, .)) =
{(
ε(p) + µ(p, .)−
√
(ε(p)2 − 2µ(p)ε(p) + µ(p)2 + 4ξ(p)2)
) p
2
,(
ε(p) + µ(p) +
√
(ε(p)2 − 2µ(p, .)ε(p) + µ(p)2 + 4ξ(p)2)
) p
2
}
,
ou` chacune des valeurs propres est de multiplicite´ 3. Ainsi, pour p0 = ωLC , on a
K(ωLC) = K(ωLC)∗ et de plus
σ(K(ωLC)) = {0.7997334285ωLC , 1.132958880ωLC} ⊂ R+∗.
K(ωLC) est donc coercive.
Le the´ore`me 2.7 montre alors l’existence et l’unicite´ d’une solution aux e´quations de
Maxwell (1.5) en pre´sence d’un re´seau pe´riodique de SRR bi-anisotropiques (1.6) pour
tout f ∈ (H(div,Ω))2 et pour tout p ∈ D0\S ou` S est un ensemble discret, localement fini
et eventuellement vide de D0.
2.5.4 Me´tamate´riau acoustique ayant un indice de re´fraction ne´gatif
E´tudions maintenant le cas d’un me´tamate´riau acoustique cre´e´ a` partir de petits tubes
troue´s comme repre´sente´ dans la figure 1.9. Le comportement d’un tel milieu est mode´lise´
par le syste`me de l’acoustique (1.7) avec les parame`tres physiques issus de (1.8). Nous
utilisons le the´ore`me 2.17 et donc les hypothe`ses 2.20 doivent eˆtre ve´rifie´es :
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(A1) : Les parame`tres physiques donne´s par (1.8) sont holomorphes sur D0 = C\ {0, γ}.
(A2) : Les quantite´s Γ et n ne de´pendent pas de x et sont inversibles pour tout (x, p) ∈
Ω×D0.
(A3) : Pour p0 ∈ R+ suffisamment grand, il vient p0B−1
(
1− ω2sh
γp0−p20
)
> 0 et l’hypothe`se
est ainsi ve´rifie´e.
Le the´ore`me 2.17 assure alors que le syste`me (1.7)-(1.8) admet une unique solution
continue par rapport a` tout second membre f ∈ L2(Ω)4 pour tout p ∈ D0\S ou` S est un
ensemble discret, localement fini et e´ventuellement vide de D0.
2.5.5 Perfectly-Matched-Layers : Invisibilite´ approche´e pour l’acoustique
Les mate´riaux permettant de re´aliser une cape d’invisibilite´ parfaite posse`de des pa-
rame`tres physiques singuliers en espace (voir la section 1.1.1 et/ou [41, 80, 89, 22, 27]).
Afin de passer outre cette difficulte´, des milieux dont les parame`tres sont a` la fois borne´s
et coercifs et re´alisant de l’invisiblite´ dite approche´e ont e´te´ re´cemment propose´s [42].
Cependant, la plupart des milieux the´oriques introduits a` cet effet ne de´pendent pas de la
pulsation comme des fractions rationnelles et ainsi ne sont pas des me´tamate´riaux au sens
de V.G. Veselago [92]. C’est pourquoi nous introduisons maintenant le milieu fictif PML
(Perfectly-Matched-Layers). En effet, ce dernier est de´fini a` partir de conditions aux limites
absorbantes et ainsi fournit un milieu d’invisibilite´ approche´e car il absorbe fortement les
ondes diffracte´es. On peut se reporter a` cet effet a` [56] pour l’application a` l’invisibilite´
en « back-scattering ». En vue des proprie´te´s « exotiques » du mate´riau PML, nous le
conside´rons ici comme un me´tamate´riau en un sens e´tendu. Nous allons donc appliquer
nos re´sultats au syste`me de l’acoustique (1.7) en pre´sence d’un tel milieu.
Introduisons tout d’abord la construction du milieu PML base´e sur un plongement
complexe de R3 [56]. Soit donc Θ un ouvert convexe de Ω de frontie`re de classe C3 dont la
normale unitaire sortante est nΘ. L’ouvert Θ e´tant convexe, il existe, pour tout x ∈ Ω, un
unique ηx ∈ ∂Θ tel que h = dist(x, ∂Θ) = |x−ηx| et x = ηx+hnΘ(ηx). Soit σ ∈ C3(R+,R+)
tel que lims→+∞ σ(s) = lims→+∞ σ
′
(s) = +∞ et σ(0) = σ′(0+) = 0. La formulation
complexe des PML est alors obtenue en utilisant l’invariance par transformations d’espace
du syste`me de l’acoutique et le changement de variables suivant :
x˜ : R3 −→ C3, x 7−→ x˜(x) = x+ σ(h)nΘ(ηx)
p
. (2.42)
Soit enfin J(p, x) = ∇x˜(p, x) le jacobien du changement de variable, nous supposons
que (2.42) de´finit un diffe´omorphisme pour tout (p, x) ∈ C\{0} × Ω. La justification
pre´cise de ce fait se trouve dans [56]. Le syste`me de l’acoustique en pre´sence de PML
est ainsi (1.7) ou` l’ope´rateur de multiplication est de´finit par (1.23) pour les parame`tres
physiques :
pΓ(p, x) =
√
det(g(p, x)) g(p, x)−1, pn(p, x) = p2det(g(p, x)), (2.43)
ou` g(p, x) = (J(p, x)TJ(p, x))−1. On suppose de plus que le milieu PML inclus dans
Θ est ancre´ dans Ω contenant de l’air comme repre´sente´ par la figure 2.2. Ainsi, pour
tout x ∈ Ω \ Θ on a x˜(x) = I et donc Γ(p, x) = I3 et n(p, x) = 1 pour tout p dans
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Fig. 2.2: Milieu PML dans de l’air
C\{0}. Remarquons enfin que l’application x ∈ Ω 7−→ Γ(p, x) ∈ Hom(C3) est (au moins)
lipschitzienne pour tout p en vertue des hypothe`ses sur Θ et σ.
Nous montrons maintenant le caracte`re bien pose´ de (1.7)-(1.23)-(2.43) en appliquant
le the´ore`me 2.21. Les hypothe`ses 2.20 doivent donc eˆtre ve´rifie´es :
(A1) : L’application p ∈ D0 = C\{0} 7−→ g(p, x) ∈ Hom(C3) est holomorphe pour presque
tout x dans Ω. Il en est de meˆme pour p 7→ Γ(p, x) et p 7→ n(p, x).
(A2) : g(p, x) est inversible pour tout p ∈ D0 et pour presque tout x ∈ Ω. De plus, g(p, .)
et g(p, .)−1 sont borne´es sur Ω car σ est de classe C3(R+,R+), ne s’annule jamais et
le changement de variables x 7→ x˜(x) (2.42) est, par hypothe`se, un diffe´omorphisme.
(A3) : La matrice g(p0) est coercive pour p0 = 1. Il en est donc de meˆme pour l’application
(X, z) 7→ |z|2Re(n(1, x)) +Re{< Γ(1, x)X,X >}.
(A4) : Soit a(p, x) =
(√
det(g(p, x))
)−1
. Alors, par hypothe`se, a(p, x) est holomorphe
sur D0 et lipschitzienne sur Ω. Comme les PML sont incluses dans de l’air, on a
a(p, .)|∂Ω = 1. De plus
〈
Γ(p, x)a(p, x)X,X
〉
= |J(p, x)X|2 et ainsi (A4) est satisfaite
car l’application x −→ x˜(x) est un diffe´omorphisme.
Le syste`me (1.7)-(1.23)-(2.43) est alors bien pose´ par le the´ore`me 2.21 pour tout
p ∈ D0\S ou` S est un ensemble exceptionnel de points de D0.
Remarque 2.33. Les e´quations de Maxwell (1.1) en pre´sence de PML sont aussi bien
pose´es. En effet, en utilisant l’invariance par transformations d’espace des e´quations de
Maxwell et le changement de variables (2.42), on obtient que le milieu PML est caracte´rise´
par les parame`tres physiques :
pε(p, x) = pµ(p, x) =
g(p, x)√
det(g(p, x))
. (2.44)
Pour cela nous utilisons le the´ore`me 2.14 et les hypothe`ses 2.12 doivent donc eˆtre ve´rifie´es.
Remarquons tout d’abord que les hpothe`ses (BT1), (BT2) et (BT3) ont de´ja` e´te´ valide´es
lors de la ve´rification de (A1) ,(A2) et (A3). Pour (DT4), on prend aε(p, x) = aµ(p, x) =√
det(g(p, x)). Ainsi les e´quations de Mawell (1.1)-(2.44) en pre´sence de PML sont bien
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pose´es pour tout p ∈ D0\S ou` S est un ensemble discret, localement fini et e´ventuellement
vide de D0 = C\{0}.
2.5.6 Un me´tamate´riau pour l’e´lasticite´ line´aire
Le dernier exemple e´tudie´ est un me´tamate´riau homoge´ne´ise´ pour l’e´lasticite´ line´aire
posse´dant un coefficient de Lame´ µ(p) ne´gatif. Il a e´te´ introduit dans [95] et est de´crit
dans 1.1.2. Ses parame`tres physiques sont donne´s dans (1.10). Nous utilisons maintenant
le corollaire 2.28 et devons alors ve´rifier les hypothe`ses 2.29 :
(E1) : L’holomorphie de µeff(p) et λeff(p) est assure´e par l’holomorphie des fonctions de
Hankel et de Bessel sphe´riques de premie`re espe`ce. Les de´finitions et proprie´te´s de
ces fonctions spe´ciales peuvent eˆtre trouve´es dans [1]. Les coefficients de Lame´ et
par suite µ(p, x)−1 et (λ(p, x) + µ(p, x))−1 sont holomorphes sur D0 = C\{0}.
(E2) : Les parame`tres du me´tamate´riau homoge´ne´ise´ (1.10) ne de´pendent pas de x ∈ Ω
et posse`dent ainsi la re´gularite´ requise.
(E3) : Les figures 4 et 6 issues de [95] (ou encore la figure 1.10) montrent que, pour p0 = 1,
les coefficients µeff et λeff sont des constantes strictement positives.
Le corollaire 2.28 montre alors, pour tout p ∈ D0\S ou` S un ensemble discret, localement
fini et e´ventuellement vide de D0, que le syste`me (1.25)-(1.26)-(1.10) admet une unique
solution continue par rapport au terme source.

3
Approximation nume´rique de mode`les
homoge´ne´ise´s de me´tamate´riaux
Les me´tamate´riaux sont, pour la plupart, obtenus a` partir d’une homoge´ne´isation
re´alise´e autour de certaines fre´quences donnant lieu a` des milieux « volumiques ». Nous
sommes donc amene´s a` travailler en re´gime harmonique. De ce fait, une manie`re natu-
relle de simuler les proble`mes mode´lisant la propagation d’ondes dans les me´tamate´riaux
est d’utiliser un sche´ma de type e´le´ments finis volumique. Rappelons a` cet effet que P.
Fernandez et al. ont formule´ dans [18, 74, 73] certaines remarques concernant la conver-
gence du sche´ma e´le´ments finis pour l’approximation des e´quations de Maxwell e´crites
comme un syste`me d’ordre 2. Ces travaux fournissent des exemples ou` l’approche clas-
sique, applique´e a` l’e´tude des me´tamate´riaux, donne lieu a` des instabilite´s nume´riques.
Enfin, ils permettent de montrer l’importance de la coercivite´ des parame`tres physiques
pour la simulation nume´rique. Cependant, lorsque des me´tamate´riaux sont conside´re´s,
les parame`tres physiques perdent leur coercivite´. Ainsi, l’approximation nume´rique de ce
type de milieux souffre des meˆmes difficulte´s que celles lie´es a` l’e´tude de leur mode´lisation
mathe´matique. La validite´ des me´thodes nume´riques classiques utilise´es pour l’approxi-
mation de ces proble`mes peut donc eˆtre mise en doute lorsque des me´tamate´riaux sont
conside´re´s. Le but de ce chapitre est l’e´tude de l’approximation nume´rique de mode`les
homoge´ne´ise´s de me´tamate´riaux.
La premie`re section est de´die´e a` l’e´tude nume´rique du sche´ma e´le´ments finis pour
l’e´quation de Helmholtz. Cette dernie`re correspond au syste`me de l’acoustique re´e´crit a`
l’ordre 2. Nous commenc¸ons par rappeler un re´sultat de convergence valable seulement
pour des milieux classiques, ou encore coercifs. Nous pre´sentons ensuite des exemples de
me´tamate´riaux the´oriques pour lesquels une solution exacte peut eˆtre calcule´e. On montre
alors que la solution nume´rique obtenue avec le sche´ma e´le´ments finis ne converge pas vers
cette solution exacte. Cela fournit des contre-exemples de la validite´ des e´le´ments finis
pour l’approximation nume´rique de me´tamate´riaux dont la mode´lisation donne lieu a` un
proble`me d’ordre 2.
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Concernant l’approximation nume´rique de syste`mes du premier ordre rentrant dans le
cadre introduit au chapitre 2 (cela permet de conside´rer des me´tamate´riaux conduisant a`
un proble`me bien pose´), on propose un sche´ma nume´rique de type e´le´ments finis adapte´ a` la
pre´sence de me´tamate´riau. Ce dernier est appele´ par la suite sche´ma EF-AL. La deuxie`me
section est alors de´die´e a` l’e´tude de ce sche´ma. On commence par donner un re´sultat de
convergence valable de`s que le proble`me conside´re´ est bien pose´. On pre´sente enfin des
simulations nume´riques du syste`me de l’acoustique sur les cas tests pre´ce´dents pour les-
quels le sche´ma e´le´ments finis classique n’e´tait plus valable afin de valider nume´riquement
le re´sultat de convergence de´montre´ pre´ce´demment.
Nous avons introduit le sche´ma EF-AL en re´ponse au contre-exemple montrant la non-
validite´ des e´le´ments finis pour l’approximation nume´rique des me´tamate´riaux. Ce sche´ma
e´tait utilise´ pour le syste`me d’ordre 1 contrairement aux e´le´ments finis pour l’e´quation de
Helmholtz. Ainsi, nous nous inte´ressons dans la dernie`re partie, a` titre de comparaison, a`
un sche´ma adapte´ aux syste`mes d’ordre 1 : le galerkin discontinu (GD). La dernie`re partie
de ce chapitre concerne alors l’e´tude nume´rique du sche´ma GD pour l’approximation des
me´tamate´riaux homoge´ne´ise´s. Nous commenc¸ons par rappeler un re´sultat de convergence
valable uniquement pour des milieux usuels. L’application de ce sche´ma aux exemples
pre´ce´demment mentionne´s est ensuite pre´sente´e. Ces derniers montrent que le GD semble
rester convergent sur ces cas la`. Nous n’avons, cependant, aucune de´monstration confir-
mant ce comportement.
3.1 Sche´ma E´le´ments Finis usuel
On commence par re´e´crire le syste`me de l’acoustique avec des conditions aux limites
de Dirichlet (1.7) comme une e´quation aux de´rive´es partielles d’ordre 2. Il suffit, pour cela,
de reporter la premie`re e´quation de (1.7) dans la seconde. On obtient ainsi :
trouver ρ ∈ H1(Ω) tel que :{
div (σ(p, x)∇ρ)− p2n(p, x)ρ = g, pour x ∈ Ω,
ρ|∂Ω = 0,
(3.1)
ou` σ = (Γ)−1 et g = −f2 − div (σf1) ∈ H−1(Ω). Une formulation faible pour (3.1) est
maintenant obtenue en multipliant l’e´quation (3.1) par des fonctions tests v ∈ H10 (Ω) et
en inte´grant par parties. Il vient alors :
trouver ρ ∈ H10 (Ω) tel que pour tout v ∈ H10 (Ω) :
a(ρ, v) = l(v),
(3.2)
ou`
a(ρ, v) :=
∫
Ω
〈
σ(p, x)∇ρ,∇v〉+ p2n(p, x)ρvdx
est une forme sesquiline´aire sur H10 (Ω) × H10 (Ω) et l est une forme line´aire sur H10 (Ω)
de´finie ci-dessous
l(v) = −
∫
Ω
gvdx.
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Dans la suite de cette section on pre´sente le sche´ma e´le´ments finis pour le proble`me de
Helmholtz. On rappelle tout d’abord un the´ore`me concernant la convergence de ce sche´ma
lorsque l’on traite le cas de milieux classiques. Des contres exemples de la validite´ des
e´le´ments finis pour l’approximation nume´rique des me´tamate´riaux sont alors propose´s.
3.1.1 Pre´sentation du sche´ma
La me´thode des e´le´ments finis permet d’approximer nume´riquement le proble`me (3.2).
On se donne pour cela une famille {Vh}h>0 d’espaces de dimension finie ve´rifiant les
proprie´te´s suivantes :{ Vh ⊂ H10 (Ω), ∀h > 0,
∀v ∈ H10 (Ω), ∃ (v˜h)h>0 ∈ Vh tel que limh→0 ‖v − v˜h‖H10 (Ω) = 0,
(3.3)
Nous rappelons alors, pour le cas de milieux classiques, le re´sultat de convergence sui-
vant [33].
The´ore`me 3.1. Supposons que Γ(p0, .) et p20n(p0) soient coercifs pour un certain p0.
Alors :
1) le proble`me
a(ρh, vh) = l(vh), ∀vh ∈ Vh,
admet une unique solution pour tout h > 0.
2) On a, pour C > 0 une constante inde´pendante de h, l’estimation d’erreur
‖ρ− ρh‖H10 (Ω) ≤ C infvh∈Vh ‖ρ− vh‖H10 (Ω) .
3) limh→0 ‖ρ− ρh‖H10 (Ω) = 0, ∀p ∈ D0 \ S.
De´monstration rapide. Par hypothe`se, la forme biline´aire a est coercive sur H10 (Ω)×
H10 (Ω). Le proble`me discret admet alors trivialement une unique solution.
Comme Vh ⊂ H10 (Ω), on obtient que a(ρ− ρh, vh) = 0, ∀vh ∈ Vh, et donc :
a(ρ− ρh, ρ− ρh) = a(ρ− ρh, ρ− vh), ∀vh ∈ Vh.
Par hypothe`se, p20n(p0) et Γ(p0, .) sont coercifs. Il en est donc de meˆme pour σ = (Γ(p0))
−1.
L’ine´galite´ de Cauchy-Schwarz entraine alors :
α ‖ρ− ρh‖H10 (Ω) ≤M ‖ρ− vh‖H10 (Ω) , ∀vh ∈ Vh, (3.4)
ou` α > 0 est la constante de coercivite´ de a et M sa constante de continuite´. De
l’ine´galite´ (3.4) on tire l’estimation :
‖ρ− ρh‖H10 (Ω) ≤
M
α
inf
vh∈Vh
‖ρ− vh‖H10 (Ω)
L’ine´galite´ pre´ce´dente et les proprie´te´s d’approximations de Vh entrainent enfin :
lim
h→0
‖ρ− ρh‖H10 (Ω) = 0, ∀p ∈ D0 \ S.
On a donc de´montre´ la convergence de ρh vers ρ ce qui ache`ve la de´monstration.
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Remarque 3.2. Par le 2) du the´ore`me 3.1, l’ordre de convergence des e´le´ments fini est
donne´ implicitement par infvh∈Vh ‖ρ− vh‖H10 (Ω).
Un des ingre´dients essentiels de la de´monstration du the´ore`me 3.1 est l’ine´galite´ (3.4).
Cette dernie`re provient de la coercivite´ de Γ(p0, .) et de p20n(p0, .). Dans le cas ou` des
me´tamate´riaux sont inclus dans Ω, on perd cette coercivite´. Ainsi la convergence du
sche´ma e´le´ments finis pour l’approximation des me´tamate´riaux n’est plus assure´e par
le the´ore`me 3.1. On propose, ci-apre`s, des exemples de me´tamate´riaux the´oriques pour
lesquels une solution exacte peut eˆtre calcule´e et dont la solution nume´rique obtenue par
e´le´ments finis diverge de cette dernie`re.
3.1.2 Tests nume´riques
Afin d’e´tudier l’approximation nume´rique des me´tamate´riaux avec le sche´ma e´le´ments
finis, on suppose que Ω contient un milieu caracte´rise´ par un module de masse Γ et un
indice de re´fraction n. On pre´sente maintenant les diffe´rents cas tests que nous allons
approximer dans la suite de ce chapitre. On donne ensuite les seconds membres ainsi que
les solutions explicites associe´es. Nous pre´sentons alors l’espace d’approximation utilise´ et
les re´sultats nume´riques obtenus.
3.1.2.1 Un milieu classique
Soit Ω =]0, 1[×]0, 1[. Le mate´riau est suppose´ inclus dans le disque de centre (12 , 12) et
de rayon 23 , note´ D. En particulier, on a :
D =
{
(x, y) ∈ R2 | (x− 1
2
)2 + (y − 1
2
)2 =
(
2
3
)2}
.
Les parame`tres du milieu sont donne´s par :
Γ(p, x) =
{
1 + p× 10−5, ∀x ∈ Ω \D
5 + 3p× 10−5, ∀x ∈ D ,
n(p, x) = 13 . ∀x ∈ Ω,
(3.5)
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Second membre et solutions explicites
On se donne maintenant un second membre particulier pour lequel une solution au
proble`me (1.7) peut eˆtre calcule´e explicitement.(
f1
f2
)
=
(
div (pΓ(p)uex)−∇ρex
pn(p)ρex − div(uex)
)
,
ρex(x, y) = x(1− x)y(1− y)
[
3icos(x2 + y2) + (x2 + y2)
]
, (3.6)
uex(x, y) =
(
ixy2 + 2x2
ix2y + 2y2
)
.
Les graphes des solutions explicites sont repre´sente´s dans la figure 3.1. Nous avons choisi
comme solution exacte les fonctions (uex, ρex) ci-dessus car elles ve´rifient la condition a`
la limite. De plus, bien qu’elles soient re´gulie`res, leurs approximations nume´riques par un
espace de dimension fini compose´ de polynoˆmes va obligatoirement pre´senter un re´sidu.
De´finition du maillage
Afin de de´finir l’espace d’approximation Vh, on commence par conside´rer un maillage
de Ω ⊂ R2 donne´ par une triangulation Th compose´e de triangles non-de´ge´ne´re´s. Nous
avons ainsi Ω =
⋃
T∈Th T ou` l’inte´rieur de T est disjoint de l’inte´rieur de T˜ de`s lors que
T est distinct de T˜ . On suppose de plus que le maillage est conforme. Cela signifie que
l’intersection de deux mailles distinctes est soit vide, soit un sommet, soit une face. Enfin,
afin d’e´viter certains proble`mes techniques, on suppose que le maillage est re´gulier au sens
de Ciarlet [33] :
∀T ∈ Th, diam(T )
pT
≤ h,
ou` diam(T ) est le diame`tre de T et pT est le diame`tre du cercle inscrit dans T . Un exemple
de tel maillage, pour le cas e´tudie´, est repre´sente´ dans la figure 3.2.
L’espace d’approximation e´le´ments finis
Nous allons approximer le proble`me (3.2) avec des e´le´ments P1. Ces derniers sont des
e´le´ments de l’espace vectoriel suivant :
Vh,EF =
{
v ∈ C (Ω) | v|∂Ω = 0, v|T ∈ P1, ∀T ∈ Th} ,
ou` P1 = Vect {1, x, y} de´signe l’ensemble des polynoˆmes de degre´ au plus 1. En suivant [33],
on a la caracte´risation suivante de cet espace d’approximation :
Vh,EF = Vect {φm | m = 1, . . . , nS} ,
φm(Sn) = δmn, 1 ≤ m,n ≤ nS ,
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(a) Re(ρex) (b) Im(ρex) (c) |ρex|
(d) Re(u1ex) (e) Im(u1ex) (f) |(u1ex)|
(g) Re(u2ex) (h) Im(u2ex) (i) |(u2ex)|
Fig. 3.1: Graphe des solutions exactes
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Fig. 3.2: Exemple de maillage de Ω =]0, 1[×]0, 1[
ou` δmn est le delta de Kronecker et {Sj}j=1,...,nS de´signe l’ensemble des sommets de Th.
Les φm sont appele´es fonctions de base. Pour les construire explicitement, nous proce´dons
comme dans [33]. Conside´rons T ∈ Th un triangle de sommets Sj = (xj , yj) et T̂ le triangle
rectangle unite´ dont les sommets sont {(0, 0), (0, 1), (1, 0)}. Les fonctions de bases associe´es
a` T̂ sont, pour tout (x̂, ŷ) ∈ T̂ , de´finies par :
φ̂1(x̂, ŷ) = 1− x̂− ŷ, φ̂2(x̂, ŷ) = x̂, φ̂3(x̂, ŷ) = ŷ.
Soit la transformation affine bijective suivante permettant de passer de T a` T̂ (voir fi-
gure 3.3) :
ϕT : (x̂, ŷ) ∈ T̂ 7−→
(
x1 + (x2 − x1)x̂+ (x3 − x1)ŷ
y1 + (y2 − y1)x̂+ (y3 − y1)ŷ
)
∈ T.
Les fonctions de bases sur T sont alors donne´es par la formule φTj = φ̂j ◦
(
ϕT
)−1.
Finalement, on rappelle que l’espace Vh,EF ve´rifie :
Proposition 3.3 ([33], p.69 the´ore`me 3.26). Nous avons la proprie´te´ d’approximation
suivante [33] :
∀v ∈ H10 (Ω) ∩H2(Ω),∃v˜h ∈ Vh,EF tel que ‖v − v˜h‖H10 (Ω) ≤ Ch ‖v‖H2(Ω) , C > 0.
La proposition 3.3 et le the´ore`me 3.1 de´montrent la convergence de l’approximation
e´le´ments finis pour le cas des mate´riaux classiques. La remarque 3.2 permet de plus d’af-
firmer que l’ordre de convergence de la me´thode est 1.
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Fig. 3.3: Transformation de T̂ vers T
Re´sultats nume´riques
Dans toute la suite, l’erreur est calcule´e sur des maillages, conformes et re´guliers, de
Ω de plus en plus fin. Pour chaque maillage T , le parame`tre h est donne´ par :
h =
maxT∈T rT
2
,
ou` rT est le rayon du cercle inscrit au triangle T . Nous repre´sentons toujours l’erreur
non-normalise´e
Erreur = ‖Solex − Solnum‖L2(Ω) .
De plus, afin de calculer ces erreurs, nous avons utilise´ une formule d’inte´gration nume´rique
donne´e a` partir des points de quadrature de Gauss-Lobatto [33]. Enfin, nous avons pris
un nombre suffisant de points de quadrature pour que l’erreur engendre´e par la formule
d’inte´gration approche´e ne pollue pas l’erreur du sche´ma.
On pre´sente maintenant le re´sultat de la simulation par e´le´ments finis du proble`me (3.2)
en pre´sence du milieu classique (3.5) lorsque p = iω pour ω = 1.
La courbe d’erreur est repre´sente´e par la figure 3.4. La pente de la droite de re´gression
est 2.0739. Notons que cela est plus que l’ordre estime´ a` partir de la proposition 3.3 et du
the´ore`me 3.1 qui annoncent que la me´thode est d’ordre 1. Ce phe´nome`ne bien connu [33]
est appele´ super-convergence des e´le´ments finis. Il est de plus principalement duˆ a` la
re´gularite´ du maillage.
3.1. Sche´ma E´le´ments Finis usuel 109
Fig. 3.4: Erreur L2 des e´le´ments finis pour le mate´riau classique
3.1.2.2 Un me´tamate´riau pour lequel le sche´ma EF est valide
On suppose que Ω =]0, 1[×]0, 1[ et que le me´tamate´riau est inclus dans D. Les pa-
rame`tres physiques du me´tamate´riau conside´re´ sont donne´s par :
Γ(p, x) =
{
1, ∀x ∈ Ω \D
−5, ∀x ∈ D ,
n(p, x) =
{
1, ∀x ∈ Ω \D
−3, ∀x ∈ D.
(3.7)
Nous reprenons maintenant le second membre et la solution explicite correspondante (3.6).
Les hypothe`ses sur le maillage ainsi que l’espace d’approximation utilise´ sont les meˆmes
que sur le cas test pre´ce´dent. Notons cependant que le the´ore`me 3.1 ne s’applique pas
car Γ n’est pas coercif. On donne maintenant les re´sultats nume´riques obtenus sur ce cas
test.
L’erreur obtenue pour l’approximation par e´le´ments finis du proble`me (3.2) en pre´sence
du me´tamate´riau (3.7) lorsque p = iω pour ω = 1 est repre´sente´e dans la figure 3.5. La
pente de la droite de re´gression est 2.0792 soit, une fois encore, plus que l’ordre annonce´
par le the´ore`me 3.1. Nous avons ainsi un exemple de me´tamate´riaux pour lequel le sche´ma
e´le´ments finis se comporte comme pour le cas d’un milieu usuel.
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Fig. 3.5: Erreur L2 des e´le´ments finis pour le me´tamate´riau constant
3.1.2.3 Un me´tamate´riau constant par morceaux : contre-exemple de la validite´ des
e´le´ments finis
Une fois encore Ω =]0, 1[×]0, 1[ et le me´tamate´riau est inclus dans D. Il posse`de de
plus les parame`tres physiques suivants :
Γ(p, x) =
{
1 + p× 10−5, ∀x ∈ Ω \D
−1 + 3p× 10−5, ∀x ∈ D ,
n(p, x) = 1. ∀x ∈ Ω.
(3.8)
La ge´ome´trie ainsi que les caracte´ristiques du mate´riau sont repre´sente´s dans la figure 3.6.
On reprend le second membre et la solution exacte correspondante donne´e par (3.6).
Nous faisons aussi de meˆme pour le maillage et l’espace d’approximation utilise´. Nous
approximons maintenant le proble`me (3.1), en pre´sence du me´tamate´riau (3.8), lorsque
p = iω pour ω = 1 par e´le´ments finis avec des polynoˆmes de degre´ 1 sur chaque triangles.
Les re´sultats nume´riques obtenus sont repre´sente´s dans la figure 3.8 pour la solution
nume´rique pour le maillage le plus fin et 3.7 pour l’erreur L2 entre la solution re´elle et son
approximation. La pente de la droite de re´gression est 1.0212. La conclusion est alors plutoˆt
visuelle. En effet, bien que la droite de re´gression soit de´croissante, la courbe d’erreur oscille
e´norme´ment. Cela empe`che de conclure quant a` la la convergence du sche´ma nume´rique.
Cette observation se confirme en comparant la figure 3.1 donnant le graphe des solutions
explicites avec 3.8 repre´sentant la solution de (3.1)-(3.8) calcule´e par e´le´ments finis lorsque
h = hmin. On a ainsi exhibe´ un exemple de me´tamate´riau constant par morceaux pour
lequel le sche´ma e´le´ments finis usuel semble ne pas converger.
Remarque 3.4. N’ayant pas montre´ l’unicite´ de la solution au proble`me (3.1)-(3.8),
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Fig. 3.6: Ge´ome´trie et parame`tres d’un me´tamate´riau constant par morceaux
Fig. 3.7: Erreur L2 des e´le´ments finis pour le me´tamate´riau constant par morceaux
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
Fig. 3.8: Solutions nume´riques calcule´es par e´le´ments finis, lorsque h = hmin, pour le
me´tamate´riau constant par morceaux
nous ne pouvons pas conclure re´ellement a` la non-convergence du sche´ma mais plutoˆt a`
l’apparition de re´sultats nume´riques pouvant induire une erreur sans autre analyse.
3.1.2.4 Un me´tamate´riau lipschitzien
Le domaine Ω est le carre´ unite´ de R2 soit Ω =]0, 1[×]0, 1[. Le me´tamate´riau est
maintenant suppose´ inclus dans l’ensemble (non-convexe) suivant :
O =
{
(x, y) ∈ R2
∣∣∣∣∣ f(x, y) :=
(
8(y − 1
3
)− 28.8(x− 1
2
)2
)2
− (1− 9(x− 1
2
)2) < 0
}
.
Les indices du me´tamate´riaux sont :
pΓ(p, x) =
{
p, ∀x ∈ Ω \ O,
p+ pf(x, y)
(
10p(−x4 − y3) + 1 + 10x2 + 7xy) , ∀x ∈ O,
pn(p, x) =
{
p, ∀x ∈ Ω \ O,
p
(
7xyex
2+y2p+ 5x cos(3pi
√
x+ y2)
)
, ∀x ∈ O.
(3.9)
Notons que les parties re´elles du milieu sont ne´gatives pour p = iω avec ω = 1 (voir
figure 3.9).
Une fois encore, nous reprenons le donne´es issues de (3.6) ainsi que le meˆme maillage
et espace d’approximation que pour les cas tests pre´ce´dents. Nous approximons mainte-
nant par e´le´ments finis la solution de (1.7)-(3.9) lorsque p = iω pour ω = 1. Le re´sultat
nume´rique obtenu avec le sche´ma e´le´ments finis et des polynoˆmes de degre´ 1 est alors
repre´sente´, lorsque h = hmin, par la figure 3.11 pour l’approximation nume´rique et 3.10
pour l’erreur. La conclusion est, une fois de plus, visuelle. Cette fois-ci la courbe d’erreur ne
semble pas de´croitre avec le raffinement de maillage. Cette observation se confirme avec
3.1. Sche´ma E´le´ments Finis usuel 113
(a) Re(Γ(iω, x)) (b) Im(Γ(iω, x))
(c) Re(n(iω, x)) (d) Im(n(iω, x))
Fig. 3.9: Repre´sentation des indices lipschitziens lorsque ω = 1.
Fig. 3.10: Erreur L2 des e´le´ments finis pour le me´tamate´riau lipschitzien
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
Fig. 3.11: Solutions nume´riques calcule´es, lorsque h = hmin, par e´le´ments finis pour le
me´tamate´riau lipschitzien
la comparaison des figures 3.1 et 3.11, ou` la solution nume´rique est celle obtenue pour
h = hmin. Le sche´ma e´le´ments finis ne semble donc donc pas convergent sur l’exemple de
me´tamate´riau lipschitzien posse´dant les parame`tres physiques de´crits dans (3.9).
3.2 Un sche´ma e´le´ments finis adapte´ : le sche´ma EF-AL
Nous avons pre´sente´, dans la section pre´ce´dente, des me´tamate´riaux the´oriques pour
lesquels le sche´ma e´le´ments finis usuel donne des re´sultats a priori non-convergents. Or, si
on conside`re ces exemples sous la forme de syste`mes d’ordre 1, les re´sultats du chapitre 2
permettent de de´montrer que ces proble`mes sont bien-pose´s (cela est de´montre´ dans la suite
avec les propositions 3.11 et 3.12). Cela motive l’introduction d’un autre sche´ma nume´rique
dont le but est d’approximer les uniques solutions de certains syste`mes de Friedrichs en
pre´sence de me´tamate´riaux obtenus par homoge´ne´isation. Ce sche´ma, appele´ dans la suite
sche´ma EF-AL, est base´ sur des ide´es de A.K. Aziz et S. Leventhal publie´es dans [4]. C’est
un sche´ma de type e´le´ments finis. Son principal atout est que sa convergence est assure´e
de`s lors que le proble`me aux limites conside´re´ est bien pose´.
Cette section pre´sente dans un premier temps le sche´ma EF-AL. Nous donnons en-
suite un re´sultat de convergence pour ce sche´ma valable de`s que le proble`me conside´re´
est bien pose´. Nous pre´sentons enfin des validations nume´riques sur le syste`me de l’acous-
tique (1.22) en reprenant les cas test introduits en section 3.1.2.
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3.2.1 Pre´sentation du sche´ma EF-AL
Nous conside´rons ici un ope´rateur diffe´rentiel du premier ordre, a` coefficients constants,
de type syste`me de Friedrichs donne´ par
L = K(p, x) +
d∑
j=1
Aj∂j ,
dont le domaine D (L) est de´fini ci-dessous :
D(L) =
u ∈ L2(Ω)k
∣∣∣∣∣∣
d∑
j=1
Aj∂ju ∈ L2(Ω), u(x) ∈ ker (N(x)) ∀x ∈ ∂Ω
 ,
ou` les conditions aux limites donne´es par N sont suppose´es maximales positives au sens
de la de´finition 1.4.
Le sche´ma EF-AL est base´ sur la discre´tisation de la formulation variationelle sui-
vante :
trouver u ∈ D (L) tel que pour tout v ∈ D (L) :
Ap(u, v) :=
∫
Ω
〈
Lu,Lv
〉
dx =
∫
Ω
〈
f,Lv
〉
dx,
(3.10)
ou` f ∈ L2(Ω)k est un terme source. On suppose maintenant que le proble`me
trouver u ∈ D (L) tel que :
Lu = f, dans Ω, (3.11)
est bien pose´. Par conse´quent, l’ope´rateur L : D(L) → L2(Ω)k est un isomorphisme et
les proble`mes (3.10) et (3.11) sont e´quivalents. Afin de discre´tiser la formulation variatio-
nelle (3.10), nous introduisons une famille d’espaces de dimension finie, note´s Vh, tels que
Vh ⊂ D (L). On a tout d’abord le :
Lemme 3.5. Supposons que le proble`me (3.11) soit bien pose´. Alors :
dim (Vh) = dim (LVh) .
De´monstration. Soit h > 0 fixe´ et {φj}j=1,...,m une base de Vh. Soit les fonctions sui-
vantes
ψj = Lφj .
Alors tout ψh ∈ LVh s’e´crit comme une combinaison line´aire des ψj .
Il ne reste donc plus qu’a` prouver que la famille {ψj}j=1,...,m est libre. Conside´rons donc
{λj}j=1,...,m ⊂ C des scalaires tels que
∑m
j=1 λjψj = 0. Par de´finition des ψj et par line´arite´
de l’ope´rateur L, il suit :
m∑
j=1
λjψj = L
 m∑
j=1
λjφj
 = 0.
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Comme φj ∈ Vh ⊂ D(L), l’unicite´ de la solution du proble`me (3.11) entraine que
m∑
j=1
λjφj = 0.
Ainsi, la famille {φj}j=1,...,m e´tant une base de Vh, il vient λ1 = · · · = λm = 0 ce qui
termine la de´monstration.
Nous sommes maintenant en mesure de de´montrer l’existence et l’unicite´ d’une solu-
tion au proble`me discretise´ :
Proposition 3.6. Supposons que le proble`me (3.11) soit bien pose´ et conside´rons le
proble`me discret suivant :
trouver uh ∈ Vh tel que pour tout v ∈ Vh :
Ap(uh, vh) =
∫
Ω
〈
f,Lvh
〉
dx.
(3.12)
Alors il existe un unique uh ∈ Vh solution du proble`me discret (3.12).
De´monstration. Le proble`me discret (3.12) est e´quivalent a` l’inversion de la matrice
Ah = (Ap(φh,j , φh,l)) ou` (φh,j)j est une base de Vh. Le lemme 3.5 assure que la matrice
Ah est une matrice carre´e. Elle est donc inversible si elle est injective.
Soit donc uh ∈ Vh tel que Ahuh = 0. Comme Vh ⊂ D(L), il suit que uh ve´rifie (3.11) avec
pour second membre f = 0. Le caracte`re bien pose´ de ce proble`me entraine alors uh = 0
ce qui termine la de´monstration.
3.2.2 Convergence du sche´ma EF-AL
Nous e´tudions ici la convergence du sche´ma EF-AL. On a le re´sultat suivant :
The´ore`me 3.7. Supposons que le proble`me (3.11) soit bien pose´ pour tout p ∈ D0 \ S
ou` S est un sous-ensemble discret, localement fini et e´ventuellement vide de D0 (voir cha-
pitre 2 pour les hypothe`ses ne´cessaires). Soit (Vh)h une famille d’espaces d’approximation
de dimensions finies telle que :{ Vh ⊂ D(L), ∀h > 0,
∀v ∈ D (L) , ∃ v˜h ∈ Vh tel que limh→0 ‖v − v˜h‖D(L) = 0.
Alors, en conside´rant uh(p, .) la solution du proble`me discre´tise´ (dont l’existence et l’unicite´
est assure´e par le lemme 3.6), on a :
1) l’estimation d’erreur suivante :
‖u(p, .)− uh(p, .)‖L2(Ω)k ≤ C inf
vh∈Vh
‖u− vh‖D(L) , ∀p ∈ D0 \ S,
ou` C > 0 est une constante inde´pendante de h,
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2) et limh→0 ‖u(p, .)− uh(p, .)‖L2(Ω)k = 0.
De´monstration. Soit p ∈ D0\S fixe´. On conside`re uh ∈ Vh l’unique solution du proble`me
discre´tise´ (3.11) dont l’existence et l’unicite´ sont assure´es par le lemme 3.6. Comme Vh ⊂
D(L), il vient :
Ap(u, vh) = Ap(uh, vh), ∀vh ∈ Vh.
Comme vh − uh ∈ Vh, on obtient :
Ap(u− uh, vh − uh) = 0, ∀vh ∈ Vh.
En remarquant alors que vh − uh = (vh − u) + (u− uh), il suit :
‖L(u− uh)‖2L2(Ω)k = Ap(u− uh, u− uh) = Ap(u− uh, u− vh), ∀vh ∈ Vh.
Enfin, en utilisant l’ine´galite´ de Cauchy-Schwarz sur le membre de droite de l’ine´galite´
ci-dessus, on obtient :
‖L(u− uh)‖L2(Ω)k ≤ ‖L(u− vh)‖L2(Ω)k , ∀vh ∈ Vh.
Pour de´montrer l’estimation d’erreur, il ne reste donc plus qu’a` obtenir des bornes infe´rieures
et supe´rieures sur ‖Lv‖L2(Ω)k pour tout v ∈ D(L).
La borne supe´rieure de´coule simplement du caracte`re borne´ de l’ope´rateur de multipli-
cation K(p, .). En effet, il existe une constante M > 0 telle que l’ine´galite´ suivante soit
satisfaite :
‖Lu‖L2(Ω)k ≤M ‖u‖D(L) , ∀u ∈ D(L).
Pour minorer la norme de Lv, on utilise le fait que le proble`me (3.11) admette une unique
solution continue par rapport aux termes sources. Ainsi l’ope´rateur L : D(L) → L2(Ω)k
est inversible a` inverse borne´. On en de´duit alors l’existence d’une constante α > 0 telle
que :
α ‖u‖L2(Ω)k ≤ ‖Lu‖L2(Ω)k , ∀u ∈ D(L).
Par suite, il vient l’estimation d’erreur suivante :
‖u(p, .)− uh(p, .)‖L2(Ω)k ≤
M
α
inf
vh∈Vh
‖u− vh‖D(L) , ∀p ∈ D0 \ S.
En conside´rant maintenant u˜h le projete´ de u sur Vh et en utilisant les proprie´te´s d’ap-
proximations des Vh, on a finalement :
lim
h→0
‖u− uh‖L2(Ω)k ≤
M
α
lim
h→0
‖u− u˜h‖D(L) = 0,
ce qui ache`ve la de´monstration.
Remarque 3.8.
1. L’hypothe`se fondamentale du the´ore`me 3.7 est le caracte`re bien pose´ de (3.11).
Nous avons ainsi besoin des re´sultats de´montre´s au chapitre 2 pour approximer
nume´riquement le syste`me (3.11) avec le sche´ma EF-AL lorsque des me´tamate´riaux
sont conside´re´s.
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2. L’ordre de convergence du sche´ma EF-AL est donne´ par infvh∈Vh ‖u− vh‖D(L) (voir
le 2) du the´ore`me 3.7 ou encore la remarque 3.2 pour le cas du sche´ma e´le´ments
finis usuel).
3. Le the´ore`me 3.7 assure la convergence du sche´ma EF-AL pour le syste`me de Frie-
drich 3.11 en pre´sence de me´tamate´riaux homoge´ne´ise´s de`s lors qu’il admet une
unique solution continue par rapport aux donne´es. Le caracte`re bien pose´ de ce type
de syste`mes a e´te´ e´tudie´ au chapitre 2 ou` des re´sultats d’existence et d’unicite´ ont
e´te´ de´montre´s pour tout p ∈ D0 \ S avec S un ensemble exceptionnel de points
de D0. Ainsi, la convergence du sche´ma EF-AL a lieu pour tout p dans D0 sauf
pour un certain ensemble inconnu de pulsations. Cependant, lors des expe´riences
nume´riques, nous devons fixer un p = p1 ∈ D0 et la question de savoir si p1 ap-
partient a` l’ensemble S ou non est, malheureusement, difficilement re´soluble. Par
contre, les fre´quences singulie`res ne sont que des points dans le plan complexe et
ainsi la probabilite´ de selectionner l’un d’eux est nulle.
3.2.3 Applications au syste`me de l’acoustique
On pre´sente ici des applications du sche´ma EF-AL a` l’approximation nume´rique du
syste`me de l’acoustique (1.22) en pre´sence des cas tests pre´sente´s dans la section 3.1.2.
Nous commenc¸ons ainsi par de´finir l’espace d’approximation utilise´. On donne ensuite les
re´sultats nume´riques.
3.2.3.1 Discre´tisation
Afin de de´finir l’espace d’approximation, on conside`re Th un maillage re´gulier et
conforme de Ω. L’hypothe`se fondamentale du the´ore`me 3.7 est que l’espace d’approxi-
mation utilise´ est inclu dans le domaine de l’ope´rateur que l’on cherche a` approximer.
Ainsi, pour approcher les solutions de (1.7), nous devons trouver Vh ve´rifiant :
Vh ⊂ D(W) :=
{
(ρ, u) ∈ H1(Ω)×H(div,Ω) | ρ|∂Ω = 0
}
.
L’approximation de ρ ∈ H10 (Ω) peut se faire avec l’espace Vh,EF qui consiste en des
e´le´ments P1 classiques. Concernant l’inconnue u ∈ H(div,Ω), des e´le´ments spe´cifiques
doivent eˆtre introduits. Ce sont les e´le´ments de Raviart-Thomas [33] qui sont de´finis comme
suit :
Vh,RT =
{
u ∈ L2(Ω)2 |u|T ∈ P1 × P1, [〈νF , u〉] = 0, ∀F ∈ ∂T, ∀T ∈ Th
}
,
ou` νF est une normale unitaire a` la face F et [〈νF , u〉] de´signe le saut de la composante
normale de u sur la face F .
Notons que la conditions sur les composantes normales des sauts entraine que Vh,RT est
un sous-espace de H(div,Ω). Conside´rons maintenant {Fj}j=1,...,nF ⊂ Fh l’ensemble des
faces du maillage Th. Une base de Vh,RT est donne´e ci-dessous :
Vh,RT = Vect {Rm | m = 1, . . . , nF } ,∫
Fl
〈Rm,νFl〉 ds = δlm, 1 ≤ l,m ≤ nF .
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Remarque 3.9. Le signe du delta de Kronecker intervenant dans relation de´finissant
les fonctions de base de´pend de l’orientation de la normale. Pour avoir le signe +, on a
suppose´ que tous les triangles sont oriente´s de la meˆme manie`re [33].
Une fois de plus ces fonctions de base peuvent eˆtre calcule´es explicitement. On reprend
les notations de la section 3.1.2 et on passe alors par le triangle rectangle T̂ pour lequel
on a :
R̂1(x̂, ŷ) = (x̂, ŷ), R̂2(x̂, ŷ) = (x̂, ŷ)− (0, 1), R̂3(x̂, ŷ) = (x̂, ŷ)− (1, 0).
On obtient ainsi les fonctions de bases sur T , de sommets {Sl}l=1,2,3 et de faces {Fj}j=1,2,3,
qui sont donne´es par RTj (x, y) =
1
meas(Fj)
((
x
y
)
− S˜j
)
, ou` S˜j est le sommet oppose´ a`
Fj (voir figure 3.12).
Fig. 3.12: Notations pour les e´le´ments de Raviart-Thomas
On conside`re maintenant l’espace d’approximation suivant pour la simulation nume´-
rique, avec le sche´ma EF-AL, du syste`me de l’acoustique (1.22) :
Vh,AL = {(uh, ρh) | uh ∈ Vh,RT et ρh ∈ Vh,EF } .
Ce dernier ve´rifie de plus la proprie´te´ ci-dessous.
Proposition 3.10 ([33], p.89 the´ore`me 4.11). L’espace Vh,AL la proprie´te´ d’approximation
suivante
∀(u, ρ) ∈ D2(W),∃ (u˜h, ρ˜h) ∈ Vh,AL tel que
∥∥∥∥( u− u˜hρ− ρ˜h
)∥∥∥∥
D(W)
≤ Ch
∥∥∥∥( uρ
)∥∥∥∥
D2(W)
,
ou` C > 0 est une constante et
Ds(W) := {v ∈ D(W) |v ∈ Hs(Ω) et Wv ∈ Hs(Ω)} .
Le the´ore`me 3.7 et la proposition 3.10 montrent la convergence du sche´ma EF-AL
pour l’espace d’approximation de´fini par Vh,AL, de`s lors que le proble`me e´tudie´ est bien
pose´.
L’ordre de convergence est de plus donne´ par le 1) du the´ore`me 3.7. Le sche´ma EF-AL
est ainsi d’ordre 1.
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3.2.3.2 Validation sur le milieu classique
On reprend ici la cas test donne´ par la mate´riau classique dont les parame`tres phy-
siques sont de´crits dans (3.5). On approxime alors le proble`me (1.7)-(3.5) avec le sche´ma
EF-AL dans l’espace d’approximation donne´ par Vh,AL.
La courbe d’erreur est repre´sente´e dans la figure 3.13 et la pente de la droite de re´gression
vaut 1.6161. Le sche´ma EF-AL est donc convergent avec un ordre de convergence compa-
rable a` celui annonce´ dans le the´ore`me 3.7.
Fig. 3.13: Erreur L2 du sche´ma AL pour le milieu classique
3.2.3.3 Validation sur le me´tamate´riau constant par morceaux
Nous reprenons le cas test (3.6) avec la ge´ome´trie repre´sente´e par la figure 3.6 et les
parame`tres physiques (3.8).
Afin d’appliquer le the´ore`me 3.7, on examine tout d’abord le caracte`re bien pose´ de (1.7)-
(3.8).
Proposition 3.11. Le syste`me (1.7)-(3.8) admet une unique solution, continue par rap-
port a` tout second membre f ∈ L2(Ω)4, pour tout p ∈ D0\S ou` S est un ensemble discret,
localement fini et e´ventuellement vide de D0.
De´monstration. On utilise le the´ore`me 2.21. Il suffit, pour cela, de ve´rifier les hy-
pothe`ses 2.20 :
(A1) : L’application p ∈ D0 7−→ (Γ(p, x), n(p, x)) ∈ C2 est clairement holomorphe sur
D0 := C \ {0} pour presque tout x ∈ Ω.
(A2) : L’application x ∈ Ω 7−→ (Γ(p, x), n(p, x)) ∈ C2 est borne´e pour tout p ∈ D0 et
inversible pour presque tout x ∈ Ω.
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(A3) : Soit p0 = 105/2. Alors, pour tout (X, z) ∈ C3×C et pour presque tout x ∈ Ω, on a
Re{< p0Γ(p0, x)X,X >}+ |z|2Re(p0n(p0, x)) ≥ (|X|2 + |z|2).
Ainsi l’hypothe`se (A3) est satisfaite.
(A4) : En vertue de la remarque 2.22, nous devons simplement trouver une fonction
a : (p, x) 7→ a(p, x) ∈ C, holomorphe sur D0 et lipschitzienne sur Ω telle que
Re 〈Γ(p, x)a(p, x)X,X〉 ≥ α|X|2, pour tout X ∈ C3. Il suffit en fait de prendre
a(p, x) = −ip et de remarquer, Γ et a e´tant scalaires, que
Re 〈−ipΓ(p, x)X,X〉 =
|X|2
{ Re(−i)(1 + 10−5η)− 10−5ωIm(−i), x ∈ Ω \D
Re(−i)(−1 + 3× 10−5η)− 3× 10−5ωIm(−i), x ∈ D ,
ou` p = iω + η. Il suffit maintenant de restreindre l’ensemble des p au domaine
D0 = {p = iω + η ∈ C∗ | ω > 0}.
Le the´ore`me 2.21 peut maintenant eˆtre applique´ ce qui de´montre la proposition.
On approxime maintenant la solution de (1.7)-(3.8), lorsque p = iω pour ω = 1, avec
l’espace Vh,AL. L’erreur L2 est repre´sente´e dans la figure 3.14 et la solution nume´rique,
calcule´e pour h = hmin dans la figure 3.15. Conforme´ment aux re´sultats annonce´s au
the´ore`me 3.7, le sche´ma EF-AL est convergent en pre´sence de me´tamate´riaux de`s lors que
le proble`me conside´re´ est bien pose´.
La pente de la droite de re´gression vaut 0.7968. Nous avons donc un ordre de convergence
comparable a` celui attendu qui est de 1. La diffe´rence provenant peut-eˆtre du manque de
re´gularite´ des coefficients du me´tamate´riau.
Fig. 3.14: Erreur L2 du sche´ma AL pour le me´tamate´riau constant par morceaux
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
(d) Re(u1num) (e) Im(u1num) (f) |(u1num)|
(g) Re(u2num) (h) Im(u2num) (i) |(u2num)|
Fig. 3.15: Solutions nume´riques obtenues le sche´ma EF-AL, lorsque h = hmin, pour un
me´tamate´riau constant
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3.2.3.4 Validation sur le me´tamate´riau lipschitzien
Nous reprenons le cas test (3.6) avec les parame`tres physiques donne´s par (3.9). On
e´tudie dans un premier temps la caracte`re bien pose´ du proble`me (1.7), (3.9) avec l’aide
des re´sultats de´montre´s au chapitre 2.
Proposition 3.12. Le syste`me (1.7), (3.9) admet une unique solution, continue par rap-
port a` tout second membre f ∈ L2(Ω)4, pour tout p ∈ D0\S ou` S est un ensemble discret,
localement fini et e´ventuellement vide de D0.
De´monstration. On utilise le corollaire 2.19. Les hypothe`ses (A1), (A2) et (A3) provenant
de 2.20 doivent ainsi eˆtre ve´rifie´es :
(A1) : L’application p ∈ D0 7−→ (Γ(p, x), n(p, x)) ∈ C2 est polynomiale en p et donc est
holomorphe sur D0 := C pour presque tout x ∈ Ω.
(A2) : L’application x ∈ Ω 7−→ (Γ(p, x), n(p, x)) ∈ C2 est borne´e pour tout p ∈ D0 et
Γ(p, x) est inversible pour presque tout x ∈ Ω. De plus, Γ(p, .) ∈ Lip(Ω,C) pour
tout p ∈ C car le bord ∂O est de´fini par l’e´quation f(x, y) = 0.
(A3) : Soit p0 = 5. Alors, pour tout (X, z) ∈ C3 ×C et pour presque tout x ∈ Ω, 5Γ(5, x)
et 5n(5, x) sont tout les deux re´els et strictement positifs et donc l’hypothe`se (A3)
est satisfaite.
Le corollaire 2.19 ache`ve alors la de´monstration de la proposition.
On approxime maintenant le proble`me (1.7)-(3.9) avec le sche´ma EF-AL et l’espace
Vh,AL pour p = iω avec ω = 1.
L’erreur L2 entre la solution de (1.7) et son approximation est repre´sente´e par la fi-
gure 3.16 . La pente de la droite de re´gression est 1.5166 et, ainsi, l’ordre de convergence
est le´ge´rement meilleur que celui fournit par le the´ore`me 3.7.
Fig. 3.16: Erreur L2 du sche´ma AL pour le me´tamate´riau lipschitzien
124 3. Approximation nume´rique de mode`les homoge´ne´ise´s de me´tamate´riaux
3.3 Etude nume´rique du sche´ma Galerkin Discontinu
Le sche´ma Galerkin Discontinu (note´ souvent GD) est un sche´ma nume´rique d’ordre
e´leve´. Un de ses principaux inte´reˆts re´side dans la tre`s grande souplesse de sa mise en
pratique [30, 49]. En effet, contrairement aux me´thodes de type e´le´ments finis, le sche´ma
GD autorise la conside´ration de maillages non-ne´cessairement re´guliers et/ou` conformes.
De plus, les fonctions de bases ne sont pas soumises a` une condition d’appartenance au
domaine de la partie principale l’ope´rateur que l’on souhaite approximer. Enfin, tout
comme le sche´ma EF-AL, il est extreˆmement bien adapte´ a` l’approximation nume´rique de
proble`mes du premier ordre tels que les syste`mes de Friedrichs [49, 30].
Cependant, comme pour le cas du sche´ma e´le´ments finis, l’e´tude de la convergence et de
la stabilite´ du sche´ma GD n’a e´te´ re´alise´e que pour le cas des mate´riaux classiques. Nous
commenc¸ons cette section par rappeler les principes de bases du sche´ma galerkin discon-
tinu ainsi qu’un re´sultat de convergence valable uniquement pour les milieux classiques.
Une introduction plus comple`te et plus de´taille´e peut eˆtre trouve´e dans [30]. Ensuite,
n’ayant a` l’heure actuelle aucune de´monstration de la validite´ du sche´ma GD en pre´sence
de me´tamate´riaux obtenus par homoge´ne´isation, nous allons proposer une e´tude nume´rique
en reprenant les cas tests pour lesquels les e´le´ments finis n’e´taient pas convergent.
3.3.1 Pre´sentation du sche´ma
Nous commenc¸ons par conside´rer un maillage Th de Ω (suppose´ ici eˆtre un domaine
borne´ de Rd) dont l’ensemble des bords des e´le´ments de Th est note´ Fh. On suppose qu’il
ve´rifie les hypothe`ses suivantes :
1. Ω = ∪T∈ThT ,
2. Int
(
T ∩ T˜
)
= ∅ pour tout e´le´ment T 6= T˜ ,
3. si F ∈ Fh (l’ensemble des faces du maillage) ve´rifie F ⊂ ∂Ω alors il existe un unique
T ∈ Th tel que Int (F ∩ ∂T ) 6= ∅,
4. si F * ∂Ω alors il existe uniquement deux e´le´ments distincs T, T˜ ∈ Th tels que
F = ∂T ∩ ∂T˜ .
On associe maintenant a` chaque face F ∈ Fh une de´finition unique de la normale, note´e
νF , en imposant la convention suivante :
1. Si Int (F ∩ ∂Ω) 6= ∅ alors νF = ν|F ce qui correspond a` la restriction a` la face de la
normale unitaire sortante a` ∂Ω.
2. Si Int (F ∩ ∂Ω) = ∅, νF est alors fixe´e arbitrairement selon la convention suivante :
νF = ±n, dans T, νF = ∓n dans T˜ ,
ou` F = ∂T ∩ ∂T˜ et n est un vecteur normal unitaire a` F .
Les limites a` droite, a` gauche et les sauts associe´s a` une face sont alors de´finis comme
suit :
v(x)± = lim
δ→0+
v(x± δνF )
[v(x)] = v(x)+ − v(x)−.
3.3. Etude nume´rique du sche´ma Galerkin Discontinu 125
Notons que, contrairement aux maillages e´le´ments finis utilise´s pre´ce´demment, aucune
restriction n’interdit a priori le placement de sommets sur le bord d’un e´le´ment. Par
exemple, la configuration repre´sente´e dans la figure 3.17 n’est pas autorise´ par les me´thodes
e´le´ments finis mais est valable pour le galerkin discontinu. Un tel maillage est appele´ non-
conforme.
Fig. 3.17: Exemple de maillage non-conforme
Le sche´ma galerkin discontinu pour le syste`me (3.11) est maintenant de´fini a` partir
de la formulation variationnelle suivante [49] :
trouver u ∈ L2(Ω)k tel que pour tout v ∈ L2(Ω)k :∑
T∈Th
∫
T
〈
K(p, x)u+
d∑
j=1
Aj∂ju, v
〉
dx
+
∑
F∈Fh, F⊂∂Ω
∫
F
〈
N(x)u, v(x)−
〉
ds
−
∑
F∈Fh, F*∂Ω
∫
F
〈
N˜(−νF )[−u(x)], v(x)+
〉
ds
−
∑
F∈Fh, F*∂Ω
∫
F
〈
N˜(νF )[u(x)], v(x)−
〉
ds =
∑
T∈Th
∫
T
〈f, v〉 dx.
(3.13)
Les termes ∫
F
〈
N˜(±νF )[±u(x)], v(x)∓
〉
ds, N˜(ν) ∈ Hom(Ck),
sont appele´s flux. En imposant des conditions sur les flux, nous obtenons l’e´quivalence
entre (3.13) et le syste`me de Friedrichs (3.11).
The´ore`me 3.13. Soit f ∈ L2(Ω)k. Supposons que
ker
 d∑
j=1
Ajνj
 = ker(N˜(ν)) ∩ ker(N˜(−ν)) .
Alors les proble`mes (3.13) et (3.11) sont e´quivalents.
De´monstration. Le fait que (3.11) entraine (3.13) est e´vident car tout les termes de
sauts sont nuls. En effet, tout u ∈ D(L) ve´rifie ∑dj=1Aj∂ju ∈ L2(Ω) ce qui implique que∑d
j=1AjνF [u] = 0 (conditions de Rankine-Hugoniot) sur chaque face F ∈ Fh.
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Supposons maintenant que (3.13) soit ve´rifie´e. Alors, en prenant des fonctions re´gulie`res
a` support compact dans chaque ouvert IntT pour T ∈ Th, il suit que u est solution du
K(p, x)u+
∑d
j=1Aj∂ju = f , au sens des distributions, dans T . Comme u et f sont toutes
deux dans L2(Ω)k, il vient que
∑d
j=1Aj∂ju ∈ L2(T ) pour tout e´le´ment de Th.
En conside´rant maintenant des fonctions re´gulie`res a` support compact dans T , on ob-
tient que u ve´rifie de plus N˜(±νF )[u] = 0 sur chaque F ∈ ∂T ve´rifiant F * ∂Ω et
N(x)u(x) = 0 pour tout F ⊂ ∂Ω. Par hypothe`se sur les flux, il vient ∑dj=1AjνF [u] = 0
sur chaque F * ∂Ω et de ce fait
∑d
j=1Aj∂ju ∈ L2(Ω). La fonction u est donc solution
de (3.11).
Remarque 3.14. Un exemple de flux utilise´ dans la suite et ve´rifiant l’hypothe`se du
the´ore`me 3.13 est donne´ par le flux totalement de´centre´ :
N˜(ν) =
 d∑
j=1
Ajνj
− .
Ci-dessus, comme A ∈ Hom(Rk) est une matrice symme´trique, elle se de´compose en A =
P ∗DP ou` D est une matrice diagonale re´elle. On a alors note´ A− = P ∗ inf(D, 0)P et
A+ = P ∗ sup(D, 0)P . Nous utilisons uniquement ce type de flux dans la suite.
Afin de discre´tiser la formulation variationnelle (3.13) on introduit l’espace d’approxi-
mation suivant :
Vh,m =
{
v |v|T ∈ Qm(T ), ∀T ∈ Th
}
, (3.14)
ou`
Qm(T ) =

m∑
l1,...,ld=0
αl1,...,ldx
l1
1 . . . x
ld
d | (x1, . . . , xd) ∈ T et αl1,...,ld ∈ C
 .
Une base de cet espace vectoriel est donne´e, localement sur chaque T ∈ Th, par la famille{
xl11 . . . x
ld
d ; lj ∈ {0, . . . , k}
}
. Nous avons alors, en pre´sence de milieux classiques et avec
des flux totalement de´centre´s, le re´sultat de convergence suivant [49, 30] :
The´ore`me 3.15. Supposons que K(p, .) ∈ L∞(Ω,Hom(Ck)) soit coercive pour tout p ∈ D0
et que les flux soient donne´s par les flux totalement de´centre´s. Supposons enfin que la
solution u de (3.11) soit dans Hm+1(Ω)k. Alors il existe un unique uh ∈ Vh,m solution
de la formulation variationnelle (3.13) ou` L2(Ω)k est remplace´ par Vh,m. On a de plus
l’estimation de convergence suivante :
‖u− uh‖L2(Ω)k ≤ Chm+
1
2 ‖u‖Hm+1(Ω)k ,
ou` C > 0 est une constante inde´pendante de h.
La de´monstration du the´ore`me 3.15 utilise fortement la coercivite´ de l’ope´rateur de
multiplication K(p, .). Ainsi ce the´ore`me n’est, a priori, plus valable pour l’approximation
nume´rique des me´tamate´riaux obtenus par homoge´ne´isation.
A l’heure actuelle, nous n’avons pas re´ussi a` e´tendre cette de´monstration aux cas de
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me´tamate´riaux homoge´ne´ise´s satisfaisant les hypothe`ses du chapitre 2 qui entrainent le ca-
racte`re bien pose´ de (3.11). De ce fait, nous de´crivons maintenant des tests nume´riques afin
d’essayer de valider nume´riquement le galerkin discontinu pour la simulation nume´rique
de mode`les homoge´ne´ise´s de me´tamate´riaux. On reprend a` cet effet les cas tests introduits
dans la section 3.1.2.
3.3.2 Tests nume´riques
Les meˆme cas tests que ceux utilise´s pour les e´le´ments finis ou encore le sche´ma EF-
AL sont repris pour l’e´tude nume´rique du GD. On suppose alors que la dimension d’espace
d = 2. Nous allons de plus conside´rer des approximations nume´riques des solutions de (1.7)
dans Vh,m (3.14), pour m = 1, 2, avec des flux comple`tement de´centre´s.
3.3.2.1 Un milieu classique
On pre´sente ici les re´sultats de l’approximation nume´rique, avec une me´thode de
type GD, du proble`me (1.7)-(3.5). La mate´riau conside´re´ e´tant classique, le the´ore`me 3.15
s’applique et affirme que le sche´ma galerkin discontinu est convergent avec un ordre en
m+ 1/2.
L’erreur obtenue pour de la simulation nume´rique pour des e´le´ments Q1 est repre´sente´e
dans la figure 3.18. La pente de la droite de re´gression vaut 1.9572. Cela est donc le´ge´rement
supe´rieur a` l’ordre annonce´ par le the´ore`me 3.15. Les solutions calcule´es nume´riquement
sur le maillage le plus fin sont donne´es dans la figure 3.19.
Fig. 3.18: Erreur L2 du sche´ma GD-Q1 pour le milieu classique
L’erreur obtenue pour de la simulation nume´rique avec des e´le´ments Q2 est done´e dans
la figure 3.20. La pente de la droite de re´gression vaut 2.9967 ce qui est, une fois encore,
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
(d) Re(u1num) (e) Im(u1num) (f) |(u1num)|
(g) Re(u2num) (h) Im(u2num) (i) |(u2num)|
Fig. 3.19: Solutions nume´riques obtenues avec du GD Q1, lorsque h = hmin, pour le milieu
classique
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supe´rieur a` l’ordre annonce´ par le the´ore`me 3.15. Les solutions calcule´es nume´riquement
sur le maillage le plus fin sont donne´es dans la figure 3.21.
Fig. 3.20: Erreur L2 du sche´ma GD-Q2 pour le milieu classique
3.3.2.2 Un me´tamate´riau constant par morceaux
On reprend le cas test du syste`me de l’acoutique (1.7) en pre´sence du me´tamate´riau
caracte´rise´ par les parame`tres (3.8). La proposition 3.11 assure que ce proble`me est bien
pose´.
Les re´sultats nume´riques obtenus, lorsque p = iω avec ω = 1, avec des e´le´ments Q1 sont
repre´sente´s dans la figure 3.22 pour la courbe d’erreur L2 et par la figure 3.23 pour les
solutions nume´riques. La pente de la droite de re´gression vaut 1.5701 ce qui est l’ordre de
convergence annonce´ par le the´ore`me 3.15 dans le cas de milieux classiques.
Notons que l’ordre de convergence est infe´rieur a` celui obtenu nume´riquement lors de l’ap-
proximation d’un milieu classique qui est proche de 2. On distingue de plus la pre´sence du
me´tamate´riau sur les solutions nume´riques. Notons aussi que la courbe d’erreur pre´sente
quelques oscillations. Les solutions nume´riques obtenues pour le pic en h = h0 sont
repre´sente´es dans la figure 3.24. Ces dernie`res diffe`rent e´norme´ment
Ainsi, bien que le sche´ma GD-Q1 semble approximer correctement le me´tamate´riau ca-
racte´rise´ par (3.8), la pre´sence d’un tel milieu exotique affecte clairement les performances
du sche´ma nume´rique.
Les re´sultats obtenus avec des e´le´ments Q2 sont repre´sente´s par la figure 3.25 pour
l’erreur L2 et par la figure 3.26 pour les solutions nume´riques. La pente de la droite
de re´gression est de 2.2786 ce qui est le´ge´rement plus bas que l’ordre de convergence
annonce´ par le the´ore`me 3.15 pour des milieux classiques. Ainsi, bien que la pre´sence
du me´tamate´riau affecte quelque peu les performances du sche´ma GD-Q2 avec des flux
totalement de´centre´s, nous pouvons conclure qu’il est convergent sur cet exemple.
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
(d) Re(u1num) (e) Im(u1num) (f) |(u1num)|
(g) Re(u2num) (h) Im(u2num) (i) |(u2num)|
Fig. 3.21: Solutions nume´riques obtenues avec du GD Q2, lorsque h = hmin, pour le milieu
classique
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Fig. 3.22: Erreur L2 du sche´ma GD Q1 pour le me´tamate´riau constant par morceaux
3.3.2.3 Un me´tamate´riau lipschitzien
On reprend maintenant le cas test avec le me´tamate´riau lipschitzien dont les pa-
rame`tres physiques sont de´finis en (3.9). On rappelle que ce proble`me est bien pose´ par la
proposition 3.12.
Les solutions nume´riques obtenues, lorsque p = iω pour ω = 1, avec des e´le´ments Q1 sont
semblables a` celles de la figure 3.1 et ne sont donc pas repre´sente´es ici. La courbe d’erreur
est quand a` elle donne´e dans la figure 3.27. La pente de la droite de re´gression vaut 1.8639.
Pour l’erreur obtenue avec des e´le´ments Q2, nous avons la figure 3.28 et la pente de la
droite de re´gression est e´gale a` 2.7488.
Pour ces deux cas, l’ordre de convergence est comparable a` celui estime´ par le the´ore`me 3.15
pour des milieux classiques. Nous pouvons alors conclure quand a` la convergence du sche´ma
GD-Qk, avec k = 1, 2 et des flux totalement de´centre´s, en pre´sence du me´tamate´riau lip-
schitzien dont les parame`tres sont de´finis en (3.9).
3.3.2.4 Bilan
Les re´sultats nume´riques obtenus avec le sche´ma GD pour des flux totalement de´cen-
tre´s et des e´le´ments Qk, k = 1, 2, pre´sente´s dans cette section montrent que les courbes
d’erreurs sont toutes de´croissantes. Ainsi, meˆme si visuellement nous avons obtenu des
effets « e´tranges » (voir par exemples les figures 3.22 et 3.24), le sche´ma galerkin discontinu
semble convergent, lorsque des me´tamate´riaux sont conside´re´s. De plus, les ordres de
convergence sont comparables a` ceux des milieux usuels.
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
(d) Re(u1num) (e) Im(u1num) (f) |(u1num)|
(g) Re(u2num) (h) Im(u2num) (i) |(u2num)|
Fig. 3.23: Solutions nume´riques obtenues avec du GD Q1, lorsque h = hmin, pour un
me´tamate´riau constant par morceaux
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
(d) Re(u1num) (e) Im(u1num) (f) |(u1num)|
(g) Re(u2num) (h) Im(u2num) (i) |(u2num)|
Fig. 3.24: Solutions nume´riques obtenues avec du GD Q1, lorsque h = h0, pour un
me´tamate´riau constant par morceaux
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Fig. 3.25: Erreur L2 du sche´ma GD Q2 pour le me´tamate´riau constant par morceaux
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(a) Re(ρnum) (b) Im(ρnum) (c) |ρnum|
(d) Re(u1num) (e) Im(u1num) (f) |(u1num)|
(g) Re(u2num) (h) Im(u2num) (i) |(u2num)|
Fig. 3.26: Solutions nume´riques obtenues avec du GD Q2, lorsque h = hmin, pour un
me´tamate´riau constant par morceaux
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Fig. 3.27: Erreur L2 du sche´ma GD Q1 pour le me´tamate´riau lipschitzien
Fig. 3.28: Erreur L2 du sche´ma GD Q2 pour le me´tamate´riau lipschitzien
Deuxie`me partie
Diffraction multiple par N petits
obstacles et application a`
l’homoge´ne´isation non-pe´riodique
formelle de milieux faiblement denses

4
Diffraction multiple par N petits obstacles
Nous avons introduit au chapitre 1 les re´sultats d’A.G. Ramm en rapport avec l’ho-
moge´ne´isation non-pe´riodique de me´tamate´riaux pour l’acoustique. Ces derniers se basent
sur la re´solution, par des techniques d’e´quations inte´grales, d’un proble`me de diffraction
d’une onde plane par N obstacles caracte´rise´s par une condition aux limites d’impe´dance.
Le milieu homoge´ne´ise´ e´tait ensuite obtenu en supposant une certaine re´partition asymp-
totique sur l’ensemble des petits objets impliquant que leur nombre tendait vers l’infini
lorsque leur taille caracte´ristique convergeait vers ze´ro. Dans ce chapitre les calculs de
Ramm sont repris via une autre approche qui permet de pre´ciser les phe´nome`nes de couche
limite apparaissant au voisinage des petits obstacles.
Au cours de ce chapitre, nous e´tudions l’asymptotique d’un proble`me de diffraction
multiple par un nombre fini N de petits obstacles. Nous utilisons pour cela la me´thode
des de´veloppements asymptotiques raccorde´s [5, 23, 26, 32, 50]. Cette dernie`re permet de
se´parer le comportement du champ dans la proximite´ imme´diate de chacun des obstacles
du comportement d’ensemble du champ. Cette me´thode repose sur l’introduction d’un
champ interne qui permet de prendre en compte l’apparition d’une couche limite au voi-
sinage de chacun des petits obstacles et d’un champ externe qui de´crit le comportement
global du champ a` l’exte´rieur de ces derniers. Elle est base´e sur l’e´criture de conditions de
raccord permettant de lier les champs internes et externe et de les de´terminer de manie`re
unique. Elle permet, dans un premier temps, d’obtenir formellement les de´veloppements
asymptotiques des champs internes et externe. Les de´veloppements obtenus a priori sont
ensuite justifie´s par des estimations d’erreur.
Soient Ω un domaine borne´ de R3 et {cj}Nj=1 un ensemble fini de points de Ω. On se
donne, pour chaque cj , une boule de rayon δ note´e Bδj . Ces boules correspondent aux N
petits obstacles, ou` δ > 0 est le petit parame`tre destine´ a` tendre vers 0. Le proble`me de
diffraction est mode´lise´ par une e´quation de Helmholtz dont le terme source est un champ
incident. Ce dernier est de´fini par une onde plane uinc(x) = eiκ〈x,d〉 ou` d ∈ R3 est un vecteur
unitaire indiquant la direction ou` les Bδj sont illumine´es et ou` κ est le nombre d’onde.
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Nous commenc¸ons ce chapitre en supposant que les mate´riaux constituant les N petits
objets sont caracte´rise´s par une condition aux limites d’impe´dance. Nous traitons ensuite
plus rapidement le cas ou` les petits objets sont caracte´rise´s par un indice de re´fraction.
Nous construisons, pour chacun de ces cas, une approximation de la solution a` l’aide de
la me´thode des de´veloppements asymptotiques raccorde´s. La validation rigoureuse des
de´veloppements asymptotiques est alors obtenue en e´tablissant des estimations d’erreurs.
L’e´tude est re´alise´e pour des impe´dances et des indices de re´fraction particuliers. Cela
permet de simplifier l’expose´ sans perte re´elle de ge´ne´ralite´ et de comparer nos re´sultats
avec ceux obtenus par la me´thode de Ramm. Les parame`tres physiques spe´cifiques sont
introduits dans la suite.
4.1 Diffraction par N petites boules caracte´rise´es par une
condition d’impe´dance
Supposons que les proprie´te´s physiques des petits obstacles Bδj soient caracte´rise´es
par une condition aux limites d’impe´dance. On conside`re alors le proble`me de diffraction
multiple suivant (voir figure 4.1) :
(∆ + κ2)uδ(x) = 0, R3\ ∪Nj=1 Bδj ,
∂njuδ = α
δ
juδ,Sδj = ∂Bδj ,
lim|x|→+∞ |x|
(
∂|x| − iκ
)
(uδ − uinc) = 0,
(4.1)
ou` αδj de´signe l’impe´dance e´quivalente de Bδj et nj est la normale unitaire a` la sphe`re Sδj ,
centre´e en cj et de rayon δ. Concernant l’orientation de la normale, on impose qu’elle est
exte´rieure a` Bδj et donc inte´rieure au domaine R3\∪Nj=1Bδj . Remarquons que les petits objets
seront des obstacles « durs » (sound hard scatterers) lorsque αj = 0 ; ce qui correspond
a` une condition aux limites de Neumann tandis que les petits objets correspondront a`
des obstacles « mous » (sound soft scatterers) lorsque αj tend vers +∞, ce qui revient a`
imposer une condition aux limites de Dirichlet.
Avant d’e´tudier le comportement asymptotique de la solution de (4.1), pour δ tendant
vers 0, nous e´tablissons l’existence et l’unicite´ de uδ ainsi que sa stabilite´ (ou encore la
de´pendance de la solution par rapport au terme source) relativement a` un second membre
ge´ne´ral qui inclut en particulier le champ incident.
4.1.1 Existence et unicite´
L’unicite´ est obtenue par des arguments classiques base´s sur le lemme de Rellich [24,
19] et, plus particulie`rement, sur la condition suivante :
Imαδj ≤ 0, ∀j = 1, . . . , N.
La condition donne´e ci-dessus exprime le fait que les petits obstacles sont constitue´s de
mate´riaux qui absorbent l’e´nergie.
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Fig. 4.1: Proble`me de diffraction multiple
Pour l’existence d’une solution au proble`me (4.1), une approche standard consiste a`
introduire une frontie`re fictive (voir figure 4.2) afin de tronquer le domaine non-borne´ et
de prendre en compte la partie non-borne´e via un ope´rateur de Steklov-Poincare´ de type
Dirichlet-to-Neumann (DtN) (voir par exemple [6] ou` cette re´duction est de´taille´e pour
des proble`mes similaires). Nous montrons brie`vement la construction d’un tel ope´rateur.
Fig. 4.2: Proble`me de diffraction multiple tronque´
Soit Ξ un domaine borne´ de R3 contenant Ω dont la normale unitaire sortante est ν. On
suppose de plus que sa frontie`re ∂Ξ est, au moins, de classe C2. Pour tout φ dans H1/2(∂Ξ),
on note v la solution du proble`me aux limites suivant dont l’existence et l’unicite´ peuvent
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eˆtre de´montre´es, par exemple, par le proce´de´ d’absorption-limite (voir [93]) :
trouver v ∈ D′(R3 \ Ξ) tel que θv ∈ H1(R3 \ Ξ), ∀θ ∈ D(R3)
(
∆ + κ2
)
v = 0, dans R3 \ Ξ,
v = φ, sur ∂Ξ,
lim|x|→+∞ |x|
(
∂|x| − iκ
)
v = 0.
(4.2)
L’ope´rateur DtN est alors de´fini par Tφ = −∂νv ∈ H−1/2(∂Ξ). On remplace ainsi le
proble`me (4.1) par un proble`me e´quivalent pose´ avec une condition aux limites sur ∂Ξ :
∂νuδ + Tuδ = ∂νuinc + Tuinc, sur ∂Ξ,
appele´e condition transparente. Cela permet maintenant de conside´rer le proble`me de
diffraction comme un proble`me en domaine borne´. Les proprie´te´s de cet ope´rateur, utiles
pour la suite, sont liste´es ci-dessous.
Lemme 4.1. Soit φ dans H1/2(∂Ξ) et ϕ0 ∈ H1(R3 \ Ξ) l’unique solution du proble`me
coercif suivant :
∆ϕ0 − ϕ0 = 0 dans R3 \ Ξ et ϕ0 = φ sur ∂Ξ. (4.3)
Conside´rons maintenant l’ope´rateur T0φ = −∂νϕ0. Alors T0 de´finit un ope´rateur a` la fois
borne´ et coercif :
T0 ∈ B(H1/2 (∂Ξ) , H−1/2 (∂Ξ)),〈
T0φ, φ
〉
H−1/2×H1/2 ≥ C ‖φ‖H1/2(∂Ξ) , C > 0, ∀φ ∈ H1/2(∂Ξ).
De plus, l’ope´rateur T − T0 : H1/2 (∂Ξ)→ H−1/2 (∂Ξ) est compact.
De´monstration. Le fait que T0 soit un ope´rateur borne´ est e´vident en utilisant l’existence,
l’unicite´ et la re´gularite´ de ϕ0. En multipliant l’e´quation (4.3) par ϕ0 et en effectuant une
inte´gration par partie assez technique [93] prenant en compte le fait que le domaine R3 \Ξ
est non borne´, il vient :
〈−∂νϕ,ϕ〉H−1/2×H1/2 −
∫
R3\Ξ
|∇ϕ0|2 + |ϕ0|2dx = 0.
En utilisant alors la de´finition de T0 et ϕ0 = φ, on obtient :〈
T0φ, φ
〉
H−1/2×H1/2 = 〈−∂νϕ0, ϕ0〉H−1/2×H1/2 = ‖ϕ0‖H1(R3\Ξ) ≥ C ‖φ‖H1/2(∂Ξ) , C > 0,
ou` la dernie`re ine´galite´ de´coule de la continuite´ de l’ope´rateur trace. Ainsi l’ope´rateur T0
est coercif.
Soit maintenant v l’unique solution de (4.2) et ψ = v − ϕ0. Alors ψ = 0 sur ∂Ξ
et ve´rifie (∆ + κ2)ψ = −(1 + κ2)ϕ0. Comme ϕ0 appartient a` H1(R3 \ Ξ) et que ∂Ξ est
de classe C2, les the´ore`mes de re´gularite´ elliptique montrent que ψ est dans H3(V ) pour
V un voisinage de ∂Ξ inclus dans R3 \ Ξ. La fonction ∂νψ appartient alors a` H3/2(∂Ξ)
qui s’injecte de manie`re compacte dans H1/2(∂Ξ) [20] e´tablissant ainsi la compacite´ de
l’ope´rateur T − T0.
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Conside´rons maintenant le domaine borne´ Ξδ = Ξ \
⋃N
j=1 Bδj . En utilisant l’ope´rateur
DtN, on peut re´e´crire (4.1) dans Ξδ :
trouver uδ ∈ H1(Ξδ) tel que
(∆ + κ2)uδ(x) = 0, dans Ξδ,
∂njuδ = α
δ
juδ, sur Sδj ,
∂νuδ + Tuδ = ∂νuinc + Tuinc, sur ∂Ξ.
(4.4)
Une formulation variationnelle pour (4.4) est obtenue en multipliant l’e´quation par
v ∈ H1(Ξδ), en inte´grant par parties et en utilisant les conditions aux limites. Ainsi (4.4)
est e´quivalent a` re´soudre la formulation faible suivante :
trouver uδ ∈ H1(Ξδ) ∀v ∈ H1(Ξδ) :
aδ(uδ, v) = lδ(v),
(4.5)
ou`
aδ(uδ, v) =
∫
Ξδ
〈∇uδ,∇v〉− κ2uδv dx+ 〈Tuδ, v〉H−1/2×H1/2 + N∑
j=1
αδj
∫
Sδj
uδvdσ
est une forme sesquiline´aire de´finie sur H1(Ξδ)×H1(Ξδ). Le second membre lδ, qui peut
eˆtre une forme line´aire continue ge´ne´rale sur H1(Ξδ) (cet ensemble est note´
(
H1(Ξδ)
)′),
est ici donne´ a` partir du champ incident, et est de´fini par :
lδ (ϕ) =
∫
∂Ξ
(∂νuinc + Tuinc)ϕdσ.
On a alors le re´sultat suivant assurant que le proble`me de diffraction pose´ en domaine
tronque´ est bien pose´.
The´ore`me 4.2. Supposons que les impe´dances ve´rifient Imαδj ≤ 0. Alors le proble`me de
diffraction (4.5) admet une unique solution pour tout lδ ∈
(
H1(Ξδ)
)′ et tout δ > 0.
De´monstration. Par le lemme 4.1, la compacite´ des injections H1/2(∂Ξ) ⊂ L2(∂Ξ) et
H1(Ξδ) ⊂ L2(Ξδ), il est facile de voir que le proble`me (4.5) rele`ve de l’alternative de
Fredholm. L’e´quivalence entre (4.5) et (4.1) ainsi que l’unicite´ de ce dernier, assure´e par
le lemme de Rellich, permet alors d’achever la de´monstration.
4.1.2 Stabilite´ uniforme
Nous examinons maintenant la stabilite´ de la solution de (4.4) par rapport au second
membre, de´pendant ici du champ incident, lorsque δ tend vers ze´ro. On conside`re pour
cela des impe´dances αδj particulie`res. Cela permet d’e´viter certaines difficulte´s techniques
sans restreindre la ge´ne´ralite´ des re´sultats. Nous commenc¸ons par e´tablir un re´sultat qui
ne couvre pas le cas des obstacles « mous » ou « durs » inclus dans Ω.
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The´ore`me 4.3. Supposons que les impe´dances αδj sont de la forme
αδj = γjf(δ), γj ∈ C,
ou` f est une fonction re´elle telle que f(δ) > 0 pour δ > 0 et Imγj < 0. Alors le
proble`me (4.4) admet une unique solution uδ pour tout lδ ∈
(
H1(Ξδ)
)′ et il existe une
constante C > 0 inde´pendante de δ et de lδ telle que :
‖uδ‖H1(Ξδ) ≤ C ‖lδ‖(H1(Ξδ))′ .
De´monstration. L’estimation de stabilite´ est e´tablie par contradiction en de´montrant
que l’ine´galite´ suivante est ve´rifie´e :
‖u‖H1(Ξδ) ≤ C sup‖v‖H1(Ξδ)=1
|aδ(u, v)|,
ou` C > 0 est une constante inde´pendante de δ. On suppose ainsi qu’il existe des suites
δn > 0 et (uδn)n ⊂ H1(Ξδn) ve´rifiant limn→+∞ δn = 0, ‖uδn‖H1(Ξδn ) = 1 et telles que :
lim
n→+∞ sup‖v‖H1(Ξδn )=1
|aδn(uδn , v)| = 0. (4.6)
Conside´rons u˜n le prolongement de uδn a` Ξ tout entier. L’existence d’un tel prolongement,
assure´ par [67], ve´rifiant l’estimation de stabilite´ suivante :
‖uδn‖H1(Ξδn ) ≤ ‖u˜n‖H1(Ξ) ≤ C ‖uδn‖H1(Ξδn ) , (4.7)
ou` C > 0 ne de´pend pas de δ est fondamentale. Ainsi, la suite (u˜n)n ⊂ H1(Ξ) et borne´e
et donc admet une sous-suite faiblement convergente dans H1(Ξ) qui converge fortement
dans L2(Ξ) vers u0 ∈ H1(Ξ). On va montrer que u0 = 0 ; ce qui nous conduira a` la
contradiction recherche´e.
Conside´rons dans un premier temps Z0 l’ensemble des fonctions H1 nulles au voi-
sinages de chacun des {cj}. Cet ensemble est dense dans H1(Ξ) [50]. De plus, comme
H1(Ξ) ⊂ H1(Ξδn), on a Z0 ⊂ H1(Ξδn) et donc (4.6) reste valable si on remplace H1(Ξδn)
par Z0. Par de´finition de Z0 et par le fait que δn → 0 lorsque n→ +∞, on obtient, pour
tout v ∈ Z0 :
lim
n→+∞α
δn
j
∫
Sδnj
u˜nvdσ = 0.
Sachant que u˜n converge faiblement vers u0, on obtient :
0 = lim
n→+∞ aδn(u˜n, v) =
∫
Ξδ
〈∇u0,∇v〉− κ2u0v dx+ 〈Tu0, v〉H−1/2×H1/2 , ∀v ∈ Z0.
La densite´ de Z0 dans H1(Ξ) montre alors que l’e´galite´ pre´ce´dente est ve´rifie´e pour tout
v ∈ H1(Ξ) ; u0 ve´rifie ainsi : {
(∆ + κ2)u0 = 0, dans Ξ,
∂νu0 + Tu0 = 0, sur ∂Ξ.
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La fonction u0 peut ainsi eˆtre prolonge´e en une fonction ve´rifiant l’e´quation de Helmholtz
et la condition de radiation dans tout l’espace R3. Le lemme de Rellich assure alors que
u0 = 0. De ce fait toute la suite (u˜n)n converge fortement vers ze´ro dans L
2(Ξ).
Afin d’obtenir la contradiction, il reste a` montrer que ‖∇u˜n‖L2(Ξ) converge aussi vers 0.
Pour cela, nous commenc¸ons par prendre la partie imaginaire de aδn(u˜n, u˜n) :
Im aδn(u˜n, u˜n) = Im
〈
T u˜n, u˜n
〉
H−1/2×H1/2
+
N∑
j=1
Im
(
αδnj
)∫
Sδnj
|u˜n|2 dσ.
Par le lemme 4.1, on sait que l’ope´rateur DtN s’e´crit sous la forme T = T0 +T −T0 avec T0
un ope´rateur positif au sens 〈T0ϕ,ϕ〉H−1/2×H1/2 ≥ 0 et T − T0 compact dans H−1/2(∂Ξ).
Sachant que u˜n converge faiblement vers ze´ro dans H1(Ξ), on a ainsi :
lim
n→+∞ Im
〈
T u˜n, u˜n
〉
H−1/2×H1/2
= lim
n→+∞ Im
〈
(T − T0)u˜n, u˜n
〉
H−1/2×H1/2
= 0.
De (4.6), on de´duit :
lim
n→+∞
N∑
j=1
Im
(
αδnj
)∫
Sδnj
|u˜n|2 dσ = 0.
De plus, comme αδj = γjf(δ) avec Imγj < 0, il s’ensuit :
lim
n→+∞ f(δn)
∫
Sδnj
|u˜n|2 dσ = 0. (4.8)
Maintenant, la continuite´ de l’ope´rateur de prolongement (4.7) et la coercivite´ de T0 en-
trainent :
‖∇u˜n‖2L2(Ξ) ≤ C
{
‖∇u˜n‖2L2(Ξδn ) +
〈
T0u˜n, u˜n
〉
H−1/2×H1/2
}
Finalement, comme u˜n converge fortement vers 0 dans L2(Ξ), l’hypothe`se (4.6) et la pro-
prie´te´ (4.8) impliquent :
‖∇u˜n‖2L2(Ξ) ≤ CRe
aδn(u˜n, u˜n) + κ2 ‖u˜n‖L2(Ξ) +
N∑
j=1
γjf(δn)
∫
Sδnj
|u˜n|2 dσ

+ CRe
{∫
∂Ξ
(T0 − T )u˜nu˜ndσ
}
.
La convergence vers ze´ro lorsque n tend vers +∞ du second membre ci-dessus contredit
alors le fait que
1 = ‖uδn‖H1(Ξδn ) ≤ ‖u˜n‖H1(Ξ) −→ 0, lorsque n→ +∞,
et ache`ve la de´monstration.
Remarque 4.4. Le the´ore`me 4.3 assure la stabilite´ uniforme en δ vis a` vis du second
membre de la solution du proble`me (4.4) e´quivalent au proble`me de diffraction (4.1) de`s
que l’impe´dance de chaque obstacle est de la forme
αδj = γjf(δ) avec Imγj < 0,
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ou` f est une fonction ve´rifiant f(δ) > 0 pour δ > 0. Cette stabilite´ est l’outil de base pour
e´tablir les estimations d’erreur entre la solution re´elle et son approximation construite par
la me´thode des de´veloppements asymptotiques raccorde´s.
Remarquons que pour les petits obstacles « durs » (conditions aux limites de Neumann)
ou « mous » (conditions aux limites de Dirichlet) les hypothe`ses du the´ore`me 4.3 ne sont
pas satisfaites. Cependant la stabilite´ reste vraie pour ces cas la`. En effet il n’y a pas de
termes de bord sur Sδj intervenant dans la formulation variationnelle (4.5). De ce fait, la
propre´te´ (4.8) est trivialement ve´rifie´e et la preuve peut se faire exactement de la meˆme
manie`re.
Dans la suite, nous utiliserons des impe´dances de la forme suivante :
αδj = γjf(δ) =
γj
δ
, Imγj < 0. (4.9)
Ce choix permettra de comparer les re´sultats que nous obtenons avec ceux de la me´thode de
Ramm et aussi de simplifier la pre´sentation de l’analyse asymptotique du proble`me (4.1).
4.2 Me´thode des de´veloppements asymptotiques raccorde´s
Nous introduisons maintenant la me´thode des de´veloppements asymptotiques rac-
corde´s [26, 5, 32, 50] pour e´tudier l’e´quation (4.1) en pre´sence de petits obstacles. L’ide´e
ge´ne´rale de la me´thode est de´crite dans la figure 4.3. La construction de cette dernie`re
repose sur l’introduction d’un champ, dit lointain, de´crivant le comportement global du
champ diffracte´ par les petits objets et d’un champ proche de´fini a` l’inte´rieur de la couche
limite entourant chacun d’entre eux. Le champ lointain est obtenu en postulant que la
solution du proble`me de diffraction admet le de´veloppement suivant :
uδ(x) =
m∑
k=0
δkuk(x) + o
δ→0
(δm), x ∈ R3\ ∪Nj=1 {cj}. (4.10)
Ce de´veloppement est habituellement appele´ champ externe lorsque que l’on travaille avec
les de´veloppements asymptotiques raccorde´s. Le champ proche, appele´ aussi champ in-
terne, correspond quant a` lui a` un zoom de la solution sur chaque Bδj et est exprime´
par rapport aux variables rapides X = (x − cj)/δ. Ces dernie`res peuvent eˆtre e´crites en
coordonne´es sphe´riques X = (R,Θ) = (|x− cj |/δ, (x− cj)/|x− cj |). Ainsi, en suivant l’ap-
proche ge´ne´rale de la me´thode des de´veloppements asymptotiques raccorde´s, on suppose
que le champ au voisinage des petits obstacles admet le de´veloppement suivant :
uδ
(
x− cj
δ
)
= Π(j)δ (X) =
m∑
k=0
δkΠ(j)k (R,Θ) + oδ→0
(δm). (4.11)
Remarquons que les coordonne´es X ou (R,Θ) de´pendent de j et donc du petit obstacle
conside´re´. Cependant, afin d’alle´ger les notations, nous allons laisser cette de´pendance
implicite. En appelant les champs interne et externe respectivement champ proche et
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Fig. 4.3: Ide´e ge´ne´rale des de´veloppements asymptotiques raccorde´s
champ lointain, nous adaptons une terminologie classique des proble`mes de diffraction.
Dans la suite, l’une ou l’autre de ces appellations est utilise´e.
Les conditions de raccord permettent de lier les de´veloppements des champs interne
et externe et ainsi de les de´terminer comple`tement. Ces conditions expriment le fait, connu
aussi sous le nom de principe de Van Dyke, que les de´veloppements (4.10) et (4.11) corres-
pondent a` une meˆme fonction. En fait, la de´finition pre´cise de ces conditions de´pend du
proble`me e´tudie´ (voir par exemple [26, 5, 32, 50]). Pour le proble`me de diffraction e´tudie´
ici, nous allons suivre [5]. Les conditions de raccord sont de´finies comme suit.
– On commence par conside´rer un de´veloppement externe tronque´ exprime´ en va-
riables rapides :
um,δ(cj + δRΘ) :=
m∑
l=0
δlul(cj + δRΘ).
Cette fonction est alors de´veloppe´e en puissances de δ et ensuite tronque´e pour
obtenir :
m∑
l=0
δlul(cj + δRΘ) =
m∑
l=0
δlU(j)m,l(R,Θ) + oδ→0
(δm) . (4.12)
– Les conditions de raccord sont alors de´finies comme suit :
U(j)m,k −Π(j)k = oR→+∞
(
1
Rm−k
)
, ∀j = 1, . . . , N. (4.13)
Remarquons que le fait de supposer un de´veloppement de um,δ(cj + δRjΘj) de la forme
(4.12) impose un ordre de singularite´ fini des champs externes aux voisinages des {cj}Nj=1.
Ce comportement sera discute´ plus en de´tail dans la suite.
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La suite de cette section est de´die´e a` la de´termination des coefficients des champs
externe et interne de´finis respectivement par (4.10) et (4.11). Les coefficients du champ
externe ne posent pas de proble`me particulier et on de´montre qu’ils sont de´finis a` partir
d’un nombre fini de multipoˆles donne´s par des produits de fonctions de Hankel sphe´riques
de premie`re espe`ce par les harmoniques sphe´riques correspondantes. La principale diffi-
culte´ re´side dans la de´termination des coefficients du champ interne qui fait intervenir
des e´quations de Laplace emboite´es (voir [23] pour un proble`me similaire en 2D). Nous
de´montrons ensuite que le de´veloppement existe a` tout ordre. Nous pre´sentons enfin des
estimations d’erreur permettant de valider la construction formelle des de´veloppements
asymptotiques.
Dans la suite, nous utilisons des multipoˆles ou fonction d’onde sphe´riques qui sont
des solutions de l’e´quation d’Helmholtz particulie`res s’exprimant a` l’aide des fonctions
spe´ciales et des harmoniques sphe´riques. Ainsi, on notera h(1)n les fonctions de Hankel
sphe´riques d’ordre n de premie`re espe`ce, jn les fonctions de Bessel sphe´riques et yn les
fonctions de Neumann sphe´riques. Enfin Y mn , pour |m| ≤ 2n + 1 de´signe les 2n + 1 har-
moniques sphe´riques d’ordre n. Les de´finitions et proprie´te´s de chacune de ces fonctions
peuvent eˆtre trouve´es dans [48, 1]. Plus pre´cise´ment, on a :
jn(z) = 2nzn
∑
l≥0
(−1)l(l + k)!
l!(2l + 2n+ 1)!
z2l, (4.14)
h(1)n (z) =
eiz
iz
n∑
l=0
il−n
2l
(n+ l)!
l!(n− l)!
1
zl
, (4.15)
iyn(z) = h(1)n (z)− jn(z),
Y mn (Θ) = Y
m
n (θ, ϕ) =
(
(2n+ 1)
(n−m)!
(n+m)!
)1/2
Pmn (cos(θ))e
imϕ, (4.16)
ou` Pmn (t) = (−1)m(1 − t2)m/2∂mt Pn(t) sont des fonctions de´finies a` partir des polynoˆmes
de Legendre donne´s par :
Pn(t) =
1
2nn!
∂nt (t
2 − 1)n.
4.2.1 Forme ge´ne´rale des champs externes
Dans cette section, on montre que la de´termination des champs externes1 se rame`ne a`
fixer un nombre fini de constantes. En inse´rant le de´veloppement (4.10) dans le proble`me (4.1)
et en identifiant les termes de meˆme puissance de δ, il vient :{
(∆ + κ2)uk(x) = 0, R3\ ∪Nj=1 {cj},
lim|x|→+∞ |x|
(
∂|x| − iκ
)
(uk − ξ0kuinc) = 0,
(4.17)
1Par abus de langage commode, on de´signe par champs externes ou internes les diffe´rents termes des
de´veloppements respectifs des champs externe et interne.
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ou` ξ0k = 1 si k = 0 et 0 sinon. Les conditions de raccord (4.13) conside´re´es ici imposent que
uk ne peut avoir qu’un ordre de singularite´ fini au voisinage de chaque cj . Plus pre´cise´ment,
les champs externes ve´rifient la condition suivante :
∃(mj ,Mj , ρj) ∈ [0,+∞[×R2+ tels que |x− cj |mj |uk(x)| ≤Mj pour |x− cj | ≤ ρj .
Le re´sultat suivant est fondamental. En effet, il donne une caracte´risation comple`te des
solutions de (4.17) en termes de multipoˆles localise´s en chaque cj .
The´ore`me 4.5. Soit uk une solution de (4.17) posse´dant un ordre de singularite´ fini au
voisinage de chaque cj. Alors
uk(x) = ξokuinc(x) +
N∑
j=1
∑
n≥0
h(1)n (κ|x− cj |)Y (j)n,k
(
x− cj
|x− cj |
)
, x ∈ R3\ ∪Nj=1 {cj},
ou` Y (j)n,k est une combinaison line´aire d’harmoniques sphe´riques d’ordre n inde´termine´es.
De plus, les se´ries ci-dessus ne posse`dent qu’un nombre fini de termes non nuls.
De´monstration. Par se´paration de variables au voisinage de cj , on obtient :
uk(x)−ξ0kuinc(x) =
∑
n≥0
(
jn(κ|x− cj |)Y (j),1n,k
(
x− cj
|x− cj |
)
+ yn(κ|x− cj |)Y (j),2n,k
(
x− cj
|x− cj |
))
,
ou` Y (j),ln,k (l = 1, 2) sont deux familles d’harmoniques sphe´riques d’ordre n. Le fait que
l’on cherche des solutions avec un ordre fini de singularite´ implique que seulement un
nombre fini de Y (j),2n,k est non nul. La se´rie associe´e aux Y
(j),1
n,k est de plus uniforme´ment
convergente sur toute boule centre´e en cj de rayon assez petit. Conside´rons maintenant la
fonction suivante :
v(x) = uk(x)− ξ0kuinc(x)−
N∑
j=1
∑
n≥0
Y
(j),2
n,k
(
x− cj
|x− cj |
)
h(1)n (κ|x− cj |).
Cette fonction est re´gulie`re sur tout R3 et ve´rifie l’e´quation de Helmholtz ainsi que la
condition de radiation de Sommerfield. Le lemme de Rellich (voir par exemple [24]) assure
que v = 0 ce qui ache`ve la preuve du the´ore`me.
Ce lemme re´duit clairement la de´termination de chaque terme d’ordre k du champ ex-
terne a` un nombre fini d’harmoniques sphe´riques et donc a` un nombre fini de constantes.
4.2.2 Forme ge´ne´rale des champs internes
Nous de´rivons maintenant la forme ge´ne´rale des diffe´rents termes du de´veloppement
du champ interne. On proce`de de la meˆme manie`re que pour les coefficients du champ
externe et donc on inse`re (4.11) dans (4.1). Ainsi, en utilisant que ∆x = δ−2∆X et en
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identifiant les termes de meˆme puissance de δ, nous obtenons les e´quations ve´rifie´es par
les diffe´rents termes du de´veloppement du champ interne :
∆Π(j)k (R,Θ) + κ
2Π(j)k−2(R,Θ) = 0, R
3 \ B1, (4.18)
ou` Π(j)−2 = Π
(j)
−1 = 0 et ou` l’indice (j) re´fe`re implicitement a` la couche limite entourant
la boule Bδj . Ci-dessus, B1 de´signe la sphe`re unite´ de R3. En reportant maintenant le
de´veloppement (4.11) dans la condition aux limites d’impe´dance et en utilisant que ∂nj =
δ−1∂R ainsi que l’hypothe`se (4.9), il vient :
m∑
k=0
δk∂RΠ
(j)
k = δ
γj
δ
m∑
k=0
δkΠ(j)k + oδ→0
(δm), sur ∂B1.
Ainsi les champs internes ve´rifient la condition aux limites :
∂RΠ
(j)
k = γjΠ
(j)
k , pour R = 1. (4.19)
Nous sommes maintenant en mesure d’obtenir les expressions ge´ne´rales des champs in-
ternes. Nous commenc¸ons par traiter l’e´quation (4.18). Les conditions aux limites seront
examine´es plus tard. Remarquons que de telles e´quations de Laplace emboite´es ont de´ja`
e´te´ e´tudie´es en 2D dans [23]. Cependant, a` cause des difficulte´s inhe´rentes a` l’e´quation des
ondes en dimension paire, ces e´quations sont plus simples a` re´soudre en dimension 3.
Dans un premier temps et graˆce a` la ge´ome´trie sphe´rique des petits obstacles, nous
pouvons faire une se´paration de variables et chercher des solutions sous la forme sui-
vante :
Π(j)k (R,Θ) =
∑
n≥0
P
(j)
n,k(R)
∑
|m|≤n
α
m,(j)
n,k Y
m
n (Θ).
Le laplacien en coordonne´es sphe´riques est donne´ par
∆ =
1
R2
∂R
(
R2∂R
)
+
1
R2
∆S
ou` ∆S est l’ope´rateur de Laplace-Beltrami sur la sphe`re unite´. Les harmoniques sphe´riques
ve´rifiant ∆SY mn = −n(n + 1)Y mn et formant un syste`me line´airement inde´pendant, les
e´quations de Laplace emboite´es (4.18) se re´duisent a` :
LnP
(j)
n,k = −κ2R2P (j)n,k−2, (4.20)
ou` Ln est l’ope´rateur diffe´rentiel de´fini par
Ln = ∂R(R2∂R)− n(n+ 1).
Le lemme suivant permet de re´duire la re´solution a` la de´termination d’un nombre fini de
constantes.
Lemme 4.6. Toute solution de (4.18) admet le de´veloppement suivant :
Π(j)k (R,Θ) =
∑
n≥0
∑
|m|≤n

bk/2c∑
l=0
c
m,(j)
l,n,k R
−(n+1)+2l + dm,(j)l,n,k R
n+2l
Y mn (Θ),
ou` les 2(bk/2c + 1) constantes c(j)l,n,k et d(j)l,n,k sont inconnues et bk/2c de´signe la partie
entie`re de k/2.
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De´monstration. On commence par faire une se´paration de variables ; ce qui re´duit la
de´termination de Π(j)k a` celle de P
(j)
n,k ve´rifiant (4.20). Remarquons que l’ope´rateur Ln
s’e´crit sous la forme suivante
Ln = (R∂R)2 + (R∂R)− n(n+ 1).
La relation (R∂R)
pRα = αpRα entraine alors que LnRα = (α − n)(α + n + 1)Rα pour
tout α ∈ R. Ainsi les fonctions R−(n+1) et Rn constituent un syste`me fondamental de
solutions pour l’e´quation diffe´rentielle (4.20). La preuve se termine ensuite par une simple
re´currence.
Les expressions des diffe´rents termes du de´veloppement du champ interne peuvent
eˆtre re´duites de manie`re plus conse´quente en utilisant les conditions aux limites (4.19).
Par exemple, pour les deux premiers champs internes qui ve´rifient ∆Π(j)k = 0 et ∂RΠ
(j)
k =
γjΠ
(j)
k pour R = 1. Le lemme 4.6 et le fait que la somme sur l se re´duit au terme l = 0
montrent alors que :
Π(j)k (R,Θ) =
∑
n≥0
∑
|m|≤n
{
Rn +
n− γj
n+ 1 + γj
1
Rn+1
}
d
m,(j)
0,n,k Y
m
n (Θ), k = 0, 1,
ou` les dm,(j)0,n,k sont des constantes inconnues qui seront de´termine´es par la suite en utilisant
le raccord.
4.2.3 Existence et unicite´ du de´veloppement asymptotique a` tout ordre
Nous e´tablissons, dans cette section, l’existence et l’unicite´ des de´veloppements asymp-
totiques raccorde´s, a` tout ordre, de la solution de (4.1). Nous allons en fait de´montrer le
re´sultat suivant.
The´ore`me 4.7. Les couples champ externe et champ interne (uk,Π
(j)
k ) sont de´termine´s
de manie`re unique pour tout k ∈ N par les e´quations (4.17), (4.18) et (4.19) de`s lors qu’ils
ve´rifient les conditions de raccord (4.12) et (4.13).
La de´monstration s’effectue par re´currence en supposant que le the´ore`me est vrai
jusqu’a` l’ordre k et que les diffe´rents termes du de´veloppement ve´rifient les hypothe`ses
suivantes :
Hypothe`ses 4.8. Les champs externes et champs internes ve´rifiant respectivement les
e´quations (4.17) et (4.18),(4.19) ainsi que les re`gles de raccord (4.13),(4.12) existent et
sont uniques jusqu’a` l’ordre k.
Hypothe`ses 4.9. Les coefficients du champ interne Π(j)l (R,Θ), pour l = 0, · · · , k, ne
de´pendent que des 2l+ 1 premie`res harmoniques sphe´riques et son de´veloppement en puis-
sances de R ne posse`de pas de termes en Rγ pour γ > l et γ < −(l + 1).
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Remarque 4.10. L’hypothe`se de re´currence 4.9 est extreˆmement utile dans la suite pour
e´tablir des estimations d’erreur. Elle affirme en fait que les champs internes ne de´pendent
que d’un nombre fini d’harmoniques sphe´riques. Cela est duˆ au fait que la ge´ome´trie des
obstacles est simple entrainant ainsi que le de´veloppement sous-variationnel (termes en
puissances ne´gatives de R) est fini.
En revanche, le nombre fini de puissances positives de R provient uniquement de l’ordre
fini de la singularite´ des champs externes. Seule cette dernie`re proprie´te´ resterait donc
valable pour des obstacles de forme ge´ne´rale.
Avant de passer a` la de´monstration du the´ore`me 4.7, nous e´tablissons certaines pro-
prie´te´s ge´ne´rales utiles pour la suite. Tout d’abord, les fonctions de raccord U(j)m,l(R,Θ)
ve´rifient des e´quations de Laplace emboite´es.
Lemme 4.11. Soit m un entier et l ∈ {0, · · · ,m}. Alors les fonctions de raccord ve´rifient :
∆U(j)m,l(R,Θ) = −κ2U(j)m,l−2(R,Θ), ∀R ≥ 1, ∀Θ ∈ S2,
ou` U(j)m,l−2 = 0 si l − 2 < 0 et S2 est la sphe`re unite´ de R3.
De´monstration. Rappelons que um,δ(x) =
∑m
l=0 δ
lul(x). Les fonctions de raccord sont
alors de´finies a` l’aide de l’identification suivante :
um,δ(cj + δRΘ) =
m∑
l=0
δlU(j)m,l(R,Θ) + oδ→0 (δ
m) .
On donne maintenant la formule de Gegenbauer [48] :
uinc(cj + δRΘ) = uinc(cj)eiκδR〈d,Θ〉 = uinc(cj)
∑
n≥0
jn(κδR)in(2n+ 1)Pn(〈d,Θ〉), (4.21)
ou` Pn sont les polynoˆmes de Legendre [48, 1]) qui peuvent s’e´crire sous la forme suivante :
Pn(〈s1, s2〉) = 4pi2n+ 1
∑
|m|≤n
Y −mn (s1)Y
m
n (s2), ∀ (s1, s2) ∈ S2.
On donne aussi les formules de translation pour les solutions de l’e´quation de Helm-
holtz [48] :
hn(s+ t)Y mn
(
s+ t
|s+ t|
)
=
∑
n′≥0
∑
|m′|≤n′
Cm
′,m
n′,n (t)jn(|s|)Y m
′
n′ (ŝ), si |s| < |t|,
ou` ŝ = s/|s| et ou` les constantes Cm′,mn′,n (t) peuvent eˆtre de´termine´es explicitement. Ici,
les formules de translation sont utilise´es avec s = δRΘ et t = cj − cl pour l 6= j. De
ce fait, |s| < |t| car δ est petit. Ainsi, le the´ore`me 4.5, les formules de translation, de
Gegenbauer (4.21) et les de´finitions des fonctions de Bessel (4.14) et de Hankel (4.15) avec
des se´ries entie`res [1], montrent l’existence des fonctions U(j)m,l.
De plus, um,δ(cj+δRΘ)−
∑m
l=0 δ
lU(j)m,l(R,Θ) est donne´ par le reste d’une se´rie de fonctions
de la variable rapide X = (R,Θ) = (x− cj)/δ qui est re´gulie`re et converge uniforme´ment,
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ainsi que ses de´rive´es, sur tout compact de R3\B1. Par conse´quent, comme δ2∆x = ∆X ,
en de´rivant l’e´galite´ ci-dessus, il vient :
δ2∆xum,δ(cj + δRΘ) =
m∑
l=0
δl∆XU
(j)
m,l(R,Θ) + oδ→0 (δ
m) .
Les champs externes ve´rifiant l’e´quation de Helmholtz ∆xuk = −κ2uk sur R3\ ∪Nj=1 {cj},
il s’ensuit :
δ2∆xum,δ(cj + δRΘ) = −κ2δ2um,δ(cj + δRΘ) = −κ2δ2
m∑
l=0
δlU(j)m,l(R,Θ) + oδ→0
(
δm+2
)
= −κ2
m+2∑
l=2
δlU(j)m,l−2(R,Θ) + oδ→0
(
δm+2
)
La comparaison des deux e´galite´s pre´ce´dentes entraine :
m∑
l=0
δl∆XU
(j)
m,l(R,Θ) = −κ2
m∑
l=2
δlU(j)m,l−2(R,Θ) + oδ→0 (δ
m) ,
et ainsi en identifiant les termes de meˆme puissance de δ, on obtient que les fonctions de
raccord ve´rifient des e´quations de Laplace emboite´es.
On donne maintenant des relations de compatibilite´ sur les coefficients intervenant
dans le de´veloppement en harmoniques sphe´riques de U(j)k,l − Π(j)l lorsque les hypothe`ses
de re´currence sont ve´rifie´es.
Lemme 4.12. Supposons que les hypothe`ses 4.8 et 4.9 soient satisfaites. Soit ϕk,l =
U
(j)
k,l −Π(j)l avec l = 0, . . . , k. Alors
ϕk,l =
1
R(k+1)−l
bl/2c∑
γ=0
Ck,l,γY2γ+k−l,l(Θ) + o
R→+∞
(
1
Rk+1−l
)
,
ou` les constantes Ck,l,γ sont connues et Yν,l(Θ) est une combinaison line´aire d’harmoniques
sphe´riques de degre´ ν dont les coefficients sont eux aussi connus. De plus, on a la relation
de re´currence suivante :
Ck,l,γY2γ+k−l,l(Θ) = − κ
2
2γ {2(l − k − γ)− 1}Ck,l−2,γ−1Y2γ+k−l,l−2(Θ),
∀l ∈ {0, . . . , k} et ∀γ ∈ {1, . . . , [l/2]} .
De´monstration. Par le lemme 4.11 et comme Π(j)l ve´rifie des e´quations de Laplace em-
boite´es, il vient :
∆ϕk,l = −κ2ϕk,l−2, sur R3 \ B1.
Le lemme 4.6 et les hypothe`ses 4.8 et 4.9 assurent alors que ϕk,l admet le de´veloppement
suivant :
ϕk,l =
l∑
n=0
∑
|m|≤n

bl/2c∑
γ=0
c
m,(j)
γ,n,l R
−(n+1)+2γ + dm,(j)γ,n,l R
n+2γ
Y mn (Θ),
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ou`, par les hypothe`ses de re´currence, toutes les constantes sont de´termine´es. Les conditions
de raccord (4.13) et la repre´sentation ci-dessus imposent que ϕk,l = oR→+∞
(
1
Rk−l
)
qui est
en fait un OR→+∞
(
1
Rk+1−l
)
et donc ϕk,l est e´gal a` son terme en Rl−(k+1) plus des termes
en oR→+∞
(
1
Rk+1−l
)
(qui sont explicites). Pour le de´terminer, conside´rons n et γ tels que
−(n + 1) + 2γ = −(k + 1) + l. L’ordre de l’harmonique sphe´rique correspondante est
alors n = 2γ + k − l et donc le terme en Rl−(k+1) intervenant dans la repre´sentation
de ϕk,l est donne´ par R−(k+1)+l
∑bl/2c
γ=0 Ck,l,γY2γ+k−l,l(Θ), ou` Yν,l(Θ) est une combinaison
line´aire d’harmonique sphe´riques de degre´ ν dont les constantes, ainsi que les Ck,l,γ , sont
totalement de´termine´es graˆce a` l’hypothe`se de re´currence. Cela de´montre la premie`re partie
du lemme.
Pour de´terminer la re´lation de re´currence sur les Ck,l,γYν,l(Θ), nous utilisons l’e´quation
de Laplace emboite´e ve´rifie´e par les ϕk,l. Ainsi, en la multipliant par R2 et en utilisant
l’expression du Laplacien en coordonne´es sphe´riques, il vient :
R2∆ϕk,l =
{
(R∂R)2 + (R∂R) + ∆S
}
ϕk,l
=
1
R(k+1)−l
bl/2c∑
γ=0
2γ(2(l − γ − k)− 1)Ck,l,γY2γ+k−l,l(Θ) + o
R→+∞
(
1
Rk+1−l
)
,
ou` nous avons utilise´ que les harmoniques sphe´riques ve´rifient ∆SY mn (Θ) = −n(n +
1)Y mn (Θ) et l’identite´ (R∂R)
νRp = pνRp. De meˆme, on a :
−κ2R2ϕk,l−2 = −κ
2R2
Rk+1−l+2
b(l−2)/2c∑
γ=0
Ck,l−2,γY2(γ+1)+k−l,l−2(Θ) +R2 o
R→+∞
(
1
Rk+1−l+2
)
=
−κ2
Rk+1−l
bl/2c∑
γ′=1
Ck,l−2,γ′−1Y2γ′+k−l,l−2(Θ) + o
R→+∞
(
1
Rk+1−l
)
,
ou` la dernie`re e´galite´ de´coule du changement d’indice γ′ = γ+1. La relation de re´currence
est alors obtenue en utilisant la relation ∆Xϕk,l = −κ2ϕk,l−2.
4.2.3.1 Principe de la preuve de l’existence et l’unicite´ du de´veloppement a` tout
ordre
Nous de´crivons maintenant le principe de la de´monstration (assez technique) de l’exis-
tence et l’unicite´ des de´veloppement asymptotiques raccorde´s a` tout ordre. Comme nous
l’avons e´voque´ ci-dessus, la preuve s’effectue par re´currence en montrant que les hy-
pothe`ses 4.8 et 4.9 sont ve´rifie´es a` tout ordre. Le sche´ma est le suivant : on e´tablit d’abord
que le champ externe d’ordre k+1 existe de manie`re unique. On proce`de ensuite de meˆme
pour le champ interne d’ordre k + 1.
La de´termination de uk+1 utilise le the´ore`me 4.5 qui la re´duit a` celle de k + 1 com-
binaisons line´aires d’harmoniques sphe´riques de degre´ allant de 0 a` k. L’e´tape suivante
est la de´rivation d’une relation de re´currence entre les fonctions de raccord U(j)k+1,l et U
(j)
k,l
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pour l = 0, . . . , k. Les conditions de raccord et l’hypothe`se de re´currence permettent alors
de de´terminer uk+1 de manie`re unique.
La de´termination des champs internes d’ordre k + 1, Π(j)k+1, est obtenue par une
me´thode variationnelle. On introduit a` cet effet l’espace de Beppo-Levi [70] pour la
re´solution du proble`me associe´ a` Π(j)k+1.
4.2.3.2 De´monstration de l’existence et l’unicite´ du de´veloppement a` tout ordre
La de´monstration se de´roule en plusieurs e´tapes. On ve´rifie tout d’abord que les
hypothe`ses 4.8 et 4.9 sont ve´rifie´es a` l’ordre 0. On montre ensuite l’existence et l’unicite´
de uk+1 puis celle de Π
(j)
k+1.
I - Initialisation : De´termination des termes d’ordre 0.
En utilisant que h(1)n (z) ∼ Cn/zn+1 lorsque z → 0 (voir (4.15)) et le the´ore`me 4.5, on
obtient que le terme d’ordre 0 reste borne´ au voisinage de chaque cj . On en de´duit alors
que u0 = uinc.
Pour obtenir le coefficient d’ordre 0 du champ proche, on commence par calculer la
premie`re fonction de raccord (4.12). Un de´veloppement de Taylor entraine alors :
u0(cj + δRΘ) = uinc(cj) + o
δ→0
(1) = U(j)0,0(R,Θ) + o
δ→0
(1).
Le lemme 4.6 assure que le coefficient d’ordre 0 du champ interne admet le de´veloppement
suivant :
Π(j)0 (R,Θ) =
∑
n≥0
∑
|m|≤n
(
Rn +
n− γj
n+ 1 + γj
1
Rn+1
)
d
(j),m
k,n Y
m
n (Θ).
Les conditions de raccord (4.13) impliquent alors que Π(j)0 ne de´pend que de l’harmonique
sphe´rique d’ordre ze´ro Y 00 = 1 et de plus :
Π(j)0 (R,Θ) =
(
1− γj
1 + γj
1
R
)
uinc(cj). (4.22)
Les termes u0 et Π
(j)
0 ve´rifient bien les hypothe`ses 4.8 et 4.9 ce qui ache`ve la de´termination
du de´veloppement asymptotique a` l’ordre ze´ro.
II - Induction : Existence et unicite´ du champ externe d’ordre k + 1
Nous commenc¸ons par de´terminer le champs externe d’ordre k+1. Le the´ore`me 4.5 et
le comportement en ze´ro des fonctions de Hankel sphe´riques (4.15) montrent qu’il s’exprime
comme suit :
uk+1(x) =
N∑
l=1
k∑
γ=0
hγ(κ|x− cl|)H(l)γ,k+1(Θ),
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ou` H(j)l,k+1(Θ) est une combinaison line´aire d’harmoniques sphe´riques d’ordre l dont les
coefficients ne sont pas encore de´termine´s.
La de´termination de uk+1 n’utilise que le de´veloppement jusqu’a` l’ordre k en δ de uk+1,δ.
Nous donnons alors le re´sultat suivant qui permet de lier les coefficients inconnus avec les
fonctions de raccord d’ordre k et celles d’ordre k + 1.
Lemme 4.13. Pour tout j = 1, · · · , N et pour tout l = 0, · · · , k, nous avons la formule
suivante :
U
(j)
k+1,l(R,Θ) = U
(j)
k,l (R,Θ) +
1
Rk+1−l
bl/2c∑
t=0
N2t+k−l,tH(j)2t+k−l,k+1(Θ),
ou` les constantes Nn,γ sont donne´es par le de´veloppement en se´rie des fonctions de Neu-
mann :
iyn(κz) = i
(−1)n+1√pi
2nzn+1
∑
γ≥0
(−1)γ4n−γκ2γ−(n+1)
Γ(γ + 1)Γ(12 − n− γ)
z2γ =
∑
γ≥0
Nn,γz
2γ−(n+1).
De´monstration. Soit l un entier compris entre 0 et k. Les fonctions de raccord d’ordre
k + 1 sont de´finies par
uδ,k+1(cj + δRΘ) =
k∑
l=0
δlU(j)k+1,l(R,Θ) + oδ→0(δ
k).
Par la de´composition uδ,k+1 = uδ,k + δk+1uk+1 et la de´finition des U
(j)
k,l il ne reste plus
qu’a` calculer les termes en δl de δk+1uk+1(cj + δRΘ) lorsque δ → 0. Pour cela, on rappelle
que les fonctions de Hankel sphe´riques sont de´finies par h(1)n = jn + iyn (voir [1]). La
formule (4.14) montre que jn(z) ∼ Cnzn lorsque z → 0 et ainsi il vient :
δk+1uk+1(cj + δRΘ) = δk+1
k∑
γ=0
hγ(κδR)H(j)γ,k+1(Θ) + oδ→0(δk)
= δk+1
k∑
γ=0
iyγ(κδR)H(j)γ,k+1(Θ) + oδ→0(δk).
Le de´veloppement en se´rie entie`re de yn(κz) dans l’e´galite´ ci-dessus donne alors :
δk+1uk+1(cj + δRΘ) = δk+1
k∑
γ=0
∑
ν≥0
Nγ,ν(δR)2ν−(γ+1)
H(j)γ,k+1(Θ) + oδ→0(δk).
Conside´rons le changement d’indice t = ν et l = 2ν − (γ + 1) + (k + 1) = 2ν + k − γ pour
γ ∈ {0, . . . , k}. Alors t ∈ {0, . . . , bl/2c} et en ne gardant que les termes d’ordre infe´rieur a`
δk il vient :
δk+1uk+1(cj + δRΘ) =
k∑
l=0
δl
Rk+1−l
bl/2c∑
t=0
N2t+k−l,tH(j)2t+k−l,k+1(Θ) + oδ→0(δk).
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En regroupant les termes ci-dessus, on obtient la relation recherche´e :
U(j)k+1,l(R,Θ) = U
(j)
k,l (R,Θ) +
1
Rk+1−l
bl/2c∑
t=0
N2t+k−l,tH(j)2t+k−l,k+1(Θ).
Nous donnons maintenant un re´sultat, utile pour la suite, concernant une relation
de re´currence sur les constantes intervenant dans le de´veloppement en se´rie entie`re des
fonctions de Neumann.
Lemme 4.14. Les constantes (Nn,γ)n,γ≥0 de´finie par le de´veloppement en se´rie entie`re
des fonctions de Neumann iyn(κz) ve´rifient la relation de re´currence suivante :
Nn,γ = − κ
2
2γ (2(γ − n)− 1)Nn,γ−1, Nn,0 = −
√
pi
(−1)n+1κ−(n+1)2n
Γ(12 − n)
.
De´monstration. La de´monstration peut s’effectuer via l’expression explicite des Nn,γ .
On a choisi ici d’utiliser le fait que les fonctions de Neumann ve´rifient une e´quation de
Helmholtz.
Soit n ∈ N et m ve´rifiant |m| ≤ n. Alors le multipoˆle iyn(κR)Y mn (Θ) ve´rifie l’e´quation
de Helmholtz. Ainsi, en utilisant l’expression du Laplacien en coordonne´es sphe´riques, il
vient :
0 = R2
(
∆ + κ2
)
iyn(κR)Y mn (Θ) = R
2
(
∆ + κ2
)
Y mn (Θ)
∑
γ≥0
Nn,γR
2γ−(n+1)

= Y mn (Θ)
∑
γ≥0
Nn,γ(2γ − (n+ 1) + n+ 1)(2γ − (n+ 1)− n)R2γ−(n+1)
+Y mn (Θ)
∑
γ≥0
κ2Nn,γR
2γ−(n+1)+2
= Y mn (Θ)
∑
γ≥1
(
Nn,γ2γ(2(γ − n)− 1) + κ2Nn,γ−1
)
R2γ−(n+1),
ou` la dernie`re e´galite´ provient du changement d’indice γ′ = γ + 1. La de´monstration se
termine alors en utilisant le fait que le second membre est nul.
Nous sommes maintenant en mesure de de´terminer uk+1 de manie`re unique.
Lemme 4.15. Le champ lointain d’ordre k + 1 existe et est unique.
De´monstration. Nous devons de´terminer les harmoniques sphe´riques H(j)l,k+1(Θ) consti-
tuant le de´veloppement de uk+1 pour l ∈ {0, . . . , k}. Le lemme 4.13 et les conditions de
raccord entrainent :(
U(j)k,l −Π(j)l
)
+
1
Rk+1−l
bl/2c∑
t=0
N2t+k−l,tH(j)2t+k−l,k+1(Θ) = oR→+∞
(
1
Rk+1−l
)
.
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Le lemme 4.12 assure que
(
U(j)k,l −Π(j)l
)
= ϕk,l =
1
R(k+1)−l
bl/2c∑
γ=0
Ck,l,γY2γ+k−l,l(Θ) + o
R→+∞
(
1
Rk+1−l
)
.
Les harmoniques sphe´riques du champ externe uk+1 ve´rifient ainsi les relations suivantes :
bl/2c∑
t=0
N2t+k−l,tH(j)2t+k−l,k+1(Θ) = −
bl/2c∑
γ=0
Ck,l,γY2γ+k−l,l(Θ), l = 0, . . . , k;
d’ou` on obtient :
H(j)2γ+k−l,k+1(Θ) = −
Ck,l,γ
N2γ+k−l,γ
Y2γ+k−l,l(Θ), ∀l = 0, . . . , k ∀γ = 0, . . . , [l/2] .
Les relations pre´ce´dentes sur-de´terminent les H(j)l,k+1(Θ). En effet, ν = 2γ + k − l peut
prendre plusieurs fois la meˆme valeur pour des l et des γ diffe´rents.
Les quantite´s − Ck,l,γN2γ+k−l,γY2γ+k−l,l(Θ) ve´rifient cependant des relations de compatibilite´
impliquant qu’elles sont e´gales de`s que ν = ν ′ = 2γ′ + k − l′. Ces relations sont en fait
de´montre´es dans les lemmes 4.14 et 4.12. Il suit ainsi que les H(j)ν,k+1(Θ) sont de´termine´es
de manie`re unique par la relation pre´ce´dente et il en est donc de meˆme pour le champ
externe uk+1. Ceci ache`ve la de´monstration.
III - Induction : Existence et unicite´ des champs internes d’ordre k + 1
Pour terminer la de´monstration du the´ore`me 4.7, il ne reste plus qu’a` montrer l’exis-
tence et l’unicite´ du champ interne d’ordre k + 1. Il ve´rifie l’e´quation suivante :
∆Π(j)k+1(R,Θ) = −κ2Π(j)k−1(R,Θ), dans R3\B1,
∂RΠ
(j)
k+1(R,Θ) = γjΠ
(j)
k+1(R,Θ), pour R = 1,
Π(j)k+1(R,Θ)−U(j)k+1,k+1(R,Θ) = oR→+∞ (1) .
En posant Φ = Π(j)k+1(R,Θ)−U(j)k+1,k+1, il vient :
∆Φ(R,Θ) = F, dans R3\B1,
∂RΦ(R,Θ) = γjΦ(R,Θ) + g, pour R = 1,
Φ(R,Θ) = oR→+∞ (1) ,
(4.23)
ou` {
g = −∂RU(j)k+1,k+1(1,Θ) + γjU(j)k+1,k+1(1,Θ),
F = −κ2Π(j)k−1(R,Θ)−∆U(j)k+1,k+1(R,Θ).
On introduit maintenant l’espace de Beppo-Levi [29], note´ BL, qui est de´fini comme
l’adhe´rence des fonctions de D(R3 \ B1), pour la norme suivante :
‖u‖BL =
√∫
R3\B1
|∇u|2dx.
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On a de plus la caracte´risation suivante [70] :
BL =
{
Φ ∈ D′ (R3\B1)) | (1 + |x|2)−1/2 Φ et ∇Φ ∈ L2 (R3\B1))} .
C’est un espace de Hilbert pour le produit scalaire suivant :
(Φ,Ψ)BL =
∫
R3\B1
〈∇Φ,∇Ψ〉 dx.
car BL ne contient pas les constantes. On peut alors donner une formulation variationnelle
pour (4.23) dans BL :
trouver Φ ∈ BL tel que ∀Ψ ∈ BL :∫
R3\B1
〈∇Φ,∇Ψ〉 dx+ γj ∫
∂B1
ΦΨdσ =
∫
∂B1
gΨdσ −
∫
R3\B1
FΨdx. (4.24)
Nous e´tablissons tout d’abord la coercivite´ de la forme sesquiline´aire intervenant dans le
proble`me (4.24).
Lemme 4.16. Soit
a(Φ,Ψ) =
∫
R3\B1
〈∇Φ,∇Ψ〉 dx+ γj ∫
∂B1
ΦΨdσ
une forme sesquiline´aire. Soit θ ∈]0, pi[ tel que γj = −|γj |eiθ (on rappelle que Imγj < 0).
Alors a est a` la fois continue et coercive sur BL× BL :
|a(Φ,Φ)| ≥ sin(θ/2) ‖Φ‖2BL .
De´monstration. La continuite´ de a de´coule simplement du fait que BL est inclus dans
H1loc
(
R3 \ B1
)
et des the´ore`mes de traces. Maintenant, soient Φ ∈ BL et Ψ = Φeiθ/2. Alors,
il vient :
a(Φ,Ψ) = e−iθ/2 ‖Φ‖2BL − |γj |eiθ/2 ‖Φ‖2L2(Sδj ) .
Ainsi Ima(Φ,Ψ) = −sin(θ/2)
(
‖Φ‖2BL + |γj | ‖Φ‖2L2(Sδj )
)
ce qui entraine enfin :∣∣∣a(Φ, eiθ/2Φ)∣∣∣ = |a(Φ,Φ)| ≥ |Ima(Φ,Ψ)| ≥ sin(θ/2) ‖Φ‖2BL .
Nous pouvons maintenant e´tablir l’existence et l’unicite´ du champ interne d’ordre
k + 1.
Lemme 4.17. Le champ interne d’ordre k + 1 existe, est unique et ve´rifie :
Π(j)k+1(R,Θ) =
k+1∑
n=0
∑
|m|≤n

[ k+12 ]∑
l=0
c
m,(j)
l,n,k R
−(n+1)+2l + dm,(j)l,n,k R
n+2l
Y mn (Θ),
ou` il n’y a pas de termes de la forme Rγ pour γ > k et γ < −(k + 1).
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De´monstration. Le lemme 4.11, l’hypothe`se 4.8 et les re`gles de raccord (4.13) montrent
que :
F = κ2
(
U(j)k+1,k−1(R,Θ)−Π(j)k−1(R,Θ)
)
= o
R→+∞
(
1
R2
)
= O
R→+∞
(
1
R3
)
,
ou` la dernie`re e´galite´ de´coule du lemme 4.6. Ainsi en utilisant l’ine´galite´ de Cauchy-Schwarz
et un passage en coordonne´es sphe´riques nous obtenons, pour tout Ψ ∈ BL, l’estimation
suivante :∫
R3\B1
|FΨ|dX =
∫
R3\B1
|F (1 + |X|2)1/2 Ψ (1 + |X|2)−1/2 |dX
≤ C
{∫ +∞
1
∣∣∣∣ 1R3
∣∣∣∣2 (1 +R2)R2dR
}1/2{∫
R3\B1
|Ψ|2
1 + |X|2dX
}1/2
≤ C ‖Ψ‖BL .
Le second membre est donc bien une forme line´aire continue sur BL et l’e´quation (4.24) a
un sens. Le lemme 4.16 et le lemme de Lax-Milgram permettent alors de conclure quant
a` l’existence et a` l’unicite´ de Π(j)k+1.
Il reste a` montrer que Π(j)k+1 ve´rifie l’hypothe`se 4.9. Il suffit pour cela d’utiliser que,
apre`s une se´paration de variables, la partie radiale de Π(j)k+1 ve´rifie (voir 4.20)
LnP
(j)
n,k+1 = −κ2R2P (j)n,k−1.
L’hypothe`se de re´currence induit que Π(j)k−1 ne de´pend que des 2(k − 1) + 1 premie`res
harmoniques sphe´riques et ne comportent pas de termes de la forme Rγ pour γ > k− 1 et
γ < −(k − 1 + 1). On rappelle de plus que l’ope´rateur Ln ve´rifie la proprie´te´ suivante :
LnRγ = (γ − n) (γ + n+ 1)Rγ .
Ainsi, comme Π(j)k+1 ve´rifie la condition aux limites d’impe´dance, il peut s’exprimer comme
une somme de deux termes. Le premier rele`ve de l’e´quation de Laplace avec Π(j)k−1 comme
second membre tandis que le second ve´rifie l’e´quation de Laplace homoge`ne avec condition
aux limites d’impe´dances. Plus pre´cisemment, on a la formule suivante :
Π(j)k+1(R,Θ) =
k−1∑
n=0
∑
|m|≤n

[ k+12 ]∑
l=0
c
m,(j)
l,n,k+1R
−(n+1)+2l + dm,(j)l,n,k+1R
n+2l
Y mn (Θ)
+
∑
n≥k
∑
|m|≤n
{
Rn +
n− γj
n+ 1 + γj
1
Rn+1
}
d
k+1,(j)
n,l Y
m
n (Θ),
ou` il n’y a pas de termes de la forme Rγ pour γ > (k−1)+2 = k+1 et γ < −(k−1+1)−2 =
−k − 2 pour n = 0, . . . , k − 1 et ou` toutes les constantes ci-dessus sont de´termine´es. Le
lemme 4.13 montre que U(j)k+1,k+1 ne de´pend que des 2(k + 1) + 1 premie`res harmoniques
sphe´riques. Ainsi les conditions de raccord Π(j)k+1(R,Θ) − U(j)k+1,k+1(R,Θ) = oR→+∞ (1)
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entrainent que dk+1,(j)n,l = 0 pour tout n ≥ k + 2 et ache`ve la de´monstration.
Le the´ore`me 4.7 assure l’existence du de´veloppement asymptotique de la solution
de (4.1) a` tout ordre. Ce re´sultat est surtout utile dans la suite pour e´tablir que les
estimations d’erreur entre le champ et son de´veloppement asymptotique sont optimales.
Remarque 4.18. Dans la preuve du lemme 4.17 nous avons utilise´ que la partie imagi-
naire des impe´dances est ne´gative. Cela ne nous permet donc pas a priori de traiter le cas
d’obstacles « mous » ou « durs ».
Pour les conditions aux limites de Dirichlet, il n’y a aucun changement a` faire dans la
de´monstration car les termes de bord disparaissent. Toutefois, lorsqu’on impose des condi-
tions aux limites de Neumann, on peut s’attendre a` n’avoir l’existence et l’unicite´ qu’a` une
constante pre`s. Cependant, comme l’espace de Beppo-Levi ne contient pas les constantes
(contrairement a` la dimension 2), l’ope´rateur ∇ agissant sur BL est injectif et il n’y a
ainsi aucun changement a` apporter a` la preuve.
4.2.4 Estimations d’erreurs : justification du de´veloppement formel
Les sections pre´ce´dentes ont permis de de´montrer que le de´veloppement asymptotique
existait de manie`re unique a` tout ordre. Dans cette section, nous allons de´montrer des
estimations d’erreur afin de valider les de´veloppements externe (4.10) et interne (4.11).
Pour cela, on suit l’approche de [50, 5]. Elle consiste a` introduire une approximation
globalement valide, avec l’aide de fonctions de troncature, pour la solution du proble`me
de diffraction.
4.2.4.1 L’approximation globalement valide
Aucun des de´veloppements internes ou externes ne peut re´aliser une approximation
de uδ dans tout R3 \
⋃N
j=1 Bδj . Nous pouvons cependant construire une approximation
globalement valide par une combinaison convexe ade´quate de ces deux de´veloppements.
Conside´rons pour cela une fonction de troncature χ ∈ D(R+) de´finie a` partir de la fonction
C∞ a` support compact donne´e ci-dessous (voir aussi figure 4.4) ve´rifiant :
χ(r) =
{
1, r ≤ 1
0, r ≥ 2,
et χ′(r) ≤ 0 pour tout r. Une approximation globalement valide, note´e u˜m,δ, de uδ solution
de (4.1) peut ainsi eˆtre de´finie comme suit :
u˜m,δ(x) =
1− N∑
j=1
χ
(j)
δ (x)
{ m∑
k=0
δkuk(x)
}
+
N∑
j=1
χ
(j)
δ (x)
{
m∑
k=0
δkΠ(j)k
( |x− cj |
δ
,Θ
)}
,
ou` χ(j)δ (x) = χ
(
|x− cj |/
√
δ
)
. Remarquons que u˜m,δ est e´gale au champ externe loin des
petits obstacles tandis qu’elle co¨ıncide avec le champ interne dans un voisinage « asymp-
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Fig. 4.4: Fonction de troncature utilise´e pour l’approximation globalement valide
totique » de chacun des petits objets. Plus pre´cise´ment, on a :
u˜m,δ(x) =
m∑
k=0
δkuk(x), min
j=1,...,N
|x− cj | ≥ 2
√
δ,
u˜m,δ(x) =
m∑
k=0
δkΠ(j)k
( |x− cj |
δ
,Θ
)
, δ < |x− cj | ≤
√
δ, j = 1, . . . , N.
C’est uniquement dans les zones de raccord
M(j)δ =
{
x ∈ R3 |
√
δ < |x− cj | ≤ 2
√
δ
}
,
que les deux de´veloppements pre´ce´dents contribuent simultane´ment a` l’approximation de
uδ.
4.2.4.2 Estimations d’erreurs
Une manie`re naturelle d’obtenir une estimation d’erreur entre uδ et u˜m,δ est d’utiliser
le re´sultat de stabilite´ 4.3 puis d’estimer le re´sidu relatif a` u˜m,δ−uδ. Soit eδ,m = uδ− u˜m,δ
l’erreur. En la reportant dans (4.4), il vient :
(∆ + κ2)eδ,m = (∆ + κ2)u˜m,δ, dans Ξδ,
∂njeδ,m = α
δ
jeδ,m, sur Sδj ,
∂νeδ,m + Teδ,m = 0, sur ∂Ξ
. (4.25)
Le re´sultat de stabilite´ entraine alors l’existence d’une constante C > 0 inde´pendante de
δ telle que :
‖ eδ,m ‖H1(Ξδ)≤ C ‖ (∆ + κ2)u˜m,δ ‖L2(Ξδ) avec Ξδ = Ξ\
N⋃
j=1
Bδj .
On re´duit ainsi l’estimation d’erreur a` celle du re´sidu
∥∥(∆ + κ2)u˜m,δ∥∥L2(Ξδ). Avant d’ex-
primer explicitement ce terme, on rappelle la formule suivante valable pour f, g assez
re´gulie`res :
∆(fg) = f∆g + g∆f + 2 〈∇f,∇g〉 .
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On en de´duit :
(∆ + κ2)u˜m,δ =
1− N∑
j=1
χ
(j)
δ (x)
{ m∑
k=0
δk
(
∆ + κ2
)
uk(x)
}
+
 N∑
j=1
χ
(j)
δ (x)
{ m∑
k=0
δk
(
∆ + κ2
)
Π(j)k
( |x− cj |
δ
,Θ
)}
+
N∑
j=1
∆χ(j)δ (x)
{
m∑
k=0
(
Π(j)k
( |x− cj |
δ
,Θ
)
− uk(x)
)}
+ 2
N∑
j=1
{
m∑
k=0
〈
∇χ(j)δ (x),∇
(
Π(j)k
( |x− cj |
δ
,Θ
)
− uk(x)
)〉}
.
Les champs externes ve´rifient l’e´quation de Helmholtz sur R3\ ∪Nj=1 {cj} et les champs
internes sont solutions d’e´quations de Laplace emboite´es. On obtient alors :
(∆ + κ2)u˜m,δ = κ2
N∑
j=1
χ
(j)
δ (x)
m∑
k=0
δk
(
Π(j)k
( |x− cj |
δ
,Θ
)
− 1
δ2
Π(j)k−2
( |x− cj |
δ
,Θ
))
+
N∑
j=1
∆χ(j)δ (x)
{
m∑
k=0
δk
(
Π(j)k
( |x− cj |
δ
,Θ
)
− uk(x)
)}
+ 2
N∑
j=1
{
m∑
k=0
δk
〈
∇χ(j)δ (x),∇
(
Π(j)k
( |x− cj |
δ
,Θ
)
− uk(x)
)〉}
ou` Π(j)−2 = Π
(j)
−1 = 0. Le premier terme ci-dessus est appele´ « erreur interne », le second et
le troisie`me « erreur de raccord ». Pour obtenir une borne sur ‖eδ,m‖H1(Ξδ), nous allons
estimer ces termes un par un.
Borne sur l’erreur interne
On a le re´sultat suivant :
Lemme 4.19. L’erreur interne ve´rifie :
N∑
j=1
∥∥∥∥∥χ(j)δ
{
m∑
k=0
δk
(
Π(j)k −
1
δ2
Π(j)k−2
)}∥∥∥∥∥
L2(M(j)δ )
≤ Cδ 14 +m2 ,
ou` C > 0 est une constante inde´pendante de δ.
De´monstration. En re´organisant la somme intervenant dans l’erreur interne, il vient :
m∑
k=0
δk
(
Π(j)k −
1
δ2
Π(j)k−2
)
=
m∑
k=0
δkΠ(j)k −
m−2∑
k=0
δkΠ(j)k = δ
mΠ(j)m + δ
m−1Π(j)m−1.
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Une ine´galite´ triangulaire entraine alors :∥∥∥∥∥χ(j)δ
{
m∑
k=0
δk
(
Π(j)k −
1
δ2
Π(j)k−2
)}∥∥∥∥∥
L2(M(j)δ )
≤ C
m∑
l=m−1
δl
∥∥∥Π(j)l ∥∥∥
L2(M(j)δ )
,
ou` C = C(χ) = ‖χ‖L∞(R+). En utilisant que les harmoniques sphe´riques sont borne´es sur
la sphe`re unite´ et qu’il n’y pas de terme de la forme Rγ pour γ > k et γ < −(k + 1) dans
les champs internes d’ordre m− 1 et m par le lemme 4.17, il vient :
δk
∥∥∥Π(j)k ∥∥∥
L2(M(j)δ )
≤ Cδk
k∑
ν=−(k+1)
‖Rν‖
L2(M(j)δ )
, pour k = m− 1,m. (4.26)
Un passage en coordonne´es sphe´riques et une inte´gration explicite montrent, pour tout
γ ∈ N, que :
‖Rγ‖
L2(M(j)δ )
=
{∫ 2√
δ
1
∫
S2
|Rγ |2 δ3R2dΘdR
} 1
2
= 2
√
piδ
3
2
{
1
2γ + 3
(
23+2γδ−
3
2
−γ − 1
)} 12
.
On obtient ainsi l’estimation suivante :
‖Rν‖
L2(M(j)δ )
≤ C
{
δ
3
2 , if 32 + ν < 0,
δ
3
2
− 3
4
− ν
2 , if 32 + ν ≥ 0
En remarquant que pour ν = −(k + 1), . . . ,−2 nous avons ν + 32 < 0 et en scindant la
somme intervenant dans (4.26) il suit :
m∑
k=m−1
δk
∥∥∥Π(j)k ∥∥∥
L2(M(j)δ )
≤ C
m∑
k=m−1
δk
 −2∑
ν=−(k+1)
+
k∑
ν=−1
 ‖Rν‖
L2(M(j)δ )
≤ C
m∑
k=m−1
{
δk+
3
2 + δk
k∑
ν=−1
δ
3
2
− 3
4
− ν
2
}
≤ C
m∑
k=m−1
{
δk+
3
2 + δk+
5
4 + δ
k
2
+ 3
4
}
≤ Cδm2 + 14 .
Le regroupement des estimations pre´ce´dentes termine alors la de´monstration.
Borne sur l’erreur de raccord
Lemme 4.20. L’erreur de raccord ve´rifie :
N∑
j=1
∥∥∥∥∥∆χ(j)δ
{
m∑
k=0
δk
(
Π(j)k − uk
)}∥∥∥∥∥
L2
“
M(j)δ
” ≤ NCδ 14 +m2
ou` C est une constante strictement positive inde´pendante de δ.
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De´monstration. Soit j un entier de {1, . . . , N} fixe´. Comme χ(j)δ (x) de´pend seulement
de rj = |x− cj |, il vient :
∆χ(j)δ (x) =
3∑
i=1
∂2x2i
χ
( |x− cj |√
δ
)
=
1√
δ
3∑
i=1
∂xi
xi − cj
|x− cj |∂rjχ
( |x− cj |√
δ
)
=
1
δ
∂2r2j
χ
( |x− cj |√
δ
)
+
2
rj
√
δ
∂rjχ
( |x− cj |√
δ
)
.
Ainsi, comme
√
δ
rj
≤ 1 pour tout x ∈M(j)δ , on a :∥∥∥∥∥∆χ(j)δ
{
m∑
k=0
δk
(
Π(j)k − uk
)}∥∥∥∥∥
L2(M(j)δ )
≤ C(χ)
δ
∥∥∥∥∥
m∑
k=0
δk
(
Π(j)k − uk
)∥∥∥∥∥
L2(M(j)δ )
,
ou` C(χ) de´pend uniquement de la norme L∞ de χ et de ses de´rive´es jusqu’a` l’ordre 2. Nous
allons maintenant utiliser les re`gles de raccord (4.13) afin d’estimer les termes ci-dessus.
Tout d’abord, a` l’aide d’une ine´galite´ triangulaire, on de´duit :∥∥∥∥∥
m∑
k=0
δk
(
Π(j)k − uk
)∥∥∥∥∥
L2(M(j)δ )
≤
∥∥∥∥∥
m∑
k=0
δk
(
Π(j)k −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
+
∥∥∥∥∥
m∑
k=0
δk
(
uk −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
,
ou` les fonctions de raccord sont exprime´es en variables rapides X = (x− cj)/δ. Un chan-
gement de variables en coordonne´es sphe´riques entraine :∥∥∥∥∥
m∑
k=0
δk
(
Π(j)k −U(j)m,k
)∥∥∥∥∥
2
L2(M(j)δ )
=
∫
M(j)δ
∣∣∣∣∣
m∑
k=0
δk
(
Π(j)k
( |x− cj |
δ
,Θ
)
−U(j)m,k
( |x− cj |
δ
,Θ
))∣∣∣∣∣
2
dx
=
∫ 2√
δ
1√
δ
∫
S2
∣∣∣∣∣
m∑
k=0
δk
(
Π(j)k (R,Θ)−U(j)m,k(R,Θ)
)∣∣∣∣∣
2
δ3R2dΘdR.
En utilisant maintenant les re`gles de raccord et le lemme 4.12, il vient U(j)m,k − Π(j)k =
oR→+∞
(
1
Rm−k
)
= OR→+∞
(
1
Rm−k+1
)
, d’o`u on de´duit :∥∥∥∥∥
m∑
k=0
δk
(
Π(j)k −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
≤ C
m∑
k=0
δk+
3
2
{∫ 2√
δ
1√
δ
∣∣∣∣ 1Rm−k+1
∣∣∣∣2R2dR
} 1
2
≤ C
3∑
k=0
δk+
3
2
(
δ2m−2k−1
) 1
4 ≤ Cδ 32 + 54
m∑
k=0
√
δ
k
≤ C
{
1−√δm+1
1−√δ
}
δ
m
2
+ 5
4
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Les fonctions de raccord sont donne´es par la relation suivante :
m∑
k=0
δluk(cj + δRΘ)−
m∑
k=0
δlU(j)m,l(R,Θ) = oδ→0
(δn) = O
δ→0
(
δm+1
)
.
Ainsi, un changement de variables en coordonne´es sphe´riques sous l’inte´grale entraine :∥∥∥∥∥
m∑
k=0
δk
(
uk −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
≤ Cδ 32 +m+1
{∫ 2√
δ
1√
δ
R2dR
} 1
2
≤ Cδm+1+ 32 δ− 34 = Cδm+1+ 12
Finalement, en regroupant toutes les estimations pre´ce´dentes, il vient :∥∥∥∥∥∆χ(j)δ
m∑
k=0
δk
(
Π(j)k − uk
)∥∥∥∥∥
L2(M(j)δ )
≤ C
{
δ
m
2
+ 1
4
1−√δm+1
1−√δ + δ
m+ 1
2
}
≤ Cδm2 + 14 ,
ou` C > 0 de´pend de χ et de N mais est inde´pendante de δ.
Pour l’estimation du troisie`me terme, nous avons le lemme suivant :
Lemme 4.21. Il existe une constante C > 0 inde´pendante de δ telle que :
N∑
j=1
∥∥∥∥∥
m∑
k=0
δk
〈
∇χ(j)δ ,∇
(
Π(j)k − uk
)〉∥∥∥∥∥
L2(M(j)δ )
≤ CNδ 14 +m2 .
De´monstration. Soit j ∈ {1, . . . , N} un entier fixe´. Tout d’abord, en remarquant que
χ
(j)
δ (x) ne de´pend que de rj = |x− cj | il vient :
∇χ(j)δ (x) = ∇χ
( |x− cj |√
δ
)
=
1√
δ
∂rjχ
( |x− cj |√
δ
)
erj ,
ou` erj = (x− cj)/|x− cj |. Par conse´quent, comme ∂rj = 1δ∂R, il vient :〈
∇χ(j)δ (x),∇
(
Π(j)k
( |x− cj |
δ
,Θ
)
− uk(x)
)〉
=
1
δ
√
δ
∂rjχ
( |x− cj |√
δ
)
∂R
(
Π(j)k
( |x− cj |
δ
,Θ
)
− uk(x)
)
,
qui donne l’estimation suivante :∥∥∥∥∥
m∑
k=0
δk
〈
∇χ(j)δ ,∇
(
Π(j)k − uk
)〉∥∥∥∥∥
L2(M(j)δ )
≤ C(χ)
δ
3
2
∥∥∥∥∥
m∑
k=0
δk∂R
(
Π(j)k − uk
)∥∥∥∥∥
L2(M(j)δ )
≤ C(χ)
δ
3
2
∥∥∥∥∥
m∑
k=0
δk∂R
(
Π(j)k −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
+
C(χ)
δ
3
2
∥∥∥∥∥
m∑
k=0
δk∂R
(
uk −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
,
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ou` C(χ) est une constante strictement positive, inde´pendante de δ, mais de´pendante de la
norme L∞ de χ et de ses de´rive´es premie`res.
Nous devons maintenant borner les de´rive´es des fonctions de raccord. En utilisant que
∂R = δ∂|x| et en reprenant la preuve du lemme 4.11, on obtient :
∂R
{
m∑
k=0
δluk(cj + δRΘ)−
m∑
k=0
δlU(j)m,l(R,Θ)
}
= O
δ→0
(
δm+1
)
.
Un passage en coordonne´es sphe´riques et l’estimation pre´ce´dente entrainent alors :∥∥∥∥∥
m∑
k=0
δk∂R
(
Π(j)k −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
≤ C
m∑
k=0
δk+
3
2
{∫ 2√
δ
1√
δ
∣∣∣∣ 1Rm−k+2
∣∣∣∣2R2dR
} 1
2
≤ C
m∑
k=0
δk+
3
2
(
δ2m−2k+1
) 1
4 ≤ Cδm2 + 74 .
Pour borner les de´rive´es des re`gles de raccord, on utilise le lemme 4.12 qui montre que la
fonction U(j)m,k − Π(j)k ve´rifie une e´quation de Laplace avec une condition a` l’infini donne´e
les re`gles de raccord (4.13). On peut ainsi de´river les re`gles de raccord :
∂R
(
U(j)m,k −Π(j)k
)
= O
R→+∞
(
1
Rm−k+2
)
.
On obtient alors :∥∥∥∥∥
m∑
k=0
δk∂R
(
uk −U(j)m,k
)∥∥∥∥∥
L2(M(j)δ )
≤ Cδ 32 +m+1
{∫ 2√
δ
1√
δ
R2dR
} 1
2
≤ Cδm+ 74 .
En regroupant toutes les estimations pre´ce´dentes, il vient :∥∥∥∥∥
m∑
k=0
δk
〈
∇χ(j)δ ,∇
(
Π(j)k − uk
)〉∥∥∥∥∥
L2(M(j)δ )
≤ CC(χ)
δ
3
2
({
1−√δm+1
1−√δ
}
δ
3
2
+ 7
4 + δm+
7
4
)
≤ Cδm2 + 14 ,
ou` C > 0 ne de´pend pas de δ.
Le regroupement des bornes des termes d’erreur interne et externe (voir les 3 lemmes
ci-dessus) entraine le re´sultat suivant :
The´ore`me 4.22. Soit u˜m,δ l’approximation globalement valide de uδ solution du proble`me
de diffraction (4.1). Alors, pour δ → 0, on a l’estimation d’erreur suivante :
‖uδ − u˜m,δ‖H1(Ξδ) ≤ Cδ
1
4
+m
2 ,
ou` C > 0 est une constante inde´pendante de δ mais de´pendant de N , le nombre total de
petits obstacles.
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L’estimation d’erreur pre´ce´dente peut eˆtre raffine´e, afin d’obtenir des estimations
optimales, en conside´rant seulement l’erreur entre les champs externes et uδ.
The´ore`me 4.23. Soit Fρ = Ξδ \
⋃N
j=1 Bρj = Ξ \
⋃N
j=1 Bρj ou` Bρj est la boule de centre cj
et de rayon ρ > 0 ou` ρ est suffisamment petit de telle sorte que Bρj ne contienne aucun cl
mis a` part cj. Alors on a l’estimation optimale suivante :
‖uδ − um,δ‖H1(Fρ) ≤ Cρδm+1,
ou` Cρ > 0 ne de´pend pas de δ et um,δ(x) =
∑m
k=0 δ
kuk(x) ou` les uk sont les coefficients
du champ externe.
De´monstration. Tout d’abord, pour tout x ∈ Fρ, on a um,δ = u˜m,δ ou` u˜m,δ est l’ap-
proximation globalement valide de uδ solution de (4.1). Conside´rons p ∈ N tel que p ≥ m
et ve´rifiant p2 +
1
4 ≥ (m+ 1). Le the´ore`me 4.22 entraine alors :
‖uδ − u˜p,δ‖H1(Ξδ) ≤ Cδ
1
4
+ p
2 ≤ Cδm+1.
Une ine´galite´ triangulaire montre alors :
‖uδ − um,δ‖H1(Fρ) ≤ ‖uδ − u˜p,δ‖H1(Ξδ) +
p∑
l=m+1
δl ‖ul‖H1(Fρ) .
Par le the´ore`me 4.5 les ul appartiennent a` H1(Fρ) et ainsi l’estimation pre´ce´dente ache`ve
la de´monstration.
Les re´sultats d’erreurs ci-dessus permettent de valider les de´veloppements (4.10), pour
le champ externe, et (4.11) pour le champ interne. Cela justifie ainsi l’approche formelle
de la me´thode des de´veloppements asymptotiques raccorde´s.
Le the´ore`me 4.23 montre que les coefficients du champ externe fournissent une bonne
approximation de la solution du proble`me (4.1). En utilisant les calculs explicites des
coefficients du champ externe qui seront re´alise´s au chapitre 5 (voir section 5.1), on obtient
que :
u1,δ(x) = uinc(x) + δ
N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)0,1 ,
ou` Y (j)0,1 = −iκγjuinc(cj)/(1 + γj). Ainsi, on peut voir qu’une approximation du premier
ordre du champ diffracte´ par N petits objets est donne´e par le champ obtenu en ne´gligeant
les interactions des boules entre elles. Cette approximation peut de plus eˆtre interpre´te´e
comme une approximation de Born (voir [24] pour la de´finition) d’un proble`me de diffrac-
tion dont le terme source est donne´ par le champ incident.
En fait, l’estimation d’erreur 4.23 montre que l’on dispose d’une approximation plus fine
du champ en conside´rant les coefficients d’ordres supe´rieurs du champ externe. En effet, en
utilisant l’expression de u2 (voir (5.7)), on obtient l’approximation d’ordre 2 suivante :
u2,δ(x) = u1,δ(x) + δ2
N∑
j=1
h
(1)
0 (κ|x− cj |)
κ
i
γj
1 + γj
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
 .
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On peut alors voir apparaitre des termes de la forme h(1)0 (κ|x− cj |)
∑
l 6=j qui peuvent eˆtre
interpre´te´s comme une approximation (de Born) du champ diffracte´ par la boule Bδj dont
le terme source est donne´ par l’ensemble des rayonnements des autres boules. On obtient
ainsi des termes correspondant aux interactions mutuelles des petits obstacles.
Remarque 4.24. Il peut sembler e´tonnant de retrouver une approximation de type Born
dans le de´veloppement en champs externes a` l’ordre 1 de uδ. En effet, ces approximations
ne sont valables que pour des objets assez e´loigne´s les uns des autres et donc sous une
hypothe`se de type κδ → 0 (voir [24] p.185). Toutefois, dans l’estimation d’erreur 4.22, le
terme re´siduel est donne´ par δ2u2 dont on peut voir, a posteriori, que c’est un O
(
κ2δ2
)
. De
la meˆme manie`re on peut remarquer que δu1 = O (κδ) et δ3u3 = O
(
κ3δ3
)
(voir (5.8)). Ces
comportements semblent sugge´rer que la constante Cρ intervenant dans le the´ore`me 4.22
serait un O
(
κm+1
)
et donc que le re´sidu tendrait vers ze´ro lorsque (κδ) est petit. On
pourrait ainsi envisager de faire l’e´tude asymptotique avec κδ comme petit parame`tre.
Cela permettrait de dire que les objets sont petits par rapport a` la longueur d’onde.
Toutefois, puisque le nombre d’onde est fixe´, on pourrait faire le changement de variable
x → κx. On obtiendrait alors un proble`me de la forme (4.1) mais avec κ = 1 et des
boules de rayon κδ. En faisant alors les meˆmes hypothe`ses sur la de´pendance en κδ des
impe´dances, on aurait des de´veloppements et des estimations d’erreur en puissances de κδ
avec des constantes pouvant eˆtre inde´pendantes de κ.
4.3 Cas d’obstacles caracte´rise´s par un indice de re´fraction
La section pre´ce´dente e´tudiait l’asymptotique d’un proble`me de diffraction par N
petits obstacles caracte´rise´s par une condition d’impe´dance de´pendant de la taille ca-
racte´ristique, note´e δ, des petits objets. Nous allons maintenant e´tudier le cas de petits
objets caracte´rise´s par des indices de re´fraction, eux aussi de´pendant de δ. La pre´sentation
est ici plus rapide dans la mesure des re´sultats e´tablis dans la section pre´ce´dente s’ap-
pliquent directement au cas conside´re´ ici. Les changements a` effectuer sont simplement
donne´s a` chaque fois qu’ils sont ne´cessaires.
4.3.1 Diffraction par N boules caracte´rise´es par des indices de re´fraction
Supposons que les mate´riaux inclus dans les petits obstacles Bδj ⊂ Ω, pour j =
1, . . . , N , sont caracte´rise´s par des indices de re´fraction nδj . Le proble`me de diffraction par
tous ces objets est alors donne´ par :{
(∆ + κ2nδ(x)2)uδ(x) = 0, dans R3,
lim|x|→+∞ |x|
(
∂|x| − iκ
)
(uδ − uinc) = 0, , (4.27)
ou` nδ(x) = 1 pour x ∈ R3 \⋃Nj=1 Bδj et nδ(x) = nδj lorsque x ∈ Bδj .
Nous allons e´tudier le comportement de la solution de (4.27), lorsque δ tend vers 0, en
utilisant une fois de plus la me´thode des de´veloppements asymptotiques raccorde´s. Avant
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cela, il nous faut e´tablir l’existence, l’unicite´ ainsi que la stabilite´ (uniforme en δ) de la
solution du proble`me de diffraction ci-dessus.
4.3.1.1 Existence et unicite´
L’unicite´ de la solution du proble`me de diffraction (4.27) se de´montre a` l’aide du
lemme de Rellich en supposant que :
Im (nδj)2 ≥ 0.
Pour l’existence, nous introduisons une frontie`re fictive, afin de ramener l’e´quation (4.27)
sur un domaine borne´, avec l’aide d’un ope´rateur Dirichlet-to-Neumann (DtN) (4.2). On
obtient ainsi le proble`me e´quivalent suivant :
trouver uδ ∈ H1(Ξ) tel que{
(∆ + κ2nδ(x)2)uδ(x) = 0, dans Ξ,
∂ruδ + Tuδ = ∂ruinc + Tuinc, sur ∂Ξ
.
(4.28)
On a alors le re´sultat :
The´ore`me 4.25. Supposons que Im (nδj)2 ≥ 0. Alors le proble`me (4.28), e´quivalent
a` (4.27), posse`de une unique solution.
De´monstration. En multipliant l’e´quation (4.28) par des fonctions test v ∈ H1(X) on
obtient la formulation variationnelle suivante :
trouver uδ ∈ H1(Ξ) tel que ∀v ∈ H1(Ξ) :
aδ(uδ, v) = lδ(v)
, (4.29)
ou`
aδ(uδ, v) =
∫
Ξ
〈∇uδ,∇v〉− κ2nδ(x)2uδv dx+ ∫
∂Ξ
Tuδvdσ,
est une forme sesquiline´aire sur H1(Ξ) × H1(Ξ). L’application lδ ∈
(
H1(Ξ)
)′ est de´finie
par
lδ(ϕ) =
∫
∂Ξ
(∂ruinc + Tuinc)ϕdσ.
Le lemme 4.1 montre que l’ope´rateur DtN ve´rifie T = T0+K : H1/2 (∂Ξ)→ H−1/2 (∂Ξ) ou`
K est un ope´rateur compact et T0 est coercif. La compacite´ de l’injection H1(Ξ) ⊂ L2(Ξ)
entraine que le terme − ∫Ξ(1 + κ2nδ(x)2)uv dx est une perturbation compacte. Ainsi, la
re´solution de (4.29) rele`ve de l’alternative de Fredholm. On le`ve alors cette alternative en
utilisant l’unicite´, assure´e par le lemme de Rellich, de la solution de (4.27).
4.3.1.2 Stabilite´ uniforme
Nous donnons maintenant un re´sultat de stabilite´ uniforme en δ pour la solution
de (4.27). La de´monstration d’un tel re´sultat suppose une forme particulie`re pour les
indices de re´fraction conside´re´s.
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The´ore`me 4.26. Supposons que les indices de re´fraction ve´rifient Im (nδj)2 > 0 et :
nδj = γjf(δ), γj ∈ C,
ou` f est une fonction ve´rifiant f(δ) > 0 lorsque δ > 0. Alors l’e´quation (4.27) admet une
unique solution pour tout lδ ∈
(
H1(Ξδ)
)′ et il existe une constante C > 0 inde´pendante de
δ et de lδ telle que :
‖uδ‖H1(Ξ) ≤ C ‖lδ‖(H1(Ξ))′ .
De´monstration. On reprend le sche´ma de la preuve du the´ore`me 4.3. Supposons donc
qu’il existe des suites δn > 0 et (uδn)n ⊂ H1(Ξ) ve´rifiant limn→+∞ δn = 0, ‖uδn‖H1(Ξ) = 1
et :
lim
n→+∞ sup‖v‖H1(Ξ)=1
|aδn(uδn , v)| = 0. (4.30)
La suite uδn e´tant borne´e dans H
1(Ξ), elle admet une sous-suite fortement convergente
dans L2(Ξ). Conside´rons maintenant Z0, l’ensemble des fonctions H1 nulles au voisinage
des {cj}. Le fait que Z0 ⊂ H1(Ξ) entraine que la proprie´te´ (4.30) reste vraie pour des
fonctions de Z0. Pour n assez grand, on a de plus :
N∑
j=1
∫
Bδnj
(nδj)
2uδnψdx = 0, ∀ψ ∈ Z0.
Ainsi, en notant u0 la limite de uδn , il vient :
0 = lim
n→+∞ aδn(u˜n, v) =
∫
Ξ
〈∇u0,∇v〉− κ2u0v dx+ ∫
∂Ξ
Tu0vdσ.
La densite´ de Z0 dans H1(Ξ) montre alors que l’e´galite´ pre´ce´dente a` lieu pour tout
v ∈ H1(Ξ) impliquant que u0 ve´rifie l’e´quation de Helmholtz et la condition de radia-
tion de Sommerfield. Ainsi u0 = 0 dans Ξ et il ne reste plus qu’a` montrer que uδn converge
fortement vers 0 dans H1(Ξ) pour finir la preuve. Avant cela, en prenant la partie imagi-
naire de aδn(uδn , uδn), il vient :
Imaδn(uδn , uδn) = −κ2
N∑
j=1
∫
Bδnj
Im (nδj)2|uδn |2dx+ Im
∫
∂Ξ
Tuδnuδndσ.
Le lemme 4.1 assure que l’ope´rateur DtN se de´compose sous la forme T = T0 + (T − T0)
ou` T0 est coercif et (T −T0) est compact. Ainsi, en utilisant (4.30), un passage a` la limite,
et la forme spe´cifique des indices (nδj)
2 = γ2j f(δ)
2, on obtient :
lim
n→+∞ f(δn)
∫
Bδnj
|uδn |2dx = 0, ∀j = 1, . . . , N.
Enfin, la coercivite´ de T0 entraine :
‖∇uδn‖2H1(Ξ) ≤ CRe
{
‖∇u˜n‖2H1(Ξ) +
∫
∂Ξ
T0 [uδn ]uδndσ
}
≤ C
Re(aδn(uδn , uδn)) + κ2
N∑
j=1
∫
Bδnj
γ2j f(δn)
2|uδn |2dx

+Cκ2
∫
X\SNj=1 Bδnj |uδn |
2dx+Re
{∫
∂Ξ
(T0 − T ) [uδn ]uδndσ
}
,
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ou` C > 0 est une constante inde´pendante de δ. De plus, comme uδn converge vers 0
fortement dans L2(Ξ), le the´ore`me de convergence domine´e de Lebesgue entraine
lim
n→+∞κ
2
∫
X\SNj=1 Bδnj |uδn |
2dx = 0.
Enfin, la compacite´ de T − T0 et (4.30) impliquent que ‖∇uδn‖2H1(Ξ) tend vers 0 lorsque n
tend vers l’infini et terminent la de´monstration.
Dans la suite et afin de faire les calculs du de´veloppement explicitement, nous suppo-
sons que les indices de re´fraction sont de la forme suivante :
nδj =
γj
δ
, Imγ2j > 0. (4.31)
Remarque 4.27. Les indices de re´fraction de la forme (4.31) sont du meˆme ordre de gran-
deur que les impe´dances conside´re´es pre´ce´demment (4.9). Ce choix permet en fait d’ap-
pliquer les re´sultats pre´ce´dents a` l’e´tude de l’asymptotique du proble`me (4.27) en pre´sence
de milieux caracte´rise´s par des indices de re´fraction donne´s par (4.31).
4.3.2 Forme ge´ne´rale des champs externes et internes
Les champs lointains sont de´finis a` partir du de´veloppement (4.10) et les champs
proches par (4.11). La de´termination des champs externes se fait exactement de la meˆme
manie`re que pour le cas de petits obstacles caracte´rise´s par des conditions d’impe´dance.
Ils sont ainsi donne´s par le the´ore`me 4.5. Les champs internes sont cependant diffe´rents.
En effet, en reportant (4.11) dans (4.28), on obtient :
m∑
k=0
1
δ2
∆Π(j)k (R,Θ) + κ
2nδ(x)Π
(j)
k (R,Θ) = 0, R
3.
En utilisant la forme spe´cifique des indices de re´fraction (4.31) et en identifiant les termes
de meˆme puissance de δ, il suit que les champs proches Π(j)k ve´rifient le proble`me de
transmission suivant : 
∆Π(j),+k = −κ2Π(j),+k−2 , dans R3 \ B1,
∆Π(j),−k + κ
2γ2jΠ
(j),−
k = 0, dans B1,
∂RΠ
(j),+
k = ∂RΠ
(j),−
k , pour R = 1
Π(j),+k = Π
(j),−
k , pour R = 1
(4.32)
La partie exte´rieure des champs proches ve´rifie des e´quations de Laplace emboite´es et leurs
expressions ge´ne´rales peuvent ainsi eˆtre obtenues par le lemme 4.6. La partie interne est
quant a` elle de´termine´e par se´paration de variables. Les proprie´te´s des fonctions de Bessel
sphe´riques [1] entrainent alors que Π(j),−k est donne´ par un certain nombre de constantes
en facteur d’harmoniques sphe´riques :
Π(j),−k (R,Θ) =
∑
n≥0
∑
|m|≤n
γ
(j),m
n,k jn(κγjR)Y
m
n (Θ), (4.33)
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ou` les γ(j),mn,k sont a` de´terminer par les conditions de transmission. Les conditions de raccord
sont maintenant donne´es par :
U(j)m,k −Π(j),+k = oR→+∞
(
1
Rm−k
)
, ∀j = 1, . . . , N, (4.34)
ou` les U(j)m,k sont les fonctions de raccord (4.12).
4.3.3 Existence, unicite´ du de´veloppement asymptotique a` tout ordre et
estimations d’erreur
Nous donnons ici les re´sultats concernant l’existence et l’unicite´ du de´veloppement
asymptotique construit par de´veloppemens asymptotiques raccorde´s ainsi que des estima-
tions d’erreur.
Existence et unicite´ du de´veloppement
Nous avons le re´sultat suivant :
The´ore`me 4.28. Les couples champs externes et champs internes, note´s (uk,Π
(j)
k ), sont
de´termine´s de manie`re unique pour tout k ∈ N par les e´quations (4.17) et (4.32) de`s lors
qu’ils ve´rifient les conditions de raccord (4.34),(4.12).
De manie`re identique au cas de petits objets caracte´rise´s par une condition aux limites
d’impe´dance, la de´monstration s’effectue par re´currence en supposant que l’hypothe`se
suivante est ve´rifie´e :
Hypothe`ses 4.29. Les champs externes et champs internes ve´rifiant respectivement les
e´quations (4.17) et (4.32) ainsi que les re`gles de raccord (4.34,4.12) existent et sont
uniques jusqu’a` l’ordre k.
Les champs internes Π(j),+l (R,Θ), pour l = 0, · · · , k, ne de´pendent que des 2l + 1
premie`res harmoniques sphe´riques et ils ne posse`dent pas de termes en Rγ pour γ > l et
γ < −(l + 1).
Ve´rifions tout d’abord que l’hypothe`se de re´currence est ve´rifie´e pour l’ordre 0. Le
champ externe d’ordre 0 est donne´ par u0 = uinc et la premie`re fonction de raccord
par U(j)0,0(R,Θ) = uinc(cj). Le champ proche ve´rifie ∆Π
(j),+
0 = 0 et donc le lemme 4.6
entraine :
Π(j),+0 (R,Θ) =
∑
n≥0
∑
|m|≤n
(
α
(j),m
n,0 R
n +
β
(j),m
n,0
Rn+1
)
Y mn (Θ).
Les re`gles de raccord (4.34) impose alors α(j),00,0 = uinc(cj) et Π
(j),+
0 ne de´pend que de
l’harmonique sphe´rique d’ordre 0 soit Π(j),+0 (R,Θ) =
(
uinc(cj) +
β
(j),m
n,0
R
)
. Les constantes
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restantes (4.33) sont maintenant de´termine´es par les conditions de transmission :
γ
m,(j)
n,k = 0, ∀n > 0,
uinc(cj) + β
(j),0
0,0 = j0(κγj)γ
(j),0
0,0 ,
−β(j),00,0 = κγjj′0(κγj)γ(j),00,0 .
La re´solution de ce syste`me line´aire fournit l’expression du champ interne d’ordre 0 :
Π(j),+0 (R,Θ) =
(
1− 1
R
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)
uinc(cj),
Π(j),−0 (R,Θ) = uinc(cj)
j0(κγjR)
j0(κγj) + κγjj′0(κγj)
.
(4.35)
La de´monstration du the´ore`me 4.28 suit alors exactement les meˆmes lignes directrices
que celles du the´ore`me 4.7. En effet, les champs externes ont les meˆmes proprie´te´s car
issus du the´ore`me 4.5 et le raccord est obtenu par identification avec la partie exte´rieure
des champs internes qui ve´rifient des e´quations de Laplace emboite´es. Ainsi, l’existence
du champ externe d’ordre k + 1 peut eˆtre e´tablie a` partir des lemmes 4.11 4.13 4.12
et 4.14. L’unique diffe´rence se situe au niveau de l’existence et l’unicite´ des champs internes
d’ordre k + 1 pour lesquels la condition d’impe´dance est remplace´e par des conditions de
transmission. Dans ce cas, en notant Φ = Π(j),+k+1 − U(j)k+1,k+1, on re´duit l’existence et
l’unicite´ de Π(j),+k+1 a` la re´solution du proble`me suivant :
trouver
(
Φ,Π(j),−k+1
)
∈ BL×H1(B1) tel que :
∆Φ = −κ2
(
Π(j),+k−1 −U(j)k+1,k−1
)
, dans R3 \ B1,
Φ = oR→+∞(1),
∆Π(j),−k+1 + κ
2γ2jΠ
(j),−
k+1 = 0, dans B1,
∂RΦ + ∂RU
(j)
k+1,k+1 = ∂RΠ
(j),−
k+1 , pour R = 1,
Π(j),+k+1 + U
(j)
k+1,k+1 = Π
(j),−
k+1 , pour R = 1,
(4.36)
ou` le second membre est obtenu en utilisant le lemme 4.11 et BL de´signe l’espace de
Beppo-Levi. Remarquons que l’unicite´ du proble`me de´coule de l’hypothe`se Imγ2j > 0.
L’alternative de Fredholm assure alors que le proble`me (4.36) est bien pose´.
Estimations d’erreur
Les estimations d’erreur entre la solution de (4.27) et son de´veloppement asympto-
tique, dont l’existence et l’unicite´ sont assure´es par le the´ore`me 4.28, sont e´tablies de la
meˆme manie`re que pour les petits obstacles caracte´rise´s par des conditions d’impe´dance.
Il y a toutefois quelques changements a` effectuer. Rappelons qu’une approximation globa-
lement valide de um,δ est de´finie comme suit :
u˜m,δ(x) =
1− N∑
j=1
χ
(j)
δ (x)
{ m∑
k=0
δkuk(x)
}
+
N∑
j=1
χ
(j)
δ (x)
{
m∑
k=0
δkΠ(j)k
( |x− cj |
δ
,Θ
)}
,
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ou` χ(j)δ (x) = χ
(
|x− cj |/
√
δ
)
ou` χ est la fonction de troncature de´crite dans la figure 4.4.
On a de plus :
u˜m,δ(x) =
m∑
k=0
δkuk(x), max
j=1,...,N
|x− cj | ≥ 2
√
δ,
u˜m,δ(x) =
m∑
k=0
δkΠ(j),+k
( |x− cj |
δ
,Θ
)
, δ ≤ |x− cj | ≤
√
δ, j = 1, . . . , N,
u˜m,δ(x) =
m∑
k=0
δkΠ(j),−k
( |x− cj |
δ
,Θ
)
, |x− cj | ≤ δ, j = 1, . . . , N,
Ainsi, l’unique diffe´rence se situe dans l’estimation de l’erreur interne qui doit eˆtre e´tablie
surM(j)δ =
{
x ∈ Ξ | |x− cj | ≤ 2
√
δ
}
et non plus sur
{
x ∈ Ξδ | δ < |x− cj | ≤ 2
√
δ
}
. L’en-
semble M(j)δ peut se de´composer comme M(j)δ = Bδ
⋃B2√δ \ Bδ et Π(j)l vaut Π(j),+l sur
B2√δ \ Bδ et Π
(j),−
l sur Bδ. La partie inte´rieure des champs proches est donne´e par une
somme finie de fonctions de Bessel sphe´riques (voir (4.33)) et donc est borne´e sur Bδ.
La partie externe ve´rifie des e´quations de Laplace emboite´es, ne de´pend que des 2l + 1
premie`res harmoniques sphe´riques et ne posse`de pas de termes en Rγ pour γ > k + 1 et
γ < −k dans sa de´composition (voir le lemme 4.17 pour le cas des impe´dances). Ainsi,
les Π(j),+l ont les meˆmes proprie´te´s que les champs proches du cas d’obstacles caracte´rise´s
par des conditions d’impe´dance et son estimation peut se faire par le lemme 4.19. Pour
re´sumer l’erreur interne ve´rifie :
N∑
j=1
∥∥∥∥∥χ(j)δ
{
m∑
k=0
δk
(
Π(j)k −
1
δ2
Π(j)k−2
)}∥∥∥∥∥
L2(M(j)δ )
≤ Cδ 14 +m2 .
En remarquant maintenant que les proprie´te´s des champs externes et des composantes
exte´rieures des champs internes sont les meˆmes que dans le cas d’objets caracte´rise´s par
une condition d’impe´dances, on peut de´montrer l’estimation d’erreur suivante.
The´ore`me 4.30. Soit u˜m,δ l’approximation globalement valide de uδ, solution de (4.27).
Alors, pour δ → 0, on a l’estimation suivante :
‖uδ − u˜m,δ‖H1(Ξ) ≤ Cδ
1
4
+m
2 ,
ou` C > 0 est une constante, inde´pendante de δ, mais pouvant de´pendre de N , le nombre
total de petits obstacles.
Comme pour le cas des impe´dances, l’estimation d’erreur pre´ce´dente peut eˆtre raf-
fine´e.
The´ore`me 4.31. Soit Fρ = Ξ \
⋃N
j=1 Bj(ρ) ou` ρ > 0 est suffisamment petit pour que
Bj(ρ) ne contienne aucun cl mis a` part cj. Alors, on a l’estimation d’erreur optimale :
‖uδ − um,δ‖H1(Fρ) ≤ Cρδm+1,
ou` Cρ > 0 ne de´pend pas de δ et um,δ(x) =
∑m
k=0 δ
kuk(x) ou` les uk sont les coefficients
du champ externe.
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La de´monstration est identique a` celle du the´ore`me 4.23 et ce re´sultat permet de
valider les de´veloppements suppose´s pour les champs externes (4.10) et pour les champs
internes (4.11).
5
Homoge´ne´isation non-pe´riodique formelle de
me´tamate´riaux acoustiques faiblement
denses
Au chapitre 4, nous avons e´tabli rigoureusement l’existence et l’unicite´ d’une approxi-
mation, construite par de´veloppements asymptotiques raccorde´s, du champ diffracte´ par
un nombre fini (N) de petits obstacles caracte´rise´s soit par une condition aux limites
d’impe´dance soit par un indice de re´fraction. Nous allons maintenant calculer explici-
tement les trois premiers termes du developpement puis les utiliser pour obtenir les ca-
racte´ristiques d’un mate´riau effectif correspondant aux petits objets. Pour cela on suppose,
tout comme A.G. Ramm, qu’ils sont re´partis suivant une loi impliquant que leur nombre
croit inde´finiment lorsque leur taille tend vers 0.
Conside´rons maintenant un ensemble de petites boules Bδj , centre´es en cj et toutes de
meˆme rayon δ. On suppose que leur re´partition asymptotique est de´crite par une fonction
R : Ω→ R+, ou` Ω est un ouvert connexe borne´ de R3 contenant toutes ces petites boules.
On impose ainsi, pour tout sous-domaine Υ ⊂ Ω, que le nombre de petits objets inclus
dans Υ ve´rifie :
N (Υ) = Card
{
k ∈ {1, ..., N}/Bδk ⊂ Υ
}
=
(
1
δ
∫
Υ
R(y)dy
)
(1 + o
δ→0
(1)). (5.1)
Remarquons que le nombre de Bδj contenus dans chaque ouvert connexe Υ pour lequel∫
Υ
R(y)dy > 0 croit vers l’infini comme O (1/δ). Ainsi, lorsque δ tend vers 0, N = N (Ω)
croˆıt vers l’infini et Ω devient rempli d’une infinite´ de petits obstacles et son comportement,
vis-a`-vis de la diffraction de l’onde acoustique, peut alors eˆtre caracte´rise´ par un milieu
e´quivalent. Notons de plus que l’hypothe`se (5.1) permet de conside´rer des re´partitions non-
pe´riodiques de petits objets justifiant ainsi que l’on se re´fe`re a` cette me´thode comme une
me´thode d’homoge´ne´isation non-pe´riodique. Le cas pe´riodique peut toutefois eˆtre traite´
comme un cas particulier. Supposons en effet que l’ensemble des petits objets soit dispose´
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pe´riodiquement dans Ω avec une pe´riode η. Les obstacles e´tant des boules de rayon δ, on
obtient que le nombre total de petits objets est :
Nper = N (Ω) = O
(
meas(Ω)
(2δ + η)3
)
,
ou` meas(Ω) =
∫
Ω 1dx est le volume de Ω. L’hypothe`se (5.1) entraine alors que η = δ
1
3 et
R = 1. Une autre conse´quence de (5.1) est que les petits constituants doivent eˆtre e´loigne´s
les uns des autres. En effet, si l’on note d la plus petite distance entre deux obstacles, on
obtient que d = O(δ
1
3 ) qui, pour δ assez petit, est tre`s grand devant δ. Cela justifie la
pre´sence du terme « milieux faiblement denses » dans le titre de ce chapitre. Cela peut
aussi eˆtre compris en regardant le taux de remplissage des petits objets dans Ω dont la
formule est ci-dessous :
Taux de remplissage =
Volume rempli par les boules
Volume total
= O(Nδ3) = O(δ2).
Le taux de remplissage tend ainsi vers 0 avec δ. Finalement notons que ce taux de rem-
plissage vaut 1 dans le cas d’homoge´ne´isations pe´riodiques par convergence double e´chelle
comme celle pre´sente´e dans la section 1.4.1. Dans ces cas la`, l’espacement entre les petits
constituants est ge´ne´ralement de l’ordre de leur taille.
On va, dans ce chapitre, de´river les parame`tres du milieu effectif obtenu par ho-
moge´ne´isation du domaine contenant les petits obstacles. On commence pour cela par cal-
culer explicitement les trois premiers termes des de´veloppements asymptotiques raccorde´s
correspondant aux proble`mes de diffraction par tous les petits obstacles caracte´rise´s soit
par une condition aux limites d’impe´dance soit par un indice de re´fraction. La de´rivation
est base´e sur l’approximation de Born que nous rappelons dans la suite. La dernie`re section
est de´die´e a` la de´rivation des parame`tres effectifs.
Notons que l’obtention du milieu homoge´ne´ise´ va utiliser une approximation, obtenue
par de´veloppements asymptotiques raccorde´s, du champ diffracte´ par un nombre fini N
de petits obstacles. Ainsi, la validite´ de cette approximation lorsque l’hypothe`se (5.1) est
ve´rifie´e n’est pas claire. On peut par exemple remarquer que la constante intervenant dans
les estimations d’erreur (voir the´ore`me 4.23) peut de´pendre de N. Ainsi, les passages a`
la limite ci-dessous ne sont pas tous rigoureusement justifie´s. C’est en ce sens que cette
me´thode d’homoge´ne´isation est, en l’e´tat, seulement « formelle ». En fait, comme nous le
verrons a` la fin de ce chapitre, l’indice effectif que nous de´rivons, pour le cas de petits
obstacles caracte´rise´s par une condition aux limite d’impe´dance, est le meˆme que celui
obtenu par A.G. Ramm [84] (voir aussi 1.4.2). Bien qu’obtenu de fac¸on formelle, plusieurs
arguments dont celui-ci plaident en faveur de la fiabilite´ de cette approche pour obtenir
un milieu homoge´ne´ise´ effectif.
5.1 De´termination explicite du de´veloppement asymptotique
jusqu’a` l’ordre 3
Nous calculons maintenant explicitement les trois premiers termes des de´veloppements
asymptotiques raccorde´s des solutions de (4.1) pour des impe´dances de la forme (4.9) ainsi
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que pour celles du proble`me de diffraction (4.27) pour des indices de re´fraction donne´s
par (4.31). Pour ce faire, on utilise le the´ore`me 4.5 et le lemme 4.6.
5.1.1 Cas de petits obstacles caracte´rise´s par une condition aux limites
d’impe´dance
Les termes d’ordre ze´ro ont de´ja` e´te´ calcule´s pour initialiser la re´currence ayant permis
d’e´tablir l’existence et l’unicite´ des de´veloppements asymptotiques a` tout ordre. Le champ
externe d’ordre 0 est donne´ par u0 = uinc et les champs externes par (4.22).
De´termination des termes d’ordre 1
L’estimation h(1)n (z) ∼ Cn/zn+1 valable lorsque z → 0 qui provient de (4.15) et le
the´ore`me 4.5 entrainent que la de´termination de u1 se rame`ne a` celle de N constantes :
u1(x) =
N∑
j=1
h0(κ|x− cj |)Y (j)0,1 .
Dans le cas contraire, il y aurait des termes en δ−1 se qui empeˆcherait de faire le raccord.
Nous devons maintenant calculer les fonctions de raccord U(j)1,l . Pour cela, on a le lemme
suivant.
Lemme 5.1. Les fonctions de raccords d’ordre 1 sont donne´es par :
U
(j)
1,0(R,Θ) = uinc(cj)− iκRY
(j)
0,1 ,
U
(j)
1,1(R,Θ) = R 〈∇uinc(cj),Θ〉+ Y (j)0,1 +
∑
l 6=j h
(1)
0 (κrlj)Y
(l)
0,1 .
De´monstration. On de´veloppe u1,δ(cj + δRΘ) = (uinc + δu1)(cj + δRΘ) par rapport a` δ.
L’expression explicite des fonctions de Hankel (4.15) montre que h(1)0 (z) =
1
iz
+1+ o
z→0
(z).
Il vient donc :
u1,δ(cj + δRΘ) =
(
uinc(cj)− i
κR
Y
(j)
0,1
)
+δ
R 〈∇uinc(cj),Θ〉+ Y 10,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
+ o
δ→0
(δ),
ou` rlj = |cj − cl| est la distance se´parant cj de cl. Ceci donne directement les fonctions de
raccord.
Les conditions de raccord (4.13) imposent Π(j)0 −U(j)1,0 = oR→+∞(R−1). Comme Π(j)0 =(
1− γj1+γj 1R
)
uinc(cj) (voir (4.22)), il vient :
Y
(j)
0,1 = −iκ
γj
1 + γj
uinc(cj). (5.2)
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Le champ externe d’ordre 1 est ainsi totalement de´termine´ :
u1(x) =
N∑
j=1
h
(1)
0 (κ|x− cj |)
(
−iκ γj
1 + γj
uinc(cj)
)
. (5.3)
Le lemme 4.6 rame`ne la de´termination du champ interne d’ordre 1 :
Π(j)1 (R,Θ) =
∑
n≥0
∑
|m|≤n
(
Rn +
n− γj
n+ 1 + γj
1
Rn+1
)
d
m,(j)
0,n,1 Y
m
n (Θ),
a` celle des constantes dm,(j)0,n,1 . De la meˆme manie`re en utilisant la fonction de raccord U
(j)
1,1,
le fait que 〈∇uinc(cj),Θ〉 admet un de´veloppement en harmoniques sphe´riques d’ordre 1 et
la condition de raccord Π(j)1 −U(j)1,1 = oR→+∞(1) il vient que Π(j)1 (R,Θ) est donne´ par :
Π(j)1 (R,Θ) =
(
1− γj
1 + γj
1
R
)Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1

+
(
R+
1− γj
2 + γj
1
R2
)
〈∇uinc(cj),Θ〉 . (5.4)
Le de´veloppement asymptotique d’ordre 1 est ainsi calcule´ explicitement.
De´termination des termes d’ordre 2
L’estimation h(1)n (z) ∼ Cn/zn+1 lorsque z → 0 entraine une fois de plus que u2 est de
la forme suivante :
u2(x) =
N∑
j=1
∑
n=0,1
h(1)n (κ|x− cj |)Y (j)n,2
(
x− cj
|x− cj |
)
.
On va maintenant calculer les fonctions de raccord (4.12). Pour cela, nous de´veloppons
u2,δ(cj + δRΘ) = (u0 + δu1 + δ2u2)(cj + δRΘ) lorsque δ → 0. Afin de rendre le processus
de raccord plus simple, il est ne´cessaire de de´velopper u2,δ(cj + δRΘ) dans la base des
harmoniques sphe´riques. Pour ce faire, on utilise d’une part les formules de translation, a`
la base de la me´thode multipoˆle rapide [48], pour les solutions de l’e´quation de Helmholtz
et d’autre part la formule de Gegenbauer [48]. On obtient ainsi :
Lemme 5.2. Les fonctions de raccords sont donne´es par :
U
(j)
2,0(R,Θ) = uinc(cj)−
i
κR
Y
(j)
0,1 −
i
(κR)2
Y
(j)
1,2 (Θ),
U
(j)
2,1(R,Θ) = iκRP1 (〈d,Θ〉)uinc(cj) +
∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1 −
i
κR
Y
(j)
0,2 + Y
(j)
0,1 ,
U
(j)
2,2(R,Θ) = −uinc(cj)
(
(κR)2
6
+
(κR)2
3
P2 (〈d,Θ〉)
)
+
iκR
2
Y
(j)
0,1 + Y
(j)
0,2 −
i
2
Y
(j)
1,2 (Θ)
+
∑
l 6=j
iκRY (l)0,1h(1)1 (κrlj)P1 (〈ĉj − cl,Θ〉)+ ∑
0≤n≤1
h(1)n (κrlj)Y
(l)
n,2(ĉj − cl)
 .
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De´monstration. Dans un premier temps, en de´veloppant le coefficient d’ordre 1 du champ
externe (5.3) et le champ incident u0 = uinc, on obtient :
u2,δ(cj + δRΘ) = uinc(cj + δRΘ) + δY
(j)
0,1 h
(1)
0 (κδR) + δ
2
∑
0≤n≤1
h(1)n (κδR)Y
(j)
n,2 (Θ)
+
∑
l 6=j
δY
(l)
0,1h
(1)
0 (κ|cj − cl + δRΘ|)
+
∑
l 6=j
δ2
∑
0≤n≤1
h(1)n (κ|cj − cl + δRΘ|)Y (l)n,2
(
cj − cl + δRΘ
|cj − cl + δRΘ|
)
.
Afin de calculer les fonctions de raccord, nous de´veloppons chacun des termes ci-dessus
dans la base des harmoniques sphe´riques. Le champ incident se de´veloppe alors, par les
formules (4.21) et (4.14) jusqu’a` l’ordre 2 comme suit :
uinc(cj + δRΘ) = uinc(cj)
{(
1− (κδR)
2
6
)
+ 3i
(
κδR
3
)
P1 (〈d,Θ〉)
}
−5uinc(cj)(κδR)
2
15
P2 (〈d,Θ〉) + o
δ→0
(δ2).
Les fonctions de Hankel h(1)0 (κ|cj − cl + δRΘ|) peuvent aussi eˆtre de´veloppe´es dans cette
base. On utilise pour cela les formules de translation [48]. Pour celles concernant h(1)0 , on
a :
h
(1)
0 (κ|cj − cl + δRΘ|) =
∑
n≥0
jn(κδR)(2n+ 1)hn(κrlj)Pn
(〈
ĉj − cl,Θ
〉)
, (5.5)
ou` rlj = |cj − cl| et ĉj − cl = cj−cl|cj−cl| est la projection radiale de (cj − cl) sur la sphe`re unite´
de R3. On obtient ainsi le de´veloppement suivant :
h
(1)
0 (κ|cj−cl+δRΘ|) = h(1)0 (κrlj)(1−
(κδR)2
6
)+h(1)1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
(iκδR)+ o
δ→0
(δ).
En utilisant maintenant (4.15), il vient :
h
(1)
0 (κδR) = −
i
κδR
+ 1 +
iκδR
2
+ o
δ→0
(δ), h(1)1 (κδR) = −
i
(κδR)2
− i
2
− κδR
3
+ o
δ→0
(δ).
La preuve s’ache`ve alors en regroupant tous les calculs pre´ce´dents.
Nous sommes maintenant en mesure de de´terminer le de´veloppement asymptotique
d’ordre 2. En partant de la de´finition de U(j)2,0 et de l’expression explicite de Π
(j)
0 (4.22), il
vient :
U(j)2,0(R,Θ) = Π
(j)
0 (R,Θ)−
i
(κR)2
Y
(j)
1,2 (Θ).
Les conditions de raccord (4.13) entrainent alors que U(j)2,0(R,Θ)−Π(j)0 (R,Θ) = oR→∞(R−2),
d’ou` on en de´duit Y (j)1,2 (Θ) = 0. En calculant maintenant U
(j)
2,1(R,Θ) − Π(j)1 (R,Θ) et en
ne´gligeant les termes de l’ordre de oR→∞(R−1), on obtient :
U(j)1,2(R,Θ)−Π(j)1 (R,Θ) = −
i
κR
Y
(j)
0,2 +
γj
1 + γj
1
R
Y 10,1 +∑
l 6=j
h10(κrlj)Y
(l)
0,1
 .
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Les re`gles de raccord (4.13) imposent que U(j)2,1(R,Θ) − Π(j)1 (R,Θ) = oR→0(R−1) ce qui
donne :
Y
(j)
0,2 =
κ
i
γj
1 + γj
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
 . (5.6)
Le champ externe d’ordre 2 est alors totalement de´termine´ par :
u2(x) =
N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)0,2 . (5.7)
La de´termination du coefficient d’ordre 2 du champ interne est faite dans le lemme ci-
dessous.
Lemme 5.3. Le champ interne d’ordre 2 est donne´ par :
Π(j)2 (R,Θ) = −
(
R2 +
2− γj
3 + γj
1
R3
)
κ2
3
uinc(cj)P2 (〈d,Θ〉) +R
(
κ2γj
1 + γj
uinc(cj)
2
)
+
(
R+
1− γj
2 + γj
1
R2
)
iκ
∑
l 6=j
Y
(l)
0,1h
(1)
1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
+Y (j)0,2 +
∑
l 6=j
Y
(l)
0,2h
(1)
0 (κrlj)−
κ2R2uinc(cj)
6
− 1
R
γj
1 + γj
Y (j)0,2 +∑
l 6=j
Y
(l)
0,2h
(1)
0 (κrlj) +
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
6

+
1
R
1
1 + γj
(
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
3
)
.
De´monstration. Le lemme 4.6 montre que le coefficient interne d’ordre 2 admet le
de´veloppement en harmoniques sphe´riques suivant :
Π(j)2 (R, θ) =
∑
n≥0
∑
|m|≤n
(
1∑
l=0
cmn,l,2R
−(n+1)+2l + dmn,l,2R
n+2l
)
Y mn (Θ),
ou` la de´pendance en j des constantes est omise pour alle´ger les notations. Nous allons
de´terminer les constantes inconnues en proce´dant par une identification selon les harmo-
niques sphe´riques. Premie`rement, comme Π(j)2 ve´rifie l’e´quation (4.18) et Π
(j)
0 est donne´
par (4.22) on obtient :
L0
(
1∑
l=0
c00,l,2R
−1+2l + d00,l,2R
2l
)
= −κ2uinc(cj)R2 + κ2 γj1 + γj uinc(cj)R,
Ln
(
1∑
l=0
cmn,lR
−(n+1)+2l + dmn,lR
2l+n
)
= 0, ∀ n ≥ 1,
5.1. De´termination du de´veloppement asymptotique jusqu’a` l’ordre 3 183
ou` Ln = (R∂R)2 + R∂R − n(n + 1) et la partie radiale de R2∆. La relation LnRα =
(α− n)(α+ n+ 1)Rα entraine alors :
Π(j)2 (R, θ) =
∑
n≥1
∑
|m|≤n
(
cmn R
−(n+1) + dmn R
n
)
Y mn (Θ)
+
(
c00,0,2R
−1 + d00,0,2
)
+R
(
κ2γj
1 + γj
uinc(cj)
2
)
− κ
2R2uinc(cj)
6
.
Les conditions aux limites (4.19) entrainent, pour les harmoniques sphe´riques d’ordre 0,
que :
−c00,0,2 + κ2uinc(cj)
(
γj
1 + γj
1
2
− 1
3
)
= γj
{
c00,0,2 + d
0
0,0,2 + κ
2uinc(cj)
(
γj
1 + γj
1
2
− 1
6
)}
Finalement, comme il n’y a pas d’harmoniques sphe´riques d’ordre supe´rieur a` ze´ro dans
le Π(j)0 , on obtient les conditions suivantes :
ncm0,n,2 − (n+ 1)dm0,n,2 = γj(cm0,n,2 + dm0,n,2), pour n ≥ 1 et |m| ≤ n.
Pour de´terminer les dernie`res constantes inconnues on utilise la condition de raccord
U(j)2,2(R,Θ) − Π(j)2 (R,Θ) = oR→+∞(1). En ne´gligeant les termes de l’ordre de oR→+∞(1),
il vient :
Π(j)2 (R,Θ) =
∑
n≥2
∑
|m|≤n
Rndmn Y
m
n (Θ) +
κ2γj
1 + γj
Ruinc(cj)
2
− κ
2R2uinc(cj)
6
+R
∑
|m|≤1
dm1 Y
m
1 (Θ) + d
0
0,0 + o
R→+∞
(1).
En utilisant la de´finition (5.2) de la fonction de raccord U(j)2,2(R,Θ), on peut voir, apre`s
quelques calculs, que :
dm0,n,0 = 0, pour n ≥ 3 et ∀ |m| ≤ n, d00,0,2 = Y (j)0,2 +
∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2∑
|m|≤1
dm0,1,2Y
m
1 (Θ) =
∑
l 6=j
iκY
(l)
0,1h
(1)
1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
,
∑
|m|≤2
dm0,2,2Y
m
2 (Θ) = −
κ2uinc(cj)
3
P2 (〈d,Θ〉) ,
ou` les Y (j)0,l sont de´finis par (5.2) pour l = 1 et par (5.6) pour l = 2. La de´monstration est
alors acheve´e en regroupant tous les calculs pre´ce´dents.
De´termination des termes d’ordre 3
Nous poursuivons le calcul du de´veloppement asymptotique raccorde´ de la solution
de (4.1). Une fois encore le the´ore`me 4.5 et la formule (4.15) entrainent que le champ
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externe d’ordre 3 admet la repre´sentation suivante :
u3(x) =
N∑
j=1
∑
n=0,1,2
h(1)n (κ|x− cj |)Y (j)n,3
(
x− cj
|x− cj |
)
,
ou` les combinaisons line´aires d’harmoniques sphe´riques Y (j)n,3 ont des coefficients inconnus
qui seront de´termine´s par le raccord (4.13). Ainsi nous commenc¸ons par le calcul des
fonctions de raccords U(j)3,k.
Lemme 5.4. Les fonctions de raccord d’ordre 3 sont donne´es par :
U
(j)
3,0(R,Θ) = uinc(cj)−
i
κR
Y
(j)
0,1 −
3i
(κR)3
Y
(j)
2,3 (Θ),
U
(j)
3,1(R,Θ) = iκRuinc(cj)P1 (〈d,Θ〉) + Y (j)0,1 +
∑
l 6=j
Y l0,1h
(1)
0 (κrlj)
− i
κR
Y
(j)
0,2 −
i
(κR)2
Y
(j)
1,3 (Θ),
U
(j)
3,2(R,Θ) = −uinc(cj)
(κR)2
3
(
1
2
+ P2 (〈d,Θ〉)
)
+
iκR
2
Y
(j)
0,1 −
i
2κR
Y j2,3(Θ) + Y
(j)
0,2
+
∑
l 6=j
iκRh1(κrlj)P1
(〈
ĉj − cl,Θ
〉)
Y
(l)
0,1 + Y
(l)
0,2h0(κrlj)−
i
κR
Y
(j)
0,3 ,
U
(j)
3,3(R,Θ) = uinc(cj)
(
− i(κR)
3
15
P3 (〈d,Θ〉)− i(κR)
3
10
P1 (〈d,Θ〉)
)
− (κR)
2
6
Y
(j)
0,1
+Y (j)0,3 −
i
2
Y1,3(Θ) + i
κR
2
Y
(j)
0,2
+
∑
l 6=j
Y
(l)
0,1
(
−(κR)
2
6
h
(j)
0 (κrlj)−
(κR)2
3
h2(κrlj)P2
(〈
ĉj − cl,Θ
〉))
+
∑
l 6=j
(
Y
(l)
0,2 iκRh
(1)
1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
+
2∑
n=0
hn(κrlj)Y
(j)
n,3 (ĉj − cl)
)
.
De´monstration. Nous devons de´velopper u3,δ(cj + δRΘ) =
∑3
k=0 uk(cj + δRΘ) en puis-
sances de δ jusqu’a` l’ordre 3. En utilisant les formules explicites des 3 premiers champs
externes ((5.3) pour l’ordre 1 et (5.7) pour l’ordre 2), on obtient :
u3,δ(cj + δRΘ) = uinc(cj + δRΘ) + δY
(j)
0,1 h
(1)
0 (κδR) + δ
2h
(1)
0 (κδR)Y
(j)
0,2
+δ3
∑
0≤n≤2
h(1)n (κδR)Y
(j)
n,3 (Θ)
+
∑
l 6=j
δY
(l)
0,1h
(1)
0 (κ|cj − cl + δRΘ|) + δ2Y (l)0,2h(1)0 (κ|cj − cl + δRΘ|)
+
∑
l 6=j
δ3
∑
0≤n≤2
h(1)n (κ|cj − cl + δRΘ|)Y (l)n,3
(
cj − cl + δRΘ
|cj − cl + δRΘ|
)
.
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La formule de Gegenbauer (4.21) donne :
uinc(cj + δRΘ) = uinc(cj)
{(
1− (κδR)
2
6
)
+ 3i
(
κδR
3
)
P1 (〈d,Θ〉)
}
+uinc(cj)
(
−5(κδR)
2
15
P2 (〈d,Θ〉)− i(κδR)
3
15
P3 (〈d,Θ〉)
)
+ o
δ→0
(δ3),
Afin de de´velopper h(1)0 (κ|cj − cl + δRΘ|) par rapport a` δ jusqu’a` l’ordre 2, on utilise les
formules de translation (5.5) :
h
(1)
0 (κ|cj − cl + δRΘ|) = h(1)0 (κrlj)
(
1− (κδR)
2
6
)
+ h(1)1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
iκδR
+h(j)2 (κrlj)P2
(〈
ĉj − cl,Θ
〉)(
−(κδR)
2
3
)
+ o
δ→0
(δ2),
Les fonctions h(1)n (κ|cj − cl + δRΘ|)Y (l)n,3 ((cj − cl + δRΘ)/|cj − cl + δRΘ|) e´tant re´gulie`res
au voisinage de cj pour n = 0, 1, 2, un de´veloppement de Taylor donne directement :
δ3h(1)n (κ|cj − cl + δRΘ|)Y (l)n,3
(
cj − cl + δRΘ
|cj − cl + δRΘ|
)
= δ3h(1)n (κrlj)Y
(l)
n,3
(
ĉj − cl
)
+ o
δ→0
(δ3).
Enfin, la formule (4.15) pour les fonctions de Hankel sphe´riques et un de´veloppement de
Taylor montrent que :
h
(1)
0 (κδR) = −
i
κδR
+ 1 +
iκδR
2
− (κδR)
2
6
+ o
δ→0
(δ2),
h
(1)
1 (κδR) = −
i
(κδR)2
− i
2
− κδR
3
+ i
(κδR)2
8
+ o
δ→0
(δ2),
h
(1)
2 (κδR) = −
3i
(κδR)3
− i
2κδR
− iκδR
8
+
(κδR)2
15
+ o
δ→0
(δ2).
La de´monstration se termine alors en regroupant tous les calculs pre´ce´dents.
Nous de´terminons maintenant le champ externe d’ordre 3. Premie`rement, on a la
formule U(j)3,0(R,Θ) = Π
(j)
0 (R,Θ) − 3i(κR)−3Y (j)2,3 (Θ). Les conditions de raccord (4.13)
donne´es par U(j)3,0(R,Θ)−Π(j)0 (R) = oR→+∞(R−3) imposent alors Y (j)2,3 (Θ) = 0. Les re`gles
de raccord d’ordre 1 sont U(j)3,1(R,Θ) − Π(j)1 (R,Θ) = oR→+∞(R−2). En utilisant alors la
de´finition de Y (j)0,2 (5.6) et l’expression du champ interne d’ordre 1 (5.4), il vient :
Π(j)1 (R,Θ) = U
(j)
3,1(R,Θ) +
1
R2
(
i
κ2
Y1,3(Θ) +
1− γj
2 + γj
〈∇uinc(cj),Θ〉
)
.
L’e´galite´ pre´ce´dente entraine alors :
Y1,3(Θ) = −κ
2
i
1− γj
2 + γj
〈∇uinc(cj),Θ〉 .
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Les re`gles de raccord d’ordre 2 sont U(j)2,3(R,Θ)−Π(j)2 (R,Θ) = oR→+∞(R−1). L’expression
explicite de Π(j)2 (R,Θ) (voir lemme 5.3) entraine :
Π(j)2 (R,Θ) = U
(j)
2,3(R,Θ) + o
R→+∞
(
1
R
)
+
i
κR
Y
(j)
0,3 +
1
R
κ2uinc(cj)
1 + γj
(
γj
1 + γj
1
2
− 1
3
)
− 1
R
γj
1 + γj
Y (j)0,2 +∑
l 6=j
Y
(l)
0,2h
(1)
0 (κrlj) +
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
6
 .
L’harmonique sphe´rique d’ordre 0 du champ externe d’ordre 3 est ainsi donne´e par :
Y
(j)
0,3 = −iκ
( −1
1 + γj
(
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
3
))
−iκ
 γj
1 + γj
Y (j)0,2 +∑
l 6=j
Y
(l)
0,2h
(1)
0 (κrlj) +
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
6
 .
Le champ externe d’ordre 3 est enfin de´termine´ :
u3(x) =
N∑
j=1
−h(1)1 (κ|x− cj |)
κ2
i
1− γj
2 + γj
〈∇uinc(cj),Θ〉
+h(1)0 (κ|x− cj |)− iκ
( −1
1 + γj
(
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
3
))
(5.8)
−iκ
 γj
1 + γj
Y (j)0,2 +∑
l 6=j
Y
(l)
0,2h
(1)
0 (κrlj) +
κ2γj
1 + γj
uinc(cj)
2
− κ
2uinc(cj)
6
 .
Afin de de´terminer le champ interne d’ordre 3, on utilise le lemme 4.6 ainsi que l’expression
explicite de Π(j)1 (5.4). Nous obtenons de cette manie`re le lemme suivant :
Lemme 5.5. Le champ externe d’ordre 3 est :
Π(j)3 (R,Θ) = −
(
R3 +
3− γj
3 + 1 + γj
1
R4
)
iκ3
15
P3 (〈d,Θ〉)
−
(
R2 +
2− γj
3 + γj
1
R3
)
κ2
3
∑
l 6=j
h2(κrlj)Y
(j)
0,1 P2
(〈
ĉj − cl,Θ
〉)
+
(
R+
1− γj
2 + γj
1
R2
)
iκ
∑
l 6=j
h1(κrlj)Y
(j)
0,1 P1
(〈
ĉj − cl,Θ
〉)
+
{
1
2
1− γj
2 + γj
−R3 1
10
− 1
R2
1
2 + γj
(
1
2
11− 4γj − γ2j
10(2 + γj)
)}
κ2 〈∇uinc(cj),Θ〉
+
(
1− γj
1 + γj
1
R
)Y (j)0,3 +∑
l 6=j
∑
0≤n≤1
h(j)n (κrlj)Y
(j)
n,2 (ĉj − cj)

+RiκY (j)0,2
1
2
− κ
2R2
6
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1

− 1
R
1
1 + γj
(γj − 1
1 + γj
iκY
(j)
0,2
1
2
)
− γj − 2
1 + γj
κ2
6
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
 .
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De´monstration. Le lemme 4.6 donne :
Π(j)3 (R, θ) =
∑
n≥0
∑
|m|≤n
(
1∑
l=0
cmn,lR
−(n+1)+2l + dmn,lR
n+2l
)
Y mn (Θ).
Nous de´terminons les constantes inconnues en travaillant harmonique sphe´rique par har-
monique sphe´rique. Le terme Π(j)3 ve´rifie ∆Π
(j)
3 = −κ2Π(j)1 et Π(j)1 ne de´pend que des
harmoniques sphe´riques d’ordre au plus 1. On a alors :
L0
{
1∑
l=0
c00,lR
2l−1 + d00,lR
2l
}
= −κ2R2
Y (j)0,1 +∑
l 6=j
Y
(l)
0,1h
(1)
0 (κrlj)−
1
R
i
κ
Y
(j)
0,2
 ,
L1
∑|m|≤1Y mn (Θ)
1∑
l=0
cm1,l
R2−2l
+ dm1,lR
2l+1
 = −κ2R2
(
R+
1− γj
2 + γj
1
R2
)
〈∇uinc(cj),Θ〉 ,
Ln
 ∑|m|≤n
(
1∑
l=0
cmn,lR
−(n+1)+2l + dmn,lR
n+2l
)
Y mn (Θ)
 = 0, ∀ n ≥ 2.
En comparant les termes de meˆme puissance de R et en utilisant l’identite´ LnRα =
(α−n)(α+n+1)Rα il vient que c00,1 = − iκ2 Y
(j)
0,2 et d
0
0,1 = −κ
2
6
(
Y
(j)
0,1 +
∑
l 6=j Y
(l)
0,1h
(1)
0 (κrlj)
)
.
En proce´dant de meˆme pour n = 1, il vient∑
|m|≤1
Y m1 (Θ)c
m
1,1 =
κ2
2
1− γj
2 + γj
〈∇uinc(cj),Θ〉 ,
∑
|m|≤1
Y m1 (Θ)d
m
1,1 = −
κ2
10
〈∇uinc(cj),Θ〉 ,
et cmn,1 = d
m
n,1 = 0 pour tout n ≥ 2. Nous prenons maintenant en compte la condition
limite (4.19) :
−c00,0 + c00,1 + 2d00,1 = γj
(
1∑
l=0
c00,l + d
0
0,l
)
,
∑
|m|≤1
Y mn (Θ)
1∑
l=0
(2l − 2)cm1,l + dm1,l(2l + 1)R2l+1 = γj
∑
|m|≤1
Y mn (Θ)
1∑
l=0
cm1,l + d
m
1,l,∑
|m|≤2
(−3cm2 + 2dm2 )Y m2 (Θ) = γj
∑
|m|≤2
(cm2 + d
m
2 )Y
m
2 (Θ),
ncmn − (n+ 1)dmn = γj(cmn + dmn ), pour n ≥ 3 et |m| ≤ n,
ou` la de´pendance en l des cmn,l, d
m
n,l est supprime´e de la notation lorsque n ≥ 3 car les seules
constantes non nulles sont pour l = 0. La de´termination des constantes inconnues restantes
utilise les re`gles de raccord. A` l’ordre 3, elles sont donne´es par U(j)3,3(R,Θ)−Π(j)3 (R,Θ) =
oR→+∞(1). En ne´gligeant les termes de la forme Rγ pour γ < 0 dans Π
(j)
3 il suit :
Π(j)3 (R,Θ) =
∑
n≥3
∑
|m|≤n
Rndmn Y
m
n (Θ) +R
2
∑
|m|≤2
dm2 Y
m
2 (Θ) +R
∑
|m|≤1
dm1 Y
m
1 (Θ)
+
κ2
2
1− γj
2 + γj
〈∇uinc(cj),Θ〉 −R3κ
2
10
〈∇uinc(cj),Θ〉+ d00,0 +RiκY (j)0,2
1
2
−κ
2R2
6
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
+ o
R→+∞
(1).
188 5. Homoge´ne´isation non-pe´riodique de me´tamate´riaux acoustiques
L’expression de U(j)3,3(R,Θ) montre enfin :
Π(j)3 (R,Θ) = U
(j)
3,3(R,Θ) + o
R→+∞
(1) +
∑
n≥4
∑
|m|≤n
Rndmn Y
m
n (Θ)
+R3
∑
|m|≤3
dm3 Y
m
3 (Θ) +
iκ3
15
P3(〈d,Θ〉)

+R2
∑
|m|≤2
dm2 Y
m
2 (Θ) +
κ2
3
∑
l 6=j
h2(κrlj)Y
(j)
0,1 P2(
〈
ĉj − cl,Θ
〉
)

+R
∑
|m|≤1
dm1 Y
m
1 (Θ)− iκ
∑
l 6=j
h1(κrlj)Y
(j)
0,1 P1(
〈
ĉj − cl,Θ
〉
)

+1
d00,0 − Y (j)0,3 −∑
l 6=j
∑
0≤n≤1
h(j)n (κrlj)Y
(j)
n,2 (ĉj − cj)
 .
On obtient ainsi explicitement les constantes suivantes :
dmn = 0, ∀ n ≥ 4 et pout tout |m| ≤ n,∑
|m|≤3
dm3 Y
m
3 (Θ) = −
iκ3
15
P3 (〈d,Θ〉) ,
∑
|m|≤2
dm2 Y
m
2 (Θ) = −
κ2
3
∑
l 6=j
h2(κrlj)Y
(j)
0,1 P2
(〈
(ĉj − cl,Θ
〉)
,
∑
|m|≤1
dm1 Y
m
1 (Θ) = iκ
∑
l 6=j
h1(κrlj)Y
(j)
0,1 P1
(〈
(ĉj − cl,Θ
〉)
,
d00,0 = Y
(j)
0,3 +
∑
l 6=j
∑
0≤n≤1
h(j)n (κrlj)Y
(j)
n,2 (ĉj − cj),
qui de´terminent le champ interne d’ordre 3.
5.1.2 Cas de petits obstacles caracte´rise´s par un indice de re´fraction
Les termes d’ordre ze´ro ont de´ja` e´te´ calcule´s. Le champ externe d’ordre 0 est, une fois
de plus, u0 = uinc. Les champs externes ont e´te´ calcule´s dans (4.35).
De´termination des termes d’ordre 1
Pour le meˆme raisons que pre´ce´demment, le champ externe d’ordre 1 est de´termine´
par N constantes :
u1(x) =
N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)0,1 .
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Les fonctions de raccord sont calcule´es dans le lemme 5.1. La premie`re condition de raccord
U(j)1,0 −Π(j),+0 = oR→+∞
(
R−1
)
et l’expression explicite de Π(j),+0 entrainent
u1(x) =
N∑
j=1
h
(1)
0 (κ|x− cj |)
κ
i
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
uinc(cj). (5.9)
La de´termination du champ interne d’ordre 1 est effectue´e dans le lemme ci-dessous :
Lemme 5.6. Le champ proche d’ordre 1 est donne´ par l’expression suivante :
Π(j),+1 (R,Θ) =
(
1− 1
R
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1

+
(
R+
1
R2
j1(κγj)− κγjj′1(κγj)
2j1(κγj) + κγjj′1(κγj)
)
〈∇uinc(cj),Θ〉 ,
Π(j),−1 (R,Θ) =
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
 j0(κγjR)j0(κγj) + κγjj′0(κγj)
+
3 〈∇uinc(cj),Θ〉
2j1(κγj) + κγjj′1(κγj)
j1(κγjR).
De´monstration. Π(j),+1 ve´rifie une e´quation de Laplace sur R3 \ B1. Les conditions de
raccord (4.34) et le fait que U(j)1,0 ne de´pende que des harmoniques sphe´riques d’ordre au
plus 1 entraine :
Π(j),+1 (R,Θ) =
1∑
n=0
∑
|m|≤n
(
α
(j),m
n,1 R
n +
β
(j),m
n,1
Rn+1
)
Y mn (Θ).
Rappelons que U(j)1,1(R,Θ) = R 〈∇uinc(cj),Θ〉+ Y (j)0,1 +
∑
l 6=j h
(1)
0 (κrlj)Y
(l)
0,1 . Ainsi, α
(j),0
0,1 =
Y
(j)
0,1 +
∑
l 6=j h
(1)
0 (κrlj)Y
(l)
0,1 et
∑
|m|≤1 α
(j),m
1,1 Y
m
1 (Θ) = 〈∇uinc(cj),Θ〉. Les constantes res-
tantes sont maintenant de´termine´es par les conditions de transmission (4.32). Pour l’har-
monique sphe´rique d’ordre 0, il vient :{
α
(j),0
0,1 + β
(j),0
0,1 = j0(κγj)γ
(j),0
0,1 ,
−β(j),10,1 = κγjj′0(κγj)γ(j),00,1 .
et ainsi
γ
(j),0
0,1 =
α
(j),0
0,1
j0(κγj) + κγjj′0(κγj)
, β
(j),0
0,1 = −
κγjj
′
0(κγj)α
(j),0
0,1
j0(κγj) + κγjj′0(κγj)
.
Pour les harmoniques sphe´riques de degre´ 1, nous devons re´soudre, pour |m| ≤ 1, le
syste`me suivant : {
α
(j),m
1,1 + β
(j),m
1,1 = j1(κγj)γ
(j),m
1,1 ,
α
(j),m
1,1 − 2β(j),m1,1 = κγjj′1(κγj)γ(j),m1,1 .
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On obtient alors
γ
(j),m
1,1 =
3α(j),m1,1
2j1(κγj) + κγjj′1(κγj)
, β
(j),m
1,1 = −α(j),m1,1 + j1(κγj)γ(j),m1,1 .
Le regroupement de tout les calculs pre´ce´dents permet de terminer la preuve.
De´termination des termes d’ordre 2
Le champ externe d’ordre 2 est de la forme suivante :
u2(x) =
N∑
j=1
1∑
n=0
hn(κ|x− cj |)Y (j)n,2 (Θ),
ou` Y (j)n,2 (Θ) sont des combinaisons line´aires d’harmoniques sphe´riques de degre´ n que l’on
va de´terminer via le raccord. Les fonctions de raccords sont donne´es dans le lemme 5.2.
Ainsi, en utilisant (4.35), il suit U(j)2,0−Π(j),+0 = oR→+∞
(
R−2
)
= −i(κR)−2Y (j)1,2 (Θ) et ainsi
Y
(j)
1,2 = 0. L’expression de Π
(j),+
1 donne´e par le lemme (5.6) et celle de U
(j)
2,1 entrainent :
U(j)2,1 −Π(j),+1 =
1
R
 i
κ
Y
(j)
0,2 −
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1

 .
Les conditions de raccord montrent alors :
u2(x) =
N∑
j=1
h0(κ|x− cj |)κ
i
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
 , (5.10)
et ainsi le champ externe d’ordre 2 est totalement de´termine´. Pour le champ interne d’ordre
2, on a le re´sultat suivant :
Lemme 5.7. Le champ interne d’ordre 2 est :
Π(j),+2 (R,Θ)
= −
(
R2 +
1
R3
{
2j2(κγj)− κγjj′2(κγj)
3j2(κγj) + (κγj)j′2(κγj)
})(
κ2
3
uinc(cj)P2(〈d,Θ〉)
)
+
(
R+
1
R2
{
j1(κγj)− κγjj′1(κγj)
2j1(κγj) + (κγj)j′1(κγj)
})iκ∑
l 6=j
Y l0,1h
(1)
1 (κrlj)P1(
〈
ĉj − cl,Θ
〉
)

+
(
1− 1
R
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)Y (j)0,2 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2

+
1
R
(
−κ
2
3
uinc(cj) +
κ2
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
))
− 1
R
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
(
−κ
2uinc(cj)
3
+
κ2uinc(cj)
2
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
))
−κ
2R2
6
uinc(cj) +
κ2R
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)
,
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Π(j),−2 (R,Θ) = −
5κ2
3
uinc(cj)
3j2(κγj) + κγjj′2(κγj)
j2(κγjR)P2(〈d,Θ〉)
+
3j1(κγjR)
2j1(κγj) + κγjj′1(κγj)
iκ∑
l 6=j
Y l0,1h
(1)
1 (κrlj)P1(
〈
ĉj − cl,Θ
〉
)

+
j0(κγjR)
j0(κγj) + κγjj′0(κγj)
Y (j)0,2 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2

+
j0(κγjR)
j0(κγj) + κγjj′0(κγj)
(
−κ2uinc(cj)/2 + κ
2uinc(cj)κγjj′0(κγj)
j0(κγj) + κγjj′0(κγj)
)
.
De´monstration. Le terme Π(j),+2 ve´rifie l’e´quation de Laplace ∆Π
(j),+
2 = −κ2Π(j),+0 . L’ex-
pression explicite de Πj,+0 le lemme 4.6 ainsi que les calculs du de´but de la de´monstration
du lemme 5.3 entrainent :
Π(j),+2 (R,Θ) = −
κ2R2
6
uinc(cj) +
κ2R
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)
+
2∑
n=0
∑
|m|≤n
(
α
(j),m
n,2 R
n +
β
(j),m
n,2
Rn+1
)
Y mn (Θ).
En utilisant maintenant les re`gles de raccord et la fonction de raccord U(j)2,2 calcule´e dans
le lemme 5.2, on obtient :
α
(j),0
0,2 = Y
(j)
0,2 +
∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2 ,∑
|m|≤1
α
(j),m
1,2 Y
m
1 (Θ) =
∑
l 6=j
iκY
(l)
0,1h
(1)
1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
,
∑
|m|≤2
α
(j),m
2,2 Y
m
2 (Θ) = −
κ2uinc(cj)
3
P2 (〈d,Θ〉) .
Pour de´terminer les β(j),mn,2 et les constantes de la partie interne du champ proche 4.33,
on utilise les conditions de transmission. Pour les harmoniques sphe´riques d’ordre 2, nous
devons re´soudre le syste`me suivant :{
α
(j),m
2,2 + β
(j),m
2,2 = j2(κγj)γ
(j),m
2,2 ,
2α(j),m2,2 − 3β(j),m2,2 = κγjj′2(κγj)γ(j),m2,2 .
On obtient alors
γ
(j),m
2,2 =
5α(j),m2,2
3j2(κγj) + κγjj′2(κγj)
, β
(j),m
2,2 = j2(κγj)γ
(j),m
2,2 − α(j),m2,2 .
Pour les harmoniques sphe´riques de degre´ 1, il vient :{
α
(j),m
1,2 + β
(j),m
1,2 = j1(κγj)γ
(j),m
1,2 ,
α
(j),m
1,2 − 2β(j),m1,2 = κγjj′1(κγj)γ(j),m1,2 ,
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et ainsi
γ
(j),m
1,2 =
3α(j),m1,2
2j1(κγj) + κγjj′1(κγj)
, β
(j),m
2,2 = j2(κγj)γ
(j),m
1,2 − α(j),m1,2 .
Enfin, pour l’harmonique sphe´rique d’ordre 0, les conditions de transmission entrainent :
α
(j),0
0,2 + β
(j),0
0,2 −
κ2
6
uinc(cj) +
κ2
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)
= j0(κγj)γ
(j),0
0,2 ,
−β(j),00,2 −
κ2
3
uinc(cj) +
κ2
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)
= κγjj′0(κγj)γ
(j),0
0,2 ,
et donc
γ
(j),0
0,2 =
1
j0(κγj) + κγjj′0(κγj)
(Y (j)0,2 +
∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2
−κ
2uinc(cj)
2
+ κ2uinc(cj)
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
).
La preuve se termine alors en regroupant tout les calculs ci-dessus.
De´termination des termes d’ordre 3
Le champ externe d’ordre 3 est donne´ par :
u3(x) =
N∑
j=1
2∑
n=0
h(1)n (κ|x− cj |)Y (j)n,3 (Θ).
Afin de le de´terminer, nous utilisons les fonctions de raccords calcule´es dans le lemme 5.4.
L’expression explicite de Π(j),+0 (4.35) entraine que U
(j)
3,0 = Π
(j),+
0 − 3i(κR)−3Y (j)2,3 (Θ) et
ainsi les conditions de raccord U(j)3,0 −Π(j),+0 = oR→+∞
(
R−3
)
impliquent Y (j)2,3 (Θ) = 0. En
utilisant maintenant l’expression explicite du Π(j),+1 (voir lemme 5.6), il vient :
U(j)3,1 = Π
(j),+
1 −
1
R2
(
i
κ2
Y
(j)
1,3 (Θ) +
j1(κγj)− κγjj′1(κγj)
2j1(κγj) + κγjj′1(κγj)
)
〈∇uinc(cj),Θ〉 .
Les conditions de raccord U(j)3,1 −Π(j),+1 = oR→+∞
(
R−2
)
imposent alors
Y
(j)
1,3 (Θ) = −
κ2
i
j1(κγj)− κγjj′1(κγj)
2j1(κγj) + κγjj′1(κγj)
〈∇uinc(cj),Θ〉 .
Le lemme 5.7 donnant l’expression des champs internes d’ordre 2 montre enfin :
U(j)3,1 =
i
κR
Y
(j)
0,3 + Π
(j),+
2 + o
R→+∞
(
1
R
)
+
1
R
(
−κ
2
3
uinc(cj) +
κ2
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
))
− 1
R
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
Y (j)0,2 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2

− 1
R
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
(
−κ
2uinc(cj)
3
+
κ2uinc(cj)
2
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
))
.
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Ainsi, la condition de raccord U(j)3,2 − Π(j),+2 = oR→+∞
(
R−1
)
permet de de´terminer la
constante restante dans le champ externe d’ordre 3 :
Y
(j)
0,3 =
κ
i
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
[Y (j)0,2 +
∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,2
−κ
2uinc(cj)
3
+
κ2uinc(cj)
2
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)
]
−
(
−κ
2
3
uinc(cj) +
κ2
2
uinc(cj)
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
))
.
Le champ externe est alors comple`tement de´termine´ par le de´veloppement suivant :
u3(x) = −
N∑
j=1
h
(1)
1 (κ|x− cj |)
κ2
i
j1(κγj)− κγjj′1(κγj)
2j1(κγj) + κγjj′1(κγj)
〈∇uinc(cj),Θ〉 (5.11)
+
N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)0,3 .
Pour les champs internes, on a le lemme suivant :
Lemme 5.8. La partie exterieure du champ interne d’ordre 3 admet la repre´sentation
suivante :
Π(j),+3 (R,Θ) =
3∑
n=2
∑
|m|≤n
(
α
(j),m
n,3 R
n +
β
(j),m
n,3
Rn+1
)
Y mn
+
1∑
n=0
∑
|m|≤n
{
c
(j),m
n,l,3 R
−(n+1)+2l + d(j),mn,l,3 R
n+2l
}
Y mn (Θ),
∑
|m|≤3
α
(j),m
3,3 Y
m
3 (Θ) = −
iκ3
15
P3 (〈d,Θ〉) ,
∑
|m|≤2
α
(j),m
2,3 Y
m
2 (Θ) = −
κ2
3
∑
l 6=j
h2(κrlj)Y
(j)
0,1 P2
(〈
ĉj − cl,Θ
〉)
,
∑
|m|≤1
d
(j),m
1,0,3 Y
m
1 (Θ) = iκ
∑
l 6=j
h1(κrlj)Y
(j)
0,1 P1
(〈
ĉj − cl,Θ
〉)
,
d
(j),0
0,0,3 = Y
(j)
0,3 +
∑
l 6=j
∑
0≤n≤1
h(j)n (κrlj)Y
(j)
n,2 ĉj − cl),
c
(j),0
0,1,3 =
κ2
2
(
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
)Y0,1 +∑
l 6=j
Y
(l)
0,1h
(1)
0 (κrlj)
 ,
d
(j),0
0,1,3 = −
κ2
6
Y0,1 +∑
l 6=j
Y
(l)
0,1h
(1)
0 (κrlj)
 ,
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∑
|m|≤1
c
(j),m
1,1,3 Y
m
1 (Θ) =
κ2
2
〈∇uinc(cj),Θ〉
{
j1(κγj)− κγjj1(κγj)
2j1(κγj) + κγjj1(κγj)
}
,
∑
|m|≤1
d
(j),m
1,1,3 Y
m
1 (Θ) = −
κ2
10
〈∇uinc(cj),Θ〉 ,
∑
|m|≤3
β
(j),m
3,3 Y
m
3 (Θ) = −
{
3j3(κγj)− κγjj3(κγj)
4j3(κγj) + κγjj3(κγj)
}
iκ3
15
P3 (〈d,Θ〉) ,
∑
|m|≤2
β
(j),m
2,3 Y
m
2 (Θ) = −
2j(κγj)− κγjj2(κγj)
3j2(κγj) + κγjj2(κγj)
κ2
3
∑
l 6=j
h2(κrlj)Y
(j)
0,1 P2
(〈
ĉj − cl,Θ
〉)
,
c
(j),m
1,0,3 = −
(
d
(j),m
1,0,3 + c
(j),m
1,1,3 + d
(j),m
1,1,3
)
+ j1(κγj)
(
3d(j),m1,0,3 + 5d
(j),m
1,1,3 + 2c
(j),m
1,1,3
2j1(κγj) + κγjj′1(κγj)
)
,
c
(j),0
0,0,3 = −
(
d
(j),0
0,0,3 + c
(j),0
0,1,3 + d
(j),0
0,1,3
)
+ j0(κγj)
(
2c(j),00,1,3 + 3d
(j),0
0,1,3 + d
(j),0
0,0,3
j0(κγj) + κγjj′0(κγj)
)
,
La partie inte´rieure du champ interne est :
Π(j),−3 (R,Θ)
=
j3(κγjR)
κγjj′3(κγj) + 4j3(κγj)
{
−7iκ
3
15
uinc(cj)P3 (〈d,Θ〉)
}
+
j2(κγjR)
κγjj′2(κγj) + 3j2(κγj)
−5iκ23 ∑
l 6=j
Y
(l)
0,1P2
(〈
ĉj − cl,Θ
〉)
+
j1(κγjR)
κγjj′1(κγj) + 2j1(κγj)
iκ∑
l 6=j
Y
(j)
0,2 h
(1)
1 (κrlj)P1
(〈
ĉj − cl,Θ
〉)
+ < ∇uinc(cj),Θ > j1(κγjR)
κγjj′1(κγj) + 2j1(κγj)
{
−κ
2
5
+ κ2
[
j1(κγj)− κγjj′1(κγj)
2j1(κγj) + κγjj′1(κγj)
]}
+
j0(κγjR)
κγjj′0(κγj) + j0(κγj)
(
Y (j)0,3 +
1∑
n=0
∑
l 6=j
h(1)n (κrlj)Y
(j)
n,3 (Θ)

+
Y (j)0,1 +∑
l 6=j
h
(1)
0 (κrlj)Y
(l)
0,1
{−κ2
2
+ κ2
[
κγjj
′
0(κγj)
κγjj′0(κγj) + j0(κγj)
]}
).
De´monstration. La partie exte´rieure du champ interne ve´rifie ∆Π(j),+3 = −κ2Π(j),+1 .
Remarquons de plus qu’il n’y a pas d’harmonique sphe´rique de degre´ supe´rieur a` 1 dans
le terme Π(j),+1 et de degre´ supe´rieur a` 3 dans U
(j)
3,3 (voir lemme 5.4). Ainsi, les re`gles de
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raccord Π(j),+3 −U(j)3,3 = oR→+∞(1) et le lemme 4.6 entrainent :
Π(j),+3 (R,Θ) =
3∑
n=2
∑
|m|≤n
(
α
(j),m
n,3 R
n +
β
(j),m
n,3
Rn+1
)
Y mn
+
1∑
n=0
∑
|m|≤n
{
c
(j),m
n,l,3 R
−(n+1)+2l + d(j),mn,l,3 R
n+2l
}
Y mn (Θ).
Les constantes sont maintenant de´termine´es en utilisant ∆Π(j),+3 = −κ2Π(j),+1 , le raccord
avec U(j)3,3 et enfin les conditions de transmission (4.32). Les calculs e´tant similaires a` ceux
du lemme 5.5, ils ne sont pas de´taille´s.
5.2 Rappels sur l’approximation de Born
Nous rappelons ici la construction de l’approximation de Born. Conside´rons ainsi un
ouvert borne´ de R3, note´ Ω, rempli d’un mate´riau caracte´rise´ par un indice de re´fraction
n0(x). Soit maintenant u˜ la solution du proble`me de diffraction suivant :{
(∆ + κ2n20(x))u˜(x) = 0, dans R3,
lim|x|→+∞ |x|
(
∂|x| − iκ
)
(u˜− uinc) = 0, (5.12)
ou` n0(x) = 1 lorsque x ∈ R3\Ω. Remarquons que le fait que le proble`me (5.12) soit bien
pose´ est assure´ par lemme de Rellich et le the´ore`me 4.25 de`s lors que Im(n20) ≥ 0.
Conside´rons maintenant v = u˜ − uinc. Alors v est l’unique solution sortante de
l’e´quation de Helmholtz suivante :{
(∆ + κ2)v(x) = κ2(1− n20(x))u˜(x), dans R3,
lim|x|→+∞ |x|
(
∂|x| − iκ
)
[v] = 0.
Ainsi, en notant φ(x) = − e
iκ|x|
4pi|x| le noyau de Green de l’ope´rateur de Helmholtz ve´rifiant
la condition de radiation de Sommerfield, il vient :
v(x) = u˜(x)− uinc(x) =
∫
Ω
φ(x− y)κ2 (1− n20(y)) u˜(y)dy. (5.13)
Soit maintenant K l’ope´rateur inte´gral suivant :
Kf(x) =
∫
Ω
φ(x− y)κ2 (1− n20(y)) f(y)dy, ∀f ∈ L2(Ω).
L’approximation de Born du proble`me de diffraction (5.12) est alors obtenue en rem-
plac¸ant u˜ par uinc dans la dernie`re e´galite´ de (5.13). Cela donne :
u˜(x) ≈ uinc(x) +Kuinc(x).
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Nous pouvons maintenant re´pe´ter cette proce´dure en reportant l’approximation de Born
d’ordre 1 (5.14) dans la repre´sentation (5.13). On obtient de cette fac¸on des approximations
de Born d’ordre n :
u˜(x) ≈ uinc(x) +
n∑
l=1
Kluinc(x), (5.14)
ou` Kl est la compose´e k-e`me de l’ope´rateur K.
Remarque 5.9. Une justification de cette approximation est donne´e ci-dessous. Tout
d’abord remarquons que l’ope´rateur inte´gral K est un ope´rateur a` noyau faiblement sin-
gulier. Il de´finit ainsi un ope´rateur borne´ de L2(Ω) (voir par exemple [69]) et sa norme
d’ope´rateur ve´rifie l’estimation suivante :
‖K‖B(L2(Ω) = sup
u∈L2(Ω), u6={0}
‖Ku‖L2(Ω)
‖u‖L2(Ω)
≤ κ
2
4pi
∥∥1− n20∥∥L∞(Ω) meas(S1)diam(Ω)22 := C˜,
ou` diam(Ω) est le sup des distances entre deux points de Ω (appele´ aussi diame`tre) et
meas(S1) de´signe l’aire de la sphe`re unite´ de R3. Ainsi, lorsque la constante C˜ est stric-
tement plus petite que 1, la se´rie de Neumann de l’ope´rateur K converge. En particulier,
la solution de (5.12) est :
u˜(x) = (I+K)−1 uinc(x) =
+∞∑
l=0
Kluinc(x), ∀x ∈ Ω
Ainsi, les approximations de Born d’ordre n (5.14) apparaissent comme une troncature de
rang n d’une se´rie de Neumann.
5.3 Obtention du me´tamate´riau homoge´ne´ise´
Nous pre´sentons tout d’abord les outils fondamentaux permettant d’e´tudier la limite,
lorsque δ → 0 de l’approximation construite par de´veloppements asymptotiques raccorde´s
des solutions de (4.1) et de (4.27) lorsque les petits objets ve´rifient (5.1). Le lemme 1.32
ne permet pas de passer a` la limite dans des sommes multiples sur l’ensemble des pe-
tits objets comme celles intervenant dans l’approximation construite par de´veloppement
asymptotiques raccorde´s de la solution de (4.1) et de (4.27) (voir section 5.1)). Pour ces
cas la` nous avons le lemme suivant.
Lemme 5.10. Supposons que (5.1) soit ve´rifie´e et soient ϕ,ψ des fonctions continues sur
Ω faiblement singulie`res en 0 :
|ϕ(y)| ≤ C|y − y0|α , pour y proche de y0, α < 3,
|ψ(y)| ≤ C|y|β , avec β < 3.
On a alors la limite suivante :
lim
δ→0
δ2
N∑
j=1
ϕ(cj)

N∑
l=1 l 6=j
ψ(cl − cj)
 =
∫
Ω
ϕ(y)R(y)
{∫
Ω
R(z)ψ(y − z)dz
}
dy.
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De´monstration. Le lemme 1.32 applique´ a` la double somme ci-dessus entraine :
lim
δ→0
δ2
N∑
j=1
ϕ(cj)

N∑
l=1 l 6=j
ψ(cl − cj)
 =
∫
Ω×Ω
R(y)ϕ(y)R(z)ψ(y − z)dzdy.
De plus, comme |ψ(y − z)| ≤ C|y − z|−α avec α < 3 (idem pour ϕ) et R est une fonction
borne´e sur Ω, l’inte´grale
∫
Ω ϕ(y)R(y)
{∫
ΩR(z)ψ(y − z)dz
}
dy est sommable ; ce qui ache`ve
la de´monstration.
Le lemme 5.10 peut bien e´videmment se ge´ne´raliser au cas de sommes multiples
quelconques.
5.3.1 Cas de petits obstacles caracte´rise´s par une condition aux limites
d’impe´dance
Le the´ore`me 4.22 assure qu’une bonne approximation de la solution de (4.1) est donne´e
a` partir des champs externes calcule´s par de´veloppements asymptotiques raccorde´s. Plus
pre´cisemment, on a uδ,m(x) =
∑m
l=0 δ
lul(x) + oδ→0 (δm) , ou` ul sont les coefficients du
champs externe donne´, jusqu’a l’ordre 3, par (5.3)-(5.2)-(5.7),(5.8) avec u0 = uinc. Nous
allons maintenant utiliser l’hypothe`se (5.1) et le lemme 5.10 afin de de´gager de uδ,3(x)
une partie homoge`ne qui porte en elle toute l’information du milieu contenant l’ensemble
des petits objets. Rappelons tout d’abord que (5.1) entraine que le nombre total de petits
obstacles ve´rifie N = N (Ω) = Oδ→0 (1/δ). Ainsi, en utilisant les formules explicites des 3
premiers champs externes, il vient :
δu1(x) = δ
κ
i
N∑
j=1
h
(1)
0 (κ|x− cj |)
γj
1 + γj
uinc(cj) + O
δ→0
(δ) ,
δ2u2(x) = δ2
(κ
i
)2 N∑
j=1
h
(1)
0 (κ|x− cj |)
γj
1 + γj
∑
l 6=j
h
(1)
0 (κ|cl − cj |)
γl
1 + γl
uinc(cl) + O
δ→0
(δ) ,
δ3u3(x) = δ3
(κ
i
)3 N∑
j=1
h
(1)
0 (κ|x− cj |)
γj
1 + γj
×
∑
l 6=j
h
(1)
0 (κ|cl − cj |)
γl
1 + γl
∑
µ6=l
h
(1)
0 (κ|cl − cµ|)
γµ
1 + γµ
uinc(cµ)
+ Oδ→0 (δ) .
Le lemme 5.10 et les estimations pre´ce´dentes entrainent alors, apre`s un passage a` la limite
quand δ → 0, que :
δkul(x) =
(κ
i
)k ∫
Ω
∫
Ω
. . .
∫
Ω
uinc(yk)
k∏
l=2
(
R(yl)
γ(yl)
1 + γ(yl)
h
(1)
0 (κ|yl − yl−1|)
)
R(y1)
γ(y1)
1 + γ(y1)
h
(1)
0 (κ|x− y1|)dy1 · · · dyk + O
δ→0
(δ)
= K˜luinc(x) + O
δ→0
(δ) ,
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ou` γ est une fonction continue sur Ω ve´rifiant γ(ck) = γk pour tout k = 1, . . . ,+∞ et
K˜kv(x) est la compose´e k-e`me de l’ope´rateur integral suivant :
K˜v(x) =
κ
i
∫
Ω
R(y)
γ(y)
1 + γ(y)
h
(1)
0 (κ|x− y|)dy.
Le the´ore`me 4.23 montre alors que la solution du proble`me de diffraction (4.1) lorsque
l’ensemble des petits objets ve´rifie (5.1) est approxime´ comme suit :
uδ(x) =
3∑
l=0
δlul(x) + O
δ→0
(
CNδ
4
)
=
3∑
l=0
K˜l[uinc](x) + O
δ→0
(
CNδ
4
)
+ O
δ→0
(δ) ,
ou` CN est une constante de´pendante de N et donc, par l’hypothe`se (5.1), aussi de δ. La
difficulte´ majeure ici est que nous n’avons aucune information concernant le comportement
de CN lorsque N → +∞ laissant ce processus d’homoge´ne´isation formel. Nous allons tou-
tefois obtenir un coefficient homoge´ne´ise´ pour le milieu contenant tout les petits obstacles
via des arguments physiques et, plus pre´cise´ment, en interpre´tant la formule pre´ce´dente
avec une approximation de Born (5.14). Rappelons que la premie`re fonction de Hankel
sphe´rique de premie`re espe`ce est, par (4.15), h(1)0 (z) = e
iz/iz. Il vient ainsi :
K˜v(x) =
∫
Ω
4piR(y)
γ(y)
1 + γ(y)
φ(x− y)dy. (5.15)
Le terme
∑3
l=0 K˜luinc(x) peut alors eˆtre conside´re´ comme l’approximation de Born d’ordre
3 (5.14) de la solution de (5.12) ou` n0 = nhom est l’indice de re´fraction du milieu contenant
tout les petits obstacles. Ainsi, en imposant l’e´galite´ des ope´rateurs inte´graux K et K˜, il
vient :
κ2(1− nhom(x)2) = 4piR(x) γ(x)1 + γ(x) , pour tout x ∈ Ω.
On obtient alors l’indice de re´fraction homoge´ne´ise´ :
nhom(x)2 = 1− 4pi
κ2
R(x)γ(x)
(1 + γ(x))
, pour tout x ∈ Ω. (5.16)
Notons tout d’abord que cet indice est le meˆme que celui obtenu par A.G. Ramm [84]
(voir aussi 1.4.2). Les quantite´s R et γ de´pendent seulement des donne´es et sont donc
des parame`tres que l’on peut choisir a` notre convenance. L’unique hypothe`se est que les
parties imaginaires des impe´dances sont suppose´es ne´gatives. Cela permet d’assurer le
caracte`re bien pose´ de (4.1). Cela impose Imγ(x) ≤ 0 pour tout x dans Ω. De plus, un
calcul montre, pour tout x ∈ Ω, que :
Imnhom(x)2 = −4pi
κ2
R(x)Im
(
γ(x)
1 + γ(x)
)
= −4pi
κ2
R(x)Im
(
γ(x)
|1 + γ(x)|2
)
≥ 0.
De ce fait, la partie re´elle du mate´riau homoge´ne´ise´ peut eˆtre choisie arbitrairement et
de´pendre de x. Des me´tamate´riaux acoustiques sont ainsi re´alisables via cette me´thode
d’homoge´ne´isation formelle de milieux faiblement denses. Conside´rons par exemple le cas
de petits obstacles « mous » (conditions de Dirichlet ou encore γ → +∞) re´partis de
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Fig. 5.1: Parame`tre homoge´ne´ise´ en fonction de κ pour une re´partition pe´riodique de
petits obstacles mous.
manie`re pe´riodique de pe´riode (δ/R0)
1/3 ou` R0 > 0. Pour ce cas la`, on obtient que la
fonction de re´partition R est constante avec R = R0. Dans ce cas, le milieu homoge´ne´ise´
est caracte´rise´ par l’indice de re´fraction suivant :
nper(x)2 = 1− 4piR0
κ2
, x ∈ Ω.
Cette fonction est repre´sente´e dans la figure 5.1. Il est alors facile de voir que n2per est
re´el et ne´gatif pour tout κ < 2
√
piR0. En termes de longueur d’onde (on rappelle que
λ = 2pi/κ), on obtient que le comportement exotique de ce milieu se produit lorsque
λ >
√
pi
R0
,
ce qui correspond a` des longueurs d’ondes assez grandes.
Remarque 5.11. La formule (5.1) induit que le parame`tre R0 est homoge`ne a` l’inverse
du carre´ d’une longueur. Ainsi, l’indice homoge´ne´ise´ est un nombre sans dimension.
5.3.2 Cas de petits obstacles caracte´rise´s par un indice de re´fraction
Nous allons maintenant de´terminer l’indice de re´fraction homoge´ne´ise´ du milieu rempli
de petits obstacles caracte´rise´s, cette fois-ci, par un indice de re´fraction de la forme (4.31).
Une fois de plus, nous allons faire tendre δ vers ze´ro dans l’approximation externe de la
solution de (4.27). Les trois premiers champs externes sont donne´s par (5.9),(5.10),(5.11)
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et u0 = uinc. Ainsi, en utilisant l’hypothe`se (5.1), il vient :
δu1(x) = δ
κ
i
N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)uinc(cj) + O
δ→0
(δ) ,
δ2u2(x) = δ2
(κ
i
)2 N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)
∑
l 6=j
h
(1)
0 (κ|cl − cj |)Y (l)uinc(cl)
+ O
δ→0
(δ) ,
δ3u3(x) = δ3
(κ
i
)2 N∑
j=1
h
(1)
0 (κ|x− cj |)Y (j)
×
∑
l 6=j
h
(1)
0 (κ|cl − cj |)Y (l)
∑
µ6=l
h
(1)
0 (κ|cl − cµ|)Y (µ)uinc(cµ)
+ Oδ→0 (δ) ,
ou` Y (j) = Y (γj) =
κγjj
′
0(κγj)
j0(κγj) + κγjj′0(κγj)
. En passant alors a` la limite δ → 0 et en utilisant
le lemme 5.10, il vient :
δkul(x) =
(κ
i
)k ∫
Ω
∫
Ω
. . .
∫
Ω
uinc(yk)
k∏
l=2
(
R(yl)Y (γ(yl))h
(1)
0 (κ|yl − yl−1|)
)
R(y1)Y (γ(y1))h
(1)
0 (κ|x− y1|)dy1 · · · dyk + O
δ→0
(δ)
= K̂luinc(x) + O
δ→0
(δ) ,
ou` γ est une fonction continue sur Ω telle que γ(ck) = γk pour tout k = 1, . . . ,+∞ et
K̂kv(x) est de´fini a` partir de l’ope´rateur integral suivant :
K̂v(x) =
κ
i
∫
Ω
R(y)
κγ(y)j′0(κγ(y))
j0(κγ(y)) + κγ(y)j′0(κγ(y))
h
(1)
0 (κ|x− y|)dy.
Nous pouvons alors utiliser l’approximation de Born d’ordre 3 (5.14) et comparer les
ope´rateurs inte´graux K et K̂ pour obtenir le coefficient homoge´ne´ise´ suivant :
nhom(x)2 = 1− 4piR(x)
κ2
κγ(x)j′0(κγ(x))
j0(κγ(x)) + κγ(x)j′0(κγ(x))
, pour tout x ∈ Ω.
Cette formule peut de plus eˆtre simplifie´e en utilisant l’expression explicite de fonctions
de Bessel sphe´riques (4.14) qui est j0(z) = sin(z)/z. On obtient ainsi :
nhom(x)2 = 1− 4piR(x)
κ2
(
1− tan(κγ(x))
κγ(x)
)
, pour tout x ∈ Ω. (5.17)
Une fois de plus, les parame`tres R et γ sont presque arbitraires car, par le the´ore`me 4.26,
la seule condition impose´e est que les indices de re´fraction nδj = γj/δ de chaque petit
obstacles Bδj ve´rifie Imγ2j > 0. Ainsi, des me´tamate´riaux peuvent encore une fois eˆtre
re´alise´s avec cette me´thode. On peut conside´rer par exemple une re´partition pe´riodique
(R = 1) de petits obstacles Bδj dont les indices de re´fraction sont tous donne´s par
nδj =
2 + 0.001i
δ
.
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(a) Partie re´elle (b) Partie imaginaire
Fig. 5.2: Parame`tre homoge´ne´ise´ en fonction de κ pour une re´partition pe´riodique de
petits obstacles d’indice nδj = (2 + 0.001i)/δ.
L’indice homoge´ne´ise´ est alors donne´ par la formule suivante :
n2per(x) = 1−
4pi
κ2
(
1− tan((2 + 0.001i)κ)
(2 + 0.001i)κ
)
, pour tout x ∈ Ω.
Nous pouvons de plus ve´rifier que Imnper(x)2 < 0 pour tout x dans Ω. Il suffit pour cela
d’utiliser la formule suivante :
tan z =
tan a+ ith b
1− i(tan a)th b , ∀z = a+ ib,
ou` th est la fonction tangente hyperbolique. Des calculs donnent alors explicitement les
parties re´elles et imaginaires de l’indice homoge´ne´ise´ :
Re n2per = 1−
4pi
κ2
+
4pi
κ2
(
κatan (κa)
(
1− th2 (κb))+ κbth (κb) (1 + tan2 (κa))
κ2|z0|2(1 + tan2 ath2 b)
)
,
Imn2per =
4pi
κ2
(
κath(κb)
(
1 + tan2(κa)
)− κbtan(κa) (1− th2(κb))
κ2|z0|2(1 + tan2 ath2 b)
)
,
ou` z0 = 2 + 0.001i = a + ib. Les fonctions de κ > 0 ci-dessus sont repre´sente´es dans la
figure 5.2 qui permet de voir (nume´riquement) que Imn2per > 0 dans Ω.
5.4 Validite´ de la me´thode d’homoge´ne´isation formelle
Les parame`tres homoge´ne´ise´s (5.16) (caracte´risation des obstacles par des conditions
d’impe´dances) et (5.17) (cas d’obstacles caracte´rise´s par des indices de re´fractions) ont
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e´te´ obtenus a` partir d’un passage a` la limite formel sur l’approximation, construite par
de´veloppements asymptotiques raccorde´s, de la solution uδ du proble`me de diffraction.
Quelques arguments supple´mentaires plaident ne´anmoins en faveur de cette approche.
Tout d’abord, d’un point de vue de la validite´ physique, remarquons que les in-
dices de re´fraction obtenus via cette me´thode d’homoge´ne´isation non-pe´riodique formelle
de´pendent de la pulsation (car κ = ω/vp ou` vp est la vitesse de phase), admettent des poˆles
en κ et ne sont ne´gatifs que pour des pulsations dans un ensemble borne´. Ils ve´rifient ainsi
le comportement pre´dit par V.G. Veselago [92] qui est aussi satisfait par la majeure partie
des me´tamate´riaux, obtenus par homoge´ne´isation, de la litte´rature (voir 1.1.2). De plus,
lorsque l’on conside`re une re´parition pe´riodique (cela revient a` prendre R = 1 dans (5.1))
de Bδj toutes compose´es du meˆme mate´riau, l’indice de re´fraction homoge´ne´ise´ du milieu
contenant l’ensemble des petits objets ne de´pend pas de la variable d’espace. Ainsi, il
semblerait que le moyen de cre´er des me´tamate´riaux dont les parame`tres de´pendent de
x re´side a` la fois dans la non-pe´riodicite´ des petits obstacles et dans le fait qu’ils sont
constitue´s de mate´riaux diffe´rents.
Les diffe´rentes approximations du champ diffracte´ aux ordres 0, 1, 2 et 3 donnent
respectivement les approximations de Born a` l’ordre 0, 1, 2 et 3 d’un proble`me de diffraction
correspondant a` un milieu caracte´rise´ par un indice de re´fraction. C’est cet indice qui donne
les caracte´ristiques effectives du milieu homoge´ne´ise´. Enfin, le fait de retrouver des termes
de l’approximation de Born est plutoˆt encourageant dans la mesure ou` cette dernie`re
correspond a` la troncature d’une se´rie de Neumann de´finissant uδ.
Conclusions et perspectives
L’objectif de cette the`se e´tait l’e´tude, a` la fois mathe´matique et nume´rique, de mode`les
homoge´ne´ise´s de me´tamate´riaux. On pre´sente ici des conclusions ainsi que quelques pers-
pectives pour ce travail.
Conclusions
Nous avons de´bute´ ce me´moire par l’e´tude de l’existence et de l’unicite´ de solu-
tions pour les proble`mes d’e´quations aux de´rive´es partielles mode´lisant la propagation
d’ondes e´lectromagne´tiques, acoutiques ou encore e´lastiques dans les me´tamate´riaux ho-
moge´ne´ise´s. La principale difficulte´ provenait de la perte de coercivite´, sur certaines plages
de fre´quences, des ope´rateurs de multiplications intervenant dans chacun de ces proble`mes.
Nous avons conside´re´ une classe spe´cifique de me´tamate´riaux qui ve´rifiaient des hypothe`ses
descriptives et phe´nome`nologiques compatibles avec des exemples de re´alisations issus
de la litte´rature et certaines remarques de V.G. Veselago. On a donc travaille´ avec des
me´tamate´riaux dont les parame`tres de´pendaient de la fre´quence comme des fractions ra-
tionnelles et, pour au moins une fre´quence, correspondaient a` ceux d’un milieu usuel. Nous
avons ainsi pu les conside´rer comme des fonctions holomorphes (ou me´romorphes), de la
variable de Laplace p, sur un domaine du plan complexe qui, pour un certain p0, e´taient
coercifs.
Sous de telles hypothe`ses, nous avons e´tabli que les proble`mes mentionne´s ci-dessus e´taient
bien pose´s pour tout p hormis un ensemble discret localement fini et e´ventuellement vide
du domaine d’holomorphie des parame`tres physiques du me´tamate´riau. Nous avons en-
fin applique´ nos re´sultats sur des exemples de me´tamate´riaux homoge´ne´ise´s issus de la
litte´rature.
La suite de cette the`se a concerne´ l’approximation nume´rique de proble`mes mode´-
lisants la propagation d’ondes dans les me´tamate´riaux homoge´ne´ise´s. Nous avons com-
mence´ par pre´senter des re´sultats nume´riques sur l’e´quation de Helmholtz avec conditions
aux limites de Dirichlet sur des cas tests donne´s par des me´tamate´riaux the´oriques pour
lesquels une solution explicite pouvait eˆtre calcule´e. On a alors montre´ que la solution
obtenue nume´riquement avec le sche´ma e´le´ments finis usuels pouvait diverger de cette
solution explicite. Ces re´sultats nume´riques ont permis de mettre en e´vidence le risque
d’interpre´tations des re´sultats de simulation nume´rique par e´le´ments finis pour l’approxi-
mation des me´tamate´riaux dont la mode´lisation faisait appel a` un proble`me d’ordre 2.
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En re´ponse aux contre-exemples mentionne´s ci-dessus, nous avons propose´ un sche´ma
nume´rique adapte´ a` l’approximation nume´rique des syste`mes d’ordre 1 tels que les syste`mes
de l’e´lectromagne´tisme, de l’acoustique ou de l’e´lasticite´ line´aire. Ce dernier, appele´ sche´ma
EF-AL, e´tait un sche´ma nume´rique de type e´le´ments finis. Nous avons de plus montre´
sa convergence de`s lors que le proble`me conside´re´ e´tait bien pose´. Les me´tamate´riaux
ve´rifiants les hypothe`ses introduites au chapitre 2 donnent ainsi lieu a` des proble`mes dont
la solution peut eˆtre approche´e nume´riquement par ce sche´ma. Des validations nume´riques
du sche´ma EF-AL ont ensuite e´te´ pre´sente´es sur les cas tests pre´ce´dents pour lesquels les
e´le´ments finis usuels n’e´taient plus valables.
Nous avons ache´ve´ la partie sur l’approximation nume´rique des me´tamate´riaux par une
e´tude nume´rique du sche´ma galerkin discontinu avec des flux totalement de´centre´s et
des e´le´ments Qk sur les meˆmes cas tests que pre´cedemment. Nous avons pu observer
nume´riquement que le sche´ma GD semblait convergent sur ces cas la` et donc en conclure
qu’il e´tait, a priori, valable pour l’approximation nume´rique de mode`les homoge´ne´ise´s de
me´tamate´riaux.
La troisie`me partie concernait l’e´tude d’un proble`me de diffraction multiple par un
nombre fini de petits obstacles sphe´riques. Le but e´tait de mieux comprendre l’asymp-
totique de ce proble`me intervenant dans la me´thode de Ramm qui permet d’obtenir
des me´tamate´riaux acoustiques dont les parame`tres physiques de´pendent de la variable
d’espace. On a utilise´ la me´thode des de´veloppements asymptotiques raccorde´s afin de
construire une approximation de la solution du proble`me de diffraction. Cette dernie`re
e´tait base´e sur l’introduction d’un champ externe prenant en compte le comportement
global du champ a` l’exte´rieur des petits objets et d’un champ interne a` chaque couche
limite entourant les obstacles et de´crivant le comportement du champ a` l’inte´rieur de ces
dernie`res.
On a montre´ l’existence du de´veloppement asymptotique raccorde´ a` tout ordre. On a en-
fin justife´ cette approche formelle en e´tablissant des estimations d’erreurs entre le champ
solution du proble`me de diffraction et son de´veloppement. Toute cette e´tude a de plus e´te´
re´alise´e pour des petits obstacles caracte´rise´s par une condition aux limites d’impe´dance
puis par un indice de re´fraction.
La dernie`re partie de ce me´moire de´crivait une me´thode d’homoge´ne´isation non-
pe´riodique formelle de milieux faiblement denses. On a conside´re´ pour cela un ensemble
de petits obstacles dont la re´partition asymptotique e´tait donne´e a` partir d’une certaine
fonction. Cette dernie`re impliquait que le nombre de petits objets diffractant tendait vers
l’infini lorsque leur taille caracte´ristique convergeait vers ze´ro tout en restant relativement
e´loigne´s les uns des autres. Elle permettait, de plus, de conside´rer des re´partitions non-
pe´riodiques de petits obstacles.
Nous sommes ensuite passe´ formellement a` la limite, avec l’aide d’un lemme de Ramm,
dans les de´veloppements externes aux couches limites calcule´s par de´veloppement asymp-
totique raccorde´s pour des petits objets caracte´rise´s soit par une condition aux limites
d’impe´dance soit par un indice de re´fraction. En comparant la limite obtenue avec une
approximation de Born de la solution d’un proble`me de diffraction bien choisi, nous avons
de´rive´ un indice de re´fraction homoge´ne´ise´ pour le milieu contenant l’ensemble des petits
objets. Nous avons ensuite donne´ des exemples de re´partitions pour lesquelles des mi-
lieux exotiques pouvaient eˆtre re´alise´s avec cette me´thode. Enfin, nous avons pu mettre
en e´vidence plusieurs aspects et proprie´te´s qui permettent de poser comme conjecture la
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validite´ de cette approche permettant d’obtenir les parame`tres d’un milieu homoge´ne´ise´
par un passage a` la limite formel.
Perspectives
Nous donnons maintenant quelques suites directes et des perspectives possibles de ce
travail.
Tout d’abord, concernant l’existence et l’unicite´ de solutions pour des syste`mes de
Friedrichs en pre´sence de me´tamate´riaux homoge´ne´ise´s, nous avons de´montre´ deux types
de re´sultats. Le premier concerne des milieux dont les parame`tres physiques sont lipschit-
ziens en espace et scalaire tandis que le second permet de traiter le cas de mate´riaux
a` indices tensoriels L∞ ve´rifiant une hypothe`se supple´mentaire (voir par exemple l’hy-
pothe`se (H4) de 2.3). Cette dernie`re n’est pas toujours facile a` ve´rifier. Par exemple, un
milieu compose´ d’un mate´riau classique contenant un me´tamate´riau, tous les deux non-
dissipatifs, ne satisfait pas cette condition. Ainsi, une premie`re perspective serait d’e´tudier
si les syste`mes de Friedrichs, en pre´sence de me´tamate´riaux dont les parame`tres physiques
sont L∞ et ne ve´rifient plus la contrainte induite par l’hypothe`se additionnelle, sont bien
pose´s. Une premie`re piste serait alors d’e´tudier ces proble`mes, dans le cas de milieux
constants par morceaux, en elliptisant (voir the´ore`me 2.7) le proble`me de transmission
associe´. Cela semble difficile car le processus d’elliptisation n’est a priori possible que
pour des milieux lipschitziens mais permettrait de reformuler ces e´quations comme des
syste`mes e´quivalents dont la re´solvante est compacte. On pourrait ainsi e´tablir qu’ils sont
bien pose´s avec l’aide de la the´orie de Fredholm analytique.
Une deuxie`me perspective est lie´e a` la simulation nume´rique des me´tamate´riaux. Au
chapitre 3, nous avons re´alise´ une e´tude nume´rique du sche´ma galerkin discontinu avec
des flux totalement de´centre´s et des e´le´ments Qk. On a constate´ que ce sche´ma e´tait
convergent en pre´sence de certains exemples de me´tamate´riaux. Cependant nous n’avons
a` l’heure actuelle aucune validation rigoureuse de ce comportement. Ainsi, une autre pers-
pective serait l’e´tude (mathe´matique) du sche´ma GD pour l’approximation nume´rique
des me´tamate´riaux. Une premie`re piste serait d’utiliser le fait que l’on travaille avec
des me´tamate´riaux dont les parame`tres physiques de´pendent de la variable de Laplace
p comme des fonctions holomorphes et qui sont de plus coercifs pour un certain p0. Ainsi,
le proble`me discret admet une unique solution pour p = p0. La de´pendance holomorphe et
le fait que l’on soit en dimension fini montrent alors l’existence et l’unicite´ d’une solution
discrete pour tout p hormis un ensemble discret, localement fini et e´ventuellement vide
du domaine d’holomorphie. La principale difficulte´ provient, en revanche, du fait que l’on
ait besoin de conditions inf-sup uniformes sur la forme biline´aire discre`te pour assurer
la convergence du sche´ma [30]. Cependant, bien que l’on ait une condition inf-sup sur le
proble`me discret (car il est bien pose´), il pourrait arriver que la constante intervenant
dans ces ine´galite´s de´pende de la taille caracte´ristique du maillage h ce qui empeˆcherait
de conclure. Il faudrait ainsi eˆtre capable d’estimer les variations de cette constante en
fonction de h pour de´terminer si le sche´ma GD est valable pour l’approximation nume´rique
des mode`les homoge´ne´ise´s de me´tamate´riaux.
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Concernant la me´thode d’homoge´ne´isation non-pe´riodique formelle introduite au cha-
pitre 5 pour l’acoustique, une suite directe consisterait en la validation du milieu ho-
moge´ne´ise´. On pourrait, dans un premier temps, comparer les re´sultats nume´riques ob-
tenus a` partir de la diffraction d’une onde plane par le mate´riau homoge´ne´ise´ avec ceux
de la diffraction par un nombre fini d’objets lorsque ce dernier devient de plus en plus
grand. Une autre ide´e serait d’essayer d’estimer plus pre´cisemment la constante de sta-
bilite´ intervenant dans les the´ore`mes 4.3 et 4.26. En effet, cette dernie`re intervient dans
les estimations d’erreurs entre le champ et son de´veloppement asymptotique raccorde´
et de´pend du nombre de petit objet de manie`re non-triviale. Cela empeˆche de justifier
comple`tement les passages a` la limite utilise´s pour de´river l’indice de re´fraction du milieu
homoge´ne´ise´.
Une seconde suite possible serait d’e´tendre les re´sultats obtenus aux cas des ondes e´lec-
tromagne´tiques afin de proposer une me´thode d’homoge´ne´isation non-pe´riodique permet-
tant de re´aliser des me´tamate´riaux dont les indices de permittivite´ et de perme´abilite´
de´pendent de la variable d’espace. Il faudrait donc commencer par e´tudier l’asympto-
tique d’un proble`me de diffraction, de´crit a` partir des e´quations de Maxwell, par un
nombre fini de petits obstacles. La technique des de´veloppements asymptotiques raccorde´s
semble plutoˆt bien adapte´e a` ce type de syste`me d’e´quations. Par exemple, les calculs des
champs externes et internes aux couches limites devraient se faire sans trop de difficulte´
en conside´rant des de´veloppements des champs dans la base des harmoniques sphe´riques
vectorielles (voir [24] pour les de´finitions). En revanche, comme pour le cas des ondes
acoustiques, les principaux points bloquants devraient eˆtre l’estimation de stabilite´ uni-
forme, l’existence du de´veloppement a` tout ordre et les estimations d’erreurs. Il faudra
enfin eˆtre capable de faire tendre le nombre de petits objets vers l’infini et de de´river des
parame`tres homoge´ne´ise´s ce qui semble, pour le moment, difficile.
Nous donnons enfin quelques perspectives a` plus long terme.
On pourrait s’inte´resser au traitement de proble`mes inverses afin de de´finir, ou de
de´river, des me´tamate´riaux posse´dant un comportement prescrit comme par exemple une
cape d’invisiblite´ ou encore le milieu PML dont on sait qu’il re´alise de l’invisibilite´ en
« back-scattering ». Pour cela, nous pourrions nous donner au pre´alable un ensemble de
petits objets (non force´ment identiques) et essayer de de´terminer, par re´solution d’un
proble`me inverse, les parame`tres de l’assemblage (espacement, taille caracte´ristique,...)
pour lequel le milieu re´alise au mieux l’effet voulu a` partir de la connaissance de la
solution d’une e´quation aux de´rive´es partielles. Ainsi, avec la connaissance des champs
e´lectromagne´tique diffracte´s par une structure ayant l’effet recherche´, il serait possible
d’obtenir les indices de permittivite´ et de perme´abilite´ du mate´riau...
Dans un second temps, nous pourrions faire de meˆme en conside´rant cette fois-ci des distri-
butions de me´tamate´riaux et donner des caracte´ristiques locales pour produire les « bons
effets ».
On pourrait aussi, en vu d’obtenir un milieu homoge´ne´ise´ de´pendant de la variable
d’espace, effectuer l’analyse asymptotique du proble`me de diffraction par un nombre fini
de petite boules en se basant sur la formulation inte´grale de la solution propose´e par
A.G. Ramm. On pourrait par exemple essayer d’e´crire une parametrix de cet ope´rateur
a` partir d’un de´veloppement selon des puissances de δ (la taille des petits objets) en
symboˆles homoge`nes. Cela permettrait d’e´crire symboliquement un inverse modulo un
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reste (a priori donne´ par des ope´rateurs re´gularisants) qui donnerait les premiers termes
du de´veloppement de la solution en puissances de δ. On obtiendrait ainsi un de´veloppement
asymptotique de la solution que l’on pourrait compare´ avec celui obtenu par asymptotique
raccorde´s.

A
Annexe
Dans ces annexes, on rappel des re´sultats classiques concernants la the´orie de Fred-
holm analytique. On donne aussi la de´monstration du lemme de Ramm 1.32.
A.1 Rappels sur la the´orie de Fredholm analytique
Nous rappellons ici certains re´sultats classiques de la the´orie de Fredholm analytique.
Ces derniers sont utiles pour e´tablir si les syste`mes d’e´quations aux de´rive´es partielles
relatives a` des me`tamate´riaux homoge´ne´ise´s sont bien pose´s.
Conside´rons X et Y des espaces de Banach et D0 un ouvert connexe de C. Dans la
suite B(X,Y ) de´signe l’ensemble des ope´rateurs borne´s de X dans Y et B(X) := B(X,X).
Alors B(X,Y ) est un des espace de Banach pour la norme suivante :
‖T‖B(X,Y ) = sup
u∈X\{0}
‖Tu‖Y
‖u‖X
.
L’ensemble des ope´rateurs ferme´s de X dans Y est, quant a` lui, note´ C(X,Y ) avec C(X) :=
C(X,X). Pour tout T ∈ C(X), l’ensemble D(T) est le domaine de l’ope´rateur T et I ∈
B(X) est l’application identite´. Enfin, (T,D(T)) de´signe le couple compose´ de l’ope´rateur
ferme´ et de son domaine. Nous commenc¸ons par rappeler ce qu’est la re´solvante d’un
ope´rateur ferme´.
De´finition A.1. Soit T ∈ C(X) un ope´rateur ferme´ de X et z ∈ C. Alors z appartient
a` l’ensemble re´solvant de T, note´ Res(T), lorsque T − zI est inversible. On note alors R
l’application R(., T ) : z ∈ Res(T) 7→ R(z,T) = (T− zI)−1 ∈ B(X). Cette dernie`re est
appele´e re´solvante de T.
Remarquons que l’image de la re´solvante est D(T). L’ope´rateur T e´tant ferme´, il suit
que l’ensemble D(T) muni de la norme du graphe ‖u‖D(T) = ‖u‖X + ‖Tu‖X est un espace
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de Banach. De plus l’injection de D(T) dans X est continue. Ainsi, la re´solvante d’un
ope´rateur ferme´ ve´rifie R(z,T) ∈ B(X,D(T)) pour tout z dans l’ensemble re´solvant. Elle
ve´rifie de plus la proprie´te´ suivante.
Proposition A.2 ([52] p.187). Soit T un ope´rateur ferme´ de X et R(., T ) sa re´solvante.
Alors les deux assertions suivantes sont e´quivalentes :
– Il existe z0 ∈ Res(T) tel que R(z0,T) est compacte.
– R(z,T) est compacte pour tout z ∈ Res(T).
La proposition pre´ce´dente permet en fait de parler de re´solvante compacte d’un
ope´rateur ferme´ sans avoir a` spe´cifier le point de l’ensemble re´solvant pour lequel elle
est e´value´e.
A.1.1 Familles holomorphes d’ope´rateurs
Rappelons maintenant les de´finitions concernant les familles holomorphes d’ope´rateurs.
Pour les ope´rateurs borne´s, on a naturellement :
De´finition A.3. Soit T : p ∈ D0 7→ T(p) ∈ B(X,Y ) une famille d’ope´rateurs borne´s. On
dit que T(p) est holomorphe lorsque l’application :
p ∈ D0 7→ 〈g,T(p)u〉 ∈ C,
est holomorphe pour tout u ∈ X et pour tout g ∈ Y ′ (le dual de Y ).
Pour les familles d’ope´rateurs ferme´s, nous avons :
De´finition A.4 ([52] p.366). Soit T : p ∈ D0 7→ T(p) ∈ C(X,Y ) une famille d’ope´rateurs
ferme´s de´finie sur un voisinage de p0 ∈ D0. On dit que T(p) est holomorphe (au sens
ge´ne´ralise´) en p0 s’il existe un troisie`me espace de Banach Z et deux familles holomorphes,
dans un voisinage de p0, d’ope´rateurs borne´s U(p) ∈ B(Z,X) et V(p) ∈ B(Z, Y ) tels que :{
U(p) : Z → D(T(p)) est injectif,
T(p)U(p) = V(p).
Enfin, T(p) est dite holomorphe sur D0 lorsqu’il est holomorphe pour tout p ∈ D0.
La de´finition A.4 n’est pas tre`s commode a` employer suite a` la de´pendance en p du
domaine des ope´rateurs. Pour des familles d’ope´rateurs ferme´s dont le domaine D(T(p)) =
D(T(p0)) est inde´pendant de p, elle se re´duit, en fait, a` la de´finition A.3. En effet, comme
T(p) ∈ C(X), il suit T(p) ∈ B(D(T(p0)), X) et la de´finition A.3 peut eˆtre utilise´e pour
e´tudier l’holomorphie de telles familles. Dans ce manuscrit, seulement ce type de familles
holomorphes d’ope´rateurs est conside´re´e.
Nous donnons pour finir un re´sultat qui permet d’e´tudier l’holomorphie de l’inverse d’une
famille holomorphe d’ope´rateurs.
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The´ore`me A.5 ([52] p.365). Soit T : p ∈ D0 7→ T(p) ∈ B (X,Y ) une famille holomorphe
d’ope´rateurs telle que T(p0)−1 ∈ B (Y,X) existe pour un certain p0 ∈ D0. Alors, pour
|p− p0| assez petit, T(p)−1 ∈ B (Y,X) existe et est holomorphe dans un voisinage de p0.
De´monstration. Soit p ∈ D0. En utilisant l’inversibilite´ de T(p0), on obtient :
T(p) = T(p0) + (T(p)− T(p0))
=
(
I+ (T(p)− T(p0))T(p0)−1
)
T(p0).
En posant A(p) = (T(p)− T(p0))T(p0)−1 ∈ B(Y ) on montre que I + A(p) s’inverse pour
p proche de p0. Par l’holomorphie de T(p), il existe η > 0 tel que |p − p0| < η entraine
‖T(p)− T(p0)‖B(X,Y ) < ‖T(p0)‖B(X,Y ) et donc ‖A(p)‖B(Y ) < 1. Ainsi, la se´rie de Neumann
de l’ope´rateur I+A(p) converge en norme d’ope´rateur et (I+ A(p))−1 ∈ B(Y ) existe pour
tout p assez proche de p0. L’inversibilite´ de T(p) pour p proche de p0 s’en suit.
Il reste a` montrer l’holomorphie de T(p). On a la formule suivante :
T(p0 + h)−1 − T(p0)−1
h
= T(p0 + h)−1
T(p0)− T(p0 + h)
h
T(p0)−1.
En faisant alors tendre h vers 0 et en utilisant l’holomorphie de T(p), il vient :
lim
h→0
T(p0 + h)−1 − T(p0)−1
h
= −T(p0)−1T′(p0)T(p0)−1,
L’application p 7−→ T(p)−1 ∈ B(Y,X) est donc holomorphe pour p suffisamment proche
de p0.
Ci-dessus T′(p0) = limh→0 (T(p0 + h)− T(p0)) /h est la de´rive´e, en p0, de l’application
p ∈ D0 7→ T(p) ∈ B(X,Y ). La limite pre´ce´dente est de plus une limite forte dans l’espace
de Banach B(X,Y ).
A.1.2 Alternatives de Fredholm analytiques
La the´orie de Fredholm analytique fournit des conditions menant a` l’inversibilite´
d’une famille holomorphe d’ope´rateurs. L’alternative de Fredholm analytique classique
est donne´e par le the´ore`me suivant :
The´ore`me A.6 ([52] p.370, the´ore`me 1.9). Soit T : p ∈ D0 7→ B(X) une famille holo-
morphe d’ope´rateurs borne´s telles que T(p) est compact pour tout p ∈ D0. Nous avons
alors l’alternative :
a) (I− T(p))−1 n’existe pour aucun p de D0.
b) (I− T(p))−1 existe pour tout p ∈ D0 \ S ou` S est un ensemble discret, localement
fini et e´ventuellement vide de D0.
Le re´sultat pre´ce´dent e´tablit l’inversibilite´ de famille holomorphe d’ope´rateurs de la
forme I − T(p) ou` T(p) est compact pour tout p. Nous sommes cependant inte´resse´s par
l’inversibilite´ de T(p). On pre´sente a` cet effet le corollaire suivant :
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The´ore`me A.7 ([52] p.371, the´ore`me 1.10). Soit T(p) une famille holomorphe (au sens
ge´ne´ralise´) d’ope´rateurs ferme´s de X dont l’ensemble re´solvant est non-vide et la re´solvante
est compacte pour tout p ∈ D0. Nous avons alors l’alternative :
a) T(p)−1 n’existe pour aucun p dans D0.
b) T(p)−1 existe pour tout p ∈ D0 \ S ou` S est un ensemble discret, localement fini
et e´ventuellement vide de D0.
Avant de donner la preuve, conside´rons T(p) une famille holomorphe d’ope´rateurs
ferme´s a` re´solvante compacte pour tout p ∈ D0. Supposons de plus que T(p0) soit inversible
pour un certain p0, alors le the´ore`me A.7 entraine que T(p0)−1 existe pour tout p ∈ D0 \S
ou` S est un ensemble discret de valeurs. Ainsi, l’inversibilite´, pour tout p ∈ D0, d’une
famille holomorphe d’ope´rateurs ferme´s a` re´solvante compacte se rame`ne a` son inversion
pour un unique p de D0.
De´monstration du the´ore`me A.7. Soit p0 dans D0. Il existe z0 6= 0 appartenant
a` P (T(p0)). L’holomorphie au sens ge´ne´ralise´ de T(p) donne alors que z0 ∈ P (T(p))
et que l’ope´rateur −z0R(z0,T(p)) est a` la fois compact et holomorphe (au sens de la
de´finition A.3) pour tout p dans un voisinage de p0. En utilisant la relation
R(z0,T(p)) (T− z0I) = I,
on obtient l’identite´ :
T(p)−1 = {I− (−z0)R (z0,T(p))}−1R(z0,T(p)).
Le the´ore`me A.6 applique´ a` la famille holomorphe d’ope´rateurs borne´s −z0R(z0,T(p))
de´montre alors le re´sultat au moins dans un voisinage de p0. Le fait que p0 soit un e´le´ment
arbitraire de D0 entraine que le re´sultat est vrai dans tout D0.
A.2 De´monstration du lemme de Ramm
Nous donnons ci-dessous la de´monstration du lemme de Ramm 1.32 car elle permet
de comprendre comment passer d’un nombre fini de petits obstacles a` un nombre infini.
Lemme A.8. Soit ϕ une fonction continue sur Ω avec une exception possible en y0 au
voisinage du quel elle reste absolument inte´grable. Elle peut, par exemple, ve´rifier une
estimation du type |ϕ(y)| ≤ C/|y − y0|α, α < 3. Supposons que (5.1) soit ve´rifie´e. On a
alors la limite suivante :
lim
δ→0
δ
N (Ω)∑
j=1
ϕ(cj) =
∫
Ω
ϕ(y)R(y)dy
De´monstration. Nous commenc¸ons par de´montrer le lemme pour une fonction ϕ continue
sur Ω. Conside´rons une partition de Ω par M petits cubes disjoints, note´s par {Cl}Ml=1, tels
que
lim sup
M→+∞
(diam(CM )) = 0. (A.1)
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Soit maintenant yl ∈ Cl un point arbitraire et E = {(j, l)| Bj(δ) ⊂ Cl}. La continuite´ de ϕ
entraine alors :
sup
(j,l)∈E
|ϕ(cj)− ϕ(yl)| < M → 0, lorsque M → +∞.
On obtient donc :
lim
δ→0
δ
N (Ω)∑
j=1
ϕ(cj) = lim
δ→0
M∑
l=1
δ
∑
Bj(δ)⊂Cl
ϕ(cj)
=
M∑
l=1
(ϕ(yl) + O(M )) lim
δ→0
δ
∑
Bj(δ)⊂Cl
1.
L’hypothe`se (5.1) imposant la re´partition asymptotique de l’ensemble des petits objets
montre que :
δ
∑
Bj(δ)⊂Cl
1 = Card {k ∈ {1, ..., N}/Bk(δ) ⊂ Cl} = δ
(
1
δ
∫
Cl
R(y)dy
)
(1 + o
δ→0
(1)).
Ainsi il vient :
lim
δ→0
δ
N (Ω)∑
j=1
ϕ(cj) =
M∑
l=1
(ϕ(yl) + O(M ))
(∫
Cl
R(y)dy
)
=
M∑
l=1
(ϕ(yl) + O(M )) (R(yl) + O(˜l)) meas(Cl)
=
M∑
l=1
meas(Cl) (ϕ(yl)R(yl) + ϕ(yl)O(˜l) + O(M )R(yl) + O(M )O(˜l)) ,
ou` limM→+∞ supl=1,...,M ˜l = 0 par continuite´ de R et par (A.1). Ci-dessus, on a note´
meas(Cl) =
∫
Cl 1dx. En utilisant alors (A.1), en faisant tendre M vers +∞ et la de´finition
d’une somme de Riemann, il suit :
lim
M→+∞
lim
δ→0
δ
N (Ω)∑
j=1
φ(cj) =
∫
Ω
φ(y)R(y)dy.
Lorsque ϕ est singulie`re au voisinage d’un y0 dans lequel elle est absolument inte´grable,
il suffit de reprendre la de´monstration en remplac¸ant Ω par Ω\B(y0, η), ou` η > 0 est petit.
On obtient alors :
lim
δ→0
δ
N (Ω)∑
j = 1
cj /∈ B(y0, η)
ϕ(cj) =
∫
Ω\B(y0,η)
ϕ(y)R(y)dy. (A.2)
La fonction φ ve´rifiant |ϕ(y)| ≤ C|y − y0|−α pour α < 3, il vient, apre`s un passage en
coordonne´es sphe´riques, l’estimation :
sup
0≤η<η0
∫
Ω\B(y0,η)
φ(y)R(y)dy ≤ Cmeas(S1) ‖R‖L∞(Ω)
η3−α0
3− α, C > 0.
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Ainsi la formule du lemme peut eˆtre comprise comme la limite du terme de gauche de (A.2)
lorsque η → 0. L’existence de cette limite est, quant a` elle, assure´e par l’estimation ci-
dessus.
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