Abstract. In this paper we construct layer potentials for elliptic differential operators using the Lax-Milgram theorem, without recourse to the fundamental solution; this allows layer potentials to be constructed in very general settings. We then generalize several well known properties of layer potentials for harmonic and second order equations, in particular the Green's formula, jump relations, adjoint relations, and Verchota's equivalence between well-posedness of boundary value problems and invertibility of layer potentials.
Introduction
There is by now a very rich theory of boundary value problems for Laplace's operator, and more generally for second order divergence form operators − div A∇. The Dirichlet problem − div A∇u = 0 in Ω, u = f on ∂Ω, u X ≤ C f D and the Neumann problem − div A∇u = 0 in Ω, ν · A∇u = g on ∂Ω, u X ≤ C g N are known to be well-posed for many classes of coefficients A and domains Ω, and with solutions in many spaces X and boundary data in many boundary spaces D and N.
A great deal of current research consist in extending these well posedness results to more general situations, such as operators of order 2m ≥ 4 (for example, [MMS10, KS11, MMW11, MM13b, BMMM14, BHMb]; see also the survey paper [BM16a] ), operators with lower order terms (for example, [BBHV12, Tao12, Fel16, PT16, DHM16] ) and operators acting on functions defined on manifolds (for example, [MMT01, MMS06, KPW13] ).
Two very useful tools in the second order theory are the double and single layer potentials given by
where ν is the unit outward normal to Ω and where E L (y, x) is the fundamental solution for the operator L = − div A∇, that is, the formal solution to LE L ( · , x) = δ x . These operators are inspired by a formal integration by parts
which gives the Green's formula
L Ω (ν · A∇u)(x) if x ∈ Ω and Lu = 0 in Ω at least for relatively well-behaved solutions u.
Such potentials have many well known properties beyond the above Green's formula, including jump and adjoint relations. In particular, by a clever argument of Verchota [Ver84] and some extensions in [BM13, BM16b] , well posedness of the Dirichlet problem is equivalent to invertibility of the operator g → S L Ω g ∂Ω , and well posedness of the Neumann problem is equivalent to invertibility of the operator f → ν · A∇D A Ω f . This equivalence has been used to solve boundary value problems in many papers, including [FJR78, Ver84, DK87, FMM98, Zan00] in the case of harmonic functions (that is, the case A = I and L = −∆) and [AAA + 11, Bar13, Ros13, HKMP15, HMM15a, HMM15b, BM16b] in the case of more general operators under various assumptions on the coefficients A. Layer potentials have been used in other ways in [PV92, KR09, Rul07, Mit08, Agr09, MM11, BM13, AM14a] . Boundary value problems were studied using a functional calculus approach in [AAH08, AAM10, AA11, AR12, AM14a, AS14, AM14b]; in [Ros13] it was shown that certain operators arising in this theory coincided with layer potentials.
Thus, it is desirable to extend layer potentials to more general situations. One may proceed as in the homogeneous second order case, by constructing the fundamental solution, formally integrating by parts, and showing that the resulting integral operators have appropriate properties. In the case of higher order operators with constant coefficients, this has been done in [Agm57, CG83, CG85, Ver05, MM13b, MM13a] . However, all three steps are somewhat involved in the case of variable coefficient operators (although see [DHM16, Bar16a] for fundamental solutions, for second order operators with lower order terms, and for higher order operators without lower order terms, respectively).
An alternative, more abstract construction is possible. The fundamental solution for various operators was constructed in [HK07, Bar16a, DHM16] as the kernel of the Newton potential, which may itself be constructed very simply using the LaxMilgram theorem. It is possible to rewrite the formulas (1.1) and (1.2) for the second order layer potential directly in terms of the Newton potential, without mediating by the fundamental solution, and this construction generalizes very easily. It is this approach that was taken in [BHMc, BHMa] .
In this paper we will provide the details of this construction in a very general context. Roughly, this construction is valid for all differential operators L that may be inverted via the Lax-Milgram theorem, and all domains Ω for which suitable boundary trace operators exist. We will also show that many properties of traditional layer potentials are valid in the general case.
The organization of this paper is as follows. The goal of this paper is to construct layer potentials associated to an operator L as bounded linear operators from a space D 2 or N 2 to a Hilbert space H 2 given certain conditions on D 2 , N 2 and H 2 . In Section 2 we will list these conditions and define our terminology. Because these properties are somewhat abstract, in Section 3 we will give an example of spaces H 2 , D 2 and N 2 that satisfy these conditions in the case where L is a higher order differential operator in divergence form without lower order terms. This is the context of the paper [BHMb]; we intend to apply the results of the present paper therein to solve the Neumann problem with boundary data in L 2 for operators with t-independent self-adjoint coefficients.
In Section 4 of this paper we will provide the details of the construction of layer potentials. We will prove the higher order analogues for the Green's formula, adjoint relations, and jump relations in Section 5.
Finally, in Section 6 we will show that the equivalence between well posedness of boundary value problems and invertibility of layer potentials of [Ver84, BM13, BM16b] extends to the higher order case.
Terminology
We will construct layer potentials D B Ω and S L Ω using the following objects.
• Two Hilbert spaces H 1 and H 2 .
• Six vector spaces
• Bounded bilinear functionals B :
• Bounded linear operators from H j to H Ω j and H C j ; we shall denote these operators Ω and C .
We will work not with the spaces H 
where ∼ denotes the equivalence relation f ∼ g if f − g = 0.
We impose the following conditions on the given function spaces and operators. We require that there is some λ > 0 such that for every u ∈ H 1 , v ∈ H 2 and ϕ, ψ ∈ H j for j = 1 or j = 2, the following conditions are valid.
IfṪr j ϕ =Ṫr j ψ, then there is a w ∈ H j with (2.6)
We now introduce some further terminology. We will define the linear operator L as follows. If u ∈ H 2 , let Lu be the element of the dual space H *
, we let (Lu) Ω be the element of the dual space to {ϕ ∈ H 1 :Ṫr 1 ϕ = 0} given by
If u ∈ H 2 , we will often use (Lu) Ω as shorthand for (L(u Ω )) Ω . We will primarily be concerned with the case (Lu) Ω = 0. Let
denote the dual spaces to D 1 and D 2 . We will now define the Neumann boundary values of an element u of H (2.10)
We may compute
and so we have the bound
3. An example: higher order differential equations
In this section, we provide an example of a situation in which the terminology of Section 2 and the construction and properties of layer potentials of Sections 4 and 5 may be applied. We remark that this is the situation of [BHMb] , and that we will therein apply the results of this paper.
Let m ≥ 1 be an integer, and let L be an elliptic differential operator of the form
for some bounded measurable coefficients A defined on R d . Here α and β are multiindices in N d 0 , where N 0 denotes the nonnegative integers. As is standard in the theory, we say that Lu = 0 in an open set Ω in the weak sense if
We impose the following ellipticity condition: we require that for some λ > 0,
Let Ω ⊂ R d be a Lipschitz domain with connected boundary, and let C = R d \Ω denote the interior of its complement. Observe that ∂Ω = ∂C.
The following function spaces and linear operators satisfy the conditions of Section 2.
• H 1 = H 2 = H is the homogeneous Sobolev spaceẆ 2 m (R d ) of locally integrable functions ϕ (or rather, of equivalence classes of functions modulo polynomials of degree m − 1) with weak derivatives of order m, and such that the H-norm given by
Hilbert space with inner product ϕ, ψ
• H Ω and H C are the Sobolev spaces 
• In [Bar16b, BHMc, BHMb],Ṫr is the linear operator defined on H bẏ
Tr Ω is the standard boundary trace operator of Sobolev spaces. (Given a suitable modification of the trace space D, it is also possible to chooseṪr u = {Tr Ω ∂ γ u} |γ|≤m−1 , or more conciselẏ
, where ν is the unit outward normal, so that the boundary derivatives of u of all orders are recorded. See, for example, [PV95, She06, Agr07, MMS10, MM13b] .) • B is the bilinear operator on H × H given by
B Ω and B C are defined analogously to B, but with the integral over R By assumption, the coercivity condition (2.4) is valid. If ∂Ω has Lebesgue measure zero, then Condition (2.5) is valid. A straightforward density argument shows that ifṪr is bounded, then Condition (2.6) is valid.
Thus, the given spaces and operators satisfy the conditions imposed at the beginning of Section 2.
We now comment on a few of the other quantities defined in Section 2. If u ∈ H, and if Lu = 0 in Ω in the weak sense of formula (3.2), then by density B Ω (ϕ, u) = 0 for all ϕ ∈ H withṪr ϕ = 0; that is, (Lu) Ω as defined in Section 2 satisfies (Lu) Ω = 0.
For many classes of domains there is a bounded extension operator from H Ω to H, and so 
Construction of layer potentials
We will now use the Babuška-Lax-Milgram theorem to construct layer potentials. This theorem may be stated as follows.
Theorem 4.1 ([Bab71, Theorem 2.1]). Let H 1 and H 2 be two Hilbert spaces, and let B be a bounded bilinear form on H 1 × H 2 that is coercive in the sense that for some fixed λ > 0, formula (2.4) is valid for every u ∈ H 1 and v ∈ H 2 .
Then for every linear functional T defined on H 1 there is a unique
We construct layer potentials as follows. Letġ ∈ N 2 . Then the operator Tġϕ = ġ,Ṫr 1 ϕ is a bounded linear operator on H 1 . By the Lax-Milgram lemma, there is a unique
Ωġ denote the single layer potential ofġ. Observe that the dependence of S L Ω on the parameter Ω consists entirely of the dependence of the trace operator on Ω, and the connection betweenṪr 2 and Ω is given by formula (2.6). This formula is symmetric about an interchange of Ω and C, and so
The double layer potential is somewhat more involved. We begin by defining the Newton potential.
Let H be an element of the dual space H * 1 to H 1 . By the Lax-Milgram theorem, there is a unique element N L H of H 2 that satisfies
We refer to N L as the Newton potential. In some applications, it is easier to work with the Newton potential rather than the single layer potential directly; we remark that
where Tġ, ϕ = ġ,Ṫr 1 ϕ .
We now return to the double layer potential. Letḟ ∈ D 2 . Then there is some
, not of H 2 . We will conclude this section by showing that D B Ωḟ is well defined, that is, does not depend on the choice of F in formula (4.5). We will also establish that layer potentials are bounded operators.
Lemma 4.6. The double layer potential is well defined. Furthermore, we have the bounds
Proof. By Theorem 4.1, we have that
By definition of D 1 and N 2 , Ṫ r 1 H1 →D1 = 1 and ġ D1 →C = ġ N2 , and so S L Ω : N 2 → H 2 is bounded with operator norm at most 1/λ. We now turn to the double layer potential. We will begin with a few properties of the Newton potential. By definition of L,
Thus, by coercivity of B,
In particular, suppose thatḟ =Ṫr 2 F =Ṫr 2 F ′ . By Condition (2.6), there is some
Ωḟ is well-defined, that is, depends only onḟ and not the choice of function F withṪr 2 F =ḟ .
Furthermore, we have the alternative formula
by definition of the H 
and so
as desired.
Properties of layer potentials
We will begin this section by showing that layer potentials are solutions to the equation (Lu) Ω = 0 (Lemma 5.1). We will then prove the Green's formula (Lemma 5.3), the adjoint formulas for layer potentials (Lemma 5.4), and conclude this section by proving the jump relations for layer potentials (Lemma 5.8).
Lemma 5.1. Letḟ ∈ D,ġ ∈ N, and let
Proof. Recall that (Lu) Ω = 0 if B Ω (ϕ + Ω , u) = 0 for all ϕ + ∈ H 1 withṪr 1 ϕ + = 0. IfṪr 1 ϕ + = 0 =Ṫr 1 0, then by Condition (2.6) there is some ϕ ∈ H 1 with ϕ Ω = ϕ + , ϕ C = 0 andṪr 1 ϕ = 0.
By the definition (4.2) of the single layer potential, 
Subtracting and applying Condition (2.5),
and by the definition (2.11) of
Thus,
In particular, as before ifṪr 1 ϕ + = 0 then there is some ϕ with ϕ Ω = ϕ + Ω , ϕ C = 0 and so
Ωḟ ) = 0. This completes the proof.
Proof. By definition (4.5) of the double layer potential,
. Let ϕ ∈ H 1 . By formulas (4.2) and (2.10),
By formula (4.3) for the Newton potential and by the definition (2.11) of L(1 Ω u),
. This completes the proof.
Let B * (ϕ, ψ) = B(ψ, ϕ) and define B Ω * , B C * analogously. Then B * is a bounded and coercive operator H 2 × H 1 → C, and so we can define the double and single layer potentials D
We then have the following adjoint relations.
Lemma 5.4. We have the adjoint relations
If we letṪr
, where F is as in formula (4.5), thenṪr 
and so formula (5.6) follows by definition of B * . Let Φ ∈ H 1 and F ∈ H 2 withṪr 1 Φ =φ,Ṫr 2 F =ḟ . Then by formulas (2.10) and (4.5),
By formula (4.3),
and by definition of B Ω * formula (5.5) is proven. Finally, by definition ofṪr
By the definition (4.2) of the single layer potential,
. By definition of B * and the definition (4.3) of the Newton potential,
By the definition (2.10) of Neumann boundary values,
and so γ,Ṫr
for any choice of F . ThusṪr If there are bounded operatorsṪr
The given condition formula forṪr 
We routinely wish to establish existence and uniqueness to the Dirichlet and Neumann boundary value problems In this section we will make this notion precise. As in Sections 2, 4 and 5, we will work with layer potentials and function spaces in a very abstract setting.
6.1. From invertibility to well posedness. In this section we will need the following objects.
• Quasi-Banach spaces X Ω , D X and N X .
• A linear operator u → ( Lu) Ω acting on X Ω .
• Linear operators Tr
. In the general case, we do not assume the existence of a global quasi-Banach space X whose restrictions to Ω lie in X Ω , and thus we will let S L Ωġ be an element of X Ω without assuming a global extension.
In applications it is often useful to defineṪr
L Ω in terms of some Hilbert spaces H j , H Ω j and to extend these operators to operators with domain or range X Ω by density or some other means. See, for example, [BHMb]. We will not assume that the operators Tr
Ω and S L Ω arise by density; we will merely require that they satisfy certain properties similar to those established in Section 5.
Specifically, we will often use the following conditions; observe that if
for some H Ω 2 as in Section 2, these properties are valid.
Ω and ( Lu) Ω = 0, then we have the Green's formula
. We remark that the linear operator u → ( Lu) Ω is used only to characterize the subspace X Ω L = {u ∈ X Ω : ( Lu) Ω = 0}. We could work directly with X Ω L ; however, we have chosen to use the more cumbersome notation {u ∈ X Ω : ( Lu) Ω = 0} to emphasize that the following arguments, presented here only in terms of linear operators, are intended to be used in the context of boundary value problems for differential equations.
The following theorem is straightforward to prove and is the core of the classic method of layer potentials. Suppose that Conditions (T) and (S) are valid, and that Tr
has a bounded right inverse, that is, there is a constant C 0 such that ifḟ ∈ D X , then there is some preimageġ ofḟ with ġ N X ≤ C 0 ḟ D X . Then there is some constant C 1 depending on C 0 and the implicit constants in Conditions (T) and (S) such that ifḟ ∈ D X , then there is some u ∈ X Ω such that
Suppose that Conditions (M) and (D) are valid, and that M Ω B D
B Ω : D X → N X is surjective. Then for everyġ ∈ N X , there is some u such that
B Ω : D X → N X has a bounded right inverse, then there is some constant C 1 depending on the bound on that inverse and the implicit constants in Conditions (M) and (D) such that ifġ ∈ N X , then there is some u ∈ X Ω such that
Thus, surjectivity of layer potentials implies of solutions to for boundary value problems.
We may also show that injectivity of layer potentials implies uniqueness of solutions to boundary value problems. This argument appeared first in [BM16b] and is the converse to an argument of [Ver84] . B Ω : D X → N X is one-to-one, then for eacḣ g ∈ N X , there is at most one solution u to the Neumann problem
B Ω : D X → N X has a bounded left inverse, then there is some constant C 1 such that every u ∈ X Ω with ( Lu)
Proof. We present the proof only for the Neumann problem; the argument for the Dirichlet problem is similar.
B Ω is one-to-one, then Tr 
, and because X Ω is a quasi-Banach space,
Another application of Condition (S) and of Condition (M) completes the proof.
6.2. From well posedness to invertibility. We are now interested in the converse results. That is, we have shown that results for layer potentials imply results for boundary value problems; we would like to show that results for boundary value problems imply results for layer potentials.
Notice that the above results were built on the Green's formula (G). The converse results will be built on jump relations, as in Lemma 5.8. Recall that jump relations treat the interplay between layer potentials in a domain and in its complement; thus we will need to impose conditions in both domains.
In this section we will need the following spaces and operators.
• Quasi-Banach spaces X U , X W , D X and N X .
• Linear operators u → ( Lu) U and u → ( Lu) W acting on X U and X W .
• Linear operators Tr W is then a space of functions defined in W and is thus a different space from X U . However, we emphasize that we have defined only one space D X of Dirichlet boundary values and one space N X of Neumann boundary values; that is, the traces from both sides of the boundary must lie in the same spaces.
We will often use the following conditions. 
(J4): Ifḟ ∈ D X , then we have the jump relation
We now move from well posedness of boundary value problems to invertibility of layer potentials.
The following theorem uses an argument of Verchota from [Ver84] .
Theorem 6.8. Assume that Conditions (M'), (S'), (J1), and (J3) are valid. Suppose that, for anyḟ ∈ D X , there is at most one solution u + or u − to each of the two Dirichlet problems
is one-to-one. If in addition there is a constant C 0 such that every u + ∈ X U and u − ∈ X W with ( Lu + ) U = 0 and ( Lu + ) W = 0 satisfies
Similarly, assume that Conditions (T'), (D'), (J2), and (J4) are valid. Suppose that for anyġ ∈ N X , there is at most one solution u ± to each of the two Neumann problems
If there is a constant C 0 such that every u + ∈ X U and u − ∈ X W with ( Lu + ) U = 0 and ( Lu + ) W = 0 satisfies
then there is a constant C 1 such that the bound
Proof. As in the proof of Theorem 6.7, we will consider only the relationship between the Neumann problem and the double layer potential.
Letḟ
Because there is at most one solution to the Neumann problem, we must have that u + = v + , and in particular Tr Finally, we consider the relationship between existence and surjectivity. The following argument appeared first in [BM13] .
Theorem 6.9. Assume that Conditions (M'), (G'), (J1), and (J4) are valid. Suppose that, for anyḟ ∈ D X , there is at least one pair of solutions u ± to the pair of Dirichlet problems (6.10) ( Lu + ) U = ( Lu − ) W = 0, Tr
ThenṪr U X S L U : N X → D X is onto. Suppose that there is some C 0 < ∞ such that, ifḟ ∈ D X , there is some pair of solutions u ± to the problem (6.10) with
Then there is a constant C 1 such that for anyḟ ∈ D X , there is aġ ∈ N X such thaṫ Tr U X S L Uġ =ḟ and ġ N X ≤ C 1 ḟ D X . Similarly, assume that Conditions (T'), (G'), (J2), and (J3) are valid. Suppose that for anyġ ∈ N X , there is at least one pair of solutions u ± to the pair of Neumann problems Suppose that there is some C 0 < ∞ such that, ifġ ∈ N X , there is some pair of solutions u ± to the problem (6.11) with (6.12)
Then there is a constant C 1 such that for anyġ ∈ N X , there is anḟ ∈ D X such that M U B D
B
Uḟ =ġ and ḟ D X ≤ C 1 ġ N X . Proof. As usual we present the proof for the Neumann problem. Choose somė g ∈ N X and let u + and u − be the solutions to the problem (6.11) assumed to exist. (If C 0 < ∞ we further require that the bound (6.12) be valid.)
By Condition (T'),ḟ + = Tr 
