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Chapitre 1
Introduction
1.1 Motivations
De l’inte´reˆt de l’analyse de programmes
On peut dater au de´but des anne´es 1970 l’apparition de l’ordinateur individuel
(ou micro-ordinateur), conse´quence directe de l’invention du microprocesseur. De`s
lors, l’influence des ordinateurs n’a cesse´ de grandir dans notre quotidien. Ils se
sont tout d’abord installe´s comme objet incontournable de nos foyers. Ils colo-
nisent depuis peu de nombreux autres domaines qui e´taient jusque la` domine´s par
la me´canique. E´videmment, on pense tout d’abord au monde de l’automobile avec
le syste`me ABS ou encore le re´gulateur de vitesse. Cette tendance a` embarquer
de l’e´lectronique est une tendance lourde que les e´quipementiers semblent vouloir
poursuivre avec, notamment, l’apparition de nouveaux syste`mes destine´s a` as-
sister le conducteur : syste`me d’aide au cre´neau, syste`me anti-collision. On peut
aussi citer le domaine de l’ae´ronautique et plus re´cemment le domaine me´dical
avec les premie`res ope´rations assiste´es par ordinateur. Ces exemples n’ont pas e´te´
choisis au hasard. En effet, dans chacun de ces trois domaines, une de´faillance
du syste`me e´lectronique peut avoir de graves conse´quences, les accidents pouvant
provoquer des dommages mate´riels importants voire, dans le pire cas, des pertes
humaines. Du fait leur potentielle dangerosite´, ce genre de syste`mes embarque´s
est qualifie´ de « critique ». Un grand nombre de proce´de´s diffe´rents permettant
de caracte´riser le comportement du programme peuvent alors entrer en jeu. Cet
ensemble de proce´de´s est regroupe´ sous le nom d’analyse de programmes. Plus
pre´cise´ment, l’analyse de programmes doit permettre d’empeˆcher les de´faillances
critiques en ve´rifiant ou de´montrant que le programme a le comportement sou-
haite´ c.a`.d. satisfait des proprie´te´s de suˆrete´.
Les me´thodes d’analyse de programmes
Sche´matiquement, l’ensemble des me´thodes permettant l’analyse de programmes
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peut se diviser en deux grandes cate´gories : le monde de l’analyse dynamique
(appele´ aussi test) et celui de l’analyse statique. La distinction entre ces deux
cate´gories re´side dans le processus d’analyse en lui-meˆme qui peut s’appuyer, ou
non, sur l’exe´cution du programme. Une analyse dynamique, ou test, consiste a`
ve´rifier que l’exe´cution du programme, sur un jeu de donne´es bien choisi, abou-
tit au calcul souhaite´ par le programmeur. Le but d’une telle analyse est donc
de re´ve´ler la pre´sence d’erreurs dans le programme. Une analyse statique, quant
a` elle, a` pour but d’infe´rer des proprie´te´s du programme et ce, sans l’exe´cuter,
en se basant uniquement sur son code. La finalite´ de ce type d’analyses est dif-
fe´rente de celle du test. Il ne s’agit plus d’exhiber des erreurs mais plutoˆt de
de´montrer l’absence d’erreurs. E´videmment, il existe de nombreux ponts entre
ces deux cate´gories d’analyse. D’une part, une analyse statique peut be´ne´ficier
de la connaissance de proprie´te´s dynamiques. D’autre part, les proble`mes de cou-
verture des tests ame`nent naturellement l’utilisation d’analyses statiques dans le
monde du test.
De la difficulte´ de l’analyse de programmes
L’analyse de programmes, qu’elle se fasse de manie`re statique ou dynamique, se
heurte a` de nombreuses difficulte´s. En analyse dynamique, un proble`me important
provient du fait que l’ensemble des donne´es d’entre´e potentielles d’un programme
est ge´ne´ralement infini ou au moins suffisamment grand pour que le test de toutes
les entre´es ne soit pas possible en un temps juge´ raisonnable. On se restreint donc
au test d’un ensemble fini de donne´es d’entre´e. Le proble`me qui se pose lors d’une
analyse dynamique est donc celui du bon choix de ce jeu de donne´es. Par exemple,
il peut sembler inte´ressant que le jeu de donne´es soit tel que l’exe´cution du pro-
gramme sur celui-ci explore toutes les branches du programme (on parlera alors
de couverture des branches). L’analyse statique, quant a` elle, est confronte´e a` un
re´sultat d’inde´cidabilite´. Formellement, le the´ore`me de Rice [Ric53], conse´quence
directe du proble`me de l’arreˆt, e´nonce que tout proprie´te´ non triviale d’un lan-
gage de programmation Turing-complet est inde´cidable. Afin de contourner cette
difficulte´, les analyses statiques effectuent des approximations des comportements
possibles du programme. La the´orie de l’interpre´tation abstraite permet de donner
un cadre formel a` ces approximations.
Un bref aperc¸u de la the´orie de l’interpre´tation abstraite
Le but d’une analyse par interpre´tation abstraite est d’infe´rer statiquement cer-
taines proprie´te´s du programme. Une telle analyse commence par la de´finition
d’une se´mantique : repre´sentation formelle de la signification du programme.
Elle s’attaque ensuite au calcul de cette se´mantique. Or, ge´ne´ralement, la se´-
mantique d’un programme n’est pas calculable. Il s’agit alors d’effectuer des ap-
proximations suffisantes afin de de´finir une se´mantique approche´e calculable. Il
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est e´videmment tre`s important que l’information contenue dans la se´mantique ap-
proche´e soit utilisable pour re´pondre au proble`me initial. Pour ce faire, il faut que
les proprie´te´s de´duites de la se´mantique approche´e soient des sur-approximations
des proprie´te´s que l’on souhaitait calculer initialement. Une analyse qui permet
de calculer de telles sur-approximations est dite correcte.
Afin de bien appre´hender ces notions, attardons-nous sur un exemple. Consi-
de´rons le proble`me du calcul de l’ensemble des valeurs Ex que peut prendre une
variable re´elle x a` un point de programme. Cet ensemble n’est pas calculable
en ge´ne´ral. Toutefois, l’analyse des intervalles, qui est un exemple d’analyse par
interpre´tation abstraite, permet de calculer, sous forme d’un intervalle Ix, une
sur-approximation de Ex. Autrement dit, Ix ⊇ Ex et ainsi Ix fournit une re´ponse
acceptable 1 a` notre proble`me initial en ce sens qu’il capte, au minimum, toutes
les valeurs possibles de x.
L’interpre´tation abstraite propose un cadre formel dans lequel toute proprie´te´
approche´e est calcule´e de manie`re correcte. Ce cadre se base sur des crite`res qui
semblent assez naturels. Tout d’abord, il est exige´ que l’ensemble des proprie´te´s
posse`de une structure ordonne´e, ce qui permet de pouvoir comparer toute paire
de proprie´te´s. L’ide´e derrie`re cette exigence est de pouvoir choisir entre deux
approximations correctes celle qui approche au mieux la proprie´te´ initiale qui,
rappelons-le, est non calculable. De ce fait, l’ensemble des proprie´te´s approche´es
doit posse´der une structure d’ordre partiel appele´e formellement treillis. En
plus de ce treillis des proprie´te´s approche´es dit treillis abstrait, il est suppose´
que l’ensemble des proprie´te´s initiales de´finisse un treillis appele´ treillis concret.
En fait, le treillis abstrait doit eˆtre vu comme une copie grossie`re du treillis
concret. Les calculs des proprie´te´s approche´es sont re´alisables dans ce monde
plus simple. D’autre part, dans le cadre de l’interpre´tation abstraite, nous devons
pouvoir exprimer le fait qu’une proprie´te´ approche´e est une sur-approximation
de la proprie´te´ initiale correspondante. Cette notion de correction ne´cessite que
les treillis abstraits et concrets puissent eˆtre compare´s. Plus formellement, on
supposera que ces deux treillis sont relie´s par un couple de fonctions (α, γ) appele´
connexion de Galois.
Revenons a` l’exemple pre´ce´dent afin d’illustrer ces nouvelles notions. La pro-
prie´te´ que l’on souhaite calculer est l’ensemble Ex. Comme tout ensemble re´el, elle
appartient au treillis des parties P(R). La proprie´te´ abstraite Ix est, quant a` elle,
membre d’un treillis appele´ treillis des intervalles. Ces deux treillis sont relie´s par
le couple (α, γ) : la fonction α associe a` tout ensemble re´el le plus petit intervalle
qui le contient et la fonction γ associe a` tout intervalle l’ensemble des points qui
le compose. Ce lien permet de comparer les proprie´te´s initiales et approche´es.
1. Notons au passage que Ix =]−∞,+∞[ est un re´sultat correct que peut rendre l’analyse des
intervalles. Ce re´sultat est d’un inte´reˆt pratique faible puisqu’il ne fournit pas plus d’information
qu’initialement.
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Nous avons note´ pre´ce´demment Ix ⊇ Ex. Rigoureusement, nous aurions duˆ noter
γ(Ix) ⊇ Ex. Ceci signifie que l’ensemble des points qui composent Ix contient
l’ensemble Ex et de´montre que la proprie´te´ Ix est bien une sur-approximation de
la proprie´te´ Ex.
En re´sume´, la se´mantique concre`te e´tant non calculable, une analyse par in-
terpre´tation abstraite calcule une se´mantique approche´e de´finie sur un monde
plus simple. Ces calculs sont re´alise´s de manie`re correcte, c’est a` dire par sur-
approximation de la se´mantique concre`te. Enfin, les mondes concrets et abstraits
sont relie´s de telle sorte que les proprie´te´s calcule´es dans le monde abstrait peuvent
eˆtre compare´es aux proprie´te´s concre`tes.
Nous nous sommes consacre´s, dans ce travail, a` l’e´tude d’analyses statiques
dans le cadre de l’interpre´tation abstraite.
Notre premie`re contribution concerne l’e´tude de proprie´te´s quantitatives. Nous
avons vu, lors du paragraphe pre´ce´dent, que la the´orie de l’interpre´tation abstraite
e´tait tre`s adapte´e a` des notions qualitatives en ce sens qu’elle de´finit un cadre dans
lequel les proprie´te´s peuvent eˆtre compare´es et qui permet de de´finir la proprie´te´
qui approche au mieux la proprie´te´ initiale. En revanche, cette the´orie se de´sinte´-
resse de la notion de quantite´ que l’on peut meˆme pre´senter comme orthogonale a`
ce cadre. Le premier proble`me auquel on s’est attaque´ consiste en l’e´tude d’infe´-
rence de proprie´te´s quantitatives dans le cadre de l’analyse statique. La question
e´tait double. Tout d’abord, il s’agissait de proposer une me´thode permettant de
de´finir statiquement un couˆt de programmes. Il importait ensuite de comparer
notre me´thode avec le cadre de l’interpre´tation abstraite. Afin de re´pondre au
premier point, nous avons pris comme point de de´part des programmes transpor-
tant des couˆts. Ce faisant, il nous est apparu essentiel d’imposer une structure a`
l’ensemble des couˆts transporte´s par les programmes. Nos re´flexions ont abouti
a` la de´finition de ce que nous avons appele´ « dio¨ıdes de couˆts ». Cette structure
mathe´matique a e´te´ conc¸ue de telle sorte a` permettre une manipulation aise´e des
couˆts de programmes. Elle permet aussi, via l’utilisation de la structure de modu-
lo¨ıde, d’exprimer la se´mantique de nos programmes a` couˆts sous forme matricielle.
Ce caracte`re matriciel est alors utilise´ pour de´finir un cadre line´aire d’approxima-
tion. Une fois ce cadre de´fini, nous nous sommes attele´s a` la taˆche de´finie par la
deuxie`me partie de notre proble`me initial, a` savoir comment notre structure de
dio¨ıde de couˆts s’inte`gre dans la the´orie de l’interpre´tation abstraite. Ce dernier
point a e´te´ publie´ dans un workshop international avec comite´ de lecture [CJ10].
Le travail dans son entier a quant a` lui e´te´ publie´ dans les actes d’une confe´rence
internationale [CJJS08] et a donne´ lieu a` la parution d’une version e´tendue dans
un journal [CJJS10].
La deuxie`me contribution concerne le proble`me de l’infe´rence d’invariants
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polynomiaux de programmes. Ce proble`me est essentiel dans le domaine de la
ve´rification de programmes et a donc e´te´ largement e´tudie´ par le passe´. Les ap-
proches initiales par Karr [Kar76] et Cousot et Halbawchs [CH78] ont de´montre´ la
possibilite´ d’infe´rer statiquement des invariants line´aires en les variables du pro-
gramme. Elles ont mene´ a` des imple´mentations efficaces base´es sur des variantes
du domaine polye´drique. Le proble`me de l’infe´rence d’invariants non-line´aires
sous forme d’e´galite´s polynomiales a, quant a` lui, suscite´ un grand inte´reˆt ces
dix dernie`res anne´es. Par exemple, Sankaranarayanan et al. [SSM04b] ont pro-
pose´ une strate´gie base´e sur le calcul de contraintes pour ge´ne´rer des invariants
non line´aires, de´rive´e de leur pre´ce´dent travail sur les invariants line´aires [CSS03].
Une proposition concomitante par Mu¨ller-Olm et Seidl [MOS02, MOS04] de´finit
une me´thode par interpre´tation abstraite. Leur analyse consiste en une me´thode
de propagation arrie`re : partant d’un polynoˆme p, elle permet de calculer la
plus faible pre´-condition de validite´ de la relation p = 0 sur une classe de pro-
grammes polynomiaux. Rodr´ıguez-Carbonell et Kapur ont aussi de´veloppe´ une
approche par interpre´tation abstraite, base´e sur le domaine des ide´aux de va-
rie´te´ [RCK04b, RCK04c, RCK07b, RCK04a, RCK07a]. Malgre´ la diversite´ de ces
approches, les solutions apporte´es ne nous ont pas semble´ comple`tement satis-
faisantes. L’approche arrie`re de Mu¨ller-Olm [MOS04] qui nous semblait la plus
adapte´e a` ce proble`me ne´cessite un calcul ite´ratif lourd qui ne peut pas concur-
rencer les proce´dures de Rodr´ıguez-Carbonell et Kapur [RCK07b, RCK07a]. Ces
proce´dures, quant a` elles, sont base´es sur des me´thodes avant qui utilisent un
domaine d’une complexite´ qui ne nous semblait pas ne´cessaire. La question e´tait
donc de proposer une analyse aussi e´le´gante que celle propose´e par Mu¨ller-Olm
et Seidl tout en e´tant aussi efficace que celle de Rodr´ıguez-Carbonell et Kapur.
Ceci a e´te´ re´alise´ a` l’aide d’un hypothe`se d’inductivite´ formule´e dans les travaux
de Sankaranarayanan et al. [SSM04b]. Plus pre´cise´ment, nous avons de´veloppe´
une analyse meˆlant les me´canismes d’interpre´tation abstraite de´crit par Mu¨ller-
Olm et Seidl, a` un proble`me de re´solution de contraintes induit par l’hypothe`se
d’inductivite´. Les calculs de points fixes, ge´ne´ralement re´solus par des proce´dures
ite´ratives, sont alors obtenus, graˆce a` ces contraintes, en un pas de calcul. De ce
fait, et du fait de la facilite´ de re´solution des contraintes, notre analyse est capable
de ge´ne´rer rapidement des invariants polynomiaux de programmes. Ce travail a
e´te´ re´sume´ dans un rapport technique INRIA [CJJK11] et devrait prochainement
donner lieu a` une publication.
1.2 Structure de ce manuscrit
Ce document est organise´ de la fac¸on suivante.
Le Chapitre 2 de´crit la the´orie de l’interpre´tation abstraite, introduite par
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Cousot & Cousot dans leur papier fondateur [CC77]. Elle re´pond a` la proble´-
matique suivante. La plupart de proprie´te´s que l’on souhaite infe´rer en analyse
statique sont inde´cidables. Il est donc ne´cessaire, afin de pouvoir traiter ces pro-
prie´te´s, de re´aliser des approximations. L’interpre´tation abstraite fournit un cadre
rigoureux a` ces approximations en de´finissant notamment la notion d’abstraction
correcte.
Le Chapitre 3 pre´sente une technique d’analyse statique qui permet de mode´-
liser et d’approcher le comportement asymptotique moyen de programmes via un
couˆt nomme´ couˆt long-run. Notre premier travail a e´te´ de trouver une structure
mathe´matique adapte´e a` la manipulation des couˆts pre´sents dans le programme.
Un effort particulier a e´te´ conduit afin que cette structure soit la plus ge´ne´rique
possible et puisse eˆtre utilise´e pour manipuler des couˆts de´crivant diffe´rentes res-
sources des programmes (comme le temps ou la me´moire). On pre´sente ensuite
un cadre, analogue a` celui de l’interpre´tation abstraite permettant d’approcher
de manie`re correcte les programmes que l’on conside`re. Cette abstraction permet
de calculer le couˆt long-run sur le programme approche´ de sorte qu’il constitue
une sur-approximation du couˆt long-run re´el. Enfin, on e´tudie la possibilite´ de
relever les abstractions classiques de l’interpre´tation abstraite dans notre cadre.
Le Chapitre 4 de´crit une analyse statique permettant la ge´ne´ration d’inva-
riants de programmes. Dans un premier temps, nous pre´sentons un cadre mathe´-
matique adapte´ a` la manipulation d’invariants. Nous pre´sentons ensuite les pro-
grammes que l’on traite : il s’agit de programmes impe´ratifs dote´s d’une structure
conditionnelle ainsi que d’une structure de boucle et dont les affectations sont po-
lynomiales. Ceci e´tant fait, nous pre´sentons une proce´dure ge´ne´rale de ge´ne´ration
d’invariants ainsi que la proce´dure fastind, qui est un cas particulier de la pro-
ce´dure pre´ce´dente dans le cas ou` l’on s’inte´resse aux invariants inductifs. Enfin,
nous exposons les re´sultats expe´rimentaux obtenus et de´taillons les imple´menta-
tions qui ont e´te´ faites. Les diffe´rences entre notre approche et les approches de´ja`
existantes seront de´taille´es en fin de chapitre.
Chapitre 2
L’interpre´tation abstraite : un
cadre ge´ne´rique pour l’analyse
statique
Le chapitre suivant est consacre´ a` l’e´tude de l’interpre´tation abstraite,
cadre the´orique permettant l’analyse statique de programme. Commenc¸ons
par faire un survol des notions dont on aura besoin. Cet aperc¸u doit permettre
au lecteur de se faire une premie`re ide´e des concepts que l’on abordera rigoureu-
sement par la suite.
L’interpre´tation abstraite, c’est quoi ?
L’interpre´tation abstraite est un cadre the´orique permettant de re´aliser des ana-
lyses statiques. Elle a e´te´ introduite par Cousot & Cousot [CC77]. On a e´voque´, en
introduction, l’inde´cidabilite´ de l’infe´rence de proprie´te´s de programme [Ric53].
Afin de contourner ce proble`me, il semble naturel de tenter de re´soudre un pro-
ble`me approche´, plus simple que le proble`me initial. La the´orie de l’interpre´tation
abstraite permet d’encadrer, de manie`re rigoureuse, la manie`re dont ces approxi-
mations sont effectue´es. Afin de simplifier le propos, introduisons un exemple.
Prenons le cas d’e´tude d’un programme Prog a` deux variables re´elles x et y, dont
la valeur initiale n’est pas connue (elle peut de´pendre, par exemple, d’un autre
programme non encore analyse´). Supposons qu’il soit critique de savoir qu’a` la
fin du programme les valeurs de x et y sont telles que y < x − 3. Pour re´soudre
ce proble`me, il suffit de connaˆıtre l’ensemble des e´tats accessibles a` la fin du
programme c’est a` dire l’ensemble des valeurs possibles pour les variables x et
y. Malheureusement, cet ensemble n’est ge´ne´ralement pas calculable. Nous allons
donc en calculer une approximation. La Figure 2.1 repre´sente cette situation.
Cette figure simple ame`ne de nombreux commentaires.
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y
x
Sur-approximation de l’ensemble des états accessibles
Zone critique
Ensemble des états accessibles du programme
Figure 2.1 – Sur-approximation des e´tats accessibles du programme Prog
Domaine concret, domaine abstrait
L’ensemble des e´tats accessibles (ensemble gris) admet une repre´sentation com-
plexe. Au contraire, l’approximation (ensemble vert) est repre´sente´ sous la forme
de l’inte´rieur d’un polygone, forme ge´ome´trique plus simple. Ces repre´sentations
ne sont pas anodines. Elles te´moignent du fait que le monde dans lequel « vivent »
les approximations est beaucoup plus simple que le monde initial. Ce monde des
approximations sera appe´le´ domaine abstrait tandis que le monde initial sera
nomme´ domaine concret. On retient donc, avec ce nouveau vocabulaire, que
puisque le domaine concret est trop fin, trop pre´cis pour que les calculs soient
effectue´s, on se place dans un domaine plus simple, plus grossier.
Correction, sur-approximation
D’autre part, on remarque que l’approximation englobe l’ensemble des e´tats ac-
cessibles (tout point de l’ensemble gris est un point inte´rieur du polygone). Ceci
est une proprie´te´ cruciale appele´e correction. Les approximations que l’on sou-
haite calculer sont des sur-approximations de l’ensemble des e´tats accessibles.
Ceci nous permet d’affirmer que tout e´tat « gris » ve´rifie la proprie´te´ « verte ». On
verra que l’interpre´tation abstraite nous fournit un cadre de calcul des proprie´te´s
approche´es qui est correct par construction : toute proprie´te´ approche´e calcule´e
dans ce cadre sera une sur-approximation des e´tats accessibles.
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Pre´cision de l’analyse
Remarquons maintenant que l’ensemble R2 est une approximation correcte et
ce quelque soit l’ensemble concret. Ceci signifie que l’approximation R2 ne nous
fournit aucune information sur l’ensemble concret. Ceci est une spe´cificite´ de
l’interpre´tation abstraite : on dispose d’un cadre assurant la correction des ap-
proximations mais pas d’une notion de mesure qui assurerait que l’on ne s’e´loigne
pas trop du monde concret. Ainsi le calcul approche´ effectue´ n’est pas force´ment
assez fin pour montrer la proprie´te´ que l’on souhaite.
y
x
Sur-approximation de l’ensemble des états accessibles
Zone critique
Ensemble des états accessibles du programme
Figure 2.2 – Sur-approximation des e´tats accessibles du programme Prog
Si l’on revient a` la Figure 2.1, on voit que l’approximation calcule´e, en plus
d’eˆtre correcte, est suffisamment pre´cise pour montrer la proprie´te´ de se´curite´
que l’on souhaite, a` savoir que y < x − 3. Ceci se lit aise´ment sur la figure :
l’ensemble vert n’intersecte pas l’ensemble rouge. Il faut bien se rendre compte
que ceci est duˆ au choix judicieux du domaine abstrait. Supposons, par exemple,
que nous ayons choisi comme domaine abstrait le domaine des rectangles de coˆte´s
paralle`les aux axes des coordonne´es. La Figure 2.2 nous permet de nous rendre
compte que ce domaine n’est pas assez fin pour re´soudre le proble`me initial. En
effet, comme on le voit dans cette figure, on ne peut repre´senter de rectangle
englobant la zone grise qui n’intersecterait pas la zone rouge. Une des difficulte´s
de l’interpre´tation abstraite est de proposer une analyse suffisamment fine pour
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que son re´sultat soit une information d’inte´reˆt mais suffisamment grossie`re pour
qu’elle soit calculable. Les calculs dans le monde des rectangles sont certainement
plus simples que ceux effectue´s dans le domaine des polygones mais ces calculs
re´sultent en une information trop pauvre dans le cas qui nous concerne. Il s’agit
donc de trouver un compromis entre calculabilite´, rapidite´ de l’analyse et inte´reˆt
de l’information qu’elle produit.
Notion de meilleure sur-approximation
Enfin, la Figure 2.2 permet d’introduire une autre notion classique de l’interpre´-
tation abstraite : celle de meilleure sur-approximation. La zone verte de cette
figure est la meilleure approximation correcte de l’ensemble gris si l’on conside`re
le domaine abstrait des rectangles de´fini pre´ce´demment.
Notion d’ordre
Si on prend un peu de recul sur l’ensemble des notions que l’on vient d’introduire,
on se rend compte qu’une bonne partie est lie´e a` une notion de comparaison : ap-
proximation correcte ou sur-approximation, notion de meilleure approximation.
En fait, la notion d’ordre joue un roˆle essentiel en interpre´tation abstraite.
Remarquons que plusieurs ordres diffe´rents entrent en jeu. En effet, nous avons
besoin d’un ordre dans le domaine abstrait afin de pouvoir comparer les abstrac-
tions entre elles. Mais nous avons aussi besoin d’un ordre pour pouvoir comparer
les proprie´te´s du domaine abstrait avec celles du domaine concret ou, autrement
dit, pour ve´rifier que les zones vertes englobent bien les zones grises.
Interpre´ter un programme
Jusque la`, nous n’avons pas encore de´crit la notion de programme. Pour cette
introduction, contentons-nous de de´crire un programme comme une se´quence de
commandes. Ge´ne´ralement, on compte parmi ces commandes des fonctions d’af-
fectation, de test, des structures conditionnelles ainsi que des boucles. Interpre´ter
un programme, c’est donner du sens a` ses commandes. Supposons, par exemple,
que le code du programme Prog posse`de une affectation y := −3x + 2. L’inter-
pre´tation de cette commande est donne´e par la fonction :
q : R × R → R × R
(x , y) 7→ (x , −3x+ 2)
La fonction q permet d’associer l’e´tat des variables du programme avant et apre`s
affectation. On parle ici d’interpre´tation concre`te puisque cette interpre´tation,
qui a lieu dans le monde concret, permet de de´finir les e´tats accessibles apre`s
affectation. On a e´voque´ le fait qu’il e´tait difficile de calculer dans le domaine
concret. On facilite ces calculs en choisissant un domaine abstrait plus grossier.
Supposons, par exemple, qu’au lieu de connaˆıtre l’ensemble des e´tats accessibles,
l’on souhaite juste infe´rer les signes des variables x et y. Pour ce faire, on peut
utiliser le domaine des signes Sign = { ∅, {0},R+,R−,R }. Une analyse utilisant
ce domaine permet, au mieux, d’obtenir le signe des variables x et y. Cette infor-
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mation n’e´tablit pas de relation entre les valeurs possibles de x et y. De ce fait,
le domaine des signes est dit non relationnel et, de ce point de vue, est moins
pre´cis qu’un domaine relationnel tel que le domaine des polygones e´voque´ pre´ce´-
demment (figure 2.1). Dans le domaine des signes, la fonction q est interpre´te´e
par la fonction q] suivante :
q] : Sign × Sign → Sign × Sign
(S1 , S2) 7→ (S1 , R− ∗] S1 +] R+)
ou` l’on a note´ ∗] et +] les fonctions exprimant la re`gle des signes (R+ ∗] R− = R−,
R− ∗] R− = R+ . . . ). Ces fonctions sont des interpre´tations dans le domaine
abstrait de la multiplication et de l’addition classique. Supposons que, par une
analyse, l’on arrive a` prouver que x ne peut admettre que des valeurs ne´gatives
avant affectation. Cette variable sera alors abstraite, avant affectation par R−.
Avec cette donne´e comme entre´e, la fonction q] renvoie (R−,R+). Ceci signifie
que x reste ne´gatif apre`s affectation alors que y, quelque soit son signe avant
affectation, sera positif apre`s. A` l’oppose´, si l’on de´termine que la variable x est
positive avant affectation, q] renvoie le couple (R+,R). Ceci signifie que l’analyse
est trop impre´cise pour obtenir le signe de y apre`s affectation. D’autre part, notons
l’utilisation du symbole ] pour repre´senter les ope´rations abstraites.
Ce petit exemple permet de montrer comment interpre´ter une commande
dans un domaine abstrait choisi. Une analyse par interpre´tation abstraite d’un
programme de´finit non seulement l’interpre´tation de chaque commande dans le
domaine abstrait mais aussi comment ces commandes abstraites se composent
entre elles. Le me´canisme re´sultant permet de mimer, dans le monde abstrait, le
comportement concret du programme.
Maintenant que nous avons introduit les principaux concepts de l’interpre´-
tation abstraite, nous allons de´crire son fonctionnement de manie`re plus pre´-
cise. Pour ce faire, nous nous appuierons sur les articles de Cousot & Cou-
sot [CC77, CC79, Cou81, CC92b]. De plus, nous illustrerons les re´sultats de
ce chapitre en nous basant sur une analyse par interpre´tation abstraite parti-
culie`re : l’analyse polye´drique. Cette analyse a e´te´ introduite par Cousot & Halb-
wachs [CH78] et permet d’infe´rer des ensemble d’ine´galite´s line´aires ve´rifie´es par
les variables du programmes. En Figure 2.3, nous de´taillons le re´sultat de l’analyse
polye´drique sur le programme sqrt constitue´ d’une boucle simple. Cette analyse
permet d’infe´rer que l’e´galite´ −2r+ t−1 = 0 est ve´rifie´e avant et apre`s exe´cution
de la boucle. Elle prouve aussi la validite´ de l’ine´galite´ −n + s− 1 ≥ 0 en fin de
programme.
Ce chapitre est structure´ comme suit. Dans un premier temps, nous e´tudierons
en Section 2.1 la notion d’ordre partiel. Cette section « boˆıte a` outil » permet de
pre´senter de nombreux re´sultats que l’on utilisera dans les sections suivantes. En
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1. r := 0;
2. s := 1;
3. t := 1;
−2r + t− 1 = 0
4. while s ≤ n do
5. r := r + 1;
6. t := t + 2;
7. s := s + t;
−2r + t− 1 = 0 ∧ −n+ s− 1 ≥ 0
8.
Figure 2.3 – L’analyse polye´drique d’un programme sqrt
Section 2.2 nous de´crirons de manie`re tre`s ge´ne´rale les langages de programma-
tion et e´tudierons le comportement concret des programmes. Nous pre´senterons
notamment des me´thodes (non calculables en ge´ne´ral) pour calculer l’ensemble
des e´tats accessibles d’un programme. Enfin, on de´crira en Section 2.3 comment
effectuer des approximations dans le cadre de l’interpre´tation abstraite afin de
calculer des approximations correctes par construction de l’ensemble des e´tat ac-
cessibles.
Les re´sultats pre´sente´s dans ce chapitre seront utilise´s dans le Chapitre 4 et 3.
Les analyses pre´sente´es dans ces deux chapitres sont re´alise´es dans des cadres
favorables au raisonnement par interpre´tation abstraite. Les the´ore`mes classiques
ci-apre`s peuvent donc eˆtre e´nonce´s sous des hypothe`ses non minimales.
2.1 Autour de la structure d’ordre
En introduction, nous avons vu qu’une analyse par interpre´tation abstraite
permet de ge´ne´rer une sur-approximation des e´tats accessibles du programme.
Cette comparaison ne peut se faire que si l’on a pre´alablement de´fini un ordre.
Cette section explore les re´sultats de la the´orie de l’ordre qui nous serviront
par la suite. Nous commenc¸ons par de´finir la notion de treillis. Ce concept est
particulie`rement important en interpre´tation abstraite car les domaines concrets
et abstraits seront suppose´s munis d’une structure de treillis.
2.1.1 Les treillis
Un treillis est une structure ordonne´e particulie`re. Nous de´finissons tout d’abord
la notion d’ordre. Du point de vue des notations, nous utiliserons par la suite le
symbole v pour de´finir une relation binaire note´e de manie`re infixe.
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De´finition 2.1 (Pre´-ordre et ordre partiel).
Soit S un ensemble. Un ordre partiel v est une relation binaire qui est :
– re´flexive : ∀x ∈ S, x v x
– transitive : ∀x, y, z ∈ S, (x v y ∧ y v z) ⇒ x v z
– anti-syme´trique : ∀x, y ∈ S, (x v y ∧ y v x) ⇒ x = y
Une relation binaire re´flexive et transitive est appele´e un pre´-ordre.
On notera S(v) pour indiquer que S est un ensemble muni d’une structure d’ordre
partiel.
Dans les ensembles munis d’une structure d’ordre partiel, on distingue certains
e´le´ments : les bornes supe´rieures et infe´rieures.
De´finition 2.2 (Bornes supe´rieures et infe´rieures).
Soit v un ordre partiel sur un ensemble S.
Un e´le´ment u ∈ S est un majorant d’un sous-ensemble X de S s’il est plus grand
que tous les e´le´ments de X : ∀x ∈ X, x v u.
Dans le cas ou` u est un majorant de X plus petit que tous les autres majorants
de X, on parle de borne supe´rieure :
(∀x ∈ X, x v u) ∧ ∀u′ ∈ S : (∀x ∈ X : x v u′)⇒ (u v u′).
La borne supe´rieure de X, si elle existe, est unique.
Les notions de minorant et de borne infe´rieure sont de´finies de manie`re duale.
Par la suite, on utilisera la notation sup{x, y} ou pre´fe´rentiellement x⊔ y pour
repre´senter la borne supe´rieure, lorsqu’elle existe, de l’ensemble {x, y}. Cette no-
tation est e´tendue aux sous-ensembles quelconques de S : supX =
⊔
X repre´sente
la borne supe´rieure, lorsqu’elle existe, de l’ensemble X. On utilisera les symbolesd
et inf pour repre´senter la notion duale de borne infe´rieure. Enfin, on remarque
que la borne supe´rieure u d’un ensemble X n’est pas force´ment contenue dans X.
La de´finition suivante e´nonce qu’un treillis est un ensemble ordonne´ muni
d’une borne supe´rieure et d’une borne infe´rieure.
De´finition 2.3 (Notion de treillis).
Soit S(v) un ensemble partiellement ordonne´.
On dira que S est un treillis si tout couple d’e´le´ments admet une borne supe´rieure
et une borne infe´rieure : ∀x, y ∈ S, x⊔ y et xd y existent dans S.
On dira que S est un treillis complet si tout ensemble d’e´le´ments admet une borne
supe´rieure et une borne infe´rieure : ∀X ⊆ S, ⊔X et dX existent dans S.
En particulier, dans un treillis complet, l’ensemble S posse`de un un plus petit
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e´le´ment, nomme´ infimum et note´ ⊥ (= dS) ainsi qu’un plus grand e´le´ment
nomme´ supremum et note´ > (= ⊔S).
Un ensemble S muni d’une structure de treillis complet sera alors note´ :
S(v,⊥,>,⊔,d)
E´tude d’un exemple : l’analyse polye´drique [CH78]
On conside`re un programme a` m variables ({x1, . . . , xm}) a` valeurs re´elles. Dans
l’analyse polye´drique, le domaine concret est repre´sente´ par un treillis de parties
tandis que le treillis abstrait est le treillis des polye`dres convexes. Pre´sentons plus
pre´cise´ment ces deux treillis.
Le domaine concret est le treillis P(Rm)(⊆, ∅,Rm,∪,∩). A` chaque point de
programme, on associe a` chaque variable du programme un e´le´ment de ce treillis,
a` savoir l’ensemble des valeurs possibles de la variable a` ce point. On de´finit ainsi
l’ensemble des e´tats accessibles du programme.
Le domaine abstrait, quant a` lui, est repre´sente´ par le treillis des polye`dres
convexes Pm(vP,⊥P,>P,
⊔
P,
d
P). L’ensemble Pm repre´sente les polye`dres convexes
de dimension au plus m. Un polye`dre convexe peut eˆtre de´fini comme l’ensemble
des solutions d’un syste`me fini d’ine´galite´s line´aires. Ge´ome´triquement parlant,
c’est l’intersection de demi-espaces ferme´s (chaque ine´galite´ repre´sente un demi-
espace ferme´). La Figure 2.4 donne la repre´sentation sous forme d’ine´galite´s d’un
polye`dre convexe p de R2 ainsi que son interpre´tation ge´ome´trique.
y
x
x + y ≤ 3
y ≤ 2
x − y ≤ 3
Syste`me d’ine´quations
−2x + y ≤ 2
− 12x − y ≤ 1
Figure 2.4 – Un polye`dre convexe p de R2
L’infimum ⊥P du treillis Pm est l’ensemble vide. Le supremum >P du treillis Pm est
l’ensemble Rm. L’ope´rateur de borne infe´rieure
d
P est simplement l’intersection
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ensembliste. En effet, l’intersection de deux polye`dres convexes est un polye`dre
convexe. De plus, cet ope´rateur est aise´ a` calculer : e´tant donne´s deux polye`dres
convexes p1 et p2 de´finis par des ensembles d’ine´galite´s, le polye`dre p1
d
P p2 est
le polye`dre convexe de´fini en regroupant toutes ces ine´galite´s. Pour revenir a` la
Figure 2.4, on peut voir le polye`dre p comme intersection des polye`dres p1 et p2,
ou` p1 est de´fini par le syste`me d’ine´galite´s {−2x + y ≤ −1, x + y ≤ 3, y ≤ 2}
et p2 de´fini par {x − y ≤ 3, −12x − y ≤ 2}. L’ope´rateur de borne supe´rieure⊔
P est, quant a` lui, plus difficile a` calculer. L’union ensembliste ne convient pas
puisque, partant de deux polye`dres convexes p1 et p2, l’ensemble p1 ∪ p2 n’est
pas convexe en ge´ne´ral. En fait, p1
⊔
P p2 est de´fini comme le plus petit polye`dre
convexe contenant p1 et p2 c.a`.d. l’enveloppe convexe des points contenus dans
p1 et p2. Le calcul d’enveloppe convexe ne´cessite une autre repre´sentation des po-
lye`dres base´e sur l’ensemble de ses sommets. D’un point de vue imple´mentation,
il semble difficile de faire un choix entre ces deux repre´sentations, chacune des
deux e´tant utile pour re´aliser certains calculs associe´s au domaine des polye`dres.
De plus, notons que ces deux repre´sentations peuvent eˆtre utilise´es conjointe-
ment pour de´cider efficacement de l’inclusion de polye`dres. Pre´cisons enfin que
la complexite´ des fonctions permettant la conversion d’une repre´sentation vers
l’autre [Lan66, Bal61] augmente tre`s rapidement lorsque le nombre de variables et
d’ine´galite´s du polye`dre croˆıt. De ce fait, il semble inte´ressant d’effectuer l’analyse
de manie`re simultane´e sur chacune de ces deux repre´sentations. Cette me´thodolo-
gie, bien que redondante, e´vite l’utilisation excessive des fonctions de conversion
et semble apporter de meilleurs re´sultats dans la pratique [CH78]. La Figure 2.5
repre´sente le polye`dre p1 et ses deux repre´sentations.
y
x
x + y ≤ 3
y ≤ 2
Syste`me d’ine´quations
p1
Seconde repre´sentation
A B
Sommets :
Rayons : ( )
1
−1
( )−1
−2
A B
( ) ( )
0
2
1
2
rBrA
−2x + y ≤ −1
rA
rB
Figure 2.5 – Un polye`dre convexe p1 de R2
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Tirons un premier bilan sur cet exemple. En plus de la structure d’ordre qui est
essentielle dans la the´orie de l’interpre´tation abstraite, il faut retenir de cette
discussion l’importance de pouvoir repre´senter les objets de l’analyse de manie`re
concise et de telle sorte que les ope´rateurs agissant sur ces objets puissent eˆtre
calcule´s de manie`re efficace.
La notion de treillis que nous avons de´finie ici est importante en interpre´tation
abstraite. En effet, les domaines concret et abstrait seront suppose´s munis d’une
structure de treillis. Jusque la`, nous avons argumente´ sur l’importance d’une
structure ordonne´e qui permet notamment de comparer les proprie´te´s abstraites
(ou concre`tes) entre elles. En plus de la notion d’ordre, nous rajoutons donc
l’exigence de l’existence d’un ope´rateur de borne supe´rieure et d’un ope´rateur de
borne infe´rieure. Ces ope´rateurs permettent de combiner les proprie´te´s entre elles.
2.1.2 Calculer dans les treillis
Nous avons vu que les domaines concrets et abstraits sont repre´sente´s par des
treillis. Nous e´tudions maintenant les fonctions de´finies sur cette structure.
2.1.2.1 Les morphismes d’ordre et d’union
Parmi les fonctions de´finies sur les treillis, il convient de distinguer celles qui
permettent de transporter la structure d’ordre. On parlera alors de morphisme
d’ordre ou plus simplement de fonctions monotones.
De´finition 2.4 (Proprie´te´s des fonctions sur les treillis).
Soient S1(v1,⊥1,>1,
⊔
1,
d
1) et S2(v2,⊥2,>2,
⊔
2,
d
2) deux treillis complets.
On dira qu’une fonction ϕ : S1 → S2 est :
– monotone si elle ve´rifie la proprie´te´ de transport d’ordre :
∀x, y ∈ S1, x v1 y ⇒ ϕ(x) v2 ϕ(y)
On parlera aussi de morphisme d’ordre.
– additive ou appele´e morphisme d’union complet si elle transporte l’ope´ra-
teur de borne supe´rieure : pour tout ensemble X ⊆ S1, X 6= ∅,
ϕ(
⊔
1X) =
⊔
2 ϕ(X)
=
⊔
2{ ϕ(x) | x ∈ X }
Dans ce cas, on pourra utiliser la notation
⊔
-mc.
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Tout d’abord, revenons sur le terme monotone. Mathe´matiquement parlant,
nous aurions plutoˆt duˆ employer le terme de fonction croissante. Nous garderons le
terme monotone pour deux raisons. Tout d’abord, cette de´signation est classique
en the´orie de l’ordre. D’autre part, remarquons qu’un fonction de´croissante peut
facilement eˆtre vue comme une fonction croissante : il suffit pour cela de renverser
l’ordre du treillis S2 c.a`.d. conside´rer S2(w) au lieu de S2(v).
Notons aussi que les proprie´te´s de la de´finition 2.4 sont donne´es dans un ordre
croissant d’exigence : un morphisme d’union complet est toujours monotone. On
parlera aussi de morphisme d’union complet strict pour un morphisme d’union
complet ϕ tel que ϕ(⊥1) = ⊥2. Dans ce cas, on pourra noter que ϕ est une
fonction
⊔
-mcs. Enfin, remarquons que dans le but de simplifier l’e´criture de
la de´finition 2.4, nous nous sommes place´s dans le cadre de treillis complets,
ce qui permet d’assurer l’existence de bornes supe´rieures pour tout ensemble.
On pourrait e´tendre ces de´finitions sur des ensembles munis seulement d’ordre
partiel : un morphisme d’union est alors une fonction qui transporte les bornes
supe´rieures existantes.
2.1.2.2 Points fixes dans les treillis
En interpre´tation abstraite, les calculs sont ge´ne´ralement effectue´s suivant
une approche ite´rative consistant a` calculer de manie`re incre´mentale un point
fixe. Commenc¸ons tout d’abord par de´finir la notion de point fixe.
De´finition 2.5 (Point fixe).
Soit S(v) un ensemble partiellement ordonne´e et ϕ : S → S.
L’e´le´ment x ∈ S est un pre´-point fixe de ϕ si : x v ϕ(x).
L’e´le´ment x ∈ S est un post-point fixe de ϕ si : ϕ(x) v x.
L’e´le´ment x ∈ S est un point fixe de ϕ si c’est a` la fois un pre´-point fixe et un
post-point fixe : ϕ(x) = x.
Il convient de noter que la litte´rature ne s’accorde pas sur le vocabulaire de
pre´-point fixe et de post-point fixe. Nous avons suivi la de´nomination de [CC92b]
qui s’oppose a` celle que l’on peut trouver dans [DP90, Bac00].
Le the´ore`me suivant connu sous le nom de the´ore`me de Knaster-Tarski [Tar55]
est un re´sultat central de l’approche ite´rative. Il e´nonce l’existence du plus petit
point fixe de toute fonction monotone dans un treillis complet.
The´ore`me 2.1 (Knaster-Tarski).
Soit S(v,⊥,>,⊔,d) un treillis complet et ϕ : S → S une fonction monotone.
L’ensemble PFϕ des points fixes de ϕ forme un treillis complet. Ainsi, ϕ posse`de
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un plus petit point fixe (l’infimum de PFϕ) caracte´rise´ par :
lfp ϕ =
d { x ∈ S | ϕ(x) v x }
et un plus grand point fixe (le supremum de PFϕ), caracte´rise´ par :
gfp ϕ =
⊔ { x ∈ S | x v ϕ(x) }
En reprenant le vocabulaire de la de´finition 2.5, le plus petit point fixe de ϕ
est de´fini comme le plus petit post-point fixe de ϕ et son plus grand point fixe
est de´fini commme le plus grand de ses pre´-points fixes. La re´partition des points
fixes dans un treillis complet S est ge´ne´ralement repre´sente´e par le sche´ma de la
Figure 2.6. Notons, que l’e´le´ment ⊥ est toujours un pre´-point fixe (⊥ v ϕ(⊥)) et
que l’e´le´ment > est toujours un post-point fixe (ϕ(>) v >).
{x ∈ S | x " ϕ(x)}
{x ∈ S | ϕ(x) " x}
{x ∈ S | ϕ(x) = x}
Pre´-points fixes
Post-points fixes
!
⊥
lfp(ϕ)
gfp(ϕ)
Points fixes : PFϕ
Figure 2.6 – Points fixes d’un treillis complet S
Le the´ore`me 2.1 caracte´rise le plus petit point fixe de ϕ mais ne fournit pas
de me´thode constructive qui permettrait son calcul. Le the´ore`me suivant est un
premier pas vers cette me´thode de calcul.
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The´ore`me 2.2 (Kleene).
Soit S(v,⊥,>,⊔,d) un treillis complet et ϕ : S → S une fonction ⊔ -mc.
ϕ admet un plus petit point fixe caracte´rise´ par :
lfp (ϕ) =
⊔ { ϕn(⊥) | n ∈ N }
Il convient de faire quelques remarques sur ce the´ore`me. Tout d’abord, notons
que le the´ore`me 2.2 admet un e´nonce´ dual. Dans le cas ou` la fonction de de´part
est un morphisme d’intersection complet (
d
-mc), son plus grand point fixe peut
eˆtre obtenu en ite´rant a` partir du supremum > du treillis :
gfp (ϕ) =
l
{ ϕn(>) | n ∈ N }
Remarquons ensuite que la suite (ϕn(⊥))n∈N est croissante. Cette proprie´te´
est facilement obtenue par re´currence : initialement ⊥ v ϕ(⊥) et le caracte`re mo-
notone de ϕ permet de conclure en appliquant ϕ a` chaque membre de l’inclusion.
Ainsi, pour tout k ∈ N, nous avons :⊔
{ ϕn(⊥) | n ≤ k } = ϕk(⊥)
Afin de calculer lfp(ϕ) a` l’aide de ce the´ore`me, il suffit donc, partant de ⊥,
d’appliquer successivement ϕ. Cette me´thode suppose le caracte`re stationnaire
de la suite (ϕn(⊥))n∈N, ce qui n’est pas force´ment le cas. On peut apporter deux
solutions a` ce proble`me d’arreˆt des ite´rations. La premie`re est structurelle : elle
demande que le treillis choisi pour ite´rer soit tel que toute suite croissante soit
stationnaire. Autrement dit, « choisissons un cadre dans lequel c¸a marche ! ». La
seconde technique est algorithmique. Elle consiste, a` chaque e´tape de l’ite´ration,
a` approcher l’e´le´ment calcule´ par un e´le´ment plus « grossier », de sorte a` cre´er une
ite´ration approche´e qui termine en temps fini. Le re´sultat obtenu par ce dernier
proce´de´ est alors une approximation du point fixe que l’on souhaite calculer.
De´taillons ces deux approches.
La condition de chaˆıne ascendante
Nous commenc¸ons par pre´senter l’approche structurelle : la condition de chaˆıne
ascendante assure, par de´finition, la stabilite´ de la suite en un temps fini.
De´finition 2.6 (Condition de chaˆıne ascendante).
Soit S(v) un ensemble partiellement ordonne´.
On dit que S ve´rifie la condition de chaˆıne ascendante si toute suite croissante
(xi)i∈N est stationnaire :
( ∀i ∈ N, xi v xi+1 ) ⇒ ( ∃m ∈ N, ∀k ≥ m, xk = xm )
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On dit que S ve´rifie la condition de chaˆıne descendante si toute suite de´croissante
(xi)i∈N est stationnaire :
( ∀i ∈ N, xi w xi+1 ) ⇒ ( ∃m ∈ N, ∀k ≥ m, xk = xm )
Ainsi, dans un treillis complet, si la condition de chaˆıne ascendante est ve´-
rifie´e, le the´ore`me 2.2 fournit un algorithme de calcul de plus petit point fixe
de ϕ par calcul successif des ite´re´es de ϕ. De manie`re duale, dans un treillis ve´-
rifiant la condition de chaˆıne descendante, le the´ore`me 2.2 permet le calcul du
plus grand point fixe de ϕ en un nombre fini d’e´tapes. Un treillis ve´rifiant une
condition de chaˆıne (ascendante) de´finit donc un cadre tre`s favorable en interpre´-
tation abstraite. Il faut toutefois nuancer ce propos. Meˆme si l’on a obtenu un
proce´de´ ite´ratif terminant en temps fini, la condition de chaˆıne (ascendante) ne
pre´cise pas le nombre d’ite´rations ne´cessaire avant stabilite´. L’algorithme de´duit
du the´ore`me 2.2 ne s’exe´cute donc pas force´ment en un temps juge´ raisonnable.
De ce fait, meˆme dans le cas ou` le treillis ve´rifie la condition de chaˆıne ascen-
dante, on pourra se satisfaire d’un calcul approche´ afin d’ame´liorer la vitesse de
convergence de la me´thode.
Les ope´rateurs d’acce´le´ration de convergence [CC92a]
Pre´sentons maintenant l’approche algorithmique. Nous commenc¸ons par de´finir
la notion d’ope´rateur d’e´largissement. Partant d’une suite (xi)i∈N, ce type d’ope´-
rateur permet de de´finir une suite de termes approche´s (yi)i∈N qui se stabilise en
un nombre fini d’ite´rations.
De´finition 2.7 (Ope´rateur d’e´largissement).
Soit S(v,⊥,>,⊔,d) un treillis complet.
Un ope´rateur d’e´largissement est une fonction ∇ : S × S → S telle que :
(Larg1) ∀x, y ∈ S, x v x ∇ y
(Larg2) ∀x, y ∈ S, y v x ∇ y
(Larg3) Pour toute suite (xi)i∈N croissante la suite (yi)i∈N de´finie par :
∀i ∈ N,
{
y0 = x0
yi+1 = yi ∇ xi+1
est croissante et stationnaire a` partir d’un certain rang.
( ∃m ∈ N,∀k ≥ m, yk = ym )
Notons que, si la condition de chaˆıne ascendante est ve´rifie´e dans le treillis S,
l’ope´rateur d’union
⊔
ve´rifie les proprie´te´s liste´es ci-dessus. C’est donc, dans ce
cadre, un ope´rateur d’e´largissement.
Autour de la structure d’ordre 25
Le the´ore`me 2.2 permet de de´finir le plus petit point fixe d’une fonction ϕ
comme limite de la suite (ϕ(⊥))n∈N. En utilisant un ope´rateur d’e´largissement,
on peut calculer une limite approche´e de cette suite en un nombre fini d’ite´rations.
Le the´ore`me suivant e´nonce ce re´sultat.
The´ore`me 2.3 (Calcul approche´ de lfp par e´largissement).
Soit S(v,⊥,>,⊔,d) un treillis complet et ϕ : S → S une fonction ⊔ -mc.
Soit ∇ : S × S → S un ope´rateur d’e´largissement.
Alors, la suite (xi)i∈N de´finie par :
∀i ∈ N,

x0 = ⊥
xi+1 = xi si ϕ(xi) v xi
= xi ∇ ϕ(xi) sinon
est croissante et stationnaire a` partir d’un certain rang m.
Sa limite xm est un post-point fixe de ϕ et de ce fait une sur-approximation de
lfp(ϕ) :
ϕ(xm) v xm et lfp(ϕ) v xm
Notons tout d’abord que le the´ore`me 2.3 est e´nonce´ avec une hypothe`se forte
sur l’ope´rateur ϕ : il est suppose´ eˆtre
⊔
-mc. Les ope´rateurs de´finis par une analyse
statique par interpre´tation abstraite ne ve´rifient pas force´ment cette hypothe`se.
Ge´ne´ralement, de telles analyses proposent des ope´rateurs d’e´largissement ad hoc
qui posse`dent des proprie´te´s plus strictes que celles pre´sente´es en de´finition 2.7.
La combinaison de ces proprie´te´s avec d’autres proprie´te´s spe´cifiques a` l’analyse
permet, en pratique, de relaˆcher l’hypothe`se faite sur ϕ. Nous ne pre´sentons pas
ici d’autres ope´rateurs d’e´largissement mais soulignons qu’il existe de nombreuses
variantes de la de´finition 2.7.
D’autre part, notons que si l’on se place dans un treillis ve´rifiant la condition de
chaˆıne ascendante, et que l’on choisit ∇ = ⊔, la suite de´finie dans le the´ore`me 2.3
permet un calcul exact de lfp(ϕ) correspondant au calcul de la suite des ite´re´es
du the´ore`me 2.2. De ce point de vue, l’approche par e´largissement peut eˆtre vue
comme une ge´ne´ralisation de l’approche par chaˆıne ascendante.
La limite xm calcule´e ci-dessus est une approximation « par au-dessus » du
plus petit point fixe lfp(ϕ) que l’on souhaite calculer. Cette sur-approximation
peut eˆtre assez grossie`re. Il serait donc souhaitable de pouvoir redescendre dans le
treillis PFϕ pour approcher de plus pre`s lfp(ϕ) tout en restant un post-point fixe
et donc une sur-approximation de lfp(ϕ). Ceci est re´alise´ a` l’aide d’un ope´rateur
de re´tre´cissement.
De´finition 2.8 (Ope´rateur de re´tre´cissement).
Soit S(v,⊥,>,⊔,d) un treillis complet.
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Un ope´rateur de re´tre´cissement est une fonction ∆ : S × S → S telle que :
(Ret1) ∀x, y ∈ S, ( y v x ) ⇒ ( y v (x ∆ y) v x )
(Ret2) Pour toute suite (xi)i∈N de´croissante la suite (yi)i∈N de´finie par :
∀i ∈ N,
{
y0 = x0
yi+1 = yi ∆ xi+1
est de´croissante et stationnaire a` partir d’un certain rang.
( ∃m ∈ N,∀k ≥ m, yk = ym )
Nous pouvons effectuer le meˆme type de remarque que celle de la de´fini-
tion 2.7 : si la condition de chaˆıne descendante est ve´rifie´e dans le treillis S,
l’ope´rateur d’intersection
d
ve´rifie les proprie´te´s liste´es ci-dessus. C’est donc,
dans ce cadre, un ope´rateur de re´tre´cissement.
The´ore`me 2.4 (Affinement d’un calcul par re´tre´cissement).
Soit S(v,⊥,>,⊔,d) un treillis complet et ϕ : S → S une fonction ⊔ -mc.
Soit ∆ : S × S → S un ope´rateur de re´tre´cissement.
Alors, pour tout a post-point fixe de ϕ (ϕ(a) v a et donc lfp(ϕ) v a), la suite
(xi)i∈N de´finie par :
∀i ∈ N,
{
x0 = a
xi+1 = xi ∆ ϕ(xi)
est de´croissante et stationnaire a` partir d’un certain rang m.
Tous les termes de cette suite sont des post-points fixes de ϕ qui ve´rifient :
∀i ∈ N, lfp(ϕ) v ϕ(xi) v xi
Remarquons que si a est un point fixe, alors x1 = a∆ϕ(a) = a∆a = a et
l’ite´ration est directement stationnaire. Autrement dit, si l’on part d’un point
fixe a, l’ope´ration de re´tre´cissement n’a pas d’effet.
Cette me´thode d’e´largissement/re´tre´cissement peut donc se re´sumer comme
suit. Afin de calculer l’approximation d’un plus petit point fixe d’une fonction ϕ,
on effectue des calculs dans le domaine des pre´-points fixes de ϕ. Ces calculs sont
spe´cifie´s de telle sorte a` produire, en un nombre fini d’e´tapes un post-point fixe de
ϕ et donc une sur-approximation de lfp(ϕ). Il peut alors s’ensuivre un processus
permettant d’affiner ce premier calcul. Cette deuxie`me e´tape est re´alise´e par une
descente finie dans le domaine des post-points fixes. Son re´sultat fournit une sur-
approximation de lfp(ϕ) meilleure que la pre´ce´dente. La Figure 2.7 illustre cette
explication.
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!
⊥
lfp(ϕ)
gfp(ϕ)
Pre´-PFϕ
Post-PFϕ
PFϕ
Figure 2.7 – Ite´ration croissante par e´largissement suivie d’un processus d’affi-
nement par re´tre´cissement
E´tude d’un exemple : l’analyse polye´drique [CH78]
On verra par la suite que dans l’analyse polye´drique entre en jeu un calcul de plus
petit point fixe. Or, le treillis Pm des polye`dres convexes ne ve´rifie pas la condi-
tion de chaˆıne ascendante. Un ope´rateur d’e´largissement ∇ est donc utilise´ pour
permettre le calcul de ce point fixe en un nombre fini d’ite´rations. E´tant donne´
p1 et p2 deux polye`dres de Pm, l’ensemble p1 ∇ p2 repre´sente le polye`dre convexe
de´fini par les ine´galite´s de p1 ve´rifie´es par tous les points du polye`dre p2. Cet
ope´rateur d’e´largissement agit donc sur p1 en diminuant son nombre d’ine´galite´s.
Tout polye`dre e´tant de´fini par un nombre fini d’ine´galite´s, ce processus termine
en un nombre fini d’ite´rations.
2.2 Syntaxe et se´mantique des programmes
Dans cette section, nous de´finissons la notion de programme de manie`re tre`s
ge´ne´rique de sorte a` pouvoir montrer comment est re´alise´e une analyse par inter-
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pre´tation abstraite dans le cas le plus ge´ne´ral possible.
2.2.1 Syntaxe des programmes
En introduction, nous avons pre´sente´ un programme comme une suite finie de
commandes. En fait, on peut de´finir un programme de manie`re encore plus large :
on repre´sente un programme par un graphe oriente´ et e´tiquete´ par les commandes
du programme, qui ne sont autres que des fonctions de tests ou d’affectations.
Les nœuds de ce graphe seront appele´s les points de programme.
De´finition 2.9 (Notion de programme [CC79]).
Un programme est un triplet pi = (U ,G, L) tel que :
• U est un ensemble appele´ univers : c’est l’espace des valeurs que peuvent
prendre les variables du programme,
• G est un graphe. Plus pre´cise´ment, c’est un quintuplet G = (n, E , ne, ns, C)
tel que :
– [1, n] est l’ensemble des nœuds ou sommets du graphe. Parmi l’ensemble
des sommets, on distingue ne ∈ [1, n] le point d’entre´e du graphe et ns ∈
[1, n] le point de sortie,
– E ⊆ [1, n]2 est l’ensemble des arcs du graphe,
– C : E → L est une fonction qui a` chaque arc du programme associe une
commande.
• L est l’ensemble des commandes qui e´tiquettent le graphe. Il est compose´
des ensembles Lt et La (L = Lt ∪ La) :
– Lt ⊆ BU est l’ensemble des tests. Ce sont des fonctions de U dans l’en-
semble des boole´ens B,
– La ⊆ UU est l’ensemble des affectations. Ce sont des fonctions de U dans
lui-meˆme.
On notera de plus succE : [1, n] → 2[1,n] la fonction qui a tout nœud i du graphe
associe l’ensemble de ses nœuds successeurs (succE(i) = {j ∈ [1, n] | (i, j) ∈ E}).
On de´finit de meˆme la fonction pre´de´cesseur note´e predE .
Enfin, on fait l’hypothe`se que predE(ne) = ∅ et succE(ns) = ∅.
Il est important de noter ici que cette repre´sentation autorise la pre´sence
de boucles. D’autre part, parmi l’ensemble des nœuds, on distingue ceux qui
posse`dent plus d’un pre´de´cesseur. Ces nœuds particuliers seront appele´s nœuds
ou points de jonction. Notons enfin que les fonctions d’affectations et de tests ne
sont pas force´ment de´finies sur U tout entier. Chacune de ces fonctions n’est donc
totale que si nous la restreignons a` son domaine de de´finition.
E´tude d’un exemple : l’analyse polye´drique [CH78]
Comme de´crit dans la Section 2.1, l’analyse polye´drique e´tudie des programmes
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a` m variables re´elles. Ainsi, on a : U = Rm. L’ensemble des e´tiquettes L est com-
pose´ des fonctions d’affectations et des fonctions de test. Parmi ces commandes,
on distingue celles qui sont line´aires en les variables du programme. Celles-ci se-
ront analyse´es de manie`re plus pre´cise que les commandes non line´aires qui ne
sont pas adapte´es au domaine des polye`dres convexes Pm choisi pour l’analyse.
Maintenant que nous avons de´crit syntaxiquement la notion de programme,
nous pre´sentons la notion de se´mantique d’un programme c.a`.d. le processus qui
consiste a` donner une signification a` ce programme.
2.2.2 Se´mantique concre`te des programmes
Par se´mantique concre`te, on entend se´mantique des e´tats accessibles. Plus
pre´cise´ment, on appellera se´mantique concre`te d’un programme le processus qui
permet d’obtenir l’ensemble des e´tats accessibles a` chaque point de programme.
Pour ce faire, il faut de´ja` donner un interpre´tation en termes d’accessibilite´ de
chaque commande (arc) du programme. Autrement dit, on de´finit la se´mantique
des commandes. Ensuite, afin d’obtenir les e´tats accessibles a` chaque point de
programme, il faut aussi expliquer comment combiner les interpre´tations des com-
mandes de sorte a` obtenir la se´mantique du programme dans son entier.
2.2.2.1 Le domaine concret
A` chaque point d’un programme pi, les e´tats possibles de pi sont donne´s par
un ensemble de points de U , appele´ assertion concre`te.
De´finition 2.10 (Notion d’assertion concre`te).
Une assertion concre`te est une fonction totale de U dans B.
L’ensemble des assertions est note´ A. Il est muni d’une structure de treillis com-
plet A(⇒, fFalse, fTrue,∨,∧) ou` :
– l’implication ⇒ est e´tendue aux fonctions de la manie`re classique :
on notera f1 ⇒ f2 si ∀x ∈ U , f1(x)⇒ f2(x) ,
– fTrue est la fonction telle que : ∀x ∈ U , fTrue(x) = True,
– fFalse est la fonction telle que : ∀x ∈ U , fFalse(x) = False.
On utilise dans cette de´finition des pre´dicats, c.a`.d. des fonctions a` valeurs
dans B ou, autrement dit, des ensembles de points de U . On aurait donc tout
aussi bien pu de´finir le domaine des assertions concre`tes comme e´tant P(U).
E´tude d’un exemple : l’analyse polye´drique [CH78]
Dans le cas de l’analyse polye´drique, le domaine des assertions concre`tes est l’en-
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semble P(Rm).
2.2.2.2 Se´mantique concre`te des commandes
On de´finit maintenant la se´mantique concre`te des commandes e´tiquetant un
programme. Comme on va le voir, celle-ci peut se faire en avant ou en arrie`re.
Se´mantique concre`te avant des commandes
La se´mantique concre`te avant de la commande C(i, j) permet, connaissant l’as-
sertion ve´rifie´e au point i, de de´finir l’assertion ve´rifie´e au point j. On donne
ci-dessous une interpre´tation avant particulie`re, celle qui consiste a` de´terminer la
plus grande assertion ve´rifie´e au point j. On parlera alors de calcul de plus forte
post-condition [Flo67].
De´finition 2.11 (Se´mantique concre`te avant des commandes).
La se´mantique concre`te avant des commandes est fournie par la fonction suivante.
tav : L → ( A → A )
q 7→ ( ϕ 7→ tav(q)(ϕ) )
ou` tav(q)(ϕ) est de´fini selon le type de q.
Si q est une fonction de test.
tav(q)(ϕ) : U → B
X 7→ ϕ(X) ∧ X ∈ dom(q) ∧ q(X)
Si q est une fonction d’affectation.
tav(q)(ϕ) : U → B
X 7→ ∃Y ∈ U , ϕ(Y ) ∧ Y ∈ dom(q) ∧ X = q(Y )
Commentons cette de´finition. Si q est une fonction de test, tav(q)(ϕ) repre´sente
l’ensemble obtenu par intersection de l’ensemble des e´tats ve´rifiant l’assertion pre´-
ce´dente ϕ et de l’ensemble des e´tats qui ve´rifient le test q. Si q est une affectation,
tav(q)(ϕ) est l’ensemble des e´tats qui posse`dent un ante´ce´dent par q dans l’en-
semble ϕ. Ce que l’on peut noter, en utilisant la fonction re´ciproque q−1, par
l’ensemble { X ∈ U | True ∈ ϕ(q−1({X}))}. Cette notation fait apparaˆıtre une
difficulte´ : la fonction q−1 n’est pas force´ment facilement calculable. E´videmment,
le cas ou` q est une bijection (dont l’inverse est facilement accessible) est un cas
tre`s favorable pour l’analyse avant. Dans ce cas, la fonction tav est directement
de´finie par tav(q)(ϕ) = ϕ ◦ q−1 (q−1 de´signe ici la fonction inverse de q).
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E´tude d’un exemple : l’analyse polye´drique [CH78]
L’analyse polye´drique admet l’interpre´tation concre`te avant de´finie par la fonction
tav suivante :
tav : L → ( P(Rm) → P(Rm) )
q 7→ ( S 7→ tav(q)(S) )
ou` tav(q)(S) est de´fini selon le type de q. Illustrons tav sur deux commandes
simples : une affectation q1 ≡ (x1 := x1+4) et un test q2 ≡ (x1 ≥ 0). L’affectation
est traite´e de la manie`re suivante :
tav(q1)(S) = S[
x1+4/x1 ]
= { (x1 + 4, x2, . . . , xm) ∈ Rm | (x1, x2, . . . , xm) ∈ S }
= { (x1, x2, . . . , xm) | (x1 − 4, x2, . . . , xm) ∈ S }
La dernie`re e´galite´ illustre la discussion dans le cas ou` l’affection q1 est inversible.
La commmande de test est traite´e comme suit.
tav(q2)(S) = S ∩ (x1 ≥ 0)
= { (x1, . . . , xm) ∈ Rm | (x1, . . . , xm) ∈ S ∧ x1 ≥ 0 }
Se´mantique concre`te arrie`re des commandes
On peut aussi proposer d’interpre´ter les commandes en arrie`re. La se´mantique
arrie`re de la commande C(i, j) permet, connaissant l’assertion aj ve´rifie´e au point
j, de de´finir l’assertion ai ve´rifie´e au point i. Plus pre´cise´ment, on va de´terminer
la plus faible pre´-condition [Hoa69, Dij76] de validite´ c.a`.d. le plus petit ensemble
ai tel que aj est ve´rifie´e.
De´finition 2.12 (Se´mantique concre`te arrie`re des commandes).
La se´mantique concre`te arrie`re des commandes est fournie par la fonction sui-
vante.
tar : L → ( A → A )
q 7→ ( ϕ 7→ tar(q)(ϕ) )
ou` tar(q)(ϕ) est de´fini selon le type de q.
Si q est une fonction de test.
tar(q)(ϕ) : U → B
X 7→ ϕ(X) ∧ X ∈ dom(q) ∧ q(X)
Si q est une fonction d’affectation.
tar(q)(ϕ) : U → B
X 7→ X ∈ dom(q) ∧ ϕ(q(X))
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Commentons cette de´finition. Si q est une fonction de test, tar(q)(ϕ) repre´sente
l’ensemble obtenu par intersection de l’ensemble des e´tats ve´rifiant l’assertion ϕ
et de l’ensemble des e´tats qui ve´rifient le test q. Si q est une affectation, tar(q)(ϕ)
est l’ensemble des e´tats dont l’image par q est dans l’ensemble ϕ. On remarque,
par comparaison avec l’analyse avant, que la de´finition de tar n’utilise pas la fonc-
tion re´ciproque q−1.
Nous allons maintenant e´tudier la manie`re de combiner les interpre´tations des
commandes afin d’obtenir la se´mantique du programme en son entier.
2.2.2.3 Se´mantique concre`te : approche MOP et approche par plus petit
point fixe
Nous avons donne´, en section pre´ce´dente, des instances de la fonction t :
L → A → A qui donne la se´mantique des commandes. Il s’agit maintenant de
de´terminer comment appliquer cette fonction sur les arcs du programme. Nous
pre´sentons dans ce qui suit deux processus qui permettent d’obtenir la se´mantique
d’un programme en son entier.
Se´mantique concre`te Merge Over all Paths (MOP)
La se´mantique concre`te Merge Over all Paths (MOP) permet de de´terminer les
assertions ve´rifie´es a` chaque point de programme en se basant sur la notion de
chemin. Plus pre´cise´ment, l’assertion ai ve´rifie´e au point de programme i est
de´finie a` l’aide de la se´mantique des commandes e´tiquetant les arcs du chemin
menant du point de programme initial ne au point i. S’il existe plusieurs chemins
de ne a` i, il faudra combiner les se´mantiques des commandes de chaque chemin.
Vu que nous nous inte´ressons aux e´tats accessibles, ai sera alors de´fini a` partir de
l’union des interpre´tations des chemins partant de ne et menant a` i. La de´finition
suivante formalise ce processus.
De´finition 2.13 (Se´mantique concre`te MOP).
Soit pi un programme et Φ ∈ A une assertion initiale.
Soit t : L→ (A → A) une fonction codant le comportement de pi.
La se´mantique concre`te merge over all paths MOPpi(t,Φ) de´finit l’assertion ai ve´-
rifie´e a` chaque point de programme i de la manie`re suivante :
∀i ∈ [1, n], ai =
⋃
p∈chemin(i)
t˜(p)(Φ)
ou` chemin(i) repre´sente l’ensemble des chemins menant du point d’entre´e ne au
point i et t est e´tendue de manie`re re´cursive aux chemins de chemin :
si p = (i, j) ∈ E , t˜(p)(Φ) = t(C(i, j))(Φ)
si p = q.(i, j) ∈ E∗, t˜(p)(Φ) = t(C(i, j))[t˜(q)(Φ)]
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La se´mantique concre`te MOP semble eˆtre destine´e a` ope´rer en avant, en utilisant
la fonction tav. Cependant, elle peut aussi eˆtre utilise´e pour une analyse arrie`re.
Se´mantique MOP concre`te avant d’un programme pi
E´tant donne´e une assertion initiale Φ, cette se´mantique est formellement de´finie
comme le re´sultat de l’analyse MOPpi(tav,Φ,A). Elle permet de de´finir, a` chaque
point de programme, l’ensemble des e´tats accessibles.
Se´mantique MOP concre`te arrie`re d’un programme pi
La se´mantique MOP concre`te arrie`re se de´roule, comme son nom l’indique, en ar-
rie`re. Cette se´mantique n’est donc pas de´finie sur pi mais sur son programme
miroir pi′ obtenu en renversant le sens des arcs de G : G ′ = (n, E ′, ns, ne, C ′) avec
E ′ = {(i, j) | (j, i) ∈ E} et C ′(i, j) = C(j, i) pour tout (i, j) ∈ E ′. Partant de l’as-
sertion finale Φ, la se´mantique MOPpi′(tar,Φ,A) permet de de´finir, a` chaque point
de programme, la plus petite assertion qui assure que le programme termine dans
un e´tat ve´rifiant Φ.
On peut alors se poser la question de la calculabilite´ d’un telle se´mantique. La
de´finition de ai de´pend de l’ensemble chemin(i), contenant les chemins menant a`
i. On peut partitionner cet ensemble en groupant les chemins de meˆme longueur :
chemin(i) = ∪k≥0 {p | p ∈ chemin(i), |p| = k}. On pourrait alors proposer une
proce´dure incre´mentale pour calculer ai en calculant successivement le re´sultat
de t sur chacun de ces sous-ensembles. On de´finit ainsi l’ensemble ai comme la
limite d’une suite croissante : le k-ie`me e´le´ment aki de la suite est le calcul de t
sur les chemins de longueur au plus k. Remarquons maintenant que, du fait de
la possible pre´sence de boucles dans le programme, il peut exister des chemins
arbitrairement grands. Ainsi, cette proce´dure est, en ge´ne´ral, non terminante.
Dans les cas ou` la terminaison n’est pas assure´e, il est possible de proposer le
calcul d’une proce´dure plus simple, obtenue par approximations de la suite intiale.
Plus pre´cise´ment, la suite (aki )k∈N est approche´e par une suite (a˜
k
i )k∈N de´finie dans
un treillis D moins pre´cis que celui des assertions A. Intuitivement, plus le treillis
D sera de´fini de manie`re grossie`re, plus la proce´dure approche´e aura de chances
de terminer rapidement. Au contraire, plus ce treillis D sera fin et pre´cis, plus
il y a de risques que la proce´dure approche´e ne termine pas ou termine mais
en un temps de calcul juge´ non raisonnable. Cette ide´e simple est utilise´e pour
effectuer des analyses approche´es et est de´veloppe´e rigoureusement en Section 2.3.
Nous n’entrons pas plus dans les de´tails ici et de´finissons simplement la possibilite´
d’effectuer une analyse MOP pour tout domaine D qui est un treillis complet.
De´finition 2.14 (Analyse MOP ge´ne´rale).
Soit D(v,⊥,>,⊔,d) un domaine d’assertion muni d’une structure de treillis
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complet. Soit pi un programme et Φ ∈ D une assertion initiale.
Soit t : L→ (D → D) une fonction codant le comportement de pi.
L’analyse merge over all paths MOPpi(t,Φ,D) de´finit l’assertion ve´rifie´e a` chaque
point de programme de la manie`re suivante :
∀i ∈ [1, n], ai =
⊔
p∈chemin(i)
t˜(p)(Φ)
Se´mantique concre`te par point fixe
La se´mantique des programmes peut aussi eˆtre de´finie par calcul de point fixe dans
le domaine des assertions. De´crivons ce processus. L’assertion aj ve´rifie´e a` un point
de programme j est de´finie a` l’aide des assertions ve´rifie´es en les points i qui sont
des pre´de´cesseurs directs de j. E´tant donne´ que la syntaxe de nos programmes
autorise la pre´sence de boucles, on de´finit de cette manie`re un syste`me d’e´quations
re´cursives. La se´mantique du programme est alors de´termine´e par re´solution de
ce syste`me d’e´quations. La de´finition suivante formalise le processus d’obtention
du syste`me d’e´quations dans le cas le plus ge´ne´ral c.a`.d. pour un treillis complet
quelconque et pas seulement sur le domaine A des assertions concre`tes.
De´finition 2.15 (Syste`me d’e´quations associe´ a` un programme).
Soit D(v,⊥,>,⊔,d) un domaine d’assertions muni d’une structure de treillis
complet. Soit pi un programme et Φ ∈ D une assertion initiale.
Soit t : L→ (D → D) une fonction codant le comportement de pi.
Le syste`me d’e´quations a = Fpi(t,Φ,D)(a) associe´ au programme pi est de´fini par :
ane = Φ pour ne nœud d’entre´e
aj =
⊔
i∈predE(j)
t(C(i, j))(ai) pour j 6= ne et j ∈ [1, n]
Notons que, comme dans le cas de la se´mantique concre`te MOP, cette se´man-
tique peut eˆtre instancie´e a` l’aide de la se´mantique des commandes avant tav ou
la se´mantique des commandes arrie`res tar.
Se´mantique concre`te avant par plus petit point fixe du programme pi
E´tant donne´e une assertion initiale Φ, cette se´mantique est fomellement de´finie
comme le plus petit point fixe du syste`me d’e´quations a = Fpi(tav,Φ,A)(a). Elle
permet de de´finir, a` chaque point de programme, l’ensemble des e´tats accessibles.
En fait, cette se´mantique correspond a` la se´mantique MOPpi(tav,Φ,A) pre´ce´dente.
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Se´mantique concre`te arrie`re par plus petit et par plus grand point fixe
du programme pi
La se´mantique concre`te arrie`re est formellement de´finie comme point fixe du sys-
te`me d’e´quations a = Fpi′(tar,Φ,A)(a), ou` Φ est l’assertion finale du programme
pi et pi′ est le programme miroir de pi. Nous pouvons de´finir deux se´mantiques
diffe´rentes : celle par plus petit point fixe et celle par plus grand point fixe.
La se´mantique par plus petit point fixe correspond a` une notion de correc-
tion totale : l’assertion ane calcule´e est la plus petite assertion qui assure que le
programme termine dans un e´tat ve´rifiant Φ. Cette interpre´tation correspond a`
la notion de plus faible pre´-condition de la logique de Hoare [Hoa69, Dij76] et
correspond, de ce fait a` la se´mantique MOPpi′(tar,Φ,A).
La se´mantique par plus grand point fixe correspond a` une notion de correc-
tion partielle : l’assertion ane calcule´e est la plus petite assertion qui assure que
si le programme termine alors il est dans un e´tat ve´rifiant Φ [Cou81]. Autrement
dit, ane repre´sente le plus petit ensemble d’e´tats initiaux pour lequel l’e´xe´cution
du programme pi ne termine pas ou me`ne a` un e´tat dans Φ. Cette interpre´ta-
tion correspond a` la notion de plus faible pre´-condition libe´rale de la logique de
Hoare [Hoa69, Dij76].
Cette de´finition de la se´mantique concre`te a` l’aide d’un plus petit ou plus
grand point fixe dans le treillis des assertions concre`tes est a` relier a` la Sec-
tion 2.1. Dans cette pre´ce´dente section, nous avons vu que, sous les hypothe`ses
du the´ore`me 2.2, le plus grand et plus petit point fixe d’une fonction agissant sur
un treillis pouvait eˆtre de´crit de manie`re ite´rative. Insistons sur le fait que cette
proce´dure ite´rative n’est pas force´ment terminante et ne permet donc pas, a` elle
seule, de re´gler les proble`mes de calculabilite´ de la se´mantique concre`te.
Il convient maintenant de comparer l’approche MOP et l’approche par point fixe
qui nous ont permis de de´finir la se´mantique concre`te des programmes. Plus pre´-
cise´ment, nous nous inte´ressons aux hypothe`ses permettant a` ces deux approches
de co¨ıncider.
Comparaison des approches MOP et plus petit point fixe
Le the´ore`me suivant de´finit un cadre d’e´galite´ des approches MOP et par plus petit
point fixe.
The´ore`me 2.5 ([CC79]).
Soit D(v,⊥,>,⊔,d) un treillis complet.
Soit t : L→ D → D tel que ∀q ∈ L, t(q) est une fonction monotone. Alors :
∀pi, ∀Φ ∈ D, MOPpi(t,Φ) v lfp(Fpi(t,Φ))
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Si de plus, pour tout q ∈ L, t(q) est une fonction ⊔ -mcs, alors :
∀pi, ∀Φ ∈ D, MOPpi(t,Φ) = lfp(Fpi(t,Φ))
L’analyse MOP et celle par plus petit point fixe ont toutes les deux leur inte´reˆt.
L’analyse MOP peut se voir comme une de´finition formelle. Elle nous semble plus
naturelle pour ce qui est de donner du sens au programme. L’analyse par plus
petit point fixe, quant a` elle, peut eˆtre vue comme une alternative pratique. Elle
est notamment calculable de`s que la condition de chaˆıne ascendante est ve´rifie´e
dans le treillis des assertions.
2.2.2.4 Une autre ( ?) de´finition de la se´mantique
A` la place de l’analyse MOP, nous aurions pu opter pour une se´mantique meet
over all paths comme e´tudie´, par exemple, par Kam & Ullman [KU77].
De´finition 2.16 (Se´mantique MeetOP ge´ne´rale).
Soit D(v,⊥,>,⊔,d) un domaine d’assertions muni d’une structure de treillis
complet. Soit pi un programme et Φ ∈ D une assertion initiale.
Soit t : L→ (D → D) une fonction codant le comportement de pi.
La se´mantique meet over all paths MeetOPpi(t,Φ,D) de´finit l’assertion ve´rifie´e a`
chaque point de programme de la manie`re suivante :
∀i ∈ [1, n], ai =
l
p∈chemin(i)
t˜(p)(Φ)
L’instanciation concre`te avant de cette se´mantique permet de de´finir la plus
grande assertion qui est ve´rifie´e du point d’entre´e du programme au point actuel.
Ce genre d’informations reveˆt de l’importance car elles peuvent permettent de
re´aliser des optimisations pour la phase de compilation [KU77]. Comme pour
la se´mantique MOP pre´ce´dente, nous pouvons montrer que l’analyse MeetOP peut
s’exprimer sous forme de point fixe d’un syste`me d’e´quations. Plus pre´cise´ment,
cette analyse co¨ıncide avec le plus grand point fixe du syste`me d’e´quations suivant
de`s que la se´mantique des commandes t est
d
-mcs.
De´finition 2.17 (Syste`me (bis) d’e´quations associe´ a` un programme).
Soit D(v,⊥,>,⊔,d) un treillis complet.
Soit pi un programme et Φ ∈ D une assertion initiale.
Soit t : L→ (D → D) une fonction codant le comportement de pi.
Le syste`me (bis) d’e´quations a = Gpi(t,Φ,D)(a) associe´ au programme pi est de´fini
par : 
ane = Φ pour ne nœud d’entre´e
aj =
l
i∈predE(j)
t(C(i, j))(ai) pour j 6= ne et j ∈ [1, n]
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Bien qu’ayant un inte´reˆt pratique, l’analyse MeetOP ne pre´sente, en fait, pas de
nouveaute´ the´orique. En effet, d’un point de vue treillis, cette analyse correspond
juste a` une analyse MOP pour laquelle nous aurions renverse´ le treillis initial. Plus
pre´cise´ment, l’analyse MOPpi(t,Φ,D) correspond a` l’analyse MeetOPpi(t,Φ, D˜) pour
D˜ de´fini comme D(w,>,⊥,d,⊔). Tous les re´sultats obtenus pour MOP sont donc
transposables a` l’analyse MeetOP via cette correspondance. E´tant donne´e cette
correspondance, nous conside`rerons uniquement l’analyse MOP dans ce qui suit.
Pour conclure cette Section 2.2, notons que les de´finitions des se´mantiques
concre`tes ci-dessus ne fournissent pas directement d’algorithme permettant de les
calculer. Ces se´mantiques, tre`s pre´cises, peuvent traiter d’assertions repre´sentant
des ensembles infinis de valeurs et sont de´finies, via l’analyse MOP, a` l’aide de
chemins pouvant eˆtre arbitrairement grands. Ceci pose tre`s clairement des pro-
ble`mes de calculabilite´ : proble`mes de repre´sentation en me´moire et de finitude
de temps de calcul. Afin de pouvoir quand meˆme calculer des assertions c.a`.d. des
proprie´te´s de´crivant le programme, nous allons re´aliser une analyse approche´e de
programme. La section suivante de´crit ce processus.
2.3 Analyse approche´e des programmes
Le but d’une analyse par interpre´tation abstraite est d’infe´rer des proprie´te´s
particulie`res de programmes. Ces proprie´te´s, que l’on a appele´es assertions, sont
exprime´es par la se´mantique concre`te, qui est non calculable en ge´ne´ral. Nous
avons vu, dans la section pre´ce´dente, que cette se´mantique pouvait se de´finir
comme point fixe d’une fonction dans un treillis. Nous avons aussi vu que ce point
fixe pouvait se de´finir de manie`re ite´rative comme limite d’une suite croissante.
Le de´faut de calculabilite´ de la se´mantique concre`te s’exprime alors par le fait que
cette suite ne converge pas en temps fini. Ceci ne peut se produire dans les treillis
ve´rifiant la condition de chaˆıne ascendante, puisque cette proprie´te´ exprime le
fait que toute chaˆıne croissante est stationnaire. L’ide´e derrie`re une analyse par
interpre´tation abstraite est de transporter cette proce´dure ite´rative, de´finissant
la se´mantique concre`te, dans un monde approche´, plus grossier, appele´ ensemble
des assertions abstraites A], ou` la calculabilite´ pourra eˆtre assure´e. La question
qui se pose alors est celle du choix du monde abstrait. Il faut re´ussir a` concilier au
mieux deux exigences antagonistes : l’expressivite´ et l’efficacite´. Plus pre´cise´ment,
plus le monde abstrait choisi est simple, moins il permet d’exprimer de proprie´te´s
inte´ressantes mais plus les calculs ite´ratifs sont rapides. A` l’inverse, un monde
abstrait plus complexe permet d’exprimer plus de proprie´te´s mais augmente
sensiblement le temps ne´cessaire au calcul de ces proprie´te´s. Afin que les calculs
dans le domaine des assertions abstraites A] posse`dent du sens par rapport aux
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assertions concre`tes que l’on souhaitait initialement calculer, il reste alors a`
de´finir comment les deux domaines A et A] sont relie´s. Autrement dit, il s’agit
de de´finir formellement ce que l’on entend par le terme « approcher ». Le but de
cette section est de de´tailler l’ensemble des aspects pre´sente´s dans ce paragraphe.
2.3.1 Structure du domaine abstrait et relation avec le
domaine concret : un premier aperc¸u
Nous commenc¸ons par de´crire sommairement quelques proprie´te´s que nous
exigeons sur la structure des assertions abstraites A] et la relation entre domaine
concret A et abstrait A].
2.3.1.1 Structure de l’ensemble des assertions abstraites
On a vu en Section 2.2 que le domaine des assertions concre`tes e´tait muni
d’une structure de treillis A(v,⊥,>,⊔,d). Ceci n’est pas anodin. Graˆce a`
l’ordre de´fini par v, on peut comparer les assertions concre`tes. Graˆce a` la
borne infe´rieure
d
, on peut de´finir la plus grande assertion ve´rifiant deux autres
assertions et graˆce a` la borne supe´rieure
⊔
la plus petite assertion implique´e par
deux autres assertions. Par analogie avec le domaine concret, il semble naturel
de munir le domaine abtrait d’une structure de treillis, afin de pouvoir effectuer
les meˆmes manipulations sur les assertions de ce monde. Par la suite, le domaine
A] ainsi que toutes ces composantes seront diffe´rencie´s du domaine A a` l’aide du
symbole « ] » et on fera l’hypothe`se suivante.
Nous conside`rons que le domaine des assertions approche´es A] est muni
d’une structure de treillis A](v],⊥],>],⊔],d]) avec plus petit e´le´ment
⊥] et plus grand e´le´ment >].
2.3.1.2 Relation entre assertions concre`tes et abstraites [CC92c]
Le minimum que l’on puisse exiger des ensemblesA etA] est qu’ils soient relie´s
par une relation binaire σ ⊆ A×A]. Cette relation se lit de la manie`re suivante :
(a, a]) ∈ σ signifie que a] est une approximation, dans le domaine abstrait A],
de l’assertion concre`te a. Sous cette de´finition, un e´le´ment a ∈ A peut eˆtre en
relation, via σ, avec plusieurs e´le´ments de l’ensemble A]. E´tudions de plus pre`s a,
l’ensemble des e´le´ments approchant un e´le´ment a : a = { a] ∈ A] | (a, a]) ∈ σ}.
Plusieurs cas peuvent se produire :
1) l’ensemble a est vide. Ce cas implique, par de´finition, que notre analyse
ne peut construire de proprie´te´s approchant a. Par la suite, nous excluons
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ce cas.
Nous supposons que l’hypothe`se d’existence d’approximations
abstraites est ve´rifie´e : ∀a ∈ A, ∃a] ∈ A], (a, a]) ∈ σ
2) l’ensemble a posse`de un plus petit e´le´ment, note´ α(a). Ce plus petit e´le´-
ment est, par de´finition, la meilleure sur-approximation de a : tout autre
e´le´ment de a est plus grand que α(a) et est, de ce fait, une sur-approximation
de a moins pre´cise. Par la suite, nous dirons que l’hypothe`se de meilleure
approximation est ve´rifie´e lorsque, pour tout e´le´ment a ∈ A, l’ensemble a
posse`de un plus petit e´le´ment. Cette hypothe`se repre´sente un cadre ide´al en
interpre´tation abstraite. A` toute assertion concre`te a, on peut associer sa
meilleure abstraction α(a). On de´finit ainsi une fonction d’approximation
α.
3) l’ensemble a ne posse`de pas de plus petit e´le´ment. C’est notamment le cas
lorsque a contient au moins une chaˆıne strictement de´croissante d’e´lements
ou lorsque a contient des e´le´ments non comparables. Notons au passage que
ces deux situations peuvent se re´aliser au sein du meˆme ensemble a. L’hypo-
the`se de meilleure approximation n’est pas ve´rifie´e et il n’est pas possible de
construire la fonction d’approximation α de la meˆme manie`re que pre´ce´dem-
ment. Plusieurs strate´gies peuvent eˆtre applique´es pour se ramener au cas
ou` cette hypothe`se est ve´rifie´e. Notons toutefois que cette hypothe`se, bien
que fournissant un cadre agre´able, n’est pas strictement ne´cessaire au de´-
veloppement d’une analyse par interpre´tation abstraite. Nous pre´senterons
plus en de´tails ces aspects lors du retour sur l’exemple des polye`dres.
2.3.2 De´roulement d’une analyse par interpre´tation abs-
traite dans un cadre ide´al
En Section 2.3.2, nous avons pre´sente´ la structure de treillis de l’ensemble des
assertions abstraites A] et montre´ comment cet ensemble e´tait relie´ a` l’ensemble
A via une relation de correspondance σ. Cette pre´sentation initiale s’est faite dans
un cadre assez large ou` nous avons fait peu d’hypothe`ses. Nous allons maintenant
pre´sente´ le de´roulement d’une analyse par interpre´tation abstraite dans un cadre
ide´al : les ensembles A et A] sont munis de la structure de treillis complet et la
relation σ de´finit une connexion de Galois sur ces ensembles.
2.3.2.1 Connexions de Galois sur treillis complets
Une connexion de Galois est une paire de fonctions permettant de relier deux
ensembles ordonne´s [DP90]. Nous commenc¸ons donc par de´finir formellement la
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notion de connexion de Galois sur des ensembles ordonne´s qui ne sont pas force´-
ment des treillis complets.
Connexions de Galois et ensembles ordonne´s
De´finition 2.18 (Connexion de Galois).
Soit L1(v1) et L2(v2) deux ensembles partiellement ordonne´s.
Soit α : L1 → L2 et γ : L1 → L2 deux fonctions.
La paire de fonctions <α, γ> forme une connexion de Galois si la condition sui-
vante est ve´rifie´e :
∀x1 ∈ L1,∀x2 ∈ L2, α(x1) v1 x2 ⇔ x1 v2 γ(x2)
Une telle situation sera de´crite par la notation L1 −−−→←−−−α
γ
L2.
A` partir de cette de´finition concise de connexion de Galois, nous pouvons lister
une se´rie de proprie´te´s ve´rifie´es par de telles paires de fonctions.
The´ore`me 2.6 (Proprie´te´s des connexions de Galois).
Soient L1(v1) et L2(v2) deux ensembles partiellement ordonne´s.
Soit L1 −−−→←−−−α
γ
L2 une connexion de Galois.
Alors :
(Gal1) Les fonctions α et γ sont monotones :
∀x1, x2 ∈ L1, x1 v1 x2 ⇒ α(x1) v2 α(x2)
∀y1, y2 ∈ L1, y1 v2 y2 ⇒ γ(y1) v1 γ(y2)
(Gal2) Les fonctions γ ◦ α : L1 → L1 et α ◦ γ : L2 → L2 sont telles que :
∀x ∈ L1, γ ◦ α(x) w1 x
∀y ∈ L2, α ◦ γ(y) v2 y
(Gal3) Les fonctions α ◦ γ ◦ α : L1 → L2 et γ ◦ α ◦ γ : L2 → L1 sont telles
que :
α ◦ γ ◦ α = α
γ ◦ α ◦ γ = γ
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Re´ciproquement, toute paire de fonctions <α, γ> ve´rifiant les proprie´te´s (Gal1)
et (Gal2) de´finit une connexion de Galois.
Commentons les proprie´te´s ve´rifie´es par les connexions de Galois. La pro-
prie´te´ (Gal1) e´nonce la monotonie des fonctions α et γ. Cette proprie´te´ exprime
le transport de la structure d’ordre de l’ensemble L1 vers L2 et inversement le
transport de la structure d’ordre de L2 vers L1. Il faut donc retenir que deux
ensembles relie´s par une connexion de Galois ont un structure d’ordre « proche ».
La proprie´te´ (Gal2) e´nonce le caracte`re extensif de la fonction γ ◦ α. Au-
trement dit, l’image par γ ◦ α d’un e´le´ment x ∈ L1 est une sur-approximation
de l’e´le´me´nt x. L’ide´e derrie`re cette proprie´te´ est qu’il y a une perte d’infor-
mation lie´e a` l’abstraction de l’e´le´ment x mais que cette perte est controˆle´e :
l’e´le´ment x est approche´ par au-dessus. On parlera alors d’abstraction correcte.
La Figure 2.8 illustre cette proprie´te´ sur un exemple simple. On conside`re comme
domaine concret le treillis des parties de l’ensemble {−1, 0, 1}. On choisit d’abs-
traire ce domaine par le treillis des signes. La fonction d’abstraction α liant ces
deux domaines agit comme suit : α(X) = {0} si X = {0} ; α(X) = ≥ 0 si tous les
e´le´ments de X sont positifs ; α(X) = ≤ 0 si tous les e´le´ments de X sont ne´gatifs ;
α(∅) = ⊥ ; α(X) = > dans les autres cas. La fonction γ associe a` un signe le plus
grand ensemble du domaine concret qui ne contient que des e´le´ments de ce signe.
∅
{−1}
{−1, 0} {−1, 1} {0, 1}
{−1, 0, 1}
∅
{−1, 0, 1}
≤ 0 ≥ 0
γ
α
Sign ( !, unionsq , # , ∅, {−1, 0, 1} )P({−1, 0, 1}) ( ⊆, ∪ , ∩ , ∅, {−1, 0, 1} )
{ 0 } { 1 } { 0 }
Figure 2.8 – Connexion de Galois reliant le treillis de parties P({−1, 0, 1}) et le
treillis des signes
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Nous inspectons maintenant le cas ou` les connexions de Galois sont de´finies
sur des treillis complets.
Connexions de Galois et treillis complets
Dans le cas ou` les ensembles L1 et L2 sont des treillis complets, une connexion
de Galois L1 −−→←−−α
γ
L2 ve´rifie les proprie´te´s supple´mentaires suivantes.
The´ore`me 2.7 (Proprie´te´s des connexions de Galois sur treillis complets).
Soient L1(v1,⊥1,>1,
⊔
1,
d
1) et L2(v2,⊥2,>2,
⊔
2,
d
2) deux treillis complets.
Soit L1 −−−→←−−−α
γ
L2 une connexion de Galois.
Alors :
(Gal4) La fonction α est
⊔
-mcs :
∀S ⊆ L1, α(
⊔
1 S) =
⊔
2 α(S) et α(⊥1) = ⊥2
La fonction γ est
d
-mcs :
∀S ⊆ L2, γ(
d
2 S) =
d
1 γ(S) et γ(>2) = >1
(Gal5) La donne´e d’une fonction de la paire <α, γ> permet de de´finir
l’autre :
∀x ∈ L1, α(x) =
d
2 {y ∈ L2 | x v1 γ(y)}
∀y ∈ L2, γ(y) =
⊔
1 {x ∈ L1 | α(x) v2 y}
La proprie´te´ (Gal4) stipule que α et γ sont des morphismes d’union complets
stricts. Cette proprie´te´ est, comme la proprie´te´ (Gal1) pre´ce´dente, une proprie´te´
de transport. Plus pre´cise´ment, le fait que α soit
⊔
-mcs signifie que l’image
par α du treillis complet L1 est un
⊔
semi-treillis complet muni d’un plus petit
e´le´ment. Ainsi, c’est un treillis complet [BCOQ92, The´ore`me 4.27]. E´videmment,
nous aurions pu faire une remarque analogue concernant la fonction γ.
Terminons avec la proprie´te´ (Gal5). Elle exprime que la donne´e d’une seule
des deux fonctions de la paire <α, γ> est suffisante pour de´finir le cadre de
connexion de Galois sur treillis complets. Cet aspect est souligne´ dans le the´ore`me
suivant.
The´ore`me 2.8. [GM01, Proposition 8.5]
Soient L1(v1,⊥1,>1,
⊔
1,
d
1) et L2(v2,⊥2,>2,
⊔
2,
d
2) deux treillis complets.
Soit α : L1 → L2 une fonction
⊔
-mcs et de´finissons la fonction γ : L2 → L1 par :
∀y ∈ L2, γ(y) =
⊔
1 {x ∈ L1 | α(x) v2 y}
Alors la paire <α, γ> de´finit une connexion de Galois L1 −−−→←−−−α
γ
L2.
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Nous aurions pu donner une version duale de ce the´ore`me en mettant l’accent
sur la donne´e de la fonction γ. Il suffirait pour cela de remplacer L1 par L2,⊔
1 par
d
2, α par γ et v2 par w1. En fait, la dualite´ inhe´rente a` la notion de
connexion de Galois implique que la plupart des the´ore`mes de l’interpre´tation
abstraite admet une version duale qui s’obtient en utilisant le dictionnaire que
nous venons d’e´voquer.
Nous avons pre´sente´, dans cette section, les principales proprie´te´s des
connexions de Galois. En interpre´tation abstraite, les connexions de Galois sont
utilise´es pour relier le domaine des assertions concre`tes A et abstraites A]. Pour
une connexion A −−→←−−α
γ A], la fonction α qui permet de passer du domaine concret
a` l’abstrait, est appele´e ope´rateur d’abstraction alors que la fonction γ est nomme´e
ope´rateur de concre´tisation. Nous avons mentionne´ plus haut que le cadre de´fini
par des connexions de Galois sur treillis complets e´tait ide´al en interpre´taion
abstraite. Expliquons pourquoi. Rappelons tout d’abord que le treillis concret
pre´sente´ en Section 2.2.2, a` savoir A(⇒, fFalse, fTrue,∨,∧), est un treillis com-
plet. Comme nous l’avons remarque´, si α ve´rifie les hypothe`ses du The´ore`me 2.8,
l’image par α d’un treillis complet est un treillis complet. Dans ce cas, si α est sur-
jective (α(A) = A]) et A est un treillis complet, alors l’ensemble A] est aussi un
treillis complet. Le fait que les ensembles concrets et abstraits posse`dent la meˆme
structure permet d’instancier la proce´dure ite´rative pre´sente´e en Section 2.2.2
dans le domaine abstrait A]. La connexion de Galois permet alors de redescendre
dans le monde concret les observations re´alise´es graˆce aux calculs effectue´s dans
le monde abstrait. Notons enfin que la surjectivite´ de α, e´quivalente a` l’injecti-
vite´ de γ 1, permet d’affirmer que deux proprie´te´s abstraites diffe´rentes admettent
toujours des concre´tisations diffe´rentes. Ainsi, l’hypothe`se de meilleure approxi-
mation est ve´rifie´e.
2.3.2.2 Calculs corrects dans le domaine abstrait
Dans cette section, nous nous plac¸ons dans un cadre ide´al de la the´orie de l’in-
terpre´tation abstraite. Plus pre´cise´ment, le domaine concret A et le domaine abs-
trait A] sont munis d’une structure de treillis complets et relie´s par une connexion
de Galois <α, γ> telle que A] = α(A).
La question qui se pose a` pre´sent est de savoir comment de´finir les asser-
tions abstraites ve´rifie´es par le programme. Elles ne peuvent eˆtre obtenues comme
image par α des assertions concre`tes ve´rifie´es par le programme. En effet, ce pro-
ce´de´ requiert d’avoir calcule´ au pre´alable les assertions concre`tes, ce qui, comme
nous l’avons mentionne´ pre´ce´demment n’est pas toujours possible ou requiert un
1. Cette e´quivalence est une autre illustration de la dualite´ pre´sente dans la the´orie des
connexions de Galois et pourrait eˆtre ajoute´e au dictionnaire de dualite´ pre´ce´demment e´voque´.
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temps de calcul juge´ trop important. D’autre part, nous avons justement intro-
duit le domaine abstrait dans le but d’y effectuer des calculs de manie`re plus
simple et plus rapide en be´ne´ficiant du caracte`re plus grossier de ce domaine. Ces
calculs doivent refle´ter ceux que l’on aimerait effectuer dans le domaine concret.
Ils sont cense´s approcher les calculs concrets par au-dessus. Nous commenc¸ons
par donner la de´finition d’approximation correcte.
De´finition 2.19 (Approximation correcte).
Soient A(v,⊥,>,⊔,d) et A](v],⊥],>],⊔],d]) les treillis complets des asser-
tions concre`tes et abstraites, et <α, γ> une connexion de Galois entre ces do-
maines.
La fonction t] : L → A] → A] est une sur-approximation correcte de t : L →
A→ A si :
∀q ∈ L, α ◦ tq ◦ γ v] t]q( ⇔ ∀q ∈ L, α ◦ tq v] t]q ◦ α
⇔ ∀q ∈ L, tq ◦ γ v γ ◦ t]q
)
Pour simplifier la lisibilite´ de cet e´nonce´, nous avons opte´ pour la notation tq
pour repre´senter la fonction t(q) (et t]q pour t
](q)). De plus, afin de ne pas alourdir
les notations, nous avons note´ de la meˆme manie`re l’ordre v] du domaine A] et
son extension point a` point dans le domaine A] → A] et proce´de´ de meˆme pour
l’ordre v.
Le principe d’un analyse par interpre´tation abstraite consiste a` effectuer les
calculs ite´ratifs sur le domaine abstrait. L’analyse est effectue´e a` l’aide d’une
fonction t] : L → A] → A], approximant la fonction t : L → A → A donnant
le sens des commandes du programmes. Le the´ore`me suivant stipule que dans
le cas ou` t] est une sur-approximation correcte de t, l’analyse par point fixe est
correcte : son re´sultat est une sur-approximation du point fixe concret.
The´ore`me 2.9 ([CC79]).
Soient A(v,⊥,>,⊔,d) et A](v],⊥],>],⊔],d]) les treillis complets des asser-
tions concre`tes et abstraites.
Soit <α, γ> une connexion de Galois entre ces domaines.
Soient t : L→ A→ A et t] : L→ A] → A] deux fonctions monotones telles que
t] est une sur-approximation correcte de t. Alors :
∀pi, ∀Φ ∈ A, Φ] ∈ A] telles que Φ v γ(Φ])
α (lfp(Fpi(t,Φ))) v] lfp(Fpi(t],Φ]))
Un the´ore`me analogue peut eˆtre e´nonce´ dans le cas d’une analyse MOP.
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The´ore`me 2.10 ([CC79]).
Soient A(v,⊥,>,⊔,d) et A](v],⊥],>],⊔],d]) les treillis complets des asser-
tions concre`tes et abstraites.
Soit <α, γ> une connexion de Galois entre ces domaines.
Soit t] : L→ A] → A] une sur-approximation correcte de t : L→ A→ A.
Alors, ∀Φ ∈ A, ∀Φ] ∈ A],∀pi,
α(Φ) v] Φ] ⇒ α(MOPpi(t,Φ)) v] MOPpi(t],Φ])
E´tant donne´es les proprie´te´s ve´rifie´es par les connexions de Galois, cette notion
de correction peut tout aussi bien eˆtre e´crite a` l’aide de la fonction de concre´ti-
sation :
Φ v γ(Φ]) ⇒ MOPpi(t,Φ) v γ(MOPpi(t],Φ]))
Remarque 2.1 (Cas d’e´galite´ dans les the´ore`mes).
Les the´ore`mes de cette section ont e´te´ e´nonce´s a` l’aide d’inclusions. On dira que
t] : L→ A] → A] est une abstraction exacte de t : L→ A → A en cas d’e´galite´
dans la de´finition 2.19 (α ◦ tq ◦ γ = t]q). Dans le cas d’une approximation exacte,
les ine´galite´s des the´ore`me 2.9 et the´ore`me 2.10 deviennent des e´galite´s de`s que
l’on choisit Φ] tel que Φ] = α(Φ).
2.3.2.3 Notion de meilleure fonction abstraite
Le cadre de l’interpre´tation abstraite permet de comparer les approximations
correctes entre elles. En fait, on peut meˆme de´finir la fonction abstraite t] qui ap-
proche de manie`re la plus pre´cise la fonction t exprimant la signification concre`te
des commandes.
The´ore`me 2.11 (Meilleure approximation).
Soient A(v,⊥,>,⊔,d) et A](v],⊥],>],⊔],d]) les treillis complets des asser-
tions concre`tes et abstraites.
Soit <α, γ> une connexion de Galois entre ces domaines et t : L→ A→ A.
Soient t]1, t
]
2 : L→ A] → A] deux sur-approximations correctes de t.
On dira que t]1 est meilleure que t
]
2 si :
∀q ∈ L, t]1(q) v] t]2(q)
La fonction t]best : L→ A] → A] de´finie par :
∀q ∈ L, t]best(q) = α ◦ t(q) ◦ γ
est la meilleure sur-approximation correcte de t.
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Dans A], la meilleure approximation correcte est celle qui fournit la se´man-
tique abstraite la plus pre´cise c.a`.d. la plus proche de la se´mantique concre`te.
Lors d’une analyse par interpre´tation abstraite, il faudrait donc toujours choi-
sir t]best comme sur-approximation de t. Cependant, meˆme dans le cadre ide´al
d’interpre´tation abstraite dans lequel nous sommes, les fonctions α et γ ne sont
pas force´ment faciles a` calculer. Pour une analyse par interpre´tation abstraite,
la question du calcul de ces fonctions n’est pas vraiment le´gitime : α et γ ne
sont jamais calcule´es lors de l’analyse. Ces fonctions servent juste de tuteurs et
contraignent la se´mantique abstraite a` eˆtre une sur-approximation de la se´man-
tique concre`te. D’autre part, nous allons voir que les analyses par interpre´tation
abstraite peuvent eˆtre instancie´es dans des cadres moins strict que celui de´fini
par des connexions de Galois sur treillis complets. Nous pre´sentons brie`vement
cet aspect dans la section suivante.
2.3.3 Analyse par interpre´tation abstraite dans un cadre
plus ge´ne´ral
Afin de comprendre comment effectuer des analyses par interpre´tation abs-
traite dans un cadre autre que le cadre ide´al de´fini pre´ce´demment, revenons sur
l’exemple de l’analyse polye´drique.
E´tude d’un exemple : l’analyse polye´drique [CH78]
Rappelons que le domaine concret est de´fini par le treillis complet
P(Rm)(⊆, ∅,Rm,∪,∩). Le domaine abstrait, quant a` lui est de´fini par le
treillis Pm(vP,⊥P,>P,
⊔
P,
d
P). Malheureusement, ce treillis n’est pas complet.
En effet, la proprie´te´ stipulant l’existence d’une borne infe´rieure pour toute
partie de Pm n’est pas ve´rifie´e. Il suffit pour s’en convaincre d’e´tudier la partie
forme´e de tous les polye`dres incluant le disque unite´. La borne infe´rieure de cette
partie est le disque lui-meˆme, qui n’est pas un e´le´ment de Pm. Nous ne pouvons
donc pas utiliser les the´ore`mes pre´sente´s en Section 2.3.2. Cependant, tout
n’est pas perdu. Par exemple, nous pouvons de´finir la fonction de concre´tisation
γ : Pm → P(Rm)) comme e´tant la fonction qui a` tout polye`dre convexe associe
l’ensemble des points qui le compose. A` l’oppose´, il semble difficile de de´finir
une fonction d’abstraction α pour la raison que nous avons de´ja` mentionne´e.
En effet, comment de´finir l’abstraction de l’ensemble des points constituant le
disque unite´ ? On peut approcher cet ensemble par une infinite´ de polye`dres mais
il n’existe pas, dans le domaine Pm, de meilleure approximation de cet ensemble.
L’exemple de l’analyse polye`drique soule`ve une question le´gitime : que faire
dans le cas ou` l’hypothe`se de meilleure approximation n’est pas ve´rifie´e ? En fait,
on peut re´soudre se proble`me par l’utilisation de diverses strate´gies [CC92c]. Nous
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pre´sentons ici deux possibilite´s permettant de se ramener au cas ou` l’hypothe`se
de meilleure approximation est ve´rifie´e par des manipulations sur le domaine
abstrait.
Affaiblir les proprie´te´s abstraites [CC92c]
On peut analyser la difficulte´ rencontre´e dans le cas de l’analyse polye´drique par
le fait que le domaine abstrait est trop pre´cis. Ce point de vue consiste a` dire que
l’on approche le disque unite´ de trop pre`s, si bien que la meilleure approximation
de cet ensemble est le disque lui-meˆme. L’ide´e est alors de choisir un domaine
abstrait plus grossier. Ainsi, afin d’analyser le programme sqrt de la figure 2.3,
nous aurions pu choisir le domaine abstrait des intervalles. Pour un programme
a` m variables, un e´le´ment du domaine des intervalles est la donne´e, pour chaque
variable xi, d’un intervalle encadrant cette variable. Autrement dit, le domaine
abstrait est constitue´ de l’ensemble des hyper rectangles de dimension au plus
m. Dans ce domaine, le proble`me de l’approximation du disque unite´ est trivial :
la meilleure approximation du disque unite´ est l’hypercube unite´. Ce domaine
permet de se placer dans le cadre ide´al de l’existence de meilleure approximation.
Cependant, le domaine des intervalles est trop grossier pour infe´rer les proprie´te´s
que l’on souhaite, a` savoir −2r + t − 1 = 0 et −n + s − 1 ≥ 0 (voir figure 2.3).
En effet, ce domaine n’est pas relationnel. Il est donc impossible d’e´noncer, dans
ce domaine, des proprie´te´s liant les variables du programme. Pour re´soudre ce
nouveau proble`me, nous pouvons proposer d’effectuer les calculs dans le domaine
abstrait des octogones [Min04, Min06]. Un e´le´ment de ce domaine est constitue´
d’ine´galite´s de la forme ±xi ± xj ≤ c. Ainsi, une analyse effectue´e dans ce
domaine pourra infe´rer la proprie´te´ −n + s − 1 ≥ 0. Cependant, la proprie´te´
−2r + t − 1 = 0 reste trop pre´cise et sera approche´e, dans ce domaine par la
conjonction des ine´galite´s t ≥ 1 et t− r ≥ 1.
Cette premie`re strate´gie nous permet de souligner l’importance du choix du
domaine abstrait. Rappelons que plus le domaine abstrait est pre´cis, plus les
calculs de points fixes seront difficiles a` effectuer mais plus les proprie´te´s obtenues
seront pre´cises. L’exemple du domaine des octogones illustre parfaitement cet
aspect puisqu’il propose une pre´cision interme´diare entre les intervalles et les
polye`dres pour un couˆt lui aussi interme´diaire entre les intervalles (couˆt line´aire)
et les polye`dres (couˆt exponentiel).
Renforcer les proprie´te´s abstraites [CC92c]
Cette strate´gie se base sur un point de vue oppose´ a` la strate´gie pre´ce´dente. Il
consiste a` dire que le proble`me provient du manque de pre´cision du domaine
abstrait. Dans le cas des polye`dres, cela revient a` dire que le proble`me lors
de l’approximation du disque unite´ est duˆ a` l’absence du disque unite´ dans le
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domaine des polye`dres. L’ide´e est alors de « rajouter » le disque unite´ dans
le domaine des polye`dres tout en conservant la structure de polye`dre. Pour
cela, on peut utiliser un me´canisme de comple´tion conjonctive qui consiste a`
prendre pour domaine abstrait l’ensemble des parties constitue´es d’e´le´ments
incomparables du domaine abstrait initial. Cette me´thode permet de ve´rifier
l’hypothe`se de meilleure approximation. Cependant, elle a tendance a` produire
des explosions combinatoires, ce qui est notamment le cas pour la comple´tion du
domaine des polye`dres. Cette strate´gie est donc peu usite´e dans la pratique et
plutoˆt conside´re´e comme une approche the´orique.
Ces deux strate´gies ne sont pas comple`tement satisfaisantes puisqu’elles ne
permettent pas d’infe´rer l’une des proprie´te´s souhaite´es, a` savoir −2r+ t− 1 = 0.
En fait, dans le cas de l’analyse polye`drique, le cadre permettant de ve´rifier l’hypo-
the`se de meilleure approximation est trop exigeant. L’ide´e est alors de se de´tacher
de cette obligation en proposant un cadre plus large. Par exemple, une analyse
par interpre´tation abstraite peut eˆtre de´finie par la simple donne´e d’une fonc-
tion d’abstraction α, d’un ordre abstrait v] et d’un me´canisme de re´tre´cissement
∆] [CC92c]. La notion de correction pre´sente´e en de´finition 2.19 s’e´crit alors sim-
plement α ◦ tq v] t]q ◦ α. L’ine´galite´ de correction du de´fini par le the´ore`me 2.9
se re´e´crit tel quel et est assure´e, pour toute sur-approximation correcte t] de t,
par le me´canisme de re´tre´cissement utilise´. Dans le cas des polye`dres, le cadre de
l’interpre´tation abstraite est instancie´ par la donne´e d’une fonction de concre´tisa-
tion γ, d’un ordre concret v et d’un me´canisme d’e´largissement. Nous de´taillons
davantage cette analyse dans le paragraphe suivant.
E´tude d’un exemple : l’analyse polye´drique [CH78]
Commenc¸ons par de´crire la fonction t] qui de´finit comment les commandes du
programme agissent sur les polye`dres de Pm. Les commandes line´aires c.a`.d. les
affectations line´aires et les fonctions de test de´finies par des e´galite´s ou ine´ga-
lite´s line´aires sont particulie`rement adapte´es a` cette analyse. En revanche, les
commandes non-line´aires sont approche´es de manie`re tre`s grossie`re. De´crivons un
peu plus pre´cise´ment comment s’ope`re cette analyse. On commence par de´crire
l’effet de la fonction t] dans le cas ou` la commande conside´re´e est une affectation.
Cas des affectations non-line´aires.
Si le programme comporte une affectation non-line´aire d’une variable xi, l’ana-
lyse abstraite conside´rera grossie`rement que toute valeur peut eˆtre affecte´e a` xi.
Ceci revient a` dire que l’on perd toute information sur la variable xi apre`s cette
affectation. Pour ce type d’affectations, t] est de´finie comme la fonction qui a`
tout polye`dre p (repre´sente´ par un syste`me Sp d’ine´galite´s line´aires) associe le
polye`dre p′ obtenu par e´limination de la variable xi dans le syste`me Sp. Ceci est
re´alise´ par projection des ine´galite´s de Sp suivant xi.
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Cas des affectations line´aires.
Si l’on conside`re maintenant que xi subit une affectation line´aire, deux sous-cas
se pre´sentent en fonction du caracte`re inversible ou non de l’affectation.
Une affectation line´aire est dite inversible si elle est du type xi = axi+. . . avec
a 6= 0. Prenons un cas simple pour comprendre comment est de´fini t] dans ce cas.
Conside´rons l’affectation x1 = 2x1 + 3x2 et e´tudions comment cette affectation
agit sur un polye`dre p ve´rifiant l’ine´galite´ x1 ≤ x2 + 2x3 (c.a`.d. que l’ine´galite´
x1 ≤ x2 + 2x3 est contenue dans le syste`me Sp de´crivant p). Si x1 et x′1 de´notent
la valeur de x1 avant et apre`s affectation, on a x
′
1 = 2x1 + 3x2. On peut inverser
ce syste`me de sorte a` connaˆıtre la valeur de x1 en fonction de celle de x
′
1 : x1 =
1
2
x′1 − 32x2. Ainsi, le fait que x1 ve´rifie l’ine´galite´ x1 ≤ x2 + 2x3 est e´quivalent
au fait que x′1 ve´rifie l’ine´galite´
1
2
x1 − 32x2 ≤ x2 + 2x3 soit x1 ≤ 5x2 + 4x3. Pour
re´sumer et ge´ne´raliser, si une variable xi est affecte´e de manie`re line´aire inversible
xi := f(x1, . . . , xm), t
] associe au polye`dre p le polye`dre p[finv(x1, . . . , xm)/xi]
2
(obtenu en remplac¸ant xi par finv(x1, . . . , xm) dans toute ine´galite´ de´finissant Sp,
avec finv telle que finv◦f(x1, . . . , xm) = f ◦finv(x1, . . . , xm) = xi). En re´sume´, le cas
des affectations line´aires inversibles est tre`s facilement et rapidement traitable. Il
convient de noter, de plus, que le traitement de ces affectations se fait sans perte
d’information : pour toute variable, l’appartenance au polye`dre avant l’affectation
est e´quivalente a` l’appartenance au nouveau polye`dre apre`s affectation. L’analyse
de ces affectations est de ce fait particulie`rement e´le´gante.
En revanche, le traitement des affectations line´aires non-inversibles produit
une perte d’information. La variable affecte´e est, dans un premier temps, e´limine´e
du polye`dre courant par projection suivant cette variable (de la meˆme fac¸on
que dans le cas des affectations non-line´aires). L’information de l’affectation est
alors rajoute´e a` ce nouveau polye`dre par ajout de l’e´galite´ correspondant a` cette
affectation.
Cas des tests.
Nous ne de´veloppons pas de manie`re pre´cise comment sont traite´es les fonctions
de test. Notons tout de meˆme qu’une disjonction de cas analogue a` la pre´ce´dente
entre en jeu. Les tests non-line´aires sont tout bonnement ignore´s par l’analyse.
Dans le cas d’une fonction de test line´aire, l’analyse calcule l’intersection du
polye`dre courant avec celui de´fini par le test.
Maintenant que nous avons de´crit le traitement de chaque commande par la
fonction t], il ne reste plus qu’a` de´crire comment est obtenue la se´mantique abs-
traite du programme. L’approche par plus petit point fixe de´crite par le syste`me
d’e´quations de la de´finition 2.15 ne peut eˆtre utilise´e telle quelle. Le proble`me
provient du fait que le domaine des polye`dres Pm ne ve´rifie pas la condition de
2. Cette e´criture correspond a` la notation ϕ ◦ q−1 introduite lors du commentaire de la
de´finition 2.11.
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chaˆıne ascendante. Un calcul de plus petit point fixe n’est donc pas directement
re´alisable a` l’aide du the´ore`me 2.2. Afin de contourner ce proble`me de terminai-
son, une ope´ration d’e´largissement est ajoute´e a` l’analyse. Plus pre´cise´ment, un
ope´rateur d’e´largissment est introduit dans le syste`me d’e´quations dans chaque
calcul concernant un point de jonction d’une boucle. Cet ope´rateur d’e´largisse-
ment ∇ a e´te´ introduit en Section 2.1 E´tant donne´ p1 et p2 deux polye`dres de
Pm, l’ensemble p1 ∇ p2 repre´sente le polye`dre convexe de´fini par les ine´galite´s de
p1 ve´rifie´es par tous les points du polye`dre p2. Cet ope´rateur d’e´largissement agit
donc sur p1 en diminuant son nombre d’ine´galite´s. Tout polye`dre e´tant de´fini par
un nombre fini d’ine´galite´s, ce processus termine en un nombre fini d’ite´rations.
Chapitre 3
Analyse de programmes a` couˆts
Un grand nombre des objets du quotidien embarquent des syste`mes e´lectro-
niques. Cette tendance, comme nous l’avons de´ja` mentionne´, continue de se de´-
velopper dans les domaines de l’automobile, de l’ae´ronautique mais aussi dans le
domaine me´dical. Dans ce chapitre, nous nous inte´ressons particulie`rement aux
syste`mes embarque´s dont l’utilisation de ressources est limite´e. Ceci peut se
traduire par une limitation de l’espace me´moire ou du temps durant lequel le
programme peut s’exe´cuter. Si l’on conside`re l’exemple des technologies « por-
tables » (tels que les te´le´phones, ordinateurs, tablettes), on peut aussi citer une
limitation des ressources e´nerge´tiques disponibles (batteries limite´es). L’analyse
de tels syste`mes, pour lesquels la consommation de ressources est un proble`me
critique, doit permettre d’infe´rer des proprie´te´s quantitatives assurant que les
ressources disponibles seront suffisantes lors de l’exe´cution.
Afin de re´pondre a` ce proble`me, nous e´tudions, dans ce chapitre, la possi-
bilite´ de quantifier par interpre´tation abstraite, l’utilisation des ressources d’un
programme. La difficulte´ de ce proble`me est lie´e a` la nature de la the´orie de l’inter-
pre´tation abstraite. Nous avons vu dans le Chapitre 2, que cette the´orie propose
un cadre d’approximation base´ sur la notion de treillis. A` l’aide de ces treillis,
nous avons vu que nous pouvions comparer entre elles les abstractions. On peut
ainsi de´finir la qualite´ des approximations effectue´es et notamment la notion de
meilleure approximation. A` l’oppose´, les notions quantitatives n’apparaissent pas
naturellement dans ce cadre. Nous cherchons, dans ce chapitre, a` re´concilier ces
deux aspects.
Plus pre´cise´ment, nous pre´sentons une me´thode permettant d’approcher, de
manie`re correcte, un mesure sur les programmes transportant des couˆts.
La premie`re e´tape de notre me´thode consiste a` de´finir ce genre de programmes.
Dans la suite, ces programmes seront repre´sente´s par une relation de transition
e´tiquete´e par des couˆts. On notera σ →q σ′ une transition entre l’e´tat σ et l’e´tat
σ′ posse´dant le couˆt q. Afin de pouvoir combiner les couˆts des transitions, nous
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supposerons que l’ensemble Q des couˆts admet une structure particulie`re. Plus
pre´cise´ment, nous supposerons l’existence d’un ope´rateur note´ multiplicativement
⊗, permettant d’accumuler les couˆts le long d’un chemin (se´quence de transitions)
ainsi que l’existence d’un ope´rateur note´ additivement ⊕, permettant de combi-
ner les couˆts de diffe´rents chemins. Ces deux couˆts munissent l’ensemble Q d’une
structure appele´e dio¨ıde. Nous verrons que cette structure permet de de´finir une
autre structure, appele´e modulo¨ıde. Cette dernie`re structure est particulie`rement
importante car elle permet de repre´senter la se´mantique e´tiquete´e de nos pro-
grammes sous forme matricielle. Cette matrice, indexe´e par l’ensemble des e´tats
du programme, transporte, en coefficients, les couˆts du programme.
Notre analyse se concentre sur l’e´tude de programmes dont le comportement
est cyclique (tels que les syste`mes re´actifs) dont la proprie´te´ d’inte´reˆt est le com-
portement asymptotique le long des cycles plutoˆt que le couˆt global du programme
en son entier. Ce comportement est de´crit par une mesure nomme´e couˆt long-
run. Cette de´nomination provient du cas classique ou` l’ope´ration ⊗ du dio¨ıde
correspond a` l’ope´ration d’addition + arithme´tique. Dans ce cas, on montre que
le couˆt long-run correspond a` la limite du couˆt moyen maximum sur des traces
arbitrairement longues.
Le couˆt long-run e´tant ge´ne´ralement non calculable, nous de´finissons un cadre
d’approximation permettant d’infe´rer une sur-approximation de ce couˆt. Ce
cadre tire parti de l’expression line´aire de la se´mantique de nos programmes. Plus
pre´cise´ment, nous verrons que toute abstraction α sur les e´tats d’un programme
peut eˆtre releve´e en un ope´rateur matriciel α↑. Cette abstraction line´aire posse`de
alors l’avantage d’admettre une fonction re´sidue´e γ↑, ce qui revient a` dire que le
couple (α↑, γ↑) forme une connexion de Galois. Ainsi, via ce rele`vement line´aire,
nous de´finissons une analyse par interpre´tation abstraite.
Notons au passage que nous ne supposons pas de proprie´te´ particulie`re sur
les abstractions initiales α et que c’est le rele`vement line´aire qui permet de
voir ces abstractions comme des e´le´ments d’une connexion de Galois. Ainsi, les
abstractions initiales les plus e´le´mentaires consistent en un partitionnement des
e´tats par fusion. Toutefois, nous nous sommes aussi interroge´s sur la possibilite´
d’utiliser des abstractions α plus complexes comme celles issues de connexions
de Galois. Dans ce cas, nous verrons que le rele`vement line´aire n’est pas tre`s
efficace et qu’il ne permet pas le transport des structures ordonne´es. Nous nous
attacherons alors a` proposer un rele`vement plus performant, qui respecte la
notion d’ordre sur les e´tats tout en restant dans le cadre line´aire de´fini par notre
me´thode.
Ce chapitre est structure´ comme suit. En Section 3.1, nous pre´sentons la no-
tion de programmes quantitatifs. En Section 3.2, nous de´crivons les proprie´te´s qui
munissent l’ensemble des couˆts Q d’une structure de dio¨ıde particulie`re nomme´e
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dio¨ıde de couˆts. En Section 3.3 nous pre´senterons le cadre line´aire induit par les
ope´rations du dio¨ıde de couˆts. Nous pre´senterons alors la notion de couˆt long-run.
Ce couˆt n’e´tant pas directement calculable, nous proce´derons a` des approxima-
tions. Nous de´taillerons en Section 3.4, notre cadre d’approximation ainsi que le
rele`vement line´aire sur lequel il se base. En Section 3.5, nous e´tudierons alors un
rele`vement plus adapte´ lorsque l’abstraction initiale est issue d’une connexion de
Galois. Autrement dit, nous verrons comment l’on peut inte´grer les abstractions
classiques de l’interpre´tation abstraite dans notre cadre line´aire. Enfin, nous illus-
trerons notre analyse en l’imple´mentant sur un exemple en Section 3.6 et finirons
par un e´tat de l’art en Section 3.7.
3.1 Les programmes quantitatifs
L’analyse pre´sente´e dans ce chapitre a pour but d’infe´rer une sur-
approximation du couˆt asymptotique de programmes porteurs d’informations
quantitatives. Dans cette section, nous pre´sentons les programmes qui sont traite´s
par notre analyse.
3.1.1 Syntaxe des programmes quantitatifs
Les programmes quantitatifs sont de´finis a` l’aide d’une relation de transition
e´tiquete´e par des couˆts, e´le´ments de l’ensemble Q.
De´finition 3.1 (Programmes quantitatifs).
Un programme quantitatif est un quadruplet P = <Σ, I, Q,→. > tel que :
– Σ de´signe un ensemble de´nombrable d’e´tats,
– I ⊆ Σ est l’ensemble des e´tats initiaux du programme P ,
– Q est un ensemble repre´sentant les couˆts du programme,
– →.⊆ Σ × Σ → Q est une relation de transition e´tiquete´e par des e´le´ments
de l’ensemble Q.
Une transition σ →q σ′ de´finit une transition de l’e´tat σ a` l’e´tat σ′ de couˆt q.
Cette de´finition des programmes diffe`re de la de´finition 2.9 donne´e dans le
chapitre traitant de la the´orie de l’interpre´tation abstraite. En effet, dans le Cha-
pitre 2, nous avons de´fini les programmes comme une relation de transition e´ti-
quete´e non pas par des couˆts mais par les commandes du programme. Le passage
de la repre´sentation « commandes » a` la repre´sentation « couˆts » peut se faire a`
l’aide d’un processus attribuant un couˆt a` chaque commande. Pour eˆtre re´aliste,
le couˆt de chaque commande doit de´pendre de l’e´tat du programme dans lequel la
commande est appele´e. Autrement dit, a` chaque point de programme pre´ce´dant
un appel de la commande, l’ensemble des valeurs possibles des variables influe sur
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le couˆt de la commande. D’autre part, ce couˆt doit aussi de´pendre de l’application
vise´e. Par exemple, si l’on s’inte´resse a` la complexite´ spatiale du programme, le
couˆt d’une commande de´pendra naturellement de l’espace me´moire alloue´ lors de
l’exe´cution de la commande. Dans ce chapitre, nous souhaitons infe´rer un couˆt de
programme ge´ne´rique. Notre me´thode entrera donc en jeu une fois le processus
d’attribution de couˆts re´alise´ et cette phase initiale ne sera pas traite´e ici. Autre-
ment dit, nous nous inte´ressons directement aux programmes quantitatifs dans
ce chapitre.
Il convient de noter que la de´finition de nos programmes autorise la pre´sence
de non-de´terminisme et de boucles. Par la suite, nous noterons Πσ,σ′ l’ensemble
des transitions (chemins) menant de σ a` σ′.
3.1.2 Se´mantique des programmes quantitatifs
Dans un premier temps, nous pre´sentons la se´mantique d’un programme quan-
titatif comme e´tant la donne´e de ses traces d’exe´cution. Dans la Section 3.3, nous
pre´senterons une se´mantique plus adapte´e a` notre analyse.
De´finition 3.2 (Se´mantique de traces d’un programme quantitatif).
Soit P = <Σ, I, Q,→. > un programme quantitatif. La se´mantique de traces de
P est note´e JP Ktr et est de´finie comme suit.
JP Ktr = {σ0 →q0 . . . σn−1 →qn−1 σn | σ0 ∈ I, σi →qi σi+1}
Nous de´finissons donc la se´mantique des programmes quantitatifs sous une
forme ope´rationnelle. Nous nous distinguons de la se´mantique de´notationnelle
pre´sente´e dans le Chapitre 2. Cette diffe´rence de point de vue souligne ce qui
nous importe ici : nous souhaitons infe´rer un couˆt de programme, qui de´pend,
e´videmment, du couˆt de chaque ope´ration du programme.
La notion de programme quantitatif e´tant maintenant de´finie, nous e´tudions
la structure permettant de ge´rer l’ensemble des couˆts Q.
3.2 Une structure mathe´matique adapte´e : les
dio¨ıdes de couˆts
Dans cette section, nous de´finissons les ope´rateurs ⊕ et ⊗ permettant de
manipuler et combiner les e´le´ments de l’ensemble des couˆts Q. Ces ope´rateurs
munissent Q d’une structure de dio¨ıde. En plus de ces ope´rateurs, nous suppo-
serons aussi l’existence d’une ope´ration racine n-ieme, de´finissant ainsi la notion
de dio¨ıde de couˆts.
Une structure mathe´matique adapte´e : les dio¨ıdes de couˆts 55
3.2.1 Les ope´rateurs ⊕ et ⊗
Les couˆts de transitions unitaires σ →q σ′ peuvent eˆtre combine´s a` l’aide de
deux ope´rateurs. Le premier, note´ multiplicativement ⊗ : Q × Q → Q, permet
d’accumuler les couˆts rencontre´s le long d’une suite de transitions. Le second, note´
additivement ⊕ : Q×Q→ Q, permet de combiner les couˆts de diffe´rents chemins.
Ces ope´rateurs peuvent eˆtre instancie´s de nombreuses manie`res. Par exemple, si
Q permet de repre´senter des temps d’exe´cution et que l’on souhaite connaˆıtre le
temps d’exe´cution dans le pire cas, on prendra pour ⊗ l’addition arithme´tique
classique + et pour ⊕ l’ope´rateur max. Si l’on s’inte´resse a` des questions d’ac-
cessibilite´ comme de connaˆıtre le plus grand ensemble de couˆts rencontre´s dans
toute exe´cution du programme, Q sera choisi comme e´tant un ensemble de parties
P(S) et on prendra l’union ensembliste ∪ pour ⊗ et l’intersection ensembliste ∩
pour ⊕. Introduisons maintenant quelques notations.
De´finition 3.3 (Couˆt d’une suite de transitions).
Soit P = <Σ, I, Q,→. > un programme quantitatif et soit pi = σ →q1 . . . →qn σ′
une suite de transitions.
Le couˆt de la transition pi est note´ q(pi) ou simplement qpi et est de´fini par :
qpi = q1 ⊗ . . .⊗ qn
Le couˆt global q de σ a` σ′ est alors de´fini a` l’aide de l’ope´rateur ⊕ par :
q =
⊕
pi∈Πσ,σ′
qpi
L’existence d’une transition pi de couˆt qpi pourra eˆtre note´e de manie`re concise :
σ
pi⇒qpi σ′
Notons que cette de´finition est e´crite sans utiliser de parenthe´sage. Ceci pro-
vient de l’associativite´ des ope´rateurs qui est l’une des proprie´te´s que nous de´ve-
loppons maintenant.
3.2.2 Notion de dio¨ıde et ordre associe´
Afin de pouvoir facilement manipuler les couˆts d’un programme, nous exigeons
que les ope´rateurs ⊕ et ⊗ posse`dent certaines proprie´te´s qui munissent Q d’une
structure de dio¨ıde commutatif.
De´finition 3.4 (Dio¨ıde commutatif).
Un dio¨ıde commutatif est une structure Q(⊕,⊗) qui ve´rifie les proprie´te´s sui-
vantes.
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1. L’ope´rateur ⊗ est associatif, commutatif et posse`de un e´le´ment neutre e.
La quantite´ e est utilise´e pour les transitions de couˆt nul.
2. L’ope´rateur ⊕ est associatif, commutatif et posse`de un e´le´ment neutre ⊥.
La quantite´ ⊥ repre´sente l’impossibilite´ d’une transition.
3. ⊗ est distributive par rapport a` ⊕, et ⊥ est un e´le´ment absorbant pour ⊗
(∀x.x⊗⊥ = ⊥⊗ x = ⊥).
4. Le pre´-ordre de´fini par ⊕ (a ≤ b⇔ ∃c : a⊕ c = b) est une relation d’ordre
( c.a`.d. elle satisfait a ≤ b et b ≤ a⇒ a = b).
Revenons a` la structure de dio¨ıde. Tout d’abord, remarquons que ⊥, l’e´le´ment
neutre de l’ope´rateur ⊕, est le plus petit e´le´ment du dio¨ıde. En effet, tout e´le´ment
a de Q ve´rifie ⊥⊕ a = a. Par de´finition de l’ordre ≤, on a donc ⊥ ≤ a. D’autre
part, notons qu’un dio¨ıde ne peut eˆtre un anneau. Ceci est une conse´quence du
fait que la relation d’ordre contredit l’existence d’inverses par ⊕. En effet, si tout
e´le´ment a posse´dait un inverse −a par la loi ⊕, on aurait alors a ⊕ (−a) = ⊥.
Cette dernie`re e´galite´ implique que a ≤ ⊥ et on aurait donc, par anti-syme´trie,
a = ⊥ (de la meˆme manie`re −a = ⊥).
Le lemme suivant est un re´sultat classique de la the´orie des dio¨ıdes [GM01,
proposition 6.1.7][BMR97, the´ore`me 2.4].
Lemme 3.1.
Soit Q(⊕,⊗) un dio¨ıde commutatif.
Les ope´rateurs ⊕ et ⊗ pre´servent l’ordre ≤ :
∀a, b, c ∈ Q, a ≤ b ⇒ a⊗ c ≤ b⊗ c
et a ≤ b ⇒ a⊕ c ≤ b⊕ c
S’il existe diffe´rents chemins menant de σ a` σ′ et posse´dant le meˆme couˆt q,
le couˆt global est de´fini comme e´tant e´gal a` q. Cette proprie´te´ est connue sous le
nom d’idempotence.
De´finition 3.5 (Idempotence).
Un dio¨ıde Q(⊕,⊗) est idempotent si son ope´rateur ⊕ l’est :
∀q ∈ Q, q ⊕ q = q
Les dio¨ıdes idempotents les plus fre´quemment rencontre´s dans la litte´ra-
ture sont certainement R(max,+) et R(min,+), ou` R de´signe l’ensemble R ∪
{−∞,+∞}. Les ordres induits sont respectivement les ordres ≤ et ≥ sur les
nombres re´els, e´tendus a` R de la manie`re habituelle.
Il est important de noter que, dans un dio¨ıde idempotent, l’ordre induit ve´rifie
la proprie´te´ :
a ≤ b ⇔ a⊕ b = b (3.1)
Cette proprie´te´ permet de faire le lien avec la notion de treillis.
Une structure mathe´matique adapte´e : les dio¨ıdes de couˆts 57
Remarque 3.1 (Addition idempotente versus treillis).
L’e´quivalence 3.1 permet de montrer qu’il y a un lien fort entre la notion d’ad-
dition idempotente et la structure de semi-treillis supe´rieur 1. En effet, une addi-
tion idempotente induit une structure d’ordre (comme de´ja` mentionne´ en de´fini-
tion 3.4) dans laquelle chaque paire d’e´le´ments (a, b) admet la borne supe´rieure
a ⊕ b. Inversement, si l’on conside`re un semi-treillis supe´rieur, on peut de´finir
l’ope´ration d’addition de deux e´le´ments par la borne supe´rieure de ces e´le´ments.
Ceci de´finit une addition idempotente [BCOQ92]. Notons que les dio¨ıdes idempo-
tents sont aussi nomme´s semi-anneaux tropicaux dans la litte´rature.
Notre analyse manipule des ensembles d’e´tats pouvant eˆtre infinis de´nom-
brables. Nous supposerons donc le caracte`re complet des dio¨ıdes.
De´finition 3.6 (Dio¨ıde idempotent complet).
Un dio¨ıde idempotent est complet s’il est clos par passage aux sommes infinies
et que la proprie´te´ de distributivite´ de la loi ⊕ est satisfaite pour un nombre
potentiellement infini de termes : pour tout ensemble X ⊆ Q, la somme (infinie
ou non) ⊕
x∈X
x
existe dans le dio¨ıde et :
∀a ∈ Q, a⊗ (
⊕
x∈X
x) =
⊕
x∈X
(a⊗ x)
Remarque 3.2 (Addition idempotente versus treillis (suite)).
Comple´tons la Remarque 3.1. Elle nous permet d’affirmer qu’un dio¨ıde idempotent
complet de´finit un semi-treillis supe´rieur complet sur Q. Soulignons au passage
qu’un dio¨ıde complet posse`de naturellement un plus grand e´le´ment, note´ >, de´fini
par la somme de tous les e´le´ments du dio¨ıde. On a vu pre´ce´demment que l’e´le´ment
neutre ⊥ est, par de´finition, le plus petit e´le´ment du dio¨ıde. Ainsi, un dio¨ıde
idempotent complet est un semi-treillis supe´rieur complet qui admet un plus petit
e´le´ment. C’est donc un treillis complet [BCOQ92, The´ore`me 4.27]. De ce fait,
tout dio¨ıde de ce type est muni d’un ope´rateur d’intersection ∧. En re´sume´ :
Q(⊕,⊗) Q(≤,⊕,∧,⊥,>)
dio¨ıde complet ≡ treillis complet
idempotent
1. Rappelons qu’un semi-treillis supe´rieur est un ensemble partiellement ordonne´ tel que
toute paire d’e´le´ments posse`de une borne supe´rieure.
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3.2.3 Les dio¨ıdes de couˆts
En introduction, nous avons indique´ que notre analyse permet de calculer un
couˆt, nomme´ couˆt long-run, qui est une sur-approximation des couˆts moyens des
cycles du programme. De ce fait, en plus de la structure de dio¨ıde pre´ce´demment
pre´sente´e, notre analyse ne´cessite l’existence d’un ope´rateur de moyenne.
3.2.3.1 L’ope´rateur racine n-ie`me
Nous nous inte´ressons ici a` la de´finition d’un ope´rateur de moyenne qui per-
mettrait de calculer le couˆt moyen d’une suite de transitions pi = σ →q1 · · · →qn
σ′. Nous avons vu que le couˆt accumule´ d’une suite de transitions e´tait de´fini
graˆce a` l’ope´rateur ⊗ : par q(pi) = q1 ⊗ · · · ⊗ qn. E´tant donne´ la notation multi-
plicative de cet ope´rateur, l’ope´rateur moyenne est la racine n-ie`me n
√
. : Q→ Q.
La figure 3.1 illustre la notion de racine n-ie`me sur un exemple simple pour lequel
l’ope´rateur ⊗ est l’ope´rateur d’addition classique.
a b
8
c3
2
d
4
5
Couˆt moyen du chemin abc : 2
√
8⊗ 3 = (8 + 3)/2
= 5.5
Couˆt moyen du cycle bcdb : 3
√
3⊗ 4⊗ 5 = (3 + 4 + 5)/3
= 4
Couˆt moyen du cycle bccdb : 4
√
3⊗ 2⊗ 4⊗ 5 = 3.5
Couˆt moyen du cycle cc : 1
√
2 = 2
Figure 3.1 – Calcul de moyenne par l’ope´rateur racine n-ie`me
De´finition 3.7 (Racine n-ie`me et couˆt moyen).
Soit n > 0 et Q(⊕,⊗) un dio¨ıde.
Supposons que, pour tout e´le´ment q de Q, l’e´quation Xn = q posse`de une unique
solution dans Q et notons n
√
q cette solution.
Dans ce cas, la fonction racine n-ie`me est bien de´finie et vaut :
n
√
. : Q → Q
q 7→ n√q
On dira que le dio¨ıde Q est muni de l’ope´ration racine n-ieme si la fonction
racine n-ie`me est bien de´finie pour tout n > 0.
Enfin, si pi un chemin de longueur |pi|, on notera : q˜(pi) = |pi|√q(pi) le couˆt moyen
de pi.
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Par la suite, nous ferons la distinction entre la notion de racine n-ie`me pour
un n donne´ et la notation « ope´rateur racine n-ieme » qui nous permet de de´finir
une proprie´te´ de la racine n-ie`me pour tout n > 0. Cette meˆme distinction sera
faite entre « ope´rateur puissance n-ieme » et puissance n-ie`me pour un n > 0
donne´.
3.2.3.2 Les dio¨ıdes de couˆts : de´finition
Avant de de´finir la notion de dio¨ıde de couˆts, nous de´finissons la notion de
⊕-morphisme complet. Les fonctions ve´rifiant cette proprie´te´ commutent avec
l’ope´rateur ⊕.
De´finition 3.8 (⊕-morphisme complet).
Soit Q(⊕,⊗) un dio¨ıde complet et f : Q→ Q une fonction.
La fonction f est un ⊕-morphisme complet (abre´ge´ en ⊕-mc) si on a :
∀X ⊆ Q, f(
⊕
x∈X
x) =
⊕
x∈X
f(x) (3.2)
Notons que, dans la the´orie des dio¨ıdes, cette notion est souvent appele´e
« semi-continuite´ infe´rieure » [BCOQ92]. Nous pre´fe´rons utiliser l’appellation de
⊕-morphisme complet par analogie avec la notion de ⊔-morphisme complet de´fi-
nie dans le Chapitre 2. En fait, ces deux notions co¨ıncident de`s lors que le dio¨ıde
est idempotent complet car l’ope´rateur ⊕ permet alors de de´finir un treillis com-
plet dont l’ope´rateur de borne supe´rieure est ⊕ (d’apre`s la Remarque 3.2). Notons
que l’e´galite´ 3.2, satisfaite pour tout ensemble X est, a fortiori, ve´rifie´e pour les
ensembles X finis. Dans ce cas, on parlera simplement de ⊕-morphisme.
Nous pouvons maintenant de´finir la notion de dio¨ıde qui sous-tend notre ana-
lyse. La de´finition suivante re´sume les conditions ve´rifie´es par notre structure.
De´finition 3.9 (Dio¨ıde de couˆts).
Un dio¨ıde Q(⊕,⊗) est un dio¨ıde de couˆts si les conditions suivantes sont ve´rifie´es.
– Q(⊕,⊗) est un dio¨ıde idempotent complet et commutatif,
– Q(⊕,⊗) est muni de l’ope´rateur racine n-ieme,
– l’ope´rateur puissance n-ieme est ⊕-mc.
On remarque une asyme´trie dans cette de´finition entre l’exigence souhaite´e
pour l’ope´rateur racine n-ieme (existence) et celle souhaite´e pour l’ope´rateur
puissance n-ieme (caracte`re ⊕-mc). En fait, dans un dio¨ıde de couˆts, l’ope´rateur
racine n-ieme est aussi ⊕-mc.
Proposition 1.
Soit Q un dio¨ıde de couˆt. On a :
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(i) L’ope´rateur racine n-ieme est ⊕-mc :
∀X ⊆ Q, ∀n > 0, n
√⊕
x∈X
x =
⊕
x∈X
n
√
x (3.3)
(ii) Pour tout a, b ∈ Q et n,m > 0,
n
√
a⊕ m
√
b ≥ n+m√a⊗ b (3.4)
La proprie´te´ (3.3) est une conse´quence directe du fait que la puissance
puissance n-ieme est ⊕-mc. Il suffit pour cela d’appliquer la racine n-ie`me a`
chaque membre de l’e´galite´ :
(
⊕
x∈X
n
√
x)n =
⊕
x∈X
x
La proprie´te´ (3.4) est quant a` elle une conse´quence des deux lemmes suivants.
Le premier est connu sous le nom d’ine´galite´ de Cauchy [DS87, DS92].
Lemme 3.2 (Ine´galite´ de Cauchy).
Soit Q un dio¨ıde de couˆts. On a alors :
∀n > 0, ∀x1, · · · , xn ∈ Q, x1 ⊗ · · · ⊗ xn ≤ xn1 ⊕ · · · ⊕ xnn
De´monstration.
Le produit x1 ⊗ · · · ⊗ xn apparaˆıt dans le de´veloppement de (x1 ⊕ · · · ⊕ xn)n. Q
e´tant un dio¨ıde de couˆts, la puissance n-ie`me est un ⊕-morphisme. Ainsi, nous
pouvons e´crire xn1 ⊕· · ·⊕xnn = (x1⊕· · ·⊕xn)n = x1⊗· · ·⊗xn⊕d ou` d repre´sente
le reste du de´veloppement. On conclut par de´finition de la relation d’ordre. uunionsq
Lemme 3.3.
Soit Q un dio¨ıde de couˆts. On a :
∀a, b ∈ Q,∀n > 0, a ≤ b ⇔ an ≤ bn
De´monstration.
Par double implication.
(⇒) Ce premier sens de l’e´quivalence est l’expression de la monotonie de la
puissance n-ie`me, qui est une conse´quence directe du lemme 3.1.
(⇐) Dans un dio¨ıde de couˆts, la racine n-ie`me est un ⊕-morphisme. De ce
fait, cet ope´rateur est monotone [BCOQ92] ce qui permet de conclure ce
cas.
uunionsq
Une structure mathe´matique adapte´e : les dio¨ıdes de couˆts 61
Montrons maintenant la proprie´te´ 3.4 de la proposition 1.
De´monstration.
On proce`de par e´quivalence, en appliquant le lemme 3.3 aux deux e´le´ments de Q
suivant : n+m
√
a⊗ b et n√a⊕ m√b, et en prenant mn(m+ n) (> 0) pour puissance.
n+m
√
a⊗ b ≤ n√a⊕ m√b
⇐⇒ amn ⊗ bmn ≤ am(m+n) ⊕ bn(m+n)
⇐⇒ am ⊗ · · · ⊗ am︸ ︷︷ ︸
n fois
⊗ bn ⊗ · · · ⊗ bn︸ ︷︷ ︸
m fois
≤ (am)m+n ⊕ (bn)m+n
La dernie`re ine´galite´ est toujours ve´rifie´e dans un dio¨ıde de couˆt. En effet, c’est une
instanciation du lemme 3.2 avec les m+ n termes suivants : x1 = · · · = xn = am
et xn+1 = · · · = xn+m = bn. La proprie´te´ (3.4) est e´quivalente a` cette ine´galite´, ce
qui termine la de´monstration. uunionsq
Notre de´finition de dio¨ıde de couˆts peut paraˆıtre plutoˆt restrictive. Cependant,
nous allons montrer qu’elle englobe une large varie´te´ de classes de dio¨ıdes pre´sents
dans la litte´rature.
3.2.4 Exemples de dio¨ıdes de couˆts
Tout d’abord, nous commenc¸ons par rappeler quelques de´finitions.
De´finition 3.10.
Un dio¨ıde (Q,⊕,⊗) est dit :
– se´lectif si pour tout e´le´ment a, b de Q,
a⊕ b = a ou a⊕ b = b
– double-idempotent si les deux lois ⊕ et ⊗ sont idempotentes.
– inte`gre si pour tout a, b, c e´le´ments de Q,
(a⊗ b = a⊗ c ∧ a 6= ⊥)⇒ b = c
La proprie´te´ de se´lectivite´ implique que deux e´le´ments a, b de Q sont toujours
comparables. Autrement dit, un dio¨ıde se´lectif induit une structure d’ordre totale.
Comme annonce´, la notion de dio¨ıde de couˆts recouvre une large varie´te´ de
dio¨ıdes. La proposition suivante liste plusieurs cate´gories de dio¨ıdes de couˆts.
Proposition 2.
Soit (Q,⊕,⊗) un dio¨ıde complet et commutatif. Pour que Q soit un dio¨ıde de
couˆts, il suffit que l’une des proprie´te´s suivantes soit ve´rifie´e.
(1) Q est double-idempotent.
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(2) Q est se´lectif et muni d’un ope´rateur racine n-ieme.
(3) Q est idempotent et inte`gre, et pour tout e´le´ment q de Q, pour tout n > 0,
l’e´quation Xn = q admet au moins une solution.
Avant de de´montrer cette proposition, nous listons dans la Figure 3.2 quelques
exemples de dio¨ıdes des trois types pre´ce´dents et qui sont donc des dio¨ıdes de
couˆts.
ensemble sous-jacent ⊕ ⊗ n√q
Q ∪ {+∞,−∞} min max q
Double- R ∪ {+∞,−∞} max min q
idempotent P(S) ∩ ∪ q
P(S) ∪ ∩ q
R+ ∪ {+∞} max × q 1n
Se´lectif Q ∪ {+∞,−∞} max + q
n
R ∪ {+∞,−∞} min + q
n
Inte`gre Rm+ ∪ {+∞} min + qn
Figure 3.2 – Quelques exemples de dio¨ıdes de couˆts
L’exemple R(max,+) est un dio¨ıde de couˆt qui peut eˆtre utilise´ pour la de´fini-
tion du pire temps d’exe´cution (WCET) : quand deux e´tats peuvent eˆtre joints
par diffe´rentes suites de transitions de couˆts diffe´rents, seul le pire temps est
conside´re´. Pour calculer le couˆt d’une suite de transitions, on somme les couˆts de
chaque transition. Le dio¨ıde P(S)(∩,∪) est un autre exemple de dio¨ıde de couˆts
(S e´tant un ensemble fini ou infini). Dans ce dio¨ıde, le couˆt pour atteindre un
e´tat donne une information sur les e´le´ments de S qui ont e´te´ parcourus. Ceci peut
eˆtre utilise´ pour connaˆıtre les parties du code qui ont e´te´ exe´cute´es.
Passons maintenant a` la de´monstration de la proposition 2. Afin d’ame´liorer la
lisibilite´ de cette de´monstration, nous utilisons plusieurs lemmes interme´diaires.
Tout d’abord, montrons que les dio¨ıdes de type (1) sont naturellement munis
d’un ope´rateur racine n-ieme.
Lemme 3.4.
Soit Q(⊕,⊗) un dio¨ıde double-idempotent. La fonction identite´ est un ope´rateur
racine n-ieme de Q.
De´monstration.
Soit n > 0. L’ope´rateur ⊗ e´tant idempotent, l’e´quation Xn = q admet q comme
solution e´vidente. D’autre part, cette solution est unique car toute solution q˜
ve´rifie q˜ n = q par de´finition, et aussi q˜ n = q˜ par idempotence. uunionsq
Une structure mathe´matique adapte´e : les dio¨ıdes de couˆts 63
Pour chacune de ces trois classes de dio¨ıdes, nous avons a` montrer que l’ope´-
rateur puissance n-ieme est ⊕-mc. En fait, graˆce au lemme suivant, il suffit de
de´montrer que cet ope´rateur est un ⊕-morphisme.
Lemme 3.5.
Dans un dio¨ıde complet et idempotent muni d’une racine n-ieme, la
puissance n-ieme est ⊕-mc si et seulement si c’est un ⊕-morphisme.
De´monstration.
Soit n > 0. Le sens direct de l’e´quivalence e´tant e´vident, nous montrons qu’eˆtre
un ⊕-morphisme suffit pour eˆtre ⊕-mc. Supposons donc que la puissance n-ie`me
est un ⊕-morphisme. La racine n-ie`me est alors aussi un ⊕-morphisme. En effet,
on a, pour tout m > 0,
(⊕mi=1 n
√
xi)
n = ⊕mi=1 ( n
√
xi)
n = ⊕mi=1 xi
En appliquant la racine n-ie`me aux membres de gauche et de droite de cette
e´galite´, on conclut que cette fonction est un ⊕-morphisme. Ceci permet d’affirmer
que cette fonction est monotone [BCOQ92].
Soit maintenant X un sous-ensemble non vide de Q. Si x ∈ X, on a :
x ≤ ⊕x∈X x
xn ≤ (⊕x∈X x)n (par monotonie de la puissance n-ie`me)
(
⊕
x∈X x
n) ≤ (⊕x∈X x)n (par idempotence)
Prouvons maintenant l’ine´galite´ inverse. Si x ∈ X, on a :
xn ≤ ⊕x∈X xn
x ≤ n√⊕x∈X xn (par monotonie de la racine n-ie`me)
(
⊕
x∈X x) ≤ n
√⊕
x∈X x
n (par idempotence)
(
⊕
x∈X x)
n ≤ ⊕x∈X xn (par monotonie de la puissance n-ie`me)
Ainsi, (
⊕
x∈X x)
n =
⊕
x∈X x
n, ce qui prouve, par de´finition, que la puissance n-
ie`me est ⊕-mc. uunionsq
Pour les dio¨ıdes de type (3), nous devons aussi montrer que la
puissance n-ieme est un ⊕-morphisme [DS87, DS92].
Lemme 3.6.
Soit Q(⊕,⊗) un dio¨ıde idempotent commutatif et inte`gre. Alors :
∀n ∈ N, ∀a, b ∈ Q, (a⊕ b)n = an ⊕ bn
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De´monstration.
Soit n > 0. Dans un premier temps, remarquons que si a = ⊥ alors (a ⊕ b)n =
bn. Ainsi, si a = ⊥ ou b = ⊥ l’e´galite´ est trivialement satisfaite. Supposons
maintenant que a 6= ⊥ et b 6= ⊥ et raisonnons par re´currence sur n. Pour n = 0
et n = 1, la proprie´te´ est trivialement satisfaite. On suppose alors n ≥ 1, et on
de´montre la proprie´te´ au rang n+ 1. On a :
(a⊕ b)n+1 ⊗ (a⊕ b) = ((a⊕ b)n ⊗ (a⊕ b))⊗ (a⊕ b)
= ((an ⊕ bn)⊗ (a⊕ b))⊗ (a⊕ b) (par hyp. d’ind.)
= (an+1 ⊕ abn ⊕ anb⊕ bn+1)⊗ (a⊕ b)
= an+2 ⊕ abn+1 ⊕ an+1b⊕ bn+2
⊕ a2bn ⊕ anb2 (∗)
(an+1 ⊕ bn+1)⊗ (a⊕ b) = an+2 ⊕ abn+1 ⊕ an+1b⊕ bn+2 (∗∗)
Il suffit alors de de´montrer que les termes (∗) et (∗∗) sont e´gaux pour conclure.
En effet, si c’est le cas, nous avons (a⊕ b)n+1⊗ (a⊕ b) = (an+1⊕ bn+1)⊗ (a⊕ b).
Comme a ⊕ b 6= ⊥ et que le dio¨ıde est inte`gre, on peut simplifier cette e´galite´
a` gauche et a` droite par (a ⊕ b), ce qui montre la proprie´te´ au rang n + 1.
Regardons maintenant de plus pre`s les termes (∗) et (∗∗). On a a2bn ⊕ anb2 =
ab(abn−1 ⊕ an−1b). De plus, par hypothe`se d’induction, on a an ⊕ bn = (a ⊕
b)n = abn−1 ⊕ an−1b ⊕ (an ⊕ bn ⊕ (⊕n−2k=2akbn−k)), ce qui permet d’affirmer que
abn−1 ⊕ an−1b ≤ an ⊕ bn. L’ope´rateur ⊗ pre´servant l’ordre, on peut multiplier
chaque membre de cette ine´galite´ par a⊗b. On obtient a2bn⊕anb2 ≤ an+1b⊕abn+1
et ainsi a2bn⊕anb2⊕an+1b⊕abn+1 = an+1b⊕abn+1 par de´finition de l’ordre dans
un dio¨ıde idempotent. Cette e´galite´ suffit pour de´montrer l’e´galite´ des termes (∗)
et (∗∗), ce qui conclut cette de´monstration. uunionsq
On montre finalement que les dio¨ıdes de type (3) sont munis d’une racine
n-ie`me.
Lemme 3.7.
Dans les dio¨ıdes idempotents commutatifs et inte`gres, si, pour n > 0, l’e´quation
Xn = q admet une solution, alors cette solution est unique.
De´monstration.
Soit n > 0. Tout d’abord, conside´rons le cas q = ⊥. L’e´quation ci-dessus se re´e´crit
alors xn = ⊥. L’unique solution de cette e´quation est λ = ⊥. En effet, λ = ⊥ est
solution, et si λ 6= ⊥ est solution alors λn = ⊥ = ⊥⊗λ, ce qui prouve par inte´grite´
que λn−1 = ⊥ et, en ite´rant ce proce´de´, que λ = ⊥. Supposons maintenant que
q 6= ⊥. Si λ1 et λ2 sont deux solutions de l’e´quation Xn = q, on a λn1 = λn2 = q et
λ1 6= ⊥, λ2 6= ⊥. Comme la puissance n-ie`me est un ⊕-morphisme (lemme 3.6),
on peut utiliser le lemme 3.2 pour montrer :
λn−11 ⊗ λ2 = λ1 ⊗ · · · ⊗ λ1 ⊗ λ2 ≤ λn1 ⊕ λn2 = q ⊕ q = q = λn1
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c’est a` dire
λn−11 ⊗ λ2 ≤ λn1
On a alors λ2 ≤ λ1 par divisions successives par λ1. En utilisant un raisonne-
ment syme´trique, on montre λ1 ≤ λ2. Ainsi, λ1 = λ2 et l’e´quation Xn = q admet
une unique solution. uunionsq
Nous pouvons maintenant de´montrer la proposition 2.
De´monstration.
Dans un dio¨ıde double-idempotent, l’ope´rateur puissance n-ieme est la fonction
identite´. Ainsi, cet ope´rateur est ⊕-mc, ce qui prouve que les dio¨ıdes de type (1)
sont des dio¨ıdes de couˆts.
Dans le cas des dio¨ıdes se´lectifs, pour tout n > 0, (a⊕ b)n = soit an ou bn et
ainsi la puissance n-ieme est un ⊕-morphisme. Ceci permet de conclure, par le
lemme 3.5, que les dio¨ıdes de type (2) sont des dio¨ıdes de couˆts.
Comme les dio¨ıdes de type (3) sont munis d’une racine n-ieme, les lemmes 3.5
et 3.6 permettent de conclure que la puissance n-ieme est ⊕-mc. Les dio¨ıdes de
type (3) sont ainsi des dio¨ıdes de couˆts. uunionsq
3.3 Se´mantique line´aire et couˆt long-run
3.3.1 Matrice de transition et modulo¨ıde
L’utilisation de dio¨ıdes permet d’exprimer les ope´rations de couˆts sous forme
de calculs matriciels. L’ensemble des transitions directes (en un pas) peut eˆtre
repre´sente´ par une matrice de transition M ∈MΣ×Σ(Q) telle que
Mσ,σ′ =
{
q si σ →q σ′
⊥ sinon
L’ensembleMΣ×Σ(Q) de´signe l’ensemble des matrices dont les lignes et colonnes
sont indice´es par l’ensemble des e´tats Σ et dont les coefficients sont dans Q. On
e´tend, de manie`re habituelle, les ope´rateurs ⊕ et ⊗ de sorte a` les faire agir sur
MΣ×Σ(Q). Notons au passage que les matrices ite´re´es Mn transportent les couˆts
des chemins de longueur n. Le dio¨ıde initial Q e´tant idempotent et complet,
MΣ×Σ(Q)(⊕,⊗) posse`de aussi une structure de dio¨ıde idempotent et complet.
L’ordre induit par ⊕ correspond alors a` l’extension point a` point de l’ordre sur
Q :
M ≤M ′ ⇔ ∀i, j, Mi,j ≤M ′i,j
Notons qu’une matrice de transition peut eˆtre vue comme un ope´rateur line´aire.
Cet ope´rateur agit sur l’ensemble des vecteurs a` coefficients dans Q et indice´s par
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l’ensemble des e´tats Σ. Par la suite, on notera Q(Σ) cet ensemble de vecteurs.
Q(Σ) est muni d’une structure de modulo¨ıde, structure analogue a` celle d’espace
vectoriel dans laquelle la notion de corps est remplace´e par celle de dio¨ıde, ainsi
que pre´cise´ par la de´finition suivante.
De´finition 3.11 (Modulo¨ıde).
Soit E(⊕,⊗) un dio¨ıde commutatif. Un E-modulo¨ıde est un ensemble V muni
d’une loi interne ⊕ et d’une loi externe  telles que :
1. V (⊕) est un mono¨ıde commutatif, posse´dant un e´le´ment neutre note´ 0 ;
2. la loi  de´finie de E × V sur V , satisfait les axiomes suivants
(a) ∀λ ∈ E,∀(x, y) ∈ V 2, λ (x⊕ y) = (λ x)⊕ (λ y),
(b) ∀(λ, µ) ∈ E2, ∀x ∈ V, (λ⊕ µ) x = (λ x)⊕ (µ x),
(c) ∀(λ, µ) ∈ E2,∀x ∈ V, λ (µ x) = (λ⊗ µ) x,
(d) ∀x ∈ V, e x = x et ⊥ x = 0,
(e) ∀λ ∈ E, λ 0 = 0.
Comme dans le cas des espaces vectoriels, si n est un entier, En, l’ensemble
des vecteurs a` n coefficients dans E est un modulo¨ıde. De manie`re plus ge´ne´rale,
un vecteur u ∈ E(Σ), ou` Σ est un ensemble fini de cardinal n (|Σ| = n) peut
eˆtre vu comme une fonction δu : [1, n] → E. Cette notion de vecteurs peut-eˆtre
ge´ne´ralise´e dans le cas ou` l’ensemble Σ est infini (de´nombrable) : δu est alors une
fonction de N dans E. On peut de´finir de la meˆme fac¸on des matrices indice´es par
un ensemble infini. Le produit d’une matrice par un vecteur est alors de´fini par :
(Mu)i =
⊕+∞
j=1 δM(i, j) ⊗ δu(j). Par la suite, pour ne pas alourdir les notations,
nous utiliserons la notation matricielle meˆme dans le cas d’un ensemble infini
d’indices.
Notons que si E(⊕,⊗) est un dio¨ıde commutatif, tout E-modulo¨ıde V est na-
turellement muni d’une structure d’ordre donne´e par l’extension de l’ordre induit
par ⊕.
D’autre part, nous avons vu que, pour tout dio¨ıde idempotent complet
Q(⊕,⊗), l’ensemble MΣ×Σ(Q) est muni d’une structure de dio¨ıde idempotent
complet. Si la loi ⊗ est commutative, cet ensemble MΣ×Σ(Q) est aussi un Q-
modulo¨ıde. Ces deux structures sont ordonne´es par l’extension de l’ordre induit
par la loi ⊕.
Lorsqu’un programme a` couˆts est donne´ directement par sa forme matricielle
et non sous forme de relation de transition e´tiquete´e, nous parlerons de programme
quantitatif line´aire.
De´finition 3.12 (Programme quantitatif line´aire).
Soit Q(⊕,⊗) un dio¨ıde de couˆts.
Un programme quantitatif line´aire est un quadruplet T = <Σ, I, Q,M> tel que :
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– Σ de´signe un ensemble de´nombrable d’e´tats,
– I ⊆ Σ est l’ensemble des e´tats initiaux du programme P ,
– Q(⊕,⊗) est un dio¨ıde de couˆts repre´sentant les couˆts du programme,
– M ∈MΣ×Σ(Q) est une matrice de transition a` coefficients dans Q.
Le coefficient Mσ,σ′ de la matrice M repre´sente une transition de l’e´tat σ a` l’e´tat
σ′ de couˆt q.
Nous avons vu dans cette section que les couˆts des transitions directes peuvent
eˆtre re´capitule´s et transporte´s dans une matrice de transition. Nous allons mainte-
nant utiliser cette matrice pour de´finir une notion de couˆt long-run sur l’ensemble
du programme.
3.3.2 Couˆt long-run
Cachera, Jensen & Sotin ont propose´ le calcul d’un couˆt global de´fini comme
le «maximum » (obtenu par l’ope´rateur ⊕) de l’ensemble des couˆts des exe´cutions
finies du programme [SCJ06]. Plus pre´cise´ment, ce couˆt n’e´tant pas calculable en
ge´ne´ral, les auteurs proposent d’effectuer un calcul approche´ permettant d’obtenir
une sur-approximation de ce couˆt.
Ce couˆt n’est pas force´ment satisfaisant. Tout d’abord, ce couˆt est relativement
« gros ». Si, de plus, il est calcule´ en utilisant une abstraction trop grossie`re, le
calcul de ce couˆt rendra >. Ceci n’apporte pas d’information concernant le couˆt
re´el du programme. D’autre part, ce couˆt n’est pas adapte´ aux programmes qui
ne sont pas cense´s terminer tels que les syste`mes re´actifs.
Dans ce qui suit, nous proposons un couˆt qui re´pond a` ces deux attentes,
nomme´ le couˆt long-run , et qui repre´sente le maximum des couˆts moyens des
cycles du programme. Cette terminologie est tire´e de [Alf98, BEK05], dans le
contexte des processus probabilistes mode´lise´s par des processus de de´cision mar-
koviens.
Nous nous inte´ressons au couˆt moyen « maximum » de tous les cycles du
graphe : cette quantite´ est le couˆt long-run . Nous reprenons l’exemple de´ja` utilise´
pre´ce´demment pour illustrer ce couˆt.
Graˆce aux proprie´te´s des dio¨ıdes que l’on e´tudie, la matrice Mk transporte
les couˆts des transitions de tous les chemins de longueur k. La diagonale de cette
matrice contient alors les couˆts des cycles de longueur k. La trace de cette matrice
calcule donc le maximum des couˆts des cycles de longueur k. Le couˆt long-run est
de´fini en utilisant cette trace.
De´finition 3.13 (Couˆt long-run).
Soit T = <Σ, I, Q,M> un programme quantitatif line´aire.
Soit R la restriction de M a` l’ensemble des e´tats ΣI , accessibles depuis I.
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Couˆt moyen du chemin abc = (8 + 3)/2 = 5.5
Couˆt moyen du cycle bcdb = (3 + 4 + 5)/3 = 4
Couˆt moyen du cycle bccdb = 14/4 = 3.5
Couˆt moyen du cycle cc = 2/1 = 2
Couˆt long-run = 4
Figure 3.3 – Calcul du couˆt long-run sur un graphe e´le´mentaire
Le couˆt long-run de T est de´fini par :
ρ(T ) =
|ΣI |⊕
k=1
k
√
tr Rk ou` tr R =
|ΣI |⊕
i=1
Ri,i
Notons au passage que cette de´finition est valide meˆme lorsque l’on conside`re
un nombre infini d’e´tats. Ceci provient du fait que l’on travaille dans des dio¨ıdes
complets. Par exemple, si nous travaillons dans le dio¨ıde (Time, max,+), ou` Time
est isomorphe a` R, ρ(T ) est le maximum des temps moyens passe´s par instruction,
la moyenne e´tant calcule´e sur chaque cycle en divisant le temps total passe´ dans le
cycle par le nombre d’instructions du cycle. Dans le cas ou` l’ensemble des e´tats est
fini, le couˆt long-run est calculable. Il est important de noter que, dans le cas ou` la
matrice est irre´ductible, la de´finition du couˆt long-run correspond a` la plus grande
valeur propre de la matrice [CTCG+98]. D’un point de vue imple´mentation, cette
proprie´te´ est fondamentale puisqu’elle nous fournit un algorithme effectif de calcul
de couˆt long-run.
Dans cette de´finition, le terme
k
√
tr Rk repre´sente le couˆt moyen du maximum
des couˆts des cycles de longueur k. Ceci peut sembler e´tonnant et ne pas eˆtre
en accord avec la de´finition plus informelle « maximum des couˆts moyens des
cycles ». La proposition suivante permet d’e´claircir ce point.
Proposition 3.
Soit T = <Σ, I, Q, q> un programme quantitatif.
Soit Γ l’ensemble des cycles de T .
On a alors :
ρ(T ) =
⊕
c∈Γ
q˜(c)
Afin d’ame´liorer la lisibilite´ des preuves, nous commenc¸ons par e´tablir les
lemmes 3.8 et 3.9.
Rappelons que, par de´finition, un cycle c est un chemin fini qui commence et
finit par le meˆme e´tat, et contient au moins une transition. Comme c est de´fini
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par rapport a` la se´mantique de trace, il contient seulement des e´tats de l’ensemble
de´nombrable Σ des e´tats accessibles de la se´mantique. Notons Γ≤|Σ| l’ensemble
des cycles dont la longueur est plus petite ou e´gale a` |Σ|. Les lemmes suivants
permettent de montrer que ces cycles sont les seuls a` conside´rer. Ceci provient
essentiellement du fait que les cycles plus grands se de´composent par rapport a`
ces derniers.
Lemme 3.8.
Soit T = <Σ, I, Q, q> un programme quantitatif.
Soit Γ l’ensemble des cycles de T .
∀c ∈ Γ, ∃Γc ⊆ Γ≤|Σ|, q˜(c) ≤
⊕
ce∈Γc
q˜(ce)
De´monstration.
Par re´currence forte sur la longueur de c.
– Si |c| ≤ |Σ| (ve´rifie´ en particulier si Σ est infini), alors en posant Γc = {c}
l’ine´galite´ est trivialement ve´rifie´e.
– Si |c| > |Σ|, alors il existe un e´tat σ′ tel que
c = σ
pi1⇒ σ′ pi2⇒ σ′ pi3⇒ σ avec
{
pi1pi3 ∈ Γ ∧ |pi1pi3| < |c|
pi2 ∈ Γ ∧ |pi2| < |c|
Avec ces notations, on a
q˜(c) = q˜(pi1pi2pi3) =
|c|
√
q(pi1pi2pi3)
= |c|
√
q(pi1pi3)⊗ q(pi2) (3.5)
≤ |pi1pi3|
√
q(pi1pi3)⊕ |pi2|
√
q(pi2) = q˜(pi1pi3)⊕ q˜(pi2) (3.6)
L’e´galite´ (3.5) est justifie´e par le caracte`re commutatif de⊗. L’ine´galite´ (3.6)
est une conse´quence de la proprie´te´ (3.4) de la proposition 1. L’hypothe`se de
re´currence s’applique aux cycles pi1pi3 et pi2 fournissant les ensembles Γpi1pi3
et Γpi2 . On conclut cette preuve en posant :
Γc = Γpi1pi3 ∪ Γpi2
uunionsq
Lemme 3.9.
Soit T = <Σ, I, Q, q> un programme quantitatif.
Soit Γ l’ensemble des cycles de T .⊕
c∈Γ
q˜(c) =
⊕
ce∈Γ≤|Σ|
q˜(ce)
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De´monstration.
Remarquons tout d’abord que :
∀c ∈ Γ, q˜(c) ≤
⊕
ce∈Γc
q˜(ce) ≤
⊕
ce∈Γ≤|Σ|
q˜(ce)
La premie`re ine´galite´ provient du lemme 3.8. La seconde est une conse´quence de
l’inclusion Γc ⊆ Γ≤|Σ| et du fait que, pour tout a, b, c e´le´ments du dio¨ıde de couˆt,
on a a ≤ b⇒ a ≤ b⊕ c.
On somme alors les membres de l’ine´galite´ sur tous les e´le´ments c de Γ. Par
idempotence de ⊕, on obtient que le maximum des couˆts moyens sur tous les
cycles est majore´ par le maximum des couˆts moyens sur un ensemble plus petit
de cycles. ⊕
c∈Γ
q˜(c) ≤
⊕
ce∈Γ≤|Σ|
q˜(ce) (3.7)
Comme Γ≤|Σ| ⊆ Γ, l’ine´galite´ est aussi ve´rifie´e dans l’autre sens :⊕
ce∈Γ≤|Σ|
q˜(ce) ≤
⊕
c∈Γ
q˜(c) (3.8)
En combinant les deux ine´galite´s, on obtient l’e´galite´ souhaite´e. uunionsq
Montrons maintenant la proposition 3.
De´monstration.
En regroupant tous les cycles de meˆme longueur et contenant le meˆme nœud σ,
on obtient une partition de l’ensemble Γ≤|Σ|. Notons que n ≥ 1, et que l’e´tat σ
est accessible. Nous notons Cσn un tel ensemble.
Γ≤|Σ| =
⋃
n ≤ |Σ|
σ ∈ Σ
Cσn
Ainsi, l’e´galite´ du lemme 3.9 permet d’affirmer :⊕
c∈Γ≤|Σ|
q˜(c) =
⊕
c∈Γ≤|Σ|
|c|
√
q(c) =
⊕
n≤|Σ|
⊕
σ∈Σ
⊕
c∈Cσn
n
√
q(c)
=
⊕
n≤|Σ|
n
√⊕
σ∈Σ
⊕
c∈Cσn
q(c)
La dernie`re e´galite´ est obtenue par le caracte`re ⊕-mc de la racine n-ie`me (Pro-
prie´te´ (3.3) de la proposition 1).
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Si σ est un e´tat accessible, alors tous les e´tats des chemins de´butant par σ le
sont aussi. Notons R la restriction de la matrice M aux indices de ΣI (ensemble
des e´tats accessibles depuis I). Nous avons alors :
Rnσ,σ =
⊕
c∈Cσn
q(c)
⊕
c∈Γ
|c|
√
q(c) =
⊕
n≤|Σ|
n
√⊕
σ∈Σ
Rnσ,σ
=
⊕
n≤|Σ|
n
√
tr Rn
= ρ(T )
uunionsq
Comme nous souhaitons donner une caracte´risation du comportement asymp-
totique d’un programme, on aurait pu de´finir le couˆt long-run graˆce a` la de´finition
alternative suivante :
lrc(T ) = lim sup
n→∞
⊕
t∈JT Ktr
|t|=n
q˜(t)
Au lieu de de´finir le couˆt long-run par rapport aux cycles du programme, cette
de´finition conside`re les traces arbitrairement longues. Contrairement a` ρ(T ), la
de´finition lrc(T ) n’est pas calculable, meˆme lorsque l’ensemble des e´tats est fini.
Nous montrons ci-dessous que ces deux notions co¨ıncident pour une classe res-
treinte de dio¨ıdes de couˆts lorsque l’on conside`re un ensemble fini d’e´tats.
3.3.2.1 Quand les traces rejoignent les cycles
Le but de cette section est de faire le lien entre la de´finition 3.13 qui de´crit le
couˆt long-run comme le maximum des couˆts moyens des cycles et la de´nomination
de ce couˆt : couˆt « longue exe´cution », c.a`.d. un couˆt e´value´ sur les traces de plus
en plus grandes du programme (on fait tendre leur longueur vers plus l’infini).
Nous allons montrer, dans un cadre restreint, que ces deux notions co¨ıncident.
Plus pre´cise´ment, on suppose que l’ensemble des e´tats Σ est fini, et l’on se place
dans un dio¨ıde dont l’ensemble sous-jacent est R et dont la loi ⊗ est l’ope´rateur
arithme´tique + (la racine n-ie`me correspond de ce fait a` la division par n). Afin
d’e´tablir ce re´sultat, nous devons montrer que le couˆt de tout pre´fixe fini d’une
trace devient ne´gligeable quand cette trace devient arbitrairement longue. Nous
devons donc imposer l’hypothe`se suivante.
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Hypothe`se 1.
Toute transition δ qui n’est pas dans un cycle ve´rifie q(δ) 6= +∞.
L’hypothe`se 1 permet d’exclure le cas pathologique des matrices de transition
dont certains coefficients repre´senteraient des couˆts infinis. Remarquons que cette
hypothe`se n’exclut pas la pre´sence de couˆt infini dans les cycles. Cette proprie´te´
n’est pas ne´cessaire pour la de´monstration puisqu’une telle pre´sence est re´percute´e
sur la valeur de ρ.
The´ore`me 3.1.
Soit T = <Σ, I, Q,M> un programme quantitatif line´aire tel que :
– Σ est un ensemble fini d’e´tats,
– l’ensemble sous-jacent du dio¨ıde Q est R,
– la loi ⊗ du dio¨ıde Q est l’ope´rateur arithme´tique +.
Alors, sous l’hypothe`se 1, on a :
ρ(T ) = lim
n→∞
⊕
t∈JT Ktr
|t|=n
q˜(t)
De´monstration.
Soit JT Kntr le sous-ensemble des traces de longueur n appartenant a` la se´mantique
de trace de T . Nous montrons le the´ore`me en bornant la quantite´
⊕
t∈JT Kntr q˜(t).
Nous e´crivons la preuve en utilisant l’arithme´tique « usuelle » afin qu’elle soit
plus lisible et intuitive. La loi ⊗ est de´finie par l’ope´rateur +, de telle sorte que la
multiplication q⊗· · ·⊗q de n fois la meˆme valeur q produit n.q. La racine n-ie`me
correspond alors a` l’ope´rateur de division par n. La loi ⊕ et son ordre associe´ ≤
peut eˆtre interpre´te´ par max et ≤ ou par min et ≥.
Nous traitons d’abord le cas ou` la valeur > apparaˆıt dans les cycles (acces-
sibles) de la se´mantique de trace. Dans ce cas, il existe une longueur n0 telle que,
pour tout n plus grand que n0, il est possible de construire une trace de longueur
n qui inclut cette transition de couˆt infini. Le couˆt global et moyen de cette trace
sont aussi e´gaux a` >, et il en est alors de meˆme pour ρ(T ). L’e´galite´ souhaite´e
est alors trivialement ve´rifie´e.
Plac¸ons-nous maintenant dans le cas ou` > n’apparaˆıt pas dans l’ensemble des
transitions accessibles de la se´mantique. On s’inte´resse a` la quantite´
⊕
t∈JT Kntr
q(t)
|t| .
Notons N la longueur de la plus grande trace de JT Ktr qui ne contient pas de
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cycle 2. Toute trace t de taille n > N peut eˆtre de´compose´e sous la forme suivante :
t = p1.c1 . . . ck−1.pk ou`

ci est un cycle
r =
∑
i |pi| ≤ N
p1. . . . .pk est acyclique
Pour simplifier les notations, nous traitons le cas ou` k = 1, le cas ge´ne´ral e´tant
traite´ de la meˆme fac¸on. La trace t peut ainsi eˆtre e´crite
t = p.c.s ou`

c est un cycle
r = |p|+ |s| ≤ N
p.s est acyclique
On cherche a` majorer le couˆt q(t). Pour ce faire, on va conside´rer q− (resp. q+)
le couˆt minimum (resp. maximum) des transitions accessibles de T . L’existence
de ces extrema est assure´ par le fait que l’ensemble Σ est fini. Notons que par
de´finition des transitions q− 6= ⊥ et, par hypothe`se, q+ 6= >. Graˆce a` la proposi-
tion 3, on sait que le couˆt moyen de tout cycle de T est majore´ par ρ(T ), le couˆt
long-run de T . On a alors
q(t) = (q(p) + q(s)) + q(c) ≤ r.q+ + (n− r).ρ(T ) (3.9)
Par de´finition, r et n− r sont des entiers positifs. On a donc
q(t) = (q(p) + q(s)) + q(c) ≤ N.|q+|+ (n− A).ρ(T ) (3.10)
ou` la valeur de A est donne´e par N ou −N en fonction du signe de ρ(T ). En
sommant (3.10) pour tout t de taille n, on obtient⊕
t∈JT Kntr
q(t) ≤ N.|q+|+ (n− A).ρ(T ) (3.11)
Cherchons maintenant une borne infe´rieure.
Puisque l’on se restreint a` l’ensemble des e´tats accessibles, on remarque que
pour tout n, il existe une trace dans JT Kntr telle que tout cycle de cette trace
est critique c.a`.d. de couˆt moyen e´gal a` ρ(T ). Conside´rons tmax l’une des traces
ve´rifiant cette proprie´te´. Comme pre´ce´demment, on e´crit tmax sous la forme tmax =
p.c.s (le cas ge´ne´ral se traitant de la meˆme fac¸on), ou` p et s sont des chemins
acycliques et c est seulement compose´ de cycles critiques. On a alors
q(tmax) ≤
⊕
t∈JT Kntr
q(t) (3.12)
2. Il convient de noter que N est bien de´fini car nous avons suppose´ que l’ensemble des e´tats
Σ est fini.
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Cette ine´galite´ est trivialement ve´rifie´e puisque tmax ∈ JT Kntr et ⊕ est idempotente.
Minorons maintenant le couˆt de cette trace.
q(tmax) = (q(p) + q(s)) + q(c)
q(tmax) ≥ N.|q−|+ (n− A).ρ(T ) (3.13)
Cette ine´galite´ est une conse´quence du fait que r.q− minore q(p.s), et que (n −
r).ρ(T ) est le couˆt exact du chemin c. En combinant les ine´galite´s (3.12) et (3.13),
on obtient que :
N.|q−|+ (n− A).ρ(T ) ≤
⊕
t∈JT Kntr
q(t) (3.14)
On a ainsi prouve´ que :
N.|q−|+ (n− A).ρ(T ) ≤
⊕
t∈JT Kntr
q(t) ≤ N.|q+|+ (n− A).ρ(T )
En divisant chaque membre de cette ine´galite´ par n, on obtient
F (n) =
N.|q−|
n
+
n− A
n
.ρ(T ) ≤
⊕
t∈JT Kntr
q(t)
n
≤ N.|q+|
n
+
n− A
n
.ρ(T ) = G(n)
Finalement, comme an ⊕ bn = a⊕ bn , on obtient :
F (n) ≤
⊕
t∈JT Kntr
q(t)
n
≤ G(n) (3.15)
E´tudions maintenant le comportement asymptotique de (3.15).
lim
n→∞
F (n) = lim
n→∞
G(n) = ρ(T )
Ceci implique :
lim
n→∞
⊕
t∈JT Kntr
q(t)
n
= ρ(T )
c.a`.d. en utilisant les termes propres aux dio¨ıdes
lim
n→∞
⊕
t∈JT Kntr
n
√
q(t) = ρ(T )
ce qui permet de conclure la preuve. uunionsq
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Tous les dio¨ıdes ne ve´rifient pas toujours l’e´galite´ du the´ore`me 3.1. On peut
citer, par exemple, le dio¨ıde (P(S),∩,∪) qui peut eˆtre utilise´ pour analyser
si certaines portions de code sont suˆres d’eˆtre exe´cute´es. Le diagramme de la
figure 3.4 repre´sente un programme T dont le couˆt long-run ρ(T ) ne co¨ın-
cide pas avec le couˆt asymptotique de T . En effet, dans cet exemple, on a
ρ(T ) = {a} ⊕ {b} = {a} ∩ {b} = ∅, alors que toute trace suffisamment grande
contient a, ce qui implique que leur somme (c.a`.d. leur intersection) contient ce
couˆt (le nœud marque´ en noir est l’e´tat initial du graphe).
{a}
{a}
{ }
{b}
Figure 3.4 – Programme T constituant un contre-exemple au the´ore`me 3.1 dans
le dio¨ıde (P(S),∩,∪)
3.4 Abstraire un programme a` couˆts
La matrice de transition repre´sentant un programme est, de manie`re ge´ne´-
rale, de dimension infinie. Ainsi, sa trace ne peut eˆtre calcule´e en temps fini.
Le couˆt long-run n’est donc pas calculable. Pour re´soudre ce proble`me, nous de´-
finissons une matrice abstraite qui sera utilise´e pour obtenir un couˆt approche´
du couˆt long-run. Dans cette section, nous pre´sentons ce cadre d’abstraction li-
ne´aire. Il correspond a` une reformulation la the´orie de l’interpre´tation abstraite
du Chapitre 2 en termes d’ope´rateurs line´aires agissant sur des modulo¨ıdes. Nous
montrons aussi comment ce cadre nous permet de de´finir une sur-approximation
correcte du couˆt long-run.
3.4.1 Connexions de Galois dans les modulo¨ıdes
Nous avons vu dans le Chapitre 2 que les connexions de Galois e´taient un
outil essentiel pour exprimer la correction des analyses. Dans le cadre des dio¨ıdes
idempotents, la notion de connexion de Galois est ge´ne´ralement nomme´e the´orie
de la re´siduation.
Proposition 4 (Re´siduation [BCOQ92]).
Soient E(⊕1,⊗1) et F (⊕2,⊗2) deux dio¨ıdes idempotents complets et f : E → F
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une fonction monotone.
Nous appelons sous-solution de l’e´quation f(x) = b un e´le´ment y tel que f(y) ≤2
b. Les propositions suivantes sont e´quivalentes :
(Res1) Pour tout e´le´ment b ∈ F , l’e´quation f(x) = b admet une plus grande
sous-solution.
(Res2) La fonction f est un ⊕-morphisme complet strict :
f est ⊕ -mc et f(⊥E) = ⊥F
(Res3) Il existe une fonction f † : F → E monotone et ∧-mc telle que 3 :
f ◦ f † ≤2 IdF
f † ◦ f ≥1 IdE
Par conse´quence, f † est unique. Lorsque f satisfait l’une de ces proprie´te´s, elle
est dite re´sidue´e, et f † est appele´e sa re´sidue´e.
Le terme re´siduation est fre´quent en the´orie des Syste`mes a` E´ve´nements Dis-
crets (SED), the´orie ou` sont e´tudie´s les proprie´te´s des alge`bres « Max Plus ». Ce-
pendant, il ne faut pas s’y tromper : la the´orie de la re´siduation de la the´orie SED
correspond a` la notion de connexion de Galois en the´orie de l’ordre [EKMS92]. La
diffe´rence de vocabulaire provient de la diffe´rence de point de vue entre ces deux
the´ories : en the´orie SED l’e´le´ment de base est le couple (⊕,⊗) et l’ordre n’est
qu’une proprie´te´ induite par la loi ⊕ alors que la the´orie de l’ordre, comme son
nom l’indique, a comme point de de´part un ordre ≤. Au final, la Proposition 4
n’est rien d’autre qu’une re´e´criture du the´ore`me 2.7 pour une instance particu-
lie`re de treillis complet (structure induite par la structure de dio¨ıde idempotent
complet). La proprie´te´ (Res1) correspond a` la proprie´te´ (Gal5) du the´ore`me 2.7.
La proprie´te´ (Res2) correspond quant a` elle a` la proprie´te´ (Gal4) de ce meˆme
the´ore`me 2.7. Enfin, la proprie´te´ (Res3) correspond a` la proprie´te´ (Gal2) du
the´ore`me 2.6.
Remarque 3.3.
La proposition 4 peut eˆtre exprime´e sous une forme moins restrictive en pre-
nant comme hypothe`se des ordres partiels complets quelconques [GM01]. De ce
fait, nous pourrons utiliser cette proposition dans le cadre particulier de la struc-
ture de modulo¨ıde issue d’un dio¨ıde de couˆts. Autrement dit, pour un dio¨ıde de
couˆts Q(⊕,⊗) donne´, pour tout couple d’ensembles (Σ,Σ]), pour toute fonction
f : Q(Σ) → Q(Σ]) de´finie sur les Q-modulo¨ıdes Q(Σ) et Q(Σ]), les proprie´te´s
(Res1), (Res2) et (Res3) sont ve´rifie´es.
3. Rappelons que le cadre de dio¨ıde idempotent complet assure l’existence d’un ope´rateur
d’intersection ∧ (Remarque 3.2).
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3.4.2 Rele`vement des abstractions
Dans cette section, nous montrons comment exprimer les notions d’abstraction
et de concre´tisation dans le cadre des modulo¨ıdes. Par la suite, Σ de´signera un
ensemble d’e´tats concrets et Σ] un ensemble d’e´tats abstraits . On appellera alors
fonction d’abstraction, toute fonction α : Σ→ Σ] de´finie de l’ensemble des e´tats
concrets dans l’ensemble des e´tats abstraits. Nous insistons sur le fait que l’on
ne suppose ici aucune proprie´te´ particulie`re sur les ensembles Σ et Σ] et sur les
fonctions d’abstraction.
La de´finition suivante montre comment toute fonction d’abstraction α peut
eˆtre releve´e en un ope´rateur line´aire α↑ ∈MΣ]×Σ(Q).
De´finition 3.14 (Rele`vement line´aire).
Soit Q(⊕,⊗) un dio¨ıde de couˆts et soient Σ et Σ] deux ensembles et α : Σ→ Σ].
On appelle rele`vement line´aire de la fonction α, la fonction α↑ ∈ MΣ]×Σ(Q)
suivante :
α↑
σ],σ
=
{
e si α(σ) = σ]
⊥ sinon
(on rappelle que e de´signe l’e´le´ment neutre de la loi ⊗)
En figure 3.5, nous illustrons la de´finition du rele`vement sur un petit exemple
pour lequel Σ et Σ] sont finis.

α(σ1) = σ
]
3
α(σ2) = σ
]
1
α(σ3) = σ
]
3
α(σ4) = σ
]
2
α(σ5) = σ
]
2
α↑ =
 ⊥ e ⊥ ⊥ ⊥⊥ ⊥ ⊥ e e
e ⊥ e ⊥ ⊥

Figure 3.5 – Une abstraction α entre Σ = {σ1, σ2, σ3, σ4, σ5} et Σ] =
{σ ]1 , σ ]2 , σ ]3 } et son rele`vement line´aire α↑
Dans ce qui suit, on notera de manie`re indiffe´rencie´e ≤ l’ordre de´fini sur
MΣ×Σ(Q) et celui de´fini sur MΣ]×Σ](Q). Rappelons que ces ordres sont obtenus
par extension point a` point de l’ordre de´fini sur Q. Il est important de noter que
nous ne supposons pas de structure d’ordre sur l’ensemble des e´tats concrets Σ
ni sur l’ensemble des e´tats abstraits Σ].
The´ore`me 3.2.
Soient Σ et Σ] les domaines concrets et abstraits d’e´tats et α : Σ → Σ]. Soit
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α↑ ∈MΣ]×Σ(Q) la fonction line´aire obtenue par rele`vement de la fonction α.
Alors, il existe une unique fonction monotone γ↑ telle que :
α↑ ◦ γ↑ ≤ IdΣ]
γ↑ ◦ α↑ ≥ IdΣ
ou` IdΣ (resp. IdΣ]) de´signe la matrice identite´ de MΣ×Σ(Q) (resp. MΣ]×Σ](Q)).
De´monstration.
Le dio¨ıde Q e´tant complet, les ordres de´finis sur les modulo¨ıdes Q(Σ) et sur Q(Σ])
par extension de l’ordre de´fini sur Q, sont complets. D’autre part, la fonction
d’abstraction e´tant line´aire les hypothe`ses (Res2) de la Proposition 4 (version
modulo¨ıde) sont trivialement ve´rifie´es. Le re´sultat souhaite´ est donc de´montre´ en
prenant γ↑ = (α↑)†.
uunionsq
Si l’on suppose α surjective 4, la matrice α↑ est particulie`rement simple : elle
posse`de un unique e´le´ment diffe´rent de ⊥ par colonne et au moins un e´le´ment e
par ligne. De ce fait, la matrice γ↑ est tout simplement la transpose´e de la matrice
α↑.
3.4.3 Se´mantique abstraite induite
Soit T = <Σ, I, Q,M> un programme line´aire. Nous souhaitons de´finir un
syste`me de transition abstrait sur le domaine abstrait Σ] qui soit « compatible »
avec T , du point de vue de ses traces ainsi que des couˆts que nous serons amene´s a`
calculer. La de´finition suivante d’une abstraction correcte permet d’assurer que le
couˆt long-run sera correctement sur-approche´ durant le processus d’abstraction.
De´finition 3.15 (Abstraction line´aire correcte).
Soit T = <Σ, I, Q,M> un programme quantitatif line´aire.
Soit T ] = <Σ], I], Q,M ]> un programme quantitatif line´aire sur le domaine abs-
trait Σ] et soit α une abstraction de Σ dans Σ].
Le triplet (T, T ], α) est une abstraction line´aire correcte si :
α↑ ◦M ≤M ] ◦ α↑
et {α(σ) | σ ∈ I} ⊆ I]
Le cadre classique de l’interpre´tation abstraite permet de de´finir la notion de
meilleure abstraction correcte pour une se´mantique concre`te donne´e. De la meˆme
manie`re, partant d’une fonction d’abstraction α et d’une se´mantique concre`te
line´aire, nous pouvons de´finir une notion de meilleure se´mantique abstraite, cor-
recte par construction. La proposition suivante de´taille ce re´sultat.
4. Si α n’est pas surjective, il suffit de conside´rer sa restriction sur son image.
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Proposition 5 (Meilleure abstraction line´aire).
Soit T = <Σ, I, Q,M> un programme quantitatif line´aire.
Soit T ] = <Σ], I], Q,M ]> un programme quantitatif line´aire tel que :
M ] = α↑ ◦M ◦ γ↑ et I] = {α(σ) | σ ∈ I}
Alors (T, T ], α) est une abstraction line´aire correcte.
De plus, si T et α sont donne´s, T ] fournit la meilleure abstraction : si le triplet
(T,<Σ′, I ′, Q,M ′>,α) est une autre abstraction, alors
M ] ≤M ′ et I] ⊆ I ′
De´monstration. La preuve est une conse´quence directe des ine´galite´s Id ≤ γ↑ ◦α↑
et α↑ ◦ γ↑ ≤ Id re´sultantes de la de´finition de γ↑ par γ↑ = (α↑)†. uunionsq
Ce meilleur choix M ] permet de re´e´crire l’ine´galite´ de la de´finition 3.15 en
une e´galite´. Cette proprie´te´ est souvent repre´sente´e par le diagramme commutatif
suivant.
Q(Σ)
α↑−−−→ Q(Σ])yM yM]
Q(Σ)
α↑−−−→ Q(Σ])
Maintenant que le cadre d’abstraction line´aire est de´crit, nous montrons que
ce cadre permet de de´finir une sur-approximation du couˆt long-run.
3.4.4 Analyse de couˆt long-run
La notion de couˆt long-run est pre´serve´e par abstraction line´aire. Plus pre´ci-
se´ment, le the´ore`me suivant e´nonce qu’une abstraction line´aire correcte produit
une sur-approximation du couˆt concret long-run.
The´ore`me 3.3 (Correction).
Soit (T, T ], α) une abstraction line´aire correcte. Alors :
ρ(T ) ≤ ρ(T ])
Afin d’ame´liorer la lisibilite´ de la preuve de ce the´ore`me, on la de´compose en
les lemmes 3.10 et 3.11. D’autre part, pour ne pas alourdir les notations, on se
permettra dans la de´monstration de ces lemmes l’abus de notation consistant a`
noter α pour de´signer son rele`vement line´aire α↑.
Le lemme suivant de´montre que pour tout couple (M,M ]) de´finissant une
abstraction line´aire correcte, les matrices ite´re´es de M et M ] ve´rifient l’ine´galite´
de correction. Ainsi, un grand nombre de proprie´te´s ve´rifie´es pour (M,M ]) le
seront aussi pour (Mn, (M ])n), n ≥ 1.
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Lemme 3.10.
Soit (T, T ], α) une abstraction line´aire correcte. Alors :
∀n ≥ 1, α↑ ◦Mn ≤ (M ])n ◦ α↑
De´monstration.
Par re´currence sur n. Par de´finition d’abstraction line´aire correcte, le cas n = 1
est ve´rifie´. Supposons maintenant que α ◦ Mn ≤ (M ])n ◦ α. Les lois ⊕ et ⊗
respectant l’ordre (lemme 3.1), on a :
(α ◦Mn) ◦M ≤ ((M ])n ◦ α) ◦M
On a alors
α ◦Mn+1 = α ◦ (Mn ◦M) ≤ (M ])n ◦ (α ◦M) (associativite´ de ◦)
≤ (M ])n ◦ (M ] ◦ α) (d’apre`s le cas n = 1)
≤ (M ])n+1 ◦ α (associativite´ de ◦)
La proprie´te´ est donc ve´rifie´e dans le cas n + 1 et par le principe de re´currence,
pour tout n ≥ 1. uunionsq
Lemme 3.11.
Soit (T, T ], α) une abstraction line´aire correcte. On a alors :
∀σ0, σ1 ∈ Σ, ∀σ]0, σ]1 ∈ Σ], α(σ0) = σ
]
0
α(σ1) = σ
]
1
}
⇒ Mσ0,σ1 ≤ (M ])σ]0,σ]1 (3.16)
D’autre part, on a :
∀n ≥ 1,
⊕
σ0 ∈ Σ
σ1 ∈ Σ
Mnσ0,σ1 ≤
⊕
σ]0 ∈ Σ]
σ]1 ∈ Σ]
(M ])n
σ]0,σ
]
1
(3.17)
Ainsi que :
∀n ≥ 1,
⊕
σ∈Σ
Mnσ,σ ≤
⊕
σ]∈Σ]
(M ])nσ],σ] (3.18)
La de´monstration de ce lemme n’a pas d’inte´reˆt the´orique majeur. Elle est
relativement longue et re´pe´titive. Afin d’ae´rer notre pre´sentation, nous pre´fe´rons
placer cette de´monstration en Annexe A.
Prouvons maintenant le the´ore`me 3.3.
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De´monstration.
L’ine´galite´ 3.18 du lemme 3.11 nous assure que :⊕
σ∈Σ
Mnσ,σ ≤
⊕
σ]∈Σ]
(M ])nσ],σ]
On en de´duit, par de´finition de l’ope´rateur trace, que :
trMn ≤ tr(M ])n
D’apre`s la proposition 1, la racine n-ie`me est un ⊕-morphisme. De ce fait, cet
ope´rateur pre´serve l’ordre [BCOQ92] et l’on a donc :
n
√
trMn ≤ n
√
tr(M ])n
En sommant cette dernie`re ine´galite´ pour tout n de 1 a` |Σ|, on obtient :
|Σ|⊕
n=1
n
√
trMn ≤
|Σ|⊕
n=1
n
√
tr(M ])n
et ainsi ρ(M) ≤ ρ(M ]). uunionsq
Les propositions pre´ce´dentes traitent de notre se´mantique du point de vue
matriciel. Peut-on exprimer des proprie´te´s e´quivalentes pour notre se´mantique de
traces initiale et relier ces deux points de vue ? La proposition suivante stipule
que la de´finition alternative du couˆt long-run (a` l’aide des traces dont la longueur
tend vers l’infini) est aussi pre´serve´e par abstraction.
Proposition 6.
Soit (T, T ], α) une abstraction correcte. Alors :
lim sup
n→∞
⊕
t∈JT Ktr
|t|=n
q˜(t) ≤ lim sup
n→∞
⊕
t]∈JT ]Ktr
|t]|=n
q˜](t])
De´monstration.
Soit σ0 ∈ I. Notons σ]0 = α(σ0). Comme α(I) ⊆ I], on a σ]0 ∈ I]. Soit n ≥ 1.
D’apre`s l’ine´galite´ 3.16, on a, ∀σ1 ∈ Σ et σ]1 = α(σ1) :
Mnσ0,σ1 ≤ (M ])nσ]0,σ]1
On somme alors chaque membre de cette ine´galite´ sur l’ensemble G =
{(σ0, σ1, σ]0, σ]1) | σ0 ∈ I, σ]0 = α(σ0), σ]1 = α(σ1)} :⊕
(σ0,σ1,σ
]
0,σ
]
1)∈G
Mnσ0,σ1 ≤
⊕
(σ0,σ1,σ
]
0,σ
]
1)∈G
(M ])n
σ]0,σ
]
1
= ≤⊕
(σ0,σ1)∈I×Σ
Mnσ0,σ1
⊕
(σ]0,σ
]
1)∈I]×Σ]
(M ])n
σ]0,σ
]
1
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Les matrices ite´re´es Mn et (M ])n contiennent les couˆts des chemins de longueur
n. Ainsi, cette dernie`re ine´galite´ est e´quivalente a` :⊕
t ∈ JT Ktr
|t| = n
q(t) ≤
⊕
t] ∈ JT ]Ktr
|t]| = n
q](t])
Enfin, la racine n-ie`me e´tant ⊕-mc, on obtient :⊕
t ∈ JT Ktr
|t| = n
n
√
q(t) ≤
⊕
t] ∈ JT ]Ktr
|t]| = n
n
√
q](t])
Cette ine´galite´ e´tant ve´rifie´e pour tout n ≥ 1, la proposition est prouve´e par
passage a` la limite supe´rieure. uunionsq
Nous avons pre´sente´ dans cette section un cadre d’approximation qui permet
le calcul d’une sur-approximation du couˆt long-run. Ce cadre tire parti de la pos-
sibilite´ d’exprimer la se´mantique des programmes et de la fonction d’abstraction
sous forme de matrices. Ceci est re´alise´ par l’utilisation du rele`vement line´aire.
Dans la section suivante, nous e´tudions les limites de ce rele`vement.
3.5 Inte´gration des abstractions classiques dans
le mode`le line´aire
Dans la Section 3.4.2, nous avons pre´sente´ une me´thode de rele`vement line´aire.
Ce rele`vement est base´ sur l’utilisation d’un dio¨ıde de couˆts Q(⊕,⊗). Plus pre´ci-
se´ment, cette me´thode permet de relever toute fonction d’abstraction α : Σ→ Σ]
en une matrice α↑ ∈ MΣ]×Σ(Q) a` coefficients dans {⊥, e}. La fonction α↑ est
alors une fonction line´aire entre les Q-modulo¨ıdes Σ↑ et (Σ])↑. Il est important
de noter que les ensembles initiaux Σ et Σ] ne sont pas suppose´s munis d’une
structure d’ordre. Les ensembles releve´s, eux, sont naturellement ordonne´s par
l’ordre induit par la loi ⊕.
Cette me´thode de rele`vement est bien adapte´e aux abstractions α assez simples
qui consistent essentiellement a` fusionner des e´tats sans tenir compte de la struc-
ture des ensembles Σ et Σ]. Toutefois, si nous souhaitons be´ne´ficier pleinement
des abstractions plus inte´ressantes telles que celles issues de connexions de Galois,
nous devons de´finir une me´thode de rele`vement plus fine. Nous nous inte´ressons,
dans cette section, a` de´finir ce nouveau rele`vement. Nous commenc¸ons par expli-
citer les inconve´nients provoque´s par l’utilisation du rele`vement line´aire de´fini en
Section 3.4.2.
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3.5.1 Critique du rele`vement line´aire
Le rele`vement line´aire agit comme suit : un e´tat σ de Σ est releve´ en un
vecteur de la forme (⊥, . . . ,⊥, e,⊥, . . . ,⊥)T ou` e apparaˆıt a` la σ-ie`me position
(on rappelle que Σ est de´nombrable). L’ensemble des e´tats concrets Σ est ainsi
repre´sente´ en utilisant le Q-modulo¨ıde Σ↑ = ({⊥, e}|Σ|,⊕,⊗). L’inconve´nient le
plus e´vident de cette me´thode est qu’elle peut cre´er des matrices de dimension
tre`s importante.
Essayons maintenant d’utiliser cette me´thode dans le cas ou` Σ est un treillis.
Un autre inconve´nient lie´ a` cette me´thode de rele`vement apparaˆıt alors : la struc-
ture ordonne´e de Σ n’est pas transporte´e. Ou, en termes mathe´matiques, cette
me´thode de rele`vement n’est pas un morphisme d’ordre. Ceci est d’autant plus
regrettable que l’ensemble Σ↑ posse`de naturellement une structure d’ordre induite
par la loi ⊕, et ceci que quel soit l’ensemble Σ.
Nous illustrons ces deux inconve´nients en figure 3.6 sur l’exemple simple
du treillis de parties a` trois e´le´ments P({1, 2, 3}). On remarque, tout d’abord,
{}↑ = (e,⊥,⊥,⊥,⊥,⊥,⊥,⊥)T {1, 2}↑ = (⊥,⊥,⊥,⊥, e,⊥,⊥,⊥)T
{1}↑ = (⊥, e,⊥,⊥,⊥,⊥,⊥,⊥)T {1, 3}↑ = (⊥,⊥,⊥,⊥,⊥, e,⊥,⊥)T
{2}↑ = (⊥,⊥, e,⊥,⊥,⊥,⊥,⊥)T {2, 3}↑ = (⊥,⊥,⊥,⊥,⊥,⊥, e,⊥)T
{3}↑ = (⊥,⊥,⊥, e,⊥,⊥,⊥,⊥)T {1, 2, 3}↑ = (⊥,⊥,⊥,⊥,⊥,⊥,⊥, e)T
Figure 3.6 – Rele`vement line´aire P({1, 2, 3})↑ du treillis de parties a` trois e´le´-
ments
que le codage de la figure 3.6 ne respecte pas l’ordre initial. Par exemple,
l’ensemble vide est le plus petit ensemble du treillis mais son rele`vement n’est
pas plus petit que le rele`vement des autres e´le´ments (il est meˆme non comparable
a` ces e´le´ments). D’autre part, ce codage est de grande dimension. Vu que
le treillis P({1, 2, 3}) posse`de huit e´le´ments, son rele`vement P({1, 2, 3})↑ est
de dimension huit. Ceci ne semble pas raisonnable. On peut, par exemple,
faire descendre cette dimension a` six en prenant (⊥,⊥,⊥,⊥,⊥,⊥)T comme
rele`vement de l’ensemble vide et (e, e, e, e, e, e)T comme rele`vement de {1, 2, 3}.
Cette premie`re tentative est aussi un premier pas vers le respect de l’ordre initial.
Il apparaˆıt donc que le rele`vement line´aire n’est pas adapte´ au traitement de
structures ordonne´es et a fortiori au traitement de fonctions de´finies sur de telles
structures. Il s’agit maintenant de proposer un rele`vement qui apporte des solu-
tions aux inconve´nients pre´sente´s pre´ce´demment. Formellement, un tel rele`vement
doit satisfaire aux exigences de la de´finition suivante.
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De´finition 3.16 (Rele`vement parfait).
Soient L(≤) un ensemble ordonne´ et Q(⊕,⊗) un dio¨ıde de couˆts.
On appelle rele`vement parfait de L, et on note L, un rele`vement qui satisfait aux
exigences suivantes :
(Exig1) L est un Q-modulo¨ıde,
(Exig2) le rele`vement respecte l’ordre initial :
∀σ1, σ2 ∈ L, σ1 ≤ σ2 ⇒ σ1 ≤ σ2
(Exig3) le codage est de dimension « raisonnable ».
Soit maintenant α : L1 → L2 une fonction d’abstraction.
On appelle rele`vement parfait de L1 −−−→←−−−α
γ
L2, un rele`vement qui satisfait aux
exigences suivantes :
(Exig4) L1 et L2 sont des rele`vements parfaits de L1 et L2,
(Exig5) ∀X ∈ L1, α(X) = α(X),
(Exig6) α : L1 → L2 est une fonction ⊕-mc.
Les exigences (Exig5) et (Exig6) sont des exigences de pre´servation : l’exi-
gence (Exig5) stipule que la signification de la fonction α est pre´serve´e par
rele`vement tandis que l’exigence (Exig6) e´nonce la pre´servation de la loi ⊕ par
la fonction releve´e α.
3.5.2 Rele`vement parfait des connexions de Galois
L’interpre´tation abstraite conside`re souvent des connexions de Galois de la
forme P(E) −−→←−−α
γ
L ou` P(E) est l’ensemble des parties 5 d’un certain ensemble
E repre´sentant le domaine se´mantique concret et L est un treillis complet repre´-
sentant le domaine abstrait. Nous noterons dans toute cette section Q(⊕,⊗) un
dio¨ıde de couˆts qui nous permettra de coder des vecteurs a` l’aide de ses e´le´ments
⊥ et e.
Avant de pre´senter notre me´thode dans le cas ge´ne´ral, nous commenc¸ons par
le cas ou` L est un treillis de parties, dont la structure est naturellement adapte´e
a` un rele`vement de taille re´duite et au transport de la proprie´te´ d’ordre.
3.5.2.1 Rele`vement parfait dans le cas des parties d’ensemble
Avant de relever la fonction d’abstraction α, on s’inte´resse au rele`vement de
la structure des parties.
5. L’ensemble des parties d’un ensemble est naturellement muni d’une structure de treillis
complet nomme´ treillis boole´en [DP90].
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Rele`vement parfait de P(E).
Reprenons l’exemple pre´ce´dent du treillis P({1, 2, 3}). Tout e´le´ment X de
P({1, 2, 3}) peut se coder a` l’aide d’un vecteur v a` trois coefficients. Chaque
coefficient vi de v permet d’indiquer si l’e´le´ment i est pre´sent ou non dans X.
Plus pre´cise´ment, si i est dans X, nous prendrons vi = e et si i n’est pas dans X,
nous prendrons vi = ⊥. La figure 3.7 re´sume ce codage.
∅
 ⊥⊥
⊥

{1}
 e⊥
⊥
 {2}
 ⊥e
⊥
 {3}
 ⊥⊥
e

{1, 2}
 ee
⊥
 {1, 3}
 e⊥
e
 {2, 3}
 ⊥e
e

{1, 2, 3}
 ee
e

Figure 3.7 – Treillis de parties P({1, 2, 3}) et son rele`vement parfait
Ce rele`vement, tre`s naturel, satisfait trivialement aux exigences (Exig1)
et (Exig3). D’autre part, on remarque que si le vecteur v code l’ensemble X
et w code l’ensemble Y , alors le vecteur v ⊕ w code l’ensemble X ∪ Y . Autre-
ment dit, l’ope´rateur ⊕ est la traduction en terme de modulo¨ıde de l’ope´rateur
ensembliste ∪. De ce fait, ce codage pre´serve l’ordre initial du treillis et satisfait
donc a` l’exigence (Exig2). On de´finit donc ainsi un rele`vement parfait.
Nous pouvons facilement ge´ne´raliser cette me´thode pour un treillis de parties
P(E) quelconque. Il suffit pour cela de coder les e´le´ments de E (en utilisant le
rele`vement line´aire) et de de´duire le codage des e´le´ments de P(E) en utilisant le
fait que les lois ⊕ et ∪ co¨ıncident. Formellement, P(E) est de´fini par :
∀e ∈ E, e = e↑
∀X ∈ P(E), X = ⊕ { e | e ∈ X }
l
(X = ∪ { e | e ∈ X })
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Nous insistons sur la correspondance des lois ⊕ et ∪. Ceci se traduit par l’e´galite´ :
∀r ≥ 1,
r⋃
i=1
Xi =
r⊕
i=1
Xi (3.19)
ou`, pour tout i ∈ [1, r], Xi est un e´le´ment de P(E). Par facilite´ d’e´criture, cette
e´galite´ est pre´sente´e dans le cas fini. Notons toutefois qu’elle est aussi ve´rifie´e
pour une union quelconque.
Rele`vement parfait d’une connexion de Galois de P(E) dans P(F ).
On conside`re une connexion de Galois P(E) −−→←−−α
γ P(F ), ou` E et F sont des
ensembles quelconques. Par le rele`vement pre´ce´dent, les treillis de parties sont
releve´s en deux Q-modulo¨ıdes P(E) et P(F ). De´finissons alors α a` l’aide de
l’exigence (Exig5) :
∀X ∈ P(E), α(X) = α(X)
Afin de satisfaire a` l’exigence (Exig6), il faut montrer que α est une fonction
⊕-mc. Ceci se de´montre a` l’aide de la correspondance entre les lois ⊕ et ∪, ainsi
que du caracte`re ∪-mc de α. De´montrons 6 que :
∀r ≥ 1, α(
r⊕
i=1
Xi ) =
r⊕
i=1
α(Xi)
On a :
α (
⊕r
i=1 Xi )
= α ( ∪ri=1 Xi ) par l’e´galite´ (3.19)
= α ( ∪ri=1 Xi ) par de´finition de α
= ∪ri=1 α(Xi) car α est ∪-mc
=
⊕r
i=1 α(Xi) par l’e´galite´ (3.19)
=
⊕r
i=1 α(Xi) par de´finition de α
Nous avons de´montre´ que α est ⊕-mc. Cette fonction α est donc un rele`vement
parfait de α et le cas des connexions de Galois sur des treillis de parties est re´gle´.
Inte´ressons-nous maintenant au cas ge´ne´ral.
6. Par facilite´ d’e´criture, nous traitons ici le cas fini. La de´monstration est la meˆme dans le
cas d’une somme quelconque.
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3.5.2.2 Rele`vement parfait dans le cas ge´ne´ral
En ge´ne´ral, L est un treillis complet qui n’est pas force´ment un treillis de
parties et le rele`vement est alors moins direct. Cependant, on peut souvent se
ramener au cas pre´ce´dent. En effet, meˆme si un treillis quelconque n’est ge´ne´rale-
ment pas un treillis de parties, on peut cependant le voir comme un sous-treillis
de parties. La proposition suivante e´nonce ce re´sultat [DP90].
Proposition 7.
Soit L un treillis. Si L est fini, on a :
L est distributif.
⇔ L est isomorphe a` un treillis d’ensembles.
⇔ L est isomorphe a` un sous-treillis de parties.
Ce re´sultat est connu sous le nom de the´ore`me de repre´sentation des treillis
distributifs finis et est duˆ a` Birkhoff. Il peut eˆtre e´tendu au cas quelconque en
supposant le treillis alge´brique. Cette proprie´te´ permet de passer d’un ensemble
dirige´ a` un e´le´ment de cet ensemble et est donc, d’une certaine manie`re, une
proprie´te´ de finitude (pour plus de de´tails nous renvoyons le lecteur a` [DP90]).
Proposition 8.
Soit L un treillis. Si L est alge´brique, on a :
L est distributif infini.
⇔ L est isomorphe a` un treillis d’ensembles.
⇔ L est isomorphe a` un sous-treillis de parties.
Notons que la proprie´te´ de distributivite´ infinie e´tend la proprie´te´ de distri-
butivite´ a` des ensembles d’e´le´ments quelconques (e´ventuellement infinis).
Dans tout ce qui suit, on supposera que le treillis L ve´rifie les hypothe`ses d’une
de ces deux propositions. La de´finition 3.17 introduit une notation permettant de
se re´fe´rer au treillis de parties mentionne´ dans les deux propositions diffe´rentes.
De´finition 3.17.
Soit L un treillis satisfaisant l’une des hypothe`ses de la proposition 7 ou de la
proposition 8. Alors L est isomorphe a` un sous-treillis de parties.
Ce treillis de parties sera note´ B(L).
On peut alors appliquer la manie`re de coder pre´ce´dente a` B(L) et a fortiori a`
L. Illustrons cette me´thode par l’exemple du treillis des intervalles sur {1, 2, 3}.
On note L ce treillis. Le plus grand treillis de parties qui contient L est le treillis
de parties de l’ensemble {1, 2, 3} que nous avons e´tudie´ pre´ce´demment. Le codage
de L se de´duit donc de celui de P({1, 2, 3}). La figure 3.8 re´sume cette situation.
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∅
 ⊥⊥
⊥

[1]
 e⊥
⊥
 [2]
 ⊥e
⊥
 [3]
 ⊥⊥
e

[1, 2]
 ee
⊥
 [2, 3]
 ⊥e
e

[1, 3]
 ee
e

(a) Le treillis L des intervalles sur {1, 2, 3}
∅
 ⊥⊥
⊥

{1}
 e⊥
⊥
 {2}
 ⊥e
⊥
 {3}
 ⊥⊥
e

{1, 2}
 ee
⊥
 {1, 3}
 e⊥
e
 {2, 3}
 ⊥e
e

{1, 2, 3}
 ee
e

(b) Le treillis B(L). Par de´finition, B(L)
est le treillis des parties P({1, 2, 3})
Figure 3.8 – Un exemple de treillis L et son treillis B(L)
Notons que le codage obtenu pour L est de dimension moindre que si l’on
avait utilise´ le codage de la Section 3.4.2 qui, lui, aurait ne´cessite´ des vecteurs a`
six coefficients (un coefficient par e´le´ment du treillis).
Revenons maintenant a` notre proble`me initial. L’ensemble des vecteurs L que
l’on vient de construire n’est plus muni d’une structure de Q-modulo¨ıde, contrai-
rement a` B(L). Ceci est illustre´ dans notre exemple par le vecteur (e,⊥, e)T .
Ce vecteur de B(L) \ L est obtenu par somme des deux vecteurs (e,⊥,⊥)T et
(⊥,⊥, e)T qui sont tous les deux e´le´ments de L. En fait, le proble`me provient du
fait que l’ope´rateur d’union du treillis ∪ ne correspond plus a` ⊕. Cette difficulte´
se traduit aussi au niveau du rele`vement de la fonction d’abstraction α. Si l’on
revient a` notre exemple, on a :
α({1, 3}) = [1, 3] = (e, e, e)T
ainsi que :
α({1, 3}) = α({1})⊕ α({3}) = (e,⊥, e)T
Ceci prouve que α({1, 3}) 6= α({1, 3}). Ainsi, meˆme si la fonction α est bien ⊕-mc,
une perte d’information est re´alise´e durant ce rele`vement et α n’est donc pas un
rele`vement parfait.
Nos exigences de de´part e´taient trop e´leve´es. Toutefois, nous montrons dans
la section suivante que ce rele`vement a` perte d’information α permet de de´finir
un nouveau rele`vement qui satisfait a` l’exigence de sens (Exig5) mais pas a` celle
de line´arite´ (Exig6).
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3.5.3 Rele`vement semi-parfait de connexions de Galois
On de´finit la notion de rele`vement semi-parfait par la figure 3.9. Plus pre´cise´-
P(E) L
P(E) B(L) L
α
α
γ
γ
ρ
ι
Figure 3.9 – Rele`vement semi-parfait d’une connexion de Galois
ment, le rele`vement semi-parfait de α est obtenu par composition de la fonction (a`
perte d’information) α qui est ⊕-mc avec une fonction ρ. Cette fonction ρ permet
de re´tablir la signification initiale de α. Elle est de´finie comme suit :
∀x ∈ B(L), ρ(x) = ∧{z ∈ L | z ≥ x}
Notons que l’existence de l’ope´rateur ∧ est assure´e par la nature comple`te de L.
D’autre part, soulignons que l’ope´rateur ρ de´fini de cette fac¸on est un ope´rateur
de cloˆture sur B(L).
Comme α est une fonction line´aire entre deux modulo¨ıdes complets, la pro-
position 4 permet d’affirmer qu’il existe une fonction re´sidue´e γ pour α, c.a`.d.
α◦γ ≤ IdB(L) et γ◦α ≥ IdP(E). Le passage de L a` B(L) est re´alise´ par simple injec-
tion canonique ι. Finalement, nous de´montrons la proprie´te´ suivante, qui e´nonce
que la notion de connexion de Galois est pre´serve´e par rele`vement semi-parfait.
Proposition 9.
Les fonctions ρ ◦ α et γ ◦ ι telles que de´finies ci-dessous forment une connexion
de Galois entre les modulo¨ıdes P(E) et L.
De´monstration.
Notons tout d’abord que ρ◦α et γ◦ι sont monotones par composition de fonctions
monotones. Nous montrons ensuite que (γ ◦ ι) ◦ (ρ ◦ α) ≥ IdP(E) : pour tout
a ∈ P(E), ρ(α(a)) ≥ α(a) car ρ est extensive. Comme γ est monotone et pseudo-
inverse de α, on a γ ◦ ρ(α(a)) ≥ γ(α(a)) ≥ a. Finalement, nous montrons que
(ρ◦α)◦(γ◦ι) ≤ IdB(L) : comme < α, γ > est une connexion de Galois, α◦γ◦ι(x) =
α◦γ(x) ≤ x pour tout x ∈ L. Par application de la fonction monotone ρ a` chaque
membre de cette ine´galite´, , nous obtenons ρ(α ◦ γ(x)) ≤ ρ(x). Comme x ∈ L,
ρ(x) = x, ce qui permet de conclure la preuve. uunionsq
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Il semble donc assez difficile d’obtenir un rele`vement parfait de toute
connexion de Galois. La principale difficulte´ provient du fait qu’on ne peut, ge´-
ne´ralement, relever l’ope´rateur ∪ en un ope´rateur matriciel. Nous avons donc
propose´ la notion de rele`vement semi-parfait qui re´pond presque a` toutes nos
exigences initiales. Toutefois, le rele`vement semi-parfait d’une abstraction ne de´-
finit pas un ope´rateur matriciel. D’un point de vue imple´mentation, ceci pose un
proble`me puisque le couˆt long-run se calcule, en pratique, comme plus grande
valeur propre de la matrice abstraite. Notons tout de meˆme que le rele`vement
semi-parfait d’une connexion de Galois (α, γ) permet de de´finir un couple (α, γ)
compose´ de deux ope´rateurs matriciels. Ce couple de´finit la partie line´aire du
rele`vement. Notre cadre d’approximation peut s’instancier a` l’aide de ce couple.
Dans ce cas, soulignons toutefois que le remplacement de la fonction ρ ◦ α par la
fonction α produit une perte d’information.
3.6 Imple´mentation de la me´thode sur un
exemple
Cette section pre´sente un exemple qui illustre notre me´thode. Son contenu est
une contribution du travail de the`se de Pascal Sotin, encadre´ par Thomas Jensen
et David Cachera, et ne doit donc pas eˆtre mis au cre´dit de l’auteur. Cependant,
afin de faciliter la re´daction de cette section, nous continuons a` utiliser la premie`re
personne du pluriel.
Nous proposons ici un langage impe´ratif simple e´quipe´ d’ope´rations de tableaux
dont le couˆt de´pend de la taille du tableau en question. Les couˆts sont compose´s
de deux attributs : un attribut temps qui exprime le nombre de cycles ne´cessaires
a` la re´alisation d’une ope´ration, et un attribut e´nergie qui exprime la puissance
consomme´e par cette ope´ration. Un programme peut s’exe´cuter sous diffe´rents
modes d’e´nergie, chacun de ces modes de´terminant la puissance consomme´e par
ope´ration. On supposera qu’il est possible de changer dynamiquement de mode.
Graˆce a` une conversion sur les temps de transitions, les couˆts e´nerge´tiques sont
exprime´s a` l’aide du dio¨ıde (Q,max,+).
3.6.1 Syntaxe
Notre langage est un langage impe´ratif simple et explicitement e´tiquete´, ins-
pire´ par le langage Simple de´fini par Mine´ dans [Min04], et e´quipe´ d’ope´rations
de manipulation de tableaux. On l’appelle ArraySimple, et on donne sa syntaxe
en Figure 3.6.1.
Nous ne de´taillons pas les constructions classiques du langage telles que if ou
while, qui ont un comportement standard. La taille des tableaux peut eˆtre af-
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expr ::= X X ∈ V
| − expr
| expr  expr  ∈ {+,−,×, /}
| length A A ∈ A
| A[expr] A ∈ A
test ::= expr ./ expr ./ ∈ {=, 6=, <,≤}
| not test
| test and test
| test or test
inst ::= X ← expr X ∈ V
| if test {block} else {block}
| while pc1 test {block} pc1 ∈ L
| A[expr]← expr A ∈ A
| apply op A A ∈ A, op ∈ O
| setlength expr A A ∈ A
| setmode M M ∈M
block ::= pc1 inst; pc2 . . . inst pcn pc1 . . . pcn ∈ L
L est un ensemble fini d’e´tiquettes de programme
V est un ensemble fini de variables scalaires
A est un ensemble fini de variables de tableau
O est un ensemble fini d’ope´rations de tableau
M est un ensemble fini de modes d’e´nergie.
Figure 3.10 – Syntaxe du langage ArraySimple
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fecte´e par l’instruction setlength et acce´de´e via l’ope´ration length. En plus des
ope´rations classiques d’affectation des cellules des tableaux, les tableaux peuvent
eˆtre manipule´s par des ope´rateurs globaux via l’instruction apply instruction. Par
exemple, on peut calculer l’e´le´ment maximum d’un tableau, ou d’autres ope´ra-
tions plus complexes telles que le tri ou la permutation. Ces ope´rations seront
conside´re´es comme des primitives du langage, et seul leur comportement quanti-
tatif sera de´crit. Enfin, l’instruction setmode permet de passer du mode d’e´nergie
courant a` celui spe´cifie´.
3.6.2 Se´mantique ope´rationnelle quantitative
Nous de´finissons une se´mantique ope´rationnelle qui prend en compte les couˆts
des ope´rations sur les tableaux. Cette se´mantique ne´glige les valeurs des cellules
des tableaux et retient seulement la taille de ces tableaux.
La se´mantique des expressions et tests est donne´e par une se´mantique collec-
trice non-de´terministe inspire´e des travaux de Mine´ [Min04]. Plus pre´cise´ment,
les environnements sont compose´s de fonctions des variables scalaires dans un
ensemble de valeurs I (soit Z, Q ou R), et de fonctions de l’ensemble des variables
de tableaux dans N, qui servent a` repre´senter leur taille : E = V → I ∪ A → N.
Nous notons JeK la se´mantique de l’expression e, qui est une fonction associant des
environnements a` des ensembles de valeurs nume´riques : JexprK : E → P(I) ∪ N.
La se´mantique collectrice pour les instructions est note´e {|.|} et est une fonction
de P(E) dans lui-meˆme. Par exemple, la se´mantique d’une affectation est de´finie
par {|X ← e|}R = {ρ[X 7→ v] | ρ ∈ R, v ∈ JeKρ}.
Concentrons-nous sur le syste`me de transition muni de l’aspect quantitatif
de la se´mantique. Les e´tats sont compose´s d’un compteur de programme, d’un
environnement et d’un mode d’e´nergie : formellement, nous avons σ = L×E×M.
Les transitions de la se´mantique ope´rationnelle sont instrumente´s par des couˆts
qui sont des couples dans N×Q, le premier e´le´ment comptant le temps (dans les
cycles) et le second l’e´nergie par cycle, c.a`.d. la puissance.
Nous pre´sentons maintenant les re`gles de´finissant les transitions qui impactent
la consommation d’e´nergie. Les instructions sont munies de leur e´tiquette de
programme initiale et finale. L’instruction setmode permet de changer le mode
d’e´nergie courant, et couˆte cm(m,m
′) qui est une paire de´pendant uniquement du
mode d’e´nergie pre´ce´dant l’instruction ainsi que du nouveau mode.
pc setmode m′ pc′
(pc , ρ,m)→cm(m,m′) (pc′, ρ,m′)
Le couˆt d’une instruction d’affectation de´pend du mode d’e´nergie. Plus pre´-
cise´ment, il est extrait d’une table associant chaque mode d’e´nergie a` une paire
(temps, e´nergie). Cette table posse`de trois colonnes : la premie`re qui de´crit le
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mode, la deuxie`me pour le temps (compte´ en cycles) et la dernie`re pour la puis-
sance consomme´e (en mWh par cycle). On acce`de a` cette table via une fonc-
tion lookup qui rend le couple (temps, puissance) associe´ au mode actuel. Dans
l’exemple que nous de´veloppons ici, nous utilisons cinq modes, variant de A a` E.
Le mode A est le mode le plus lent mais aussi le plus e´conome en e´nergie. Au
contraire, E est le mode le plus rapide mais aussi le plus gourmand en puissance
instantane´e. Notons cependant que le mode E peut permettre de consommer glo-
balement moins d’e´nergie que le A si l’on conside`re l’ope´ration en entier (temps
× puissance instantane´e). Nous pre´sentons ci-dessous un exemple de table que
l’on peut utiliser pour calculer les couˆts d’une affectation.
Ta =
A 7 1
B 4 1.5
E 2 4
Cette table se lit de la manie`re suivante : dans le mode B, une ope´ration d’af-
fectation ne´cessite un temps de 4 cycles et consomme une e´nergie de 1.5 mWh
par cycle 7. E´tant donne´ la table Ta, la re`gle se´mantique pour l’affectation est la
suivante.
pc X ← expr pc′ ρ′ ∈ {|X ← expr|}{ρ} ce = lookup(Ta,m)
(pc , ρ,m)→ce (pc′, ρ′,m)
Nous pre´sentons maintenant la re`gle de transition d’une ope´ration globale sur les
tableaux. Les couˆts de ce genre d’ope´ration sont aussi infe´re´s d’une table et sont
de´pendants de la taille du tableau sur lequel l’ope´ration est effectue´e.
pc apply op A pc′ size = ρ(A) ca = lookup(JopKc(size),m)
(pc , ρ,m)→ca (pc′, ρ,m)
La se´mantique de couˆt d’une ope´ration de tableaux est note´e entre crochets J.Kc
et associe a` la variable de taille n une table ou` la consommation d’e´nergie est
de´pendante de n. Notons que le nombre de cycles doit rester constant dans ce
mode`le (ce point sera discute´ plus loin).
En guise d’illustration, la table suivante donne le couˆt de calcul associe´ a`
l’ope´rateur read.
JreadKc = λn. B 5 nD 3 2 + 3n Lecture de n entre´es et stockagede celles-ci dans un tableau.
7. Ces quantite´s sont donne´es ici dans un but d’illustration et ne refle`tent pas des donne´es
issues d’exe´cutions re´elles.
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Les tailles des tableaux sont de´termine´es par une analyse statique utilisant des
domaines nume´riques abstraits. Une telle analyse renverra le re´sultat > si elle ne
parvient pas a` borner la taille d’un tableau. Un tel re´sultat sera aussi renvoye´ si la
taille d’un tableau est exprime´ par une expression qui ne peut pas eˆtre de´termine´e
de manie`re pre´cise dans le domaine nume´rique abstrait conside´re´.
3.6.3 Abstraction
L’abstraction utilise´e sur notre langage est base´e sur une analyse de´ja` exis-
tante, dont le domaine nume´rique abstrait est l’ensemble des polye`dres. Plus
pre´cise´ment, nous utilisons l’analyseur Concurinterproc [AJL]. On obtient alors,
pour tout couple (compteur de programme, mode), un polye`dre convexe qui repre´-
sente une sur-approximation relationnelle des valeurs des variables du programme,
chaque dimension du polye`dre repre´sentant une variable. Rappelons maintenant
que le couˆt des ope´rations de tableaux de´pend de la taille des tableaux. L’envi-
ronnement abstrait pre´ce´dent nous permet d’obtenir une sur-approximation de la
taille d’un tableau A. Pour ce faire, nous projetons le polye`dre sur la dimension
correspondant a` la variable A, obtenant ainsi un intervalle [a, b] contenant la taille
de A. Le calcul du couˆt des ope´rations sur A est effectue´ a` l’aide de la valeur b.
Ce proce´de´ est correct de`s lors que nous conside´rons des ope´rations de tableaux
dont le couˆt croˆıt avec la taille, ce que nous supposons dore´navant.
Rappelons que nous souhaitons calculer un couˆt long-run pour un programme
du langage ArraySimple. Jusqu’ici, les couˆts ont e´te´ repre´sente´s par deux com-
posants : le premier est un entier naturel qui exprime le nombre de cycles que
ne´cessite l’instruction, le second repre´sente l’e´nergie consomme´e par cycle. Afin
de passer a` une repre´sentation de couˆts avec une unique composante, nous proce´-
dons comme suit : pour toute transition reque´rant n cycles et de couˆt w (couˆt par
cycle), nous cre´ons un chemin de longueur n dont chaque transition est e´tiquete´e
uniquement par w, vu comme un couˆt inde´pendant du temps.
3.6.4 Re´sultats expe´rimentaux
L’abstraction et les calculs du couˆt long-run sont effectue´s en suivant trois
e´tapes : premie`rement, l’outil Concurinterproc est utilise´ pour calculer des ap-
proximations polye´driques, ce qui permet de borner les tailles des tableaux. Les
e´tats abstraits correspondent a` des couples de L ×M. On les e´nume`re et on ne
retient que les e´tats d’inte´reˆt, c.a`.d. ceux qui sont accessibles depuis les e´tats ini-
tiaux. Dans un deuxie`me temps, une matrice est construite, indexe´e par les e´tats
abstraits, et compose´e de valeurs qui sont de´termine´es par les tables de couˆt et
l’approximation du couˆt infe´re´ par l’analyse polye´drique. Cette e´tape a e´te´ imple´-
mente´e en OCaml. La troisie`me e´tape consiste a` calculer le couˆt long-run. Ceci
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est re´alise´ avec l’aide de la librairie max-plus de Scilab, qui permet de calculer le
couˆt long-run efficacement par utilisation de matrices creuses et de l’algorithme
de calcul de valeur propre d’Howard [CTCG+98]. Cette utilisation nous a permis
des calculs pour un ensemble d’e´tats contenant jusqu’a` 20k e´tats.
3.7 Comparaison avec les approches existantes
Tout d’abord notons que la terminologie de couˆt long-run est tire´e de [Alf98,
BEK05], dans le contexte des processus probabilistes. Plus pre´cise´ment, de Al-
faro [Alf98] de´finit la notion de « proprie´te´ moyenne long-run » comme e´tant
l’ensemble des proprie´te´s sur le comportement moyen du programme, mesure´es
sur une pe´riode de temps tendant vers l’infini. Ces proprie´te´s sont spe´cifie´es par
le concept d’expe´riences qui sont des graphes e´tiquete´s. Ces expe´riences ont pour
but de de´crire des sche´mas de comportement d’inte´reˆt et sont applique´s aux pro-
grammes probabilistes repre´sente´s par des chaˆınes de Markov temporise´es. La
re´alisation d’une expe´rience fournit un retour , nombre re´el repre´sentant le succe`s
ou la dure´e de l’expe´rience. Afin de spe´cifier les proprie´te´s moyennes long-run, les
notions de logiques temporelles sont e´tendues aux expe´riences.
Notre travail est inspire´ par le cadre quantitatif d’interpre´tation abstraite de´-
veloppe´ par Di Pierro et Wiklicky [DW00]. Nous avons suivi leur approche en
mode´lisant les programmes par des ope´rateurs line´aires sur un espace de vec-
teurs. En revanche, la structure lie´e a` cet espace est tre`s diffe´rente. Nos ope´-
rateurs agissent sur des dio¨ıdes idempotents alors que les leurs agissent sur un
semi-anneau de probabilite´s. Le fait de travailler avec des dio¨ıdes idempotents
nous a permis d’exploiter des re´sultats de la the´orie des Syste`mes a` E´ve´nements
Discrets [BCOQ92] ou` l’utilisation de telles structures est courante. Une autre
diffe´rence avec l’approche de Di Pierro et Wiklicky est le type de programmes
analyse´ puisqu’ils conside`rent des langages de´claratifs (programmes probabilistes
concurrents a` contraintes et lambda calcul [DHW05]).
Dans le travail de Di Pierro et Wiklicky, la relation avec l’interpre´tation abs-
traite est justifie´e par l’utilisation du pseudo-inverse d’un ope´rateur line´aire, me´-
canisme similaire a` celui de connexion de Galois et qui permet d’assurer la cor-
rection des abstractions. Dans notre travail, c’est la the´orie de la re´siduation qui
nous permet d’obtenir les pseudos-inverses de fonctions abstraites line´aires. Cette
terminologie classique en SED co¨ıncide en fait avec la notion de connexion de
Galois. Les ordres partiels sont ici fournis par les structures de dio¨ıdes. Ce sont
ces structures partiellement ordonne´es de dio¨ıdes qui nous permettent de garantir
la correction de nos abstractions, sous l’hypothe`se que α ◦M ≤D M ] ◦ α, qui est
une exigence classique en interpre´tation abstraite.
D’autres travaux utilisent des semi-anneaux idempotents pour de´crire des as-
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pects quantitatifs et ceci sous la forme de semi-anneaux de contraintes [BMR97,
Bis04], et particulie`rement sous le nom de contraintes softs . Ce type de contraintes
a e´te´ utilise´ dans le cadre de la Qualite´ de Service [DFM+05, San08], et no-
tamment pour des syste`mes mode´lise´s par des me´canismes de re´e´criture de
graphe [HT05]. Dans toutes ces approches, les ope´rateurs ⊕ et ⊗ du semi-anneau
de contraintes sont utilise´s pour combiner les contraintes. Parmi ces travaux,
deux approches similaires me´ritent une attention particulie`re puisqu’elles traitent
de me´canismes d’abstraction. Aziz [Azi06] utilise les semi-anneaux dans le cadre
du mobile process calculus de´rive´ du pi-calcul, et ceci dans le but de mode´liser
le couˆt d’actions communicantes. Il de´finit aussi un cadre d’analyse statique,
en abstrayant les semi-anneaux « concrets » en des semi-anneaux de cardina-
lite´ re´duite, et en de´finissant les ope´rateurs de semi-anneaux abstraits en conse´-
quence. Par exemple, le semi-anneau (R+∪{+∞},min,+) peut eˆtre abstrait par
({low ,medium, high},min,max). Bistarelli et al. [BCR02] de´finissent un cadre
base´ interpre´tation abstraite afin d’abstraire des proble`mes de satisfaction de
contraintes softs (SCSPs). Similairement a` l’approche d’Aziz, ils obtiennent un
SCSP abstrait en changeant juste le semi-anneau associe´, en laissant inchange´ le
reste de la structure. Les semi-anneaux concrets et abstraits sont relie´s au moyen
d’une insertion de Galois, ce qui permet d’obtenir les re´sultats de correction.
La plus grande diffe´rence entre ces approches et la notre est que, dans ces mo-
de`les, le semi-anneau est abstrait et le syste`me lui-meˆme est laisse´ inchange´. Au
contraire, dans notre approche, nous abstrayons les structures d’ensembles d’e´tats
et gardons le meˆme dio¨ıde. D’autre part, meˆme si ces approches traitent aussi de
dio¨ıdes, aucune des deux n’utilise de notion de couˆt long-run pour exprimer le
comportement quantitatif moyen d’un syste`me conside´re´.
Notons aussi que des travaux re´cents utilisent des alge`bres Max-plus dans le
cadre de l’interpre´tation abstraite [AGG08, AGG10, AGK, All09]. Allamigeon
et al. e´tudient la notion de polye`dre tropicaux. Cette notion est l’analogue de
la notion de polye`dre classique transporte´e dans le cadre des alge`bres Max-plus.
Nous avons vu en Chapitre 2 que l’analyse polye´drique classique permettait d’ob-
tenir des invariants line´aires. Par analogie avec ce cas, le domaine des polye`dre
tropicaux permet d’obtenir des invariants min et max sur les variables du pro-
gramme. Notons que le cadre d’alge`bre Max-plus apporte un certain nombre de
spe´cificite´s, comme le fait que la notion de syste`me d’e´galite´s et syste`me d’in-
e´galite´s co¨ıncident dans ce monde, mais aussi certaines analogies avec l’analyse
polye´drique classique. Ainsi, les auteurs montrent que les polye`dres tropicaux
admettent eux aussi une double repre´sentation, comme c’est le cas avec les po-
lye`dres classiques qui peuvent eˆtre repre´sente´s par un nombre fini de contraintes
ine´galitaires ou de fac¸on ge´ome´trique par la donne´e de leurs sommets et de leurs
rayons [AGG10].
Le travail pre´sente´ dans ce chapitre a donne´ lieu a` trois publications. Le pre-
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mier article a e´te´ publie´ dans une confe´rence internationale [CJJS08] et ne conte-
nait pas l’e´tude sur la possibilite´ d’inte´grer des abstractions classiques de l’inter-
pre´tation abstraite dans notre cadre. Cette e´tude a e´te´ publie´e dans un workshop
international avec comite´ de lecture [CJ10]. Enfin, l’inte´gralite´ de ce travail a
donne´ lieu a` la publication d’une version e´tendue dans un journal [CJJS10].
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Chapitre 4
Ge´ne´ration rapide d’invariants
inductifs sous forme d’e´galite´s
polynomiales
Dans le Chapitre 2, nous avons illustre´ la the´orie de l’interpre´tation abstraite
par l’analyse polye´drique [CH78]. Cette analyse permet de fournir, a` chaque point
de programme, une sur-approximation de l’ensemble (potentiellement infini) des
e´tats accessibles. Ces sur-approximations sont des e´le´ments du treillis des poly-
e`dres c.a`.d. des ensembles d’ine´galite´s line´aires liant les variables du programme.
Autrement dit, l’analyse polye´drique ge´ne`re des informations line´aires sur les
e´tats accessibles du programme. Elle est particulie`rement adapte´e a` l’analyse de
programmes dont les e´le´ments de syntaxe sont de nature line´aire. Afin de nuancer
ce propos, conside´rons le programme sqrt pre´sente´ en figure 4.1. Ce programme
est construit a` l’aide d’affectations et de tests line´aires. Il calcule la valeur en-
tie`re de la racine carre´e d’une valeur n donne´e en entre´e. Ce calcul est effec-
tue´ par affectations successives d’une variable r. En figure 2.3, nous pre´sentons
le re´sultat de l’analyse polye´drique effectue´e sur ce programme graˆce a` l’outil
concurinterproc [AJL]. Cette analyse infe`re l’e´galite´ t = 2r + 1 en fin de pro-
gramme (point de programme 8). Toutefois, la structure de polye`dre n’e´tant pas
adapte´e a` l’expression d’information de nature non-line´aire, l’analyse polye´drique
ne ge´ne`re pas l’e´galite´ s = (r + 1)2. Cette e´galite´ est ne´cessaire pour de´montrer
que le programme sqrt calcule bien une racine carre´e. Ainsi, meˆme pour un pro-
gramme de nature line´aire, une information line´aire n’est pas toujours suffisante
pour ve´rifier que le re´sultat d’un programme est en accord avec sa spe´cification.
E´videmment, ce constat sur les « programmes line´aires » est a fortiori vrai pour
les « programmes polynomiaux » qui sont construits a` l’aide d’affectations et de
tests polynomiaux.
Le proble`me de la ge´ne´ration d’invariants line´aires a donne´ lieu a` de nom-
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1. r := 0;
2. s := 1;
3. t := 1;
−2r + t− 1 = 0
4. while s ≤ n do
5. r := r + 1;
6. t := t + 2;
7. s := s + t;
−2r + t− 1 = 0 ∧ −n+ s− 1 ≥ 0
8.
Figure 4.1 – L’analyse polye´drique d’un programme sqrt re´alise´e par l’outil
concurinterproc [AJL]
breuses me´thodes [Kar76, CH78, CSS03, SSM04a]. L’e´tude de l’infe´rence d’inva-
riants polynomiaux de programme sous forme d’e´galite´s polynomiales a na-
turellement suivi et de nombreuses approches ont aussi e´te´ propose´es [MOS02,
MOS04, SSM04b, RCK04a, RCK07a, RCK07b] 1. Ces approches diffe´rentes se
basent toutes sur un domaine particulier, celui des ide´aux, ainsi que sur l’utilisa-
tion de bases de Gro¨bner qui permet de de´cider de l’inclusion sur ce domaine.
Dans ce chapitre, nous proposons une analyse statique par interpre´tation abs-
traite permettant de calculer des invariants polynomiaux de programme sous
forme d’e´galite´s. Pour cela, nous nous appuyons sur l’approche de Mu¨ller-Olm &
Seidl [MOS02, MOS04, MOPS06] dont nous donnons ici une ide´e ge´ne´rale. Cette
analyse consiste en une analyse MOP arrie`re (cf Section 2.2.2.3 du Chapitre 2). Les
programmes conside´re´s sont de´crits sous forme d’une relation de transition dont
les arcs sont e´tiquete´s par des commandes polynomiales. Ces commandes parti-
culie`res consistent en des affectations polynomiales (de type xi := p(x1, . . . , xm)
avec p ∈ R[x1, . . . , xm]) et des tests polynomiaux sous forme de de´se´galite´s poly-
nomiales (p1 6= p2 avec p1 et p2 e´le´ments de R[x1, . . . , xm]). Cette analyse est une
me´thode de propagation arrie`re : partant d’un polynoˆme p, elle consiste a` calcu-
ler la plus faible pre´condition d’appartenance a` l’ensemble des ze´ros du polynoˆme
g. En prouvant que cette pre´condition n’impose pas de contrainte sur les e´tats
initiaux du programme, on de´montre ainsi que toute exe´cution aboutit dans un
e´tat qui est un ze´ro de g. On de´montre ainsi que g est un invariant polynomial
a` la fin du programme. En re´sume´, pour tout polynoˆme g, on peut ve´rifier que
g est invariant. Cette me´thode de ve´rification peut eˆtre adapte´e en une me´thode
de ge´ne´ration en conside´rant un polynoˆme gpar parame´tre´. Les parame`tres de ce
polynoˆme sont alors contraints de sorte que, sous ces contraintes, gpar est inva-
1. Les me´thodes propose´es dans cet e´tat de l’art seront pre´sente´es et critique´es en fin de
chapitre.
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riant en fin de programme. La plus faible pre´condition est obtenue par un calcul
de point fixe ite´ratif dans le domaine des ide´aux. Des calculs de bases de Gro¨bner
sont ne´cessaires pour de´montrer l’arreˆt de l’ite´ration. Ce proce´de´ est connu pour
posse´der une complexite´ doublement exponentielle dans le pire cas [MM82].
Dans ce chapitre, notre proble´matique est de proposer une analyse dont les
ope´rateurs abstraits admettent un calcul aussi simple que ceux de´veloppe´s par
Mu¨ller-Olm et Seidl [MOS04] et dont les calculs ite´ratifs peuvent eˆtre effectue´s
aussi efficacement que dans l’analyse propose´e par Rodr´ıguez-Carbonell et Ka-
pur [RCK07a]. L’analyse fastind que nous avons de´veloppe´e satisfait ces exi-
gences [CJJK11]. Elle s’inspire de l’analyse arrie`re de Mu¨ller-Olm et Seidl. Les
calculs ite´ratifs sont grandement alle´ge´s graˆce a` l’hypothe`se d’inductivite´ qui
consiste a` ne rechercher que des invariants de boucles. Ce point de vue naturel
a notamment e´te´ adopte´ dans l’analyse avant de´veloppe´e par Sankaranarayanan
et al. [SSM04b]. Cette hypothe`se d’inductivite´ s’exprime, pour chaque boucle du
programme, sous forme d’une contrainte d’e´galite´ d’ide´aux. Nous montrons, sous
cette hypothe`se, que la proce´dure ite´rative de calcul de points fixes termine de`s
le premier pas de calcul. Pre´cisons, d’autre part, que les contraintes ge´ne´re´es par
notre me´thode s’expriment ge´ne´ralement sous forme de syste`mes d’e´quations li-
ne´aires et admettent donc une re´solution aise´e. Il en re´sulte une analyse efficace
qui a donne´ lieu a` une imple´mentation a` l’aide du logiciel Maple ainsi qu’a` un
de´veloppement Ocaml. Enfin, nous prouvons la rapidite´ d’exe´cution de notre me´-
thode en comparant tre`s favorablement son temps d’exe´cution a` ceux donne´s dans
les articles re´sumant les travaux de Mu¨ller-Olm et Seidl [MOS04] et Rodr´ıguez-
Carbonell et Kapur [RCK07b, RCK07a].
Ce chapitre est structure´ comme suit. En Section 4.1, nous pre´sentons la
structure des ide´aux, particulie`rement adapte´e au proble`me d’infe´rence d’e´galite´s
polynomiales. Nous de´taillons ensuite, en Section 4.2, la syntaxe (structure´e) et la
se´mantique des programmes que nous conside´rons. Nous exposons dans la section
suivante (Section 4.3), une analyse approche´e permettant de ge´ne´rer des inva-
riants polynomiaux de manie`re ite´rative. La Section 4.4 constitue la principale
contribution de ce chapitre. Nous pre´sentons dans cette section l’analyse fastind.
Nous expliquons comment l’hypothe`se d’inductivite´ nous permet de nous affran-
chir des calculs ite´ratifs et par conse´quent des calculs de bases de Gro¨bner. Ceci
permet d’ame´liorer, de manie`re radicale, le temps d’exe´cution de l’analyse. Enfin
en Section 4.5 nous comparons notre approche avec celles de´ja` existantes dans
l’e´tat de l’art, et comparons les temps d’exe´cution.
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4.1 Une structure mathe´matique adapte´e : les
ide´aux
L’analyse statique que nous pre´sentons dans ce chapitre consiste a` infe´rer des
invariants sous forme d’e´galite´s polynomiales. Nous pre´sentons dans cette section
le domaine qui permet la manipulation de telles e´galite´s.
Dans ce qui suit, nous conside´rons des polynoˆmes de R[x1, . . . , xm] ou` m re-
pre´sente le nombre de variables du programme 2. Nous ferons la diffe´rence entre
la notation x, qui repre´sente un e´le´ment de Rm, la notation xi qui repre´sente
un e´le´ment de R, et xi utilise´e pour une variable du programme. Commenc¸ons
par de´finir l’ensemble des ze´ros d’un polynoˆme. Cette notion, tre`s classique, sera
utilise´e pour de´finir la notion d’invariant.
De´finition 4.1 (Ze´ro d’un polynoˆme).
Soit x ∈ Rm et g ∈ R[x1, . . . , xm]. On dit que x est un ze´ro de g si g(x) = 0.
Un ensemble d’e´galite´s polynomiales {p1 = 0, . . . , ps = 0} posse`de des proprie´-
te´s de stabilite´ inte´ressantes. Plus pre´cise´ment, si une relation polynomiale p = 0
est satisfaite, alors la relation q.p = 0 l’est aussi pour tout q ∈ R[x1, . . . , xm] ; de
plus, si p1 = 0 et p2 = 0 sont satisfaites, alors p1 + p2 = 0 est elle aussi ve´rifie´e.
Ces proprie´te´s de´finissent la structure d’ide´al.
De´finition 4.2 (Ide´al polynomial).
Un ensemble I ⊆ R[x1, . . . , xm] est un ide´al polynomial (ou simplement ide´al) si
les proprie´te´s suivantes sont ve´rifie´es :
– l’ensemble I contient 0,
– l’ensemble I est stable par addition :
∀p1, p2 ∈ I, p1 + p2 ∈ I
– l’ensemble I est stable par multiplication externe :
∀q ∈ R[x1, . . . , xm], ∀p ∈ I, q.p ∈ I
Nous noterons I l’ensemble des ide´aux polynomiaux de R[x1, . . . , xm].
La notation <S> de´signera l’ide´al polynomial ge´ne´re´ par un ensemble S de poly-
noˆmes. Par de´finition, <S> est le plus petit ide´al contenant tous les polynoˆmes
de S.
2. Rigoureusement, le domaine de l’analyse peut eˆtre de´fini a` l’aide de F[x1, . . . , xm] ou` F
est un anneau nœthe´rien c.a`.d. un anneau dans lequel la condition de chaˆıne ascendante est
ve´rifie´e.
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L’ensemble I peut eˆtre muni d’une structure d’ordre partiel en utilisant l’in-
clusion ensembliste inverse sur les ide´aux. La borne supe´rieure d’un ensemble
d’ide´aux polynomiaux est donne´e par l’intersection de tous les e´le´ments qu’il
contient. La borne infe´rieure est, quant a` elle, l’ide´al ge´ne´re´ par l’union de tous
les e´le´ments de l’ensemble 3.
De´finition 4.3 (Structure de treillis de I).
Nous notons
⊔], d], v], ⊥] et >] les ope´rateurs et ensembles suivants :
–
⊔] de´signe l’intersection d’ide´aux :
∀I, J I⊔] J = I ⋂ J
–
d] de´signe le plus petit ide´al engendre´ par l’union d’ide´aux :
∀I, J Id] J = <I ⋃ J>
– v] de´signe l’inclusion ensembliste inverse :
∀I, J, I v] J ⇔ I ⊇ J
– ⊥] de´finit le plus petit e´le´ment de I par l’ope´rateur v] :
⊥] = <1>
– >] de´finit le plus grand e´le´ment de I par l’ope´rateur v] :
>] = <0>
Les ope´rateurs
⊔] et d] sont e´tendus de manie`re classique sur les ensembles
d’ide´aux polynomiaux. Sous ces de´finitions, I(⊔],d],v],⊥],>]) est un treillis
complet.
La structure d’ide´al pre´sente admet une proprie´te´ de finitude, ce qui en fait
une structure facile a` manipuler. Cette proprie´te´, connue sous le nom de the´ore`me
de Hilbert est rappele´e ci-dessous.
The´ore`me 4.1 (Hilbert).
Tout ide´al polynomial I ∈ I est finiment engendre´, c.a`.d. I = <S> pour un
sous-ensemble S de I.
Un re´sultat standard de l’alge`bre multivarie´e stipule que le the´ore`me de Hil-
bert est e´quivalent au fait que l’ensemble I satisfait la condition de chaˆıne ascen-
dante [CLO07]. Comme nous l’avons mentionne´ au Chapitre 2, cette proprie´te´
3. Notons que l’union ensembliste de deux ide´aux n’est pas un ide´al en ge´ne´ral.
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joue un roˆle cle´ en interpre´tation abstraite : elle assure la terminaison des algo-
rithmes ite´ratifs de calcul de plus petits points fixes. D’autre part, notons que
nous parlons ici de condition de chaˆıne ascendante car, dans la litte´rature, l’ordre
utilise´ sur les ide´aux est l’ordre ⊆. Pour notre part, nous conside´rons l’ordre in-
verse ⊇. Relativement a` cet ordre, l’ensemble I ve´rifie la condition de chaˆıne
descendante.
Le the´ore`me 4.1 permet aussi de mettre en valeur la relation e´troite qui existe
entre les ensembles d’invariants et la structure d’ide´al. En effet, nous avons vu
pre´ce´demment qu’un ensemble d’invariants pouvait eˆtre naturellement repre´sente´
par un ide´al. D’autre part, tout ide´al polynomial est ge´ne´re´ par un ensemble fini
de polynoˆmes qui peuvent eˆtre vus comme un ensemble d’invariants.
De´finition 4.4 (Varie´te´, radical d’un ide´al).
Soit I un ide´al polynomial de R[x1, . . . , xm] et V un sous-ensemble de P(Rm).
La varie´te´ ge´ne´re´e par I est note´e V(I) et est de´finie par :
V(I) = {(a1, . . . , am) ∈ Rm | f(a1, . . . , an) = 0 pour tout f ∈ I}
L’ide´al ge´ne´re´ par V est note´ I(V ) et est de´fini par :
I(V ) = {f ∈ R[x1, . . . , xm] | f(a1, . . . , am) = 0 pour tout (a1, . . . , am) ∈ V }
Si I est un ide´al polynomial, nous notons
√
I le radical de I, de´fini par :
√
I = {f ∈ R[x1, . . . , xm] | il existe e ∈ N tel que f e ∈ N}
Contrairement au cas univarie´, R[x1, . . . , xm] n’est pas muni d’une division
euclidienne. Cependant, il est aise´ de de´finir une division a` l’aide d’un ordre
monomial [CLO07]. Dans notre cas, nous utiliserons une de´finition e´largie de
cette notion de division.
De´finition 4.5 (Ope´rateur de division, reste).
Un ope´rateur de division div est une fonction, qui, a` tout couple de polynoˆmes
(g, p) ∈ R[x1, . . . , xm]2, associe un couple (q, r) ∈ R[x1, . . . , xm]2 tel que g = pq+ r.
Le polynoˆme r est appele´ le reste de g par p selon div, et est note´ Rem(g, p, div)
ou seulement Rem(g, p).
Il convient de remarquer que la de´finition classique de division multivarie´e
obe´it aux exigences d’ope´rateur de division.
Notre se´mantique concre`te (Section 4.2.2) manipule des ensembles de Rm
tandis que notre se´mantique abstraite traite de polynoˆmes (Section 4.3.1). Rap-
pelons que P(Rm) est naturellement muni d’une structure de treillis complet
P(Rm)(⊆,⋃,⋂) ou` ⊆, ⋃ et ⋂ repre´sentent respectivement l’inclusion, l’union et
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l’intersection d’ensembles. Les deux treillis complets P(Rm) et I sont relie´s par
la connexion de Galois P(Rm) −−→←−−α
γ I ou` :
α : P(Rm) → I
X 7→ I(X) = {u ∈ R[x1, . . . , xm] | ∀x ∈ X, u(x) = 0}
γ : I → P(Rm)
I 7→ V(I) = {x ∈ Rm | ∀u ∈ I, u(x) = 0}
On rappelle, comme l’exige la De´finition 2.18 que :
∀X ∈ P(Rm), ∀I ∈ I : X ⊆ γ(I) ⇔ α(X) v] I
Par le suite, dans le cas ou` I est un ide´al principal c.a`.d. s’il existe un polynoˆme g
tel que I = <g>, on se permettra de confondre I et le polynoˆme g l’engendrant.
On fera alors l’abus de notation consistant a` e´crire γ(g) au lieu de γ(<g>). Notons
maintenant que la connexion de Galois de´finie ci-dessus permet de faire le lien
entre un polynoˆme g et l’ensemble de ses ze´ros γ(g).
En re´sume´, nous sommes dans un cadre tre`s favorable de la the´orie de l’inter-
pre´tation abstraite : les domaines concrets et abstraits sont munis de structures
de treillis complets ; ces deux domaines sont relie´s par une connexion de Galois ;
le domaine abstrait ve´rifie la condition de chaˆıne descendante. Cette dernie`re pro-
prie´te´ assure la terminaison de la proce´dure ite´rative permettant de calculer les
points fixes de la se´mantique abstraite (Section 4.3.1).
4.2 Les programmes polynomiaux
Nous conside´rons une variante du langage IMP [Win93] dans lequel les fonc-
tions d’affectations sont polynomiales et les tests conditionnels sont des e´galite´s
ou de´se´galite´s polynomiales.
4.2.1 Syntaxe des programmes polynomiaux
Dans le Chapitre 2, nous avons pre´sente´ les programmes comme e´tant des
graphes e´tiquete´s par des commandes. Dans cette section, nous de´laissons cette
approche et donnons la syntaxe des programmes polynomiaux sous une forme
structure´e. La principale diffe´rence entre ces deux approches re´side dans la pre´-
sentation de la structure de boucles. Les boucles se lisent sur les graphes graˆce a`
la pre´sence d’arcs retours. Dans l’approche structure´e, les boucles sont des ope´-
rateurs a` part entie`re. Nous faisons ici le choix de l’approche structure´e car nous
pensons que ceci permet de mieux comprendre et pre´senter les ope´rateurs concrets
et abstraits de boucles.
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De´finition 4.6 (Syntaxe des programmes polynomiaux).
p ∈ R[x1, . . . , xm] polynoˆmes
V 3 var ::= x1 | . . . | xm variables du programme
T 3 test ::= p ./ 0 gardes polynomiales
P 3 c ::= var := p affectations polynomiales
| c ; c se´quence
| if test then c else c structure conditionnelle
| while test do c structure de boucle
| skip skip
le symbole ./ est utilise´ pour repre´senter un e´le´ment de l’ensemble {=, 6=}. Nous
utilisons aussi la notation 6./ pour de´finir la ne´gation de ./.
Notons que nous pourrons adjoindre des nume´ros de ligne a` la syntaxe des
programmes de´crite ci-dessus. La se´mantique de nos programmes est de´crite dans
la section suivante.
4.2.2 Se´mantique concre`te des programmes polynomiaux
Afin d’infe´rer une e´galite´ polynomiale g = 0 ve´rifie´e en fin de programme,
nous allons montrer que l’exe´cution du programme depuis tout e´tat initial me`ne
a` un e´tat qui est un e´le´ment de l’ensemble des ze´ros de g. Pour ce faire, nous
nous inspirons de la proce´dure de´veloppe´e par Mu¨ller-Olm et Seidl [MOS04] qui
consiste a` montrer que la plus faible pre´condition d’appartenance a` l’ensemble des
ze´ros de g n’impose pas de contrainte sur les e´tats initiaux du programme. Cette
plus faible pre´condition se de´finit a` l’aide d’une se´mantique collectrice arrie`re
qui n’est pas tout a` fait classique : elle ope`re en arrie`re et est obtenue par un
plus grand point fixe. Afin de faciliter le de´cryptage de notre se´mantique par
un lecteur non expert, nous commenc¸ons par donner le sens de nos programmes
a` l’aide d’une se´mantique ope´rationnelle petit pas (avant) tre`s classique. Nous
de´finirons ensuite la se´mantique collectrice arrie`re puis montrerons comment elle
s’exprime a` l’aide de cette se´mantique avant.
Commenc¸ons donc par de´finir la se´mantique ope´rationnelle petit pas de nos
programmes.
4.2.2.1 Se´mantique ope´rationnelle petit pas et accessibilite´
Se´mantique ope´rationnelle petit pas
Nous exprimons la se´mantique du langage IMP a` l’aide d’une se´mantique ope´ra-
tionnelle petit pas (SOPP). Notons →⊆ (P × Rm) × (P × Rm) cette se´mantique.
Elle est formellement de´finie par l’ensemble des re`gles d’infe´rences suivantes.
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De´finition 4.7 (Se´mantique ope´rationnelle petit pas (SOPP)).
Soit c un programme polynomial, et σ, σ′ ∈ Rm des e´tats du programme c.
La se´mantique ope´rationnelle petit pas est de´finie par les re`gles du de la Fi-
gure 4.2.
(i) skip〈skip, σ〉 → 〈•, σ〉
(ii)
p(σ) = v
assign〈xj := p, σ〉 → 〈•, σ[v]j〉
(iii)
〈c1, σ〉 → 〈c′1, σ′〉
seq red〈c1; c2, σ〉 → 〈c′1; c2, σ′〉
〈c1, σ〉 → 〈•, σ′〉
seq nred〈c1; c2, σ〉 → 〈c2, σ′〉
seq point〈•; c, σ〉 → 〈c, σ〉
(iv)
p(σ) ./ 0 ≡ true
if true〈if p ./ 0 then c1 else c2, σ〉 → 〈c1, σ〉
p(σ) ./ 0 ≡ false
if false〈if p ./ 0 then c1 else c2, σ〉 → 〈c2, σ〉
(v)
p(σ) ./ 0 ≡ true
while true〈while p ./ 0 do c, σ〉 → 〈c; while b do c, σ〉
p(σ) ./ 0 ≡ false
while false〈while p ./ 0 do c, σ〉 → 〈skip, σ〉
Notation : e´tant donne´ un e´tat σ = (σ1, . . . , σm), nous notons σ[v]j l’e´tat
modifie´ (σ1, . . . , σj−1, v, σj+1, . . . , σm).
Figure 4.2 – Se´mantique ope´rationnelle petit pas.
On remarque, dans la Figure 4.2, l’apparition d’un programme note´ •. Le
couple 〈•, σ〉 permet de repre´senter un e´tat σ ∈ Rm comme un e´le´ment de P×Rm.
Le programme • est donc juste un artifice de notation permettant de de´finir la
relation→ comme sous-ensemble de (P×Rm)× (P×Rm). De ce fait, il n’est pas
utile de le faire apparaˆıtre comme e´le´ment de syntaxe de nos programmes. Du
fait de ce choix, l’accessibilite´ est de´finie comme suit.
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Si la relation 〈c, σ〉 → 〈c′, σ′〉 est ve´rifie´e, on dira que le programme c dans
l’e´tat σ se re´duit en un pas en le programme c′ dans l’e´tat σ′. D’autre part, on
note →∗⊆ (P×Rm)× (P×Rm) la relation qui de´finit les re´ductions en ze´ro, un,
ou un nombre fini de pas et →∞⊆ P× Rm la relation qui permet de repre´senter
les re´ductions infinies. Enfin on note→co∗⊆ ((P×Rm)× (P×Rm))∪ (P×Rm) la
relation qui repre´sente les re´ductions en ze´ro, un, un nombre fini ou un nombre
infini de pas. Ces relations seront utilise´es dans le reste de ce chapitre dans de
nombreuses de´finitions et the´ore`mes.
E´tat accessible et polynoˆme invariant
Nous commenc¸ons par de´finir la notion d’e´tat accessible. Cet ensemble d’e´tats est
de´termine´ par l’exe´cution du programme sur l’ensemble des e´tats initiaux.
De´finition 4.8 (E´tat accessible).
Soit P et σ′ ∈ Rm. L’e´tat σ′ est un e´tat accessible du programme c si :
∃σ ∈ Rm, 〈c, σ〉 →∗ 〈•, σ′〉
Inte´ressons-nous maintenant aux e´tats terminants. Cette notion peut eˆtre vue
comme duale de celle d’accessibilite´. Les e´tats terminants correspondent a` l’image
re´ciproque par la relation →∗ des e´tats accessibles. Re´ciproquement, les e´tats
accessibles correspondent a` l’image directe, par →∗ des e´tats terminants.
De´finition 4.9 (E´tat terminant).
Un e´tat σ ∈ Rm est dit terminant pour un programme c s’il ve´rifie la proprie´te´
suivante :
∃σf ∈ Rm, 〈c, σ〉 →∗ 〈•, σf〉
Un programme c dont tous les e´tats σ ∈ Rm sont terminants est dit terminant.
D’un point de vue calculatoire, e´tats accessibles et e´tats terminants sont situe´s
a` deux extre´mite´s du programme : l’une de ses extre´mite´s est calculable par
se´mantique avant (les e´tats accessibles) tandis que l’autre extre´mite´ l’est par
se´mantique arrie`re (les e´tats terminants).
Nous pouvons alors de´finir la notion d’invariant de programme. On dira qu’un
polynoˆme g est invariant pour un programme si chacun des e´tats accessibles du
programme est un ze´ro de g. Ou, autrement dit, si l’exe´cution du programme sur
chaque e´tat terminant me`ne a` un e´tat qui est un ze´ro du polynoˆme g.
De´finition 4.10 (Invariant polynomial).
Un polynoˆme g ∈ R[x1, . . . , xm] est dit invariant a` la fin d’un programme c si la
proprie´te´ suivante est ve´rifie´e :
∀σ ∈ Rm, ∀σf ∈ Rm, 〈c, σ〉 →∗ 〈•, σf〉 ⇒ σf ∈ γ(g)
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On remarque, d’apre`s cette de´finition, que pour les programmes ne posse´dant
aucun e´tat terminant, tout polynoˆme est conside´re´ comme e´tant invariant. Ceci
met en valeur l’absence d’information pour de tels programmes. Notre analyse a
pour objectif de calculer de tels invariants de programme. The´oriquement, on peut
proposer deux techniques duales pour de´montrer qu’un polynoˆme g est invariant.
Soit par une analyse avant : on calcule l’ensemble des e´tats accessibles et on
de´montre qu’ils sont des ze´ros de g. Soit par une analyse arrie`re : partant des
ze´ros de g, on calcule l’ensemble des e´tats terminants et on de´montre que cet
ensemble vaut Rm. Dans tout ce qui suit, nous nous attelons a` exposer cette
analyse arrie`re.
4.2.2.2 Se´mantique concre`te arrie`re
Nous pouvons maintenant de´crire la se´mantique concre`te qui est utilise´e pour
prouver la correction de notre analyse.
De´finition 4.11 (Se´mantique collectrice arrie`re (SCA)).
BνJcK : P(Rm)→ P(Rm)
BνJxj := pK S = {x ∈ Rm | x[p(x)]j ∈ S}
ou` x[p(x)]j est l’e´le´ment (x1, . . . , xj−1, p(x), xj+1, . . . , xm)
BνJskipK S = S
BνJc1; c2K S = BνJc1K (BνJc2K S)
BνJif p ./ 0 then c1 else c2K S = (BνJc1K S ⋂ Jp ./ 0K) ⋃ (BνJc2K S ⋂ Jp 6./ 0K)
ou` Jp ./ 0K = {x ∈ Rm | p(x) ./ 0}
BνJwhile p ./ 0 do cK S = νFc,p,S
ou` Fc,p,S = λX.(Jp 6./ 0K ⋂ S) ⋃ (Jp ./ 0K ⋂ BνJcK X)
Notons que l’interpre´tation des affectations et des tests correspond a` l’analyse
concre`te arrie`re de la de´finition 2.12 du Chapitre 2. Cependant, remarquons que
la se´mantique est relativement peu habituelle, puisqu’elle est donne´e par un plus
grand point fixe. Cette de´finition correspond a` un calcul de plus faible pre´condi-
tion libe´rale et donc a` une notion de correction partielle (cf Section 2.2.2.2). En
comparaison, l’utilisation d’un plus petit point fixe correspondrait a` un calcul de
plus faible pre´condition et a` une notion de correction totale et de ce fait, apporte-
rait plus d’informations. Cependant, cette information supple´mentaire, lie´e a` des
conditions de terminaison, n’a pas de roˆle a` jouer pour notre analyse. Afin de bien
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comprendre les diffe´rences entre les approches par plus petit et plus grand points
fixes nous de´veloppons chacune de ces deux se´mantiques sur l’exemple simple du
programme pre´sente´ en Figure 4.3.
Nous commenc¸ons par de´finir formellement la se´mantique BµJ.K. Elle est ob-
tenue a` partir de la se´mantique BνJ.K en remplac¸ant les calculs de plus grands
points fixes par des calculs de plus petits points fixes.
De´finition 4.12 (Se´mantique collectrice arrie`re par plus petit point fixe).
BµJcK : P(Rm)→ P(Rm)
BµJxj := pK S = {x ∈ Rm | x[p(x)]j ∈ S}
ou` x[p(x)]j est l’e´le´ment (x1, . . . , xj−1, p(x), xj+1, . . . , xm)
BµJskipK S = S
BµJc1; c2K S = BµJc1K (BµJc2K S)
BµJif p ./ 0 then c1 else c2K S = (BµJc1K S ⋂ Jp ./ 0K) ⋃ (BµJc2K S ⋂ Jp 6./ 0K)
ou` Jp ./ 0K = {x ∈ Rm | p(x) ./ 0}
BµJwhile p ./ 0 do cK S = µGc,p,S
ou` Gc,p,S = λX.(Jp 6./ 0K ⋂ S) ⋃ (Jp ./ 0K ⋂ BµJcK X)
Illustrons maintenant ces deux se´mantiques sur l’exemple small de la Fi-
gure 4.3.
Calcul de BµJsmallK et BνJsmallK.
Le programme pre´sente´ en Figure 4.3 permet de calculer le carre´ d’un entier n
par additions successives du contenu de la variable n a` la variable x qui contient
initialement 0. Ainsi, le polynoˆme g = x − n2 est un polynoˆme invariant a` la fin
du programme small.
small ≡ x := 0;
y := n;
while y 6= 0 do
x := x + n;
y := y− 1;
; ;
Figure 4.3 – Le programme polynomial small.
La plus faible pre´condition de satisfiabilite´ de la relation g = 0 a` la fin du
programme est caracte´rise´e a` l’aide de l’ensemble BµJsmallK γ(g). Commenc¸ons le
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calcul de cette se´mantique par sa valeur sur la structure de boucle : BµJwhile y 6=
0 do x := x + n; y := y − 1K γ(g). Le calcul du plus petit point fixe est obtenu
par ite´ration de la fonction F = λX.(Jy 6= 0K ⋂ γ(g)) ⋃ (Jy = 0K ⋂ BµJcK X) a`
partir de l’ensemble vide ∅.
BµJwhile y 6= 0 do x := x + n; y := y− 1K γ(g) = ⋃
k≥0
F k(∅)
ou` F k(∅) est de´fini par l’ensemble :
F k(∅) = {(x, y, n) ∈ R3 | (y = 0 ∧ x = n2) ∨ (y = 1 ∧ x+ n = n2)
∨ . . . ∨ (y = k ∧ x+ kn = n2) }
Ainsi, nous avons :
BµJsmallK γ(g) = BµJx := 0; y := nK ( ⋃k≥0 F k(∅) )
= {(x, y, n) ∈ R3 | ∃k ∈ N tel que (0, n, n) ∈ F k(∅)}
= {(x, y, n) ∈ R3 | ∃k ∈ N tel que n = k}
= R× R× N
Ainsi, si la condition initiale σi = (x, y, n) ∈ R × R × N est satisfaite, la fin du
programme est atteinte dans un e´tat σf tel que g(σf ) = 0. La condition x ∈ R peut
aise´ment s’exprimer sous forme polynomiale (par l’ensemble {x ∈ R | 0 = 0}).
A` l’oppose´, la condition n ∈ N est plus difficile a` exprimer dans R et ne´cessite
l’utilisation d’un produit infini de polynoˆmes ({n ∈ R | ∏k≥0(n − k) = 0}).
L’utilisation de ce genre de polynoˆmes ferait diverger notre analyse.
Inte´ressons-nous maintenant au calcul de BνJsmallK γ(g). Il est facile de mon-
trer que BνJsmallK γ(g) = R3. C’est bien une sur-approximation du plus petit
point fixe. Ce point fixe regroupant tous les e´tats du domaine concret, sa connais-
sance peut sembler apporter tre`s peu d’information. Cependant, la pre´ce´dente
e´galite´ doit eˆtre lue de la manie`re suivante : « la relation g = 0 est satisfaite pour
tout e´tat initial et ce, sans condition initiale ».
Pour re´sumer, un calcul de plus petit point fixe permet d’obtenir une
information tre`s pre´cise et inclut notamment des conditions de terminaison qui
doivent eˆtre ve´rifie´es afin que l’invariant soit satisfait a` la fin du programme. A`
l’oppose´, un calcul de plus grand point fixe fournit une information moins pre´cise
mais plus pertinente : on renverse le point de vue en en se concentrant sur les
relations satisfaites uniquement par les e´tats finaux.
Dans le but de mieux appre´hender notre se´mantique concre`te arrie`re, nous
la comparons, dans la section suivante, avec la se´mantique ope´rationnelle qui est
plus classique. Nous effectuons aussi cette de´marche avec la se´mantique collectrice
arrie`re par plus petit point fixe. Cette dernie`re se´mantique, non adapte´e a` notre
analyse, ne sera plus utilise´e par la suite. Ne´anmoins, la comparaison avec la
se´mantique ope´rationnelle permet de traduire formellement les observations de
terminaison que nous venons de de´crire.
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4.2.2.3 Comparaison de la se´mantique concre`te arrie`re avec la SOPP
Le the´ore`me 4.2 compare notre se´mantique concre`te avec la se´mantique SOPP.
Il e´nonce que la se´mantique BνJ.K co¨ıncide avec la relation →co∗. Autrement dit,
en plus de collecter des e´tats terminants, la se´mantique BνJ.K contient aussi des
e´tats qui admettent une re´duction infinie.
The´ore`me 4.2 (Se´mantique concre`te vs SOPP).
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
σ ∈ BνJcK S ⇔ { ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
ou 〈c, σ〉 →∞
Avant de de´tailler la de´monstration de ce the´ore`me, commentons-le. Ce the´o-
re`me est a` comparer avec le the´ore`me 4.3, plus classique, qui e´nonce ci-dessous
que la se´mantique par plus petit point fixe BµJ.K co¨ıncide avec la relation→∗. Ceci
revient a` dire que la se´mantique BµJ.K collecte uniquement des e´tats terminants.
Ce type de se´mantique est donc adapte´ a` une notion de correction totale et non
partielle comme celle que l’on de´veloppe.
The´ore`me 4.3 (BµJ.K vs SOPP).
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
∀c ∈ P,∀σ ∈ BµJcK S ⇔ ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
Le the´ore`me 4.3 est pre´sente´ ici dans un but pe´dagogique puisqu’il permet
d’accentuer la condition de terminaison implicitement exprime´e par notre se´man-
tique concre`te. Il ne sera pas utilise´ par la suite et sa de´monstration (proche de
celle du the´ore`me 4.2) sera uniquement de´veloppe´e dans l’Annexe B.
Le the´ore`me 4.2 a lui aussi un inte´reˆt pe´dagogique. Il permet de bien com-
prendre ce que regroupe la se´mantique BνJ.K. D’autre part, il permet de traduire
les proprie´te´s e´nonce´es a` l’aide de la se´mantique SOPP en des proprie´te´s sur BνJ.K.
Le re´sultat suivant illustre cet aspect : il e´nonce la de´finition des invariants poly-
nomiaux a` l’aide de la se´mantique BνJ.K et est un corollaire direct du the´ore`me 4.2.
Corollaire 4.1 (Caracte´risation des invariants polynomiaux par BνJ.K).
Soit c ∈ P et g ∈ R[x1, . . . , xm]. Alors :
g est invariant polynomial
a` la fin du programme c
⇔ BνJcK γ(g) = Rm
De´monstration. Soit c ∈ P et g ∈ R[x1, . . . , xm]. Nous de´montrons se´pare´ment
chaque sens de l’e´quivalence.
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Sens (⇒)
Supposons que g est un invariant polynomial a` la fin de c. Soit σ ∈ Rm. Montrons
que σ appartient a` BνJcK γ(g). E´tant donne´ que la se´mantique ope´rationnelle
n’admet pas d’e´tat bloquant, alors soit il existe σ′ tel que 〈c, σ〉 →∗ 〈•, σ′〉 soit
〈c, σ〉 →∞. Notons au passage que ce dernier re´sultat est lui aussi de´montre´ en
Coq. Dans le cas ou` 〈c, σ〉 →∞, en instanciant la proprie´te´ 4.2 avec S = γ(g),
on peut conclure que σ appartient a` BνJcK γ(g). Dans le cas ou` 〈c, σ〉 →∗ 〈•, σ′〉,
le fait que g est un invariant polynomial permet d’affirmer que σ′ ∈ γ(g). On en
conclut, par le lemme 4.1, que l’e´tat σ appartient a` BνJcK γ(g) ce qui termine la
de´monstration de ce sens de l’e´quivalence.
Sens (⇐)
Supposons que BνJcK γ(g) = Rm. Soit σ′ tel que 〈c, σ〉 →∗ 〈•, σ′〉. Il s’agit
alors de de´montrer que l’e´tat σ′ appartient a` γ(g) pour conclure ce cas. Comme
BνJcK γ(g) = Rm, l’e´tat σ est dans l’ensemble BνJcK γ(g). Par le lemme 4.2
on obtient soit l’existence de σf ∈ γ(g) tel que 〈c, σ〉 →∗ 〈•, σf〉 soit le fait
que 〈c, σ〉 →∞. Ce dernier cas est e´carte´ par le de´terminisme de la relation
→∗ (cas (Det2) de la proprie´te´ 4.1 de l’Annexe B) puisque l’on a suppose´ que
〈c, σ〉 →∗ 〈•, σ′〉. Si l’on conside`re maintenant le cas ou` 〈c, σ〉 →∗ 〈•, σf〉, le de´ter-
minisme de la relation→∗ (cas (Det1) de la proprie´te´ 4.1 de l’Annexe B) permet
d’affirmer que σ′ = σf . Ainsi, l’e´tat σ′ appartient bien a` l’ensemble γ(g), ce qui
conclut la de´monstration de ce sens de l’e´quivalence. uunionsq
Passons maintenant a` la de´monstration du the´ore`me 4.2. Afin d’ame´liorer la
lisibilite´ de sa de´monstration, nous la de´coupons en deux lemmes e´nonc¸ant chacun
un sens de l’e´quivalence.
Lemme 4.1.
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
σ ∈ BνJcK S ⇐ { ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
ou 〈c, σ〉 →∞
Ce re´sultat a donne´ lieu a` une de´monstration re´alise´e graˆce a` l’assistant de
preuve Coq. Nous ne de´taillerons pas plus la de´monstration de ce re´sultat ici
et renvoyons le lecteur inte´resse´ a` la lecture de la Section 4.3.3 qui pre´sente
brie`vement la preuve re´alise´e en Coq.
Traitons maintenant le second sens de l’e´quivalence.
Lemme 4.2.
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
σ ∈ BνJcK S ⇒ { ∃σf ∈ S, 〈c, σ〉 →∗ σf
ou 〈c, σ〉 →∞
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La de´monstration du lemme 4.2 se fait par induction. Cependant, contraire-
ment au cas de proprie´te´s classiques comme celle e´nonc¸ant le de´terminisme de
→∗ (proprie´te´ 4.1 de l’Annexe B), ce lemme manipule la notion de cloˆture infinie
→∞. Sa de´monstration est, de ce fait, plus technique et plus inte´ressante. Nous
avons donc de´cide´ de l’inte´grer a` ce manuscrit. De manie`re informelle, la possibi-
lite´ d’effectuer une re´duction infinie apparaˆıt naturellement lors de l’e´tude de la
structure de boucle. Sans entrer trop dans les de´tails, les boucles sont de´plie´es jus-
qu’au moment ou` l’on en sort. En cas de non sortie sortie de boucle, on de´montre
que l’on peut exhiber une re´duction du type 〈c, σ〉 →i 〈c′, σ′〉 avec i arbitraire-
ment grand. Ceci prouve que l’e´tat σ se re´duit infiniment par c. La de´monstration
suivante pre´sente rigoureusement ces aspects. Notons que nous avons aussi re´alise´
une de´monstration de ce lemme a` l’aide de l’assistant de preuve Coq.
De´monstration.
Soit c ∈ P, S ⊆ Rm et σ ∈ Rm. On raisonne par induction sur la syntaxe du
programme polynomial c.
Si c ≡ skip alors on a BνJcK S = S, et pour tout σ ∈ Rm,
skip〈skip, σ〉 → 〈•, σ〉
La proprie´te´ est donc ve´rifie´e en prenant σf = σ.
Si c ≡ xj := p alors on a BνJcK S = {x ∈ Rm | x[p(x)]j ∈ S}, et pour tout
σ ∈ Rm,
p(σ) = v
assign〈xj := p, σ〉 → 〈•, σ[v]j〉
ou` σ[v]j = (σ1, . . . , σj−1, v, σj+1, . . . , σm)
La proprie´te´ est donc ve´rifie´e en prenant σf = σ[v]j.
Si c ≡ c1; c2 alors on a
BνJc1; c2K S = BνJc1K (BνJc2K S)
Par hypothe`se d’induction, on a :
1. σ′ ∈ BνJc2K S ⇒ { ∃σ′′ ∈ S, 〈c2, σ′〉 →∗ 〈•, σ′′〉ou 〈c2, σ′〉 →∞
2. σ ∈ BνJc1K (BνJc2K S) ⇒ { ∃σ′ ∈ BνJc2K S, 〈c1, σ〉 →∗ 〈•, σ′〉ou 〈c1, σ〉 →∞
Par composition des re`gles seq et seq point on obtient les de´rivations
suivantes :
〈c1; c2, σ〉 - ∗〈•; c2, σ′〉 - 〈c2, σ′〉 - ∗σ′′
∞
-
∞
-
Ainsi, soit c diverge, soit 〈c, σ〉 →∗ 〈•, σf〉 en prenant σf = σ′′.
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Si c ≡ if p ./ 0 then c1 else c2 alors on a :
BνJcK S = (BνJc1K S ⋂ Jp ./ 0K) ⋃ (BνJc2K S ⋂ Jp 6./ 0K)
Conside´rons maintenant σ ∈ BνJcK S ; deux cas peuvent se produire :
soit p(σ) ./ 0 ≡ true alors σ ∈ BνJc1K S. L’hypothe`se d’induction permet
d’affirmer que ∃σ′ ∈ S, 〈c1, σ〉 →∗ 〈•, σ′〉 ou 〈c1, σ〉 →∞. Et la se´man-
tique petit pas fournit le premier pas de re´duction :
p(σ) ./ 0 ≡ true
if〈if p ./ 0 then c1 else c2, σ〉 → 〈c1, σ〉
soit p(σ) ./ 0 ≡ false . C’est le cas miroir. On a σ ∈ BνJc2K S. Par hy-
pothe`se d’induction on a ∃σ′ ∈ S, 〈c2, σ〉 →∗ σ′ ou 〈c2, σ〉 →∞. De
plus :
p(σ) ./ 0 ≡ false
if〈if p ./ 0 then c1 else c2, σ〉 → 〈c2, σ〉
Ainsi, soit c diverge, soit 〈c, σ〉 →∗ 〈•, σf〉 en prenant σf = σ′.
Si c ≡ while p ./ 0 do c1 alors la se´mantique arrie`re fournit σ ∈ νFc1,p,S ou` :
Fc1,p,S = λX.(Jp 6./ 0K⋂ S) ⋃ (Jp ./ 0K⋂ BνJc1K X)
La se´mantique concre`te arrie`re de l’instruction while est obtenue par ite´ra-
tion depuis le plus grand e´le´ment Rm. Ainsi, on a :
BνJcK S =⋂
n≥1
F nc1,p,S(R
m)
et, comme σ ∈ BνJcK S, alors pour tout i ∈ N, σ ∈ F ic1,p,S(Rm).
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Puisque BνJc1K est un ⋃-morphisme, on a :
F ic1,p,S(R
m) = Jp 6./ 0K ⋂ S
(0)⋃
( Jp ./ 0K ⋂ BνJc1K (Jp 6./ 0K ⋂ S) )
(1)⋃
( Jp ./ 0K ⋂ BνJc1K (Jp ./ 0K ⋂ BνJc1K (Jp 6./ 0K ⋂ S)) )
(2)⋃ · · ·
...⋃ · · ·⋃
( Jp ./ 0K ⋂ BνJc1K (Jp ./ 0K ⋂ · · · ⋂ BνJc1K (Jp 6./ 0K ⋂ S)) · · · )) )
(i− 1)⋃
( Jp ./ 0K ⋂ BνJc1K (Jp ./ 0K ⋂ · · · ⋂ BνJc1K (Jp ./ 0K) ⋂ BνJc1K (Rm)) · · · )) )
(i)
F ic1,p,S(R
m) est de´fini par l’union de i + 1 ensembles, correspondant aux
de´pliages successifs de la boucle. Dans le reste de la de´monstration, nous
devons savoir pre´cise´ment dans lequel de ces i+ 1 ensembles nous pouvons
trouver σ. Dans ce but, nous notons j.F
i l’ensemble apparaissant en ligne
j de la de´composition de F ic1,p,S(R
m). Afin de supprimer toute ambigu¨ıte´,
nous de´finissons formellement j.F
i par la re´currence suivante :
0.F
1 = Jp 6./ 0K ⋂ S
j.F
j+1 = Jp ./ 0K ⋂ BνJc1K (j−1.F j), ∀j ≥ 1
1.F
1 = Jp ./ 0K ⋂ BνJc1K (Rm)
j.F
j = Jp ./ 0K ⋂ BνJc1K (j−1.F j−1), ∀j ≥ 2
t.F
j+1 = t.F
t+1, ∀1 ≤ t ≤ j
La de´monstration est base´e sur l’ide´e suivante.
Si nous pouvons trouver une de´rivation de 〈c, σ〉 qui atteint l’ensembleJp 6./ 0K, alors, en de´pliant la boucle une fois de plus, nous rendons cette
re´duction terminante avec ce pas supple´mentaire. Ce cas est caracte´rise´
par le fait que σ appartient a` l’ensemble t.F
i pour un certain t tel que
0 ≤ t ≤ i − 1. Notons que, graˆce a` la dernie`re ligne de la re´currence
ci-dessus, cette proprie´te´ peut eˆtre reformule´e par σ ∈ i−1.F i pour un
certain i ≥ 1.
Si nous ne pouvons pas trouver de telle de´rivation, cela signifie que l’on
se re´duit infiniment dans l’ensemble Jp ./ 0K et qu’on ne quitte jamais la
Les programmes polynomiaux 117
boucle. Ce cas est caracte´rise´ par le fait que, pour tout i ≥ 1, l’e´tat σ
appartient a` i.F
i.
Notons que l’une ou l’autre de ces caracte´risations est re´alise´e. Le reste de
la de´monstration consiste a` formaliser cette ide´e.
Le lemme suivant exprime ce qui se de´roule si le premier cas est ve´rifie´.
Lemme 4.3 (Premier cas).
Soit c ≡ while p ./ 0 do c1. Alors :
∀σ ∈ Rm,∀j ≥ 1,
(
σ ∈ j−1.F j ⇒
{ ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
ou 〈c, σ〉 →∞
)
De´monstration.
Par re´currence sur j. Soit σ ∈ Rm.
– Si j = 1. Alors σ ∈ 0.F 1 = Jp 6./ 0K ⋂ S et
p(σ) ./ 0 ≡ false
if〈c, σ〉 → 〈•, σ〉
On conclut ce cas en prenant σf = σ.
– Supposons maintenant la proprie´te´ ve´rifie´e au rang j et soit σ ∈ j.F j+1 =Jp ./ 0K ⋂ BνJc1K (j−1.F j). Alors, on a :
p(σ) ./ 0 ≡ true
if〈c, σ〉 → 〈c1; c, σ〉
et finalement
〈c1; c, σ〉 - ∗〈•; c, σ′〉 - 〈c, σ′〉 - ∗σ′′
∞
-
∞
-
La premie`re e´tape de re´duction est le re´sultat de l’induction syntaxique :
comme σ ∈ j.F j+1 ⊆ BνJc1K (j−1.F j), soit il existe un e´tat σ′ tel que
σ′ ∈ j−1.F j et 〈c1, σ〉 →∗ 〈•, σ′〉 soit 〈c1, σ〉 →∞. Le pas suivant est
donne´ par la re`gle seq point. La dernie`re e´tape provient de l’hypothe`se
de re´currence. On conclut ce cas en prenant σf = σ
′′.
uunionsq
Le second cas se traite a` l’aide du lemme suivant.
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Lemme 4.4 (Second cas).
Soit c ≡ while p ./ 0 do c1. Alors :
∀σ ∈ Rm,∀j ≥ 1,
(
σ ∈ j.F j ⇒
{ ∃ij ≥ j − 1, σ′ ∈ Jp ./ 0K, 〈c, σ〉 →ij 〈c, σ′〉
ou 〈c, σ〉 →∞
)
De´monstration.
Par re´currence sur j. Soit σ ∈ Rm.
– Si j = 1. Alors σ ∈ 1.F 1 = Jp ./ 0K ⋂ BνJc1K (Rm). Comme 〈c, σ〉 →0
〈c, σ〉, on conclut ce cas en prenant σ′ = σ.
– Supposons la proprie´te´ ve´rifie´e au rang j et prenons σ tel que
σ ∈ j+1.F j+1 = Jp ./ 0K ⋂ BνJc1K (j.F j). Alors, on a :
p(σ) ./ 0 ≡ true
if〈c, σ〉 → 〈c1; c, σ〉
ce qui fournit, de manie`re analogue au lemme pre´ce´dent :
〈c1; c, σ〉 - ∗〈•; c, σ′〉 - 〈c, σ′〉 - ij〈•, σ′′〉
∞
-
∞
-
La premie`re e´tape de re´duction est le re´sultat de l’induction syntaxique :
comme σ ∈ j+1.F j+1 ⊆ BνJc1K (j.F j), soit il existe un e´tat σ′ tel que
σ′ ∈ j.F j et 〈c1, σ〉 →∗ σ′ soit 〈c1, σ〉 →∞. L’e´tape suivante re´sulte de
l’utilisation de la re`gle seq step. Enfin, la dernie`re e´tape provient de
l’hypothe`se de re´currence. Notons que la de´rivation entie`re est re´alise´e en
plus de j e´tapes, ce qui permet de conclure ce cas.
uunionsq
Maintenant que ces deux lemmes sont e´nonce´s et de´montre´s, il reste a`
conclure la preuve. Dans ce but, conside´rons l’ensemble Aux = {i ∈ N | σ ∈
i−1.F i}. Deux cas peuvent alors se produire.
1. Soit Aux est non vide, et il existe donc k ∈ Aux.
Alors, σ ∈ k−1.F k et le lemme 4.3 permet de conclure ce cas.
2. Soit Aux est vide.
Alors, ∀j ≥ 1, σ ∈ j.F j. Par le lemme 4.4, nous obtenons que, soit il
existe j ≥ 1 tel que (σ ∈ j.F j ⇒ 〈c, σ〉 →∞) soit pour tout j ≥ 1, il
existe ij ≥ j−1, 〈c, σ〉 →ij 〈c, σ′〉. Ceci signifie que nous pouvons exhiber
des de´rivations arbitrairement longues. Autrement dit, 〈c, σ〉 →∞. Ceci
permet de conclure ce cas et cette de´monstration.
uunionsq
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4.3 Analyse approche´e : ge´ne´ration d’invariants
polynomiaux par proce´dure ite´rative
4.3.1 Se´mantique abstraite
Rappelons que l’ide´e fondamentale derrie`re l’abstraction est d’exporter de
manie`re correcte l’analyse concre`te dans un monde plus grossier dans lequel les
calculs sont plus simples. Dans notre cas, la se´mantique concre`te n’est pas calcu-
lable, du fait de la pre´sence de points fixes dans le treillis Rm qui ne ve´rifie pas la
condition de chaˆıne ascendante. Dans cette section, nous proposons une se´man-
tique abstraite qui approche la se´mantique concre`te et dont l’ensemble sous-jacent
est I, l’ensemble des ide´aux polynomiaux. L’ensemble I est muni d’une structure
de treillis qui ve´rifie la condition de chaˆıne descendante, ce qui rend possible les
calculs de plus grands points fixes.
Nous commenc¸ons par de´finir la se´mantique abstraite des programmes poly-
nomiaux et prouvons que cette abstraction approche correctement la se´mantique
concre`te.
4.3.1.1 Abstraction des programmes polynomiaux
De´finition 4.13 (Abstraction des programmes polynomiaux).
JcK] : I → I
Jxj := pK]I = {q[xj 7→ p], q ∈ I}
ou` q[xj 7→ p] est le polynoˆme q(x1, . . . , xj−1, p(x1, . . . , xm), xj+1, . . . , xm)
JskipK]I = I
Js1; s2K]I = Js1K](Js2K]I)
Jif p 6= 0 then c1 else c2K]I = <p.(Jc1K]I), Rem(Jc2K]I, p)>
Jif p = 0 then c1 else c2K]I = <p.(Jc2K]I), Rem(Jc1K]I, p)>
Jwhile p 6= 0 do cK]I = ν(F ]c,p,I)
ou` F ]c,p,I = λJ.<p.(JcK]J), Rem(I, p)>
Jwhile p = 0 do cK]I = ν(F ]c,p,I)
ou` F
]
c,p,I = λJ.<p.I, Rem(JcK]J, p)>
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Il convient de faire quelques remarques sur cette se´mantique. Tout d’abord,
remarquons que, puisque notre se´mantique agit en arrie`re, la se´mantique des af-
fectations consiste en une simple substitution et ne ne´cessite pas l’introduction de
nouvelles variables. La pre´sence de l’ope´rateur Rem dans la se´mantique du if doit
eˆtre de´taille´e. Conside´rons donc une instruction if garde´e par une (de´s)e´galite´ po-
lynomiale p. Sa se´mantique est base´e sur l’ide´e simple suivante : si l’on souhaite
prouver que la relation g = 0 est satisfaite sachant que la relation p = 0 l’est,
il suffit de calculer Rem(g, p) = g − pq pour un certain polynoˆme q et de mon-
trer que la relation Rem(g, p) = 0 est satisfaite. Soulignons que cette proprie´te´ ne
de´pend pas du choix de q ; en particulier, ce choix n’a pas d’influence sur la cor-
rection de notre approche. Cependant, certains choix ne sont pas tre`s pertinents
et pourraient mener plus tard a` la ge´ne´ration de l’invariant trivial “0 = 0”. Des
de´tails additionnels sur la fac¸on de trouver un ope´rateur de division adapte´ sont
donne´s plus loin (Section 4.4). Finalement, notons que puisque I est un treillis
satisfaisant la condition de chaˆıne descendante, les plus grands points fixes sont
calculables dans ce treillis.
Remarque 4.1.
Dans le cas spe´cial du programme c ≡ if p 6= 0 then c1 else skip, le meilleur
choix de quotient q est fourni par q = 0, ce qui permet de de´finir Rem(g, p) =
g. La se´mantique abstraite de c est alors donne´e par JcK]I = <I, p.(Jc1K]I)>.
Ceci co¨ıncide avec la fonction abstraite de´veloppe´e dans le travail de Mu¨ller-Olm
et Seidl, qui est prouve´e eˆtre une abstraction exacte de la fonction de transfert
concre`te [MOS04].
La se´mantique du while est de´rive´e de celle du if . Notons que, similairement
au cas de la se´mantique abstraite, cette se´mantique est de´finie a` l’aide d’un plus
grand point fixe.
La fonction de transfert abstraite du while est calcule´e en utilisant une ite´ra-
tion a` la Kleene, partant de l’e´le´ment >] = <0>, le plus grand e´le´ment du treillis
I. Plus pre´cise´ment, pour tout V ∈ I,Jwhile p 6= 0 do cK]V = d]n≥0(F ]c,p,V )n(>])
D’apre`s le the´ore`me 4.1, cette ite´ration termine en un nombre fini de pas. Comme
{(F ]c,p,V )n(<0>)}n∈N est une suite croissante 4 pour l’inclusion des ide´aux, le cri-
te`re d’arreˆt consiste a` ve´rifier si les polynoˆmes calcule´s a` l’e´tape n + 1 appar-
tiennent a` l’ide´al ge´ne´re´ a` l’e´tape n.
Remarque 4.2.
Puisque la fonction de transfert abstraite de l’instruction while provient de l’e´cri-
ture c ≡ if p 6= 0 then c1 else skip, et en accord avec la Remarque 4.1, la de´fi-
nition abstraite de toute instruction while garde´e par une de´se´galite´ polynomiale
4. On remarque que cette suite est de´croissante si l’on conside`re l’ordre induit par v].
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est donne´e par l’ope´rateur de division trivial qui ne modifie pas son polynoˆme
d’entre´e. Ceci permet de re´e´crire F ]c,p,I en λJ.<p.(JcK]J), I>.
4.3.1.2 Correction de l’abstraction
Nous devons prouver que notre se´mantique abstraite est correcte relative-
ment a` la se´mantique concre`te. Ces deux se´mantiques sont compare´es graˆce a` la
connexion de Galois de´finie dans la Section 4.1.
The´ore`me 4.4 (Correction).
Soit g un polynoˆme de R[x1, . . . , xm] et c un programme polynomial. Alors :
γ(JcK]<g>) ⊆ BνJcK γ<g> (4.1)
La de´monstration du the´ore`me 4.4 se fait par induction sur la syntaxe des
programmes polynomiaux.
De´monstration.
Soit I un ide´al. Notons que, par le the´ore`me de Hilbert (the´ore`me 4.1), I est fini-
ment engendre´. Ainsi, il existe g1, . . . , gs ∈ R[x1, . . . , xm] tels que I = <g1, . . . , gs>.
Si c ≡ skip alorsJcK]I = I
BνJcK γ(I) = γ(I)
Et ainsi, ce cas est trivial.
Si c ≡ xj := p alorsJcK]I = I[xj 7→ p]
BνJcK γ(I) = {y ∈ Rm | y[p(y)]j ∈ γ(I)} = γ(I[xj 7→ p])
ou` nous de´finissons I[xj 7→ p] = <g1[xj 7→ p], . . . , gs[xj 7→ p]>.
Ce cas est lui aussi trivial.
Si c ≡ c1; c2 alorsJcK]I = Jc1K](Jc2K](I))
BνJcK γ(I) = BνJc1K (BνJc2K γ(I))
Par hypothe`se d’induction sur c1, on a :
γ(Jc1K](Jc2K]I)) ⊆ BνJc1K γ(Jc2K]I)
Maintenant, par hypothe`se d’induction sur c2, on a :
γ(Jc2K]I) ⊆ BνJc2K γ(I)
Comme la se´mantique BνJcK est une fonction croissante, nous concluons
ce cas en appliquant BνJc1K a` chaque membre de l’inclusion pre´ce´dente.
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Si c ≡ if p 6= 0 then c1 else c2 alors :JcK]I = < p.(Jc1K]I), Rem(Jc2K]I, p) >
BνJcK γ(I) = (Jp 6= 0K ⋂ BνJc1K γ(I))⋃
(Jp = 0K ⋂ BνJc2K γ(I))
La varie´te´ engendre´e par la se´mantique abstraite est :
γ(<p.(Jc1K]I), Rem(Jc2K]I, p)>)
= γ(p.(Jc1K]I)) ⋂ γ(Rem(Jc2K]I, p))
= (γ(p)
⋃
γ(Jc1K]I)) ⋂ γ(Rem(Jc2K]I, p))
= γ(p)
⋂
γ(Rem(Jc2K]I, p)) } A⋃
γ(Jc1K]I) ⋂ γ(Rem(Jc2K]I, p)) } B
Dans le but d’ame´liorer la lisibilite´ de cette de´monstration, nous introdui-
sons les notations A et B (sur la droite de la formule pre´ce´dente). Mainte-
nant, en de´composant Rm comme Jp 6= 0K ⋃ γ(p), on a :
A
⋃
B
= (A
⋃
B)
⋂
(Jp 6= 0K ⋃ γ(p))
= ( A
⋂
(Jp 6= 0K ⋃ γ(p)) ) ⋃ ( B ⋂ (Jp 6= 0K ⋃ γ(p)) )
= A
⋃
(B
⋂ Jp 6= 0K) ⋃ (B ⋂ γ(p))
= A
⋃
(B
⋂ Jp 6= 0K)
Cette dernie`re e´galite´ est une conse´quence directe du fait que :
B
⋂
γ(p) = A
⋂
γ(Jc1K]I) ⊆ A
Afin de conclure cette de´monstration, nous montrons que :
B
⋂ Jp 6= 0K ⊆ (Jp 6= 0K ⋂ BνJc1K γ(I)) (4.2)
A ⊆ (Jp = 0K ⋂ BνJc2K γ(I)) (4.3)
Montrons d’abord l’ine´galite´ (4.2). Par hypothe`se d’induction sur c1, on a :
γ(Jc1K]I) ⊆ BνJc1K γ(I)
Alors, en intersectant chaque membre de l’inclusion par Jp 6= 0K, on obtient :
(Jp 6= 0K⋂ γ(Jc1K]I)) ⊆ (Jp 6= 0K⋂ BνJc1K γ(I))
ce qui de´montre (1).
Nous montrons maintenant l’ine´galite´ (4.3). Soit x un e´le´ment de A et u
un e´le´ment de Jc2K]I. Nous notons t = Rem(u, p) et q le quotient associe´ a`
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cette division : u = q.p+ t. Comme x ∈ A, x ∈ γ(p) et ainsi p(x) = 0. Nous
avons aussi x ∈ γ(Rem(Jc2K]I, p)). Ainsi, t(x) = 0, ce qui implique u(x) = 0.
Nous avons de´montre´ que pour tout u ∈ Jc2K]I, u(x) = 0, ce qui signifie
que x ∈ γ(Jc2K]I) et prouve que A ⊆ Jp = 0K ⋂ γ(Jc2K]I). Nous concluons
la de´monstration de l’ine´galite´ (4.3) graˆce a` l’hypothe`se d’induction sur c2.
Si c ≡ if p = 0 then c1 else c2 : ce cas est syme´trique au pre´ce´dent est peut
eˆtre traite´ de la meˆme fac¸on. Nous ne le de´velopperons donc pas.
Si c ≡ while p 6= 0 do c1 alorsJcK]I = νλJ. < p.(Jc1K](J)), Rem(I, p) >
BνJcK γ(I) = νλX.(Jp = 0K ⋂ γ(I)) ⋃ (Jp 6= 0K ⋂ BνJc1K X)
Afin de traiter ce cas, tre`s similaire au pre´ce´dent, nous utilisons le the´ore`me
suivant sur les points fixes [Bac00].
Lemme 4.5 (Lemme de transfert).
Soit (A,v), (A],v]) deux treillis complets et γ : A] → A une fonction. Soit
f : A → A et f ] : A] → A] deux fonctions croissantes telles que :
γ ◦ f ] .v f ◦ γ
Alors, on a :
γ(νf ]) v νf
De´monstration.
Appliquons l’hypothe`se a` νf ]. Nous obtenons γ(f ](νf ])) v f(γ(νf ])). L’e´le´-
ment νf ] e´tant un point fixe de f ], nous avons f ](νf ]) = νf ]. Ainsi, on a
γ(νf ]) v f(γ(νf ])) ce qui signifie que γ(νf ]) est un pre´-point fixe de f .
Par de´finition de νf , nous concluons que γ(νf ]) v νf . uunionsq
Notons f la fonction concre`te et f ] la de´finition abstraite de´finie par :
f = λX.(Jp = 0K ⋂ γ(I)) ⋃ (Jp 6= 0K ⋂ BνJc1K X)
f ] = λJ. < p.(Jc1K](J)), Rem(I, p) >
et montrons que γ ◦ f ] .⊆ f ◦ γ.
Soit J0 un ide´al. D’une part, nous avons :
f ◦ γ(J0)
= (Jp = 0K ⋂ γ(I)) ⋃ (Jp 6= 0K ⋃ BνJc1K γ(J0))
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D’autre part, nous avons :
γ ◦ f ](J0)
= γ(<p.(Jc1K]J0), Rem(I, p)>)
= ( γ(p)
⋃
γ(Jc1K]J0) ) ⋂ γ(Rem(I, p))
= ( γ(p)
⋂
γ(Rem(I, p)) )
⋃
( γ(Jc1K]J0) ⋂ γ(Rem(I, p)) )
= ( γ(p)
⋂
γ(Rem(I, p)) )
⋃
( Jp 6= 0K ⋂ γ(Jc1K]J0) ⋂ γ(Rem(I, p)) )
La dernie`re e´galite´ est obtenue en raisonnant de la meˆme manie`re que dans
le cas du if, en notant Rm = Jp = 0K ⋃ Jp 6= 0K. Maintenant, par hypothe`se
d’induction sur c1, on a γ(Jc1K]J0) ⊆ BνJc1K γ(J0). En raisonnant encore de
la meˆme manie`re que dans le cas if, nous obtenons γ(p)
⋂
γ(Rem(I, p)) ⊆
γ(p)
⋂
γ(I). En combinant ces deux inclusions, nous obtenons γ◦f ] .⊆ f ◦γ,
ce qui prouve le lemme 4.5 :
γ(νf ]) ⊆ νf
q q
γ(JcK]I) ⊆ BνJcK γ(I)
Ceci permet de conclure ce cas.
Si c ≡ while p = 0 do c1 : ce cas est syme´trique au pre´ce´dent et traite´ de la
meˆme manie`re.
uunionsq
Notons que ce the´ore`me, et son corollaire ci-dessous sont des proprie´te´s cle´s
pour montrer que notre analyse produit bien des invariants polynomiaux.
Corollaire 4.2.
Soit g un polynoˆme de R[x1, . . . , xm] et c un programme polynomial.
Si g satisfait JcK]<g> = <0>, alors g est un invariant polynomial a` la fin du
programme c.
De´monstration.
Pour un polynoˆme donne´ g, si JcK]<g> = <0>, alors γ(JcK]<g>) = Rm. Comme
γ(JcK]<g>) ⊆ BνJcK γ<g>, nous avons BνJcK γ<g> ⊇ Rm, ce qui prouve
que BνJcK γ<g> = Rm. En utilisant le the´ore`me 4.2, ceci implique que, pour tout
e´tat initial σ ∈ Rm, s’il existe σf tel que 〈c, σ〉 →+ σf , alors σf ∈ γ(g). Ainsi, g
est un invariant polynomial. uunionsq
Le Corollaire 4.2 fournit une me´thode de ve´rification permettant de prouver
qu’un polynoˆme g est invariant. Pour ce faire, il suffit de calculer la se´mantique
abstraite applique´e a` <g> et de comparer ce re´sultat avec l’ide´al nul <0>.
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4.3.2 Ge´ne´ration d’invariants par proce´dure ite´rative
Le Corollaire 4.2 montre que la se´mantique abstraite fournit une manie`re de
valider un candidat a` l’invariance. Nous montrons maintenant comment l’utilisa-
tion de polynoˆmes parame´tre´s permet de ge´ne´rer automatiquement des invariants.
De´finition 4.14 (Polynoˆme ai-parame´tre´ line´airement, polynoˆme ge´ne´rique).
Notons a = { ai | i ∈ N } un ensemble de parame`tres.
On dira qu’un polynoˆme g ∈ R[x1, . . . , xm] est un polynoˆme ai-parame´tre´ line´ai-
rement (note´ ai-pl) si chacun de ses coefficients est une combinaison line´aire en
les parame`tres ai.
Un ide´al est dit ide´al ai-parame´tre´ line´airement s’il est ge´ne´re´ par des polynoˆmes
ai-parame´tre´s line´airement.
On appellera polynoˆme ai-ge´ne´rique de degre´ d le polynoˆme ai-parame´tre´ qui
contient tous les monoˆmes de degre´ infe´rieur a` d. Par exemple, a0 + a1.x1 +
a2.x2 + a3.x1x2 + a4.x1
2 + a5.x2
2 est le polynoˆme ai-ge´ne´rique de degre´ 2 dans
R[x1, x2].
Le polynoˆme ai-ge´ne´rique de degre´ d (note´ g) peut eˆtre vu comme une re-
pre´sentation de Rd[x1, . . . , xm], l’ensemble des polynoˆmes de degre´ infe´rieur ou
e´gal a` d. Plus pre´cise´ment, tout polynoˆme de Rd[x1, . . . , xm] est obtenu en ins-
tanciant l’ensemble des parame`tres ai. Une telle instanciation sera nomme´e ai-
instanciation comple`te. Une ai-instanciation partielle de g permet, quant a` elle,
de repre´senter tout un ensemble de polynoˆmes de Rd[x1, . . . , xm].
L’algorithme 1 de´crit les diffe´rentes e´tapes de la ge´ne´ration ite´rative d’inva-
riants polynomiaux de degre´ d pour le programme c. Cette proce´dure est dite
ite´rative car elle est de´finie a` l’aide du calcul de la se´mantique abstraite JcK]<g>
qui est de´finie par un point fixe calcule´ par ite´rations.
Attardons-nous sur cet algorithme. La ligne 4 contient la diffe´rence la plus
significative avec la proce´dure de ve´rification de´taille´e par le Corollaire 4.2. Nous
partons du polynoˆme ai-ge´ne´rique de degre´ d. L’ensemble JcK]<g> est donc com-
pose´ uniquement de polynoˆmes parame´tre´s. Plus pre´cise´ment, on peut montrer
par induction sur la syntaxe des programmes polynomiaux que l’ide´al JcK]<g> est
ai-parame´tre´ line´airement. Prouver l’e´galite´ JcK]<g> = <0> revient a` montrer
que tous les polynoˆmes de JcK]<g> sont identiquement nuls. Or, un polynoˆme
est identiquement nul si l’ensemble de ses coefficients sont nuls. Les coefficients
de JcK]<g> sont des combinaisons line´aires en les parame`tres ai. Ainsi, Cg,c est
syste`me homoge`ne d’e´quations line´aires en les ai et Sg,c peut eˆtre obtenu par
un calcul de pivot de Gauss. Graˆce a` Sg,c, chaque ai s’e´crit comme combinai-
son line´aire de certains des ai (la base du syste`me line´aire). L’ensemble Ginv est
alors obtenu en conside´rant l’ensemble des ai-instanciations comple`tes par des
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input : c ∈ P, d ∈ N et a = {ai | i ∈ N} un ensemble de parame`tres
output: un ensemble de polynoˆmes Ginv
begin1
g := le polynoˆme ai-ge´ne´rique de degre´ d;2
calcul de la se´mantique abstraite JcK]<g>;3
ge´ne´ration de Cg,c, l’ensemble des contraintes e´quivalentes a` :4 JcK]<g> = <0>;
calcul de Sg,c, l’ensemble des solutions de Cg,c;5
Ginv := ensemble de polynoˆmes obtenu par ai-instanciations comple`tes6
de g par des e´le´ments de Sg,c;
end7
Algorithm 1: Proce´dure ite´rative pour ge´ne´rer des invariants polynomiaux
e´le´ments solutions du syste`me line´aire Cg,c. Le the´ore`me 4.5 e´nonce que tout po-
lynoˆme de l’ensemble Ginv calcule´ par cette proce´dure ite´rative est invariant a` la
fin du programme c.
The´ore`me 4.5.
Soit c ∈ P et d ∈ N. Les polynoˆmes calcule´s par l’algorithme 1 sont des invariants
du programme c dont le degre´ est infe´rieur ou e´gal a` d.
La preuve de ce the´ore`me est une conse´quence directe du re´sultat e´nonce´ par
le the´ore`me 4.4.
De´monstration.
Soit c ∈ P, d ∈ N et soit a = {ai | i ∈ N} un ensemble de parame`tres. Notons G
l’ensemble des polynoˆmes calcule´s par l’algorithme 1.
Soit h ∈ G. Par de´finition de G, h est tel que :
JcK]<h> = <0>
D’autre part, par le the´ore`me 4.4 on a :
γ(JcK]<h>) ⊆ BνJcK γ(h)
On en conclut que BνJcK γ(h) ⊇ γ(<0>) = Rm et finalement que BνJcK γ(h) =
Rm. Ainsi, par la caracte´risation du corollaire 4.1 le polynoˆme h est invariant a`
la fin du programme c, ce qui conclut la de´monstration. uunionsq
Il est important de remarquer ici que la ge´ne´ration de l’ensemble Cg,c peut
s’ave´rer tre`s couˆteuse puisque le crite`re d’arreˆt ne´cessite le calcul de bases de
Gro¨bner sur des ensembles de polynoˆmes parame´tre´s. Plusieurs pistes peuvent
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1. r := 0;
2. s := 1;
3. t := 1;
4. while s ≤ n do
5. r := r + 1;
6. t := t + 2;
7. s := s + t;
8.
I1 I4[
1/t;
1/s;
0/r]
I4 I8
d] I15 d] I25 d] I35 d] I45 d] I55
I15 <a0 + a1(r+ 1) + a2(s+ t+ 2) + a3(t+
2) +a4n+a5(r+ 1)
2 +a6(r+ 1)(s+ t+
2)+a7(r+1)(t+2)+a8(r+1)n+a9(s+
t+2)2 +a10(s+t+2)(t+2)+a11(s+t+
2)n+a12(t+2)
2 +a13(t+2)n+a14n
2>
I8 <a0 + a1r + a2s + a3t + a4n + a5r
2 +
a6rs+a7rt+a8rn+a9s
2+a10st+a11sn+
a12t
2 + a13tn+ a14n
2>
Figure 4.4 – Un programme polynomial pour calculer une racine carre´e : sqrt.
eˆtre aborde´es afin d’apporter une solution a` ce proble`me de complexite´. La solu-
tion la plus na¨ıve est de n’effectuer qu’un nombre fixe´ d’ite´rations. Ceci permet-
trait de produire des polynoˆmes candidats a` l’invariance, qui sont plus simples a`
ve´rifier. Une autre solution, que nous de´veloppons en Section 4.4, est base´e sur
une hypothe`se naturelle sur les relations polynomiales que l’on souhaite ge´ne´rer.
Sous cette hypothe`se dite d’inductivite´ des invariants, on peut prouver qu’une
ite´ration suffit pour calculer les points fixes des boucles while garde´es par une
de´se´galite´ polynomiale.
Dans le paragraphe suivant, nous illustrons l’application de l’algorithme 1
sur l’exemple didactique de la Figure 4.4. Nous faisons de´libe´re´ment le choix de
pre´senter un exemple simple dont la garde n’est pas prise en compte, afin de
pouvoir de´rouler chaque e´tape de l’algorithme 1.
Calcul d’invariant pour le programme sqrt
Le programme sqrt a pour but de calculer la racine carre´e d’une variable n
dont la valeur est donne´e en entre´e. Nous instancions donc l’algorithme 1 avec le
polynoˆme ai-pl de degre´ 2 le plus ge´ne´rique :
g = a0 + a1r + a2s+ a3t+ a4n
+ a5r
2 + a6rs+ a7rt+ a8rn
+ a9s
2 + a10st+ a11sn
+ a12t
2 + a13tn
+ a14n
2
Il s’agit alors de calculer JsqrtK]<g>. Le tableau a` droite de la Figure 4.4 contient
les valeurs abstraites cle´s de notre analyse. De´taillons ces calculs. Notre analyse
ope´rant en arrie`re, la premie`re commande analyse´e est le while. La garde de cette
boucle n’e´tant pas une (de´s)e´galite´ polynomiale, elle est remplace´e par un choix
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non de´terministe. La boucle est de´plie´e jusqu’a` obtention d’un point fixe. Plus
pre´cise´ment la se´mantique abstraite de cette boucle est donne´e par :
I4 = Jwhile (∗) do r := r + 1; t := t + 2; s := s + tK]g = <g0, g1, g2, g3, . . . >
ou` les polynoˆmes gi sont de´finis par ite´ration du corps de la boucle abstraite sur
le polynoˆme g :
g0 = g
g1 = J r := r + 1; t := t + 2; s := s + tK] g
g2 = J r := r + 1; t := t + 2; s := s + tK] g1
...
...
...
gi+1 = J r := r + 1; t := t + 2; s := s + tK] gi
Le the´ore`me 4.1 permet d’affirmer que cette ite´ration termine en un nombre fini
de pas. Un calcul de base de Gro¨bner montre que g5 ∈ <g, g1, g2, g3, g4>, ce qui
prouve que :
I4 = <g, g1, g2, g3, g4>
Il reste alors a` calculer l’effet des affectations initiales sur I4. Ceci s’effectue en
ope´rant sur I4 les substitutions correspondant a` ces affectations. On calcule ainsi
l’ide´al I1 :
I1 = < g[
1/t;
1/s;
0/r], . . . , g4[
1/t;
1/s;
0/r] >
Le the´ore`me 4.4 permet d’affirmer que cet ide´al I1 est une sous-approximation
de la plus faible pre´condition d’appartenance a` l’ensemble des ze´ros de g. Plus
pre´cise´ment :
γ(I1) ⊆ BνJsqrtK ( γ(g) )
Supposons maintenant γ(I1) = Rm. Dans ce cas, on a BνJsqrtK (γ(g)) = Rm.
Autrement dit, il n’y a pas de condition a` l’appartenance aux ze´ros de g. Ceci
revient a` dire que tout e´tat initial terminant aboutit, par exe´cution de sqrt, dans
un e´tat qui est un ze´ro de g qui est alors, par de´finition un invariant polynomial
a` la fin de sqrt.
L’algorithme 1 consiste alors a` prouver que cette e´galite´ γ(I1) = Rm est ve´ri-
fie´e. On doit donc de´montrer que tout polynoˆme de I1 admet Rm comme ensemble
de ze´ros. Cette proprie´te´ n’est satisfaite que pour le polynoˆme nul. Autrement
dit, on cherche a` de´montrer :
(S)

g[1/t;
1/s;
0/r] = 0
...
...
...
g4[
1/t;
1/s;
0/r] = 0
Or un polynoˆme est nul si et seulement si tous ses coefficients sont nuls. Du
fait de notre approche parame´tre´e, les coefficients des gi[
1/t;
1/s;
0/r] sont des
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combinaisons line´aires en les ai. Le syste`me (S) pre´ce´dent est donc e´quivalent a`
un syste`me d’e´quations line´aires en les ai, note´ Cg,sqrt dans l’algorithme 1. Par
exemple, l’e´quation a0 + a2 + a3 + a9 + a10 + a12 = 0 fait partie de Cg,sqrt car elle
est obtenue par e´galisation a` ze´ro du coefficient de degre´ 0 de g[1/t;
1/s;
0/r].
La dernie`re e´tape de l’algorithme consiste a` re´soudre ce syste`me. Pour cela, on
exprime l’ensemble des ai en fonction d’un ensemble base. Ici, en prenant comme
base {a0, a2, a7, a10, a12}, nous obtenons :
Sg,sqrt =

a1 = 2a0 − a7 − 2a12 a6 = −2a10
a3 = −a0 − a2 − a10 − a12 a8 = −2a13
a4 = −a13 a9 = a11 = a14 = 0
a5 = −a2 − 2a7 − a10 − 4a12
Cet ensemble de solutions repre´sente les contraintes a` respecter afin que tout e´tat
initial aboutisse, par exe´cution de sqrt, a` un e´tat qui est un ze´ro de g. Sous
ces contraintes, g est invariant polynomial a` la fin de sqrt. En substituant les
valeurs de a1, a3, a4, a5, a6, a8, a9 dans le polynoˆme parame´tre´ g initial, on ob-
tient que l’e´galite´ suivante est ve´rifie´e a` la fin du programme et ce, pour tout
a0, a2, a7, a10, a12 ∈ R :
a0(1 + 2r − t) + a2(s− t− r2) + a7(−r − 2r2 + rt)
+ a10(−t− r2 − 2rs+ st) + a12(−2r − t− 4r2 + t2) + a13(−n− 2rn+ tn) = 0
Ceci permet de conclure qu’en fin du programme :
1 + 2r − t = 0 , s− t− r2 = 0 , −r − 2r2 + rt = 0
−t− r2 − 2rs+ st = 0 , −2r − t− 4r2 + t2 = 0 , −n− 2rn+ tn = 0
Ces invariants peuvent eˆtre re´sume´s par les deux e´galite´s suivantes :
t = 2r + 1 et s = (r + 1)2
4.3.3 Des preuves Coq
En plus des de´monstrations mathe´matiques pre´sentes dans ce manuscrit, un
certain nombre de preuves ont e´te´ re´alise´es graˆce a` l’assistant de preuve Coq. Nous
les regroupons et les de´crivons brie`vement dans cette section. Nous mettrons en
particulier en valeur les preuves ne´cessitant le principe de co-induction.
De´finition des se´mantique SOPP, BµJ.K et BµJ.K
La premie`re e´tape de nos preuves Coq a e´te´ de formaliser les se´mantiques que
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l’on a e´tudie´es en Coq. Dans un premier temps, nous avons de´crit de manie`re
inductive notre se´mantique SOPP. Une fois ce travail re´alise´, les ope´rateurs de
cloˆture →∗, →∞ et →co∗ se de´finissent comme suit.
La relation →∗ est la plus petite relation ve´rifiant les proprie´te´s de re´flexivite´
et de transitivite´. Elle est obtenue par interpre´tation inductive des re`gles refl et
trans de la Figure 4.5.
refl〈c, σ〉 →∗ 〈c, σ〉
〈c, σ〉 → 〈c′, σ′〉 〈c′, σ′〉 →∗ 〈c′′, σ′′〉
trans〈c, σ〉 →∗ 〈c′′, σ′′〉
Figure 4.5 – De´finition de la relation →∗.
Les relations →∞ et →co∗ sont, quant a` elles, de´finies par interpre´tation co-
inductive [LG08] des re`gles pre´ce´dentes. Afin, de ne pas confondre interpre´tation
inductive et co-inductive, on renommera les re`gles pre´ce´dentes et on repre´sen-
tera par une double barre ces re`gles qui doivent eˆtre interpre´te´es de manie`re
co-inductive.
La relation →∞ est formellement de´finie par interpre´tation co-inductive des
re`gles de´crites en Figure 4.6.
〈c, σ〉 → 〈c′, σ′〉 〈c′, σ′〉 →∞
======================== inftrans〈c, σ〉 →∞
Figure 4.6 – De´finition co-inductive de la relation →∞.
La relation →co∗ est, quant a` elle, de´finie par interpre´tation co-inductive des
re`gles de la Figure 4.7.
============= corefl〈c, σ〉 →co∗ 〈c, σ〉
〈c, σ〉 → 〈c′, σ′〉 〈c′, σ′〉 →co∗ 〈c′′, σ′′〉
=============================== cotrans〈c, σ〉 →co∗ 〈c′′, σ′′〉
Figure 4.7 – De´finition co-inductive de la relation →co∗.
Les de´finitions de ces cloˆtures sont tire´es du travail de Leroy & Grall [LG08].
En plus de ces de´finitions, des the´ore`mes liant ces cloˆtures sont de´veloppe´s et
de´montre´s a` l’aide de l’assistant de preuve Coq. Il est notamment de´montre´ (et
prouve´ en Coq) que ces trois relations de cloˆture sont lie´es par l’e´galite´ suivante :
→co∗ = →∗ ∪ →∞
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Il est important de noter ici que les preuves liant les ope´rateurs de cloˆture sont
ge´ne´ralement ve´rifie´es pour toute de´finition de la se´mantique ope´rationnelle. Nous
avons donc pu be´ne´ficier directement de ce type de preuves.
Nous nous sommes appuye´s sur ce travail pour de´montrer en Coq des re´sultats
de´crivant notre se´mantique concre`te. Par exemple, nous avons de´montre´ que la
se´mantique ope´rationnelle SOPP induit une relation →∗ de´terministe.
Proprie´te´ 4.1 (De´terminisme de →∗).
La relation de cloˆture de´finie en figure 4.5 est de´terministe. Plus pre´cise´ment,
elle ve´rifie les proprie´te´s suivantes :
(Det1) ∀c ∈ P,∀σ, σ′, σ′′ ∈ Rm, 〈c, σ〉 →∗ σ′ ∧ 〈c, σ〉 →∗ σ′′ ⇒ σ′ = σ′′
(Det2) ∀c ∈ P,∀σ, σ′,∈ Rm, 〈c, σ〉 →∗ σ′ ⇒ not( 〈c, σ〉 →∞ )
De´monstration. La de´monstration est une conse´quence directe du fait que la re-
lation → est elle-meˆme de´terministe. Ce re´sultat se montre par induction struc-
turelle sur la syntaxe des programmes polynomiaux. uunionsq
Une fois ces preuves re´alise´es sur la se´mantique SOPP, nous avons de´fini les
se´mantiques BµJ.K et BνJ.K. Ces deux se´mantiques partagent les meˆme re`gles. La
principale diffe´rence est que la se´mantique BµJ.K est obtenue par interpre´tation
inductive de ces re`gles tandis que la se´mantique BνJ.K est obtenue par interpre´-
tation co-inductive de ces meˆme re`gles. Nous avons alors prouve´ des proprie´te´s
telles que la monotonie sur ces deux se´mantiques. Une fois ce travail re´alise´, nous
nous sommes inte´resse´s a` la comparaison de ces se´mantiques par rapport a` la
se´mantique SOPP.
Comparaison des se´mantiques BνJ.K et BµJ.K avec la se´mantique SOPP
La premie`re e´tape de cette comparaison a e´te´ de montrer que les se´mantiques
BµJ.K et →∗ sont e´quivalentes, comme l’e´nonce le the´ore`me 4.3. Ce re´sultat se
de´montre par une induction classique. Nous ne de´velopperons donc pas cet aspect
ici.
La seconde comparaison (e´nonce´e par le the´ore`me 4.2) consiste a` de´montrer
l’e´quivalence des se´mantiques BνJ.K et→co∗. Autrement dit, pour tout programme
c, ensemble S de Rm et σ e´le´ment de Rm, on a :
σ ∈ BνJcK S ⇔ { ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
ou 〈c, σ〉 →∞
Afin de de´montrer ce the´ore`me, nous l’avons de´compose´ en plusieurs sous-lemmes.
En particulier, nous avons de´montre´, en utilisant le principe de co-induction, le
re´sultat suivant :
∀σ ∈ Rm, σ ∈ BνJcK ∅ ⇔ 〈c, σ〉 →∞
132 Ge´ne´ration rapide d’invariants inductifs sous forme d’e´galite´s polynomiales
Ce dernier re´sultat, associe´ a` la monotonie de la se´mantique BνJ.K, permet de
de´montrer que les e´tats non-terminants sont inclus dans la se´mantique abstraite
et ce quel que soit l’ensemble S de de´part, comme l’e´nonce la proprie´te´ suivante.
Proprie´te´ 4.2.
∀S ∈ P(Rm), ∀σ ∈ Rm, σ ∈ BνJcK S ⇐ 〈c, σ〉 →∞
Preuve Coq du the´ore`me de correction Une preuve Coq du the´ore`me 4.4
est actuellement en cours de finition. Elle est a` mettre a` l’actif de Fre´de´ric Besson.
Le seul roˆle de l’auteur a e´te´ d’expliquer l’analyse. De ce fait, nous n’entrerons
pas plus dans les de´tails ici.
4.4 Le cas particulier des invariants inductifs
Cette section pre´sente la principale contribution de ce chapitre. Elle est base´e
sur l’ide´e simple suivante : afin d’acce´le´rer la convergence de la me´thode, nous nous
limitons a` un certain type d’invariants. Plus pre´cise´ment, nous nous inte´ressons
aux invariants inductifs ou autrement dit aux invariants de boucle.
4.4.1 L’hypothe`se d’inductivite´
De´finition 4.15 (Invariants inductifs (de boucle)).
Soit c ∈ P, b ∈ T et conside´rons la boucle w ≡ while b do c.
Un invariant est dit inductif pour la boucle w si :
∀σ ∈ γ(g),∀σ′ ∈ Rm, 〈c, σ〉 →∗ 〈•, σ′〉 ⇒ σ′ ∈ γ(g)
Encore une fois, nous avons de´crit un e´le´ment de notre analyse a` l’aide de la
se´mantique SOPP afin de bien comprendre sa de´finition. Toutefois, nous pouvons
tout aussi bien caracte´riser la proprie´te´ d’inductivite´ en utilisant seulement notre
se´mantique concre`te BνJ.K : le lemme suivant e´nonce ce re´sultat. La de´monstra-
tion est analogue a` celle du corollaire 4.1.
Lemme 4.6.
Soit c ∈ P, b ∈ T et g ∈ R[x1, . . . , xm].
Conside´rons la boucle w ≡ while b do c. Alors :
g est un invariant
inductif pour w
⇔ γ(g) ⊆ BνJcK γ(g)
De´monstration.
Soit c ∈ P, b ∈ T et conside´rons la boucle w ≡ while b do c. Nous de´montrons
se´pare´ment les deux sens de l’e´quivalence.
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Sens (⇒)
Supposons que g est invariant inductif pour w. Soit σ ∈ γ(g). Il s’agit alors de
de´montrer que l’e´tat σ est un e´le´ment de l’ensemble BνJcK γ(g). E´tant donne´ que
la se´mantique ope´rationnelle n’admet pas d’e´tat bloquant, alors soit il existe σ′
tel que 〈c, σ〉 →∗ 〈•, σ′〉 soit 〈c, σ〉 →∞. Dans le cas ou` 〈c, σ〉 →∞, en instanciant
la proprie´te´ 4.2 avec S = γ(g), on peut conclure que σ appartient a` BνJcK γ(g).
Dans le cas ou` 〈c, σ〉 →∗ 〈•, σ′〉, le fait que g est un invariant inductif et que
σ ∈ γ(g) permet d’affirmer que σ′ ∈ γ(g). On en conclut, par le lemme 4.1, que
l’e´tat σ appartient a` BνJcK γ(g) ce qui termine la de´monstration de ce sens de
l’e´quivalence.
Sens (⇐)
Supposons que γ(g) ⊆ BνJcK γ(g) et soit σ un e´le´ment de γ(g). Soit σ′ tel que
〈c, σ〉 →∗ 〈•, σ′〉. Il s’agit alors de de´montrer que l’e´tat σ′ appartient a` γ(g) pour
conclure ce cas. Comme γ(g) ⊆ BνJcK γ(g), l’e´tat σ de γ(g) est aussi dans l’en-
semble BνJcK γ(g). Par le lemme 4.2 on obtient soit l’existence de σf ∈ γ(g) tel que
〈c, σ〉 →∗ 〈•, σf〉 soit le fait que 〈c, σ〉 →∞. Ce dernier cas est e´carte´ par le de´ter-
minisme de la relation→∗ (cas (Det2) de la proprie´te´ 4.1) puisque l’on a suppose´
que 〈c, σ〉 →∗ 〈•, σ′〉. Si l’on conside`re maintenant le cas ou` 〈c, σ〉 →∗ 〈•, σf〉, le
de´terminisme de la relation→∗ (cas (Det1) de la proprie´te´ 4.1) permet d’affirmer
que σ′ = σf . Ainsi, l’e´tat σ′ appartient bien a` l’ensemble γ(g), ce qui conclut la
de´monstration de ce sens de l’e´quivalence. uunionsq
La notion d’invariant inductif doit maintenant eˆtre traduite en utilisant la
se´mantique abstraite. Le the´ore`me suivant pre´sente une condition suffisante pour
montrer qu’un polynoˆme g est invariant.
The´ore`me 4.6 (Hypothe`se d’inductivite´).
Soit c ∈ P, b ∈ T et g ∈ R[x1, . . . , xm].
Conside´rons la boucle w ≡ while b do c. Alors :
JcK]<g> = <g> ⇒ g est un invariant inductif
De´monstration.
D’apre`s le the´ore`me 4.4, nous avons γ(JcK]<g>) ⊆ BνJcK γ<g>. L’hypothe`seJcK]g = <g> et le lemme 4.6 permettent de conclure la preuve. uunionsq
Ce the´ore`me a une conse´quence directe sur les calculs de points fixes. Le
the´ore`me 4.7 stipule que, sous l’hypothe`se d’inductivite´, les points fixes abstraits
associe´s a` une expression while garde´e par une de´se´galite´ polynomiale, sont
obtenus de manie`re directe, sans ite´ration.
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The´ore`me 4.7.
Soit g ∈ P et w ≡ while p 6= 0 do c une boucle de programme polynomial.
Supposons que JcK]<g> = <g>. Alors :
JwK]<g> = <g>
Insistons sur le fait que ce the´ore`me est un point cle´ de notre l’analyse. Il
montre que l’on peut s’affranchir de calculs ite´ratifs de point fixes. Ceci permet
de se de´barrasser de tout calcul de bases de Gro¨bner (ne´cessaire pour montrer la
stabilite´ des proce´de´s ite´ratifs) et repre´sente, de ce fait, un gain conse´quent en
temps d’exe´cution.
De´monstration.
D’apre`s la Remarque 4.2, nous avons Jwhile p 6= 0 do cK]<g> =
<g, p.(JcK]g), . . . >. Par hypothe`se, JcK]<g> = <g>. Ainsi, p.(JcK]<g>) =
p<g> ⊆ <g>, ce qui prouve que l’ite´ration stabilise de`s le premier pas et permet
de conclure la preuve. uunionsq
Remarque 4.3.
Dans le cas de boucles munies de gardes positives, l’hypothe`se d’inductivite´ a`
elle seule ne permet pas de re´duire le nombre d’ite´rations. De ce fait, lors de
la recherche d’invariants inductifs, nous choisissons de traiter ces gardes de
manie`re non de´terministe. Ceci permet de se ramener au cas pre´ce´dent : si
w ≡ while b do c est une boucle dont la garde est traite´e de manie`re non de´-
terministe, alors JwK]<g> = <g, JcK]g, . . . >, ce qui se re´duit, sous l’hypothe`se
d’inductivite´ a` <g>. Ainsi, sous l’hypothe`se d’inductivite´, toutes les boucles seront
traite´es de la meˆme manie`re. Il faut toutefois garder a` l’esprit que l’approximation
est plus fine dans le cas des boucles garde´es par des de´se´galite´s polynomiales.
4.4.2 L’analyse fastind
4.4.2.1 Les contraintes d’ide´aux
Il s’agit maintenant d’inte´grer l’hypothe`se d’inductivite´ a` notre proce´dure de
ge´ne´ration d’invariants. Cette hypothe`se s’e´nonce sous la forme d’une contrainte
d’e´galite´ d’ide´aux du type JcK]<g> = <g> ou` c repre´sente le corps d’une boucle.
Afin de repre´senter une telle contrainte, nous adopterons la notation suivante.
Notation 1 (Domaine des contraintes d’ide´aux).
Si I1 et I2 sont deux ide´aux ai-pl, la contrainte e´nonc¸ant l’e´galite´ des ide´aux I1
et I2 sera note´e :
I1 ≡ I2
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Le domaine de ces contraintes d’ide´aux sera alors note´ Ci.
4.4.2.2 Se´mantique abstraite
L’utilisation de l’hypothe`se d’inductivite´ donne lieu a` une nouvelle analyse.
Pour bien comprendre son fonctionnement, nous commenc¸ons par de´crire une
se´mantique abstraite permettant d’inte´grer les contraintes inductives.
De´finition 4.16 (Abstraction des programmes sous hypothe`se d’inductivite´).JcKic : I × Ci → I × Ci
J•Kic(I, C) = (I, C)
Jxj := pKic(I, C) = ({q[xj 7→ p], q ∈ I}, C)
JskipKic(I, C) = (I, C)
Js1; s2Kic(I, C) = (Js1Kic(Js2Kic(I, C))
Jif p 6= 0 then c1 else c2Kic(I, C) = (<p.I1, Rem(I2, p)>,C1 ∪ C2)Jif p = 0 then c1 else c2Kic(I, C) = (<p.I2, Rem(I1, p)>,C1 ∪ C2)
ou` Jc1Kic(I, C) = (I1, C1)
et Jc2Kic(I, C) = (I2, C2)
Jwhile p 6= 0 do cKic(I, C) = (I, C0 ∪ Cw)Jwhile p = 0 do cKic(I, C) = (I, C0 ∪ Cw)
ou` Jc1Kic(I, C) = (I0, C0)
et Cw = (I ≡ I0)
A` premie`re vue, cette se´mantique abstraite correspond a` une de´coration de la
se´mantique J.K] a` l’aide de contraintes d’ide´aux. En l’observant de plus pre`s, on
s’aperc¸oit que les boucles ne donnent pas lieu au meˆme calcul que celui re´alise´
par J.K]. En fait, cette se´mantique re´alise l’hypothe`se d’inductivite´ pour chacune
des boucles ce qui implique que le calcul abstrait des boucles ne ne´cessite pas
d’ite´ration (the´ore`me 4.7). L’hypothe`se d’inductivite´ est, quant a` elle, transporte´e
sous forme de contraintes d’ide´aux, comme deuxie`me e´le´ment de la paire abstraite.
D’autre part, comme annonce´ dans la remarque 4.3, cette analyse abstrait de la
meˆme manie`re des boucles garde´es par des e´galite´s polynomiales et celles garde´es
par des de´se´galite´s polynomiales.
Cette se´mantique abstraite permet de de´crire l’algorithme 2 dont le but est
de calculer des invariants inductifs.
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input : c ∈ P, d ∈ N et a = {ai | i ∈ N} un ensemble de parame`tres
output: un ensemble de polynoˆmes Gind
begin1
g := le polynoˆme ai-ge´ne´rique de degre´ d;2
calcul de la se´mantique abstraite JcKic<g> (= (I, C));3
ge´ne´ration de C ig,c, ensemble des contraintes permettant de montrer :4
C ∩ (I = <0>);
calcul de S ig,c, l’ensemble des solutions de C
i
g,c;5
Gind := ensemble de polynoˆmes obtenu par ai-instanciations comple`tes6
de g par des e´le´ments de S ig,c;
end7
Algorithm 2: Proce´dure de ge´ne´ration d’invariants sous l’hypothe`se d’in-
ductivite´
4.4.2.3 Correction de l’analyse fastind
Nous montrons maintenant que l’algorithme 2 de´finit bien une proce´dure per-
mettant de ge´ne´rer des invariants inductifs.
The´ore`me 4.8.
Soit c ∈ P et d ∈ N. Les polynoˆmes calcule´s par l’algorithme 2 sont des invariants
a` la fin du programme c, dont le degre´ est infe´rieur ou e´gal a` d.
La preuve de ce the´ore`me est une conse´quence du re´sultat e´nonce´ par le the´o-
re`me 4.4.
De´monstration.
Soit c ∈ P, d ∈ N et soit a = {ai | i ∈ N} un ensemble de parame`tres. Notons
G l’ensemble des polynoˆmes calcule´s par l’algorithme 2. Soit h ∈ G et notonsJcKic<h> = (I, C).
Puisque l’hypothe`se d’inductivite´ est re´alise´e pour toutes les boucles du pro-
gramme, on a : JcK]<h> = I
D’autre part, par de´finition de G, h est tel que :
JcK]<h> = <0>
et par le the´ore`me 4.4 on a :
γ(JcK]<h>) ⊆ BνJcK γ(h)
En associant ces deux re´sultats, on obtient que le polynoˆme h est invariant a` la
fin du programme c, ce qui conclut la de´monstration. uunionsq
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4.4.3 E´tude d’un exemple
L’exemple suivant illustre l’utilisation de l’algorithme 2 pour calculer des in-
variants sous l’hypothe`se d’inductivite´. Il permet aussi d’expliquer comment sont
effectue´s les calculs de l’ope´rateur de division Rem dans ce cas. On conside`re le
programme mannadiv de´fini par la figure 4.4.3. Ce programme permet de calculer
la division entie`re de la valeur x1 par la valeur x2, ces deux valeurs e´tant donne´es
en entre´e du programme.
1. y1 := 0; y2 := 0; y3 := x1;
2. while y3 6= 0 do
3. if x2 = y2 + 1 then
4. y1 := y1 + 1; y2 := 0; y3 := y3 − 1;
5. else
6. y2 := y2 + 1; y3 := y3 − 1;
7.
Figure 4.8 – Le programme polynomial mannadiv.
Invariant inductif pour mannadiv.
Notons Ii l’ide´al ge´ne´re´ en de´roulant la se´mantique de l’instruction a` la ligne
i. Notre analyse prend en entre´e l’ide´al I7 = <g>, qui contient le poly-
noˆme quadratique ai-pl le plus ge´ne´rique (note´ g), et effectue une se´rie d’ins-
tanciation de variables avant d’e´valuer l’instruction if de la ligne 3. Notons
g1 = g[
y3−1/y3 ;
0/y2 ;
y1+1/y1 ] et g2 = g[
y3−1/y3 ;
y2+1/y2 ] les polynoˆmes re´sultant
de ces instanciations. L’ide´al I3 est de´fini en utilisant l’ope´ration Rem(g1, p) avec
p = x2− y2− 1. Le choix de l’ope´rateur de division est crucial pour notre analyse
et un mauvais choix pourrait mener a` un manque de pre´cision. De ce fait, nous
ne choisissons pas d’ope´rateur de division particulier : la division est effectue´e
de manie`re parame´tre´e. Plus pre´cise´ment, nous introduisons le polynoˆme q, le
polynoˆme bi-pl le plus ge´ne´rique de degre´ deg(g1)− deg(p) = 1, et de´finissons
Rem(g1, p) = g1− q.p = g1− (b0 + b1 x1 + b2 x2 + b3 y1 + b4 y2 + b5 y3).(x2− y2− 1)
Les nouveaux parame`tres bi viennent s’ajouter aux parame`tres ai de´ja` de´finis.
Ces deux types de parame`tres seront traite´s au meˆme niveau par notre analyse.
Il faut alors noter que le polynoˆme Rem(g1, p) produit est un {ai, bi}-pl. Ceci est
essentiel pour que les contraintes ge´ne´re´es plus loin soient line´aires. Nous insistons
sur le fait que le choix de l’ope´rateur de division n’a pas e´te´ re´alise´. En fait, ce
choix est effectue´ par l’analyse elle-meˆme : l’analyse produit des contraintes dont
la re´solution finale fournira la valeur des bi. Rappelons au passage que la preuve
de correction de l’analyse a e´te´ effectue´e pour tout ope´rateur de division. La
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division parame´tre´e permet de fournir le « bon » ope´rateur de division, c.a`.d.
celui qui a le plus de chance de produire des contraintes admettant une solution
et par conse´quent de ge´ne´rer un invariant. L’ide´al I3 est alors de´fini par I3 =
<(x2 − y2 − 1).g2, Rem(g1, p)>.
L’instruction while de la ligne 2 de´clenche l’utilisation de l’hypothe`se d’induc-
tivite´ (the´ore`me 4.6), qui pre´cise que le corps de la boucle maintient l’invariant
original, ce qui revient a` contraindre I3 a` eˆtre e´gal a` I7. Cette contrainte peut
eˆtre satisfaite en imposant Rem(g1, p) = g et g2 = g. Notons Cw1 et Cw2 ces deux
contraintes. De plus, par le the´ore`me 4.7 nous avons I2 = I7. Les substitutions de
la ligne 1 ope`rent sur I2 ; enfin, on note Ci la contrainte e´nonc¸ant la nullite´ de I1. Il
est important de noter ici que les contraintes Cw∗ et Ci expriment deux proprie´te´s
diffe´rentes de l’invariant : la contrainte Cw∗ est une contrainte d’inductivite´ alors
que la contrainte Ci exprime la nullite´ initiale.
L’e´tape 4 de l’algorithme 2 consiste a` re´soudre la conjonction de toutes les
contraintes :
Ci Cw2 Cw1
a6 + a10 + a20 = 0 a20 = a18 a10 = a8
a1 + a5 = 0 a19 = 2 a18 a20 = a15
a7 + a14 = 0 a17 = a16 b4 + a13 = 0
a0 = a2 = a11 = 0 a4 = a5 b0 = a12 − a14
a10 = a9 a5 = a3 − a14 + a12
a7 + a14 a4 = a12 − a13 − a14
a14 = a13 a17 = 2 a15
a18 + a13 = 0
a9 = a16 = a19 = 0
b1 = b2 = b3 = b5 = 0
Ces contraintes admettent pour solution a12 = a5 = a4 = b0 = −a1, tous les
autres parame`tres valant 0. Ceci signifie, en particulier, que le « bon » ope´rateur
de division consistait juste a` soustraire a` g1 le polynoˆme −a1.(x2 − y2 − 1).
Finalement, l’instanciation directe du polynoˆme ai-pl permet d’obtenir l’in-
variant suivant : x1 = y1 x2 + y2 + y3.
4.5 Re´sultats expe´rimentaux
L’analyse fastind a, dans un premier temps, donne´ lieu a` une imple´men-
tation en Maple. Nous pre´sentons, dans le tableau 4.9 les re´sultats obtenus par
notre analyse sur des benchmarks tire´s des articles de Rodr´ıguez-Carbonell &
Kapur [RCK07b, RCK07a]. Ces re´sultats ont e´te´ obtenus sur une machine Mac
OS X avec processeur Intel Core 2 Duo 2.8 GHz dote´e de 4 Go de RAM.
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Les exemples liste´s dans ce tableau sont des programmes pour lesquels l’hy-
pothe`se d’inductivite´ est ve´rifie´e a` chaque boucle. En fait, l’ensemble de ces
exemples est pre´cise´ment l’ensemble des exemples de Rodr´ıguez-Carbonell & Ka-
pur [RCK07b, RCK07a] pour lesquels l’hypothe`se d’inductivite´ est ve´rifie´e.
Name d Var fastind
dijkstra 2 5 0.043
divbin 2 5 0.005
freire1 2 3 0.006
freire2 2 4 0.007
cohencu 2 4 0.009
fermat 2 5 0.006
wensley 2 5 0.037
euclidex 2 8 0.008
lcm 2 6 0.006
prod4 3 6 0.013
knuth 3 9 0.084
petter1 2 2 0.003
petter2 3 2 0.003
petter3 4 2 0.004
petter4 5 2 0.004
petter5 6 2 0.006
sqrt 2 3 0.010
mannadiv 2 5 0.005
freire2 3 4 0.012
cohencu 3 4 0.018
petter19 20 2 0.196
petter30 31 2 1.423
mannadiv2 2 5 0.0−−
mannadiv3 3 5 0.0−−
Figure 4.9 – Performance de l’analyse fastind sur les exemples inductifs de la
litte´rature
La premie`re colonne liste les noms donne´s aux programmes [RCK07b,
RCK07a]. La deuxie`me pre´sente le degre´ d de l’invariant ge´ne´re´. La troisie`me
colonne (Var) repre´sente le nombre de variables du programmes. Ainsi, chaque
exemple du tableau a e´te´ teste´ en partant du polynoˆme ai-ge´ne´rique de degre´ d
de R[x1, . . . , xVar]. Enfin, la dernie`re colonne repre´sente le temps de calcul ne´ces-
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saire a` notre analyse pour ge´ne´rer l’invariant souhaite´. Nous avons liste´ en fin de
tableau des exemples non pre´sents tels quels dans la litte´rature.
Rappelons maintenant que l’analyse fastind, du fait de l’hypothe`se d’induc-
tivite´, permet la ge´ne´ration d’invariants sans ne´cessiter de calcul ite´ratif. Ceci
repre´sente un avantage important par rapport aux analyses existantes dans la
litte´rature [MOS02, MOS04, SSM04b, RCK04a, RCK07a, RCK07b]. Nous com-
mentons maintenant plus avant ces analyses et les comparons a` l’analyse fastind
d’un point de vue se´mantique ainsi que du point de vue des re´sultats expe´rimen-
taux.
4.5.1 Comparaison avec le travail de Mu¨ller-Olm & Seidl
L’approche la plus semblable a` la noˆtre est celle de Mu¨ller-Olm &
Seidl [MOS02, MOS04, MOPS06]. Nous commenc¸ons donc par comparer notre
approche avec celle-ci.
4.5.1.1 Description de la me´thode
Mu¨ller-Olm et Seidl ont propose´ une analyse de programmes capable de cal-
culer des invariants polynomiaux pour des programmes polynomiaux [MOS04,
MOS02]. Les programmes analyse´s par cette me´thode consistent en des syste`mes
de transitions e´tiquete´s par des affectations polynomiales et des gardes sous forme
de de´se´galite´s polynomiales. Le fait de ne pas conside´rer de programmes munis
de gardes e´galitaires est un choix de´libe´re´ des auteurs. Ceci permet a` leur me´-
thode d’eˆtre comple`te. De´crivons maintenant leur me´thode. Elle consiste en une
interpre´tation abstraite de la se´mantique de traces R (ensemble des exe´cutions
possibles du programme) du programme.
Les auteurs proposent une me´thode de ve´rification : partant de la relation p = 0,
ils montrent que la plus faible pre´-condition de validite´ de p = 0 apre`s une exe´-
cution r peut eˆtre repre´sente´e sous forme d’un polynoˆme note´ JrKTp. Plus pre´-
cise´ment, ils montrent qu’une relation p est valide apre`s une exe´cution r si et
seulement si JrKTp = 0. Une relation p = 0 est valide a` la fin d’un programme
si elle l’est a` la fin de toutes les exe´cutions de R. Les auteurs cherchent donc a`
calculer l’ensemble Sp = {JrKTp | r ∈ R}. Cet ensemble e´tant possiblement infini,
la me´thode consiste a` calculer <Sp>, l’ide´al ge´ne´re´ par les polynoˆmes dans Sp.
Montrer que cet ide´al est l’ide´al nul <0>, prouve que la relation p = 0 est valide a`
la fin du programme. L’ide´al <Sp> est calcule´ par des me´canismes d’ite´rations de
points fixes. Ces ite´rations sont terminantes du fait du the´ore`me 4.1 qui e´nonce
que la condition de chaˆıne ascendante est ve´rifie´e dans le monde des ide´aux.
Cette me´thode de ve´rification peut eˆtre adapte´e en une me´thode de ge´ne´ration.
Pour ce faire, on part d’un polynoˆme g parame´tre´. L’ide´al <Sg> calcule´ est donc
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un ide´al compose´ de polynoˆmes parame´tre´s. Cet ide´al co¨ıncide avec l’ide´al nul
<0> si et seulement si tous les polynoˆmes qu’il contient sont nuls. Or un poly-
noˆme est nul si et seulement si tous ces coefficients sont nuls. Ainsi, la relation
parame´tre´e g = 0 est valide a` la fin du programme si et seulement si le syste`me
de contraintes compose´ des coefficients des polynoˆmes ge´ne´rant <Sg> peut eˆtre
re´solu. La forme des fonctions abstraites utilise´es pour le calcul <Sg> permet
de montrer que ces coefficients sont des combinaisons line´aires des parame`tres.
En conse´quence, une fois l’ide´al <Sg> calcule´, la validite´ de p = 0 revient a` la
re´solution d’un syste`me line´aire.
4.5.1.2 Comparaison se´mantique
Notre approche est tre`s similaire a` celle de Mu¨ller-Olm & Seidl. Il existe ce-
pendant un certain nombre de diffe´rences. Commenc¸ons par lister les diffe´rences
non fondamentales. Tout d’abord, la syntaxe de nos programmes est donne´e sous
forme structure´e et non sous forme de syste`me de transitions e´tiquete´. Nous avons
aussi choisi d’inte´grer directement a` la syntaxe de nos programmes la possibilite´
d’utiliser de gardes e´galitaires. Cette possibilite´ n’est pas pre´sente dans l’article
originel de Mu¨ller-Olm & Seidl [MOS04] mais a quand meˆme e´te´ e´voque´e en tant
que pistes par ces deux auteurs [MOPS06]. Plus pre´cise´ment, ils proposent d’e´tu-
dier deux pistes. La premie`re est base´e sur l’ide´e simple suivante : la plus faible
pre´condition de validite´ d’une e´galite´ q = 0 apre`s une garde p = 0 est donne´e
par (p = 0) ⇒ (q = 0). Cette implication est notamment ve´rifie´e si l’on peut
exhiber un re´el λ 6= 0 tel que q + λp = 0. Ils proposent donc, dans un premier
temps, d’abstraire ce type de garde par l’ide´al <q + λp> ou` λ est une variable.
Ceci correspond a` notre notion de reste parame´tre´ restreinte a` l’utilisation de
polynoˆmes quotients constants. La seconde piste e´voque´e consiste a` e´tendre cette
premie`re ide´e en abstrayant maintenant ces gardes par l’ide´al <q + λp.qD> ou`
qD est un polynoˆme ge´ne´rique et ou` λ est toujours une variable. Notre notion
de reste parame´tre´ co¨ıncide avec cette ide´e lorsque λ = 1. Mis a` part ces diffe´-
rences, notons que la proce´dure ite´rative pre´sente´e par l’algorithme 1 correspond
a` une pre´sentation diffe´rente du travail de Mu¨ller-Olm & Seidl. Au contraire,
soulignons que le travail de comparaison des se´mantiques concre`tes (comparai-
son de BνJ.K et SOPP) n’a pas, a` la connaissance de l’auteur, e´te´ de´ja` pre´sente´e.
En plus de ce travail rigoureux de comparaison des se´mantiques, la contribution
fondamentale de ce chapitre re´side donc dans l’analyse fastind (pre´sente´e dans
l’algorithme 2). Nous avons montre´ comment adapter l’analyse de Mu¨ller-Olm &
Seidl dans le cas ou` l’on suppose l’hypothe`se d’inductivite´. De plus, nous avons
de´montre´, qu’a` l’aide de cette hypothe`se, notre me´thode ne ne´cessitait pas de
calcul ite´ratif de points fixes. Ceci nous permet de nous affranchir du test d’arreˆt
des ite´rations qui requiert des calculs lourds (ge´ne´ralement imple´mente´s par des
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calculs de bases de Gro¨bner). Ceci est un avantage majeur de la me´thode qui
permet d’envisager le passage a` l’e´chelle. D’autre part, nous avons montre´ com-
ment inte´grer notre notion de reste parame´tre´ dans l’analyse fastind et montre´
son utilite´ sur l’exemple du programme mannadiv. Nous pensons que ceci repre´-
sente un pas supple´mentaire par rapport au travail de Mu¨ller-Olm & Seidl qui
avaient seulement e´voque´ ce type de possibilite´ sous forme de pistes. Notons que
le caracte`re ite´ratif de leur proce´dure apporte d’autres questions concernant cet
aspect, comme celle du traitement abstrait d’une structure conditionnelle avec
garde e´galitaire imbrique´e dans une boucle. On peut par exemple s’interroger sur
la ne´cessite´ ou non d’utiliser le meˆme couple (qD, λ) a` chaque ite´ration abstraite.
4.5.1.3 Comparaison des imple´mentations
L’approche de Mu¨ller-Olm & Seidl a e´te´ teste´e sur quelques exemples [Pet04,
PS05]. Le tableau de la figure 4.10 compare les re´sultats obtenus par leur me´-
thode avec la noˆtre. Les re´sultats donne´s dans la colonne MOS sont ceux pre´-
sents dans les articles cite´s au-dessus [Pet04, PS05]. Ils ont e´te´ obtenus sur une
machine Linux avec architecture Intel, avec processeur AMD Athlon XP 3000+
et dote´ de 1024 MB de RAM. La dernie`re colonne du tableau pre´sente le quo-
Name d Var MOS fastind Ratio
MOS/fastind
lcm 2 6 3.5 0.006 583
petter1 2 2 0.776 0.003 259
petter2 3 2 1.47 0.003 490
petter3 4 2 2.71 0.004 678
petter4 5 2 10.3 0.004 2575
petter5 6 2 787.2 0.006 131200
cohencu 3 4 2.6 0.018 144
Figure 4.10 – Comparaison des re´sultats obtenus par l’approche fastind et
l’approche MOS [Pet04, PS05]
tient des temps d’exe´cution des deux me´thodes. Le ratio est largement en faveur
de l’analyse fastind. Ceci n’est gue`re e´tonnant. En effet, comme nous l’avons
vu, l’analyse MOS ne´cessite un calcul ite´ratif de points fixes dans le monde des
ide´aux. D’apre`s le the´ore`me 4.1, ce calcul est effectue´ en temps fini. Cependant,
le nombre d’ite´rations n’est pas spe´cifie´ par ce the´ore`me. Ainsi, ce calcul de point
fixe ne´cessite l’utilisation d’un crite`re d’arreˆt. Il s’agit de de´cider a` quelle e´tape de
l’ite´ration l’ide´al calcule´ arreˆte de grossir. Ceci est re´alise´ en utilisant le proble`me
d’appartenance a` un ide´al. Ce proble`me est de´cidable. Cependant il ne´cessite le
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calcul, tre`s couˆteux, de bases de Gro¨bner. Petter & Seidl ont de´montre´ que l’on
pouvait s’affranchir des calculs de bases de Gro¨bner en proposant une me´thode
de calcul approche´e [PS05]. Les re´sultats du tableau de la figure 4.10 proviennent
de cette approche qui n’utilise pas les bases de Gro¨bner. Ainsi, meˆme si cette
optimisation est ne´cessaire au calcul d’invariants par la me´thode MOS, elle ne
suffit pas a` ce que les calculs se fassent en temps raisonnable. La forte croissance
des temps de calculs sur les exemples Petteri de´montre que la me´thode MOS
ne passe pas a` l’e´chelle et que son temps d’exe´cution explose rapidement avec le
degre´ des polynoˆmes.
4.5.2 Comparaison avec le travail de Sankaranarayanan et
al.
Sankaranarayanan et al. ont, dans un premier temps, propose´ une approche
base´e contraintes [CSS03, SSM04a] permettant de ge´ne´rer des invariants sous
forme d’ine´galite´s line´aires. Cette approche repose essentiellement sur l’utilisation
du lemme de Farkas. Dans cette section, l’analyse de Sankaranarayanan et al. qui
nous inte´resse est celle permettant de ge´ne´rer des invariants sous forme d’e´galite´s
polynomiales [SSM04b].
4.5.2.1 Description de la me´thode
Sankaranarayanan et al., a` la suite de leur travail sur le cas line´aire, ont pro-
pose´ une me´thode permettant de ge´ne´rer des invariants sous forme d’e´galite´s
polynomiales. Comme dans le cas line´aire, ils proposent un processus de ge´ne´-
ration automatique base´e sur des contraintes line´aires satisfaisant les conditions
d’initialisation et de conse´cution. La plus grande diffe´rence avec le cas line´aire re´-
side dans les re´sultats mathe´matiques que les auteurs utilisent pour convertir les
conditions d’invariance en des solutions de proble`mes alge´briques. Les re´sultats
d’alge`bre line´aire ne sont alors plus suffisants et sont remplace´s par des calculs
de bases de Gro¨bner : les conditions d’initialisation et de conse´cution sont code´es
par des tests d’inclusion d’ide´aux qui sont calcule´s a` l’aide de calculs de bases de
Gro¨bner.
4.5.2.2 Comparaison se´mantique
Notre approche partage avec celle de Sankaranarayanan et al. le fait d’imposer
une condition sur le caracte`re inductif des invariants ge´ne´re´s. En effet, l’hypothe`se
d’inductivite´ du the´ore`me 4.6, e´crite sous la forme JcK]<g> = <g> correspond a`
la condition de conse´cution de l’approche propose´e par Sankaranarayanan et al..
Leur approche requiert comme la noˆtre l’utilisation de polynoˆmes parame´tre´s.
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Outre le fait que notre analyse est une me´thode de propagation arrie`re alors
que la leur est une analyse avant, une autre diffe´rence importante est l’utilisation,
dans leur analyse, de calculs de bases de Gro¨bner.
4.5.2.3 Comparaison des imple´mentations
A` notre connaissance, ce travail n’a pas e´te´ imple´mente´. Cependant, notre
analyse n’effectuant pas de calcul de bases de Gro¨bner (ni meˆme de calculs ap-
proche´s de bases de Gro¨bner comme propose´ par Petter & Seidl [PS05]) nous
pouvons raisonnablement penser qu’elle s’exe´cute plus rapidement.
4.5.3 Comparaison avec le travail de Rodr´ıguez-Carbonell
et Kapur sur les boucles simples
Rodr´ıguez-Carbonell et Kapur ont de´veloppe´ deux approches diffe´rentes pour
ge´ne´rer automatiquement des invariants polynomiaux sous forme d’e´galite´s po-
lynomiales. Nous commenc¸ons par inspecter les diffe´rences entre notre me´thode
et leur me´thode comple`te qui permet de ge´ne´rer des invariants pour une classe
re´duite de programmes [RCK04b, RCK04c, RCK07b].
4.5.3.1 Description de la me´thode
Rodr´ıguez-Carbonell et Kapur [RCK04b, RCK04c, RCK07b] se sont inte´res-
se´s a` la ge´ne´ration d’invariants polynomiaux dans le cas de programmes tre`s
simples qui consistent en une boucle simple dont la garde est ignore´e. D’autre
part, les tests a` l’inte´rieur de la boucle sont traite´s de manie`re non-de´terministe.
Les programmes analyse´s par cette me´thode sont repre´sente´s en figure 4.11. Les
while ? do
x := f1(x) ;
or
...
or
x := fn(x) ;
end while,
Figure 4.11 – Une boucle simple.
auteurs montrent que l’ensemble des invariants polynomiaux posse`de une struc-
ture d’ide´al. Leur but est de calculer cet ide´al, note´ I∞. E´tant donne´ un e´le´ment
x0 qui satisfait les conditions initiales du programme, un polynoˆme p est dit
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invariant apre`s une ite´ration de la boucle si p(x0) = 0 (p satisfait les condi-
tions initiales) et p(fi(x0)) = 0 pour toutes les fonctions d’affectation fi du pro-
gramme. Les conditions initiales sont e´nonce´es comme conjonction d’e´galite´s po-
lynomiales (q0(x) = 0 . . . qt(x) = 0) et peuvent donc eˆtre repre´sente´es par l’ide´al
I0 =< q0, . . . , qt >. Le caracte`re d’invariance apre`s une ite´ration de la boucle peut
s’exprimer sous la forme de l’intersection I0∩(∩ni=1f−1i (I0)), que l’on peut re´e´crire
en ∩1s=0∩ni=1 f−si (I0). Un polynoˆme p est invariant pour la boucle s’il est invariant
a` chaque ite´ration de la boucle. Les auteurs doivent donc ve´rifier qu’apre`s r ite´ra-
tions, p(fir ◦ · · · ◦ fi1(x0)) = 0, ou` ik ∈ J1, nK repre´sente le choix non-de´terministe
re´alise´ a` l’e´tape k. L’ensemble des invariants polynomiaux de la boucle est donc
repre´sente´ par l’intersection infinie d’ide´aux I∞ = ∩s∈N ∩ni−1 (f−si (I0)). Se pose
alors le proble`me du calcul d’une telle intersection. Les auteurs de´montrent qu’en
restreignant l’ensemble des fonctions d’affectation aux fonctions re´solvables, cette
intersection devient calculable. Plus pre´cise´ment, les fonctions re´solvables peuvent
eˆtre vues comme une extension de l’ensemble des fonctions affines et sont obte-
nues par combinaison de fonctions line´aires. Une remarque importante est que
ces fonctions sont inversibles. Les auteurs de´montrent que I∞ peut eˆtre calcule´
en un nombre fini d’ite´rations (en m + 1 ite´rations ou` m est le nombre de va-
riables du programme) si toutes les affectations fi sont des fonctions re´solvables.
D’autre part, dans le but d’analyser des programmes posse´dant un grand nombre
de variables, mais avec peu d’affectations, les auteurs de´montrent que l’analyse
requiert au plus n+ 1 ite´rations (ou` n est le nombre d’affectations de la boucle)
dans le cas ou` les affectations fi commutent.
4.5.3.2 Comparaison se´mantique
Les diffe´rences entre cette proce´dure [RCK07b] et l’analyse fastind sont nom-
breuses. Tout d’abord, notons que notre analyse peut analyser des programmes
posse´dant plusieurs niveaux de boucles. D’autre part, notons que notre analyse
ne requiert aucune hypothe`se sur les fonctions d’affectations. Notons aussi que les
gardes des structures conditionnelles sont prises en compte dans notre analyse.
Ainsi, un exemple tel que mannadiv qui requiert la prise en compte des gardes,
ne peut eˆtre traite´ par cette premie`re approche de Rodr´ıguez-Carbonell et Ka-
pur. Notons encore une fois que notre analyse est une proce´dure de propagation
arrie`re alors que leur analyse se de´roule en avant. Ceci n’est pas anodin. En effet,
le fait de travailler en arrie`re implique que l’abstraction des affectations est tre`s
simple a` calculer. A` l’oppose´, le fait de proce´der en avant implique de faire un
calcul d’inverse des fonctions d’affectation, ce qui est re´solu par les auteurs en re-
streignant les affectations a` l’ensemble des fonctions re´solvables. Notons aussi que
leur analyse est un calcul ite´ratif, contrairement a` la noˆtre. Enfin, il est important
de souligner que leur proce´dure utilise des me´canismes de bases de Gro¨bner. Ce
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point est important pour la comparaison des imple´mentations.
4.5.3.3 Comparaison des imple´mentations
La figure 4.12 permet de comparer les temps d’exe´cution de notre analyse avec
l’analyse de Rodr´ıguez-Carbonell et Kapur [RCK04b, RCK04c, RCK07b] sur les
boucles simples. Notons que leur imple´mentation a e´te´ re´alise´e a` l’aide du logiciel
Maple, avec une machine dote´e d’un processeur Pentium 4 cadence´ a` 3.4 GHz
et munie de 2 Gb de RAM. L’analyse fastind se compare tre`s favorablement
Name d Var RCK fastind Ratio
(boucles simples [RCK07b])
dijkstra 2 5 1.5 0.043 35
divbin 2 5 2.1 0.005 420
freire1 2 3 0.7 0.006 117
freire2 2 4 0.7 0.007 100
cohencu 2 4 0.7 0.009 78
fermat 2 5 0.8 0.006 133
wensley 2 5 1.1 0.037 30
euclidex 2 8 1.4 0.008 175
lcm 2 6 1.0 0.006 167
prod4 3 6 2.1 0.013 162
knuth 3 9 55.4 0.084 660
petter1 2 2 1.0 0.003 333
petter2 3 2 1.1 0.003 367
petter3 4 2 1.3 0.004 325
petter4 5 2 1.3 0.004 325
petter5 6 2 1.4 0.006 233
Figure 4.12 – Comparaison de l’analyse fastind avec l’approche RCK sur les
boucles simples
avec l’analyse RCK sur les boucles simples puisqu’elle s’exe´cute plus rapidement
de plus de deux ordres de magnitude. Au vu des temps d’exe´cution sur les pro-
grammes Petteri signalons tout de meˆme que la me´thode RCK semble posse´der
de bonnes proprie´te´s de passage a` l’e´chelle vis a` vis du degre´.
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4.5.4 Comparaison avec la seconde approche Rodr´ıguez-
Carbonell et Kapur
Paralle`lement a` l’approche sur boucles simples, Rodr´ıguez-Carbonell et Kapur
ont de´veloppe´ une me´thode qui permet d’analyser un plus grand nombre de pro-
grammmes [RCK04a, RCK07a]. En effet, ils se de´barrassent dans cette approche
des restrictions re´alise´es dans l’approche pre´ce´dente. De ce fait, cette approche
n’est plus comple`te, contrairement a` la pre´ce´dente.
4.5.4.1 Description de la me´thode
Dans cette approche, les auteurs conside`rent des programmes repre´sente´s par
des graphes de floˆt finis avec affectations, de fonctions de tests, de point d’entre´e
et de sortie, et de points de jonction. Les affectations conside´re´es sont polyno-
miales et les tests sont des e´galite´s ou des de´se´galite´s polynomiales. Le but de
cette me´thode est de calculer, a` chaque point de programme l, l’ide´al ge´ne´re´ par
l’ensemble des polynoˆmes invariants au point l. Plus pre´cise´ment, a` chaque point
de programme l, les auteurs calculent un ensemble de polynoˆmes qui s’annulent
pour tous les e´tats accessibles au point l. Dans ce but, les auteurs associent a` leurs
programmes une se´mantique abstraite donne´e en termes d’ide´aux. Par exemple,
dans le cas d’une affectation inversible xi := f(x), leur me´thode consiste a` calcu-
ler I ′ = f−1(I), si I repre´sente l’ide´al calcule´ au point de programme pre´ce´dent.
Dans le cas des affectations non-inversibles, une variable fraˆıche x′i est introduite
et entre dans le calcul de I ′. Cette variable est ensuite e´limine´e en calculant l’in-
tersection de I ′ avec R[x1, . . . , xm]. Dans le cas des tests polynomiaux e´galitaires
(q = 0), si l’ide´al d’entre´e vaut I =< p1, . . . , ps >, leur me´thode consiste a` calculer
l’ide´al des polynoˆmes qui s’annulent sur l’ensemble des ze´ros de q et sur l’ensemble
des ze´ros de pi. Cet ide´al correspond a` IV(< p1, . . . , ps, q >). Dans le cas d’une
de´se´galite´ polynomiale q 6= 0, l’ide´al I :< q > est calcule´. Il repre´sente l’ide´al des
polynoˆmes qui s’annulent sur l’ensemble γ(I) mais qui ne s’annulent pas sur γ(q).
Les nœuds de jonction sont abstraits par l’intersection des ide´aux d’entre´e ∩li=1Ii.
En fait, on re´alise ainsi l’intersection des ensembles de polynoˆmes qui s’annulent
sur chaque γ(Ii). Les nœuds de jonction de boucle ne´cessitent l’utilisation d’un
ope´rateur d’e´largissement ∇d afin de rendre l’analyse terminante. Cet ope´rateur
∇d consiste a` ne garder que les polynoˆmes de degre´ infe´rieur ou e´gal a` d lors du
calcul ite´ratif. Cette me´thode, prouve´e correcte assure la terminaison. L’utilisa-
tion de cet ope´rateur implique le caracte`re incomplet de la me´thode, mais il est
suffisament performant pour que des invariants inte´ressants soient ge´ne´re´s. Enfin,
les auteurs montrent que leur me´thode est comple`te dans le cas ou` les conditions
des nœuds de test sont ignore´es et si les affectations sont line´aires.
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4.5.4.2 Comparaison se´mantique
Notons tout d’abord que l’analyse RCK n’est pas limite´e au calcul d’inva-
riants inductifs. De ce fait, elle permet de ge´ne´rer des invariants pour un ensemble
plus large de programmes. Passons maintenant a` des observations plus techniques.
Remarquons que cette analyse par interpre´tation abstraite ne se de´roule pas dans
le meˆme domaine abstrait qe celui que l’on conside`re. Nous conside`rons le treillis
des ide´aux alors que la me´thode RCK conside`re le treillis des ide´aux de varie´te´s,
c.a`.d. des ide´aux tels que α ◦ γ(I) = I (e´galite´ nomme´e « proprie´te´ IV »). La
fonction de transfert pour les de´se´galite´s revient a` calculer des quotients d’ide´aux
de ce domaine. La proprie´te´ IV nous semble difficile a` maintenir, puisqu’elle est
relie´e au calcul de radicaux. Notons que, par de´faut, leur imple´mentation omet
ces calculs et ignore les gardes de´se´galitaires. Du fait du caracte`re avant de leur
me´thode, les affectations non-inversibles abstraites ne´cessitent un calcul d’inter-
section d’ide´aux. Les tests e´galitaires, plus simples dans ce type d’approche, ne´-
cessitent tout de meˆme des calculs d’IV du fait de la nature du domaine abstrait.
Notons que ces calculs sont la plupart du temps omis en pratique. Enfin, nous
avons vu que leur approche ne´cessite l’utilisation d’un ope´rateur d’e´largissement
pour terminer, ce qui n’est pas le cas de notre analyse.
4.5.4.3 Comparaison des imple´mentations
Nous avons compare´ les temps d’exe´cution de notre analyse avec ceux fournis
par Rodr´ıguez-Carbonell et Kapur [RCK04a, RCK07a] sur les exemples inductifs
qu’ils de´crivent. La figure 4.13 liste les re´sultats obtenus. Notons que leur imple´-
mentation a e´te´ re´alise´e a` l’aide du logiciel Macaulay 2 et qu’ils ont utilise´ une
machine avec processeur Pentium 4 cadence´ a` 3.4 GHz et dote´ d’1 Gb de me´-
moire. Notre me´thode est plus rapide de plus de 2.2 ordres de magnitude. Certains
exemples me´ritent de plus amples commentaires : nous avons ajoute´ petter30
qui produit un invariant de degre´ 31 et exe´cute´ notre analyse sur les exemples
cohencu et freire2 avec un ensemble de parame`tres diffe´rents afin de trouver
un invariant de plus haut degre´ (resp. x = n3, et 4r3 − 6r2 + 3r + 4x− 4a = 1).
4.5.5 Inte´gration de notre analyse dans l’analyseur sta-
tique sawja
L’analyse fastind a e´te´ inte´gre´e a` Sawja, un outil d’analyse statique per-
mettant d’analyser du bytecode Java, de´veloppe´ au sein de l’e´quipe Celtique. Le
de´veloppement de cette analyse en OCaml est duˆ au travail de Florent Kirchner
et de Yannick Zakowski.
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Name d Var RCK fastind Ratio
(incomple`te [RCK07a])
dijkstra 2 5 1.31 0.043 30
divbin 2 5 0.99 0.005 198
freire1 2 3 0.38 0.006 63
freire2 2 4 0.85 0.007 121
cohencu 2 4 0.94 0.009 104
fermat 2 5 0.92 0.006 153
wensley 2 5 0.99 0.037 27
euclidex 2 8 1.95 0.008 244
lcm 2 6 1.22 0.006 203
prod4 3 6 4.63 0.013 356
knuth 3 9 2.61 0.084 31
petter1 2 2 0.5 0.003 167
petter2 3 2 0.8 0.003 267
petter3 4 2 4.2 0.004 1050
petter4 5 2 > 300 0.004 > 75.103
petter5 6 2 > 300 0.006 > 50.103
sqrt 2 3 0.46 0.010 46
mannadiv 2 5 1.12 0.005 224
Figure 4.13 – Comparaison fastind avec RCK-incomple`te
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Chapitre 5
Conclusion
5.1 Bilan sur nos travaux
Dans cette section, nous pre´sentons un bilan des travaux de´crits dans ce ma-
nuscrit, aussi bien dans le domaine des analyses quantitatives que dans le domaine
de la ge´ne´ration d’invariants.
5.1.1 Dans le domaine des analyses quantitatives
Rappel du contexte
Nous avons de´crit, dans le Chapitre 2, la the´orie de l’interpre´tation abs-
traite [CC77]. Cette the´orie propose un cadre d’approximation base´ sur la notion
de treillis, de connexion de Galois et de calculs de points fixes par ite´ration. Ce
cadre permet de de´finir la qualite´ des approximations effectue´es. Il permet ainsi
de de´finir la notion de meilleure approximation. A` l’oppose´, les notions quanti-
tatives n’apparaissent pas naturellement dans ce cadre. Nous nous sommes donc
pose´s la question de l’infe´rence de proprie´te´s quantitatives par analyse statique.
Retour sur le travail d’analyse de programmes a` couˆts
Dans le Chapitre 3, nous avons pre´sente´ une analyse dont le but est de sur-
approximer le couˆt long-run d’un programme, qui caracte´rise le comportement
asymptotique moyen du programme. Dans ce but, nous avons conside´re´ des pro-
grammes repre´sente´s par des syste`mes de transitions e´tiquete´s par des couˆts.
L’ensemble de ces couˆts Q est suppose´ muni d’un ope´rateur ⊗ permettant d’ac-
cumuler les couˆts le long d’un chemin ainsi que d’un ope´rateur ⊕ permettant
de combiner les couˆts de diffe´rents chemins. Ces deux ope´rateurs de´finissent une
structure de dio¨ıde. De cette structure, nous de´duisons un modulo¨ıde graˆce au-
quel nous e´tablissons un mode`le line´aire. La se´mantique des programmes a` couˆts
s’exprime, dans ce mode`le, sous forme matricielle. En plus de ces deux ope´rateurs,
nous avons souhaite´ munir Q d’un ope´rateur appele´ racine n-ieme. Cet ope´ra-
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teur sert a` calculer le couˆt moyen d’un chemin et est ne´cessaire a` la de´finition
du couˆt long-run. Nous avons re´sume´ l’utilisation de ces trois ope´rateurs dans
une structure que nous avons nomme´e dio¨ıde de couˆts. Le couˆt long-run e´tant
ge´ne´ralement non calculable, nous avons de´fini un cadre d’approximation a` l’aide
du mode`le line´aire pre´ce´demment e´voque´. On a ainsi montre´ comment calculer
une sur-approximation du couˆt long-run. Enfin, nous avons e´tudie´ la possibilite´
d’inte´grer les abstractions classiques de l’interpre´tation abstraite a` ce cadre d’ap-
proximation nouvellement de´fini.
Contributions de l’auteur
Le travail de´crit dans le Chapitre 3 a e´te´ initie´ lors de la the`se de Pascal So-
tin [Sot05]. L’ide´e originelle [SCJ06] ainsi qu’une partie de ce chapitre doit donc
eˆtre mis a` l’actif de Pascal Sotin et de ses encadrants David Cachera et Tho-
mas Jensen et non a` celui de l’auteur de ce manuscrit. De ce fait, il convient de
pre´ciser quelles sont les contributions directes de l’auteur qui s’est investi plus
particulie`rement dans deux parties.
La premie`re contribution concerne la notion de dio¨ıde de couˆts. Cette struc-
ture, obtenue par conjonction des trois ope´rateurs ⊗, ⊕ et de l’ope´rateur
racine n-ieme e´tait, a` l’origine, assez restrictive. J’ai donc fourni un investis-
sement important pour e´largir ce cadre. Il s’agissait alors de de´terminer les pro-
prie´te´s minimales ne´cessaires a` la de´finition de dio¨ıdes de couˆts. Ce travail s’est
poursuivi par une re´flexion visant a` de´terminer les cate´gories de dio¨ıdes qui sont
des dio¨ıdes de couˆts. Elle a abouti a` la pre´sentation de trois cate´gories diffe´rentes,
base´es sur les notions de se´lectivite´, double-idempotence et d’inte´grite´. Alors qu’il
est assez simple de montrer que les dio¨ıdes des deux premie`res cate´gories sont des
dio¨ıdes de couˆts, je me suis encore une fois interroge´ sur les proprie´te´s minimales
qui garantissent a` un dio¨ıde inte`gre d’eˆtre un dio¨ıde de couˆt. Le re´sultat de ces
travaux a e´te´ pre´sente´ en section 3.2.
La deuxie`me contribution de l’auteur concerne le cadre d’approximation de´-
fini dans la section 3.4. Rappelons brie`vement son fonctionnement. Son point de
de´part est une fonction α : Σ→ Σ] qui a` tout e´tat concret σ ∈ Σ associe son abs-
traction σ] ∈ Σ]. Nous ne supposons aucune proprie´te´ sur cette fonction initiale.
Cette fonction α est alors releve´e en un ope´rateur matriciel α↑. Les proprie´te´s
de notre mode`le line´aire permettent de de´montrer que cette fonction admet une
fonction re´sidue´e γ↑, et qu’ainsi le couple (α↑, γ↑) forme une connexion de Galois.
C’est cette connexion qui nous permet de de´finir les calculs approche´s du couˆt
long-run. Dans notre me´thode, il n’est donc pas requis que la fonction initiale α
soit issue d’une connexion de Galois. Il semble cependant inopportun de se priver
de telles fonctions qui sont classiques en interpre´tation abstraite. J’ai donc e´tudie´
comment de telles fonctions α s’inte`grent dans notre cadre. L’ope´rateur ↑ n’est
pas adapte´ au rele`vement de ces fonctions. Si on l’utilise dans ce cas, les ordres
de´finis sur Σ et Σ] sont « oublie´s » et « e´crase´s » par des nouveaux ordres sur Σ↑
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et (Σ])↑. Le proble`me consiste alors a` trouver un rele`vement tel que les ordres
cre´e´s par ce rele`vement soient compatibles avec les ordres initiaux. La section 3.5
de´fini le rele`vement semi-parfait, qui re´pond a` cette proble´matique. Elle est a`
mettre a` l’actif de l’auteur.
Notons que la pre´sentation des re´sultats du Chapitre 3 a e´te´ retravaille´e et
diffe`re de celle adopte´e par Pascal Sotin dans son manuscrit de the`se [Sot05].
Certaines de´monstrations de ce chapitre ont notamment e´te´ corrige´es.
Enfin, il convient de souligner que ce travail a donne´ lieu a` la publication
d’articles [CJJS08, CJ10] ainsi qu’a` une version revue [CJJS10].
5.1.2 Dans le domaine de la ge´ne´ration d’invariants
Rappel du contexte
L’infe´rence d’invariants de programmes est un proble`me essentiel dans le domaine
de la ve´rification de programmes. Ce proble`me a e´te´ largement e´tudie´, depuis
les premie`res analyses base´es sur des proprie´te´s d’alge`bre line´aire et permettant
d’infe´rer des invariants line´aires en les variables du programme [Kar76, CH78]
jusqu’a` des analyses plus re´centes base´es sur des re´sultats mathe´matiques plus
sophistique´s et permettant d’obtenir des invariants de programmes sous forme
d’e´galite´s polynomiales [MOS04, RCK07b, RCK07a, SSM04b]. Plus pre´cise´ment,
ces dernie`res analyses sont re´alise´es graˆce au domaine des ide´aux de polynoˆmes
et utilisent toutes des calculs de bases de Gro¨bner. Ce proce´de´ est connu pour
posse´der une complexite´ doublement exponentielle 1 dans le pire cas [MM82].
Nous nous sommes donc interroge´s sur la possibilite´ de proposer une analyse
s’affranchissant de ces calculs complexes de bases de Gro¨bner.
Contributions de l’auteur
Nous avons de´fini, dans le Chapitre 4, l’analyse fastind, permettant de calculer
efficacement des invariants polynomiaux de programmes. Cette analyse s’est ins-
pire´e des meilleures ide´es d’analyses de´ja` existantes [MOS04, RCK07b, RCK07a,
SSM04b]. Plus pre´cise´ment, nous avons pris comme point de de´part le travail
re´alise´ par Mu¨ller-Olm et Seidl [MOS04] qui ont de´veloppe´ une analyse arrie`re
par interpre´tation abstraite. Le fait que cette analyse se de´roule en arrie`re est im-
portant car cela permet une grande simplicite´ des calculs de fonctions abstraites.
Par exemple, une affectation abstraite se calcule simplement en effectuant une
substitution. En comparaison, dans l’analyse avant de´veloppe´e par Rodr´ıguez-
Carbonell et Kapur [RCK07a], seules les affectations inversibles sont traite´es de
1. Plus pre´cise´ment, on peut exhiber des ide´aux dont toute base de Gro¨bner posse`de 22
O(n)
e´le´ments ou` n est le nombre de variables des polynoˆmes. Cependant ce type d’exemples doit
eˆtre vu comme un cas pathologique, qui se rencontre rarement en pratique. Pour des ide´aux
plus classiques, les algorithmes les plus performants actuellement annoncent une complexite´
simplement exponentielle [Fau02].
154 Conclusion
manie`re aussi simple. Dans les autres cas, la fonction abstraite associe´e ne´ces-
site l’introduction d’une variable fraˆıche puis son e´limination a` l’aide de me´ca-
nismes de calculs de bases de Gro¨bner. Toutefois, malgre´ l’e´le´gante simplicite´ de
la proposition de Mu¨ller-Olm et Seidl, l’analyse de Rodr´ıguez-Carbonell et Kapur
posse`de un temps d’exe´cution bien plus performant. Cette diffe´rence importante
provient des me´thodes propose´es pour effectuer les calculs de points fixes. Les
deux me´thodes utilisent un crite`re d’arreˆt par calcul de bases de Gro¨bner. Cepen-
dant la me´thode ite´rative de´veloppe´e par Rodr´ıguez-Carbonell et Kapur utilise un
ope´rateur d’e´largissement qui permet d’acce´le´rer la convergence de la me´thode.
Ajoutons que malgre´ l’approximation introduite par cet ope´rateur d’e´largisse-
ment, les auteurs ont montre´ qu’ils e´taient capables de traiter une grande diver-
site´ d’exemples. Notre proble´matique a alors e´te´ de proposer une analyse dont
les fonctions abstraites admettent un calcul aussi simple que celles du travail de
Mu¨ller-Olm et Seidl et dont les calculs ite´ratifs peuvent eˆtre calcule´s aussi effica-
cement que dans l’analyse propose´e par Rodr´ıguez-Carbonell et Kapur. L’analyse
fastind que nous avons de´veloppe´e satisfait ces exigences. Elle se base sur l’ana-
lyse arrie`re de Mu¨ller-Olm et Seidl. Afin d’alle´ger les calculs ite´ratifs, nous avons
choisi de faire ce que nous avons appele´ l’hypothe`se d’inductivite´. Il s’agit en fait
de restreindre notre analyse a` la recherche d’invariants de boucles c’est a` dire
des invariants qui restent valides a` chaque ite´ration de boucle. Ce point de vue
naturel a notamment e´te´ adopte´ dans l’analyse avant de´veloppe´e par Sankarana-
rayanan et al. [SSM04b]. Cette hypothe`se d’inductivite´ s’exprime, pour chaque
boucle du programme, sous forme d’une contrainte d’e´galite´ d’ide´aux. Nous avons
montre´ que, sous cette hypothe`se, la proce´dure ite´rative permettant le calcul de
points fixes, termine de`s le premier pas de calcul. Pre´cisons d’autre part que les
contraintes ge´ne´re´es par notre me´thode s’expriment ge´ne´ralement sous forme de
syste`mes d’e´quations line´aires et admettent donc une re´solution aise´e. Il en re´-
sulte une analyse efficace que j’ai imple´mente´e a` l’aide du logiciel Maple. Une
imple´mentation plus ge´ne´rale a aussi e´te´ re´alise´e en Ocaml et inte´gre´e dans l’ou-
til d’analyse statique Sawja. Elle est a` mettre au cre´dit de Florent Kirchner et
de Yannick Zakowski. Enfin, nous avons prouve´ la rapidite´ d’exe´cution de notre
me´thode en comparant tre`s favorablement les temps d’exe´cution de l’imple´men-
tation Maple a` ceux donne´s dans les articles re´sumant les travaux de Mu¨ller-Olm
et Seidl [MOS04] et Rodr´ıguez-Carbonell et Kapur [RCK07b, RCK07a].
5.2 Perspectives
Avant de pre´senter des perspectives spe´cifiques aux deux travaux mene´s lors
de cette the`se, revenons sur la structure de ce manuscrit. Il semble le´gitime de
s’interroger sur l’unite´ de ce manuscrit qui traite dans les chapitres 3 et 4 de do-
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maines tre`s diffe´rents. Revenons donc sur l’origine de ce choix. Apre`s avoir e´tudie´
la possibilite´ d’infe´rer statiquement des proprie´te´s quantitatives de programme,
l’auteur a souhaite´ e´tudier la possibilite´ d’infe´rer un couˆt particulier : la com-
plexite´ du programme. Le travail de Gulwani et al. [GMC09] dans ce domaine
a alors particulie`rement retenu notre attention. Ce travail expose la possibilite´
d’infe´rer statiquement la complexite´ d’un programme par une me´thodologie ba-
se´e sur une instrumentation de code par compteurs multiples. Chaque compteur
permet de mesurer des ite´rations de boucles. Un outil de ge´ne´ration d’invariants
line´aires est alors utilise´ afin d’obtenir une borne line´aire pour chacun de ces
compteurs. En combinant les bornes line´aires obtenues pour chaque compteur,
les auteurs montrent qu’il est possible d’encadrer la complexite´ du programme
par des bornes non-line´aires. Cette approche est base´e sur un outil de ge´ne´ra-
tion d’invariants line´aires. Nous nous sommes alors interroge´s sur la possibilite´
d’infe´rer la complexite´ d’un programme au cas ou` nous disposerions d’un outil
calculant des invariants non-line´aires de programme. Notre me´thodologie devait
s’articuler ainsi :
(1) instrumenter le code du programme a` l’aide d’un compteur c visant a` mesurer
le nombre d’ite´rations de la boucle la plus externe du programme,
(2) obtenir, a` l’aide d’un outil d’invariants non-line´aires, un invariant non li-
ne´aire du programme de´pendant de c et des autres variables x1, . . . , xm du
programme. Cet invariant est ge´ne´re´ sous la forme d’une e´galite´ polynomiale
g = 0 avec g ∈ R[x1, . . . , xm, c],
(3) borner les racines du polynoˆme g vu comme e´le´ment de (R[x1, . . . , xm])[c] a`
l’aide de re´sultats mathe´matiques.
Les bornes de l’e´tape (3) de cette me´thodologie peuvent eˆtre obtenues a` l’aide de
re´sultats mathe´matiques comme les bornes de Cauchy [BPR03].
Cette me´thodologie nous semble, avec le recul, extreˆmement na¨ıve. Tout
d’abord, il faut noter que cette me´thodologie suppose que l’on peut toujours
obtenir un invariant non-line´aire utilisant la variable c, ce qui n’est pas le cas.
D’autre part, meˆme si l’on parvenait a` obtenir un tel invariant g, le calcul des
bornes de Cauchy fournirait un re´sultat pauvre. En effet, ces bornes ont e´te´ de´fi-
nies afin de prouver la compacite´ de l’ensemble des racines d’un polynoˆme et sont
donc, par nature, tre`s impre´cises. Cette ide´e a donc e´te´ peu a` peu abandonne´e.
Il nous est cependant apparu lors de l’e´tude bibliographique que la ge´ne´ration
d’invariants non-line´aires me´ritait une e´tude plus approfondie.
En re´sume´, l’angle « complexite´ » nous semble prometteur afin de relier direc-
tement les chapitres 3 et 4, meˆme si la me´thodologie initiale e´voque´e au-dessus
nous semble actuellement non re´aliste.
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5.2.1 Dans le domaine des analyses quantitatives
Le travail pre´sente´ dans le chapitre 3 nous semble relativement muˆr. Cepen-
dant, la question de savoir si l’on peut inte´grer une structure probabiliste a` l’in-
te´rieur de notre cadre est re´gulie`rement pose´e concernant ce travail. Elle provient
du fait que la communaute´ analyse quantitative conside`re, en grande partie, que
les couˆts porte´s par les programmes sont des probabilite´s. Cette question reste
ouverte. En effet, les dio¨ıdes de couˆts sont, par nature, incompatibles avec les
structures probabilistes. La piste de re´flexion me`nerait plutoˆt vers la de´finition
d’un produit entre notre structure de dio¨ıde de couˆts et une structure probabiliste.
Ce produit pourrait alors induire un cadre d’abstraction obtenu comme produit
du cadre d’abstraction obtenu par la structure de dio¨ıdes et un cadre d’abstrac-
tions issu de la structure probabiliste. Cette piste n’a pas encore e´te´ suivie et
demande de plus amples re´flexions.
5.2.2 Dans le domaine de la ge´ne´ration d’invariants
Concernant l’analyse fastind, nous pouvons pre´senter deux pistes de re´-
flexion. La premie`re concerne l’imple´mentation qui a e´te´ faite dans le cadre de
l’outil d’analyse statique Sawja. Cette imple´mentation n’est pas comple`tement
satisfaisante du fait des forts couˆts d’exe´cution qu’elle induit. Ces couˆts ne pro-
viennent pas de la nature de notre analyse mais de l’imple´mentation de celle-ci.
La ge´ne´ration des contraintes qui, pourtant, est une difficulte´ mineure de notre
analyse, repre´sente un temps de calcul non ne´gligeable dans l’imple´mentation
Sawja. Ceci provient en partie de la repre´sentation choisie pour la de´finition de
ces contraintes qui n’est pas adapte´e a` un transport aise´.
D’autre part, nous avons vu que les analyses arrie`res e´taient particulie`rement
adapte´es a` la de´finition de certaines fonctions abstraites (affectations et tests
de´se´galitaires). Les analyses avant, elles, semblent plus adapte´es a` la de´finition de
l’abstraction des tests e´galitaires. Une piste pourrait donc eˆtre d’essayer de de´finir
une analyse qui combinerait ces deux approches, be´ne´ficiant ainsi des points forts
de chacune d’elle.
Il serait aussi inte´ressant de combiner notre analyse fastind a` d’autres ana-
lyses. Nous pensons particulie`rement a` la possibilite´ de combiner les invariants
obtenus par cette analyse avec des informations exprime´es sous formes d’ine´gali-
te´s. Ceci permettrait d’obtenir des invariant polynomiaux sous forme d’ine´galite´s.
Enfin, nous avons vu que l’analyse fastind se base sur une analyse par in-
terpre´tation abstraite dans laquelle la proce´dure ite´rative de calcul de point fixe
termine de`s le premier pas de calcul. Ceci est duˆ a` l’inte´gration d’un ensemble de
contraintes. Une piste pourrait alors eˆtre d’e´tudier ce me´canisme meˆlant interpre´-
tation abstraite et contraintes permettant le calcul direct des points fixes. Le but
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e´tant alors de de´terminer si ce me´canisme peut eˆtre adapte´ a` d’autres analyses.
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Annexe A
Chapitre 3 : Analyse des
programmes a` couˆts
A.1 Section 3.4 : Abstraire un programme a`
couˆts
Nous revenons dans cette annexe sur la preuve du lemme 3.11. Cette de´-
monstration ne´cessite le re´sultat suivant (lemme 3.10), qui stipule que pour toute
abstraction line´aire correcte, les matrices ite´re´es (Mn, (M ])n) ve´rifient l’ine´galite´
de correction.
Lemme A.1.
Soit (T, T ], α) une abstraction line´aire correcte. Alors :
∀n ≥ 1, α↑ ◦Mn ≤ (M ])n ◦ α↑
Nous pouvons maintenant de´montrer le lemme A.2.
Lemme A.2.
Soit (T, T ], α) une abstraction line´aire correcte. On a alors :
∀σ0, σ1 ∈ Σ, ∀σ]0, σ]1 ∈ Σ], α(σ0) = σ
]
0
α(σ1) = σ
]
1
}
⇒ Mσ0,σ1 ≤ (M ])σ]0,σ]1 (A.1)
D’autre part, on a :
∀n ≥ 1,
⊕
σ0 ∈ Σ
σ1 ∈ Σ
Mnσ0,σ1 ≤
⊕
σ]0 ∈ Σ]
σ]1 ∈ Σ]
(M ])n
σ]0,σ
]
1
(A.2)
Ainsi que :
∀n ≥ 1,
⊕
σ∈Σ
Mnσ,σ ≤
⊕
σ]∈Σ]
(M ])nσ],σ] (A.3)
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De´monstration.
Soient σ, σ0 ∈ Σ et σ]0, σ]1 ∈ Σ] tels que α(σ0) = σ]0 et α(σ1) = σ]1. Comme
(T, T ], α) est une abstraction line´aire correcte, on a, d’apre`s le lemme A.1, α ◦
M ≤ M ] ◦ α. En particulier, on a : (α ◦ M)σ]0,σ1 ≤ (M
] ◦ α)σ]0,σ1 ce que l’on
peut re´e´crire sous la forme :⊕
σi∈Σ
(ασ]0,σi
⊗Mσi,σ1) ≤
⊕
σ]i∈Σ]
(M ]
σ]0,σ
]
i
⊗ ασ]i ,σ1)
En de´composant ces deux sommes, on obtient :⊕
σi∈α−1({σ]0})
(ασ]0,σi
⊗Mσi,σ1)⊕
⊕
σi /∈α−1({σ]0})
(ασ]0,σi
⊗Mσi,σ1)
≤ (M ]
σ]0,σ
]
1
⊗ ασ]1,σ1)⊕
⊕
σ]i 6=σ]1
(M ]
σ]0,σ
]
i
⊗ ασ]i ,σ1)
Si σi /∈ α−1({σ]0}) est ve´rifie´, alors on a α(σi) 6= σ]0. De ce fait, ασ]0,σi = ⊥. D’autre
part, comme on a suppose´ α(σ0) = σ
]
0, on a e´videmment α(σ0) 6= σ]i pour tout
σ]i 6= σ]0. Dans ce cas, ασ]i ,σ0 = ⊥. Ainsi, l’ine´galite´ pre´ce´dente se simplifie en⊕
σi∈α−1({σ]0}) Mσi,σ1 ≤ M
]
σ]0,σ
]
1
. Comme σ0 appartient a` α
−1({σ]0}), l’ine´galite´ A.1
est ve´rifie´e :
Mσ0,σ1 ≤
⊕
σi∈α−1({σ]0})
Mσi,σ1 ≤ M ]σ]0,σ]1
Afin de de´montrer l’ine´galite´ suivante, on commence par le cas n = 1. L’ine´galite´
souhaite´e est obtenue en sommant chaque membre de l’ine´galite´ A.1 sur l’en-
semble E = {(σ0, σ1, σ]0, σ]1) ∈ Σ2 × (Σ])2 | α(σ0) = σ]0, α(σ1) = σ]1} :⊕
(σ0,σ1,σ
]
0,σ
]
1)∈E
Mσ0,σ1 ≤
⊕
(σ0,σ1,σ
]
0,σ
]
1)∈E
M ]
σ]0,σ
]
1
= ≤⊕
(σ0,σ1)∈Σ2
Mσ0,σ1
⊕
(σ]0,σ
]
1)∈(Σ])2
M ]
σ]0,σ
]
1
L’e´galite´ (verticale) des membres gauches est obtenue en remarquant que les en-
sembles E et Σ × Σ sont en bijection. L’ine´galite´ (verticale) des membres droits
est, quant a` elle, obtenue par idempotence. Ceci conclut la de´monstration pour
le cas n = 1.
Pour de´montrer l’ine´galite´ pour les cas n > 1, il suffit de remarquer que la
de´monstration que l’on vient d’effectuer ne de´pend que de proprie´te´s de la fonction
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α et reste donc valable pour tout couple (M,M ]) qui ve´rifie l’ine´galite´ : α ◦M ≤
M ] ◦ α. Or par le lemme A.1, on a, pour tout n ≥ 1, α ◦ Mn ≤ (M ])n ◦ α.
Finalement, en appliquant la de´monstration pre´ce´dente au couple (Mn, (M ])n),
on obtient l’ensemble d’ine´galite´s A.2.
Nous de´montrons enfin l’ensemble des ine´galite´s A.3. La de´monstration est
analogue a` celle des ine´galite´s A.2. Afin de montrer le cas n = 1, on conside`re
maintenant l’ine´galite´ A.1 avec σ0 = σ1 = σ et α(σ) = σ
] :
Mσ,σ ≤ M ]σ],σ]
En sommant alors chaque membre sur l’ensemble F = {(σ, σ]) ∈ Σ×Σ] | α(σ) =
σ]}, on obtient :⊕
σ∈Σ
Mσ,σ =
⊕
(σ,σ])∈F
Mσ,σ ≤
⊕
(σ,σ])∈F
M ]
σ],σ]
≤
⊕
σ]∈Σ]
M ]
σ],σ]
Le cas n > 1 est obtenu en appliquant la de´monstration au couple (Mn, (M ])n).
uunionsq
A.2 Section 3.6 : Imple´mentation de la me´thode
sur un exemple
Nous revenons ici sur la me´thode de calcul du couˆt long-run. Pour illustrer
ce proce´de´, nous conside´rons le programme pre´sente´ en Figure A.1 (e´crit en Ar-
raySimple). Ce programme de´crit une me´thode de relaxation (ge´ne´ralisant la me´-
thode du pivot de Gauss) permettant de calculer une approximation de la solution
exacte. Plus pre´cise´ment, il permet de re´soudre de manie`re ite´rative le syste`me
line´aire mat ∗ x = b, ou` mat est une matrice n× n inversible, b est une donne´e et
x est la valeur a` trouver.
Cinq modes d’e´nergies, de A a` E sont de´finis, et influencent la consomma-
tion d’e´nergie des ope´rations de tableaux. Par exemple, la table correspondant a`
l’ope´ration copy est la suivante.
A 5 0.2
C 2 λn.n
D 1 λn.3. ∗ n
E 0 λn.5. ∗ n
Notre but est de calculer un couˆt long-run (e´nergie moyenne consomme´e par
cycle) pour un programme dont le code contient des instructions de changements
de modes de´pendantes de la taille commune n des tableaux. Ces changements
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var x,n,residue,b,i,iter,ITERMAX,mat,omega,tmp,eps,m,p :int,
dumb:int;
begin
assume length n <= 1000;
setsize x n;
setsize residue n;
setsize b n;
setsize tmp n;
apply copy_to residue,x;
__H1__
m = eps - 1;
iter = 0;
while iter < ITERMAX and m <= eps do
i = 0;
apply copy_to b, tmp;
while i < n do
__H1__
apply prod residue, mat; // :-> p //
dumb = dumb; // tmp[i] = tmp[i] - p;
i = i+1; done;
apply mult_scal tmp, omega;
apply sum residue, tmp;
apply sub x, residue;
apply max x; // :-> m //
apply copy_to residue, x;
iter = iter+1; done;
skip;
setmode A;
apply copy_to b, tmp;
i = 0;
while i < n do
apply prod x, mat; // :-> p //
dumb = dumb; // residue[i] = p;
i = i+1; done;
end
Figure A.1 – Me´thode ite´rative de re´solution d’un syste`me line´aire de´crit dans
le langage ArraySimple
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Mode Seuil
mB mH 100 200 300 400 500 600 700 800 900
A B 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6
A C 13.7 23.0 32.3 41.6 50.9 60.2 69.5 78.8 88.1
A D 39.9 77.8 115.7 153.6 191.6 229.5 267.4 305.4 343.3
A E 81.2 162.2 243.1 324.1 405.1 486.0 567.0 647.9 728.9
B C 13.7 23.0 32.3 41.6 50.9 60.2 69.5 78.8 88.1
B D 39.9 77.8 115.7 153.6 191.6 229.5 267.4 305.4 343.3
B E 81.2 162.2 243.1 324.1 405.1 486.0 567.0 647.9 728.9
C D 97.5 97.5 115.7 153.6 191.6 229.5 267.4 305.4 343.3
C E 97.5 162.2 243.1 324.1 405.1 486.0 567.0 647.9 728.9
D E 381.6 381.6 381.6 381.6 405.1 486.0 567.0 647.9 728.9
Figure A.2 – Couˆt long-run pour diffe´rentes valeurs du seuil, pour des valeurs
mH et mB donne´es.
Bas
250 A B C D
High
E 300 300 300 none
D 600 600 600
C 900 900
B 900
(a) couˆt long-run maximum=250
Bas
50 A B C D
High
E none none none none
D 100 100 none
C 400 400
B 900
(b) couˆt long-run maximum=50
Figure A.3 – Seuil : meilleurs choix.
sont code´s comme suit : la chaˆıne de caracte`res __H1__ du code initial est suc-
cessivement remplace´ par assume n <= 1000; if n < xx then setmode mH ;
else setmode mB, ou` xx est un seuil constant appartenant a` l’ensemble
{100, 200, . . . , 900}, et ou` mH et mB sont respectivement des modes d’e´nergie
haut et bas.
Le couˆt long-run calcule´ sur ce programme est donne´ en Table A.2. Comme
attendu, plus le niveau d’e´nergie est haut, plus ce couˆt est important. Supposons
maintenant que l’on fixe un niveau de consommation d’e´nergie maximal. Ce ni-
veau correspond a` une consommation d’e´nergie que l’on ne souhaite pas de´passer
ou que l’on ne peut pas de´passer du fait d’une e´nergie disponible limite´e. Cette
valeur e´tant fixe´e, il semble inte´ressant de calculer le couple (mB,mH) optimal,
c.a`.d. celui qui permet d’assurer la meilleure performance en temps d’exe´cution.
La figure A.3 pre´sente les couples optimaux pour une consommation d’e´nergie ne
pouvant de´passer 250mWh et ceux pour une consommation maximale de 50mWh.
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Annexe B
Chapitre 4 : Ge´ne´ration rapide
d’invariants inductifs sous forme
d’e´galite´s polynomiales
B.1 Section 4.2 : Les programmes polynomiaux
Nous revenons ici sur la Section 4.2.2.3. Plus pre´cise´ment, l’objet de cette
appendice est la de´monstration du the´ore`me B.1 qui stipule l’e´quivalence de la
se´mantique BµJ.K et de la cloˆture →∗.
The´ore`me B.1 (BµJ.K vs SOPP).
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
∀c ∈ P,∀σ ∈ BµJcK S ⇔ ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
Afin d’ame´liorer la lisibilite´ de la de´monstration du the´ore`me B.1, nous le
de´coupons en deux lemmes qui e´noncent chacun un des coˆte´s de l’e´quivalence.
Lemme B.1.
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
σ ∈ BµJcK S ⇐ ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
Nous de´montrons ce lemme par re´currence. Plus pre´cise´ment, par re´currence
forte sur la longueur k de la de´rivation, nous de´montrons la proprie´te´ suivante
pour tout k ∈ N :
σ ∈ BµJcK S ⇐ ∃σf ∈ S, 〈c, σ〉 →k 〈•, σf〉
De´monstration.
Soit c ∈ P, S ⊆ Rm et σ ∈ Rm.
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Initialisation
Supposons k = 0. Alors 〈c, σ〉 →0 〈•, σf〉 implique que c = •, σ = σf et ainsi
σ ∈ S. La proprie´te´ BµJ•K S = S permet de conclure ce cas.
He´re´dite´ Supposons la proprie´te´ ve´rifie´e pour k ≤ m et de´montrons la pour
m+ 1. Supposons alors qu’il existe σf ∈ S tel que 〈c, σ〉 →m+1 σf .
Si c ≡ skip alors m = 0, 〈c, σ〉 →1 〈•, σ〉. Donc σf = σ. Comme BµJcK S =
S, la proprie´te´ est trivialement ve´rifie´e dans ce cas.
Si c ≡ xj := p alors m = 0, 〈c, σ〉 →1 〈•, σ[v]j〉 pour v = p(σ). Donc σf =
σ[v]j. Comme B
µJcK S = {σ ∈ Rm | σ[p(σ)]j ∈ S}, la proprie´te´ est
trivialement ve´rifie´e pour ce cas.
Si c ≡ c1; c2 alors 〈c1, σ〉 →k1 〈•, σ′〉 et 〈c2, σ′〉 →k2 〈•, σf〉 pour k1 et k2
tels que 1 ≤ ki ≤ m et k1 + k2 = m. Par hypothe`se de re´cur-
rence, σ′ ∈ BµJc2K S et σ ∈ BµJc1K (BµJc2K S). Comme BµJcK S =
BµJc1K (BµJc2K S), la proprie´te´ est trivialement ve´rifie´e pour ce cas.
Si c ≡ if p ./ 0 then c1 else c2
Rappelons tout d’abord que :
BµJcK S = (Jp ./ 0K⋂ BµJc1K S) ⋃ (Jp 6./ 0K⋂ BµJc2K S)
On raisonne alors par e´tude de cas, suivant que p(σ) = 0 ou p(σ) 6= 0.
Supposons p(σ) ./ 0 ≡ true alors 〈c, σ〉 →1 〈c1, σ〉 →m 〈•, σf〉. Par
hypothe`se de re´currence, on a σ ∈ BµJc1K S. Ainsi, σ ∈ Jp ./ 0K ⋂
BµJc1K S et, par conse´quence, σ ∈ BµJcK S.
Supposons p(σ) ./ 0 ≡ false alors 〈c, σ〉 →1 〈c2, σ〉 →m 〈•, σf〉. Par
hypothe`se de re´currence, on a σ ∈ BµJc2K S. Ainsi, σ ∈ Jp 6./ 0K ⋂
BµJc2K S et, par conse´quence, σ ∈ BµJcK S.
Ainsi, la proprie´te´ est ve´rifie´e dans ce cas.
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Si c ≡ while p ./ 0 do c1
Supposons p(σ) ./ 0 ≡ true alors 〈c, σ〉 →1 〈c1; c, σ〉 →m 〈•, σf〉. Par
hypothe`se de re´currence, on a σ ∈ BµJc1; cK S = BµJc1K (BµJcK S).
De plus, par la de´finition de la se´mantique arrie`re de l’instruction
while sous forme de point fixe, on a :
BµJcK S = Fc,p,S(BµJcK S)
= (Jp 6./ 0K ⋂ S) ⋃ (Jp ./ 0K ⋂ BµJc1K (BµJcK S))
Comme σ ∈ Jp ./ 0K ⋂ BµJc1K (BµJcK S), on a σ ∈ BµJcK S.
Supposons p(σ) ./ 0 ≡ false alors 〈c, σ〉 →1 〈skip, σ〉 →m 〈•, σf〉,
m = 1 et σf = σ. Par hypothe`se de re´currence, on obtient σ ∈
BµJskipK S = S. De plus, on a :
BµJcK S = µFc1,p,S
= µλX.(Jp 6./ 0K ⋂ S) ⋃ (Jp ./ 0K ⋂ BµJc1K X)
= (Jp 6./ 0K ⋂ S) ⋃ (µλX.Jp ./ 0K ⋂ BµJc1K X)
Comme σ ∈ Jp 6./ 0K ⋂ S, on a σ ∈ BµJcK S.
La proprie´te´ est ve´rifie´e pour ce dernier cas, ce qui prouve qu’elle est tou-
jours satisfaite.
uunionsq
Nous pouvons maintenant de´montrer l’autre sens de l’e´quivalence.
Lemme B.2.
Soit c un programme polynomial, S un sous-ensemble Rm et σ un e´le´ment de Rm.
On a :
σ ∈ BµJcK S ⇒ ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
De´monstration.
Par induction sur la syntaxe des programmes polynomiaux.
Soit c ∈ P, S ⊆ Rm et σ ∈ Rm.
Si c ≡ skip alors on a BµJcK S = S, et pour tout σ ∈ Rm,
skip〈skip, σ〉 → 〈•, σ〉
Ainsi, la proprie´te´ est ve´rifie´e en prenant σf = σ.
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Si c ≡ xj := p alors on a BµJcK S = {x ∈ Rm | x[p(x)]j ∈ S}, et pour tout
σ ∈ Rm,
p(σ) = v
assign〈xj := p, σ〉 → 〈•, σ[v]j〉
ou` σ[v]j = (σ1, . . . , σj−1, v, σj+1, . . . , σm)
Ainsi, la proprie´te´ est ve´rifie´e en prenant σf = σ[v]j.
Si c ≡ if p ./ 0 then c1 else c2 alors on a :
BµJcK S = (BµJc1K S ⋂ Jp 6= 0K) ⋃ (BµJc2K S ⋂ Jp = 0K)
Conside´rons maintenant σ ∈ BµJcK S ; deux cas peuvent se produire :
soit p(σ) ./ 0 ≡ true ainsi σ ∈ BµJc1K S. L’hypothe`se d’induction permet
d’affirmer que : ∃σ′ ∈ S, 〈c1, σ〉 →∗ σ′. La se´mantique petit pas fournit
alors la re´duction :
p(σ) ./ 0 ≡ true
if〈if p ./ 0 then c1 else c2, σ〉 → 〈c1, σ〉
soit p(σ) ./ 0 ≡ false qui est le cas miroir du pre´ce´dent. On a σ ∈ BµJc2K S
et, par hypothe`se de re´currence : ∃σ′ ∈ S, 〈c2, σ〉 →∗ σ′. De plus :
p(σ) ./ 0 ≡ false
if〈if p ./ 0 then c1 else c2, σ〉 → 〈c2, σ〉
Ainsi, pour ces deux cas, la proprie´te´ est ve´rifie´e en prenant σf = σ
′.
Si c ≡ while p ./ 0 do c1 alors on a, par le the´ore`me d’ite´ration de Kleene (the´o-
re`me 2.2) :
BµJcK S = µFc1,p,S =⋃
n≥0
F nc1,p,S(∅)
Conside´rons maintenant σ ∈ BµJcK S ; alors, ∃n0 ∈ N tel que σ ∈ F n0c1,p,S(∅).
Pour conclure ce cas, nous de´montrons par re´currence que :
∀n ∈ N, σ ∈ F nc1,p,S(∅) ⇒ ∃σf ∈ S, 〈c, σ〉 →∗ 〈•, σf〉
– Cas n = 0. Comme F 0c1,p,S(∅) = ∅, l’implication est toujours valide car sa
pre´misse est fausse.
– n→ n+ 1. Soit n ∈ N tel que σ ∈ F nc1,p,S(∅) ⇒ ∃σf ∈ S, 〈c1, σ〉 →∗
〈•, σf〉. Supposons maintenant que σ ∈ F n+1c1,p,S(∅). On a :
F n+1c1,p,S(∅) = Fc1,p,S(F nc1,p,S(∅))
= (Jp 6./ 0K ⋂ S) ⋃ (Jp ./ 0K ⋂ BµJc1K (F nc1,p,S(∅)))
Deux cas peuvent alors se produire.
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soit p(σ) ./ 0 ≡ false alors, la se´mantique petit pas fournit :
p(σ) ./ 0 ≡ false
if〈c, σ〉 → 〈skip, σ〉
Ainsi, en prenant σf = σ, on a 〈c, σ〉 →∗ σf .
soit p(σ) ./ 0 ≡ true alors σ ∈ BµJc1K (F nc1,p,S(∅)). Par hypothe`se d’in-
duction sur c1, il existe σ
′′ tel que 〈c1, σ〉 →∗ σ′′, et par hypothe`se de
re´currence sur n, on obtient un e´le´ment σf tel que 〈c1, σ′′〉 →∗ σf . De
plus :
p(σ) ./ 0 ≡ true
if〈c, σ〉 → 〈c1; c, σ〉
Ainsi, 〈c, σ〉 →∗ σf .
Ceci pouve que la proprie´te´ est ve´rifie´e dans ce dernier cas, ce qui de´montre
qu’elle est toujours ve´rifie´e.
uunionsq
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