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Abstract
Classification problems in machine learning involve assigning labels to various kinds of output types,
from single assignment binary and multi-class classification to more complex assignments such as
category ranking, sequence identification, and structured-output classification. Traditionally, most
machine learning algorithms and theory is developed for the binary setting. In this dissertation,
we provide a framework to unify these problems. Through this framework, many algorithms and
significant theoretic understanding developed in the binary domain is extended to more complex
settings.
First, we introduce Constraint Classification, a learning framework that provides a unified view
of complex-output problems. Within this framework, each complex-output label is viewed as a set
of constraints, sufficient enough to capture the information needed to classify the example. Thus,
prediction in the complex-output setting is reduced to determining which constraints, out of a
potentially large set, hold for a given example—a task that can be accomplished by the repeated
application of a single binary classifier to indicate whether or not each constraint holds. Using this
insight, we provide a principled extension of binary learning algorithms, such as the support vector
machine and the Perceptron algorithm to the complex-output domain. We also show that desirable
theoretical and experimental properties of the algorithms are maintained in the new setting.
Second, we address the structured output problem directly. Structured output labels are col-
lections of variables corresponding to a known structure, such as a tree, graph, or sequence that
can bias or constrain the global output assignment. The traditional approach for learning struc-
tured output classifiers, that decomposes a structured output into multiple localized labels to learn
independently, is theoretically sub-optimal. In contrast, recent methods, such as constraint clas-
sification, that learn functions to directly classify the global output can optimal performance.
Surprisingly, in practice it is unclear which methods achieve state-of-the-art performance. In this
iii
work, we study under what circumstances each method performs best. With enough time, training
data, and representative power, the global approaches are better. However, we also show both
theoretically and experimentally that learning a suite of local classifiers, even sub-optimal ones,
can produce the best results under many real-world settings.
Third, we address an important algorithm in machine learning, the maximum margin classifier.
Even with a conceptual understanding of how to extend maximum margin algorithms to more
complex settings and performance guarantees of large margin classifiers, complex outputs render
traditional approaches intractable in more complex settings. We introduce a new algorithm for
learning maximum margin classifiers using coresets to find provably approximate solution to max-
imum margin linear separating hyperplane. Then, using the constraint classification framework,
this algorithm applies directly to all of the previously mentioned complex-output domains. In ad-
dition, coresets motivate approximate algorithms for active learning and learning in the presence of
outlier noise, where we give simple, elegant, and previously unknown proofs of their effectiveness.
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Chapter 1
Introduction
A multi-categorical classifier is a function that outputs one of many values from a potentially large
discrete set, and is more general than a binary classifier that discriminates between only two values.
They come in many flavors and are used in a wide range of applications. For example, in the multi-
class setting, a discrimination over a small set of labels is desired, as in handwritten character
recognition (Lee and Seung, 1997; Le Cun et al., 1989) and part-of-speech (POS) tagging (Brill,
1994; Even-Zohar and Roth, 2001). A second, more complex task is the multi-label problem where
each example is labeled with a set of classes. In document (text) categorization, for example, a
single document can be about both animals and survival at the same time, just as a web page
can be both an academic page and a homepage. Another related problem involves producing
category rankings. For example, users can rate movies based on a scale ranging from 1 (hated) to
5 (loved) where there is an inherent relationship among the output classes. Thus, given a movie
that a user loved, it is better to predict a rating of 4 than a rating of 2.
Furthermore, multi-category classification includes more complex problems, where the output
conforms to a predefined structure. A closer look at the POS tagging task distinguishes it from
the above problems. While it can be viewed as a multi-class problem by predicting one of about
fifty POS tags for each word, it seems more natural to view it as a sequence prediction task, that
assigns labels to each symbol in a variable length input. A POS tagger, for instance, should output
a sequence of POS tags, one for each word in the input. Many other problems in natural language
processing also conform to a complex structure, such as phrase identification and finding syntactic
parse trees. Of course, problems of this type are all around us. In object identification, for example,
when labeling the parts of a car, we know that there are usually a small number of wheels, a single
window, a single steering wheel and various other parts — all with a fairly well defined relative
orientation. Given an image, the set of assignments to all car parts should, perhaps, be viewed as
a single classification that conforms to the structure defined by the concept of a car.
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In one form or another, multi-category classification has been part of the study of artificial
intelligence and machine learning from the beginning. Early work, focusing on logic (Newell et
al., 1958), game playing (Shannon, 1950; Samuel, 1959), and neurological modeling (McCulloch
and Pitts, 1943) all involve complex decision processes. Whether practical applications or true
artificial intelligence is our goal, it is necessary to develop state-of-the-art learning algorithms for
multi-categorical classification.
Despite the inherent interest in multi-categorical classification, almost all research in machine
learning focuses on binary classification first. As a result, learning algorithms for binary classifica-
tion are mature and well understood both theoretically and in practice. Probably approximately
correct (PAC) bounds (Blumer et al., 1989; Valiant, 1984) show that generalization improves with
simple hypotheses taken from a restricted set. Data-dependent bounds, such as those based on
margin (Vapnik, 1998) show that well-separated data tends to be easier to classify. Perhaps, more
importantly, a wide range of binary algorithms perform well in practice. It is becoming clear ex-
actly how to design binary classifiers suitable for tasks that involve complex decision boundaries
(say, with kernels (Boser, Guyon, and Vapnik, 1992)), tasks with various kinds of noise (Angluin
and Laird, 1988; Sloan, 1988), and even tasks where not all of the examples are specified (Blum
and Mitchell, 1998). Unfortunately, it is sometimes unclear how to extend these techniques to more
complex classification tasks.
For many years, researchers studying binary classification often include a statement such as
“This technique can easily be extended to the multi-class setting,” to emphasize the generality of
the proposed approach. Unfortunately the actual construction of the multi-class classifier from the
binary approach in the folklore is usually very crude. Indeed, it is common for authors to consider
trivial extensions to multi-class classification. Perhaps the most widely used is the one-versus-
all (OvA) approach, which makes use of an ensemble of standard binary classifiers to encode
and train the output labels. The OvA scheme assumes that for each class there exists a single
(simple) separation between that class and all the other classes. A more powerful approach, all-
versus-all (AvA) (Hastie and Tibshirani, 1998), is a more expressive alternative that uses a binary
classifier to distinguish each pair of classes (
(
n
2
)
classifiers in total). Other more subtle approaches
exist as well. The error-correcting output coding scheme (ECOC) (Dietterich and Bakiri, 1995;
Allwein, Schapire, and Singer, 2000) that generalizes OvA and AvA by using the idea that an
ensemble of binary classifiers can be treated as an error-prone encoding of the true classes. Large
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margin DAGs (Platt, Cristianini, and Shawe-Taylor, 2000) is a decision procedure that defines a
flow over large margin binary classifiers. Similarly, when learning more complex classifiers over
structured output (e.g. sequence prediction), a simple decomposition into constituent components
yields a “cut-and-paste” approach where a single classifier predicts a value for each piece (Munoz
et al., 1999) and the values are combined to form the ultimate prediction.
Unfortunately, as we will see in Chapter 3, many of the theoretical guarantees and practical
performance made in the binary case do not hold when extended in this way. The difficulty lies in
the fact that each of these methods learn a collection of independent classifiers and it is possible
for each individual classifier to converge to an optimal classifier while the collection as a whole
remains sub-optimal, if not poor. Two notable examples discussed at length in this thesis, are the
perceptron algorithm and the support vector machine. The main theoretical justification for the
use of the perceptron algorithm is the perceptron convergence theorem stating that the perceptron
will learn any function it can represent. Unfortunately (as described in detail in Section 3.3.3),
the most common in multi-categorical constructions do not preserve this property. Likewise, the
support vector machine relies on the discovery of a large margin separation of the training data.
The large margin approach requires not only a very specific definition of margin, but also a carefully
tuned optimization procedure to maximize the minimum margin. Since the appropriate definition of
margin implies a uniquely defined maximum-margin classifier, one must be very careful to to design
a multi-category version of support vector machine that indeed optimizes the desired quantity.
However, despite all of the difficulties in developing general multi-categorical classifiers, the
underlying concepts that produced efficient and effective algorithms in the binary case still exist
with multi-categorical output. For example, despite the fact that multi-categorical classifiers are
inherently more complicated than binary ones, it remains true that restricted hypothesis spaces
produce better guarantees on future performance. Additionally, although the concept of binary
margin does not directly apply to multi-categorical setting, the concept of learning functions that
separate the input into tight clusters far away from the decision boundaries remains.
1.1 Thesis Statement
Multi-categorical tasks, such as multi-class, multi-label, categorical ranking, sequence
labeling, and structured output tasks can be viewed under a single learning framework
where the learning problems are mapped to a single instance of the binary task. As a
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result, algorithms and analysis developed for learning binary classifiers can be applied
to a wide range of multi-categorical tasks.
1.2 Contribution
The first contribution of this thesis is the introduction and development of Constraint Classification
in Chapter 3, a framework for learning multi-categorical classifiers. In a constraint-labeled example,
the label consists of a set of pairwise preference relations among output classes. The goal of the
constraint learning algorithm is simply to produce a function that accurately reflects the constraints
specified in all examples. As a result, this framework captures many flavors of multi-categorical
classification. A multi-class example simply prefers the correct class to all incorrect classes. A
multi-label example prefers a set of classes to all classes not in that set. A ranking example orders
the classes in a full order.
Although any function over pairwise preferences can be thought of as a constraint classifier, we
focus on a simple linear representation and provide a learning algorithm that can naturally extend
any binary learning algorithm. For multi-class classification, using Kesler’s construction (Nils-
son, 1965), we construct a meta-algorithm for learning multi-class functions through the use of a
single binary learning task. Through a simple extension of Kesler’s construction, we show that
constraint-based learning algorithms easily generalize to these more complex tasks. Thus, con-
straint classification extends existing learning algorithms for binary classification, however, unlike
previous approaches, the extension is natural and often preserves desirable properties of algorithm
from the binary case. When using a linear representation, we present distribution independent and
margin-based generalization bounds as well as both empirical and theoretical evidence showing how
constraint classification benefits over existing methods of multi-class classification.
As a result of our study of constraint classification, it became clear that learning in complex
output domains is simplified through the very simple idea of viewing the label as a set of preferences,
dictating a set of constraints that the classifier must obey. The same observation has lead to
recent developments in structured classification (Collins, 2002; Taskar, Guestrin, and Koller, 2004).
Specifically, by maintaining the constraint dictating that the correct global assignment must achieve
a higher functional score from the classifier, various binary learning algorithms were applied to
the structured domain. These include the perceptron algorithm (Collins, 2002), a maximum-
margin based algorithm (Taskar, Guestrin, and Koller, 2004) and the support vector machine for
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structured classification (Tsochantaridis et al., 2004; Altun, Tsochantaridis, and Hofmann, 2003).
Indeed, viewing these new algorithms as instances of constraint classification provides additional
justification for their use and a unifying view of all of these algorithms in the structured output
domain.
Like constraint classification, these global techniques are provably sound and optimize an ob-
jective directly related to the actual problem at hand. However, there is an inherent obstacle –
complex output spaces inevitably increase the complexity of the underlying learning problem. For
example, it may require more examples to learn a million-way discriminant function than a 2-way
function. While this general assertion may seem intuitive, it becomes relevant in the structured
output setting because of the exponential number of output labels imposed by these problems (for
example there are possible kn labels in a length n k-way task). Thus, it may be the case that
while learning globally is asymptotically optimal, learning simple classifiers at the local level may
be superior when the total number of examples are limited.
In Chapter 5, we study the tradeoff between learning a functionally accurate, but complicated
global classifier versus learning a collection of simple, but functionally inaccurate local classifiers for
structured output problems. Specifically, we study learning structured output in a discriminative
framework where values of the output variables are estimated by local classifiers. In this framework,
complex dependencies among the output variables are captured by constraints and dictate which
global labels can be inferred. We compare two strategies, learning independent classifiers (L+I)
and inference based training (IBT). The L+I approach learns a set of independent classifiers to
classify each output symbol separately (akin to the OvA approach), while IBT learns with respect
to a global feedback so that the final classifier more accurately reflects the global assignment as
a whole. We provide an experimental and theoretical analysis of the behavior of two approaches
under various conditions. It turns out that using IBT is superior when the local classifiers are
difficult to learn. However, it may require many examples before achieving high performance. On
the other hand, when the number of examples are limited, as can be the case with many structured
output tasks, L+I training can outperform IBT training.
Finally, we address efficiency concerns for an important instance of the multi-category problem
– large margin learning. In Chapter 6 introduce coresets for maximum margin linear separating
hyperplanes. Using coresets, we show an efficient algorithm for finding a (1− ²)-approximate max-
imum margin separation for binary data. This concept is very general and motivates approximate
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algorithms for learning in structured output domain and in active learning. Finally, we extend the
idea to learning in the presence of noise, where we give the first polynomial time algorithm for
learning an approximate separations.
6
Chapter 2
Preliminaries
This chapter reviews preliminary work that we build on and use in throughout the thesis. First, I
describe the basic view of learning classifiers used in the following chapters.
2.1 Learning Classifiers
This thesis is entirely about learning classification functions. A classifier is a function c : X → Y
from an instance space X to an output space (or label set) Y. When learning, we look for a
hypothesis h : X → Y from a larger set of functions, H, the hypothesis space — in this thesis,
we often return to a linear setting, where X = Rd and H is a collection of linear functions in
Rd. A multi-categorical classifier is a classifier where the output space is a discrete set and the
classifier produces one of the set. In Chapters 3 and 4 we consider problems over a small output
set, such as the multi-class (Y = {1, . . . , k}), multi-label (Y = ⋃l∈{1,...,k} ({1,...,k}l )), and category
ranking (Y = Sk, where Sk is the set of permutations over {1, . . . , k}) tasks. In Chapter 5, we
consider a more general problem, the structured output problem, when the labels are more complex
— in particular, we consider the case when the labels are sequences adhering to an arbitrary set
of constraints, C ⊆ Y, (Y = {y ∈ {1, . . . , k}+|y /∈ C}).
The goal of learning a classifier function is to find a function from H that minimizes the error
on future, unseen examples. More precisely, learning is the process of finding the function that
minimizes risk,
R(h) =
∫
L(y, h(x))dDX×Y ,
where a loss function, L(y,y′), measures the difference between y and y′ and DX×Y is the prob-
ability of observing example (x,y). The choice of loss function defines they the type of learning
that is performed. In this dissertation, we consider only classification problems, where the loss can
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be defined in various ways. The most straightforward is the zero-one loss,
L01(y,y′) =
 0 if y = y′1 if y 6= y′, (2.1)
where no loss is accrued if y = y′.
Other types of loss may arise when dealing with various multi-categorical problems. For exam-
ple, one may wish to consider the number of incorrect tokens in a sequential prediction.
The empirical risk minimization (ERM) principle sates that rather than minimize the true
loss, which can be difficult (or often impossible) to compute because the joint distribution DX×Y
is unknown, the learning algorithm minimizes the empirical risk,
Remp(h) =
1
m
m∑
i=1
L(yi, h(xi)),
over a set of training examples, S = ((x1,y1), . . . , (xm,ym)) drawn i.i.d. from DX×Y . As a result
of the ERM principle, the learned hypothesis will not necessarily be the best with respect to the
true risk.
Sometimes, we refer to the zero-one loss above, as error. For convenience, we use various forms
of error throughout the dissertation.
Definition 2.1.1 (Error) Given two labels, y,y′ ∈ Y, the error is the zero-one loss, E(y,y′) =
L01(y,y′). Given an example, (x,y) and a hypothesis h ∈ H, the error is E(x,y, h) = E(h(x),y).
Given a sample S = ((x1,y1), . . . , (xm,ym)), the error on the sample of a hypothesis h ∈ H is
E(S, h) = 1m
∑m
i=1 E(xi,yi, h). Finally, given a distribution of examples DX×Y , the expected error
of a hypothesis is ED(h) = E(x,y)∼DE(x,y, h).
2.2 The Discriminant Approach to Learning Classifiers
Here, we describe the general discriminant model of learning to highlight how it can be used in
the multi-categorical domain. Given input and output space, X and Y respectively, a discriminant
function is a real valued function,
g : X × Y → R
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used for classification. We refer to g(x,y) as the score of y given input x. Then, a discriminant
classifier is a classifier h : X → Y of the form,
h(x) = argmax
y∈Y
g(x,y). (2.2)
Any function such that
g(x,y) > g(x,y′) y′ ∈ Y \ y,
scores the “correct” output label higher than any other and classifies example x correctly (i.e.
E(x,y, h) = 0). Thus, we can think of a discriminant classifier as composed of two parts – a
discriminant function, g(x,y), and inference procedure, argmaxy∈Y , to find the highest scoring
output in Equation 2.2.
An important specialization of this approach is obtained by using a joint feature space, Z as
an intermediate representation and a feature map
Φ : X × Y → Z
to map an example and label (x,y) to a joint space. Then, the learning problem becomes to learn a
discriminant function f : Z → R. A further specialization is to represent the discriminant function
as a linear function in the joint space, f(x,y) = w · Φ(x,y). Representing features as a joint map
has proved useful for describing structured classification tasks (see below and (Collins, 2002; Altun,
Tsochantaridis, and Hofmann, 2003; Tsochantaridis et al., 2004)).
2.2.1 Examples
The joint feature map is a very general representation for classifiers and encapsulates many rep-
resentations of interest from probabilistic and generative models to models designed solely for
discrimination such as statistical linear classifiers and regression models. Clearly each piece must
be carefully defined in order to obtain effective representations and learning algorithms.
Example 2.2.1 (Na¨ıve Bayes (NB)) The NB classifier is derived from a generative model. It
models the probability of the output y ∈ Y given the input x = (x1, . . . , xd) ∈ X˜ d = X , as P (y|x),
P (y|x) = P (x|y)P (y)
P (x)
=
∏d
i=1 P (xi|y)P (y)
P (x)
,
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by making the very strong conditional independence assumption that the variables, xi, are indepen-
dent given the output (P (xi, xj |y) = P (xi|y)P (xj |y) for all i 6= j).
Used as a classifier,
h(x) = argmax
y∈Y
P (y|x) = argmax
y∈Y
d∏
i=1
P (xi|y)P (y)
= argmax
y∈Y
d∑
i=1
logP (xi|y) + logP (y)
= argmax
y∈Y
d∑
i=1
wxi,y + wy.
(2.3)
Thus, the above expression is simply a linear sum weights, wxi,y = logP (xi|y) and wy = logP (y).
This can be carefully rewritten as a single inner product over an appropriately defined feature
vector. Specifically, letting weights wx˜,y˜ = logP (x˜|y˜) (and wy˜ = logP (y˜)), and indicator functions
φx˜,y˜(x,y, i) = 1 when x˜ = xi and 0 otherwise (and φy˜(y) = 1 when y˜ = y and 0 otherwise), then
the above can be rewritten as
h(x) = argmax
y∈Y
∑
x˜∈X˜ ,y˜∈Y
wx˜,y˜
d∑
i=1
φx˜,y˜(x,y, i) +
∑
y˜∈Y
wy˜φy˜(y)
= argmax
y∈Y
∑
x˜∈X˜ ,y˜∈Y
wx˜,y˜φx˜,y˜(x,y) +
∑
y˜∈Y
wy˜φy˜(y)
= argmax
y∈Y
∑
c∈C
wcφc(x,y)
= argmax
y∈Y
w · Φ(x,y),
(2.4)
where we have consolidated terms by defining φx˜,y˜(x,y) =
∑
x˜,y˜(x,y, i) to accumulate how many
times to add wx˜,y˜ to the expression. By indexing all (x˜, y˜) pairs and y˜ assignments using c =
1, . . . , C, we write the final calculation as a linear function over joint feature space.
Example 2.2.2 (Hidden Markov Models (HMMs)) A HMM is a generative model that de-
termines the likelihood of sequential output y = (y1, . . . , yd) ∈ Y˜∗ = Y given sequential input,
x = (x1, . . . , xd) ∈ X˜ ∗ = X , where Y and X are compositions of a number of component-wise
outputs, Y˜ and X˜ , respectively. For a detailed description of the generative model, see (Rabiner,
1989; Bengio, 1999), here we will focus on linearizing the representation as in (Roth, 1999; Collins,
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2002). In HMM, the input is sequential and it respects dependencies only between adjacent vari-
ables — first, that the the variable at state t, xt, is conditionally independent of all previous states
1, . . . , t1 given the value of the variable at the previous state, t− 1,
P (xt|xt−1, xt−2, . . . , x1) = P (xt|xt−1),
and second, that output variables at state t, yt, depend only on the input variable xt,
P (yt|yd, . . . , yt+1, yt−1, . . . , y1, xd, . . . , x1) = P (yt|xt).
Then, the probability of assignment (x,y) is defined as,
P (y,x) =
d∏
t=1
P (yt|xt)P (xt|xt−1),
and is used to classify new examples by finding the maximum likelihood assignment of the output,
given the input
h(x) = argmax
y∈Y
P (y|x) = argmax
y∈Y
d∏
t=1
P (yt|xt)P (xt|xt−1)
= argmax
y∈Y
d∑
t=1
logP (yt|xt) + logP (xt|xt−1)
= argmax
y∈Y
d∑
t=1
wyt,xtφyt,xt(x,y, t) +
d∑
t=1
wxt,xt−1φxt,xt−1(x,y, t)
= argmax
y∈Y
∑
y˜∈Y˜,x˜∈X˜
wy˜,x˜
d∑
t=1
φy˜,x˜(x,y, t) +
∑
x˜,x˜′∈X˜
wx˜,x˜′
d∑
t=1
φx˜,x˜′(x,y, t)
= argmax
y∈Y
∑
y˜∈Y˜,x˜∈X˜
wy˜,x˜φy˜,x˜(x,y) +
∑
x˜,x˜′∈X˜
wx˜,x˜′φx˜,x˜′(x,y)
= argmax
y∈Y
∑
c∈C
wcφc(x,y) = w · Φ(x,y)
(2.5)
where I have used the notational convention that P (x1|x0) = P (x1), since x0 does not exist. As
in (Collins, 2002) and the previous example for Na¨ıve Bayes, we introduce
Φ(x,y) = (φ1(x,y), . . . , φC(x,y)) as to map the input/output pair (x,y) to a joint feature space.
It is done here in a very simple way — each feature indicates if (and how many times) each of the
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log-probabilities should be added to the overall calculation. First, each log-probability is written as a
weight, for example wy,x = logP (y|x). There is a different weight for each possible assignment to
every (y, x) pair and every (x, x′) pair. Then, to indicate which weights should be used in the log-
probability calculation, we set φy,x(x,y, t) = 1 if yt = y and xt = x and 0 otherwise. The number
of times wy,x is used is simply φy,x(x,y) =
∑
t=1...d φy,x(x,y, t). After an appropriate indexing of
all possible assignments, c = 1, . . . , C to all (y, x) and (x, x′) pairs, Φ(x,y) represents the joint
feature map, and w · Φ(x,y) represents the log-probability.
Example 2.2.3 (Multi-class) In multi-class classification, Y = {1, . . . , k}, and the multi-class
classifier simply chooses the highest scoring output class. Consider the case where each class y ∈
{1, . . . , k} is represented with a linear function over a common feature space, Φ : X → Rd, as with
multi-class versions of perceptron, SVM, and CC in Chapter 3. Then, the hypothesis choosing the
class with the highest score can be written in the general discriminant model,
argmax
y∈{1,...,k}
wy · Φ(x) = argmax
y∈{1,...,k}
(w1, . . . ,wk) · (Φ1(x, y), . . . ,Φk(x, y)) = argmax
y∈{1,...,k}
w · Φ(x, y),
where w = (w1, . . . ,wk) is the concatenation of the class weight vectors and
Φ(x, y) = (Φ1(x, y), . . .Φk(x, y)) is the concatenation of special vectors Φi(x, y) ∈ Rd where
Φi(x, y) = Φ(x) when i = y and Φi(x, y) = 0d (the zero vector of degree d) when i 6= y. It is easy
to see that the above equation simply rewrites the decision rule. See Chapter 3 for a very detailed
description of this case.
2.2.2 Learning Discriminant Classifiers
In the rest of this Chapter (and the dissertation), many approaches are reviewed for learning multi-
categorical classifiers. Here, we set up an important distinction between two general approaches –
local and global learning.
Local Learning
In almost all cases, the traditional approach for learning in this model, has been to use some kind
of (local) decomposition. For example, a binary (Y = {−1, 1}) classifier in the above model must
ensure that f(Φ(x, y)) > f(Φ(x,−y)), but is often reduced to a single function fbin(Φ(x, y)) > 0.
Of course, in the linear case where f(Φ(x, y)) = y(w·Φ(x)), the two are equivalent. The equivalence
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(even in the linear case) ends with binary classification.
In practice, learning a multi-class (Y = {1, . . . , k}) classifier is often reduced to a set of in-
dependent classifiers. As mentioned already, one way is the OvA approach, where each classifier
tries to discriminate between a single class and the rest by restricting Φ : X → Z and defining a
set of functions {fi}ki=1 such that fj(Φ(x)) > 0 if and only if j = y. Then f(Φ(x, y)) = fy(Φ(x))
and h(x) = argmaxy∈{1,...,k} fy(Φ(x)). An alternate method, constraint classification, is proposed
in Chapter 3 and uses the discriminant model directly to guarantee that fy(Φ(x)) > fy′(Φ(x)), for
all y′ ∈ {1, . . . , k} \ y.
Similarly, a common decomposition for sequences uses a set of functions corresponding to the
alphabet of the sequence. Specifically, if Y = {1, . . . , k}+ is the set of all sequences over the alphabet
{1, . . . , k}, then once could decompose the classifier into a set of scoring functions, {fy}ky=1. In this
case, given an example, (x,y) the score of the sequence is the sum of all of the disjoint functions
over the sequence,
f(Φ(x,y)) =
|y|∑
i=1
fyi(Φi(x,y))
where Φi(x,y) is a transformation of (x,y) relative to the “position” in the sequence and are often
defined by position, region, or the entire sequence. Then, the learning problem can be decomposed
into learning each function, fy separately such that fy(Φi(x,y)) > 0 if and only if yi = y in
example (x,y). Such approaches are often very successful in practice (Punyakanok and Roth,
2001; McCallum, Freitag, and Pereira, 2000; Punyakanok et al., 2004).
Global Learning
In light of the general discriminant framework, the learning problem becomes very straightforward.
Simply find a function f , such that for every example (x,y) ∈ S,
f(Φ(x,y)) > f(Φ(x,y′)) ∀ y′ ∈ Y \ y.
For the linear case, when f(Φ(x,y)) = w · Φ(x,y), a very nice geometric interpretation exists.
Specifically, since we wish to learn a classifier represented by w ∈ Rd,
w · Φ(x,y) > wΦ(x,y′)⇐⇒ w(Φ(x,y)− Φ(x,y′)).
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Conceptually, we can form Φ(x,y,y′) = Φ(x, yy)−Φ(x,y′) as a new “pseudo”-example in Rd and
view S˜ =
{
Φ(x,y,y′)
∣∣∣ ( x,y) ∈ S, y′ 6= y} as a new “pseudo”-example set. Then, any function
w such that
w · x˜ > 0, ∀ x˜ ∈ S˜,
can be used as a classifier. This construction, a generalization of Kesler’s construction (see Sec-
tions 2.3.4 and 3.3.1), provides a very direct learning problem for any joint feature space.
Comments
Both approaches can be applied to a wide range of multi-categorical output problems resulting
from the general form of the feature map, Φ(x,y). Traditionally, most learning approaches are
based on local decompositions. Until recently (Har-Peled, Roth, and Zimak, 2003; Collins, 2002;
Crammer and Singer, 2000a), it was unclear that direct global learning approaches could be used
even for the basic multi-class setting. in Chapter 3, we see that it is possible to effectively model
various interesting learning problems over a small output space in a unified setting. As part of this
work, we present the multi-class, multi-label and ranking in this framework and provide theoretical
and experimental evidence suggesting that this global approach is superior.
In addition, recently algorithms have been presented for sequential classification and structured
output classification based on the general discriminant approach . In these works, various learning
algorithms were applied to problems in this domain — the running theme through them was to
model the structured output via a feature map, Φ(x,y) and learn with the Perceptron (Collins,
2002), SVM (Tsochantaridis et al., 2004; Altun, Tsochantaridis, and Hofmann, 2003) or a general
maximum margin approach (Taskar, Guestrin, and Koller, 2004) a function fstruct(Φ(x,y)) =
w · Φ(x,y) to satisfy Equation 2.2.
However, as we see in Chapter 5, these new global approaches do not always yield state-of-
the-art performance. We explore under what conditions each method is expected to perform best.
Specifically, if the decomposition is accurate, then one might expect the local approach to perform
better. However, since long sequences and large output structures can increase the difficulty of the
overall task, is it possible that local approaches can outperform global ones even when the local
decomposition is less than ideal.
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2.3 Multi-class Classification
Beyond learning binary classifiers, multi-class classification is perhaps the most widely studied
learning problem. A multi-class classifier outputs one of a (relatively) small, and enumerable set
Y ∈ {1, . . . , k}. This section reviews some of the most commonly used approaches to multi-class
classification.
2.3.1 One-versus-All (OvA) Decomposition
The most straightforward approach is to make the one-versus-all (OvA) assumption that each
class can be separated from the rest using a binary classifier. Learning the multi-class function is
decomposed to learning k independent binary classifiers, one corresponding to each class, where
example (x, y) is considered positive for classifier y and negative for all others.
Specifically, given a set of training examples, S, for each class i ∈ {1, . . . , k}, define a projected
example set Si,
Si =
{
x, [y = i]−1/1)
∣∣∣ ( x, y) ∈ S} ,
where [a = b]−1/1 is 1 if a = b and −1 otherwise. Each example from the projected example set is
a projection of an example in the original example set, S.
Then, a single function, fi = L(Si,H), is learned for each class i ∈ {1, . . . , k}. Here I am
assuming some common and fixed hypothesis class for each learning sub-task.
The OvA scheme assumes that for each class there exists a single (simple) separation between
that class and all the other classes. Unfortunately, the strong separability assumption of each
classifier can yield the true (global) function unlearnable. See Section 3.3.3 for a comprehensive
comparison between OvA and Constraint Classification for the linear case.
2.3.2 All-versus-All (AvA) Decomposition
A more powerful approach, all-versus-all (AvA), is a more expressive alternative that assumes the
existence of a separation between every pair of classes. Similarly to the OvA setting, we define a
set of projected example sets,
Sij =
{
x, [y = i]−1/1)
∣∣∣ ( x, y) ∈ S, y ∈ {i, j}} ,
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where an example is projected into Sij only if it is from class i or class j. Then, as before, we learn
a set of functions, fij = L(Sij ,H) for all i 6= j. here however, each function represents the decision
boundary between each pair of classes.
AvA is, in some sense, more expressive than OvA since it tries to capture the local interaction
between every pair of classes using a greater number of functions — thus it reduces the multi-class
problem to smaller and easier problems than the OvA approach. However, it is at the cost of
increased complexity (
(
n
2
)
classifiers are required). Additionally, non-trivial decision procedures
may be required for classification since the output of the many binary classifiers need not be
coherent (an example may be predicted to be in class 1 over class 2, class 2 over class 3, and class
3 over class 1). Rather than assign random labels when a disagreement occurs, one can choose the
class that is predicted by the maximum number of classifiers (Friedman, 1996), or use the output
of the classifiers if it is know that they are probability estimates (Hastie and Tibshirani, 1998).
However, taking a two staged approach can produces unintended consequences since it is impossible
to know how the binary classifiers will err and if the second stage will correct the first stage errors.
2.3.3 Error-Correcting Output Coding (ECOC)
A more recent generalization of the last two approaches uses error correcting output coding(ECOC)
to decompose the multi-class problem so that each binary classifier partitions the set of classes into
arbitrary subsets and uses ECOC to fix the errors induced from difficult to learn partitions (Diet-
terich and Bakiri, 1995; Allwein, Schapire, and Singer, 2000). The Basic ECOC model defines a
coding matrix E ∈ {−1, 1}k×L, to encode each class. The codeword matrix can be viewed in two
ways: the rows provide an encoding of each of the k output classes and the columns provide L
dichotomies of the data. Then, as with OvA and AvA, we define a set of projected examples sets,
Sl =
{
x, eyl
∣∣∣ ( x, y) ∈ S} ,
one for each dichotomy, l = 1, . . . , L defined in the code matrix. Then a set of functions, fl =
L(Sl,H), is learned for each projected example set Sl. Finally, the ECOC classifier uses error-
correcting output coding to classify the new data,
h(x) = argmin
y∈{1,...,k}
dH(ey−, f(x)),
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where ek− is the k-th row in E (i.e. the codeword for class k), f(x) = (f1(x), . . . , fL(x)), and
dH(u, v) is the hamming distance between two vectors u, v ∈ {−1, 1}L. Using alternate code
matrices (E ∈ {−1, 0, 1}), it is easy to see that ECOC generalizes OvA and AvA.
2.3.4 Kesler’s Construction for Multi-class Classification
Kesler’s construction for multi-class classification was first introduced by Nilsson in 1965 (Nilsson,
1965, 75–77) and more recently in the popular book by Duda and Hart (Duda and Hart, 1973).
It is a very powerful tool for extending learning algorithms for binary classifiers to the multi-class
setting. Unfortunately it has long been ignored in many recent works on multi-class classification.
Given a set of multi-class examples, S = ((x1, y1), . . . , (xm, ym)), where each
(xi, yi) ∈ Rd × {1, . . . , k}, we look for a linear classifier of the form,
h(x) = argmax
k
wk · x,
where wk ∈ Rd. Rather than learn a linear function directly for each of the wk, based on a
decomposition method, Kesler observed that by transforming S to a alternate set, P(S), a single
linear function could be learned directly over P(S) and used in h(x).
Definition 2.3.1 (Chunk) A vector v = (v1, . . . , vkd) ∈ Rkd = Rd × · · · × Rd, is broken into k
chunks (v1, . . . ,vk) where the i-th chunk, vi = (v(i−1)(d+1), . . . , vid).
Definition 2.3.2 (Expansion) Let Vec(x, i) be a vector x ∈ Rd embedded in kd dimensions,
by writing the coordinates of x in the i-th chunk of a vector in Rk(d+1). Denote by 0l the zero
vector of length l. Then Vec(x, i) can be written as the concatenation of three vectors, Vec(x, i) =
(0(i−1)d, x,0(k−i)d) ∈ Rkd. Finally, Vec(x, i, j) = Vec(x, i)−Vec(x, j), is the embedding of x in the
i-th chunk and −x in the j-th chunk of a vector in Rkd.
Then,
P(S) = {Vec(x, y, j) : ∀j 6= y,∀(x, y) ∈ S} .
As a result, one can learn a linear classifier for the multi-class case simply by learning a binary
(actually a unary) classifier w ∈ Rkd over P(S). Specifically, any w = (w1, . . . ,wk) ∈ Rd × Rk,
such that w · x′ > 0 for all x′ ∈ P(S) implies that w · Vec(x, y, j) = (wy · x −wj · x) > 0 for all
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(x, y) ∈ S and all j 6= y. Thus the weight vector, w = (w1, . . . ,wk), can be decomposed into its
chunks and used for classification.
2.3.5 Ultraconservative Online Algorithms
Ultraconservative algorithms for learning multi-class classifiers were introduced to provide a frame-
work for developing and analyzing online algorithms for multi-class classification (Crammer and
Singer, 2000a). Using an underlying representation of a single linear prototype per class, the
classifier is (again) a winner-take-all function over the prototypes, h(x) = argmaxiwi · xi.
Ultraconservative algorithms are online, mistake driven algorithms. At each iteration, it per-
forms weight vector updates, wi ← wi+τix, by discovering appropriate τi based only on the current
hypotheses and the new example. To be ultraconservative, τi 6= 0 only when there was an “error”
with respect to class i. Specifically, τi < 0 only if class i is in an error set, E = {i 6= y|wi ·x ≥ wy ·x}
when the correct label is y, and τy > 0. A class in the error set would be predicted by the winner-
take-all label over the correct class. Therefore, individual updates will always move to correct that
“error”. Of course, the challenge is to assign τ = (τ1, . . . , τk) collectively so that the resulting
algorithm will converge to a desirable solution. The choice of assignment produces different online
algorithms.
Perhaps the simplest ultraconservative online algorithm is an extension of the perceptron algo-
rithm, whereτi = −1/|E| for all classes i ∈ E, τy = 1, and τi = 0 otherwise. A second extension of
the perceptron is found when τi = −1 only when i = argmaxi6=ywi, τy = 1, and τi = 0 otherwise.
Additional choices depend not only on the error set, but on the values of the weights.
A further extension of this idea, the Margin Infused Relaxation Algorithm (MIRA) is presented
in (Crammer and Singer, 2000a). Motivated by maximum-margin principles that lead to the
discovery of a minimum-norm weight vector (satisfying large margin criteria), at each iteration,
MIRA chooses how much to augment each class weight vector in such a way to minimize the norm
of the resulting weight vectors. MIRA, in addition to being an ultraconservative online algorithm,
converges at a rate inversely proportional to the optimal margin and an aggressiveness parameter
of the algorithm.
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2.4 Support Vector Machine
In its basic form, the support vector machine (SVM) finds the unique linear separation of two
point sets such that the distance (margin) of the closest example to the decision boundary is
maximized. This maximum-margin principle was introduced in the binary setting (Vapnik, 1995;
Cortes and Vapnik, 1995) and recently extended to the multi-class setting (Weston and Watkins,
1999; Crammer and Singer, 2001a). For this brief introduction, we neglect the use of a threshold
used for the classifiers but note that it is straightforward to add thresholds in all of the following
cases.
2.4.1 Binary SVM
In the binary setting, given examples S = ((x1, y1), . . . , (xm, ym)), where each (xi, yi) ∈ Rd ×
{−1, 1}, The SVM for finds the vector w ∈ Rd for a linear decision function
h(x) = sign(w · x),
represented by w to maximize the minimum margin on the data set. Specifically,
w∗ = argmax
w∈Rd
min
(x,y)∈S
ρ(w,x, y) = argmax
w∈Rd
min
(x,y)∈S
y
(
w
||w||2 · x
)
where the distance between each example and the decision boundary is represented by the margin,
ρ(w,x, y) = y
(
w
||w||2 · x
)
. The vector w∗ achieving maximum margin separation is written as an
optimization problem,
maximizewˆ,ρ ρ
subject to: yi(wˆ · xi) > ρ ∀i
||wˆ||2 = 1 ,
(2.6)
where the goal is to find the maximum distance ρ. Although the above optimization problem has
non-linear constraints, the solution can be found via an alternate quadratic optimization problem
with linear constraints by dividing both sides of both constraints by ρ, and rewriting w = wˆρ . Then,
ρ can be eliminated from the objective and the constraints and the optimization problem becomes
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minimizew 12 ||w||2
subject to: yi(w · xi) ≥ 1 ∀i
(2.7)
These two optimization problems are known as the the primal problems. However, due to the
potentially large number of (general) linear constraints (derived from the examples), it is often more
efficient to solve the dual problem. The dual is derived by writing out the Lagrangian (see (Boyd
and Vandenberghe, 2003) for an introduction to convex optimization and the Lagrangian dual
formulation),
L(w, α) =
1
2
||w||2 −
m∑
i=1
αi (yi(w · xi)− 1) (2.8)
It is easy to see that if αi ≥ 0 for all i, then at the point, w∗, where the primal achieves
minimum value, L(w∗, α) ≤ 12 ||w∗||2. Thus g(α) = minw L(w, α) ≤ L(w∗, α) ≤ 12 ||w∗||2 is a lower
bound to the optimal. The Lagrangian method prescribes to maximize g(α) to obtain the optimal
value. Furthermore, the maximum value maxα g(α) = 12 ||w∗||2, is optimal because the Karush-
Kuhn-Tucker (KKT) conditions specify that if a saddle point (i.e. maxαminw L(w, α) exists, then
the w at that point is optimal.
For the maximum margin case, g(α) = minw L(w, α) is easy to compute by setting the deriva-
tives of L(w, α) with respect to w to zero,
∂L(w, α)
∂wk
= wk −
m∑
i=1
αiyixik = 0.
As a result, w is written as a summation over the input examples,
w =
m∑
i=1
αiyixi
Finally, after plugging w into the Lagrangian, the dual objective function becomes
g(α) = min
w
L(w, α) = min
w
1
2
||w||2 −
m∑
i=1
αiyiw · xi +
m∑
i=1
αi
=
1
2
(
m∑
i=1
αiyixi
)
·
 m∑
j=1
αjyjxj
− m∑
i=1
αiyi
 m∑
j=1
αjyjxj
 · xi + m∑
i=1
αi
= −1
2
m∑
i=1
m∑
j=1
αiαjyiyj(xi · xj) +
m∑
i=1
αi
(2.9)
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Finally, the dual form of the SVM optimization problem can be formulated with a quadratic
objective and linear constraints.
maximizeα −12
∑m
i=1
∑m
j=1 αiαjyiyj(xi · xj) +
∑m
i=1 αi
subject to: αi ≥ 0 1 ≤ i ≤ m
(2.10)
There are many extensions to the basic SVM classifier and optimization-based learning algo-
rithm presented here. It is straightforward to consider hypotheses of the form h(x) = w · x + b,
with a threshold b ∈ R, by using one additional constraint, ∑mi=1 αiyi = 0. It is also relatively
straightforward (in the binary case) to extend the algorithm to deal with a limited amount of noisy
data, by adding soft constraints to the optimization problem. Specifically, by allowing a certain
weight of the data to realize negative margin, the optimization function can be rewritten as,
minimizew 12 ||w||2 + C
∑n
i ξi
subject to: yi(w · xi) ≥ 1− ξi ∀i
ξi ≥ 0 ∀i,
(2.11)
where C penalizes the weight that the soft solution can relax the pure constraints. As before, this
can be written and solved in the dual.
Finally, the power of the SVM classifier comes not only from the large margin principle, but also
from the ability to implicitly represent complex functions using kernels. There are many texts on
this subject (Vapnik, 1995; Cortes and Vapnik, 1995; Herbrich, 2001; Scholkopf and Smola, 2001).
Throughout this thesis, we omit details of using Kernel functions with the learning algorithms
introduced and focus on the linear setting. However, we will mention their applicability when
needed.
2.4.2 Multi-class SVM
Recent work has produced the multi-class SVM (Bredensteiner and Bennett, 1999; Weston and
Watkins, 1999) by directly representing the multi-class problem in the primal constraints. To learn
a multi-class classifier, h(x) = argmaxj∈{1,...,k} ∈ wj · x, it suffices to find a set of weight vectors
w = (w1, . . . ,wk), wherewj ∈ Rd such thatwy ·x ≥ wj ·x for all j 6= y. From this intuition, we wish
find the optimal hypothesis to maximize the multi-class margin, ρ(w,x,y) = minj 6=ywy ·x−wj ·x
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This can be accomplished by maintaining the appropriate constraints in the primal
minimizew 12 ||w||2
subject to: wyi · x−wj · x ≥ 1 ∀i ∈ {1, . . . ,m}
∀j ∈ {1, . . . , k} \ yi
(2.12)
Just as in the binary case, one can add slack variables to the optimization to deal with noisy
data. The following approach adds a single slack variable per constraint, and is motivated by
considering minimizing a (regularized) hinge loss (see (Weston and Watkins, 1999; Weston, 1999)
for details),
minimizew 12 ||w||2 + C
∑m
i=1
∑
j 6=yi ξ
j
i
subject to: wyi · x−wj · x ≥ 1− ξji ∀i ∈ {1, . . . ,m} , ∀j ∈ {1, . . . , k} \ yi
ξji ≥ 0 ∀i ∈ {1, . . . ,m} , ∀j ∈ {1, . . . , k} \ yi
(2.13)
2.5 Multi-Prototype Support Vector Machine
The multi-prototype SVM is a multi-class classifier introduced in (Aiolli and Sperduti, 2005b).
In training, we are given a labeled training set S = {(x1, y1), . . . , (xn, yn)}, where xi ∈ X and
yi ∈ Y = {1, . . . , k} the corresponding class or label. In the multi-prototype setting, the underlying
scoring function of the linear multi-class setting is generalized to a set of linear scoring functions.
As a result, it is able to represent more complex functions.
A multi-prototype classifier is a function h : Rd → Y defined by over a set of scoring functions
parameterized by prototypes, w = (w1, . . . ,wR) ∈ Rd×R. Each prototype represents a scoring
function wr · x indicating the similarity between x and prototype r. In addition, we introduce a
many to one mapping C : {1, . . . R} → Y, from prototypes to classes, where C(r) represents the
class associated to prototype r. This mapping associates each prototype to its output class. Then
the decision rule (a.k.a. winner-take-all rule)
h(x) = C(argmax
r∈{1,...R}
w · · ·x), (2.14)
defines a multi-prototype classifier. Note that learning vector quantization (Kohonen, 2001) can
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also be considered a sub-case of the same family of classifiers with a scoring function based on the
distance between the example and the prototype.
Next, we define the set of positive prototypes for a class y as the set of prototypes Py =
{u| C(u) = y} and the set of negative prototypes as Ny = {v| C(v) 6= y}. Following this, a natural
definition for the margin in the multi-prototype is
ρ(x, y|w) = max
u∈Py
wu · x− max
v∈Ny
wv · x (2.15)
= max
u∈Py
min
v∈Ny
ρuv(x|w). (2.16)
where ρuv(x|w) = wu ·x−wv ·x for u ∈ Py and v ∈ Ny. Notice that ρ(x, y|w) is greater than zero
if and only if the example x is correctly classified. This definition reduces to the multi-class margin
defined for the SVM case (Crammer and Singer, 2000a) when there is only a single prototype per
class.
Now, let l : R → R+ a decreasing and non-negative loss function. The loss for the example
(x, y) is defined as
L(x, y|w) = l(ρ(x, y|w)) = min
u∈Py
max
v∈Ny
l(ρuv(x|w)) (2.17)
To measure the actual error, one can set the loss to be the indicator function l(ρ) = I(ρ), where
I(ρ) = 1 when ρ ≤ 0 and 0 otherwise. Then L(x, y|w) = 1 and there is an error if and only if there
is no positive prototype uˆ ∈ Py of the correct class y that has higher score than all the prototypes
in Ny. Other losses can be used here as well.
According to the structural risk minimization principle used for SVM (Vapnik, 1998), we wish
to find the optimal solution that is both reasonably ’simple’ and minimizes the empirical risk, i.e.
we are searching for a hypothesis
w∗ = argmin
w∈Rd×R
∑
(x,y)∈S
L(x, y|w) + µR(w)
= argmin
w∈Rd×R
∑
(x,y)∈S
min
u∈Py
max
v∈Ny
l(ρuv(x|w)) + µR(w)
(2.18)
where R(w) is a regularization term weighted by µ, the trade-off parameter. This optimization
problem is non-convex when more than one prototype per class is used, and therefore may have
many local minima.
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2.5.1 The Multi-Prototype SVM Solution
The multi-prototype SVM (MProtSVM), proposed in (Aiolli and Sperduti, 2005b) uses the hinge
loss and a quadratic regularization term. Basically, they pose the problem in Equation 2.18 is
posed as a (non-convex) constrained optimization problem
minimizew,ξ
1
2 ||w||2 + C
∑n
i ξi
subject to: maxu∈Pyi wu · xi −maxv∈Nyi wv · xi ≥ 1− ξi ∀i
ξi ≥ 0 ∀i
(2.19)
where the constraints dictate that for each example (xi, yi), there exists a positive prototype,
u ∈ Py, that achieves higher score than all negative prototypes, v ∈ Ny. Otherwise a loss ξi
corresponding to the hinge loss is suffered.
Furthermore, the MProtSVM reduces this problem to a sequence of convex problems by intro-
ducing additional variables, ξi = {ξ1i , . . . , ξ|Pi|i }, pii = {pi1i , , . . . , pi|Pi|i }, and θi, i ∈ {1, . . . , n}, to
break up the constraint in Equation 2.7 in the following way:
minimizew,ξ,pi,θ
1
2 ||w||2 + C
∑n
i pii · ξi
subject to: wv · xi ≤ θi ∀i, v ∈ Nyi
wu · xi ≥ θi + 1− ξui ∀i, u ∈ Pyi
ξui ≥ 0 ∀i, u ∈ Pyi
pii ∈ [0, 1]|Pi|, ||pii||1 = 1 ∀i,
(2.20)
where the vectors, pii, are assignment vectors to choose which slack variables (ξui = [1−ρuv˜(xi|w)]+
at the optimum) to include in the objective. Intuitively, this corresponds to selecting which pro-
totypes will incur loss. For any fixed, pi, the above optimization is convex. Notice that if pii is
appropriately chosen (i.e. piui = 0 unless u = u˜ = argmaxu∈Py w
∗
u · x), then the optimization prob-
lem reduces to the one in Equation 2.7, as ξui , u 6= u˜ does not affect the objective. Alternatively,
if pii is the uniform distribution (piui =
1
|Pyi |), then the problem reduces to a single prototype per
class setting since the problem is symmetric and all the prototypes for each class collapse into one.
The MProtSVM exploits this intuition and performs a stochastic search for the optimal as-
signment. This requires the algorithm to (partially) solve a number of convex problems where the
assignment is fixed. Although heuristic strategies are proposed to avoid the full computation of
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these dual problems, it can be onerous, or even impossible, to find a solution when the number of
examples is large. Moreover, since the reduced problems are indirectly solved via the dual repre-
sentation, it is possible that the algorithm will spend most of the time on solutions unrelated to
the true optimal in the primal. In Chapter 4, we present an alternate solution to this problem.
2.6 Structured Output Classification
In many prediction tasks, the output is composed of multiple dependent variables. It is often the
case that dependencies can be modeled using a structgured representation, such as a sequence,
tree, or graph. Indeed, the structure in the output can strictly adhere to a known form, or can be
implicitly defined based on some background knowledge or even the data at hand. In some sense,
the structured output problem is loosly defined, however two key aspects help to define the problem
— it involves tasks that clssify a collection of variables, and the structure biases and constrains
the output variables. In this section, we review work related to Chapters 5 and 6.
2.6.1 Perceptron Hidden Markov Models (and CRFs)
Recently, the perceptron algorithm was extended to the structured output domain, where the
strcutre was represneted by a Condition Random Field (CRF). Here, for clarity, we follow (Collins,
2002) and describe its application using Hidden Markov Models (HMMs).
The Perceptron HMM is a discriminnant learning aprpoach for learning the parameters of a
HMM. More precicly, the representation of the HMM-like classifier is identical to the representation
of a HMM with the exeption that the parameters are no longer restricted to be probabillities.
Instead, the parameters are viewed as a feature set and probability estimateion is replaced with
a (linear) similarity score. This method uses the general discriminant model for learning from
Section 2.2.
A HMM represents a probability distribution of a sequental output y ∈ (y1, . . . , yT ) ∈ Y˜T = Y
given input x = (x1, . . . , xT ) sin X˜ T = X as
P (x,y) =
T∏
t=0
P (yt|xt)P (yt|yt−1)
As written in Example 2.2.2, the maximum liklihood decision rule can be written as a linear scoring
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function,
h(x) = argmax
y∈Y˜T
logP (y|x) = argmax
y∈Y˜T
w · Φ(x,y),
where example x is length T .
In practice, the higest scoring output is efficently infered by thte Viterbi algorithm. Fotunately,
the viterbi algorithm does not depend on the values of the numbers, only the relationships drawn
from the HMM structuree. As a result, the viterbi algorithm can find the highest scoring assignemt
even when the numbers are not probabilies. In (Collins, 2002), this observation made it possible
to include inference in an online procecdure.
The Perceptron HMM is an online, mistake-driven algorithm where, at each iteration, the
highest scoring output yˆ = argmaxy Φ(x,y) is compared witht the correct output y. A perceptron-
like update rule is performed only if y 6= yˆ and a mustake was made. See Algorithm 2.1 for details.
As a result, a pricipled way to learn parameters of a model derived from a probabilistc framewrok
was found. Furthermore, notice that it is possible to view this algorithm as an instance of using
the perceptron in the general discriminant framework in Section 2.2. Specifically, with Φ(x,y, yˆ) =
Φ(x,y)− Φ(x, yˆ), the update above is simply
w = w +Φ(x,y, yˆ),
exactly the perceptron update in the transformed “pseudo” example space.
Algorithm PerceptronHMM
Input: S ∈ {X ∗ × Y∗}m
Output: h ∈ H
Initialize w ∈ R|Φ|
Repeat until converge
for each (x,y) ∈ S do
yˆ = argmaxy∈YT w · Φ(x,y)
w = w +Φ(x,y)− Φ(x, yˆ)
Return h(x) = argmaxy∈YT w · Φ(x,y)
Figure 2.1: Perceptron-based learning of hidden Markov models.
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2.6.2 Maximum-margin Markov Networks
Maximum-margin Markov Networks (M3), introduced in (Taskar, Guestrin, and Koller, 2004),
learn the parametes of a markov network in such a way to maximize the margin of the final
classifer. Similarly to learning the parameters of a HMM using perceptron, this method eliminates
the necessity of a probabliistic interpertation of the final classifer. The M3 extends learning HMMs
with perceptron to the more expressive markov framework and learns in a way to maximize the
margin of the resultant classifer.
A Markov network (also known as a Markov random field) representes a general probablistic
framwork. It is defined as a graph G = (V,E) composed of a set of random variables, V =
(v1, . . . , vT ) ∈ VT and a set of pairwise dependecies between variables, E, and a parameter set.
In the current context, we describe the parameter set as a set of weights and potential functions.
Specifically, we define a set of feature (or potential) functions as Φ = (φc|c is a clique in G) and a
weight set w = (wc|c is a clique in G). Here φc : VT → {0, 1} represent induvidual features such as
“v1 = 1 and v2 = 0” and wc ∈ R are respecitve weights. The feature vector, Φ : VT → {0, 1}|Φ|, and
weight vector, w, are the concatentation of the φc and wc, respectively. For a detailed description
of Markov random fields, see (Smyth, 1997). The probability defined for an assignment, v of all
random variables V is written as
P (v) =
1
Z
∏
c
2wcφc(v),
where Z is a normalizzing constant Z =
∑
v
∏
c 2
wcφc(v). Clearly, I have written these terms in the
exponentail to higlight that it is a log-linear model, and thus
logP (v) = w · Φ(v).
In (Taskar, Guestrin, and Koller, 2004), as well as here, we assume that V = X˜ ∗ × Y˜∗ = X × Y,
and v = (x,y) and classify accorkding to the maximum liklihood estimate
h(x) = argmax
y
P (y|x) = argmax
y
P (y,x) = argmax
y
logP (y,x) = argmax
y
w · Φ(x,y),
by assuming a uniform prior P (y) = P (y′) for all y,y′ ∈ Y.
As in (Collins, 2002), by elimiinianting the requirement that the parameters of this model
conform to a probability distribution, one can approach learning markov networks as a gen-
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eral classification problem. In (Taskar, Guestrin, and Koller, 2004), the margin is defined as
the difference in the correct output score and the highest scoring (incorrect) label, (ρ(x,y,w) =
wΦ(x,y)−maxy′ 6=y Φ(x,y′))/||w||2. Then, the maximum margin solution is written as an otimi-
aztion problem,
minimizew,ξ
1
2 ||w||2 + C
∑n
i ξi
subject to: w · Φ(xi,yi)−w · Φ(xi,y′) ≥ ∆(yi,y′)− ξi ∀i, ∀y′ 6= yi
ξi ≥ 0 ∀i
(2.21)
where ξi are defined per example. It is important to note that there is a single slack variable per
exampl. This choice is crutial, and is derived from a special loss..
The number of constraints in the above optimization problem grows exponentially with the
number of variables. As a result, standard optimization techniques do not scale to even relatively
small output problems. In (Taskar, Guestrin, and Koller, 2004), they present a solution by re-
writing the dual optimization function and decopoliing the problem. Specifically, the dual is written
by writing out the Lagrangian functional for the above problem, as
maximizeα
∑n
i=1
∑
y αi,y∆(yi,y) − 12
∥∥∥∑ni=1∑y αi,y (w · Φ(xi,yi)−w · Φ(xi,y))∥∥∥2
subject to:
∑
y αi,y = 1 ∀ i = 1, . . . , n
αi,y ≥ 0 ∀ i = 1, . . . , n, ∀y,
(2.22)
where we sum over all possible y assignments given the structure.
Both the size of the optimization function, and the number of constraints depend on the size of
the output. In fact, an output of size L produces kL outputs when each of the variables can take
one of k values. This produces an unsolvable optimzation solution. To solve this problem, a very
clever observation was made — that the, α, assignments are a probability distribution since they
sum to a constant, C, and they are all non-negative. Under this view, the objective function is the
sum of expectations of ∆(yi,y) and ρ(x,yi,y), and because it is derived from a CRF model, it can
be factored based on the cliques. If the cliqe size is small, then the optimization problem can be
factored into small sized components and solved efficiently.
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2.7 Generalization Bounds
Learning theory deals with complexity measures associated with the learning problem such as the
computation complexity and the sample complexity. Computation complexity bounds the running
time for an algorithm to halt, while the sample complexity bounds the number of examples (sam-
ple size) required for an algoirthm to perform to a specified performance in the future. Sample
compleixty bounds are typically used to measure the expected future performnace by bounding the
expected generalization error. In this section we review some generalization bounds that are used
througout this disseration.
2.7.1 PAC bounds
In the probably approximatley correct (PAC) framework, the learner attempts to learn an ²-
accurate hypothesis with confidence 1−δ in polynomial time (Valiant, 1984; Blumer et al., 1989). A
learning algorithm, L is a PAC learning algorithm if, in polynomial time, poly(m, 1² , 1δ ), it discovers
a hypothesis h = L(S,H) using at most m = poly
(
1
² ,
1
δ
)
examples, such that the probability that
h has large error,
P (E(h) ≤ ²) > 1− δ.
A general approach to derive generalization bounds is to measure the difference between ob-
served (emperical) error and the true error of any given hypothesis. Specifically, given a set of m
examples, S, drawn i.i.d. from DX×Y , the differece, |E(S, h)−ED(h)| is small, with high probability.
It is easy to bound this quantity if h is fixed and S are randomly drawn using classical statistical
techniques such as the Chernoff bound. When h comes from a larger hypotehsis class and is chosen
more carefully, one can use the complexity of the hypothesis class to derive a bound. To this end,
we breifly define the growth function and the related Vapnik-Chervonenkis dimension and state
the bounds found in the machine learning literature.
Definition 2.7.1 (Prediction Vector) Let H be a class of functions h : X → Y. Given a set of
m unlabeled examples S = (x1, . . . , xm) ∈ Xm we denote the prediction vector for a function h as
h(S) = (h(x1), . . . , h(xm)). The set of all prediction vectors for H is H(S) =
{
h(S)
∣∣∣h ∈ H}.
The growth function is usually defined when labels come from {−1, 1}, however, the definition
holds in more general settings as well.
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Definition 2.7.2 (Growth Function) Let H be a hypothesis class where h ∈ H is a function
h : X → Y. The number of assignments to a set of unlabeled examples, S = (x1, . . . , xm) ∈ Xm, by
hypothesis class H can be measured by the size of H(S) as it gives the set of all possible labelings
for a particular sample. We define this number as NH(S) = |H(S)|. The growth function for H is
GH(m) = sup
S∈Xm
logNH(S).
Similarly, the range of the error space is measured by considering the number of (binary) assign-
ments to a set of labeled examples S = ((x1, y1), . . . , (xm, ym)) ∈ {X × Y}m by E(·). The growth
function, GE(m), for H is the maximum number of ways to make errors on a sample of size m.
Specifically, define NE(S) = |E(S,H)| to be the number of ways that a sample S can be distinctly
labeled by some hypothesis in H. The growth function for E(·) is GE(m) = supS∈Xm logNE(S).
Observation 2.7.3 For a given set ofm labeled examples, S = ((x1, y1), . . . , (xm, ym)) ∈ {X × Y}m
and a hypothesis class H, the size of the set of all indicator vectors is smaller than the size of the
set of all prediction vectors, NE(S) = |E(S,H)| ≤ |H(SX )| = NH(SX ), where SX = (x1, . . . , xm)
are the examples from S without their labels. Therefore, the maximum number of assignments by
the indicator functions is bounded by the maximum number of assignments by H. Namely,
sup
S∈{X×Y}m
NE(S) = sup
S∈{X×Y}m
|E(S,H)| ≤ sup
S∈Xm
|H(S)| = sup
S∈Xm
NH(S).
Thus, GE(m) ≤ GH(m). Furthermore, notice when H is the class of linear sorting functions the
indicator function, E(S,H), can be interpreted in the constraint classification setting. In this case,
the above inequalities still hold.
Theorem 2.7.4 (Theorem 4.2 (Vapnik, 1998)) For any 0 < δ < 1, any h ∈ H, where h :
X → Y, given S = ((x1,y1), . . . , (xm,ym)), a sample of size m drawn i.i.d. from DX×Y , with
probability at least 1− δ, then
err(h) ≤ err(S, h) +
√
4
GH(2m)− log δ/4
m
+
1
m
In the binary setting, the above can be stated very concisely using the VC dimension to measure
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the complexity of the hypothesis class. The VC dimension is related to the growth rate — it
measures the point at which the growth rate is sub-exponential. We make this more precise here
and then restate the above generalization bound.
Definition 2.7.5 (Shattered sample) Let S = (x1, . . . ,xm) ∈ Xm and H be a hypothesis class
where h : X → {−1, 1}. Then, the sample S is shattered by H if for all (x1, . . . ,xm) ∈ {−1, 1}d
there is a hypothesis h ∈ H such that h(xi) = yi for all i = 1, . . . ,m.
Definition 2.7.6 (VC dimension (Vapnik and Chervonenkis, 1971)) of a hypothesis class
H is the size of the largest sample shattered by H.
The growth function and VC dimension are intimately related by the following lemma.
Lemma 2.7.7 (Sauer’s) If hypothesis class H has a finite VC dimension d, then for all m,
GH(m) ≤ md.
As a consequence of Sauer’s lemma, the following lemma holds, as stated in (Anthony and
Bartlett, 1999).
Lemma 2.7.8 (Corollary 3.8 (Anthony and Bartlett, 1999)) For a function class H with
VC dimension d, if m > d, then
d < GH(m) < d log2(em/d)
The VC dimension of thresholded linear functions in Rd is d+1. As a result, it is straightforward
to write generalization bounds for linear classifiers for binary classifiers.
Theorem 2.7.9 For any 0 < δ < 1, any h ∈ H, the class of thresholded linear functions in Rd,
where h : Rd → {−1, 1}, given S = ((x1, y1), . . . , (xm, ym)), a sample of size m drawn i.i.d. from
DRd×{−1,1}, with probability at least 1− δ,
err(h) ≤ err(S, h) +
√
4
d log(2em/d)− log δ/4
m
+
1
m
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2.7.2 Margin Bounds
PAC generalization bounds depend only on the hypothesis space and the accuracy and confi-
dence parameters. Here, we consider margin-based bounds that take into account the distribu-
tion of the data. In this section, we consider only binary classifiers with linear representation,
H = {h|h(x) = sign(w · x),w ∈ Rd}. The results here, have been extended to non-linear functions
in various ways, most notably through the use of Kernel functions. In Chapter 3 we will extend
these bounds to the multi-categorical setting.
Theorem 2.7.10 (Theorem 4.18 (Cristianini and Shawe-Taylor, 2000)) Consider thresh-
olding real-valued linear functions H with unit weight vectors, where h : Rd → {−1, 1}, and fix
γ ∈ R+. For any probability distribution D on Rd × {−1, 1} with support in a ball of radius R
around the origin, with probability 1 − δ over m random examples S, any hypothesis h ∈ H that
has binary margin ρS(h) ≥ γ on S has error no more than
errD(h) ≤ 2
m
(
64R2
γ2
log
emγ
8R2
log
32m
γ2
+ log
4
δ
)
provided m > 2² and
64R2
γ2
< m.
Notice that in Theorem 2.7.10 there is no (direct) dependence on the dimension, d, of the
input data, whereas in Theorem 2.7.9, the performance guarantee degrades linearly with d. As
a result, margin bounds may apply to problems in very high dimensions where PAC bounds do
not. Additionally, the above margin bound only applies when a non-negative maximum margin,
noise free, classifier exists. Fortunately, there the bounds have been extended to the case of slack
variables in 2.11, that can deal with limited amount of noise.
Theorem 2.7.11 (Theorem 4.18 (Cristianini and Shawe-Taylor, 2000)) Consider thresh-
olding real-valued linear functions H with unit weight vectors, where h : Rd → {−1, 1}, and fix
γ ∈ R+. For any probability distribution D on Rd × {−1, 1} with support in a ball of radius R
around the origin, with probability 1− δ over m random examples S, for any γ > 0, any hypothesis
h ∈ H has error no more than
errD(h) ≤ c
m
(
R2 + ||ξ||2
γ2
logm+ log
1
δ
)
where ξ = (ξ1, . . . , ξm) is the slack vector composed of slack variables, ξi = max(0, γ − ρ(h,xi,yi)).
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Notice that minimizing R
2+||ξ||2
γ corresponds to tightening the margin generalization bound.
As a result, the SVM that minimizes this quantity can, in some sense, incorporate learn classifiers
that make a small number of mistakes. However, it does not necessarily minimize the number of
mistakes, but rather minimizes the loss corresponding to L(h,xi,yi) = max(0, γ − ρ(h,xi,yi)).
2.7.3 From Mistake Bounds to PAC-Bounds
An on-line algorithm runs in iterations, where at each step a new example is seen. It is conservative
if the current hypothesis is updated only if it makes a mistake on the new example. Theoretical
justification of on-line algorithms is often made by providing a bound on the total number of
mistakes (and thus updates) an on-line algorithm will make, thus ensuring that after a certain
number of mistakes, the algorithm will never make another mistake. One of the most important
mistake bound algorithms is the Perceptron algorithm that achieves a bound of (R/ρ)2.
However, it is possible that an on-line algorithm will continue forever, never actually making
the number of mistakes dictated by the mistake bound. In such cases the theoretical justification
longer exists. Fortunately, it is straightforward to convert a mistake bound into a PAC-style
generalization bound if we assume that the examples are random. Specifically, if with access to an
example oracle, Oracle() that returns labeled examples drawn i.i.d. from a distribution D, we
can generate a PAC-guarantee. The basic idea is that if the algorithm does not make any mistakes
on a sufficient number of examples drawn from Oracle(), then with high probability, the error is
small. The following, adapted from (Kearns et al., 1987; Angluin, 1987) formalizes this idea.
Lemma 2.7.12 If L is a conservative on-line algorithm with mistake bound M and access to
an example oracle Oracle() drawing examples i.i.d. from distribution D, then after at most
M
²
(
lnM + ln 1δ
)
calls to Oracle(), with confidence 1 − δ, L produces a hypothesis that obtains
expected error less than ² on examples drawn from D.
Proof: The algorithm works in at most M stages, drawing Q = 1²
(
lnM + ln 1δ
)
examples from
Oracle() at each stage. If, at some stage, L makes no mistakes, the current hypothesis is output
and the algorithm halts.
To bound the probability of error, we have to observe the probability that the algorithm halted
with a “bad” hypothesis that has error larger than ². The probability that the bad hypothesis
correctly classifies Q i.i.d. examples, given its’ error is larger than ² is less than (1− ²)Q. Thus, the
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probability that the algorithm halted at all, given its’ error is larger than ² is less than M(1− ²)Q.
We want this probability to be at most δ. Thus,
M(1− ²)Q ≤Me−²Q ≤ δ
e−²Q ≤ δ
M
−²Q ≤ ln δ
M
Q ≥ 1
²
(
lnM + ln
1
δ
)
(2.23)
Finally, the algorithm will draw at most M²
(
lnM + ln 1δ
)
, examples from Oracle().
2.8 Semantic Role Labeling
Semantic parsing of sentences is believed to be an important task toward natural language un-
derstanding, and has immediate applications in tasks such information extraction and question
answering. We study semantic role labeling (SRL). For each verb in a sentence, the goal is to iden-
tify all constituents that fill a semantic role, and to determine their roles, such as Agent, Patient
or Instrument, and their adjuncts, such as Locative, Temporal or Manner.
The PropBank project (Kingsbury and Palmer, 2002) provides a large human-annotated corpus
of semantic verb-argument relations. Specifically, we use the data provided in the CoNLL-2004
shared task of semantic-role labeling (Carreras and Ma`rquez, 2003) which consists of a portion of
the PropBank corpus, allowing us to compare the performance of our approach with other systems.
The goal of the semantic-role labeling task is to discover the verb-argument structure for a
given input sentence. For example, given a sentence “ I left my pearls to my daughter-in-law in my
will”, the goal is to identify different arguments of the verb left which yields the output:
[A0 I] [V left ] [A1 my pearls] [A2 to my daughter-in-law] [AM-LOC in my will].
Here A0 represents the leaver, A1 represents the thing left, A2 represents the benefactor, AM-LOC
is an adjunct indicating the location of the action, and V determines the verb.
Following the definition of the PropBank, and CoNLL-2004 shared task, there are six different
types of arguments labeled as A0-A5 and AA. These labels have different semantics for each verb
as specified in the PropBank Frame files. In addition, there are also 13 types of adjuncts labeled
as AM-XXX where XXX specifies the adjunct type. In some cases, an argument may span over
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different parts of a sentence, the label C-XXX is used to specify the continuity of the arguments,
as shown in the example below.
[A1 The pearls] , [A0 I] [V said] , [C-A1 were left to my daughter-in-law].
Moreover in some cases, an argument might be a relative pronoun that in fact refers to the actual
agent outside the clause. In this case, the actual agent is labeled as the appropriate argument type,
XXX, while the relative pronoun is instead labeled as R-XXX. For example,
[A1 The pearls] [R-A1 which] [A0 I] [V left] , [A2 to my daughter-in-law] are fake.
See the details of the definition in (Kingsbury and Palmer, 2002) and (Carreras and Ma`rquez,
2003).
2.8.1 Features
In Chapters 4 and 5, we present a number of experiments on the SRL task. Although, we use
different sets of features for the different experiments, we present the types of features used. Listed
below are four sets of features – the first two are basic features that capture a large fraction of the
total information needed for the SRL task, he third set are many additional, and useful, features,
and the fourth set is composed of combinations of the first three. The fourth set adds no additional
information, rather it adds additional expressive (but related) features. For more details on the
features used, see (Punyakanok et al., 2004).
1. Group 1 – Base Features
(a) Predicate features indicate the lemma of the predicate verb and its POS tag.
(b) Voice feature indicates passive/active voice of the predicate.
(c) Position feature describes if the constituent is before or after the predicate relative to
the position in the sentence.
2. Group 2 – Parse Tree Feature
(a) Path records the traversal path in the parse tree from the predicate to the constituent.
3. Group 3 – More Features
(a) Predicate POS POS tag of predicate.
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(b) Head word and POS tag of the head word feature provides the head word and its
POS tag of the constituent. We use rules introduced by Collins(Collins, 1999) to extract
this feature.
(c) Subcategorization feature describes the phrase structure around the predicate’s par-
ent. It records the immediate structure in the parse tree that expand to its parent.
(d) Syntactic frame describes the sequential pattern of the noun phrases and the predicate
in the sentence.1
(e) Phrase type feature provides the phrase type of the constituent.
(f) Verb class feature is the class of the active predicate described in PropBank Frames.
(g) Lengths of the target constituent, in the numbers of words and chunks separately.
(h) Chunk tells if the target argument is, embeds, overlaps, or is embedded in a chunk with
its type.
(i) Chunk pattern encodes the sequence of chunks from the current words to the predicate.
(j) Chunk pattern length feature counts the number of chunks in the argument.
(k) Clause relative position feature is the position of the target word relative to the
predicate in the pseudo-parse tree constructed only from clause constituent. There
are four configurations—target constituent and predicate share the same parent, target
constituent parent is an ancestor of predicate, predicate parent is an ancestor of target
word, or otherwise.
(l) Clause coverage describes how much of the local clause (from the predicate) is covered
by the target argument.
(m) Baseline features identified not in the main verb chunk as AM-NEG and modal verb
in the main verb chunk as AM-MOD.
4. Group 4 – Conjunctions
(a) A selective set of conjunctions of pairs, triples and quadruples of features from Group 1
and Group 2. An example is the conjunction of Feature 1a and Feature 3d.
1This feature was introduced by Xue and Palmer(Xue and Palmer, 2004).
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Chapter 3
Constraint Classification
We present the constraint classification framework for multi-class and complex-labeled classifica-
tion tasks. For multi-class classification, we construct a meta-algorithm for learning multi-class
functions through the use of a single binary learning task. Thus, constraint classification (CC)
extends existing learning algorithms for binary classification, however, unlike previous approaches,
the extension is natural and often preserves desirable properties of algorithm from the binary
case. When using a linear representation, we present distribution independent and margin-based
generalization bounds as well as both empirical and theoretical evidence showing how constraint
classification benefits over existing methods of multi-class classification. For the multi-class setting,
Kesler’s construction is used to create the meta-algorithm. In addition to multi-class classification,
the constraint classification framework generalizes multi-label classification and category ranking
and through a simple extension of Kesler’s construction, we show that constraint-based learning
algorithms generalize to these more complex tasks.
3.1 Introduction
The current work focuses on the well-studied, but less well-understood, multi-class classification
problem where, given an instance x, the goal is to discover the class label from a set of classes
Y = {1, . . . , k}. Of course, multi-class applications are ubiquitous. For example, machine learning,
algorithms have been applied to handwritten character recognition (Lee and Seung, 1997; Le Cun
et al., 1989), part-of-speech tagging (Brill, 1994; Even-Zohar and Roth, 2001), and face recogni-
tion (Chellappa, Wilson, and Sirohey, 1995). However, for machine learning to be useful in real
world applications, it is important that we fully understand multi-class classification and develop
efficient algorithms for learning beyond binary classification.
Most widely used approaches to learning multi-class classifiers decompose the problem into
learning a collection of binary classifiers that each perform a sub-task of the original multi-class
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problem. The most clear example of this paradigm is when the collection is composed of classifiers
that each distinguish one class from the rest (one-versus-all (OvA)). The OvA scheme assumes
that for each class there exists a single (simple) separation between that class and all the other
classes. Unfortunately, the strong separability assumption of each classifier can yield the global
function unlearnable (see Section 3.3.3). A more powerful approach, all-versus-all (AvA), is a
more expressive alternative that assumes the existence of a separator between every pair of classes.
Unlike OvA, AvA is robust, in the sense that it will not cause the learning to fail, however, it is
at the cost of increased complexity (
(
n
2
)
classifiers are required). Additionally, non-trivial decision
procedures are needed for classification since the output of the many binary classifiers need not
be coherent (an example may be predicted to be in class 1 over class 2, class 2 over class 3, and
class 3 over class 1). Rather than to assign a random label when a disagreement occurs, one can
choose the class that is predicted by the maximum number of classifiers (Friedman, 1996), or use
the output of the classifiers if it is know that they are probability estimates (Hastie and Tibshirani,
1998). However, taking a two staged approach can produces unintended consequences since it is
difficult to know how the binary classifiers will err and if the second stage will correct the first
stage errors. A more recent generalization of the last two approaches uses error correcting output
coding (ECOC) to decompose the multi-class problem so that each binary classifier partitions the
set of classes into arbitrary subsets and uses ECOC to fix the errors induced from difficult to learn
partitions (Dietterich and Bakiri, 1995; Allwein, Schapire, and Singer, 2000).
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Figure 3.1: Learning Voronoi diagrams.
As a running example, consider a geometric concept class related to k-means classification –
data generated from a k-cell Voronoi diagram in Rd, where the class of example x is the label of
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the cell where x is located. It is easy to show that functions of this form can be written using
prototype vectors, wk ∈ Rd, and a linear decision rule cell(x) = argmaxk wk · x. However, OvA
learning will often fail to converge to the minimum error hypothesis given examples from this class
despite the existence of a consistent classifier. See Figure 3.1 for an example of a 4-class multi-class
classification problem that represents a Voronoi diagram in R2. In (b), one can see that the OvA
classifier can not learn a separation for class ’o’ from the rest. In (c), it is possible to isolate each
class from the rest, however there will be regions (shaded in the picture) where the choice of class
is ambiguous. With CC, one can learn a linear boundary of simple complexity if one exists, as
in (a).
Using OvA and AvA learning often yields accurate binary classifiers that can be combined to
produce accurate multi-class classifiers. However, in the cases where problems are not naturally
decomposed into independent sub-tasks, CC provides very natural learning algorithm that mini-
mizes the multi-class error directly1. In CC, unlike previous approaches, the multi-class problem is
not decomposed into independent learning tasks, rather, we view the problem in a new light; each
multi-class example induces a set of pairwise constraints over the label set. Each constraint asserts
that the true class label is preferred over an incorrect label. Using a set of such constraints, the
multi-class label is viewed now as a set of k − 1 constraints.
In this chapter, we restrict our focus to the case where each class is represented by a single
prototype vector (wk ∈ Rd) used to determine the degree of class membership (wk · x). In this
setting, our construction reduces to a long ignored construction for multi-class classification, the
Kesler construction, where the multi-class problem is cast to a single binary problem in high(er)-
dimensional space. The final decision uses the winner-take-all (WTA) strategy by choosing the class
with the highest degree of class membership. WTA classifiers are computationally powerful (Maass,
2000), and therefore complex decision surfaces can arise from a collection of linear discriminant
functions: in addition to the Voronoi diagram illustrated above, neural networks can represent any
function by using a single WTA computation unit. It is as interesting research question, although
not explored in this chapter, how to learn general neural networks with WTA computation nodes.
In addition to providing an elegant framework for multi-class problems, constraints can express
rich relationships among the output classes. More complex tasks include the multi-label problem
where each example is labeled with a set of classes rather than with only a single class and the
1To be specific, constraint classification(CC) minimizes the constraint error that, depending on the application,
may or may not be the desired error reduction. See (Aiolli and Sperduti, 2005a) for extensions to this error.
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category ranking problem where there is a strict order among the output classes. In addition,
arbitrary relationships might be specified. Document (text) categorization is an interesting problem
where many interesting classification tasks can be defined. Here we consider only a few,
• Multi-label A single document might be about both animals and survival at the same
time, just as a web page can be both an academic page and a homepage. Here, a classifier
should return a set of labels.
• Example-based Category Ranking Beyond multi-label classification, even more complex
relationships can be specified directly over the classes. If it is known, for example, that
Professor X’s academic web page also contains a schedule of his daughters upcoming soccer
games then the page should be considered primarily academic and secondarily sports
related. While there are many ways to model this problem, perhaps here it is sufficient to
assign discriminating preferences to each category pair such that academic is preferred over
sports and sports is preferred over all remaining categories.
• Problem-based Category Ranking The category ranking can have some problem depen-
dent meaning where an ordering of the classes exists relative only to the other classes. For
example, users can rate movies based on a scale ranging from 1 (hated) to 5 (loved). Thus,
given a movie that a user loved, it is better to predict a rating of 4 than a rating of 2.
• Arbitrary Constraints Perhaps the most dynamic classifier could respond to arbitrary
queries. That is, the information of interest can vary. For example, at one moment, one
might be interested in if the current document is more academic or sports related, and
later on want to know if it is a faculty page or a class page.
All of the above tasks are examples of constraint classification, where labels are sets of con-
straints that specify which preferences define the label. We provide a simple reduction (Section 3.2)
that shows that multi-class classification, multi-label classification and category ranking can all be
viewed as constraint classification. With this view, the implicit relationship among all of the above
tasks becomes explicit and any learning algorithm for constraint classification can be used to learn
all of these tasks. After defining constraint classification in Section 3.2, we focus on learning a
constraint classifier in Section 3.3.
We describe a principled way to extend well-studied binary learning algorithms for all of the
complex learning tasks mentioned above that can be viewed as an extension to Kesler’s construction
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for multi-class learning. In addition, we show the resultant algorithm takes on the properties of
the binary learning algorithm used in a very natural way. With the perceptron algorithm, the
pseudo-algorithm learns a consistent classifier (if one exists), with the winnow algorithm, it learns
attribute efficiently, and with the support vector machine, it learns a “maximal margin” classifier
(see Section 3.3 and Theorem 3.4.7). In addition, these classifiers can be made more expressive with
kernel methods. Each of these algorithms has separately been the subject of recent work (Weston
and Watkins, 1999; Crammer and Singer, 2001b; Crammer and Singer, 2000b), here they are given
a conceptually clean framework in which we glean a greater understanding about their behavior.
In Section 3.4, theoretical justification of constraint classification is provided. First, CC can
robustly learn Voronoi diagrams since, as a result of our construction, the convergence of the
perceptron algorithm in the binary case provides the proof that CC will converge also. Then,
we derive dimension independent bounds and margin-based generalization bounds bounds. These
bounds can be derived from the corresponding bounds in the binary case and from observations
about the Kesler construction (Duda and Hart, 1973). Both bounds are somewhat natural. The
margin-based bounds turn out to be the same as those reported in multi-class SVM work (Crammer
and Singer, 2000b; Weston and Watkins, 1999) and the dimension independent bounds are within
a log-factor of optimal (based on Sauer’s lemma). It is interesting to note that these bounds are
novel since the most obvious bounds are a factor k larger; specifically, because the winner-take-
all (WTA) classifier (when using linear functions) can have up to
(
k
2
)
boundaries, it is natural to
develop a bound on the order of k2 rather than k (Maass, 2000; Anthony and Bartlett, 1999). A
consequence of the current work is a bound that depends on k for a special type of WTA network.
Section 3.5 provides experimental evidence for CC. We learn several WTA function over linear
prototype vectors with various algorithms and observe that CC learning outperforms OvA learning.
For these experiments, we use synthetic multi-class and ranking data and a suite of experiments
from the UCI repository.
3.2 Constraint Classification : Definitions
Learning problems often assume that examples, (x, y) ∈ X × Y, are drawn i.i.d. from fixed proba-
bility distribution, DX×Y , over X ×Y. X is referred to as the instance space and Y is referred to as
the output space (label set). In this work, we consider a very general kind of label set, permutations
and constraints.
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Definition 3.2.1 (Permutations) Denote by Sk, the set of all permutations of {1, . . . , k}. Sim-
ilarly, S¯k denotes the set of all partial orders over {1, . . . , k}. A partial order, c ∈ S¯k, defines a
binary relation, ≺c and can be represented by set of pairs on which ≺c holds, c = {(i, j)|i ≺c j}.
The size of c, |c| is the number of partial orders specified. In addition, for any set of pairs
c = {(i1, j1), . . . , (in, jn)}, we refer to c both as a set of pairs and as the partial order produced by
the transitive closure of c with respect to ≺c . Given two partial orders a, b ∈ S¯k, a is consistent
with b (denoted a v b) if for every (i, j) ∈ {1, . . . , k} × {1, . . . , k}, i ≺b j holds whenever i ≺a j. If
c ∈ Sk is a full order, then it can be represented by an ordered list of k integers where i ≺c j if i
precedes j in the list.
Many interesting learning problems can be expressed in this general learning framework simply
by changing the type of output space, Y. Binary classification, for example, sets Y = {−1, 1},
whereas multi-class classification sets Y = {1, . . . , k}. In this chapter, algorithms and generalization
bounds are provided for the following learning problems.
Binary Classification: Y = {−1, 1}.
Binary classification is the most studied learning problem to discriminate between only two
values.
Multi-class Classification: Y = {1, . . . , k}.
The most commonly used multi-class classification scheme is the winner-take-all(WTA) strat-
egy, where each class i ∈ Y is represented with a real-valued function fi : X → R. WTA
outputs y∗ = argmaxi∈{1,...,k} fi(x) as the final class. Notice that binary classification is a
special case of multi-class classification where k = 2.
l-Multi-label Classification: Y = ({1,...,k}l ).
In practice, it is common for examples to be labeled with more than one class from {1, . . . , k}.
When classifying web pages, for example, a single page might be a “homepage”, a “faculty
page”, and a “machine learning page,” in which case a web classification system should
be able to produce all three labels as output. Clearly multi-class classification and binary
classification are special cases of l-multi-label classification.
Just as the WTA function is used for multi-class classification, the l-WTA function can be
used for l-multi-class classification. l-WTA outputs l labels from argmaxli∈{1,...,k} fi(x), where
argmaxl outputs a set of consisting of the l highest values of fi(x).
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Category Ranking Classification: Y = Sk.
A category ranking classifier returns a full order, or permutation, of {1, . . . , k} from the set
Sk. In some settings, class i might be “preferred” over class j. Often i precedes j when
fi(x) > fj(x).
Constraint Classification: Y = S¯k.
Constraint classification is a direct generalization of all of the above where a classifier must
output a partial order from S¯k, the set of all partial orders of {1, . . . , k}.
c-Constraint Classification: Y = S¯kc .
The set S¯kc is simply a subset of S¯
k where for all y ∈ S¯kc , |y| ≤ c. Clearly constraint
classification is a special case of c-constraint classification where c =
(
k
2
)
.
Constraint classification is very general and powerful since every example can have its own
specific set of constraints. Constraints can be defined, for example, by strong relationships among
classes that determine the constraint structure, as is the case when a hierarchy exists or classes
correspond to a relative rating system. On the other hand, constraints can also be example de-
pendent or context dependent, if, for example, one would use the decisions of previous examples to
dictate which relationships are important currently. Unfortunately, this type of information is often
unknown to the learning algorithm a-priori and might be difficult to learn. Therefore, a hypothesis
is acceptable if it is consistent with the examples. This notion is captured by the error function.
Definition 3.2.2 (Error Indicator Function) For any (x, y) ∈ X×S¯k, and hypothesis h : X →
S¯k, the indicator function E(x, y, h) indicates an error on example x, E(x, y, h) = 1 if y 6v h(x),
and 0 otherwise.
Given a set of m labeled examples S = ((x1, y1), . . . , (xm, ym)) ∈ {X × Y}m, the indicator
vector for a function h ∈ H,
E(S, h) = (E(x1, y1, h), E(x2, y2, h), . . . , E(xm, ym, h))
indicates which examples were classified incorrectly. Finally, we define
E(S,H) =
{
E(S, h)
∣∣∣h ∈ H}
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to be the set of all possible indicator vectors for H.
Let us consider an arbitrary constraint classification example where the constraints are: 2 ≺ 3
and 2 ≺ 4 We represent each constraint as a pair, and therefore, the constraint example corre-
sponding to the multi-class example is (x, {(2, 3), (2, 4)}). Then, consider two hypotheses that
both output a total ordering: h1(x) = (2, 3, 1, 4), and h2(x) = (4, 2, 3, 1). Here, h1 is correct and
produces no error since 2 precedes 3 and 2 precedes 4 in the full order (2, 3, 1, 4), but h2 is incorrect
since 4 precedes 2 in (4, 2, 3, 1).
Definition 3.2.3 (Error) Given an example (x, y) drawn i.i.d. from DX×Y , the true error of h ∈
H, where h : X → Y is defined to be err(h) = PrD[E(x, y, h) = 1]. Given S = ((x1, y1), . . . , (xm, ym))
drawn from EX(D{X×Y}), the empirical error of h ∈ H with respect to S is defined to be
err(S, h) = 1|S|
∑
i=1...m E(xi, yi, h).
Definition 3.2.2 is very strict and causes an error if any of the constraints are predicted incor-
rectly. However, it is possible that other measures of loss can be used. For example, one might
accept a loss that depends on the number of incompatible constraints or one that gives different
weights to constraints. In this work, we do not consider such functions. Definition 3.2.2 is used
only to provide a worst case analysis for the bounds in Section 3.4. Recently, there has been related
work exploring the relationship between loss function and problem definition (Aiolli and Sperduti,
2005a).
Throughout the rest of this chapter, hypotheses fromH consists of a collection of linear functions
over X = Rd. Specifically, each hypothesis h ∈ H is represented as k weight vectors w1, . . . , wk ∈ Rd,
where wi is called a prototype for class i. Given an example x, the quantity wi · x represents the
strength or confidence of class i.
Definition 3.2.4 (Linear Sorting Function) Let w = (w1, . . . , wk) be a set of k vectors, where
w1, . . . , wk ∈ Rd. Given x ∈ Rd, a linear sorting classifier is a function h : Rd → Sk computed in
the following way:
h(x) = argsort
i∈{1,...,k}
wi · x,
where argsort returns a permutation of {1, . . . , k} where i precedes j if wi · x > wj · x. In the case
that wi · x = wj · x, i precedes j if i < j.
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Problem Internal Representation Output Space (Y) Hypothesis
binary w ∈ Rd {−1, 1} signw · x
multi-class (w1, . . . , wk) ∈ Rkd {1, . . . , k} argmaxi∈{1,...,k}wi · x
l-multi-class (w1, . . . , wk) ∈ Rkd
({1,...,k}
l
)
argmaxli∈{1,...,k}wi · x
multi-label (w1, . . . , wk) ∈ Rkd
⋃
l∈{1,...,k}
({1,...,k}
l
)
argsorti∈{1,...,k}wi · x
cat. ranking (w1, . . . , wk) ∈ Rkd Sk argsorti∈{1,...,k}wi · x
constraint* (w1, . . . , wk) ∈ Rkd S¯k argsorti∈{1,...,k}wi · x
c-constraint* (w1, . . . , wk) ∈ Rkd S¯kc argsorti∈{1,...,k}wi · x
Table 3.1: Learning problems differ based on their output space and on their internal representa-
tion. This table gives the definitions for each of the problems considered in this chapter argmaxl
is a variant of argmax that returns the indices of the weight vectors that give the l largest values
of wi · x instead of only the largest. argsort is a linear sorting function (see Definition 3.2.4).
With this assumption, each of the above learning problems takes on a specific form, and further-
more, can be represented within the constraint classification setting (see Table 3.1). Next we show
that all of these problems are constraint classification problems.
Lemma 3.2.5 (Problem mappings) All of the learning problems in Table 3.1 can be expressed
as constraint classification problems.
Proof: Because binary and multi-label classification are special cases of l-multi-label classifi-
cation, and category ranking and constraint classification are special cases of c-constraint clas-
sification, it suffices to show that l-multi-label classification can be expressed as a c-constraint
classification problem.
Given an example (x, y) ∈ Rd × ({1,...,k}l ), define a new example (x, yc) ∈ Rd × S¯kl(k−l) (notice
that y is a set of integers and yc is a set of integer pairs), where
yc =
{
(i, j)
∣∣∣ i ∈ y, j ∈ {1, . . . , k} \ y} .
Any l-multi-label classifier hl(x) = argmaxli∈{1,...,k}wi · x will err on example (x, y) exactly
when the c-constraint classifier hc(x) = argsorti∈{1,...,k}wi · x errs, and the indicator functions for
the two classifiers are equal, E(x, hl) = E(x, hc).
The size of the constraint sets for each of the problem mappings appears up in the margin-based
generalization bound in Section 3.4.2. Binary classification becomes a 2-constraint classification
problem and multi-class classification is transformed into a (k−1)-constraint classification problem.
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Category ranking becomes a (k−1)-constraint classification problem by noticing that any full order
from Sk can be represented by only k − 1 constraints, namely (i, j) ∈ yc if i precedes j in y.
Now, consider a 4-class classification example (x, 3). Because the correct class is labeled 2 and
there are 4 classes in all, there are three induced constraints: 3 ≺ 1, 3 ≺ 2, and 3 ≺ 4. This example
is transformed into the 3-constraint example, (x, {(3, 1), (3, 2), (3, 4)}). If we find a constraint
classifier that correctly labels x according to the given constraints where w3·x > w1·x, w3·x > w2·x,
and w3 · x > w4 · x, then 3 = argmaxi∈{1,2,3,4}wi · x. On the other hand, if instead, the example
provides a ranking, 3 ≺ 2 ≺ 1 ≺ 4, it is transformed into (x, {(3, 2), (2, 1), (1, 4)}).
3.3 Learning
In this section, the k-class constraint classification problem is transformed into a binary classifi-
cation problem in higher dimension. Each example (x, y) ∈ Rd × S¯k is transformed into a set of
examples in Rkd×{−1, 1} based on the information contained in the partial order labeling y. Then,
a single separating hyperplane in Rkd can be interpreted as a collection of k weight vectors, in Rd,
of a linear sorting classifier.
3.3.1 Kesler’s Construction
Here, a dual version of the above feasibility problem is described in detail to highlight the fact that
the constraint classification problem is being transformed into an equivalent binary classification
problem. Kesler’s construction for multi-class classification was first introduced by Nilsson in
1965 (Nilsson, 1965, 75–77) and more recently in the popular book by Duda and Hart (Duda and
Hart, 1973). This subsection extends the Kesler construction for constraint classification.
Definition 3.3.1 (Chunk) A vector v = (v1, . . . , vkd) ∈ Rkd = Rd × · · · × Rd, is broken into k
chunks (v1, . . . ,vk) where the i-th chunk, vi = (v(i−1)(d+1), . . . , vid).
Definition 3.3.2 (Expansion) Let Vec(x, i) be a vector x ∈ Rd embedded in kd dimensions,
by writing the coordinates of x in the i-th chunk of a vector in Rk(d+1). Denote by 0l the zero
vector of length l. Then Vec(x, i) can be written as the concatenation of three vectors, Vec(x, i) =
(0(i−1)d, x,0(k−i)d) ∈ Rkd. Finally, Vec(x, i, j) = Vec(x, i)−Vec(x, j), is the embedding of x in the
i-th chunk and −x in the j-th chunk of a vector in Rkd.
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Definition 3.3.3 (Expanded Example Sets) Given an example (x, y), where x ∈ Rd and y ∈
S¯k, we define the expansion of (x, y) into a set of examples as follows,
P+(x, y) =
{
(Vec(x, i, j), 1)
∣∣∣ (i, j) ∈ y} ⊆ Rkd × {1} ,
A set of negative examples is defined as the reflection of each expanded example through the origin,
specifically
P−(x, y) =
{
(−x,−1)
∣∣∣ (x, 1) ∈ P+(x, y)} ⊆ Rkd × {−1} ,
and the set of both positive and negative examples is denoted by P(x, y) = P+(x, y) ∪ P−(x, y).
The expansion of a set of examples, S, is defined as the union of all of the expanded examples in
the set,
P(S) =
⋃
(x,y)∈S
P(x, y) ⊆ Rkd × {−1, 1} .
For example, consider ((x1, x2), {(2, 3), (2, 4)}). Set
P+((x1, x2), {(2, 3), (2, 4)}) =
 ((0, 0, x1, x2,−x1,−x2, 0, 0), 1),((0, 0, x1, x2, 0, 0,−x1,−x2), 1)

and
P−((x1, x2), {(2, 3), (2, 4)}) =
 ((0, 0,−x1,−x2, x1, x2, 0, 0),−1),((0, 0,−x1,−x2, 0, 0, x1, x2),−1)

Note that the original Kesler construction produces only P+. We also create P− to simplify
the analysis and to maintain consistency when learning non-linear functions (such as when using
kernel functions).
3.3.2 Algorithm
Figure 3.2 (a) shows a meta-learning algorithm for constraint classification that finds a linear sorting
function by using any algorithm for learning a binary classifier. Given a set of examples S ⊆ Rd×S¯k,
the algorithm simply finds a separating hyperplane h(x) = v ·x for P(S) ⊆ Rkd×{−1, 1}. Suppose
h correctly classifies (x, 1) = (Vec(x, i, j), 1) ∈ P(S), then x · v = x · vi − x · vj > 0, and the
constraint (i, j) on x (dictating that x · vi > x · vj) is consistent with h(x). Therefore, if h(x)
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Algorithm ConstrClassLearn
Input:
S = ((x1, y1), . . . , (xm, ym)),
where S ∈ {Rd × S¯k}m
Output: A classifier h′
begin
H =
h
∣∣∣∣∣∣
h : Rkd → {−1, 1}
h(x) = v · x,
v,x ∈ Rkd

Calculate P(S) ∈ Rkd × {1,−1}
h = L(P(S),H) ∈ H
Set h′(x) = argsorti∈{1,...,k} vi · x
end
Algorithm OnlineConClassLearn
Input:
S = ((x1, y1), . . . , (xm, ym)),
where S ∈ {Rd × S¯k}m
Output: A classifier h′
begin
Initialize (v1, . . .vk) ∈ Rkd
Repeat until converge
for i = 1..m do
for all (j, j′) ∈ yi do
if vj · xi < vj′ · xi then
promote(vj)
demote(vj′)
Set h′(x) = argsorti∈{1,...,k} vi · x
end
(a) (b)
Figure 3.2: (a) Meta-learning algorithm for constraint classification with linear sorting functions
(see Definition 3.2.4). L(·, ·) is any binary learning algorithm returning a separating hyperplane.
(b) Online meta-algorithm for constraint classification with linear sorting functions (see Defini-
tion 3.2.4). The particular online algorithm used determines how (v1, . . . ,vk) is initialized and the
promotion and demotion strategies.
correctly classifies all x ∈ P(S), then argsorti∈{1,...,k} vi · x is a consistent linear sorting function.
This framework is significant to multi-class classification in many ways. First, the hypothesis
learned above is more expressive than when the OvA assumption is used. Second, it is easy to
verify that other algorithmic-specific properties are maintained by the above transformation. For
example, attribute efficiency is preserved when using the winnow algorithm. Finally, the multi-
class support vector machine can be implemented by learning a hyperplane to separate P(S) with
maximal margin.
3.3.3 Comparison to “One-Versus-All”
A common approach to multi-class classification (Y = {1, . . . , k}) is to make the one-versus-all
(OvA) assumption, namely, that each class can be separated from the rest using a binary classifica-
tion algorithm. Learning proceeds by learning k independent binary classifiers, one corresponding
to each class, where example (x, y) is considered positive for classifier y and negative for all others.
It is easy to construct an example where the OvA assumption causes the learning to fail even
when there exists a consistent linear sorting function. (see Figure 3.3) Notice, since the existence
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Figure 3.3: A 3-class classification example in R2 showing that one-versus-all (OvA) does not con-
verge to a consistent hypothesis. Three classes (squares, triangles, and circles) should be separated
from the rest. Solid points act as 10 points in their respective classes. The OvA assumption will
attempt to separate the circles from squares and triangles with a single separating hyperplane, as
well as the other 2 combinations. Because the solid points are weighted, all OvA classifiers are
required to classify them correctly or suffer 10 mistakes, thus restricting what the final hypotheses
will be. As a result, the OvA assumption will incorrectly classify point outlined with a double
square since the square classifier predicts “not square” and the circle classifier predicts “circle”.
One can verify that there exists a WTA classifier for this example.
of a consistent linear sorting function (w.r.t. S) implies the existence of a separating hyperplane
(w.r.t. P(S)), any learning algorithm guaranteed to separate two separable point sets (e.g. the
Perceptron algorithm) is guaranteed to find a consistent linear sorting function. In Section 3.5,
we use the perceptron algorithm to find a consistent classifier for an extension of the example in
Figure 3.3 to R100 when OvA fails.
3.3.4 Comparison to Networks of Linear Threshold Gates
It is possible to implement the algorithm in Section 3.3.2 using a network of linear classifiers such as
multi-output Perceptron (Anthony and Bartlett, 1999), SNoW (Carlson et al., 1999; Roth, 1998),
and multi-class SVM (Crammer and Singer, 2000b; Weston and Watkins, 1999). Such a network
has x ∈ Rd as input and k outputs, each represented by a weight vector, wi ∈ Rd, where the i-th
output computes wi · x (see Figure 3.2 (b)).
Typically, a label is mapped, via fixed transformation, into a k-dimensional output vector,
and each output is trained separately, as in the OvA case. Alternately, if the online perceptron
algorithm is plugged into the meta-algorithm in Section 3.3.2, then updates are performed according
to a dynamic transformation. Specifically, given (x, y), for every constraint (i, j) ∈ y, if wi·x < wj ·x,
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wi is ‘promoted’ and wj is ‘demoted’.
Slight variations of the above result in recently developed algorithms. First, if one chooses to use
the Winnow algorithm to promote and demote each classifier, then the above algorithm is identical
to the balanced winnow algorithm (Littlestone, 1988) and the pseudo algorithm can be used to
extend Winnow to the multi-class (and constraint) classification settings. A similar algorithm has
been proposed recently (Mesterharm, 2000). Second, rather than updating all violated constraints,
one might only update the most violated constraint or perhaps update them with different weights.
Recently, variations of this concept were analyzed as ultraconservative online algorithms (Crammer
and Singer, 2001b).
These subtle changes have significant consequences — most notably the commonly used network
of linear threshold gates can now learn every hypothesis it is capable of representing, since the
meta-algorithm for constraint classification using perceptron is guaranteed to converge.
3.4 Generalization Bounds
A PAC-style analysis of multi-class functions that uses an extended notion of VC-dimension for
multi-class case (Ben-David et al., 1995) provides poor bounds on generalization for WTA, and the
current best bounds rely on a generalized notion of margin (Allwein, Schapire, and Singer, 2000).
In this section, we prove near-tight bounds using the new framework.
We seek generalization bounds for learning with H, the class of linear sorting functions (Def-
inition 3.2.4). Although both VC-dimension-based (based on growth function) and margin-based
bounds for the class of hyperplanes in Rkd are known (Vapnik, 1998; Anthony and Bartlett, 1999),
they cannot directly be applied since P(S) produces points that are random, but not independently
drawn.
In this section, generalization bounds for linear threshold functions in the kd-dimensional space
are used to indirectly bound generalization error of the original, d-dimensional space, low dimension,
constraint classification problem.
3.4.1 Growth Function-Based Bounds
Although VC-dimension cannot be used explicitly for constraint classification problems, bounds
based on the growth function can be used. See Section 2.7 for the definitions of the growth
function GH(m) and how it relates via Sauer’s lemma to the VC dimension of a concept class.
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Growth Function for Linear Sorting Functions
When considering binary classification tasks, the fundamental characteristic of a hypothesis class
H used to bound generalization error is that for any set of examples there exists only a finite
number of effective hypotheses. That is, there are only limited number of ways that a set of m
examples can be labeled according to H. This property is what facilitates the usage of GH(m)
(recall Definition 2.7.2) to bound generalization error. When assigning labels from {−1, 1}, the
trivial bound for the number of possible assignments is 2m, which can be extended easily to (k!)m
when assigning labels from Sk. In this section, we show that there exists a bound of (emk/d)kd
when H is the class of linear sorting functions.
It is also important to notice that all generalization bounds presented in this subsection are
fundamentally based on GE(m), and only by Observation 2.7.3, on GH(m).
Lemma 3.4.1 Let H be the class of linear sorting functions over k weight vectors, each in Rd,
then GH(m) ≤ kd log(emk/d).
Proof: Let S = (x1, . . . , xm) be a set of m unlabeled examples where xi ∈ Rd. Similar to the
definition of P(x, y) in Definition 3.3.3, PU (x) is defined for unlabeled examples as
PU (x) =
{
(Vec(x, i, j))
∣∣∣ (i, j) ∈ {1, . . . , k} × {1, . . . , k}} \ 0kd,
and PU (S) =
⋃
x∈S P
U (x).
Let H′ be the class of separating hyperplanes in Rkd. For every linear sorting function h ∈ H,
there is a linear threshold function h′ ∈ H′ which labels Vec(x, i, j) as positive if and only if i
precedes j in h(x). If h(x) = argsorti∈{1,...,k}wi · x, then h′(x′) = (w1, . . . , wk) · x′, where x′ ∈ Rkd,
satisfies this property. Notice that h′(V ec(x, i, j)) = wi ·x−wj ·x > 0 when wi ·x > wj ·x, precisely
when i precedes j according to h(x).
Therefore, we can bound GH(m) by GH′((k − 1)2m) since the number of examples in PU (S) is
(k−1)2m. Of course GH′((k−1)2m) is an over estimate since not all points in Rkd can be examples
in PU (S) (every example in PU (S) has (k − 1) ∗ d zeros, for example). Then,
kd < GH′((k − 1)2m) < kd log(emk/d),
since the VC-dimension of H′ is kd− 1, by Lemma 2.7.8 and simple algebra,
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Theorem 3.4.2 For any 0 < δ < 1, any h ∈ H, the class of linear sorting functions over k linear
functions in Rd, where h : Rd → Sk, given S = ((x1, y1), . . . , (xm, ym)), a sample of size m drawn
i.i.d. from DRd×S¯k , with probability at least 1− δ,
err(h) ≤ err(S, h) +
√
4
kd log(2emk/d)− log δ/4
m
+
1
m
Proof: The proof follows from proof of (Vapnik, 1998, Theorem 4.1). This bound is a conse-
quence of bounding the probability that any hypothesis taken from H will differ by more than ε
on two finite half-samples. Since we are bounding the probability that the two errors will differ, it
suffices to consider only how many different possible error vectors might be generated when allowed
to choose any h ∈ H. Since the number of ways that H can err on any given example set is less
than the total possible assignments of labels from H on that set, it is possible to phrase the gener-
alization bounds based on the multi-class growth function as well as the binary growth function as
is done by Vapnik. In particular, interpreting the bound of Lemma 3.4.1 as a bound on the number
of indicator vectors generated by H on a sample of size m, as suggested in Observation 2.7.3, and
plugging it into Vapnik’s proof, results in the required bound. Indeed,
err(h) ≤ err(S, h) +
√
4
GH(2m)− log δ/4
m
+
1
m
≤ err(S, h) +
√
4
kd log(2emk/d)− log δ/4
m
+
1
m
.
The bound of Theorem 3.4.2 can be extended also for the case where there is no error on the
sample (i.e. err(S, h) = 0).
Theorem 3.4.3 For any 0 < δ < 1, any h ∈ H, the class of linear sorting functions over k linear
functions in Rd, where h : Rd → Sk, given S = ((x1, y1), . . . , (xm, ysize)), a sample of size m drawn
i.i.d. from DRd×S¯k , with probability at least 1− δ, the inequality
err(h) ≤ err(S, h) + 2GH(2m)− log δ/4
m
(
1 +
√(
1 +
m · err(S, h)
GH(2m)− log δ/4
))
holds true, where GH(2m) = kd log(2emk/d) (see Definition 2.7.2).
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Proof: Omitted, as it follows by the same argumentation used in Theorem 3.4.2 and modification
to the proof of (Vapnik, 1998, Theorem 4.2) in a straightforward fashion.
Corollary 3.4.4 To guarantee that the sampled error differ from the true error by less than ε with
probability at least 1 − δ, it is sufficient to draw m > m(ε, δ) examples drawn i.i.d. from DRd×S¯k
where, m(ε, δ) = O
(
1
ε2
max
(
kd log kd
ε2
, log 1δ
))
.
If we are able to find a classifier h which is consistent on all the examples (i.e. err(S, h) =
0), then to achieve true error less than ε, we need to pick m > m1(ε, δ), where m1(ε, δ) =
O
(
1
ε max
(
kd log kd
ε2
, log 1δ
))
.
Proof: Follows by simple algebra from Theorem 3.4.2 and Theorem 3.4.3.
3.4.2 Margin-Based Generalization Bounds
In this sub-section, we consider the case when there exists a large margin separating hyperplane for
the expanded point set in Rkd. Bounds for the binary case show that as the separation increases the
generalization improves, independent of the dimension of the data. Here, we extend these bounds
to the constraint classification setting, thus providing a theoretical justification for using algorithms
that maximize margin, including support vector machines, to learn constraint classifiers. We start
out by providing a very natural definition of margin for the constraint setting, the multi-class
version of which was also used in previous multi-class support vector machine work (Crammer and
Singer, 2000b; Weston and Watkins, 1999).
Definition 3.4.5 (Binary Margin) The margin of an example (xi, yi), where (xi, yi) ∈ Rd ×
{−1, 1}, with respect to a separating hyperplane, h(x) = w · x, where w, x ∈ Rd, is defined to be
γi = yih(xi) = yi(w · xi).
The minimal margin over a set of examples, S = ((x1, y1), . . . , (xm, ym)), is defined to be
ρS(h) = min
(xi,yi)∈S
γi.
In light of the transformation described in Section 3.3.1, a natural extension of binary margin
to the constraint case can be derived. The constraint margin of a set of a set of examples, S, is
simply the binary margin of a hyperplane in high dimension of P(S).
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Definition 3.4.6 (Constraint Margin) The margin of an example (xi, yi), where (xi, yi) ∈ Rd×
S¯k, with respect to a linear sorting function, h(x) = argsorti∈{1,...,k}wi · x, where wi, x ∈ Rd, is
defined to be
γi = min
(j,j′)∈yi
(wj · xi − wj′ · xi).
The minimal margin over a set of examples, S = ((x1, y1), . . . , (xm, ym)), is defined to be
ρS(h) = min
(xi,yi)∈S
γi.
Given some linear threshold function achieving large margin (≥ γ) on m randomly drawn
input data, standard generalization bounds are known (Cristianini and Shawe-Taylor, 2000). With
probability 1− δ, generalization error is less than
errD(h) = ²(γ,m, δ,R,C) ≤ 2
m
(
64R2
γ2
log
emγ
8R2
log
32m
γ2
+ log
4
δ
)
, (3.1)
where the size of any example is less than R.
Theorem 3.4.7 (Constraint Margin Bound) Consider real-valued linear sorting functions H
with
∑
i∈{1,...,k} ‖w1‖ = 1, where h : Rd → Sk, and fix γ ∈ R+. For any probability distribution
D on Rd × S¯kC with support in a ball of radius R around the origin, with probability 1 − δ over m
random examples S, any hypothesis h ∈ H that has constraint margin ρS(h) ≥ γ on S has error
no more than
errD(h) = ²(γ,m, δ,R,C) ≤ 2C
m
(
256R2
γ2
log
emγ
32R2
log
32m
γ2
+ log
4
δ
)
provided m > 2² and
256R2
γ2
< m.
Proof: Consider P(S) in Rkd × {−1, 1} and notice that |P(S)| ≤ Cm. It is not possible to
apply Equation 3.1 directly because examples in P(S) are not independently generated. Therefore,
a new distribution D′ over examples in Rkd is used to generate a set of m examples, P′(S), in
Rkd × {−1, 1} based on the original set S.
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For each example (x, y) ∈ S, define P′(x, y) as a single point in Rkd×{−1, 1} chosen uniformly
at random from P(x, y). Then define
P′(S) =
⋃
(x,y)∈S
P′(x, y).
For each example generated randomly according to D′, Equation 3.1 can be applied to bound
the chance of making an error. Furthermore, since an error is made on example (x, y) if any
example from P(x, y) is classified incorrectly, it is necessary to guarantee that no error is made on
any constraint. If C is the maximum number of constraints per example, then by the union bound
and by noticing that the size of any example in P(x, y) is less than 2R, the theorem follows.
Observation 3.4.8 Because all learning problems described in Table 3.1 can be mapped to con-
straint classification with a fixed number of constraints, the bound in Theorem 3.4.7 applies. For
multi-class classification, there are k − 1 constraints and the above bound is similar to those given
in (Crammer and Singer, 2000b; Weston and Watkins, 1999).
In some problems, the number of constraints may be limited because of the nature of the
problem. For example, in (Golding and Roth, 1999), context-sensitive spelling correction is modeled
using small pre-constructed sets of words that are commonly confused, such as {they’re, their,
there} and {a, an, and}. Then, given a document, the algorithm proceeds from word to word
comparing how likely each word is compared to words in the same confusion set. The comparison
is made by using a learned linear function that is able to predict how likely a given spelling is
given the surrounding context. This setting is easily modeled in constraint classification where
the correct spelling must only be discriminated against similar words in the same confusion set.
The margin-based bounds presented above depend only on the number of similar words in each
confusion set.
3.5 Experiments
In this section, experiments are presented that show how constraint classification (CC) is used
for multi-class, multi-label, and ranking problems. All of the experiments use the perceptron
algorithm as the base binary learning algorithm and all algorithms use a linear representation.
We will see that constraint classification compares favorably to one-versus-all classification and is
55
Algorithm Online-CC-X
Input:
S = ((x1, y1), . . . , (xm, ym)),
where S ∈ {Rd × {1, . . . , k}}m
Output: A classifier h′
begin
Initialize-X (v1, . . .vk)
Repeat until converge
for i = 1..m do
for j = 1..k do
if vyi · xi < vj · xi then
Promote-X (vyi , xi)
Demote-X (vj , xi)
Set h′(x) = argsort{1,...,k} vi · x
end
(a) Online-CC
Algorithm Online-OvA-X
Input:
S = ((x1, y1), . . . , (xm, ym)),
where S ∈ {Rd × {1, . . . , k}}m
Output: A classifier h′
begin
Initialize-X(v1, . . .vk)
Repeat until converge
for i = 1..m do
for j = 1..k do
if j = yi do
if vj · xi ≤ 0 then
Promote-X(vyi , xi)
if j 6= yi do
if vj · xi > 0 then
Demote-X(vj , xi)
Set h′(x) = argsort{1,...,k} vi · x
end
(b) Online-OvA
Initialize-Perceptron(v1, . . .vk)
Set (v1, . . .vk) = 0kd
Promote-Perceptron(v, x)
v = v + x
Demote-Perceptron(v, x)
v = v − x
Initialize-Winnow(v1, . . .vk)
Set (v1, . . .vk) = 1kd
Promote-Winnow(v, x)
v = 2v
Demote-Winnow(v, x)
v = v/2
(c) X-Functions
Figure 3.4: (a) Online constraint classification learning algorithm for multi-class classification. (b)
Online OvA learning algorithm. (c) X-Functions describing the behavior of Winnow or perceptron.
virtually identical to the ultraconservative online algorithm. We also provide a brief comparison
to all-versus-all classification.
3.5.1 Multi-class Classification
We compare several variations of the multi-class algorithms described in this chapter. The perceptron-
based implementation of constraint classification (Perceptron-CC) is described in Figure 3.4(a).
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Conceptually, Perceptron-CC is the online version of using perceptron in the meta-algorithm in
Figure 3.2. Updates are dependent on which constraints have been violated; which, for multi-
class tasks, is simply the set of pairs that prefer the correct class over all incorrect classes,
{(yi, j) | j ∈ {1, . . . , k} \ yi}. First, we compare Perceptron-CC to OvA, which is implemented
by learning independent binary classifiers to separate each class from the rest. Perceptron-OvA
is written in such a way to make the differences from Perceptron-CC as clear as possible. In
fact, the difference is very subtle: in CC, the classifier is updated only when a global mistake results
from a constraint mistake, whereas in OvA, updates happen if for each class independent of global
performance. Given the similarity, it is perhaps surprising that one is guaranteed to converge (if a
solution exists) and the other is not.
In the following experiments, we use the same representation for both learning algorithms.
Specifically, a single prototype vector, wi ∈ Rd+1 represents each class i ∈ {1, . . . , k}, (thresholds are
absorbed by the weight vector by assuming that each example has a single 1 in a fixed dimension).
The classification for these approaches is simply a winner-take-all (WTA) multi-class classifier over
linear functions,
h(x) = argmax
y∈{1,...,k}
wk · x.
Data
As in previous multi-class classification work (Dietterich and Bakiri, 1995; Allwein, Schapire, and
Singer, 2000), we tested our algorithm on a suite of problems from the Irvine Repository of machine
learning (Blake and Merz, 1998). Some details of these data sets are in Table 3.2. We refer
to (Dietterich and Bakiri, 1995) for a more comprehensive discussion of the data. We point out
here only that the only data sets from the UCI repository with many examples (≥ 500) are the vowel,
isolet, and letter datasets, where the CC-style algorithms outperform the others most significantly.
In addition to the UCI datasets, we created a synthetic multi-class dataset generated according
to a linear sorting function over ten randomly generated linear functions in R100. Specifically, we
generated ten random vectors, w1, . . . , w10 ∈ [−1, 1]100 to be treated as center-points in R100. To
guarantee a reasonably uniform distribution of examples from each class, we repeated the center-
point generation 1000 times and choose the set with the largest Euclidean distance between the
closest two points. Then, to generate synthetic multi-class data, each example, x ∈ [−2, 2]100,
is labeled with the index of the closest center-point as measured by Euclidean distance, y =
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Dataset Features Classes Training Examples Testing Examples
glass 9 6 214 –
vowel 10 11 528 462
soybean 35 19 307 376
audiology 69 24 200 26
ISOLET 617 26 6238 1559
letter 16 26 16000 4000
Synthetic* 100 3 50000 50000
Table 3.2: Summary of problems from the UCI repository. The synthetic data is sampled from a
random linear sorting function (see Section 3.5).
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Figure 3.5: Comparison of constraint classification meta-algorithm using the Perceptron algorithm
to multi-output Perceptron using the OvA assumption. All of the results for the constraint classi-
fication algorithm are competitive with the known. The synthetic data would converge to 0 error
using constraint classification but would not converge using the OvA approach. In the graph, lower
error is better performance.
argmini ‖x − wi‖. When running the experiments, we assume that there is an infinite supply of
this synthetic data, and each new example is generated randomly both in training and testing.
Results
A summary of the results are reported in Figure 3.5. It is clear that constraint classification
outperforms the traditional OvA algorithm.
For a more detailed comparison, we provide graphs of one of these experiments along with
three additional algorithms – Rand-CC, UltraConserv and AvA– that show that different fla-
vors of constraint classification behave very similarly2. In Figure 3.2(a), the meta algorithm for
2Results on all experiments were virtually identical, so only one detailed experiment was provided.
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Figure 3.6: Accuracy versus total number of updates.
constraint classification transforms the examples to a set of pseudo-examples. An online algo-
rithm that samples randomly from the pseudo-examples corresponds to an algorithm that sam-
ples random example/constraint pair. This random constraint classification algorithm, Rand-
CC more closely matches what we think of as the “true” constraint learning algorithm. Addi-
tionally, we compare with a recent work in online algorithms, ultraconservative online percep-
tron (UltraConserv)(see (Crammer and Singer, 2001b) and Section 2.3.5) for multi-class prob-
lems where, for each example, only the incorrect constraint is updated, as opposed to Perceptron-
CC which updates all incorrect constraints. For the case of AvA, there are
(
k
2
)
prototype vectors.
We used AvA in a form that uses hamming decoding, although it is important to note that we
make no attempt to optimize the decoding.3 Because Rand-CC may go long stretches without
updating, we plot the performance as a function of the number of updates. See Figure 3.6 for
details.
3.5.2 Multi-label Classification and Ranking
It is straightforward to adapt Perceptron-CC learning algorithm in Figure 3.4 beyond the multi-
class problem for any constraint classification problem. Specifically, rather than check for each label
other than the single multi-class label we can simply check that for each constraint, (a, b) ∈ y, it
holds that va · xi ≥ vb · xi, otherwise, update.
3Of course, this is one of the drawbacks of all-versus-all classification. In fact, it is interesting to note that ECOC
generalizes all-versus-all classification in this way.
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In multi-label classification, the learner sees examples (x,y) such that y ∈ ⋃l∈{1,...,k} ({1,...,k}l ).
Modeled as a constraint example, (a, b) is a constraint if a ∈ y and b ∈ {1, . . . , k} \ y. As a
result, Perceptron-CC attempts to learn a function such that the score of all correct labels is
higher than the score of all classes that are not correct labels (i.e. va · x > vb · x for all a ∈ y,
b ∈ {1, . . . , k} \ y). If such a classifier can be found, then each example will produce the highest
scores for its’ correct classes and lowest scores for incorrect classes.
In this work, we do not attempt to produce a true multi-label classifier that must still determine
how many labels to output. Recent work using similar scoring functions use the values of the scores
to try to set a break. One common approach is to look for a breakpoint based on a large gap
between the scores of two classes. Such a large margin gap approach requires one to train with
the objective of maximizing this gap during training (McDonald, Crammer, and Pereira, 2005). A
second approach is to use a fixed or functional threshold. Specifically the classifier outputs a class
a if va ·x > θ ·x (Aiolli and Sperduti, 2003; Elisseeff and Weston, 2002). However, notice that this
thresholding reduces to an OvA implementation, since the goal is now to find a v′a = (va−θ) such
that v′a · x > 0 when a is a correct output class. This observation holds for all linear thresholding
functions (either global, as written here, one-per-class, or fixed). As a result, we focus only on
learning the underlying scoring functions and assume that the number of labels is provided with
each examples (the l-multi-class problem from Table 3.1).
As with the multi-class experiments above, we evaluate the CC approach and compare it with
the simple, but widely used, OvA approach where k classifiers are trained independently – an
example is considered positive (or negative) classifier i if the label i ∈ y (i ∈ {1, . . . , k} \ y).
To convert a ranking example, into the CC setting is straightforward. Each label is a fully or-
dered list represented as a permutation of {1, . . . , k}, and therefore, we can simply write constraints
to preserve that order. Specifically, given an example (x,y) where y ∈ Sk, we create a constraint
(yi, yi+1) for i = 1 . . . k − 1. Prediction for ranking is also straightforward since the full ordering is
desired.
Data
The first dataset we used for multi-label classification is the Yeast Genome Dataset (Elisseeff
and Weston, 2002)4. This data consists of 1500 training and 917 testing examples that each
describe a gene with 103 features. The features are the concatenation of two profiles of a gene,
4The yeast data can be found at the libsvm tools page http://www.csie.ntu.edu.tw/c˜jlin/libsvmtools/
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the expression level profile and the phylogenetic profile. Classes correspond the the function of
each gene. See (Pavlidis et al., 2001) for details of the data. For our purposes, it suffices to
know that there are 14 distinct classes and the number of labels per example ranges from 1 to 11
with an average of 4.24 labels per example. The second dataset, again with multi-label examples,
is the Reuters Corpus Volume I (RCV1) dataset (Lewis et al., 2004) composed of over 800, 000
manually categorized newswire stories5. RCV1 is composed of stories produced between August
20, 1996 and August 19, 1997. The labels correspond to topics such as Corporate, Economics,
Government, and of industry codes such as Metals and Minerals and Construction. In
total, there are 101 distinct classes. We used a pre-processed subset of the data with 15000 training
and 15000 testing examples consisting of 47, 236 features and 101 classes (See (Lewis et al., 2004)
for details). The maximum number of labels for any example is 13 in our selection with an average
of 2.9 labels per example.
Finally we applied the algorithms to synthetic multi-label and ranking data. Data was generated
in the same way as the multi-class data, however the label for the multi-label examples were
generated by taking the three closest center points, y = argmax3i∈{1,...,k} ‖x−wi‖. For the ranking
labels we set y = argsorti∈{1,...,k} ‖x−wi‖. Then, constraint labels were generated for each examples
based on their multi-label or ranking labels.
Evaluation Measures
There are many evaluation metrics for multi-label classification. We follow presentation in (Elis-
seeff and Weston, 2002) and give a brief summary of each metric here. Given, y and yˆ =
argsorti∈{1,...,k}wi · x, set l = |y| to be the number of labels in y and yˆ[1:l] to be the l highest
scoring labels in yˆ. The Hamming Loss6 is defined as
HL(y, yˆ) =
1
k
|y∆yˆ[1:l]|,
where ∆ is the symmetric difference between two sets. The Hamming loss counts the total number
of labels that are either under-predicted or over-predicted. A second error is the simple 1-err that
treats each prediction as a multi-class prediction and is correct if the predicted label exists in the
5RCV1 also available from the libsvm site
6Here, we assume that we know the number of labels in the predicted label, however this is not necessary for the
hamming loss definition.
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1-err any-err CC / rank hamm
RCV1
CC 5.61 31.62 0.74 0.45
OvA 20.75 74.34 10.38 1.47
yeast
CC 35.75 86.46 22.61 11.88
OvA 38.38 97.14 32.24 14.97
synthetic multi-label
CC 0.05 13.00 00.75 1.30
OvA 21.60 85.40 19.77 11.95
synthetic ranking
CC - 21.54 0.21 -
OvA - 93.23 12.49 -
Table 3.3: Constraint classification versus one-versus-all learning on Multi-labeled data.
label set. Specifically the 1-err is
1-err(y, yˆ) =
 0 if yˆ[1] ∈ y1 otherwise
It is equal to classification error if the example is multi-class where there is exactly one label per
example. A third loss, defined by error any-err(y, yˆ), to be an error if y and yˆ1 : l do not match
exactly,
any-err(y, yˆ) =
 0 if yˆ[1] = y1 otherwise
Finally, a fourth loss used for multi-label classification, the Ranking Loss, is equivalent to the
constraint classification loss and represents the average fraction of constraints that are not correctly
ordered. If y¯ = {1, . . . , k} \ y then the ranking loss is
RL(y, yˆ) =
1
|y||yˆ| |(i, j) ∈ y × y¯ s.t. r(yˆi) ≤ r(yˆj)|,
and represents the average fraction of pairs that are incorrectly ordered.
See Table 3.3 for a summary of the results.
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3.6 Related Work
As one of the principal problems in machine learning, multi-class classification has many proposed
solutions. Here, we review some relevant and related work to provide a context for constraint
classification. Here we focus on classifiers and algorithms that do not have trivial extensions to the
multi-class setting.
The algorithm we propose for constraint classification using linear prototype vectors is Kesler’s
construction (extended to the constraint setting). To our knowledge, the construction was related
to Nils Nilsson by Kesler in 1965 and first appeared in print in 1965 (Nilsson, 1965). It is surprising
that it has not been used in more work on multi-class classification and has been replaced by the
OvA and AvA methods as the default methods for learning classifiers for many classes. We hope
that this work helps to re-introduce this clever construction.
Perhaps the most related technique to ours has been proposed in the optimization literature
for multi-class SVM (Bredensteiner and Bennett, 1999; Weston and Watkins, 1999) and further
exemplifies the generality of our framework. It is a simple task to set up constraint classification
as an optimization problem with linear constraints when we seek a solution to the linear sorting
function. It is worth noting that these constraints are identical to the constraints in the Kesler
construction. Specifically,
minimize Φ(w1, . . . , wk),
subject to constraints derived from examples in S,
wi · x− wj · x > 1, ∀(x, y) ∈ S,∀(i, j) ∈ y.
The solution w∗ = (w∗1, . . . , w∗k) that minimizes Φ(·) can be interpreted as the coefficients of a linear
sorting classifier consistent with the constraints given in a constraint classification problem. When,
Φ(·) is the 1-norm or 2-norm, the above is a linear or quadratic programming problem, respectively.
This observation has been leveraged to create multi-class versions of the SVM classifier (Breden-
steiner and Bennett, 1999; Weston and Watkins, 1999). One would discover the same solution (for
the quadratic case) when using the support vector machine algorithm over the pseudo-example set,
P, described in Definition 3.3.3. In addition, while w∗ is certainly one feasible solution, there are,
in fact, many others. In the current work, we view the constraint classification problem as a fea-
sibility problem rather than an optimization problem. Therefore, any standard learning algorithm
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for binary classification can be used – including perceptron, winnow, and kernel-based SVM’s.
Logistic regression (Hastie, Tibshirani, and Friedman, 2001) for multi-class classification uses
linear functions to estimate probability of a class given the example. Essentially, the model uses a
log-linear representation to calculate
P (y = i|x) = exp(wi · x)
Z
,
where Z = 1+
∑
j=2..k exp(wj · x) is a normalization parameter. For logistic regression, learning is
the task of finding parameters so that these probability estimates are accurate, typically by finding
the maximum likelihood estimates. Alternatively, the approach taken in this chapter searches for
a set of parameters such that the classification produces low error, and is thus a discriminative
approach, rather than a probability estimation problem.
In the multi-class setting, the meta-algorithm proposed here reduces to algorithms recently
proposed in the literature. Using online perceptron, the algorithm reduces to one of the many
forms of an ultraconservative online algorithm (Crammer and Singer, 2001b), where updates are
performed only “when necessary”. In this way, an ultraconservative algorithm will not make any
updates if no global error was made. Using online winnow, the algorithm becomes a multi-class
implementation of winnow. An identical algorithm can be extracted from related work on multi-
class winnow (Mesterharm, 2000) using sub-experts. Marsterharm observed that linear machines
for multi-class classification can be learned if each attribute is considered a sub-expert.
In the current work, there was little attention given to the loss function governing the various
CC-based algorithms. However, since the original publication of (Har-Peled, Roth, and Zimak,
2002; Har-Peled, Roth, and Zimak, 2003), the preference learning model (PLM) (Aiolli and Sper-
duti, 2005a) was proposed as an extension of CC that can incorporate various loss functions. The
preference model, uses sets of graphs to represent the partial order relation over classes that are
represented in the current work as constraints. The benefit of using sets of graphs is that the error
of each example can be more accurately measured by considering the sum of the error for each
graph. Then, using this more accurate (and problem dependent) measure of error, the PLM is
learned by finding parameters for the model that minimize the loss function associated with more
accurate error.
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3.7 Discussion
We think constraint classification provides two significant contributions to multi-class classifi-
cation. Firstly, it provides a conceptual generalization that encompasses multi-class classification,
multi-label classification, and category ranking problems in addition to problems with more complex
relationships between labels. Secondly, it reminds the community that the Kesler construction can
be used to extend any learning algorithm for binary classification to the multi-class (or constraint)
setting.
Section 3.5 showed that the constraint approach to learning is advantageous over the one-versus-
all approach on both real-world and synthetic data sets. However, preliminary experiments using
various natural language data sets, such as part-of-speech tagging, do not yield any significant
difference between the two approaches. We used a common transformation (Even-Zohar and Roth,
2001) to convert raw data to approximately three million examples in one hundred thousand di-
mensional boolean feature space. There were about 50 different part-of-speech tags. Because the
constraint approach is more expressive than the one-versus-all approach, and because both ap-
proaches use the same hypothesis space (k linear functions), we expected the constraint approach
to achieve higher accuracy. Is it possible that a difference would emerge if more data were used?
We find it unlikely since both methods use identical representations. Perhaps, it is instead a result
of the fact that we are working in very high dimensional space. Again, we think this is not the case,
since it seems that “most” random winner-take-all problems (as with the synthetic data) would
cause the one-versus-all assumption to fail.
Rather, we conjecture that for some reason, natural language problems (along with the trans-
formation) are suited to the one-versus-all approach and do not require a more complex hypothesis.
Why and how this is, is a direction for future speculation and research.
3.8 Conclusions
The view of multi-class classification presented here simplifies the implementation, analysis, and
understanding of many preexisting approaches. Multi-class support vector machines, ultraconser-
vative online algorithms, and traditional one-versus-all approaches can be cast in this framework.
It would be interesting to see if it could be combined with the error-correcting output coding
method in (Dietterich and Bakiri, 1995) that provides another way to extend the OvA approach.
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Furthermore, this view allows for a very natural extension of multi-class classification to constraint
classification – capturing within it complex learning tasks such as multi-label classification and
category ranking. Because constraint classification is a very intuitive approach and its implemen-
tation can be carried out by any discriminant technique, and not only by optimization techniques,
we think it will have useful real-world applications.
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Chapter 4
Multi-Prototype Margin Perceptron
We introduce the multi-prototype margin perceptron (MPMP) for multi-class learning. It is an
extension to the traditional perceptron where a collection of linear discriminant functions is asso-
ciated to each class rather than a single prototype as in the traditional perceptron algorithm. It
is also an extension of Constraint Classification when using perceptron as the base learning algo-
rithm. MPMP can represent non-linear decision surfaces and naturally captures the multi-class
setting. We show that it provides a viable alternative to kernel methods for learning complex clas-
sifiers while being faster to train and producing very compact models. We present generalization
bounds and experimental results confirming the effectiveness of the method on a variety of domains
including a very large NLP dataset.
4.1 Introduction
Learning algorithms working with a linear decision space, such as the perceptron algorithm and
support vector machines (SVMs), are extremely popular in the machine learning community for
both binary and complex labeling tasks. They can perform well on real world applications and
are well understood from a theoretical perspective. For example, if there exists a linear separation
of input data, the perceptron algorithm is guaranteed to converge given enough data – and the
resulting function is guaranteed to exhibit high accuracy on unseen data. On the other hand, the
SVM classifier, as well as other large margin classifiers, provides performance guarantees based
on data-dependent measures of separability. Therefore, it is desirable to learn linear discriminant
functions for classification.
Unfortunately, there is no guarantee that a new problem will be linearly separable, and perhaps
no linear discrimination can perform well. To address this problem, one must use a more complex
hypothesis or add additional information. Kernel methods implicitly use a more complex feature
space, while feature engineering techniques add informative features directly to the input space.
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Both approaches map the input space into a more expressive representation (note that the latter
adds information). Although both methods are often successful in practice, both require a great
deal of care to work well. If the mapping is too expressive, either by a complex kernel or by
overly-informative features, learning can overfit the data. Often, the most successful approaches in
practice involve simple kernels (for example, low degree polynomials) or the “right” feature set for
the task. Indeed, finding the best mapping can be more art than science and improved performance
in state-of-the-art applications is often due to a created expert rather than to an improved learning
algorithm.
In this chapter, we explore an alternate method for creating nonlinear decision functions by
combining many linear prototypes. Various other methods exist for creating piecewise linear classi-
fication systems. A notable example is the learning vector quantization (LVQ) family of algorithms
(Kohonen, 2001) where a set of prototypes (codewords) are associated with the respective classes
and the classification is performed on the basis of the class associated to the closest prototype.
Although fast to train, this model generally does not perform as well as kernel methods. A
more recent example of a multi-prototype based classifier is the multi-prototype SVM (Aiolli and
Sperduti, 2005b), where it was shown that piecewise linear functions can achieve performance com-
parable to the best performing kernel machines. However, multi-prototype SVMs are very slow to
train, as they requires the repeated solution of multiple quadratic sub-problems — an onerous task.
Additionally, memory requirements render it impossible to train this algorithm using hundreds of
thousands or millions of examples.
The MPMP learning algorithm presented in this chapter aims to directly optimize performance
while maintaining the speed and robustness inherent in online approaches. A MPMP is a multi-
class classifier composed of a set of prototype vectors for each class. Given a new example, a
score is computed as a linear function of each of the prototype vectors for each class. The final
assignment is simply the class associated with the prototype vector achieving the highest score.
Thus the decision boundary for a MPMP is piecewise linear and its’ complexity is determined
by the number of prototypes. With more prototypes, the classifier is more expressive, and can
represent any function when enough prototypes are used. See Figure 4.1 for a pictorial comparison
of linear discriminant functions, kernel functions and piecewise linear decision functions. Notice
that with enough regions, the piecewise linear function could classify any data set.
In many natural language tasks, state-of-the-art systems utilize n-gram, as well as other con-
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(a) (b) (c)
Figure 4.1: Binary classification task. (a) Linear classifiers can divide the space into only two
regions with a linear border. (b) Multi-prototype margin perceptron divides the instance space
into a piecewise-linear decision boundary. (c) Kernel-based methods can divide the space into
arbitrarily complex regions.
junctive features. Because linear threshold functions can represent conjunctions over the input
features, the MPMP, using n prototypes per class can represent a n-term DNF (a subset of the
n-gram model). Therefore, hopefully MPMP will be suitable for NLP tasks as a way to increase
expressiveness without directly adding conjunctive features. We show in Section 4.5 experiments
suggesting that MPMP can achieve high accuracy using few (say 2 to 15) prototypes.
Section 2.5 introduces the multi-prototype approach to learning and presents work done on the
related multi-prototype SVM. Section 4.3 presents the MPMP algorithm using stochastic gradient
descent to search over the non-convex solution space. In Section 4.4 a theoretical analysis of the
proposed method is presented by giving generalization bounds for MPMP. In section 4.5, we present
experimental results on a suite of data sets including an important natural language problem,
semantic-role labeling. Specifically, we show that results on a dataset using a set of basic features
can compete with a dataset with more expressive features and explicitly generated conjunctions of
basic features. The data set used is very large (over 170, 000 examples).
4.2 The Multi-prototype Setting
Let us start by introducing definitions and notation that will be used in this chapter. We are
given a labeled training set S = {(x1, y1), . . . , (xn, yn)}, where xi ∈ X are the examples in an
inner-product space X , for example X ≡ Rd and yi ∈ Y = {1, . . . ,m} the corresponding class or
label.
A multi-prototype classifier is a function H : Rd → Y defined by over a set of scoring functions
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parameterized by prototypes, w = (w1, . . . ,wR) ∈ Rd×R. For each prototype, there is a scoring
function fr : Rd → R. In addition, we introduce a many to one mapping C : {1, . . . R} → Y, from
prototypes to classes, where C(r) represents the class associated to prototype r. This mapping
associates each prototype to its output class. Then the decision rule (a.k.a. winner-take-all rule)
H(x) = C(argmax
r∈{1,...R}
fr(x)), (4.1)
defines a multi-prototype classifier. Note that LVQ can also be considered a sub-case of the same
family of classifiers with a scoring function based on the distance between the example and the
prototype.
In this chapter we focus on a typical instantiation for dot-product based methods, i.e.
fr(x) = wr · x, ∀r ∈ {1, . . . R}
and is referred to as the similarity score (or simply score) of the r-th prototype for the instance
x. Note that this form can embed the bias term by considering input vectors of dimension d + 1
augmented with a fixed coordinate.
Next, we define the set of positive prototypes for a class y as the set of prototypes Py =
{u| C(u) = y} and the set of negative prototypes as Ny = {v| C(v) 6= y}.
A natural definition for the margin in the multi-prototype case has been proposed (Aiolli and
Sperduti, 2005b) as
ρ(x, y|w) = max
u∈Py
wu · x− max
v∈Ny
wv · x (4.2)
= max
u∈Py
min
v∈Ny
ρuv(x|w). (4.3)
where ρuv(x|w) = fu(x)− fv(x) for u ∈ Py and v ∈ Ny. Notice that ρ(x, y|w) is greater than zero
if and only if the example x is correctly classified. This definition reduces to the multi-class margin
defined for the SVM case (Crammer and Singer, 2000a) when there is only a single prototype per
class.
Now, let l : R → R+ a decreasing and non-negative loss function. The loss for the example
(x, y) is defined as
L(x, y|w) = l(ρ(x, y|w)) = min
u∈Py
max
v∈Ny
l(ρuv(x|w)) (4.4)
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To measure the actual error, one can set the loss to be the indicator function l(ρ) = I(ρ), where
I(ρ) = 1 when ρ ≤ 0 and 0 otherwise. Then L(x, y|w) = 1 and there is an error if and only if there
is no positive prototype uˆ ∈ Py of the correct class y that has higher score than all the prototypes
in Ny. Other losses can be used here as well. In the following, we mainly consider a specific loss,
namely the hinge loss l(ρ) = [1 − ρ]+ = max(0, 1 − ρ). It can easily be checked that I(ρ) ≤ l(ρ)
holds, and thus L(x, y|w) upper bounds the zero/one error.
According to the structural risk minimization principle (Vapnik, 1998), we wish to find the
optimal solution that is both reasonably ’simple’ and minimizes the empirical risk, i.e. we are
searching for a hypothesis
w∗ = argmin
w∈Rd×R
∑
(x,y)∈S
L(x, y|w) + µR(w)
= argmin
w∈Rd×R
∑
(x,y)∈S
min
u∈Py
max
v∈Ny
l(ρuv(x|w)) + µR(w)
(4.5)
where R(w) is a regularization term weighted by µ, the trade-off parameter. This optimization
problem is non-convex when more than one prototype per class is used, and therefore may have
many local minima.
4.3 The MPMP Algorithm
One solution to the optimization problem in Equation 4.5 is the MProtSVM, an iterative solution
that alternates between finding the best prototype parameters and the most likely assignment
of prototypes for each example. In this section, we present an online algorithm to solve the same
problem, where the two kinds of optimizations are performed simultaneously. This model overcomes
the drawbacks of MProtSVM by working directly on the objective function in Equation 4.5, thus
speeding up the solution of the corresponding problem.
We start by describing a straightforward gradient descent based solution. It turns out that
the online update simply updates a pair of prototypes at each step and very closely resembles the
standard perceptron algorithm. Unfortunately, as we will see, this straightforward approach is not
enough, since it leads, empirically, to poor local minima of the objective function. To overcome
this, we propose an intuitive stochastic search optimization procedure.
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4.3.1 A Greedy Solution
Following a principled approach for on-line learning aiming at minimizing the objective function
in Equation 4.5, the update rules are defined by following a gradient-descent based rule. For
simplicity, we first consider the case where we disregard the regularization term (i.e. we set µ = 0).
In this case, the gradient of the loss with respect to the parameters is
∂L(x, y)
∂w
=
∂l
∂ρ
(ρuˆvˆ(x, y))
∂ρ
∂w
(x, y), (4.6)
where (uˆ, vˆ) = argminu∈Pt argmaxv∈Nt l(ρuv(xt)), and η is the learning coefficient. The update at
time t will be in the form w(t+ 1) = w(t)− η ∂L(xt,yt)∂w .
Notice that, unlike the MProtSVM which is tailored to the hinge loss, this method is flexible
and can accommodate any differentiable loss. However, for the purposes of this chapter we focus
on the hinge loss.
In this case, we have the following simple derivation
∂ρ
∂wr
(x, y) =

−x if r = uˆ
+x if r = vˆ
0 otherwise
(4.7)
and
∂l
∂ρ
(ρuˆvˆ) =
 −1 if ρuˆvˆ ≤ 10 otherwise. (4.8)
In order to move the weight vector w in the direction dictated by the gradient, the weights will
be updated only for the examples which do not have a sufficient margin, and in this case only the
weights wuˆ and wvˆ will be updated such that
wuˆ(t+ 1) = wuˆ(t) + ηx
wvˆ(t+ 1) = wvˆ(t)− ηx.
When regularization is applied (i.e. µ > 0), we have the following simple modification to the
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update rule. With R(w) = 12 ||w||2, we have
w(t+ 1) = w(t)− η(∂L(xt, yt)
∂w
+ µ
∂R(w)
∂w
) = (1− ηµ)w(t)− η∂L(xt, yt)
∂w
Thus, the update is the same as above when all the weight vectors are previously scaled by an
opportune amount (1− ηµ).
4.3.2 Stochastic Search Optimization
Indeed, if the final highest scoring prototype for each example was known apriori, the problem in
Equation 4.5 would be convex since the min operator would disappear. Unfortunately, these correct
assignments are unknown. A possible solution is however to follow a greedy approach which at
each iteration chooses (uˆ, vˆ) for a given example as the current highest scoring prototype. However,
it is easy to see that this approach will often fail if these assignments are not relatively accurate.
A similar issue is present on other EM-like procedures, like k-means and LVQ for example.
To overcome this problem we resort to a stochastic search over the space of assignments. In par-
ticular, we follow a simulated annealing-like procedure which eventually converges to the gradient
descent procedure. In the initial stages of the algorithm, rather than commit to the assignments
determined by the correct hypothesis, we employ a method that randomly chooses which vector to
update. However, after some time, the working hypothesis improves and we have more confidence
in the predictions.
The MPMP algorithm described here follows this intuition. Rather than choose the prototypes
(uˆ, vˆ) in Equation 4.6 that lead in the direction of the gradient, we choose based on a probability
distribution over the positive prototypes P (u). This probability depends on a cooling parameter
λ = [0,∞) as
P (u) ∝ e−λl(ρuv˜(x,y)) ∝ e−λ(l(ρuv˜(x,y))−minu∈Py l(ρuv˜(x,y))
such that
∑
u∈Py P (u) = 1, v˜ = argmaxv∈Ny l(u, v) = argmaxv∈Ny wv · x.
To understand the suggested stochastic procedure, it is helpful to observe how the behavior of
the algorithm changes for various values of λ. When λ = 0 (maximum entropy), P (u) = P (u′) for all
positive prototypes u, u′ ∈ Py, and P (u) is the uniform distribution. Thus, there is equal chance of
choosing any assignment. On the other hand, as λ→∞ (minimum entropy), the probability mass
73
Algorithm MPMP
Input: S ∈ {X × Y}n
Output: {wr}r=1,...,R ∈ Rd
Initialize wr = 0, r = 1, . . . , R
Set λ = 0
Repeat until convergence
for each (x, y) ∈ S do
λ = λ+ α
(uˆ, vˆ, luˆ) = Choose(x, y,w, λ)
Regularize(w, η, µ)
If luˆ ≥ 0
wuˆ ← wuˆ + ηx
wvˆ ← wvˆ − ηx
Choose(x, y,w, λ)
vˆ = argmaxv∈Ny wv · x
for each u ∈ Py
ρu(x, y|w) = wu · x−wvˆ · x
lu = [1− ρu(x, y|w))]+
Compute P (u|λ, lu)
Choose uˆ according to P (u)
Output (uˆ, vˆ, luˆ)
Regularize(w, η, µ)
for each r ∈ {1, . . . , R}
wr ← (1− ηµ)wr
Figure 4.2: The multi-prototype margin perceptron(MPMP) algorithm. For details of how to
calculate P (u), see Section 4.3.2.
concentrates on few prototypes. Specifically P (u) → 0, unless l(ρuv˜(x, y)) = minu∈Py l(ρuv˜(x, y)).
In this case, the choice of (u, v) is no longer stochastic – it is the positive/negative prototype
pair (uˆ, vˆ) defined in Equation 4.6 and the procedure converges to the traditional gradient descent
algorithm.
This choice of stochastic assignment seems intuitively appealing. Initially, prototype vectors are
chosen randomly. However, as the algorithm progresses and becomes more accurate, it is reasonable
to assume that we are close to a global minimum (or near minimum) and can update the prototype
with the minimum loss. By varying λ during training, the algorithm performance reflects this
change.
4.3.3 The Algorithm
The algorithm for the multi-prototype margin perceptron (MPMP) is shown in Figure 4.2. The
cooling parameter λ is updated linearly with the number of seen examples, i.e. λ(t) = αt, α > 0.
4.4 Generalization Bounds
In this section, we revisit both margin-based and VC-style generalization bounds for MPMP.
Theorem 4.4.1 (Margin-based Bound) Suppose we are able to classify a random sample of n
labeled examples using a MPMP with q prototypes for each of the m classes and weight matrix w,
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then we can bound the generalization error with probability greater than 1− δ to be less than
1
n
(
D||w||2 log(4en) log(4n) + log(2(2n)
K
δ
)
)
where D = 130R2q(m − 1 + q), K = 12q2m(m − 1) and R is the radius of a ball containing the
support of the distribution.
The proof follows from the proof of margin bounds for Perceptron DDAG (Platt, Cristianini,
and Shawe-Taylor, 2000) by constructing an appropriate Perceptron DDAG that can represent a
given MPMP. See (Aiolli and Sperduti, 2005b) for the proof.
Theorem 4.4.2 (Growth Function Bound) For any 0 < δ < 1, any multi-prototype perceptron
HM (·) with q prototypes for each of the m classes, given S a sample of size n drawn i.i.d. from
DRd×{1,...,m}, with probability at least 1− δ
errD(HM ) ≤errS(HM )+√
4
qmd log(2enqm/d)− log(δ/4)
n
+
1
n
(4.9)
Proof sketch: The growth function for the class of MPMPs, ΠMPMP(m), is bounded above by
the growth function for the class of winner-take-all over affine functions, as there exist a simple
many to one mapping from HWTA to HMPMP. Specifically, for every MPMP function h(x) =
C(argmaxrwr · x), there is a corresponding R-class multi-class classifier h′(x) = argmaxrwr · x.
If, for any two examples x1 and x2, h′(x1) = h′(x2), then h(x1) = h(x2). As a result, distinct
partitions of any set of m examples according to the MPMP h imply distinct partitions according
to h′. Finally, ΠMPMP ≤ ΠWTA ≤ emR2/dRd. This last inequality follows by counting the number
of continuous regions in an arrangement of mR2 hyperplanes in RRd. See (Anthony and Bartlett,
1999) for details.
4.5 Experiments
In this section, we present experimental results using MPMP on various data sets. As a result,
we show that MPMP is a viable alternative to using kernels when learning non-linear decision
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Dataset SVM MPMP
q=1 q=3 q=5 q=10
Image 3.0 15.2 (15.0) 3.7 (3.2) 3.0 (2.7) 3.0 (2.5)
Waveform 10.3 13.59 (13.3) 10.0 (10.8) 10.0 (10.0) 9.9 (10.2)
Table 4.1: Generalization error of MPMP, SVM and MProtSVM on two UCI binary datasets.
Values in parenthesis are the corresponding MProtSVM results.
#Prot/class α = 100 α = 10 α = 1 α = 0.1
1 0.4278 0.4278 0.4278 0.4278
5 0.1576 0.1480 0.0667 0.0546
10 1.1502 0.1495 0.0597 0.0541
Table 4.2: Objective function values obtained varying the cooling parameter α on a folder of Image
dataset. Small α corresponds to a slower stochastic search.
functions. We present experiments on a suite of UCI data-sets and also on a real world natural
language task, semantic role labeling(SRL).
4.5.1 Experiments on UCI Data
To show that our method is a viable alternative to kernels and MProtSVM, we compared MPMP
against these methods on two binary UCI datasets (Image and Waveform) from the benchmark
of Ra¨tsch available over the web1. Image has 2310 examples (1300 train, 1010 test) and has 18
continuous valued features while Waveform has 5000 examples (400 train, 4600 test), and has 21
continuous valued features.
We compared the performance of MPMP with SVM with Gaussian kernel and MProtSVM as
reported in (Aiolli and Sperduti, 2005b), using 5-fold cross-validation for parameter tuning. Results
are reported in Table 4.1 which correspond to averages over the first 10 splits of the collection.
The number of prototypes for both MPMP and MProtSVM ranges from 1 to 10. As we can see,
the MPMP performance is comparable to that of MProtSVM and improves with the number of
prototypes. In both experiments, the performance reaches the level of the SVM classifier with only
few prototypes.
In all of our experiments, the quality of the value of the objective function depended on the
cooling parameter α controlling the stochastic search. As we can clearly see in Table 4.2, this
dependence is increased when using many prototypes.
1http://ida.first.gmd.de/∼raetsch
76
Groups #Features Ave.# Feat/ex
1 2998 3⋃
1, 2 8069 4⋃
1, 2, 3 92628 33.7⋃
1, 2, 3, 4 3806221 370.3
Table 4.3: Summary of SRL data.
4.5.2 Experiments on Semantic Role-Labeling (SRL) Data
SRL is believed to be an important task toward natural language understanding, and has immediate
applications in tasks such information extraction and question answering. The goal is to identify, for
each verb in the sentence, all constituents which fill a semantic role, and determine their argument
types, such as Agent, Patient, Instrument, as well as adjuncts such as Locative, Temporal, Manner,
etc. For example, given a sentence “ I left my pearls to my daughter-in-law in my will”, the goal
is to identify different arguments of the verb left which yields the output:
[A0 I] [V left ] [A1 my pearls] [A2 to my daughter-in-law] [AM-LOC in my will].
Here A0 represents leaver, A1 represents thing left, A2 represents benefactor, AM-LOC is an adjunct
indicating the location of the action, and V determines the verb.
In the experiments, we use Propbank (Kingsbury and Palmer, 2002) section 02 through sec-
tion 21 as training data and section 23 for testing. There were a total of 172548 training examples
and 9899 testing examples. The full task involves identifying the boundaries of arguments and
assigning argument types to them, such as A0 and A1 (Kingsbury and Palmer, 2002; Carreras and
Ma`rquez, 2004). We assume the boundaries of the constituents are given – the task is to assign
argument types to phrases. However, in this chapter, we consider only the classification of semantic
labels (and not identification of phrase boundaries). Because the overwhelming majority of labels
belong to class A0 through A4, we also restrict our focus to this 5-class multiclass problem. We
used the same features as a state-of-the-art system (Punyakanok, Roth, and Yih, 2005). However
we grouped the features into four sets as follows, group 1 (predicate, voice, and position), group
2 (path), group 3 (the rest of the features), and group 4 (conjunctions) – see (Punyakanok, Roth,
and Yih, 2005) for a detailed description of the features, see Table 4.3 for a summary of the data.
In the SRL task, MProtSVM and SVM can not scale to this multiclass problem due to the
large number of examples. We test MPMPs ability to learn this NLP task on data sets with
varied information content in the features. Groups 1, 2, and 3 are sets of ’base’ features. The first
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Figure 4.3: Results on SRL. (a) A comparison of results on data with increasing feature information
and expressiveness. Group 1 has the fewest features and Group 1,2,3,4 has the most. (b) There are
about 4 million features in Group 1,2,3,4, including many conjunctions tailored to this problem.
Group 1,2,3 has the same information content, however does not include any conjunctive features
– it is composed of about 100 thousand features.
experiment uses only the very simple features from Group 1, the second adds Group 2 features
to those of Group 1, and the third adds Group 3 features to Groups 1 and 2. We see that in all
three cases, performance improves when using more prototypes. It is, in fact, surprising that the
experiment using Group 1 and 2 features show significant improvement with additional prototypes,
given the very small amount of information contained in the features (see Figure 4.3a). Finally, we
add conjunctive features of Groups 1,2 and 3 to form Group 4 and learn on the union of all features
to test the hypothesis that MPMP is a viable alternative to adding sparse conjunctive features for
an NLP task. In Figure 4.3b, we see that with only a single prototype the conjunctive features
outperform the non-conjunctive features. However, with more prototypes, MPMP improves the
non-conjunctive feature data to a level that is superior to the conjunctive feature data. Also, notice
that more prototypes cause the conjunctive data to degrade performance. It is not surprising since
we used the feature set from a state-of-the-art system with features carefully constructed to achieve
maximum performance using a linear classifier. Thus when adding a more powerful classifier, one
might expect a slight performance degradation. It is interesting that using MPMP on the non-
conjunctive features can cause a slight improvement.
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4.6 Conclusions
This chapter presented the multi-prototype margin perceptron (MPMP), an online algorithm for
learning piecewise-linear decision functions. MPMP is well motivated as a gradient descent algo-
rithm for minimizing empirical risk. VC-style and margin-based bounds show that the generaliza-
tion error grows with the number of prototypes and the achievable data separation, respectively.
This is confirmed experimentally on various experimental data and a natural language task, seman-
tic role labeling (SRL). We observe comparable performance to various feature expansion methods
(i.e. kernels and feature engineering). We think that this simple model is evidence that piecewise
linear models should be considered as a viable alternative to kernel methods, as it not only produces
very accurate classifiers but also has the efficiency benefits of online methods.
4.6.1 Discussion
It is particularly interesting that MPMP performs well on this (sub-task) of the SRL task. We
think this is because of the sparse nature of natural language tasks. Although the n-gram model
produces an exponential blowup in the instance space, it typically produces extremely sparse data
(i.e. few active features per example) composed of conjunctions (or disjunctions) of a small set
of the ’base’ features. Perhaps is should not be surprising then, that MPMP can perform well in
this domain, since important information may reside in few features. Of course, we do not think
that the same features are reconstructed. However, the fact that MPMP is expressive enough to
represent some traditionally powerful feature expansions while maintaining a significantly smaller
capacity suggests that we may not need the power of hand crafted conjunctive features and kernel
methods for all problems.
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Chapter 5
Learning and Inference over
Constrained Output
We study learning structured output in a discriminative framework where values of the output
variables are estimated by local classifiers. In this framework, complex dependencies among the
output variables are captured by constraints and dictate which global labels can be inferred. We
compare two strategies, learning independent classifiers and inference based training, by observing
their behaviors in different conditions. Experiments and theoretical justification lead to the con-
clusion that using inference based learning is superior when the local classifiers are difficult to learn
but may require many examples before any discernible difference can be observed.
5.1 Introduction
Making decisions in real world problems involves assigning values to sets of variables where a
complex and expressive structure can influence, or even dictate, what assignments are possible.
For example, in the task of identifying named entities in a sentence, prediction is governed by
constraints like “entities do not overlap.” Another example exists in scene interpretation tasks
where predictions must respect constraints that could arise from the nature of the data or task,
such as “humans have two arms, two legs, and one head.”
There exist at least three fundamentally different solutions to learning classifiers over struc-
tured output. In the first, structure is ignored; local classifiers are learned and used to predict each
output component separately. In the second, learning is decoupled from the task of maintaining
structured output. Estimators are used to produce global output consistent with the structural
constraints only after they are learned for each output variable separately. Discriminative HMM,
conditional models (Punyakanok and Roth, 2001; McCallum, Freitag, and Pereira, 2000) and many
dynamic programming based schemes used in the context of sequential predictions fall into the this
category. The third class of solutions incorporates dependencies among the variables into the
learning process to directly induce estimators that optimize a global performance measure. Tradi-
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tionally these solutions were generative; however recent developments have produced discriminative
models of this type, including conditional random fields (Lafferty, McCallum, and Pereira, 2001),
Perceptron-based learning of structured output (Collins, 2002; Carreras and Ma`rquez, 2003) and
Max-Margin Markov networks which allow incorporating Markovian assumptions among output
variables (Taskar, Guestrin, and Koller, 2004).
Incorporating constraints during training can lead to solutions that directly optimize the true
objective function, and hence, should perform better. Nonetheless, most real world applications
using this technique do not show significant advantages, if any. Therefore, it is important to
discover the tradeoffs of using each of the above schemes.
In this chapter, we compare three learning schemes. In the first, classifiers are learned inde-
pendently (learning only (LO)), in the second, inference is used to maintain structural consistency
only after learning (learning plus inference (L+I)), and finally inference is used while learning the
parameters of the classifier (inference based training (IBT)). In semantic role labeling (SRL), it
was observed (Punyakanok et al., 2004; Carreras and Ma`rquez, 2003) that when the local classifi-
cation problems are easy to learn, L+I outperforms IBT. However, when using a reduced feature
space where the problem was no longer (locally) separable, IBT could overcome the poor local
classifications to yield accurate global classifications.
Section 5.2 provides the formal definition of our problem. For example, in Section 5.3, we
compare the three learning schemes using the online Perceptron algorithm applied in the three
settings (see (Collins, 2002) for details). All three settings use the same linear representation, and
L+I and IBT share the same decision function space. Our conjectures of the relative performance
between different schemes are presented in Section 5.4. Despite the fact that IBT is a more
powerful technique, in Section 5.5, we provide an experiment that shows how L+I can outperform
IBT when there exist accurate local classifiers that do not depend on structure, or when there are
too few examples to learn complex structural dependencies. This is also theoretically justified in
Section 5.6.
5.2 Background
Structured output classification problems have many flavors. In this chapter, we focus on problems
where it is natural both to split the task into many smaller classification tasks and to solve directly
as a single task. In Section 5.5.2, we consider the semantic role-labeling problem, where the input
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X are natural language features and the output Y is the position and type of a semantic-role in the
sentence. For this problem, one can either learn a set of local functions such as “is this phrase an
argument of ’run’,” or a global classifier to predict all semantic-roles at once. In addition, natural
structural constraints dictate, for example, that no two semantic roles for a single verb can overlap.
Other structural constraints, as well as linguistic constraints yield a restricted output space in
which the classifiers operate.
In general, given an assignment x ∈ X nx to a collection of input variables, X = (X1, . . . , Xnx),
the structured classification problem involves identifying the “best” assignment y ∈ Yny to a
collection of output variables Y = (Y1, . . . , Yny) that are consistent with a defined structure on Y.
This structure can be thought of as constraining the output space to a smaller space C(Yny) ⊆ Yny ,
where C : 2Y∗ → 2Y∗ constrains the output space to be structurally consistent.
In this chapter, a structured output classifier is a function h : X nx → Yny , that uses a global
scoring function, f : X nx × Yny → IR to assign scores to each possible example/label pair. Given
input x, it is hoped that the correct output y achieves the highest score among consistent outputs:
yˆ = h(x) = argmax
y′∈C(Yny )
f(x,y′), (5.1)
where nx and ny depend on the example at hand. In addition, we view the global scoring function
as a composition of a set of local scoring functions {fy(x, t)}y∈Y , where fy : X nx×{1, . . . , ny} → IR.
Each function represents the score or confidence that output variable Yt takes value y:
f(x, (y1, . . . , yny)) =
ny∑
t=1
fyt(x, t)
Inference is the task of determining an optimal assignment y given an assignment x. For se-
quential structure of constraints, polynomial-time algorithms such as Viterbi or CSCL (Punyakanok
and Roth, 2001) are typically used for efficient inference. For general structure of constraints, a
generic search method (e.g., beam search) may be applied. Recently, integer programming has also
been shown to be an effective inference approach in several NLP applications (Roth and Yih, 2004;
Punyakanok et al., 2004).
In this chapter, we consider classifiers with linear representation. Linear local classifiers are
linear functions, fy(x, t) = αy · Φy(x, t), where αy ∈ IRdy is a weight vector and Φy(x, t) ∈ IRdy
is a feature vector. Then, it is easy to show that the global scoring function can be written in
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the familiar form f(x,y) = α ·Φ(x,y), where Φy(x,y) =∑nyt=1Φyt(x, t)I{yt=y} is an accumulation
over all output variables of features occurring for class y, α = (α1, . . . ,α|Y|) is concatenation of
the αy’s, and Φ(x,y) = (Φ1(x,y), . . . ,Φ|Y|(x,y)) is the concatenation of the Φy(x,y)’s. Then, the
global classifier is
h(x) = yˆ = argmax
y′∈C(Yny )
α · Φ(x,y′).
5.3 Learning
We present several ways to learn the scoring function parameters differing in whether or not the
structure-based inference process is leveraged during training. Learning consists of choosing a
function h : X ∗ → Y∗ from some hypothesis space, H. Typically, the data is supplied as a set
D = {(x1,y1), . . . , (xm,ym)} from a distribution DX ,Y over X ∗ × Y∗. While these concepts are
very general, we focus on online learning of linear representations using a variant of the Perceptron
algorithm (see (Collins, 2002)).
Learning Local Classifiers: Learning stand-alone local classifiers is perhaps the most
straightforward setting. No knowledge of the inference procedure is used. Rather, for each ex-
ample (x,y) ∈ D, the learning algorithm must ensure that fyt(x, t) > fy′(x, t) for all t = 1, . . . , ny
and all y′ 6= yt. In Figure 5.3(a), an online Perceptron-style algorithm is presented where no
global constraints are used. See (Har-Peled, Roth, and Zimak, 2003) for details and Section 5.5 for
experiments.
Learning Global Classifiers: We seek to train classifiers so they will produce the correct
global classification. To this end, the key difference from learning locally is that feedback from the
inference process determines which classifiers to modify so that together, the classifiers and the
inference procedure yield the desired result. As in (Collins, 2002; Carreras and Ma`rquez, 2003), we
train according to a global criterion. The algorithm presented here is an online procedure, where at
each step a subset of the classifiers are updated according to inference feedback. See Figure 5.3(b)
for details of a Perceptron-like algorithm for learning with inference feedback.
Note that in practice it is common for problems to be modeled in such a way that local clas-
sifiers are dependent on part of the output as part of their input. This sort of interaction can
be incorporated directly to the algorithm for learning a global classifier as long as an appropriate
inference process is used. In addition, to provide a fair comparison between LO, L+I, and IBP in
this setting one must take care to ensure that the learning algorithms are appropriate for this task.
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Algorithm OnlineLocalLearning
Input: DX,Y ∈ {X ∗ × Y∗}m
Output: {fy}y∈Y ∈ H
Initialize αy ∈ IR|Φy| for y ∈ Y
Repeat until converge
for each (x,y) ∈ DX,Y do
for t = 1, . . . , ny do
yˆt = argmaxy αy · Φy(x, t)
if yˆt 6= yt then
αyt = αyt +Φyt(x, t)
αyˆt = αyˆt − Φyˆt(x, t)
(a) Without inference feedback
Algorithm OnlineGlobalLearning
Input: DX,Y ∈ {X ∗ × Y∗}m
Output: {fy}y∈Y ∈ H
Initialize α ∈ IR|Φ|
Repeat until converge
for each (x,y) ∈ DX,Y do
yˆ = argmaxy∈C(Yny )α · Φ(x,y)
if yˆ 6= y then
α = α+Φ(x,y)− Φ(x, yˆ)
(b) With inference feedback
Figure 5.1: Algorithms for learning without and with inference feedback. The key difference lies
in the inference step (i.e. argmax). Inference while learning locally is trivial and the prediction
is made simply by considering each label locally. Learning globally uses a global inference (i.e.
argmaxy∈C(Yny )) to predict global labels.
In order to remain focused on the problem of training with and without inference feedback, the
experiments and analysis presented concern only the local classifiers without interaction.
5.4 Conjectures
In this section, we investigate the relative performance of classifier systems learned with and with-
out inference feedback. There are many competing factors. Initially, if the local classification
problems are “easy”, then it is likely that learning local classifiers only (LO) can yield the most
accurate classifiers. However, an accurate model of the structural constraints could additionally
increase performance (learning plus inference (L+I)). As the local problems become more difficult
to learn, an accurate model of the structure becomes more important, and can, perhaps, overcome
sub-optimal local classifiers. Despite the existence of a global solution, as the local classification
problems become increasingly difficult, it is unlikely that structure based inference can fix poor
classifiers learned locally. In this case, only training with inference feedback (IBT) can be expected
to perform well.
As a first attempt to formalize the difficulty of classification tasks, we define separability and
learnability. A classifier, f ∈ H, globally separates a data set D iff for all examples (x,y) ∈ D,
f(x,y) > f(x,y′) for all y′ ∈ Yny \ y and locally separates D iff for all examples (x,y) ∈ D,
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fyt(x, t) > fy(x, t) for all y ∈ Y \ yt, and all y′ ∈ Yny \ y. A learning algorithm A is a function
from data sets to a H. We say that D is globally (locally) learnable by A if there exists an f ∈ H
such that f globally (locally) separates D.
The following simple relationships exist between local and global learning: 1. local separability
implies global separability, but the inverse is not true; 2. local separability implies local and global
learnability; 3. global separability implies global learnability, but not local learnability. As a
result, it is clear that if there exist learning algorithms to learn global separations, then given
enough examples, IBT will outperform L+I. However, learning examples are often limited either
because they are expensive to label or because some learning algorithms simply do not scale well
to many examples. With a fixed number of examples, L+I can outperform IBT.
Claim 5.4.1 With a fixed number of examples:
1. If the local classification tasks are separable, then L+I outperforms IBT.
2. If the task is globally separable, but not locally separable then IBT outperforms L+I only with
sufficient examples. This number correlates with the degree of the separability of the local
classifiers.
5.5 Experiments
We present experiments to show how the relative performance of learning plus inference (L+I)
compares to inference based training (IBT) when the quality of the local classifiers and amount of
training data varies.
5.5.1 Synthetic Data
In our experiment, each example x is a set of c points in d-dimensional real space, where x =
(x1,x2, . . . ,xc) ∈ IRd × . . . × IRd and its label is a sequence of binary variable, y = (y1, . . . , yc) ∈
{0, 1}c, labeled according to:
y = h(x) = argmax
y∈C(Yc)
∑
i
yifi(xi)− (1− yi)fi(xi),
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where C(Yc) is a subset of {0, 1}c imposing a random constraint1 on y, and fi(xi) = wixi+θi. Each
fi corresponds to a local classifier yi = gi(xi) = Ifi(xi)>0. Clearly, the dataset generated from this
hypothesis is globally linearly separable. To vary the difficulty of local classification, we generate
examples with various degree of linear separability of the local classifiers by controlling the fraction
κ of the data where h(x) 6= g(x) = (g1(x1), . . . , gc(xc))—examples whose labels, if generated by
local classifiers independently, violate the constraints (i.e. g(x) /∈ C(Yc)).
Figure 5.2 compares the performance of different learning strategies relative to the number of
training examples used. In all experiments, c = 5, the true hypothesis is picked at random, and
C(Yc) is a random subset with half of the size of Yc. Training is halted when a cycle complete
with no errors, or 100 cycles is reached. The performance is averaged over 10 trials. Figure 5.2(a)
shows the locally linearly separable case where L+I outperforms IBT. Figure 5.2(c) shows results
for the case with the most difficult local classification tasks(κ = 1) where IBT outperforms L+I.
Figure 5.2(b) shows the case where data is not totally locally linearly separable(κ = 0.1). In this
case, L+I outperforms IBT when the number of training examples is small. In all cases, inference
helps.
5.5.2 Real-World Data
In this section, we present experiments on two real-world problems from natural language processing
– semantic role labeling and noun phrase identification.
Semantic-Role Labeling
Semantic role labeling (SRL) is believed to be an important task toward natural language un-
derstanding, and has immediate applications in tasks such Information Extraction and Question
Answering. The goal is to identify, for each verb in the sentence, all the constituents which fill a
semantic role, and determine their argument types, such as Agent, Patient, Instrument, as well as
adjuncts such as Locative, Temporal, Manner, etc. For example, given a sentence “ I left my pearls
to my daughter-in-law in my will”, the goal is to identify different arguments of the verb left which
yields the output:
[A0 I] [V left ] [A1 my pearls] [A2 to my daughter-in-law] [AM-LOC in my will].
1Among the total 2c possible output labels, C(·) fixes a random fraction as legitimate global labels.
86
0 2000 4000 6000 8000 10000
0.7
0.75
0.8
0.85
0.9
0.95
1
# Training examples
A
cc
ur
ac
y
LO
L+I
IBT
(a) κ = 0, d = 100
1000 2000 3000 4000 5000
0.7
0.75
0.8
0.85
# Training examples
A
cc
ur
ac
y
LO
L+I
IBT
(b) κ = 0.15, d = 300
0 2000 4000 6000 8000 10000
0.6
0.7
0.8
0.9
1
# Training examples
A
cc
ur
ac
y
LO
L+I
IBT
(c) κ = 1, d = 100
Figure 5.2: Comparison of different learning strategies in various degrees of difficulties of the local
classifiers. κ = 0 implies locally linearly separability. Higher κ indicates harder local classification.
Here A0 represents leaver, A1 represents thing left, A2 represents benefactor, AM-LOC is an adjunct
indicating the location of the action, and V determines the verb.
We model the problem using classifiers that map constituent candidates to one of 45 different
types, such as fAO and fA1 (Kingsbury and Palmer, 2002; Carreras and Ma`rquez, 2003). How-
ever, local multi-class decisions are insufficient. Structural constraints are necessary to ensure, for
example, that no arguments can overlap or embed each other. In order to include both structural
and linguistic constraints, we use a general inference procedure based on integer linear program-
ming (Punyakanok et al., 2004). We use data provided in the CoNLL-2004 shared task (Carreras
and Ma`rquez, 2003), but we restrict our focus to sentences that have greater than five arguments.
In addition, to simplify the problem, we assume the boundaries of the constituents are given – the
task is mainly to assign the argument types.
The experiments clearly show that IBT outperforms locally learned LO and L+I when the local
classifiers are inseparable and difficult to learn. The difficulty of local learning was controlled by
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Figure 5.3: Results on the semantic-role labeling (SRL) problem. As the number of features
increases, the difficulty of the local classification problem becomes easier, and the independently
learned classifiers (LO) perform well, especially when inference is used after learning (L+I). Using
inference during training (IBT) can aid performance when the learning problem is more difficult
(few features).
varying the number of input features. With more features, the linear classifier are more expressive
and can learn effectively and L+I outperforms IBT. With less features the problem becomes more
difficult and IBT outperforms L+I. See Figure 5.3.
Noun Phrase Labeling
Noun phrase identification involves the identification of phrases or of words that participate in a syn-
tactic relationship. Specifically, we use the standard base Noun Phrases (NP) data set (Ramshaw
and Marcus, 1995) taken from the Wall Street Journal corpus in the Penn Treebank (Marcus,
Santorini, and Marcinkiewicz, 1993).
The phrase identifier consists of two classifiers: one that detects the beginning, f[, and a second
that detects the end, f] of a phrase. The outcome of these classifiers are then combined in a way
that satisfies structural constraints constraints (e.g. non-overlapping), using an efficient constraint
satisfaction mechanism that makes use of the confidence in the classifiers’ outcomes (Punyakanok
and Roth, 2001).
In this case, L+I trains each classifier independently, and only during evaluation, the inference
is used. On the other hand, IBT incorporates the inference into the training. For each sentence,
each word position is processed by the classifiers, and their outcomes are used by the inference
process to infer the final prediction. The classifiers are then updated based on the final prediction
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Figure 5.4: Results on the noun phrase (NP) identification problem.
not on their own prediction before the inference.
As in the previous experiment, Figure 5.4 shows performance of two systems varied by the
number of features. Unlike the previous experiment, the number of features in each experiment
was determined by the frequency of occurrence. Less frequent features are pruned to make the task
more difficult. The results are similar to the SRL task in that only when the problem becomes
difficult IBT outperforms L+I.
5.6 Bound Prediction
In this section, we use standard VC-style generalization bounds from learning theory to gain intu-
ition into when learning locally (LO and L+I) may outperform learning globally (IBT) by comparing
the expressivity and complexity of each hypothesis space. When learning globally, it is possible to
learn concepts that may be difficult to learn locally, since the global constraints are not available
to the local algorithms. On the other hand, while the global hypothesis space is more expressive, it
has a substantially larger representation. Here we develop two bounds—both for linear classifiers
on a restricted problem. The first upper bounds the generalization error for learning locally by
assuming various degrees of separability. The second provides an improved generalization bound
for globally learned classifiers by assuming separability in the more expressive global hypothesis
space.
We begin by defining the growth function to measure the effective size of the hypothesis space.
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Definition 5.6.1 (Growth Function) For a given hypothesis class H consisting of functions
h : X → Y, the growth function, GH(m), counts the maximum number of ways to label any data
set of size m:
GH(m) = sup
x1,...,xm∈Xm
|{(h(x1), . . . , h(xm)) |h ∈ H}|
The well-known VC-style generalization bound expresses expected error, err, of the best hy-
pothesis, hopt on unseen data. In the following theorem adapted from (Anthony and Bartlett,
1999)[Theorem 4.2], we directly write the growth function into the bound,
Theorem 5.6.2 Suppose that H is a set of functions from a set X to a set Y with growth function
GH(m). Let hopt ∈ H be the hypothesis that minimizes sample error on a sample of size m drawn
from an unknown, but fixed probability distribution. Then, with probability 1− δ
err ≤ erropt +
√
32(log(GH(2m)) + log(4/δ))
m
. (5.2)
For simplicity, we first describe the setting in which a separate function is learned for each of a
fixed number, c, of output variables (as in Section 5.5.1). Here, each example has c components in
input x = (x1, . . . ,xc) ∈ IRd × . . .× IRd and output y = (y1, . . . , yc) ∈ {0, 1}c.
Given a dataset D, the aim is to learn a set of linear scoring functions fi(xi) = wixi, where
wi ∈ IRd for each i = 1, . . . , c. For LO and L+I, the setting is simple: find a set of weight vectors
that, for each component, satisfy yiwixi > 0 for all examples (x,y) ∈ D. For IBT, we find a
set of classifiers such that
∑
i yiwixi >
∑
i y
′
iwixi for all y
′ 6= y (and that satisfy the constraints,
y′ ∈ C(Yc)).
As previously noted, when learning local classifiers independently (LO and L+I), one can only
guarantee convergence when each local problem is separable – however, it is often the case that
global constraints render these problems inseparable. Therefore, there is a lower bound, erropt, on
the optimal error achievable. Since each component is a separate learning problem, the generaliza-
tion error is thus
Corollary 5.6.3 When H is the set of separating hyperplanes in IRd,
err ≤ erropt +
√
32(d log((em/d)) + log(4/δ))
m
. (5.3)
Proof: We show that GH(m) ≤ (em/d)d when H is the class of threshold linear functions in d
dimensions. GH(m) is precisely the maximum number of continuous regions an arrangement of
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Figure 5.5: The VC-style generalization bounds predict that IBT will eventually outperform LO
if the local classifiers are unable to find consistent classification (erropt > 0.0, accuracy < 1).
However, if the local classifiers are learnable (erropt = 0.0, accuracy = 1), LO will perform well.
m halfspaces in IRd, which is 2
∑d
i=1
(
m−1
i
) ≤ 2(e(m − 1)/d)d. For m > 1, the result holds. See
(Anthony and Bartlett, 1999)[Theorem 3.1] for details.
On the other hand, when learning collectively with IBT, examples consist of the full vector
x ∈ IRcd. In this setting, convergence is guaranteed (if, of course, such a function exists). Thus, the
optimal error when training with IBT is erropt = 0. However, the output of the global classification
is now the entire output vector. Therefore, the growth function must account for exponentially
many outputs.
Corollary 5.6.4 When H is the set of decision functions over {0, 1}c, defined by
argmaxy′∈C({0,1}c)
∑c
i=1 yiwixi, where w = (w1, . . . ,wc) ∈ IRcd,
err ≤
√
32(cd log(em/cd) + c2d+ log(4/δ))
m
. (5.4)
Proof: In this setting, we must count the effective hypothesis space – which is the effective number of
different classifiers in weight space, IRcd. As before, this is done by constructing an arrangement of
halfspaces in the weight space. Specifically, each halfspace is defined by a single ((x,y),y′) pair that
defines the region where
∑
i yiwixi >
∑
i y
′
iwixi. Because there are potentially C(2c) ≤ 2c output
labels and the weight space is cd-dimensional, the growth function is the size of the arrangement
of c2c halfspaces in IRcd. Therefore GH(m) ≤ (em2c/cd)cd.
Figure 5.5 shows a comparison between these two bounds, where the generalization bound
curves on accuracy are shown for IBT (Corollary 5.6.4) and for LO and L+I (Corollary 5.6.3) with
erropt ∈ {0.0, 0.1, 0.2}. One can see that when separable, the accuracy=1 curve (erropt = 0.0) in the
91
figure outperforms IBT. However, when the problems are locally inseparable, IBT will eventually
converge, whereas LO and L+I will not – these results match the synthetic experiment results in
Figure 4.3. Notice the relationship between κ and erropt. When κ = 0, both the local and global
problems are separable and erropt = 0 As κ increases, the global problem remains separable and
the local problems are inseparable (erropt > 0).
5.7 Conclusion
We studied the tradeoffs between three common learning schemes for structured outputs, i.e. learn-
ing without the knowledge about structure (LO), using inference only after learning (L+I), and
learning with inference feedback (IBT). We provided experiments on both real-world and synthetic
data as well as a theoretical justification that support our main clams. – first, when the local
classification is linearly separable, L+I outperforms IBT, and second, as the local problems become
more difficult and are no longer linearly separable, IBT outperforms L+I, but only with sufficient
number of training examples. In the future, we will seek a similar comparison for the more general
setting where nontrivial interaction between local classifiers is allowed, and thus, local separability
does not imply global separability.
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Chapter 6
Maximum Margin Coresets
We introduce coresets for maximum margin linear separating hyperplanes. Using coresets, we
show an efficient algorithm for finding a (1 − ²)-approximate maximum margin separation for
binary data. This concept is very general and motivates approximate algorithms for learning in
structured output domain and in active learning. We show the connection between coreset learning
and on-line approximate SVM algorithms (Gentile, 2001; Kowalczyk, 2000) and SVM for structured
output (Tsochantaridis et al., 2004). Finally, we show the generality of coresets and present a simple
analysis for maximum margin active learning (Tong and Koller, 2002) and learning in the presence
of outlier noise, where we give the first1 polynomial time algorithm for learning an approximate
separations.
6.1 Introduction
The goal of the support vector machine (SVM) algorithm is to find a maximum-margin separation
of a given dataset. There are various reasons for their success. Theoretically, a large margin
separation implies good generalization performance (Kearns and Schapire, 1994). There is also
evidence that they can be used to derive a well-motivated confidence measure to be used with
probabilistic models. however the strongest motivation is practical — SVM-based approaches
often achieve state-of-the-art performance on well-studied and difficult tasks in machine learning.
The SVM has a simple representation and a straightforward implementation — find the set of
support vectors that uniquely define the maximum margin separation. Amazingly, this approach
simultaneously allows the classifier to be represented with a (possibly small) subset of the input
data and, through the use of kernel functions, to utilize an arbitrarily powerful hypothesis space. If
a small representative set can be found, then one can guarantee high performance on unseen data
1We are only aware of one similar result with running time exponential in the input dimension (Har-Peled and
Koltun, 2005). The result presented here is linear.
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for a classifier from a hypothesis class with (potentially) unbounded complexity.
Unfortunately, there are drawbacks as well. First, because the problem is framed naturally as
the solution a quadratic optimization procedure, most popular solutions attempt to find the solution
to this difficult optimization problem – a procedure takes O(m3) time and O(m2) space using m
examples and is infeasible for large datasets. Even practical methods based on this approach, such
as sequential minimal optimization (SMO) (Platt, 1999) have no guarantee of fast convergence.
In addition, the running time is crucially dependent on the second major drawback – the size of
the SV set can be very large. Simply evaluating the function on a new example requires time
proportional to the size of the SV set, and thus a large SV set can be a thorn to many algorithms,
slowing the performance both in learning and in evaluation.
Recent work has focused on an alternative approach and has developed on-line maximum-
margin algorithms (Kowalczyk, 2000; Gentile, 2001; and P.M. Long, 2002). On-line algorithms are
iterative solutions that add examples to the SVM solution based on various conditions – all related
to the relative margin of the example under consideration. As a result, they can bound the number
of examples necessary to guarantee a large margin classification.
In this work, we follow similar ideas and seek an approximate solution to the maximum-margin
classifier. Specifically an approximate maximum-margin classifier is one that separates all of the
input data with margin larger than (1−²)ρ∗, where ρ∗ is the margin achieved by the true maximum
margin separation. By relaxing the requirement to an approximate one, we show that it is possible
to represent an alternate subset of the data. A coreset for a maximum margin separating hyperplane
is a subset, C ⊆ D of examples such that the maximum margin hyperplane on C is an approximate
maximum margin separating hyperplane on D. In some sense a coreset contains the the necessary
information to find an approximate separating hyperplane just as the set of support vectors contains
all information to construct the the true maximum margin separating hyperplane. The algorithm
and analysis presented in this work can be viewed as a simplification of previous work. It highlights
the view that we search for a small representation set and provides the ability to use this technique
to various learning problems.
In Section 6.3, we show that it is possible to find a (1− ²)-approximate maximum-margin linear
separation in time O(nd|C|+ |C|T (|C|)) with a small corset of size |C| = O((R/ρ∗)2/²), where R
and ρ∗ measure the size of the example set and the quality of the maximum-margin classifier and
T (|C|) is the time to run an SVM black-box on |C| examples. In Section 6.2.1, the same algorithm
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is extended to constraint classification and the structured output setting based on the observation
that all of these problems can conceptually be thought of as binary classifiers in a modified instance
space.
Finally, In Section 6.4, we present an analysis of two important learning settings – active learning
and learning in the presence of outlier noise. In Section 6.4.1 we analyze one of the most effective
active learning algorithms based on the maximum-margin principal (Tong and Koller, 2002) and
give a running time and approximation guarantee. We show that in time O(d|C|²e
(
ln |C|+ ln 1δ
)
+
|C|T (|C|)) one can compute a coreset C of size at most |C| = O((R/ρ∗)2/²2) such that with high
confidence 1−δ that the classifier produced will be a large margin-classifier with small (²e) error. In
Section 6.4.1, we analyze learning with outlier noise. Roughly speaking, a set of outliers is a small
subset of the input data that, if removed would yield a “perfect” (i.e. the correct maximum-margin
classifier). Thus if we assume there are k noisy data points, the best maximum-margin classifier is
well-defined. We show a polynomial time algorithm for learning the maximum margin separation
in this setting.
6.2 Preliminaries
We assume we have a labeled training set D = {(x1,y1), . . . , (xM ,yM )} of cardinality M drawn
from some distribution DX ,Y , where xm ∈ X are the examples in a inner-product space and ym ∈ Y.
Throughout the chapter, we will use a various input and output spaces. In general, the goal of
learning is to find the hypothesis h ∈ H to minimize the expected error on future examples drawn
from DX ,Y In addition, we often assume that X = RD and the hypothesis h is parameterized by a
weight vector w ∈ RD.
6.2.1 Maximum Margin Learning
Binary
In the binary setting, Y = {−1, 1}, and we seek to learn a function h : X → {−1, 1} to maximize
the minimal margin on a given set of data D.
We seek a hypothesis h, such that min(x,y)∈D yh(x) = min(x,y)∈D y(w · x) is maximized.
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Therefore, the maximum margin hypothesis (hyperplane) is
L01(D) = argmax
w∈RD,||w||=1
min
(x,y)∈D
y(w · x)
is the separating hyperplane with maximum margin over the data.
In order to unify notation later, we can define Φ(x, y) = y x2 and the margin as ρ(w,x, y) =
w · (Φ(x, y)− Φ(x,−y)) = 2w · Φ(x, y) = y(w · x).
Constraint Classification
Recall from Chapter 3 that the constraint classification setting includes multi-class, multi-label,
category ranking and general label constraint problems. In the constraint setting, Y = S¯k (where
S¯k denotes the set of all partial orders over {1, . . . , k}) and we seek to learn a function h : X → Sk
parameterized by w = (w1, . . . ,wK) ∈ RKD and Sk is the set of all permutations of {1, . . . , k}.
We can define a margin ρ(w,x, y) = min(i,j)∈ywi · x−wj · x.
Then, the maximum margin hypothesis (hyperplane) is
Lcc(D) = argmax
w∈RKD,||w||=1
min
(x,y)∈D
ρ(w,x, y).
Using the Kesler construction in Section 3.3.1 we define a mapping of example/label pairs
(x, i) ∈ RD × {1, . . . ,K} into a common feature space, RKD, where 0c is the zero vector of length
c.
Φ(x, i) = (0D(i−1),x,0D(K−i))
Then, ρ(w,x, y) = min(i,j)∈yw · (Φ(x, i)− Φ(x, j)).
Structured Classification
In Chapter 5, we considered a sequential classification problem subjected to arbitrary hard con-
straints on the output. Structured classifiers produce complex, structured output Y = Y1×. . .×YL,
where Y l ∈ {1, . . . ,K}. The number of components, L, can vary based on the example, however for
clarity of presentation, we ignore this component from notation. The structure of the hypotheses
can influence which classes are possible and which are preferred, however we ignore this in the
96
notation as well. It is common to write the decision rule as
h(x) = argmax
y′∈Y
w · Φ(x,y′),
where Φ(x,y) represents features of each example/complex-labeled pair. Therefore, the maximum
margin hypothesis (hyperplane) is
LS(D) = argmax
w∈RD,||w||=1
min
(x,y)∈D
ρ(w,x,y),
where
ρ(w,x,y) = min
y′ 6=y
w · (Φ(x,y)− Φ(x,y′))
Definition 6.2.1 (Margin of Hypothesis) The margin of hypothesis h is
ρ(h,D) = min
(x,y)∈D
ρ(w,x,y),
Definition 6.2.2 ((1− ²)-Approximation) A hypothesis h is a (1−²)-approximation to hypoth-
esis h∗ if ρ(h,D) ≥ (1− ²)ρ(h∗,D).
Definition 6.2.3 (Maximum margin coreset) A maximum margin coreset is a set of examples
C = C(², ρ) ⊂ D such that h = L(C) is a (1− ²)-approximation to h∗ = L(D).
6.3 Approximate Maximum Margin Hyperplane
Here, we show, by construction, that for any data set D, there is a small maximum margin coreset.
If we assume that given a data set D′ of M ′ examples, L01(D′) takes T (M ′) time to return the
maximum margin hypothesis, then we can construct a small coreset quickly.
In Figure 6.1, the coreset algorithm is presented for learning binary labeled data. The coreset is
built iteratively. At each step, after the maximum-margin classifier is found for the current working
set, it is used to evaluate the margin for all examples not in the coreset. Then, the example with
the smallest (or negative) margin is added to the working set. Because, the added example has
small margin, it causes the hypothesis to change on the next iteration. After at most O((R/ρ∗)2/²)
examples or after the smallest margin is large enough, where ρ∗ is the value of the minimum
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Algorithm Coreset SVM
Input:
S = ((x1, y1), . . . , (xm, ym)),
Approximation parameter ² ∈ (0, 1)
where S ∈ {IRd × {−1, 1}}m
Output: A classifier h ∈ H
begin
Set C = ((x1, y1))
Set R = max(x,y)∈S ||x||2
For i = 1 . . . T
Set hi = SVM(C)
Set ρi = ρ(hi, C)
(xmin, ymin) = argmin(x,y)∈S\C ρ(hi,x, y)
if ρ(hi,xmin, ymin) < (1− ²)ρi
C = C
⋃
(xmin, ymin)
else
return hi
Return SVM(C)
end
Figure 6.1: Maximum-margin learning via coresets.
margin example of the optimal hypothesis, the algorithm halts and outputs a (1− ²)-approximate
maximum-margin classifier.
Before presenting the proof that Algorithm 6.1 produces an approximate maximum-margin
classifier, we present a simple property of a special decreasing sequence.
Lemma 6.3.1 Let a0, a1, . . . , an be a sequence and ² > 0 such that
0 < ai+1 ≤ (1− cai)ai,
where c is a constant such that 0 < ca0 < 1, and a0 > 0. Then, ai+1 ≤ ai, and ai < ² for i ≥ 8c² .
Proof: First, ca0 ∈ (0, 1) implies that cai ∈ (0, 1), thus (1 − cai) ∈ (0, 1) and ai+1 ≤ ai. Also,
ai → 0 as i → ∞ because otherwise there would exist some ² > 0 such that ai > ² always, and
then ai+1 ≤ (1− c²)ia0, which converges to 0.
More precisely,
ai+µ ≤ (1− cai+µ)µai ≤ e−(cai+µ)µai ≤ 2−(cai+µ)µai
for any µ ≥ 1, since (1− x) ≤ e−x for all x ∈ (0, 1).
For µ ≥ 1/cai+µ, we have that ai+µ ≤ ai/2. There is some µ when ai+µ−1 > ai/2 and
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ai+µ ≤ ai/2. This (µ − 1)-th step occurs after at most 1/cai+µ−1 ≤ 2/cai steps (i.e., at most
µ ≥ 2/cai + 1 steps).
We want to know how long until the series decreases to ². Let Mj be the number of steps for
the series to decrease from a0/2j to a0/2j+1. From above, Mj ≤ 2j/ca0 + 1. After a0 is halved
log(a0/²) times, the series will be less than ². This happens after
dlog(a0/²)e∑
j=0
Mj ≤
dlog(a0/²)e∑
j=0
(
2j
ca0
+ 1
)
≤ 1
ca0
dlog(a0/²)e∑
j=0
2j + 1

≤ 1
ca0
dlog(a0/²)e+1∑
j=0
2j =
1
ca0
(
8
a0
²
)
=
8
c²
steps.
The above property is used to determine the rate of convergence of Algorithm 6.1 by show-
ing how much the margin must decrease after each example is added. The proof follows simple
geometric arguments. In the following, we consider the binary case.
Lemma 6.3.2 Let ρ∗ = ρ(L(D),D) be the optimal margin for data set D ∈ {IRd × {−1, 1}}M of
size M . Given a parameter, ² ∈ (0, 1), one can compute a coreset C of size |C| = O((R/ρ∗)2/²) in
time O(nd|C|+ |C|T (|C|)), where R = max(x,y)∈D ||x||.
Proof: Let C0 = {(x0,y0)} consist of an arbitrary example (x0,y0) ∈ D. The algorithm
proceeds in iterations, where in the i-th iteration, an example (with low margin) is added to the
working set Ci to form Ci+1. Let hi = L01(Ci) and ρi = ρ(hi, Ci) be the maximum margin
hypothesis and the margin, respectively, on the working set for all i.
The algorithm then finds the example (xi,yi) ∈ D\Ci, with smallest (perhaps negative) margin
respect to the current working hypothesis. Specifically, we require that ρ(hi,xi,yi) ≤ ρ(hi,x′,y′) for
all (x′,y′) ∈ D\Ci. If the smallest margin is large enough, ρ(hi,xi,yi) ≥ ρi−²ρi, then the algorithm
halts, and outputs coreset Ci and hypothesis hi. In this case ρ(hi,x,y) ≥ ρi − ²ρi ≥ (1− ²)ρ, and
hi is an (1− ²)-approximate maximum margin hyperplane.
On the other hand, if there is an example with small enough margin, then the margin on the
next iteration will decrease by a significant amount.
This follows from a simple geometric argument. First, we set up some notation (see Figure 6.3).
Let vi,ui be the two closest points on the convex-hull of the positive and negative examples in Ci,
respectively. Without loss of generality, assume that xi is a negative example. Let wi · x+ b = 0,
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vi
ui
xi
h−
h+
zi
ri
w · x = 0
Figure 6.2: Proof illustration.
where b ∈ R, be the decision boundary, h+ and h− be the hyperplanes parallel to the decision
boundary passing through vi and ui respectively (called the positive and negative boundaries)2
Let zi be the projection of xi onto the negative boundary and αi = ‖xizi‖ be the distance from xi
to the negative boundary. Let ri be the closest point on the line spanning uixi to vi.
It is easy to verify that 4viriui is similar to 4uizixi. Furthermore, ‖ziui‖ ≤ ‖xiui‖ ≤ 2R.
Now, we have
2ρi+1 ≤ dist(vi,xiui) = ‖viri‖ = ‖viui‖‖uixi‖ ‖uizi‖
=
‖viui‖
‖uixi‖
√
‖uixi‖2 − ‖xizi‖2 = ‖viui‖
√
1− ‖xizi‖
2
‖uixi‖2
= 2ρi
√
1− α
2
i
‖uixi‖2
≤ 2ρi
√
1− α
2
i
4R2
≤ 2ρi
(
1− α
2
i
8R2
)
Thus,
ρi − ρi+1 ≥ α
2
i
8R2
ρi. (6.1)
Another observation, is that ρi−αi ≤ ρ, since otherwise, we would have a separating hyperplane
of margin larger than ρ. This implies, that αi ≥ ρi−ρ. Setting ρi = (1+ ²i)ρ, we get that αi ≥ ²iρ.
2For the purposes of the proof, it is more convenient to consider hypotheses of the form sign(w · x+ b) to ensure
that the margin corresponds to the Euclidean distance between the convex hulls defined by the positive and negative
point sets. This is easily extended to the sign(w · x) setting.
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Substituting into the previous equation, we get
ρi − ρi+1 ≥ α
2
i
8R2
ρi
(1 + ²i)ρ− (1 + ²i+1)ρ ≥ ²
2
i ρ
2
8R2
(1 + ²i)ρ
²i − ²i+1 ≥ ²2i
ρ2
8R2
+ ²3i
ρ2
8R2
²i+1 ≤ ²i − ²2i
ρ2
8R2
− ²3i
ρ2
8R2
.
Thus, we have that
²i+1 ≤
(
1− ²i ρ
2
8R2
)
²i.
Using Lemma 6.3.1, after 64R
2
ρ2²
iterations, ²i ≤ ² and ρi ≤ (1 + ²)ρ.
Finally, we show (by contradiction) that this state (where ρi ≤ (1 + ²)ρ) for only a limited
number of steps before the algorithm halts. Recall that αi ≥ ²ρi ≥ ²ρ, so after the above number of
iterations (i.e. i > 16R2/(ρ2²)), we have from Equation 6.1 that ρi+1 ≤ (1− α
2
i
8R2
)ρi ≤ (1− ² ²ρ28R2 )ρi.
Therefore, setting µ = 8R
2
²ρ2
,
ρi+d2µe ≤
(
1− ² 1
µ
)d2µe
ρi
≤ (1− ²) ρi
< (1− ²) (1 + ²) ρ = (1− ²2) ρ
≤ ρ,
where we have used the fact that (1− ²/µ)µ ≤ (e−²/µ)µ = e−² ≤ (1− ²/2) for ², µ ∈ (0, 1) and that
ρi ≤ (1 + ²)ρ. The last inequality is a contradiction, since we know that ρi ≥ ρ for all i.
The result in Lemma 6.3.2 holds not only for hypotheses of the form h(x) = sign(w · x + b),
but also for those where b = 0 (h(x) = sign(w · x)). It is easy to verify this by constructing a data
set by reflecting all points through the origin, DR = {(x, y), (−x,−y)|(x, y) ∈ D} for binary data
where y ∈ {−1, 1} and by using the Kesler construction in Section 3.3.1 for more complex output
problems. Then, the maximum margin hypothesis h(x) = sign(w ·x+b) over DR necessarily passes
through the origin and b = 0. Additionally, each example in the coreset CR constructed for DR is
associated with an example in D which is in the coreset C for D. Therefore the coreset algorithm
run on DR will produce a coreset C for D with no bias term.
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At each step, the algorithm in Figure 6.1 adds the example with the smallest margin in the
data. However, the algorithm is easily modified such that any example with margin small enough
can suffice. Specifically, if we know that each example (x, y) added to the coreset is such that
ρ(hi,x, y) < (1− ²)ρi, but is not necessarily the example with minimum margin, the algorithm still
converges, but with a larger coreset.
Corollary 6.3.3 Let ρ∗ = ρ(L(D),D) be the optimal margin for data set D ∈ {IRd × {−1, 1}}M
of size M . Given a parameter, ² ∈ (0, 1), one can compute a coreset C of size |C| = O((R/ρ∗)2/²2)
in time O(nd|C|+ |C|T (|C|)), where R = max(x,y)∈D ||x||.
Proof sketch: If, rather than add the minimum margin example at each step, we add an example
with small enough margin (ρ(hi,x,y) < ρi²) then according to Equation 6.1,
ρi+1 ≤
(
1− ρi ²
2
8R2
)
ρi.
By plugging this into Lemma 6.3.1, the result follows.
6.4 Applications
Using coresets to develop an approximate classifier provides the basis to analyze interesting vari-
ations of the learning problem. In this section, we analyze an effective active learning algo-
rithm (Tong and Koller, 2002) providing a theoretical justification. We also develop a polynomial
time algorithm for learning linear separations in the presence of outlier noise.
6.4.1 Active Learning
In active learning, the learner is presented with a set of unlabeled data, U and oracle, Oracle :
X → {−1, 1} that provides a label to any example x ∈ U . The goal is to learn a maximum margin
separation using a limited number of queries.
Recently, an algorithm for active learning SVM was proposed by (Tong and Koller, 2002), that
proceeds in iterations. At each step a new unlabeled example is sought such that it tries to “halve”
the version space (i.e. weight space). If the existence of such an example at each iteration is guar-
anteed, then this algorithm is optimal (at least in the worst case setting). In practice, the example
that comes closest to halving the hypothesis space is chosen. Specifically, the unlabeled example
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closest to the decision surface obtains the minimum absolute margin, min(|ρ(h,x, 1)|, |ρ(h,x,−1|).
In this section, we use coresets to analyze a slight variation of this algorithm. We believe this
provides a theoretical justification for its use in practice.
Ideally, after a small number of queries to the oracle, it would be possible to obtain an approx-
imate maximum margin hyperplane. Unfortunately this is impossible if a guarantee of error-free
learning must be made (see below). As a result, we must settle for a weaker statement: after
a small number of queries, it is possible to find a large margin linear separation that, with high
probability, makes very few errors. In other words, if we accept that some (< ²e) of the unlabeled
data will be misclassified, then it is possible to obtain an approximate large margin separation on
the data as if those few examples were mislabeled. Therefore, the justification of large margin
classification still exists for most of the data. Before presenting the analysis, we first discuss why
it is necessary to make this concession.
Impossibility of Zero-Error Approximations
As first presented in (Dsgupta, 2005)3, to see that a zero-error active learning algorithm is impos-
sible without requesting the label of all examples, we consider a sample of examples spread at a
constant interval on the surface of a circle in R2. See Figure 6.3 for an illustration. The concept
represented by Figure 6.3(a) is one where a single example is negative and the rest are positive.
The maximum margin separation thus separates a single example from the rest.
Consider any algorithm that computes the maximum margin separation of any labeled subset
of this data. Unless the single negative example is included in the labeled subset, then there is
no hope of achieving an approximate large-margin separation that correctly classifies all examples
in the data set. Therefore, if an adversary controls the oracle, by simply answering “+” to every
query until the final query, the learner is forced to ask the label of every example.
In Figure 6.3(b), this example is extended to the case when we assume that the initial labeled
set consists of a single positive and a single negative example in R3 by lifting the example in R2 to
the z = 1 plane and adding an example on the z-axis at z = −1.
As a result, we can not make a statement that bounds the number of queries if we insist on
classifying all points in the unlabeled set correctly. Instead, we can say, with high probability, we
achieve a very small error hypothesis that achieves “large margin”. However, since we may not be
able to guarantee all examples are classified correctly in the training set, we must also loosen what
3We present this here for completeness.
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(a) (b)
Figure 6.3: Impossibility of Zero-Error Approximation: (a) Active learning nightmare – all exam-
ples are negative, with a single positive. (b) Nightmare in 3D – 2 negative points, one below origin,
a second on the plane of the circle.
is meant by “large margin”. Here, we say that we achieve an (1−²)-approximate maximum margin
classifier if we assume that the final classifier is correct on all the points in the data set. We also
know that the final estimate for margin will at least as large as the true (1− ²)-approximation. So
in summary, we derive a PAC-style bound that outputs a large margin classifier if we accept a very
small error.
Coreset Active Learning Algorithm
In (Tong and Koller, 2002), an active learning algorithm for the SVM is proposed that iteratively
selects unlabeled examples that are closest to the current hypothesis boundary (i.e. the example
with the smallest absolute margin). The reasoning behind this algorithm is that choosing such
an example is an approximation to halving the version space4. More precisely, at each iteration,
the version space is an intersection of half-spaces in the kernelized feature space. If we assume
that each example is of constant size (i.e. ||x|| = 1) then the hypothesis with maximum margin
separation is a point in the version space at the center of the largest enclosed ball in this polytope.
Therefore, by choosing an example with small margin, it is hoped that it comes close to bisecting
the enclosed ball and also the version space.
If one could guarantee that the version space was indeed halved at each iteration, then the
algorithm would converge quickly to the true maximum margin hypothesis (Tong and Koller, 2002;
4In (Tong and Koller, 2002) it is assumed that ||x|| = 1 for all examples. While relaxing this assumption does
cause a different view of the versions space and changes the motivation, it does not affect their results. Indeed, here,
we propose an alternate justification that does not depend on the version space.
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Freund and Schapire, 1997). Unfortunately, no such guarantee can be made, either in practice or
in theory, thus the “halving” argument falls short to adequately explain the practical success of
choosing the minimum absolute margin example at each iteration.
In this chapter, we use coresets to explain the fast convergence of this algorithm. First, we
describe the algorithm and then provide a concrete rate of convergence.
In Figure 6.4, the active learning algorithm from (Tong and Koller, 2002) is adapted by adding
a verification stage. The algorithm runs in iterations, where at each step, the unlabeled example
that is closest to the decision boundary is added to the coreset. However, if there are no examples
near the decision boundary (i.e. they are further than the current large-margin guess), we may
think that all labels are classified correctly and thus the algorithm can halt. Of course, since the
labels are unknown, it is possible that there are still a large number of misclassified examples.
At this point the algorithm enters a verification phase, Verify(), where examples are sampled
uniformly at random from the entire data set according to UniformRandom() and labeled using
Oracle().
Lemma 6.4.1 Let D = Oracle(U), be the entire labeled data set and ρ∗ = ρ(L(D),D) be the
optimal margin for data set D of size M . Given parameters, δ, ²e, ²a ∈ [0, 1], one can compute a
coreset C of size at most O((R/ρ∗)2/²2a) in time O(
d|C|
²e
(
ln |C|+ ln 1δ
)
+ |C|T (|C|)), where R =
max(x,y)∈D ||x||. The total number of calls to Oracle() is less than O( |C|²e
(
ln |C|+ ln 1δ
)
)
Proof: The coreset will be at most |C| = O((R/ρ∗)2/²2a) as a result of Corollary 6.3.3 by noticing
that each time an example, (x, y) is added to the coreset, ρ(hi,x, y) < (1− ²)ρi — either because
an unlabeled example is added in Line (1) in Algorithm 6.4 (a) or because a labeled example is
added in Line (2) in Algorithm 6.4 (b). In the former we know that ρi − |ρ(hi,x, y)| > ²ρi, and in
the latter we know that ρ(hi,x, y) < 0.
Since we know that at most |C| examples will be added to the coreset, and at each iteration,
the margin of the current working hypothesis decreases we can use Lemma 2.7.12 to bound the
total number of Oracle queries in 1²e
(
ln |C|+ ln 1δ
)
to ensure 1 − δ confidence that the classifier
has at most ²e mistakes. Therefore, the total number of calls to Oracle() is at most O(|C| +
|C| 1²e
(
ln |C|+ ln 1δ
)
) = O(|C| 1²e
(
ln |C|+ ln 1δ
)
).
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Algorithm Active SVM
Input: Data U = (x1, . . . ,xm ∈
{
IRd
}m
Output: A classifier h′ : IRd → {−1, 1}
begin
Set C = ∅
Repeat until Halt
Set hi = SVM(C)
Set ρi = ρ(hi, C)
xmin = argminx∈U\C ρ(hi,x, y)
if miny∈{−1,1} |ρ(hi,xmin, y)| < (1− ²)ρi
ymin = Oracle(xmin)
C = C
⋃
(xmin, ymin)
else
(xv, yv) = Verify(U \ C, hi)
if xv = NULL
return hi and Halt
else
C = C
⋃
(xv, yv)
else
Return SVM(C) and Halt
end
(a) Active SVM
Algorithm Verify
Input:
Data U = (x1, . . . ,xm ∈ {IRd}m
A classifier h : IRd → {−1, 1}
Output:
(x,y) ∈ Rd × {−1, 1} or NULL
begin
for i = 1 . . . T do
x = UniformRandom(U)
y = Oracle(x)
if ρ(h,x, y) < 0
Return (x, y)
Return NULL
end
(b) Verify
Figure 6.4: (a) Active learning using coresets. Abusing notation, U \C = (x ∈ U |(x,Oracle(x)) 6∈
C). (b) Verify procedure. UniformRandom(U) returns a random example from the unlabeled
set. Oracle(x) returns the correct label for x and UniformRandom(U) selects an example from
U uniformly at random.
Comparison to a Naive Bound
A similar bound could be derived simply by using the perception mistake bound, that states that
the perceptron algorithm will make at most R
2
ρ2
mistakes until convergence. As a result, one can use
Lemma 2.7.12 to bound the number of queries to Oracle() as R
2
²eρ2
(
ln R
2
ρ2
+ ln 1δ
)
. Furthermore,
if the algorithm actually makes all of the mistakes that the bound predicts, the final hypothesis
will be perfect on all future data. As a result of this algorithm, one obtains a hypothesis that,
with confidence 1− δ has error at most ²e, but make no guarantee on the margin of the resulting
classifier. If the ² fraction of misclassified data is removed, the remaining examples could still reside
very close to the decision boundary and thus the theoretical justification and confidence obtained
by large margin guarantees are lost. Furthermore, this mistake-bound analysis does not justify the
“halving algorithm” of (Tong and Koller, 2002).
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6.4.2 Learning with Outlier Noise
Learning in the presence of noise is of great interest. One can think of noise in the following way
— without the “noisy” examples, a “clean” function could be learned. Thus if the noisy examples
could be identified before learning proceeded, we could learn the true maximum margin classifier.
Here, we show that one can learn an approximate maximum margin hyperplane in the presence
of outliers, an intuitively simple notion.
Definition 6.4.2 (Outlier Set) Consider a data set D = {(xi, yi)}Mi=m of binary (y ∈ {−1, 1})
examples. For any set of outliers, V ⊆ D, we can consider the maximum margin hyperplane,
hD
′
= L01(D′), on the examples D′ = D \ V . Then an outlier set of size k is a subset, Vk, of size
k that achieves maximum margin on the remaining data
Vk = argmax
V ∈D
˛˛˛
|V |=k
ρ(L01(D \ V ),D \ V ).
Lemma 6.4.3 Let ρk = ρ(L(D \ Vk),D \ Vk) be the optimal margin for data set D of size M
with k outliers. Given a parameter, ², one can compute a separating hyperplane with margin
(1 − ²)ρk on D \ Vk in polynomial time O(dT (c)M c+1 logM), where c = O((R/ρk)2/²). and
R = max(x,y)∈D ||x||.
Proof: If we knew Vk a priori, then we could use Algorithm 6.1 to find a (1 − ²)-approximate
hyperplane, h∗k = L01(D \ Vk) with margin ρ∗k = ρ(h∗k,D \ Vk). Thus, from Lemma 6.3.2, we
know there exists a coreset of size c∗k ≤ 128(R/ρ∗k)2/² that produces a (1− ²)-approximation to h∗k.
Therefore, if c∗k was known, as we will see below, by sampling all subsets of size c
∗
k from D, we can
discover at least one (1− ²)-approximation. Indeed, for any c > c∗k this approach will work.
First, we describe a procedure where we assume some fixed ρ ∈ (0, 2R) and c = 128(R/ρ)2/².
Then, we can compute a set of hyperplanes by considering all subsets of the data D of size c.
There are
(
M
c
) ≤ M c such example sets, {Ds}Ss=1. For each Ds, we can define hs = SVM(Ds) as
the maximum margin separating (or non-separating) hyperplane on data set Ds. In addition, we
define ρs = ρk(hs,D) to be the margin of hs on the original data D after removing the k smallest
margin examples from D according to hs. For each subset s, finding the max margin classifier
takes at most O(cd2c) and finding ρs takes O(dM logM) time to classify and sort all examples.
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Algorithm Outlier SVM
Input:
Data D = ((xm, ym))M1 ∈
{
IRd × {−1, 1}}M
Output:
A classifier h : IRd → {−1, 1}
begin
Set R = max(x,y)∈D ||x||
For i = 0, 1, 2, . . .
ρ = R/2i
Set c =
⌈
32R
2
²ρ2
⌉
For each subset Ds ∈
(
D
c
)
hs = SVM(C)
hmax = argmaxs ρk(hs,D)
if ρk(hmax,D) > ρ
Return hmax and Halt.
end
(a) Outlier SVM
Algorithm Simple Outlier SVM
Input:
Data D = ((xm, ym))M1
Output:
A classifier h : IRd → {−1, 1}
begin
Set R = max(x,y)∈D ||x||
For i = 0, 1, 2, . . .
Set c = 2i
For each subset Ds ∈
(
D
c
)
hs = SVM(Ds)
hmax = argmaxs ρk(hs,D)
if ρk(hmax,D) >
√
32R2c²
Return hmax and Halt.
end
(b) Simple Outlier SVM
Figure 6.5: (a) Approximate maximum-margin learning with outlier noise. ρk(h,D) returns the
margin of the example in D that is smaller than the margin of all but k examples (i.e. the k+1-th
smallest margin). (b) Simple algorithm. An alternate description of the algorithm that simply
doubles the size of the sub-sample sets at each iteration.
Then, hmax = argmaxs ρk(hs,D) is the output of this procedure and the guess of an approximate
maximum-margin classifier. Therefore, given ρ and c, this procedure takes O(cd22cM c+1 logM).
If, in the above procedure, ρ ≤ ρ∗k (and c ≥ c∗k), then we are guaranteed that at least one of
hs is a (1 − ²)-approximation to D \ Vk since one of the subsets will contain a coreset and thus
produce an approximate classifier. However ρ∗k is unknown a priori, and must be discovered by the
algorithm. By starting with an initial estimate, ρ = 2R, and repeating the above procedure for
decreasing values of ρ, eventually it will produce approximate classifier. Specifically, we know to
halt when the classifier with the largest margin (minus the k potential outliers) is larger than the
current estimate, i.e. when ρmax = maxs ρs ≥ ρ, then we are guaranteed that ρ∗k ≥ ρ since we know
that ρ∗k ≥ ρmax always. Thus, the estimated coreset size, c ≥ c∗k, and hmax is guaranteed to be a
(1− ²)-approximation.
By decreasing ρ exponentially fast, the algorithm will converge quickly and the running time
is dominated by the final iteration. Specifically, if, ρ = 2R/2i in round i, then the procedure is
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guaranteed to halt after at most dlog(2R/ρ∗k)e rounds and the total running time is
dlog(2R/ρ∗k)e∑
i=0
O(cid22ciM ci+1 logM) = O(cId22cIM cI+1 logM)
where ci = 128( RR/2i )
2 = 128(22i) and I = dlog(2R/ρ∗k)e + 1. The above expression is easily
verified by noticing that each term in the summation on the left more than doubles the previous
term and is dominated by the final term ( just as
∑n
i=0 2
i = 2i+1 ). Putting everything together,
cI = 32(22I) = 2048(R/ρ∗k)
2, and the total running time follows.
6.5 Related Work
Central to the coreset algorithms presented here, is the idea of iteratively building a working set
of examples by carefully selecting examples to add at each step. In the online learning literature,
this idea has appeared in work related to the coreset approach.
Indeed, even the perceptron algorithm can be viewed as building a working set. At each
iteration, a binary example, (xi, yi), (yi ∈ {−1, 1}) is added to the working set if yi(wwi · xi) < 0.
The hypothesis is dependent only on the number of times each example is added to the working
set – it is a weighted sum of the examples in the working set.
In the binary setting, various approximate algorithms for online learning have also been pro-
posed. In (Kowalczyk, 2000), Kowalczyk proposed a perceptron-like update rule is presented, with
various criteria for choosing which example to update. One of them is exactly the minimum margin
approach used in coresets (where they look at all examples). A second is the one in Corollary 6.3.3,
where a true online approach is used, and any example with small enough margin can be used. They
showed that after only O(R
2
²2
log R2 ), updates, the algorithm would converge to a (1−²)-approximate
classifier — a result very similar to ours, modulo 1/² and logR terms.
At roughly the same as Kowalczyk’s algorithm, two additional algorithms were proposed: the
Relaxed Online Maximum Margin Algorithm (ROMMA) and the Approximate Large Margin Al-
gorithm (ALMAp). ROMMA is an online algorithm that learns a (1 − ²)-approximate maximum
margin separation. At each iteration, a perceptron-like (w← w+µyx if the example was misclas-
sified (or aggressively updated if y(w · x) < 1). The aggressive update is in fact the same as used
in Kowalczyk and in Corollary 6.3.3. They key insight to their algorithm is that an appropriate
update weight, µ, can be determined by optimizing a simple (and small) optimization problem.
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Specifically, they compare ROMMA to the ideal algorithm (which in our case is found by simply
running SVM on the coreset). In the online setting, when adding an example to the working set,
the ideal algorithm will find the smallest norm hypothesis such that it achieves large (> 1) margin
on all examples. In ROMMA, this constraint is relaxed so that the the hypothesis does not optimize
over all previous examples, but instead optimizes over only two constraints — one derived from the
current example (w · x > 1) and a second derived by replacing all previous example constraints by
a single halfplane.
ALMAp can, in some sense, be viewed as an extension of ROMMA to the case where similarity
is measured by the p-norm instead of the 2-norm as in standard maximum margin classification.
It’s update procedure is slightly simplified as it uses a fixed upper bound on the expected margin,
γt ∝ 1√t , where t is the size of the working set. Specifically, an update is performed if y(w · x) ≤
(1− ²)γt. Compare this to our criteria of adding an example to the coreset, y(w · x) ≤ (1− ²)ρt−1,
where ρt−1 is the current working margin. In fact, γt is an upper bound on the convergence rate
of both algorithms, however with ρt−1, we show a slightly improved rate of O(R
2
²ρ2
) versus O( R
2
²2ρ2
)
that is achieved for ROMMA and ALMAp(with p = 2).
Finally, an independently proposed algorithm for coreset support vector machines (Core Vector
Machines (CVMs)) was recently proposed (Tsang, Kwok, and Cheung, 2005). In this work, they
reduce finding a maximum margin coreset to finding a coreset for the minimum enclosing ball of
a set of points in high dimension (Badoiu and Clarkson, 2003). While this algorithm is essentially
the same, the analysis we show is, we believe, simple and direct for the maximum margin solution.
In addition, it provides a slight (factor 1/²) improvement over the reduction based result.
In the structured output domain, SVMstruct (Tsochantaridis et al., 2004), was recently proposed
to extend the support vector machine to the structured output domain. In each iteration, core part
of this algorithm involves adding (x,y,y′)-triples to the working set. Indeed, they use exactly the
same Φ(x,y,y′) feature vector used here. Then, the working hypothesis is updated (in the dual) by
optimizing over the Lagrange multipliers, similar to the Sequential Minimal Optimization (SMO)
procedure introduced by Platt (Platt, 1999). They also show a bound of O( R
2
²2ρ2
) on the maximum
size that the working set will be during the algorithm execution. set.
In this work, we are concerned with the running times of finding such an approximation. By
repeatedly running the complete SVM algorithm as a black-box, the total running time is bounded.
Because the size of the coreset is bounded, this total running time is bounded. Also, by looking
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at the coreset as the building block of the various algorithms presented here, we have shown that
they are versatile and can be used for to provide simple algorithms for many different domains.
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Chapter 7
Conclusions
It is important, indeed necessary, to understand how to develop algorithms for learning in domains
where we must make complex predictions. The state of our understanding was, until recently,
almost solely confined to the binary domain where simple of yes/no answers. In this work, we
sought to develop and analyze a common framework for extending both algorithmic and conceptual
knowledge about learning in the binary domain to the multi-categorical domain. Our hypothesis
was that using the general discriminant model, learning algorithms could successfully be applied
to more complex problems, such as multi-class, ranking, sequence labeling, and structured output
problems.
In Chapter 3, we presented Constraint Classification (CC). to capture multi-class and multi-
label classification, category ranking, and general multi-categorical problems with a small output
space. In CC, learning was reduced to learning a single binary separation using principles from
the general discriminant model. We showed that algorithms, such as Perceptron and the support
vector machine could be used in more complex domains wile maintaining the theoretical properties
that inspire their wide use in practice. This, along with experimental results supported the fact
that learning a directly with respect to the problem at hand is superior to existing methods that
learn multiple functions based on local decompositions. .
In Chapter 5, we presented a comparison between two approaches for semantic role label-
ing (SRL) — one based on a traditional local decomposition and the other based on the general
discriminant model. Surprisingly, we found that the decomposition approach achieved state-of-the-
art performance while the more theoretically justified discriminant approach performed slightly
worse. After closer examination, we saw that in fact this was not unexpected. Although the global
approach is more robust than the local approach (i.e. it is able to learn any function the local
approach can), it may take longer to converge to a superior hypothesis. In fact, we discovered
that when using a structured output space with many variables, the complexity of the learning
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problem increases substantially. This observation was verified by real-world SRL data, synthetic
data, and by bound-prediction. As a result, we conclude that it is often the case in real world
natural language problems that a restricted data set can, and does, restrict the type of algorithms
that can be employed even when the representation size remains constant.
Finally, in Chapter 6, we presented a new tool for analyzing various maximum-margin al-
gorithms — coresets. A coreset is a small subset of the data that is sufficient to produce an
approximate maximum-margin separation. By showing that such a set can be constructed quickly,
we gave a fast algorithm for approximating the optimal classifier. Then, we showed how to apply
the result to three interesting problems in learning. First, by using the general discriminant model,
the method can be used directly for multi-categorical problems, including structured output. By
doing so, we see an alternate explanation for an existing algorithm for learning the support vector
machine on structured data. Second, we used the coreset for analyzing margin based active learning
algorithms. Third, we showed a polynomial algorithm for learning in the presence of outlier noise.
As a result, we conclude that coresets are a viable and widely applicable tool for learning in the
large margin arena.
We feel that there are two main contributions of this dissertation. The first is the development
of a better understanding of the underlying connection between various kinds of multi-categorical
tasks. The similarities exposed in the CC framework show that learning in each of these domains
is fundamentally the same problem of learning constraints. As a result, we have developed various
kinds of multi-categorical systems and examined their behavior. The second is the realization that
although theoretically justified, care must be taken when using the binary extension of certain
algorithms to the multi-categorical domain. Indeed, there is no single best algorithm for multi-
categorical classification. However, a single conceptual framework can lead to development of better
algorithms and better results in important domains.
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