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In this paper we consider adaptive regulator design for undamped inﬁnite-
dimensional second-order systems in the case of collocated input and output
operators. The adaptive regulator is constructed by the concept of adaptive PD
control (proportional plus derivative control) and the estimation mechanism
of the unknown parameters for the disturbances. In the controlled system, the
convergence of the system state to zero will be guaranteed. © 2001 Academic Press
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1. INTRODUCTION
The advantage of adaptive control is that good control performance can
be automatically achieved even in the presence of various types of uncer-
tainties. Some attempts have been made to generalize traditional adap-
tive control algorithms to classes of distributed parameter systems [5, 22].
Non-identiﬁer-based high-gain adaptive stabilization and adaptive regula-
tor design have been also investigated for a class of distributed parameter
systems [4, 8, 9, 12–15, 18]. The design of adaptive control has required that
the system has no unstable zeros. The linear inﬁnite-dimensional second-
order system without damping has an inﬁnite number of poles and zeros
on the imaginary axis. The velocity feedback (D control) cannot asymptot-
ically stabilize the systems that have a pole at the origin. To asymptotically
stabilize such systems, the position feedback (P control) is also necessary.
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In this paper we consider undamped second-order systems with
unbounded input and output operators. We show that an adaptive regulator
can be constructed in the case of known bounded deterministic distur-
bances. The adaptive regulator is constructed by the concept of adaptive
PD control (proportional plus derivative control) and the estimation mech-
anism of the unknown parameters for the disturbance. In the controlled
system the convergence of the system, state to zero will be guaranteed.
2. SYSTEM DESCRIPTION
We are given two Hilbert spaces V and HV ⊂ HV dense in H, and
the injection is continuous [10, 17]. We can identify H with its dual H ′, and
identify H ′ with a dense subspace of the dual V ′ of V , so that
V ⊂ H ≡ H ′ ⊂ V ′
where the injections are continuous and each space is dense in the following
space one. The inner products and the norms on V and H are, respectively,
denoted by · ·V  ·V , and · ·H ·H . If f ∈ V ′ and v ∈ V 	f v
V ′ V
denotes the duality between V and V ′; if f ∈ H, it coincides with the inner
product in H.
Given T > 0 0 < T <∞, and u z0 z1 satisfying
u ∈ L20 T  z0 ∈ V z1 ∈ H
we consider the system governed by a second-order system
d2z
dt2
+Az = But + θTwt on 0 T  (1)
z0 = z0
dz0
dt
= z1 (2)
yt = Czt (3)
where ut ∈ R is the control input and wt ∈ Rl is the known bounded
disturbance vector, but θ ∈ Rl is the unknown constant vector and yt ∈ R
is the output. We assume that y˙t is also measurable or can be precisely
computed from yt. Moreover, we assume that at least one of the initial
functions z0 and z1 is not zero.
The linear operator A is assumed to be deﬁned on H, unbounded, and
self-adjoint such that
	Az z
V ′ V ≥ 0 z ∈ V (4)
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In this case the system (1), (2), and (3) may have a pole at the origin.
The domain of A is deﬁned by DA = z ∈ HAz ∈ H. We thus have the
sequence
DA ⊂ V ⊂ H ⊂ V ′
where the injections are continuous and each space is dense in the following
space one. For the operators B and C we assume that B ∈ LRV′ and
C = B∗ ∈ LVR. They are called unbounded input and output operator,
because Range(B) and Domain(C) do not coincide with the state space H.
Then CB is not well deﬁned.
The disturbance vector function wt is assumed to be Laplace trans-
formable such that
wt =
 sin t sin t
 cos 2t
 
Putting vt = exp−αtzt α > 0, we have
d2v
dt2
+ 2αdv
dt
+ A+ α2v = Be−αtut + θTwt
From this it can be seen that the system (1) with (2) has a unique solution
zt z˙t for any ﬁnite t ∈ 0 T  [17], but the output Czt may not be
well deﬁned. The system (1)–(3) will be well posed by feedback ut =
−kB∗z˙t k > 0 in a sense to be made clear in (9) [1, 21].
The objective of adaptive control is to construct the control input u such
that the closed-loop system will be stable and have a desired properties
without explicit knowledge of ABC, and θ.
The main traditional conditions required in the design of adaptive control
for the system (1)–(3) are the following [4, 6, 12].
(C1) The system is minimum phase, that is, the system has no unsta-
ble zeros.
(C2) CB = 0.
(C3) RangeB ⊂ DomainA and RangeC∗ ⊂ DomainA∗.
Note that our system has an inﬁnite number of poles and zeros on the
imaginary axis and does not satisfy conditions (C1), (C2), and (C3).
In this paper we show that an adaptive regulator can be designed for the
system (1)–(3) with collocated actuators and sensors (that is, C = B∗).
Last, note that some interesting (open-loop) systems may not be well
posed in the sense that the input-to-output map, the input-to-state map,
and the state-to-output map are not all bounded [16, 20, 21]. However our
adaptive stabilization theory also can be applied if the closed-loop system
with ut = −ky˙t k > 0 is well posed.
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3. PRELIMINARIES
In this section we give some preliminary results that are necessary to ana-
lyze the adaptive control systems. Apply the nonadaptive feedback control
for the system (1),
ut = −κB∗zt − k¯B∗z˙t − θTwt k¯ > 0 κ > 0 (5)
where the velocity feedback −kB∗z˙t k > 0 will be made clear in a sense
in (9). Then the closed-loop system becomes
d2z
dt2
+ k¯BB∗ dz
dt
+ A+ κBB∗z = 0 on 0 T  (6)
z0 = z0
dz0
dt
= z1 (7)
We assume that for any κ > 0 there exists α > 0 such that
	A+ κBB∗z z
V ′ V ≥ αz2V  z ∈ V (8)
The system (6) and (7) has a unique solution such that for any ﬁnite T > 0
[1, 11, 17],
z ∈ C0 T V  z˙ ∈ C0 T H B∗z˙ ∈ L20 T  (9)
We can reformulate the closed-loop system as a set of ﬁrst-order equa-
tions. We introduce the product space Y = V ×H. The system is equiva-
lent to
d
dt
[
z
z˙
]
=
[
0 I
−A− κBB∗ −k¯BB∗
] [
z
z˙
]
= A˜κ
[
z
z˙
]

[
z0
z˙0
]
=
[
z0
z1
]
 (10)
yt = B∗ 0zt z˙tT  (11)
The operator A˜κ with the domain DA˜κ = DA × V satisﬁes
A˜κx xY = −k¯B∗z˙2 A∗κx xY = −k¯B∗z˙2
where
x = z z˙T and x1 x2Y = 	A+ κBB∗z1 z2
 + z˙1 z˙2H
Since the operator A˜κ is a densely deﬁned closed operator, and A˜κ and
A˜∗κ are dissipative, A˜κ generates a C0 semigroup of contractions on Y for
any κ > 0 and k¯ > 0 [2, 3].
Moreover we obtain the next lemma.
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Lemma 1. Assume that the injection of V into H is compact. Then for
k¯ > 0 κ > 0 A˜−1κ exists and is a compact operator on Y . Therefore, the
spectrum σA˜κ consists entirely of isolated eigenvalues.
Proof. From
A˜κ
[
z
z˙
]
=
[
0 I
−A− κBB∗ −k¯BB∗
] [
z
z˙
]
=
[
f
g
]

we have
z˙ = f −A+ κBB∗z − k¯BB∗z˙ = g
Since A + κBB∗ is a self-adjoint and positive deﬁnite operator, for any
given f ∈ V g ∈ V , it is shown that
A˜−1κ
[
f
g
]
=
[−k¯A+ κBB∗−1BB∗f − A+ κBB∗−1g
f
]
∈ V × V
The conclusion follows from the hypothesis of compactness of the injection
of V into H.
From Lemma 1 the resolvent operator λ− A˜κ−1 is a compact operator
on Y for any λ in the resolvent set ρA˜κ.
For the operator
A˜κ =
[
0 I
−A− κBB∗ −k¯BB∗
]

we have the next lemma.
Lemma 2.
λ− A˜κ−1
[
f
g
]
=
[ λ2 + λk¯BB∗ +A+ κBB∗−1λ+ k¯BB∗f + g
−λ2 + λk¯BB∗ +A+ κBB∗−1A+ κBB∗f − λg
]
 (12)
where λ ∈ ρA˜κ.
Proof. From
λ− A˜k
[
z
z˙
]
=
[
λ −I
A+ κBB∗ λ+ k¯BB∗
] [
z
z˙
]
=
[
f
g
]

we have
λz − z˙ = f
A+ κBB∗z + λ+ k¯BB∗z˙ = g
Solving this for z and z˙, we obtain (12).
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4. ADAPTIVE REGULATOR DESIGN
In this section we design an adaptive regulator for the system (1)–(3)
by the concept of adaptive PD control and the estimation mechanism of
the unknown parameters for the disturbances. We consider an adaptive
controller
ut = −Ktyt − kty˙t − θˆtTwt
Kt = γyty˙t + κ γ > 0 κ > 0
k˙t = ry˙2t k0 > 0 r > 0
˙ˆθ = wty˙t θˆ0 = θˆ0
(13)
where γ κ, and r are the tuning parameters that are chosen by the con-
trol designers to achieve good control performance. Hence the velocity
feedback (D control) cannot asymptotically stabilize the system that has a
pole at the origin. To stabilize such a system asymptotically, the position
feedback (P control) is also necessary. This will be seen in the proof of
Theorem 1.
If the adaptive controller (13) is applied to the system (1)–(3), the result-
ing closed-loop system becomes
d2z
dt2
+ ktBB∗ dz
dt
+ A+KtBB∗z + Bθˆt − θTwt = 0 on 0 T 
(14)
z0 = z0 z˙0 = z1
Kt = γB∗ztB∗z˙t + κ γ > 0 κ > 0
k˙t = rB∗z˙t2 k0 > 0 r > 0
˙ˆθt = wtB∗z˙t θˆ0 = θˆ0
(15)
When kt < ∞ Kt < ∞, and θˆt < ∞ for t > 0, it also can be
shown that the system (14) has a unique solution z z˙ that satisﬁes the
properties (9) [11, 17].
We have the following theorem.
Theorem 1. Suppose that C = B∗ ∈ LVR, the injection of V into H is
compact, and the system (1)–(3) is approximately observable [2]. Then if for all
n n = 1 2     l wnt are not 1 and there exists a pole pnm of the Laplace
transform Wns of wnt such that pnm is not a zero of the system transfer
function Gκs = B∗s2 +A + κBB∗−1B, the adaptive controller (13) will
regulate the system (1)–(3), that is,
i lim
t→∞ztV = 0 and limt→∞z˙tH = 0 (16)
ii kt <∞ for any t > 0 lim
t→∞Kt = γ and limt→∞ θˆt = θ (17)
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Proof. First consider a Lyapunov-like functional Et on Y × R × Rl:
Et = 1
2
z˙t z˙tH +
1
2
	A+ κBB∗zt
 + 1
2r
kt − k¯2 zt
+ 1
2
θˆt − θT  (18)
The time derivative of Et along the solution of system (14) and (15)
can be estimated as
E˙t = − 12
〈
Azt + ktBB∗z˙t +KtBB∗zt + Bθˆt − θTwt z˙t〉
− 12
〈
Azt + ktBB∗z˙t +KtBB∗zt + Bθˆt − θTwt z˙t〉
+ 12 	Azt z˙t
 + 12 	Azt z˙t
 + κB∗ztB∗z˙t
+ kt − k¯B∗z˙t2 + θˆt − θTwtB∗z˙t
= −k¯B∗z˙t2 − γB∗zt2B∗z˙t2 = −k¯y˙2t − γy2ty˙2t (19)
which implies that Et ≤ E0. From (9) and (18) it holds that ztV <
∞ z˙tH < ∞ B∗zt < ∞ kt < ∞, and θˆt < ∞ for any t > 0.
Moreover from (15), B∗z˙ ∈ L20∞.
Next we show the convergence of the system state to zero and the param-
eter θˆt to the true value. Consider the set
S = z z˙K k θˆ ∈ V ×H × R × R × Rl  E˙ = 0 (20)
Since the solution trajectories of our system are bounded, λ − A˜κ−1 is
a compact operator for λ ∈ ρA˜κ, and (15) are pure integrations, the
solution trajectories of (14) and (15) are precompact in V ×H×R×R×Rl
for t ≥ 0. Hence by the invariance principle of Lasalle [19], the solutions
asymptotically tend to the maximal invariant subset of S deﬁned by (20).
To assure that the system states zt and z˙t asymptotically converge to
0 and the parameter θˆt converges to the true value θ, it sufﬁces to show
that the set S contains only the solution 0 0 κ k¯ θ.
When E˙ = 0, it necessarily holds that B∗z˙t = 0. All solutions (14) and
(15) satisfy the equations
d2z
dt2
+ k¯BB∗ dz
dt
+ A+ κBB∗z + Bθ¯− θTwt = 0
z0 = z0
dz0
dt
= z1 B∗z˙t = 0
(21)
where θ¯ is a constant vector. Reformulating (21) as a set of ﬁrst-order
system, we have
d
dt
[
z
z˙
]
= A˜κ
[
z
z˙
]
+
[
0
B
]
θ− θ¯Twt
z0 = z0 z˙0 = z1 B∗z˙t = 0
(22)
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Let Uκt be C0 semigroup generated by A˜κ. Then the unique solution of
the evolution equation (22) is given by[
zt
z˙t
]
= Uκt
[
z0
z1
]
+
∫ t
0
Uκt − τ
[
0
B
]
×θ− θ¯Twτdτ t > 0 (23)
By Laplace transformation and then by analytic continuation, we obtain[
Zs
Z˙s
]
= s − A˜κ−1
[
z0
z1
]
+ s − A˜κ−1
[
0
B
]
×θ− θ¯TW s s ∈ ρA˜κ (24)
Since B∗z˙t = 0 for all t > 0, using Lemma 2 we obtain
B∗s2 +A+ κBB∗−1
sz1 − A+ κBB∗z0 + Bθ− θ¯T sW s = 0 (25)
Suppose that a pole pnm = 0 of the nth element Wns is in ρA˜κ for
k¯ = 0. Integrating (25) over a small circle surrounding only the pole pnm
in the complex s plane, we have
B∗p2nm +A+ κBB∗−1Bθn − θ¯n = 0 (26)
If pnm is not a zero of the transfer function
Gκs = B∗ 0s − A˜κ−10 BT = B∗s2 +A+ κBB∗−1B
of the system (10) and (11) for k¯ = 0, it follows that θ¯n = θn for all n.
On the other hand, in the case where pnm = 0 coincides with an eigen-
value of A˜κ (its multiplicity being q) for k¯ = 0, from (25) we can similarly
obtain
lim
s→pnm
s − pnmqB∗s2 +A+ κBB∗−1Bθn − θ¯n = 0 (27)
If pnm is not a zero of the transfer function Gκs, it follows that θ¯n = θn
for all n.
In the special case where pn = 0 [that is, wnt ≡ 1], from (25) we cannot
get
lim
s→0
B∗s2 +A+ κBB∗−1Bθn − θ¯n = 0
This is why it was assumed that wnt = 1 for all n.
If θ¯ = θ, from (23) it follows that
0 B∗Uκt
[
z0
z1
]
= 0 t > 0 (28)
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Since any linear feedback preserves approximate observability (initial
observability) [3, 7], the approximate observability [2, 3] of the system can
result that z0 = z1 = 0, which implies that zt ≡ 0 and z˙t ≡ 0. We have
proved the theorem.
Remark 1. Since by any feedback the zeros of the system transfer
function are invariant [3, 7], the zeros of Gκs are the zeros of Gs =
B∗s2 +A−1B.
5. EXAMPLES
In this section we give examples to illustrate our theory.
Example 1. Consider the linear undamped elastic string system
ztt = zxx on 0 < x < 1 t > 0
z0 x = z0x zt0 x = z1x
zxt 0 = 0
zxt 1 = ut + θ1 cos t + θ2 sin 2t
yt = zt 1
(29)
where zt x denotes the transversal displacement of the string from equi-
librium at position x and time t, and θ1 θ2 are unknown constants.
The operator A DA → L20 1Az = −zxx is self-adjoint and has
the domain
DA = z ∈ L20 1z zx are absolutely continuous,
zxx ∈ L20 1 zx0 = zx1 = 0
Applying the Galerkin method to the system (29), we see that the
input operator B can be identiﬁed with δx − 1 [2]. The system has
the unbounded input and output operators. The actuator and the sen-
sor are collocated, that is, C = B∗. Since δx − 1 is a linear continuous
functional on H10 1 = z ∈ L20 1z zx ∈ L20 1, we can take
V = H10 1 and then V ′ ⊂ H−10 1 and B ∈ LR V ′ [10]. Thus we
take H = L20 1. We have A ∈ LV V ′ and we see that the condition
(4) holds. Moreover the injection of V into H is compact [10, 17]. The
system (29) is well posed, since the output zt 1 is well deﬁned [3].
First we check the condition (8). Since
zt x = zt 1 −
∫ 1
x
zxt xdx
z2t x ≤
(
1+ 1
δ
)
z2t 1 + 1+ δ
∫ 1
0
z2xt xdx
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From this∫ 1
0
z2t xdx ≤
(
1+ 1
δ
)
z2t 1 + 1+ δ
∫ 1
0
z2xt xdx
for any δ > 0. We obtain
	A+ κBB∗z z
V ′ V = −
∫ 1
0
zxxz dx+ κz2t 1
≥ 1− δ
∫ 1
0
z2x dx+
κδ
1+ δ
∫ 1
0
z2 dx
This implies that we can take α = min1 − δ κδ/1 + δ > 0 for any
κ > 0. Thus the condition (9) holds.
It can be seen that our system is approximately observable [2].
Now Laplace transform of  sin 2t is
L sin 2t =
(
2
s2 + 4
)
1+ exp−πs2 
1− exp−πs2 
and its poles are ±i2±i4m m = 1 2   . On the other hand, the system
transfer function Gs is well deﬁned and is given by
Gs = coshs
s sinhs 
The zeros ofGκs are ±i2m+ 1π/2 m = 1 2   . Any pole of Lcos t
and L sin 2t is not a zero of Gκs.
Therefore, for the system (29) we can apply an adaptive control law
ut = −Ktyt − kty˙t − θˆ1t cos t − θˆ2t sin 2t
Kt = γyty˙t + κ γ > 0 κ > 0
k˙t = ry˙2t k0 > 0 r > 0
˙ˆθ1t = cos ty˙t θˆ10 = θˆ10
˙ˆθ2t =  sin 2ty˙t θˆ20 = θˆ20
(30)
to regulate the system.
Example 2. Consider the undamped ﬂexible beam system
ztt + zxxxx = 0 on 0 < x < 1 t > 0
z0 x = z0 zt0 x = z1
zt 0 = zxxt 0 = 0
zt 1 = 0
zxxt 1 = ut + θ1 sin t + θ2 cos 2t
yt = zxt 1
(31)
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where zt x is the displacement from equilibrium at position x and time
t, and θ1 θ2, are unknown constants.
The operator A DA → L20 1Au = uxxxx has the domain
DA = z ∈ L20 1z zx zxx zxxx are absolutely continuous
zxxxx ∈ L20 1 z0 = z1 = zxx0 = zxx1 = 0
Applying the Galerkin method to the system (31), we see that the input
operator B can be identiﬁed with δ′x− 1 [2]. The system has unbounded
input and output operators. The actuator and the sensor are collocated, that
is, C = B∗. Since δ′x− 1 is a linear continuous functional on H20 1 =
z ∈ L20 1z zx zxx ∈ L20 1, we can take V = z ∈ H20 1z0 =
z1 = 0 and then V ′ ⊂ H−20 1 and B ∈ LR V ′ [10]. Thus we take
H = L20 1. We have A ∈ LV V ′ and we see that the coerciveness
condition (8) holds. Moreover, the injection of V intoH is compact [10, 17].
Since the output zxt 1 is not well deﬁned, the system (31) is not
well posed [3, 16]. However, it will be well posed by feedback ut =
−ky˙t k > 0 [16].
It can be seen that our system is approximately observable [3, 6].
Now Laplace transform of  cos 2t is
L cos 2t = s
s2 + 4 +
(
4
s2 + 4
)
exp−πs4 
1− exp−πs2 
and its poles are ±i2±i4m m = 1 2   . On the other hand, the system
transfer function Gs is not well deﬁned, but is formally given by
Gs = sin
√
s cosh
√
s − cos√s sinh√s
2
√
s sin
√
s sinh
√
s

Any pole of Lsin t and L cos 2t is not a zero of Gκs.
Therefore, for the system (31) we can apply an adaptive control law
ut = −Ktyt − kty˙t − θˆ1t sin t − θˆ2t cos 2t
Kt = γyty˙t + κ γ > 0 κ > 0
k˙t = ry˙2t k0 > 0 r > 0
˙ˆθ1t = sin ty˙t θˆ10 = θˆ10
˙ˆθ2t =  cos 2ty˙t θˆ20 = θˆ20
(32)
to regulate the system.
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6. CONCLUSION
We have designed an adaptive regulator for undamped collocated
second-order systems with unbounded input and output operators that are
asymptotically stabilized by some scalar output feedback. The adaptive reg-
ulator has been constructed by the concept of adaptive PD control and the
estimation mechanism of the unknown parameters for the disturbances. In
the controlled system, the convergence of the system state to zero will be
guaranteed.
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