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Abstract 
 
The effects of response bias in signal detection tasks are often intentionally 
minimized in order to focus on unbiased estimates of sensitivity.  While reducing bias 
can be useful in many laboratory tasks, such diminution does little to describe real-world 
detection behavior.  One interesting manipulator of response bias is the concept known as 
Knowledge of Results (KR), or more commonly known as Feedback.  Feedback allows 
observers to not only improve their ability to detect signals but can also give information 
necessary for optimizing their responses to meet any one of the many decision strategies 
available (such as maximizing the percentage of correct responses (Green & Swets, 
1966)).  What is relatively unknown, however, is how a reduction in KR for individual 
response types (Hits, Misses, False Alarms, and Correct Rejections) can influence 
response bias.  The proposed terminology for this type of KR is “Incomplete Knowledge 
of Results (IKR)”.   
This study examined four cases of shifts in response bias due to IKR symmetry, 
organization, implicitness, and amount.   The question of IKR symmetry examined how 
conditions with a single feedback type might influence listener response bias equally or 
unequally.  The question of IKR organization was designed to uncover any relationship 
between 2-feedback conditions yielding KR for “yes” responses, signal trials, and correct 
responses.  The question of implicit IKR examined whether listeners could utilize missing 
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feedback information to optimize their response bias.  Finally, the question of IKR 
amount examined whether an increasing quantity of feedback elements could decrease 
the quantity of non-optimal responses. 
A group of ten human listeners were given a series of single-interval yes-no 
detection tasks designed to measure response bias due to the previously discussed 
research questions.  The single-interval adjustment matrix (SIAM) procedure 
(Kaernbach, 1990) was used to determine unbiased detection thresholds at 75% correct 
for 1 kHz sinusoidal tones in a broad-band white noise masker.  These thresholds were 
used to present a fixed-level stimulus during the IKR detection task.   
The resulting analyses reveal that IKR does have significant effects on response 
bias according to the decision strategy which maximizes proportion correct bias (Chapter 
1 of Green & Swets, 1966), though these effects are manifested differently in each of the 
four research questions.  The effects due to IKR symmetry were found to yield significant 
differences in 100% of subjects for an average of 67% of all possible comparisons.  The 
effects due to IKR amount yielded significant differences between conditions for 90% of 
the subjects for an average of 67% of all possible comparisons.  Significant effects 
between conditions with implicit feedback were found for an average of 67% of all 
possible comparisons.  The slopes of the data designed to test IKR amount were 
significant in only 50% of subjects.  An analysis of the results from the four research 
questions suggests that the effects due to asymmetry might influence the results of 
complex combinations of feedback, especially with regards to the amount of IKR. 
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Chapter 1:  Introduction 
 
Real-world listening tasks often differ significantly from highly controlled 
laboratory counterparts based upon limited aspects of signal detection theory (SDT), 
thereby purposefully limiting much of the variability present in the real-world.  An 
incorrect assumption made in a laboratory experiment may have substantial effects on 
estimates of sensitivity and/or response bias, leaving an unacceptable gap in the scientific 
understanding of realistic auditory detection, or result in miscalculations of the 
applicability of laboratory results to the real world.   
Perhaps the greatest difference between real-world and laboratory detection tasks 
can be attributed to response bias; that is, the likelihood of an observer to yield one type 
of response more often than another. Depending on the nature of the task and/or the 
specific research question(s), response bias could affect the rate of Hits (H), Misses (M), 
False Alarms (FA), and Correct Rejections (CR) obtained for a task, dramatically 
affecting the desired outcome of a particular decision strategy.  For example, if a 
listener’s goal is to maximize the number of correct detections (i.e. Hits) that occur in a 
task, then that subject could easily achieve a 100% hit rate simply by responding “yes” in 
every trial without regard for the very high False Alarm rate that must also occur. 
Of all the attributes that could affect response bias in the real-world, knowledge of 
results (KR) is frequently overlooked in favor of examining the effects of a priori signal 
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probability, personality traits, familiarization with signals, costs and rewards, 
interpretation of task instructions, and the definition and timing of decision intervals 
(Clark, 1966; Davenport, 1968; Egan, Greenberg, & Schulman, 1961a, 1961b; Green & 
Swets, 1966; Gundy, 1961; Levine, 1966; Rose, Murphy, Byard, & Nikzad, 2002; 
Watson & Nichols, 1976).  However, in each of these cases, the one thing common to all 
is the necessity to define how a subject receives feedback and what effect that 
information may have on a subject’s responses.  In other words, real-world detection 
tasks cannot be fully understood without first understanding the effects of feedback upon 
decision-making. 
In the laboratory, knowledge of results often occurs on a trial-by-trial basis as 
well as at the end of the trial-block and at completion of the experiment.  This is usually 
done for all response types (i.e. Hits, Misses, False Alarms, and Correct Rejections) for a 
certain percentage of trials (usually 0% or 100% of trials), depending on the specific 
research question (Szalma, Parsons, Warm, & Dember, 2000).  In the real-world, 
however, rarely does feedback occur for all decisions; instead, one should expect to 
receive feedback for some response types and not for others.  Real-world auditory 
detection scenarios can thus be described within the framework of “Incomplete 
Knowledge of Results” (IKR), in which feedback is given only for some combination of 
Hits, Misses, False Alarms, and/or Correct Rejections.  Currently, it is not well known 
how a listener might respond with such incomplete feedback information. 
 
 
3 
 
Examples 
  The concept of IKR is better illustrated by real-world examples.  The following 
situations are simple demonstrations of how IKR might be utilized in real-world auditory 
detection scenarios.   In each case, the response bias could drastically affect the desired 
outcome.  In some cases, these outcomes will be affected by the costs and rewards 
associated with certain decisions as well as by how often the signal is expected to occur.  
In either case, it is important to see how a listener might utilize incomplete feedback 
information to adjust their response bias. 
 
Lost Hiker 
 A hiker is walking through the wilderness and becomes disoriented and lost.  The 
hiker knows that rescuers will be dispatched and decides to find shelter from the cold.  
The success of the rescue largely depends on the ability to hear the rescuers and to 
somehow get their attention.  Depending on the information available to the hiker, there 
are two possible decisions: “yes, I hear the rescuers” and “no, I don’t hear the rescuers”.  
In this case leaving the shelter to get the attention of possible rescues must be balanced 
with the need to stay warm and safe in the shelter.  In other words, responding with 100% 
“yes” or 100% “no” are not good options.   
 Each time the hiker makes a decision to leave or to stay in the shelter, there are 
certain types of feedback information available that may help optimize the decisions and 
maximize the chances of being detected: 
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1) The hiker correctly detects the sounds of nearby rescuers and leaves the shelter to 
greet them – ( feedback for “hits”) 
2) The rescuers are present but the hiker fails to hear them or to leave the shelter 
being unaware of the missed opportunity – (no feedback for “misses”) 
3) The hiker incorrectly detects the sounds of rescuers and finds no evidence of them 
after leaving the shelter – (feedback for “false alarms”) 
4) The hiker correctly guesses that the rescuers are not present and decides to stay 
in the shelter – (no feedback for “correct rejections”) 
 
Figure 1.  A detection matrix showing the feedback available for “yes” or “no” decisions 
when the signal is either present or absent.  The shaded boxes represent decisions that 
receive feedback. 
 
In the previous example, depicted in Figure 1, the lost hiker only received 
feedback for decisions resulting in “yes” responses (i.e. Hits and False Alarms) and not 
for “no” responses (i.e. Misses and Correct Rejections).  With this information it is 
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possible that the hiker will use this incomplete set of feedback information to bias his 
choices toward or away from “yes”.  However, it is unknown if the hiker has access to 
enough information to optimize each decision and to achieve the best risk/reward balance 
between staying safe in the shelter and leaving the shelter to be found by the rescuers. 
 
Noisy Operating Room 
 A second example can be described by the detection of auditory alarms.  A 
hospital nurse is tasked with monitoring a patient’s heart rate during surgery.  Because of 
the high level of acoustic noise often present in operating rooms (United States, 1963), 
the detection of this particular auditory alarm is difficult yet very important.  This task is 
made all the more difficult by other tasks assigned to the nurse causing a constant 
division of attention.  Depending on the choices made in this task, there are several 
different types of feedback available: 
1) The nurse correctly detects the alarm and checks the monitor to determine the 
status of the heart rate – (feedback for “hits”) 
2) The nurse does not hear the alarm and does not check the monitor; the patient 
develops immediate complications as a result – (feedback for “misses”) 
3) The nurse thinks the alarm was activated, but finds, upon visual inspection of the 
monitor, that no such alarm occurred – (feedback for “false alarms”) 
4) The nurse does not hear the alarm and does not check the monitor; the patient 
suffers no complications – (no specific feedback for “correct rejections”) 
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Figure 2.  A detection matrix showing the feedback available for “yes” or “no” decisions 
when the signal is either present or absent.  The shaded boxes represent decisions that 
receive feedback. 
 
In this example the nurse received feedback only for Hits, Misses, and Correct 
Rejections.  Feedback for Correct Rejections was ambiguous and was thus not a reliable 
indicator of success.  With this incomplete set of feedback information, it is possible that 
the nurse will be unable to adequately utilize this information to optimize the ratio of 
yes/no answers to respond with an appropriate amount of response bias. 
 
Research Questions 
There are many facets to IKR that could be examined with respect to its effect on 
response bias (Figure 3).  Feedback, along with other information about the stimuli and 
the task, should allow humans to improve their responses and approach an optimal ratio 
of responses based upon their ultimate purpose or strategy (Green & Swets, 1966, 
7 
 
Chapter 1).  While there are many potential problems relating to IKR and response bias
1
, 
there are four characteristics that should be examined first.  Each characteristic relates to 
the quantity and/or quality of feedback information.  Thus the purpose of the study as 
outlined in this document is to investigate the following IKR characteristics and their 
ability to influence human response bias in an auditory detection task:  
1. Symmetry:  Does feedback for each of the single response types (i.e. H, M, FA, or 
CR) elicit similar response bias? (Figure 3, row 1). 
2. Organization:  Are there differences in response bias between scenarios with 
feedback for “yes” answers (H and FA), feedback for signal trials (H and M), or 
feedback for “correct” answers (H and CR)?  (Figure 3, row 2).   
3. Implicitness:  Can subjects utilize missing IKR elements to optimize their 
response bias?  (Figure 3, row 3). 
4. Amount:  Does increasing the number of feedback elements increase the 
likelihood of optimal response biases? (Figure 3, row 4). 
 
In order to answer these research questions and discover how they might affect 
response bias in laboratory and real-world listening tasks, this document will discuss the 
relevant components of KR and SDT literature, describe a research study designed to test 
the questions listed above, and analyze the data within the framework of SDT.  A 
discussion of how these results apply to real-world and laboratory detection tasks will be 
                                                 
1
 These questions are by no means a complete list, but they serve as important indicators of which areas 
might be worth pursuing in the future.    To see a more complete list of possible IKR research questions, 
please see the Future Works section in Chapter 6. 
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followed by a list of deeper questions about IKR that need to be answered in the context 
of the results for this study 
 
IKR Research Questions 
 
Figure 3.  Four important research questions that can be derived from the concept of IKR.  
Shaded boxes are used to indicate responses that receive feedback. 
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Chapter 2: Background 
 
 Before describing how to solve questions relating to incomplete knowledge of 
results, it is first necessary to delineate how humans utilize feedback, how they make 
decisions when information is ambiguous, and how they might utilize this information to 
optimize their results according to certain decision strategies. 
Knowledge of Results 
Historically, knowledge of results (KR) is used as a simple and effective means 
for training humans to achieve maximum possible performance by providing valuable 
information about the outcomes of past responses (Blackwell, 1953, pp. 166–170; Green 
& Swets, 1966; Hammond, Summers, & Deane, 1973; Salmoni, Schmidt, & Walter, 
1984).  The underlying assumption is that subjects will achieve best possible performance 
when they have access to as much information as is practical (Chapter 1 in Green & 
Swets, 1966).  In certain situations it may not be possible or desirable to give subjects any 
kind of feedback, generally causing a noticeable changes in optimal performance for the 
chosen decision strategy (Rick & Weber, 2010; Weber, 2003).   
Partial Knowledge of Results 
Situations in which humans receive feedback for 100% of their decisions may be 
considered to be the exceptions of real-world feedback rather than the rule as such 
knowledge rarely occurs naturally.  Instead, humans are often presented with feedback 
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known as “Partial Knowledge of Results” (PKR), which reduces the amount of feedback 
to a proportion of occurrences less than 100% of the time (Lurie & Swaminathan, 2009; 
McCormack, Binding, & McElheran, 1963; McCormack & McElheran, 1963; Salmoni et 
al., 1984; Szalma et al., 2000; Warm, Hagner, & Meyer, 1971).  Experiments that utilize 
PKR are often designed to study the effects of feedback on sensitivity (Lurie & 
Swaminathan, 2009; Szalma et al., 2000), and are not necessarily intended to study other 
effects, such as bias.   
Incomplete Knowledge of Results 
In contrast to PKR, Incomplete Knowledge of Results occurs when a subject is 
given feedback for some combination of Hits, Misses, False Alarms, and/or Correct 
Rejections (for example KR for Hits and Misses only).  The differences between partial 
and incomplete knowledge of results are subtle but important.  PKR changes the 
proportion of trials which receive feedback; while IKR changes which response types 
(i.e. Hits, Misses, False Alarms, or Correct Rejections) receive feedback.  In other words, 
IKR is designed to elicit an effect on bias by changing the nature and structure of the 
information rather than changing its rate of occurrence.  Of course a more natural and 
realistic extension to the concepts PKR and IKR would be to provide incomplete 
feedback for a certain percentage of observation intervals – something that is proposed in 
the last chapter as “Incomplete Partial Knowledge of Results” (IPKR).  But before one 
can reach this degree of realism in KR, it is first necessary to thoroughly examine 
whether or not IKR has any impact at all.   
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Previous Studies 
Although no known studies have sought to systematically examine the effects of 
IKR on response bias in a systematic manner, there is some research that indirectly 
utilizes some aspects of IKR for other purposes.  Early studies of KR, for example, 
investigated the effects of feedback for correct/incorrect answers (Kaess & Zeaman, 
1960); Hits and False Alarms (Wiener, 1963); Hits, Misses, and False Alarms (Wiener, 
1963); and true/false KR (Mackworth, 1964). However, these studies focused on the 
difference between various KR proportions and how they affected estimates of 
sensitivity
2
.   
Szalma et al. (2006) examined “Knowledge of Results Format” which studied the 
effects of five conditions: (1) no-feedback, (2) feedback for hits, (3) feedback for false 
alarms, (4) feedback for misses, and (5) “composite” feedback (KR for H+M+FA).  This 
study, while utilizing aspects of IKR (though under different nomenclature), was 
designed to study the effects of a very small sub-sample of IKR within a visual vigilance 
task and how the disposition of subjects (optimistic vs. pessimistic) affected the subjects 
stress during a task with incomplete feedback information.  The reported results, while 
not specifically designed to answer questions regarding bias, did conclude that there were 
significant differences in response bias between the “composite” condition and the no-
feedback condition.  Based on these results, however, it can be surmised that IKR does 
                                                 
2
 These studies essentially describe a form of Incomplete Partial Knowledge of Results (IPKR), something 
that is discussed in “Future Works” section of Chapter 6. 
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have an effect on response bias and that a more systematic study of IKR should be 
conducted. 
Terminology 
There is some discrepancy in the literature as to what other terminology to use for 
the different features.  For example, Wiener (1963) refers to KR for different response 
types (what this document calls IKR) as “Partial Knowledge of Results” (PKR).  The 
more recent literature, however, uses the term PKR to describe KR for all response types 
(hits, misses, false alarms, and correct rejections) for a certain percentage of trials 
(Hammond et al., 1973; Lurie & Swaminathan, 2009; Salmoni et al., 1984; Szalma et al., 
2000).  This document has adapted the modern terminology of the latter references using 
“Partial Knowledge of Results” to refer to feedback for all responses during a specified 
proportion of trials, and proposes using “Incomplete Knowledge of Results” to refer to 
feedback for specific response types
3
 (H, M, FA, and/or CR) instead of “KR format” 
described by Szalma et al. (2006).   
In conclusion, the following terms will be used to describe the various types of 
feedback throughout this document: 
1. Knowledge of Results (KR): feedback for all response types in all trials 
2. Partial Knowledge of Results (PKR): feedback for all response types in a certain 
proportion of trials 
3. Incomplete Knowledge of Results (IKR): feedback only for some combination of 
response types (H, M, FA, and/or CR)  
                                                 
3
 See the “Future Works” section in Chapter 6 for more precise proposals of KR nomenclature. 
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Signal Detection Theory 
Knowledge of results – whether KR, no-KR, PKR, or IKR – provides useful 
information about past decisions and how to apply what was learned to future choices.  
These decisions can be described statistically using signal detection theory (SDT) – a 
theoretical framework for interpreting behavioral performance in psychophysical tasks 
involving detection, recognition, identification, or classification (Green & Swets, 1966; 
Macmillan & Creelman, 2005).  The early development of detection theory emerged from 
radar research (Marcum, 1947, 1948) shortly after World War II and was eventually 
codified into a theoretical (Peterson, Birsdall, & Fox, 1954) and psychological framework 
(Swets, Tanner, & Birdsall, 1961) in the mid-1950s.  SDT was further refined by Green 
& Swets (1966) who expanded the model to account for response bias.   
Behind many SDT experiments is the desire to quantify a criterion-free estimate 
of receiver sensitivity.  As such, many detection experiments seek to minimize the effects 
of response bias and obtain a reliable criterion-free measurement of sensitivity, described 
by the metric d’.  SDT experiments often utilize “unbiased” experimental paradigms such 
as the two-alternative forced-choice method (2AFC), which minimize response bias and 
maximize the number of trials that contribute to the desired threshold estimate (Green & 
Swets, 1966, Chapter 4).  While such methods are effective for efficiently describing 
listener sensitivity in the laboratory and uncovering important sensory processes, they do 
little to describe how humans actually respond in real-world detection scenarios.  Instead, 
a paradigm should be chosen that can be influenced by response bias and thus better 
represents real-world listening. 
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Single-Interval Yes-No Task 
The single-interval yes-no (SIYN) task is preferred in cases in which natural 
decision-making is measured, because it can account for response bias as well as 
sensitivity (Green & Swets, 1966, Chapter 4).  The SIYN task is characterized by a series 
of trials containing single presentations of the stimuli (either noise-alone or signal-plus-
noise) and a binary response option (e.g. “yes” or “no”).  In contrast to the many 
“unbiased” paradigms, the SIYN task provides a simple and reliable mechanism for 
measuring response bias (using the decision criterion c) in addition to the criterion-free 
metric, d’ (Macmillan & Creelman, 2005, Chapter 2).  
𝑑′ = 𝑧(𝐻) − 𝑧(𝐹) (EQ 1) 
c =  −
1
2
[𝑧(𝐻) + 𝑧(𝐹)] 
(EQ 2) 
 
Decision Strategies 
 In a SIYN task, subjects have the ability to respond with “yes” or “no” at different 
rates over a block of numerous trials.  Depending on the proposed outcome of the 
experiment, there are various response strategies discussed in chapter 1 of Green & Swets 
(1966) that can dramatically alter the subjects’ biases based on the resulting response 
rates: (1) maximize proportion of correct responses, (2) maximize expected values, (3) 
maximize weighted combinations, and (4) satisfy Neyman-Pearson objective (Green & 
Swets, 1966, Chapter 1).   
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Strategy to Maximize Proportion Correct 
The most likely candidate for a strategy to systematically study IKR is that which 
maximizes the percentage of correct responses.  In order to maximize the effectiveness of 
this strategy, subjects would respond with a yes/no rate equal to that of the a priori signal 
probability rate.  For example, if the signal occurs in 50% of the trials, then it would 
benefit the subject to respond with a yes/no rate of 50% (Figure 4a), yielding a score of 
82% correct.  If the signal presentation rate were still 50% (Figure 4b) and the subject 
instead responded “yes” 72% of the time, then the percent correct score would actually 
drop to 80.5%.  This, of course, assumes that the subject is aware of the a priori signal 
probability ahead of time, or at least capable of learning it over time.  Within this 
decision strategy, response biases that yield the maximum proportion correct are often 
referred to as “optimal” and will be referred to as such throughout this document. 
 
Figure 4.  Optimal and non-optimal response bias according to the strategy that 
maximizes proportion correct. The left figure (a) describes an optimal listener whose yes-
rate is equal to the signal presentation rate of 50%.  The right figure (b) describes a non-
optimal listener with a yes-rate higher than the signal presentation rate.  The optimal 
listener contains a higher proportion of correct responses than the non-optimal listener 
even though the sensitivity calculated by d’ (EQ1) remains the same. 
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Strategy to Maximize Expected Value 
 When a human chooses a decision strategy (such as maximizing proportion 
correct), there must be some motivation for that strategy.  The most versatile explanation 
of this change in behavior is the strategy of maximizing expected value.  One possible 
scenario could be that there are rewards (real or imagined) associated with that strategy 
(for example, if payoffs were greatest when the proportion correct is greatest).  Alongside 
the overall motivation there may also be motivations for individual decisions.  If an 
individual receives $1 for every correct rejection, then that person will be heavily 
influenced to respond with “no.”  However, in the absence of such specified payoffs, it 
may fall to the listener to make judgements for what is defined as “desirable” or 
“undesirable.”  In such case, these user-defined payoffs may be influenced by knowledge 
of results as humans are often naturally motivated to achieve high results; feedback for a 
“hit,” for example, may invoke a similar internal reward as monetary compensation.   
 While internal payoffs are a factor in any response bias task, it is difficult to 
measure the effects of payoffs without actually manipulating the subject’s own internal 
biases – something that this study seeks to manipulate using IKR.  In such cases, it is 
unknown whether the effects on response bias due to payoffs might overrule the effects 
due to IKR.  Another potential problem is the conflicting effects of the a priori signal 
probability on response bias.  Whereas there are equations describing how signal 
probability and payoffs should work in conjunction (Macmillan & Creelman, 2005, 
Chapter 2), it is unknown if this relationship will continue to operate with incomplete 
feedback.  It is therefore important to investigate the relationship between signal 
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probability and response bias before investigating more complex IKR scenarios as long 
as one realizes that internal payoffs are being adjusted by the subjects even if they are not 
actively manipulated using costs and rewards in the experiment. 
Research Questions 
 With information about how response bias and decision strategies are defined 
within the context of knowledge of results and signal detection theory, it is possible to 
outline a series of research questions designed to test the effectiveness of IKR and its 
applicability to a wider range of problems.  Each question was selected from a total 
possible set of 16 conditions, and each is based on the assumption that an increase in the 
amount and/or quality of KR will give subjects enough information to respond with 
optimal bias according to the decision strategy to maximize the proportion correct (Green 
& Swets, 1966, Chapter 1).  Though there are numerous possible questions to study, only 
four research questions were chosen.  A detailed description of each question and the 
reasoning behind its selection is discussed below: 
Research Question 1: Symmetry of IKR 
IKR symmetry refers to the possibility of subjects weighing feedback for different 
response types (H, M, FA, or CR) unequally.  For example, if subjects are more likely to 
achieve optimal bias when given KR for Hits alone rather than for False Alarms alone, 
then this could imply that certain types of KR are judged by individuals as being more (or 
less) important for decision-making.  An effect of symmetry could also mean that more 
complex combinations of IKR could be explained by the relationship of its parts.  For 
example, if it is known that a subject exhibits extreme amounts of bias in conditions with 
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feedback for misses only, then that subject might also exhibit similar bias in conditions 
with feedback combinations that included feedback for misses (e.g. M + CR). 
 
Figure 5.  The conditions that were used to test the question of IKR symmetry.  Shaded 
boxes represent response types that provide feedback. 
 
Research Question 2: Organization of IKR 
 Similar to IKR symmetry, the question of organization can be used to investigate 
the possible effects of feedback structure on response bias.  In this case, three conditions 
were selected (out of 6 possible conditions) and represent feedback for “yes” responses, 
signal trials, and correct responses (Figure 6).  It is possible that subjects will utilize the 
information for these conditions differently and result in different amounts and/or 
directions of response bias.  It is not difficult to imagine real-world or laboratory 
situations where feedback will occur for any one of these feedback pairs.  In fact, much 
of the KR literature has employed tasks with these combinations in a variety of tasks 
(Kaess & Zeaman, 1960; Mackworth, 1964; Wiener, 1963), though not with the purpose 
of measuring response bias. 
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Figure 6.  The conditions used to test the question of IKR organization.  In this case, 
feedback was provided for “yes” responses”, signal trials, or correct responses.  The 
shaded boxes represent response types that provide feedback. 
 
Research Question 3: Implicitness of IKR 
Another interesting research question refers to IKR implicitness, which occurs 
when the absence of feedback can be used as evidence for a specific response type.  For 
example, if feedback is given for Hits, Misses, and False Alarms, but not Correct 
Rejections, could a subject recognize that a lack of feedback is actually evidence for the 
presence of a Correct Rejection?  Theoretically, implicit IKR is possible in 8 of the 16 
possible IKR conditions (Figure 9) and any effects found could have dramatic 
implications in both real-world and laboratory listening tasks.  In essence, if subjects are 
able to utilize the missing information in order to optimize their results, then half of all 
possible IKR scenarios (Figure 9) could result in subjects achieving optimal response 
bias.  Figure 7 shows the conditions employed to test implicitness. 
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Figure 7.  The conditions used to test the question of IKR implicitness.  Feedback was 
provided for “yes” responses, correct responses, or a combination of “yes” and signal 
trials.  The shaded boxes represent response types that provide feedback. 
 
Research Question 4: Amount of IKR 
 The final and perhaps most obvious question that can be asked regarding 
incomplete feedback is the question of IKR amount.  If it is true that KR is used to obtain 
an optimal response bias, will an incomplete set of feedback (i.e. IKR) contribute to a 
degradation of that optimal bias (Figure 8)?  If an effect due to the amount of IKR is 
found, then it could have important implications for psychophysical research of real-
world applications.  For example, how much feedback is actually necessary for a listener 
to achieve an optimal response bias?   
The amount of IKR could affect bias in many of the laboratory tasks designed to 
be representative of the real world.  One of the most realistic detection paradigms, the 
Method of Free Response (MFR), is designed as a laboratory approximation of a real-
world listening task in which subjects are instructed to detect a stimulus without defined 
observation intervals (Egan et al., 1961b; Watson & Nichols, 1976).  In this task no 
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feedback is given, or in the case of Watson & Nichols, some feedback was sometimes 
given in the form of an electric shock if the subject failed to detect a signal that was 
present, which in effect gave the subjects feedback for Misses only.  Another realistic 
auditory detection task, known as “vigilance,” often gives subjects feedback for Hits, 
Misses, and False Alarms, but not for Correct Rejections (Dittmar, Warm, & Dember, 
1984; Szalma, Hancock, Warm, Dember, & Parsons, 2006) as Correct Rejections are 
considered a response of omission.  These two experimental paradigms (MFR and 
Vigilance) are designed to be representative of the real world, but fail to account for the 
real-world differences in response bias due to incomplete feedback.  If the amount of 
feedback does affect one’s ability to respond with an optimal response bias, then it is 
possible that the MFR task (with KR only for Misses) and many vigilance tasks (with KR 
for Hits, Misses, and False Alarms) may be affecting subjects’ response biases 
differently. 
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Figure 8.  The conditions used in this study to test the question of IKR amount.  Each 
condition displays an increasing amount of feedback elements (i.e. H, M, FA, and/or CR) 
as it moves from left to right while the conditions with various arrangements of feedback 
elements (of the same amount) is changed from top to bottom.  Feedback is represented 
by shaded boxes. 
 
Selection of Conditions 
Each of the 16 possible conditions in Figure 9 represents the simplest versions of 
IKR in which feedback is either given for every trial or for no trials at all.  In the research 
questions listed above, there are a maximum number of conditions that could be used to 
examine each problem.  The question of IKR amount could employ all 16 conditions 
Increasing Amount 
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(Figure 9), the question of IKR symmetry would only need to employ 4 conditions (a1, 
b1, c1, and d1), the question of organization could employ 14 conditions (all expect a0 
and a4) though some conditions are replicated in the question of symmetry, and the 
question of implicitness could be answered using 8 conditions (a2, b2, e2, f2, a3, b3, c3, 
and d3).  However, designing an experiment using all possible options is impractical and 
unnecessary considering a well-selected subsample could provide enough evidence for 
each question. 
The criteria used for the selection of conditions for the four research questions 
was based on, when possible, feedback for positive stimuli (signal trials) and positive 
responses (“yes”).  The question of symmetry would still require all four possible 
conditions (a1, a2, a3, and a4 in Figure 9) and does not require any trimming of 
conditions.  The question of organization would eliminate those conditions with feedback 
for noise trials, for “no” responses, and for incorrect responses leaving conditions with 
signal trials, “yes” responses, and correct responses (a2, c2, and e2 respectively).  The 
question of implicitness would only require conditions with feedback for signal trials, 
correct responses, and a condition with feedback for both signal trials and “yes” 
responses (a2, e2, and d3).  The question of IKR amount would be constructed from an 
amalgamation of the conditions used in the other research questions ([a0], [a1, b1, c1, 
d1], [a2, c2, e2], [d3], and [a4]). 
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      IKR Permutations 
 
Figure 9.  All possible IKR permutations.  Each column describes the number of IKR 
elements in each condition.  Each row describes the structures of IKR in each condition.  
Shaded squares represent which responses receive feedback. 
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Chapter 3: Methodology 
 
The following single-interval procedures were designed to investigate the four 
research questions discussed in Chapter 2.  Single-interval procedures are useful due to 
their ability to describe more realistic listener behavior (accounting for response bias in 
addition to sensitivity).  The following procedures are consistent with the assumptions in 
Signal Detection Theory, including the principle that internal representations of signal 
and noise can be described with equal variance and Gaussian distributions (Balakrishnan, 
1999; de Moivre, 1718; Green & Swets, 1966, Chapter 3; Pastore, Crawley, Berens, & 
Skelly, 2003; Pólya, 1920; See, Warm, Dember, & Howe, 1997).   
The entire study was completed in two main tasks: (1) threshold estimation and 
(2) the IKR experiment.  A familiarization task was conducted prior to these tasks in order 
to allow the subjects to gain experience with the task architecture, the stimuli, and the 
feedback mechanism.  The threshold estimation task was designed to obtain unbiased 
threshold estimates from each individual subject using the Single-Interval Adjustment 
Matrix (SIAM) procedure (Kaernbach, 1990).  The IKR experiment utilized these newly 
obtained threshold values and manipulated IKR in order to induce and measure changes 
in response bias.  Results of the IKR task were then analyzed within the framework of the 
four specific research questions: the symmetry, organization, implicitness and amount of 
IKR and how it affected response bias. 
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General Procedures 
 Before describing the threshold estimation task and the IKR experiment in detail, 
it is useful to discuss characteristics common to both procedures, such as participants, 
basic task structure, interface and feedback mechanisms, stimuli, and instrumentation. 
Participants 
Because of the scale of this study, the desired number of human subjects, and the 
availability of laboratory space for the time needed, an agreement was developed 
between Ohio State University (OSU) and the Air Force Research Laboratory (AFRL) so 
that this study could be conducted at an AFRL facility instead of at OSU.  The OSU 
Institutional Review Board (IRB) for human research ceded review of the research 
protocol to the AFRL IRB and the study was conducted in its entirety with oversight 
from AFRL.  This agreement was beneficial in that it afforded the use of an experienced 
part-time subject panel which consisted of normal-hearing individuals and laboratory 
space which allowed multiple subjects to conduct the experiment in isolated sound-
attenuating chambers simultaneously.  
The subjects for this study were selected from a part-time standing panel which 
consisted of 5 male and 5 female normal-hearing listeners, 18-32 years of age.  Each 
listener was tested for normal hearing before joining the panel, and were required to pass 
a hearing screening prior to the experiment in order participate in this study.  Acceptable 
thresholds for hearing were defined as ≤ 15 dB HL in both ears at the following 
frequencies: 125Hz, 250Hz, 500Hz, 1000Hz, 2000Hz, 4000Hz, and 8000Hz.  All subjects 
volunteered to participate in the study, submitted signed informed consent documents, 
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and elected to remain in the study through its completion.  Subjects were given the option 
to leave the experiment at any time for any reason without penalty.  Each subject 
participated for an average of 15 hours throughout the entire experiment.  Subjects 
collected data for 5 days a week and for no longer than 2 hours per day. 
The subjects in this research panel were very experienced with a variety of 
psychoacoustic and speech perception experiments.  However, the subjects had not 
recently gained any experience with “tone-in-noise” or “response bias” tasks, having 
instead spent much of their time in speech perception or auditory localization 
experiments.  The closest paradigm to the ones utilized in this study was a “tone-in-tone” 
task which contained, in part, a 1-kHz tone (similar to the target signal in this study).  
This fact is important as any prior experience with the chosen stimuli could make a 
subject more familiar with the stimuli and might even change the exhibited response bias.  
The risks associated with task familiarization, however, were deemed to be as low as 
possible and further mitigate by requiring all subjects to undertake a short familiarization 
session prior to collecting experimental data. 
Basic Task Structure 
The experimental paradigm employed by each task is known as the single-interval 
yes-no (SIYN) task (Green & Swets, 1966).  As described in the Background section, the 
SIYN procedure involves the presentation of trials with single decision opportunities or 
“intervals”.  In the case of this study there are exactly 50 trials, half of which contain the 
“signal”.  From the time a trial started, the onset of the masker started at 250ms and the 
signal (if present) started at 480ms.  A pause was inserted at 1,000ms, which was 500ms 
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after the peak of the signal (Figure 10).  A brief indicator light coincided with the onset of 
the target signal interval, indicating that the time interval for the signal may or may not 
have been present in that instance.  The response buttons were enabled as soon as the 
light was turned on.  A response (“yes” or “no”) was required before the next trial would 
begin, after which feedback (when applicable) was displayed for 500ms.  This process 
continued until an exit criterion specific to the task had been met. 
 
Figure 10.  Time and organization of a trial for the familiarization, threshold estimation, 
and IKR tasks.  The trial is divided into three sections: (1) stimulus presentation lasting 
1,000 ms, (2) a pause giving the subject time to respond, and (3) display of feedback 
information lasting 500 ms. 
 
In each task the auditory stimuli are identical, though in the SIAM task the level 
of the signal is adjusted adaptively for each trial while the level of the stimulus in the 
IKR experiment remains the same for each trial.  The graphic user interface for each task 
is also identical in each task (Figure 10), differing only in the feedback that is given 
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(Figure 11).  The SIAM task requires feedback for all decisions, whereas the IKR task 
provides incomplete feedback predetermined by condition. 
User Interface and Feedback 
 A graphic user interface (GUI) was designed to guide subjects through the entire 
process of data collection, from practice, to threshold estimation, to data collection, to 
data display.  The result was a self-explanatory process which required very little 
involvement from the researcher (Appendix A), though progress was monitored remotely.   
 
Figure 11.  Possible feedback for correct and incorrect answers. 
 
The data collection interface (Figure 11) was the same for each part of the study 
(familiarization, threshold estimation, and the IKR experiment).  The subjects were 
instructed to listen for a “beep” whenever the virtual light flashed.  At this point, the 
buttons were enabled and the subject was asked if a beep was present
4
.  The experiment 
                                                 
4
 Note that the subjects were not asked if the “heard” the beep but rather “if it was present”, because the 
nature of the task necessitates that they guess at least some of the time.  
30 
 
software was designed to wait for a listener response before moving on to the next trial in 
order to avoid trials with null responses.  Once a response was made (“yes” or “no”), the 
interface disabled the buttons and displayed the trial feedback (if appropriate for that 
condition).  The feedback was represented by both color and symbols
5
.  For example, if 
the signal was absent and the subject responded with a “no” (i.e. correct rejection), then 
the no-button would be highlighted green and a green checkmark would be presented to 
the right of the yes-button (Figure 11).  If the subject were instead to answer “yes” for 
that same noise trial (false alarm), then the feedback would instead be a red-highlighted 
button and a red “x” next to the button.  Feedback remained for 500ms before the next 
trial began (Figure 10). 
Stimuli 
 The target signals for all tasks were a 1,000 Hz sinusoidal tone, 20 milliseconds in 
duration.  The amplitude of the signal was modified using 10ms cosine ramp functions at 
the beginning and end of the tone to reduce high-frequency artifacts due to a sudden 
onset/offset.  The white-noise masker was 500ms in length with a 10ms cosine ramp at 
the beginning and end of the noise.  All auditory stimuli were sampled at 48,000 samples 
per second. In each trial containing a signal, the center of the signal corresponded to the 
center of the noise, allowing the noise to always be the first and last stimulus heard.  The 
stimuli were only presented in one ear throughout the entire study and were based on the 
individual preference for each subject.   
                                                 
5
 This allows for the possibility of a red/green colorblind subject being able to see the feedback. 
31 
 
  The specific presentation levels (and corresponding signal-to-noise ratios) 
were designed first and foremost to prevent stimuli from exceeding levels harmful to 
humans.  The total wide-band levels of the white-noise masker has a sound pressure level 
of 60 dB, the average level of the target signal was 48.3 dB, and the total presentation 
level of the signal plus the noise yielded an average of 60.3 dB and an upper range of 66 
dB.  The white noise masker, on average, contained equal energy in all bands between 0 
and 24,000 Hz.  (Because the auditory signals were sampled at a rate of 48 kHz, the 
bandwidth of the noise is limited to 24 kHz by the Nyquist frequency).  The bandwidth of 
the white noise was then physically filtered by the frequency response of the headphones 
(8-25,000 Hz) and finally by each individual’s auditory system (20-20,000 Hz).  The 
resulting bandwidth of the noise was between 20-20,000 Hz.  No other filters were 
employed to limit the bandwidth of the noise.  The masker was always held at a constant 
level while the signal, depending on the specific stage of the study, was either adjusted up 
or down dynamically (for the threshold task) or held constant (for the IKR experiment).   
Instrumentation and Measurement Procedures 
 This study was conducted in three double-walled sound-attenuation chambers 
made by the Industrial Acoustics Company, Inc.  The auditory stimuli were presented to 
the subjects using Sennheiser HMD 280-13 headphones.  The headphones were 
calibrated using a B&K 4152 Artificial Ear Simulator connected to a National 
Instruments 9234 microphone measurement device connected via USB to a computer.   
Graphical information was presented to the subject using Dell Precision T1700 
computers running Windows 7 Professional on 22 inch Dell P2213 widescreen LED 
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monitors.  The acoustic stimuli were generated on “RME Hammerfall DSP Multiface II” 
audio cards.  A user interface was designed to guide the subjects during each procedure, 
to provide timing information, and to provide visual feedback of their answers when 
appropriate.  The data collection, graphic user interface, and data analysis were 
conducted using MATLAB (2014a), 64-bit edition.   
Specific Tasks 
The following sections describe the familiarization period, the threshold 
estimation task, and IKR experiment in detail.  Each procedure followed a variant of the 
single-interval yes-no design and consisted of groupings of trials with an identical 
organization.  They all employed the same stimuli, the same trial organization, and the 
same feedback mechanism (which were all described earlier).  The only differences 
between these procedures was the purpose (familiarization, threshold estimation, or 
feedback bias), the type of feedback (complete vs. incomplete feedback), and the signal-
to-noise ratio (adaptive or constant).   
The Familiarization Task 
 Each subject was required to run a practice block of 50 trials at the beginning of 
the study in order to gain experience with the stimuli, the task structure, the interface, and 
the feedback mechanism used in the IKR experiment.  For this session, the broad-band 
masker was presented at a level which produced a wide-band sound pressure level of 60 
dB and the signal was also presented at 60 dB yielding a signal-to-noise ratio (SNR) of 0 
dB.  This tone pip was easily heard through the noise and allowed the subjects to gain 
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familiarity with the stimuli and the task without requiring the level of attention needed for 
the following procedures. 
Threshold Estimation with the SIAM Procedure 
Because response bias is the primary factor of interest in this study, it was 
important to design the IKR experiment so that the sensitivity would remain as constant 
as possible across the various conditions.  In order to accomplish this, it was necessary to 
present the stimulus at a constant level throughout each of the 10 conditions in the IKR 
experiment, which needed an unchanging SNR in order to minimize any possible 
interaction between sensitivity and bias.)  The SIAM procedure was chosen because of its 
similarity to the single-interval task employed in the IKR experiment and because of its 
efficiency in estimating thresholds.  SIAM uses a single-interval yes-no detection task in 
combination with an adjustment matrix to manipulate bias and encourage subjects to 
respond with minimal bias.  When the signal and noise trials both occur with equal 
probability, the target point is defined by the Maximum Reduced Hit Rate (MRHR) and 
defines the maximum difference between hit rates and false alarm rates. 
𝑀𝑅𝐻𝑅 = max [𝑃(𝑌𝑒𝑠|𝑆𝑖𝑔𝑛𝑎𝑙) − 𝑃(𝑌𝑒𝑠|𝑁𝑜𝑖𝑠𝑒)]  (EQ 3) 
Whereas any threshold could be targeted by this procedure, it was decided that the 
MRHR of 0.5 would be optimal because it corresponds to the halfway point between 
chance and perfect performance.  Incidentally, this point can also be described in terms of 
maximum proportion correct p(c) = 0.75, or as d’ = 1.35.   
The adjustment matrix (Figure 12), acting similar to a payoff matrix, determined 
if the level needed to move up or down from trial to trial.  For example, if the signal was 
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present and a subject responded with “yes” (hit), then the signal level was reduced by 1 
dB (Figure 12-Figure 13).  Such manipulation has the effect of adaptively reducing one’s 
bias until a near-optimal response bias is obtained.  In other words, the feedback and 
signal-to-noise ratio were used to manipulate the bias of the subject to obtain an unbiased 
estimate of sensitivity.  
 
 
Figure 12.  Level adjustments in decibels for a signal within the SIAM framework 
(Kaernbach, 1990).  The MRHR of 0.5 (75% correct) was employed in this study because 
it represents a threshold halfway between chance and perfect performance. 
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Figure 13.  A graphic representation of changes in signal level due to the Single-Interval 
Adjustment Matrix (SIAM) procedure (Kaernbach, 1990).  Dark circles represent trials 
where the signal was present, and white circles describe trials which presented noise-
alone.  Depending on the stimuli present (signal or noise), the subject response (“yes” or 
“no”), and the chosen adjustment matrix (Figure 12), the signal level will increase, 
decrease, or remain the same. 
 
The SIAM procedure was separated into 16 tracks that contained enough trials to 
obtain 14 reversals
6
.  The noise was presented at a level that wide-band sound pressure 
level of 60 dB, and the signal at the beginning of each track was started at a sound 
pressure level of 65 dB, resulting in a signal-to-noise ratio (SNR) of +5 dB.  A reversal is 
a change in direction determined by the adjustment matrix (Figure 12).  A change of zero 
(for Correct Rejections) does not count as a reversal.  For example, in Figure 13 there are 
reversals at trials 6, 7, and 9.  Note that up/down trend on the first trial is set downward 
and no reversals are tracked for the first trial in order to avoid collecting a reversal with 
an SNR well above the eventual threshold mean.  Also, once 14 reversals had occurred, 
                                                 
6
 The actual number of trials depended on how fast the necessary number of reversals was obtained.   
36 
 
the first four reversals were discarded in order to obtain a more accurate estimate of the 
threshold without skewing the data with mistakes made at the beginning of the track 
(Kaernbach, 1990).   
As suggested by Kaernbach, the thresholds could be obtained by taking the mean 
or median of all reversals for a subject (with the exception of the first 4 reversals of each 
track).  In this case, the mean was initially chosen because it was expected that the 
distribution of reversals would be symmetric per subject.  It became immediately 
apparent at the beginning of the IKR experiment, however, that the threshold values 
obtained in this experiment were too high, causing the subjects to achieve near-perfect 
sensitivity estimates in the first condition of the IKR experiment (no-feedback).  
Kaernbach, (1990) explains that such errors in threshold estimation are possible if 
subjects are unable or unwilling to forgo some of their natural response biases.  The 
resulting sensitivity estimate, then, would predict a threshold that is too high
7
 (not 
sensitive enough) because the subjects response bias rendered them unable to achieve the 
maximum reduced hit rate.  Unfortunately, because the following IKR experiment relied 
heavily upon subjects’ use of natural response biases, it was impossible to encourage 
listeners to adopt a less biased outlook without potentially nullifying any possible bias 
effects in the subsequent IKR experiment. 
A revised threshold estimation task was conducted which adjusted the initial 
thresholds obtained by the SIAM procedure and systematically shifted them downward 
                                                 
7
 While it is possible to achieve a high threshold estimate from the SIAM procedure, according to 
Kaernbach it is unlikely that this estimate would ever be too low. 
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toward the desired threshold value.  These thresholds were adjusted manually by the 
author for each individual subject, and each threshold was tested using a 0-feedback 
single-interval yes-no task after each adjustment.  At the end of each adjustment, the data 
were evaluated for proximity to the target threshold of d’ = 1.35 (± 0.33) which is 
equivalent to an unbiased 75% (± 5%) correct.  The thresholds were adjusted manually 
until levels fell into this range for a group of 10 blocks (total of 500 trials).  This process 
took approximately 20 minutes for each adjustment.  This manual method was not an 
ideal or efficient way to collect thresholds; though it was more desirable than changing 
the threshold collection paradigm mid-experiment.  A more thorough discussion of these 
revisions is included in Chapter 6. 
Experiment: Bias due to Incomplete Knowledge of Results 
After thresholds were collected using the SIAM procedure and subsequently 
adjusted, these individual thresholds were then applied to the stimuli in the IKR 
experiment.  This experiment used 10 conditions (Figure 14) with differing amounts and 
combinations of incomplete feedback. 
Every subject completed all 10 conditions, each of which contained a different 
kind of incomplete feedback in a partially randomized order (Figure 14 and Table 1).  
These conditions were drawn from the 16 possible and were sufficient to address all four 
research questions.  The no-feedback condition was completed first by every subject in 
order to establish a per subject baseline from which to compare initial response with later 
conditions.  If a subject displayed an extreme amount of bias in this condition, then that 
subject might (or might not) exhibit an extreme bias in later conditions.  In either case, by 
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forcing subjects to complete the no-feedback condition first, it would allow for more 
flexibility in post hoc analyses.  Additionally, the all-feedback condition was forced to 
occur last because it contained the most amount of feedback information possible and this 
information could be used by subjects to optimize their responses and thus pollute the 
results of later conditions.  Other than these two exceptions, the rest of the conditions 
were completed in random order to minimize any possible effects due to the order in 
which they were completed (Figure 14 and Table 1). 
 Each condition consisted of 10 blocks with 50 trials per block.  Every trial 
contained the noise masker, and exactly half of the trials were randomly assigned to 
contain the target signal, which was presented in the center of the noise.  In every trial the 
subjects were instructed to listen for a beep that might or might not occur when a virtual 
light on the screen flashed.  At this point the subjects was instructed to answer “yes” or 
“no” depending on whether or not they believed the signal to be present.  In every trial, 
the stimuli state (signal or noise) and the subject response (yes or no) were recorded, 
along with the date, time, subject number, condition number, and trial number.  Subjects 
were instructed to take periodic short breaks when necessary and were required to rest 
after the completion of each condition (every 20 minutes).  All trials within one condition 
were completed prior to moving on to the next condition.   
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Subject 1
st
 2
nd
 3
rd
 4
th
 5
th
 6
th
 7
th
 8
th
 9
th
 10
th
 
1550 1 7 9 4 5 8 3 2 6 10 
1564 1 8 6 9 5 4 7 3 2 10 
1581 1 3 7 9 2 8 6 5 4 10 
1584 1 2 5 4 7 8 3 9 6 10 
1602 1 9 7 2 8 4 3 6 5 10 
1606 1 8 3 5 2 4 9 7 6 10 
1616 1 2 8 6 3 4 9 5 7 10 
1622 1 6 2 3 7 9 8 5 4 10 
1625 1 6 9 8 4 5 3 2 7 10 
1629 1 8 9 6 5 3 4 7 2 10 
Table 1.  The order in which subjects completed each condition. 
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Figure 14.  All conditions in the IKR experiment.  The no-KR condition was completed 
first and the all-KR condition was completed last.  All other conditions were completed 
between conditions 1 and 10 and were completed in random order.  Each matrix 
represents a condition in which feedback is presented for the shaded boxes. 
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Data Corrections 
A potential problem often encountered when collecting response bias data is 
dealing with hit rates and false alarms rates equal to 0 or 1, such as was the case for some 
subjects in this study.  Calculating d’ and c accurately with such extreme measures is 
impossible without applying some kind of correction factor to the data.  The method 
chosen for this study is known as the loglinear correction method (Hautus, 1995; 
Stanislaw & Todorov, 1999).  This method adds 0.5 to the total number of hits and false 
alarms, thereby increasing the number of signal and noise trials by one.  The advantage of 
this correction is that it is applied to the entire data set, not just trial-blocks with extreme 
bias (Stanislaw & Todorov, 1999). 
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Chapter 4: Results 
 
 The results of this study are split into two main sections: the threshold estimation 
task and the IKR experiment.  Additionally, the results of the IKR experiment will be 
organized according to the four specific research questions: (1) symmetry, (2) 
organization, (3) implicitness, and (4) amount.   
Threshold estimation from the SIAM procedure 
As reported in Chapter 3, the original threshold task overestimated the thresholds 
and resulted in unacceptably high thresholds in the first condition of the IKR experiment.  
These thresholds were further refined using the 0-feedback condition for a series of 10 
blocks (500 trials) until the threshold was within 5% of a 75% unbiased threshold 
estimate (or within .33 of d’ = 1.35).  The final threshold values obtained using the 
modified method revealed that the SIAM procedure overestimated the threshold by an 
average of 2.6 dB, with the smallest difference being 0.5 dB and the largest difference 
being 6.25 dB (Table 2).  The most common error was 2-3 dB (occurring for 5 out of the 
10 subjects).  The corrected values were used to present the stimuli at a constant level in 
the IKR experiment.  Chapter 5 discusses the problems encountered with threshold 
collection in greater detail. 
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 Subjects 
  1 2 3 4 5 6 7 8 9 10 
S
IA
M
 
M
ea
n
 
-11.0 -13.4 -11.4 -12.6 -9.5 -11.5 -10.5 -10.5 -13.7 -13.1 
C
o
rr
e
ct
ed
 
M
ea
n
 
-13.0 -16.0 -14.0 -15.5 -16.0 -12.0 -16.0 -13.0 -14.0 -14.0 
D
if
fe
r
en
ce
 
2.0 2.6 2.6 2.9 6.5 0.5 5.5 2.5 0.3 0.9 
Table 2.  Original and corrected thresholds and differences between the two for signal to 
wide-band noise ratios across subjects 1-10.  These thresholds were obtained for the 
purpose of presenting a fixed SNR to in the following IKR experiment. 
 
Response bias due to IKR 
Comparisons of the decision criterion (c) for the IKR conditions were conducted 
using 95% confidence intervals and z-tests of mean bias values.  The conditions 
containing specific feedback are noted with brackets (e.g. [FA] or [H,CR]) to 
differentiate between the abbreviations for the hit, miss, false alarm, and correct rejection 
rates (i.e. H, M, FA, and CR).  (See Appendix B for more information on how these tests 
were conducted.  Also, Appendices E and F contain more detailed figures of the zROC 
and confidence interval plots.) 
Results of IKR Symmetry 
 The question of IKR symmetry examined whether or not feedback for the four 
individual feedback types ([H], [M], [FA], or [CR]) were treated with equal or unequal 
response bias (Figure 5).  The corresponding hypothesis states that each of the four 
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conditions will contain equal bias due to the symmetric utilization of IKR.  Contrastingly, 
any difference between conditions is evidence for an asymmetry of response bias. 
There were six comparisons that could be made between these conditions (Table 
3).  Each comparison contained a specific type of information to the subject, which could 
then be utilized to yield some type of response.  For example, the evaluation of the 
difference between the means of the [H] and [M] conditions compared the differences 
between the two conditions where the target signal was present.  Any potential 
differences in means of these conditions is important in understanding more complicated 
arrangements of IKR (see analyses of IKR organization) and could also imply that 
subjects utilize unspecified internal payoff matrices when evaluating their decision 
strategy for optimal responses. 
 
Conditions 
µ[H] - µ[M] Target Signal: 
µ[FA] - µ[CR] Noise Alone: 
µ[H] - µ[FA] “Yes” Responses: 
µ[M] - µ[CR] “No” Responses: 
µ[H] - µ[CR] Correct Answers: 
µ[M] - µ[FA] Incorrect Answers: 
Table 3.  Description of the six possible comparisons between conditions for IKR 
symmetry. 
 
 The overall sensitivity of subjects was varied, with some subjects’ average d’ 
values near the initial target threshold of 1.35, whereas others were as low as 0.61 (Table 
4).  Likewise, the average response bias across all conditions varied among subjects, with 
few subjects achieving a balance between “yes” and “no” bias across all symmetry 
conditions (i.e. subjects 2 and 7).  Most subjects, however, displayed a noticeable bias 
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toward “no”, with only 3 subjects displaying two or more conditions biased with means 
toward “yes” (subjects 2, 5, and 9 in  
Figure 15Figure 16). (Appendix I contains a more detailed table of signal detection 
metrics and confidence intervals for all subjects and all conditions.) 
 
 
Average Values across all 
Symmetry Conditions  
Standard Deviation of the Means  
of all Symmetry Conditions 
Subject d' c d' C 
1 1.33 0.22 0.25 0.16 
2 0.87 -0.03 0.41 0.17 
3 1.28 0.39 0.38 0.15 
4 0.64 0.34 0.59 0.13 
5 1.16 0.07 0.18 0.14 
6 0.95 0.24 0.25 0.22 
7 0.89 0.05 0.21 0.08 
8 0.61 0.14 0.33 0.17 
9 0.67 -0.11 0.19 0.15 
10 1.22 0.66 0.27 0.19 
Table 4.  Average sensitivity (d’) and bias (c) values for each subject across all conditions 
in IKR symmetry. 
 
Each of the ten subjects displayed similarly sized 95% confidence intervals ( 
Figure 15) with the exception of subject 3, whose bias for condition [H] yielded 
an interval nearly twice that of the other conditions completed by that subject.  At first 
glance this result may be surprising, especially given the small standard deviation for c[H], 
however, upon further reflection, it can easily be explained in terms of the variance 
equation for bias given by Macmillan & Creelman (p. 328), which is computed using a 
proportion of the variance for d’.  These calculations are described in more detail in 
Appendix B (EQ 7). 
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Figure 15. Error bars for the 95% confidence interval around the mean for the question of 
IKR symmetry.  Non-overlapping bars indicate clear statistical significance (p < .05) and 
an overlap of less than 1/4
th
 requires the use of a z-test to determine the significance.  
Horizontal dashed lines are included to assist in visualizing overlaps. 
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Figure 16.  Normalized receiver operating characteristics (zROCs) for all subjects 
relevant to the question of IKR symmetry. 
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The data from show several general patterns that can be observed across different 
groups of subjects.  The most obvious patterns can be seen from grouping subjects 1 and 
2, and also grouping subjects 5, 6, and 9 ( 
Figure 15).  Other patterns from individual subjects were obvious from an 
examination of the normalized receiver operating characteristics (zROC) (Figure 16) and 
the 95% confidence intervals (CI) of the decision criterion (c) without the need for formal 
statistical tests.  Those comparisons that contained an overlap of less than ¼ of the 95% 
CIs were assessed using a z-test of the means (Macmillan & Creelman, 2005, Chapter 
13).  (Appendix E and F shows more detailed versions of these graphs.)  Because 
repeated z-tests increase the risk of falsely identifying a positive result it was important to 
limit the use of z-tests unless it was necessary.  In spite of this risk p-values can also be 
useful to determine the exact probability of such differences occurring by chance.  The 
complete set of p-values are displayed in Table 5 and indicate which comparisons were 
deemed important for testing a priori while the p-values from the other comparisons were 
computed and included as a reference. 
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Subject # Condition [M] [FA] [CR] 
 [H] 0.469
b
 0.001
a
 0.030 
1 [M] -  0.000
a
 0.033 
  [FA] - - 0.000
a
 
 [H] 0.365
b
 0.000
a
 0.107
b
 
2 [M] - 0.000
a
 0.190
b
 
  [FA] - - 0.000
a
 
 [H] 0.097 0.412
b
 0.279
b
 
3 [M] - 0.001
a
 0.101 
  [FA] - - 0.046 
 [H] 0.054 0.110
b
 0.042 
4 [M] - 0.002
a
 0.001
a
 
  [FA] - - 0.222
b
 
 [H] 0.000
a
 0.354
b
 0.001
a
 
5 [M] - 0.008 0.476
b
 
  [FA] - - 0.013 
 [H] 0.000
a
 0.027 0.000
a
 
6 [M] - 0.003 0.203
b
 
  [FA] - - 0.000
a
 
 [H] 0.029 0.004 0.014 
7 [M] - 0.231
b
 0.404
b
 
  [FA] - - 0.305
b
 
 [H] 0.257
b
 0.342
b
 0.000
a
 
8 [M] - 0.175
b
 0.001
a
 
  [FA] - - 0.002
a
 
 [H] 0.000
a
 0.014 0.000
a
 
9 [M] - 0.010 0.494
b
 
  [FA] - - 0.011 
 [H] 0.291
b
 0.010 0.000
b
 
10 [M] - 0.001
a
 0.000
b
 
  [FA] - - 0.000
b
 
a
No overlap between 95% confidence intervals.  No formal test required to establish 
significant difference in the means. 
 
b
More than ¼ overlap between 95% confidence intervals.  No formal test required to 
determine the similarity in the means. 
 
Table 5.  Significance values from z-tests on each individual subject for the various 
conditions for IKR symmetry.  Significance was tested at the α = 0.05 level (displayed in 
bold).  Only comparisons with a 95% CI overlap between 0 and ¼ necessitated formal 
statistical tests.  Values outside of this range were computed for reference.  
 
50 
 
Summary of IKR Symmetry 
Each subject demonstrated differences in response bias for at least two of the six 
possible comparisons between conditions (Table 6).  These findings provide substantial 
support for the idea that subjects treat individual feedback elements asymmetrically and 
could provide a wealth of useful information when analyzing other facets of IKR, such as 
IKR organization (see Chapter 5 for more detailed analyses of this concept).   
 Subjects 
 1 2 3 4 5 6 7 8 9 10 
Number of 
Differences 
 
5/6 
 
3/6 
 
2/6 
 
3/6 
 
4/6 
 
5/6 
 
3/6 
 
3/6 
 
5/6 
 
5/6 
 
Table 6.  The number of differences between comparisons of conditions for each subject 
for IKR symmetry. 
 
The degree and direction of response bias for each condition were highly 
idiosyncratic across subjects, though patterns due IKR asymmetry were clearly present.  
While the overall feature of asymmetric response bias across conditions was clearly 
demonstrated in all subjects, each subject displayed a unique pattern of response bias per 
condition.   Aside from this overall asymmetric pattern, the few similarities that did exist 
show patterns in the direction of bias as well as the features in the relative degrees of 
bias.  The overall direction of bias across subjects showed an average bias toward “no” in 
60% of the conditions for the [M], [FA], and [CR] conditions.  Only condition [H] 
displayed unbiased behavior in a majority (60%) of subjects.  Conditions biased toward 
“yes” were very rare events, present for only subjects 2 and 9.  The relative degrees of 
bias also yielded some interesting patterns.  In this case, relative bias describes which 
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conditions were most biased in the “yes” direction and which were most biased in the 
“no” direction.  These features are relative to the bias performance of each individual 
subject.  For example, the data from subject 3 show that the response bias for condition 
[H] is lower or, in this case, least biased toward “no” than any other condition.  A total of 
80% of the subjects yielded the “lowest” relative response bias for the condition [H] and 
the “highest” relative bias for condition [CR].  (These features are described in more 
detail in Table 18 and Table 20 of the discussion chapter.) 
Results of IKR Organization 
 The question of organization examined whether different combinations of IKR 
pairs yielded different amounts and/or direction of response bias (Figure 6).  The 
hypothesis for this question states that each of the four conditions will contain equal bias 
across different organizations of 2-feedback conditions ([H, M], [H, FA], or [H, CR]). 
These differences were examined as described in the preceding symmetry section. 
There were three unique comparisons that can be made between each condition 
within the question of IKR organization (Table 7).  For example, the [H,M] condition 
contained feedback for all “signal” trials, and the [H,FA] condition contained feedback 
for all “yes” responses from the subject.  A comparison of the means for both of these 
scenarios may illuminate differences or similarities between the signal state and the 
subject response.  The [H,FA] condition is especially interesting since it is the only 
condition of the three to lack implicit response bias.  Any potential differences in means 
of these conditions are important in understanding more complicated arrangements of 
IKR) and how they might affect the use IKR in the implicitness and amount conditions. 
52 
 
Conditions 
Signal & “Yes”: µ[H,M] – µ[H,FA] 
Signal & Correct: µ[H,M] – µ[H,CR] 
“Yes” & Correct: µ[H,FA] – µ[H,CR] 
Table 7.  Description of the three possible comparisons between conditions for IKR 
organization. 
 
 The sensitivity across the conditions for IKR organization was consistent in most 
subjects.  The exception to this pattern was exhibited by subjects 4 and 9 (Table 8 and 
Figure 17-Figure 18).  Response bias, on average, showed no specific overall preference 
toward “yes” or “no” across all subjects.   
 
 
Average Values across all 
Organization Conditions  
Standard Deviation of the Means  
of all Organization Conditions 
Subject d' c d' c 
1 1.36 0.19 0.06 0.25 
2 0.88 0.17 0.05 0.23 
3 1.09 -0.14 0.06 0.40 
4 0.98 -0.06 0.46 0.16 
5 1.16 0.01 0.10 0.12 
6 0.97 0.00 0.25 0.10 
7 0.30 -0.03 0.13 0.06 
8 0.92 0.27 0.53 0.14 
9 0.80 -0.13 0.05 0.04 
10 1.25 0.51 0.22 0.14 
Table 8.  Average sensitivity (d’) and bias (c) values for each subject across all conditions 
in IKR organization. 
 
 The data plotted in Figure 17 and Figure 18 demonstrated some interesting 
characteristics with regard to response bias.  On average, across all subjects, there was no 
discernable pattern with regard to response preference.  Most subjects had some 
conditions that were biased toward “no” and some toward “yes.” Subjects 7, 8, 9, and 10, 
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however, each demonstrated consistency in the direction of bias compared to the optimal 
decision criterion.  Of these, subject 7 was consistently unbiased and only subject 10 was 
sufficiently biased to avoid capturing the unbiased point (c = 0) within the 95% 
confidence intervals (Table 9).  (For more detailed individual subject results, see 
Appendix I).   
         95% CI 
 Mean Standard Deviation CI lower upper 
Condition H F d' c H F d' c c c c 
Subject 7                   
[H,M] 0.58 0.51 0.19 -0.11 0.09 0.10 0.45 0.11 0.12 -0.24 0.01 
[H,FA] 0.60 0.41 0.49 -0.02 0.11 0.05 0.33 0.15 0.11 -0.13 0.09 
[H,CR] 0.53 0.44 0.22 0.04 0.10 0.08 0.41 0.10 0.12 -0.08 0.16 
Subject 8                   
[H,M] 0.60 0.12 1.42 0.44 0.13 0.09 0.88 0.21 0.15 0.29 0.59 
[H,FA] 0.50 0.42 0.19 0.10 0.07 0.06 0.27 0.11 0.14 -0.04 0.25 
[H,CR] 0.62 0.20 1.15 0.26 0.08 0.10 0.55 0.14 0.10 0.16 0.37 
Subject 9                   
[H,M] 0.69 0.37 0.82 -0.08 0.08 0.06 0.28 0.15 0.11 -0.19 0.03 
[H,FA] 0.70 0.42 0.73 -0.17 0.08 0.12 0.45 0.17 0.11 -0.28 -0.06 
[H,CR] 0.71 0.38 0.84 -0.12 0.11 0.12 0.40 0.24 0.11 -0.23 -0.02 
Subject 10                   
[H,M] 0.47 0.09 1.26 0.71 0.15 0.06 0.48 0.30 0.11 0.59 0.82 
[H,FA] 0.63 0.12 1.52 0.42 0.09 0.07 0.43 0.27 0.12 0.30 0.54 
[H,CR] 0.53 0.18 0.97 0.41 0.12 0.09 0.42 0.25 0.12 0.29 0.54 
Table 9.  Signal detection values for subjects 7-10.  For similar values across all subjects 
see Appendix I. 
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Figure 17. Normalized receiver operating characteristics (zROCs) for all subjects relevant 
to the question of IKR organization. 
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Figure 18.  Error bars for the 95% confidence interval around the mean for the question 
of IKR organization.  Non-overlapping bars indicate clear statistical significance (p < .05) 
and a slight overlap requires the use of a z-test to determine the significance. 
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The confidence intervals in Figure 18 demonstrated significant differences in bias 
in 9 out of 10 subjects.  The probability of each comparison occurring by chance is listed 
in Table 10.  Comparisons whose 95% confidence intervals did not overlap were not 
initially calculated as was the case with conditions in which CIs overlapped by more than 
1/4
th
.  The p-values of all possible comparisons were included for the sake of reference. 
Subject # Condition [H, FA] [H, CR] 
1 [H, M] 0.000
a
 0.024 
  [H, FA] - 0.001
a
 
2 [H, M] 0.000
a
 0.000
a
 
  [H, FA] - 0.000
a
 
3 [H, M] 0.000
a
 0.143
b
 
  [H, FA] - 0.000
a
 
4 [H, M] 0.001
a
 0.000
a
 
  [H, FA] - 0.238
b
 
5 [H, M] 0.000
a
 0.024 
  [H, FA] - 0.049 
6 [H, M] 0.173
b
 0.015 
  [H, FA] - 0.001
a
 
7 [H, M] 0.128
b
 0.042 
  [H, FA] - 0.244
b
 
8 [H, M] 0.001
a
 0.026 
  [H, FA] - 0.038 
9 [H, M] 0.126
b
 0.296
b
 
  [H, FA] - 0.273
b
 
10 [H, M] 0.000
a
 0.000
a
 
  [H, FA] - 0.465
b
 
a
No overlap between 95% confidence intervals.  No formal test 
required to establish significant difference in the means. 
 
b
More than ¼ overlap between 95% confidence intervals.  No formal 
test required to determine the similarity in the means. 
 
Table 10.  Significance values from z-tests on each individual subject for the various 
conditions with regard to the question of IKR organization.  Significance was tested at α 
= 0.05 and values are displayed in bold.  
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Summary of IKR Organization 
 The effect of IKR organization yielded significant differences in response bias in 
all subjects except subject 9 (Table 11).  Four subjects showed significant differences in 
all three conditions.  The possibility of these differences being influenced by the effects 
of IKR symmetry and implicitness will be discussed in Chapter 5. 
 
 Subjects 
 1 2 3 4 5 6 7 8 9 10 
Number of 
Differences 
 
3/3 
 
3/3 
 
2/3 
 
2/3 
 
3/3 
 
2/3 
 
1/3 
 
3/3 
 
0/3 
 
2/3 
 
Table 11.  The number of differences between comparisons of conditions for each subject 
for IKR organization. 
 
Results of IKR Implicitness 
The question of implicitness examined whether subjects were able to utilize 
missing feedback to achieve optimal response.  Implicit feedback occurs in conditions 
where an absence of feedback can only mean that a certain response type occurred 
(Figure 7).  For example, when feedback is presented for hits, misses, and false alarms, 
then any trial without feedback at all can be easily judged as a correct rejection.   
In each comparison, 95% confidence intervals (CI) were constructed around the 
difference of the decision criteria (c) and corresponding test statistics were computed for 
relevant cases.  The hypothesis for the question of IKR implicitness states that at least one 
of the implicit feedback conditions (i.e. [H, M], [H, CR], and/or [H, M, FA]) will wither 
contain optimal response bias (c = 0) or will be equal with the subject’s response bias for 
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the [All-KR] condition (or both).  These differences are computed using the same 
parameters mentioned in the earlier two sections (regarding symmetry and organization). 
Overall, the subjects displayed a wide range of sensitivity levels across conditions 
(Table 12).  Response bias on average centered on the unbiased point (c = 0) for most 
subjects, though most individual conditions exhibited some significant differences from 
the unbiased point (Figure 19Figure 20).  It is possible that subjects were basing their 
responses on an internal subjective interpretation of the “optimal” response strategy 
instead of the optimal strategy described by c = 0.  In order to account for this possibility 
and to help facilitate a more convenient comparison and analysis, the [All-KR] condition 
was added to the zROC and CI plots.  It is possible that the [All-KR] condition is a better 
indicator of an individual subject’s interpretation of the “optimal” response strategy.  In 
this case, it becomes important to examine not only the similarities of the implicit 
conditions to the unbiased point but also to the [All-KR] condition.  The p-values of each 
comparison are included in Table 14 for reference. 
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Average Values across all 
Implicit Conditions  
Standard Deviation of the Means  
of all Implicit Conditions 
Subject d' C d' c 
1 1.38 0.04 0.07 0.13 
2 0.97 0.02 0.11 0.26 
3 1.10 -0.29 0.14 0.18 
4 0.89 -0.13 0.53 0.14 
5 1.18 0.08 0.31 0.06 
6 0.68 0.10 0.14 0.08 
7 0.53 0.05 0.38 0.12 
8 0.77 0.22 0.53 0.16 
9 0.73 -0.12 0.12 0.02 
10 1.13 0.52 0.18 0.15 
Table 12.  Average sensitivity (d’) and bias (c) values for each subject across all 
conditions in IKR implicitness. 
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Figure 19.  Normalized receiver operating characteristics (zROCs) for all subjects 
relevant to the question of IKR implicitness. 
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Figure 20.  Error bars for the 95% confidence interval around the mean for the question 
of IKR implicitness.  Non-overlapping bars indicate clear statistical significance (p < .05) 
and an overlap of less than 1/4
th
 requires the use of a z-test to determine the significance.  
Horizontal dashed lines are included to assist in visualizing overlaps. 
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The data displayed in Figure 19Figure 20 reveal a complicated description of a 
small, but possible effect of IKR implicitness upon response bias.  There were no 
examples from subjects where bias remained optimal throughout all three conditions.  
Only one subject showed optimal bias in two of the three conditions.  Seven subjects 
displayed optimal behavior in a single condition.  Finally, there were three subjects who 
yielded no optimal behavior in any of the three implicit conditions.  Out of those three 
subjects - subject 3 – did, in fact, yield optimal response bias for the [All-KR] conditions 
while the other two (subjects 7 and 10) were biased toward “no” (Table 13-15). 
         95% CI 
 Mean Standard Deviation CI lower upper 
Condition H F d' c H F d' c c c c 
Subject 3                   
[H,M] 0.82 0.41 1.12 -0.34 0.12 0.18 0.37 0.43 0.12 -0.45 -0.22 
[H,CR] 0.86 0.47 1.14 -0.50 0.07 0.23 0.64 0.39 0.28 -0.78 -0.22 
[H,M,FA] 0.82 0.37 1.27 -0.30 0.10 0.18 0.60 0.37 0.11 -0.41 -0.19 
All-KR 0.68 0.34 0.88 -0.02 0.15 0.14 0.38 0.37 0.11 -0.12 0.09 
Subject 7                   
[H,M] 0.58 0.51 0.19 -0.11 0.09 0.10 0.45 0.11 0.12 -0.24 0.01 
[H,CR] 0.53 0.44 0.22 0.04 0.10 0.08 0.41 0.10 0.12 -0.08 0.16 
[H,M,FA] 0.70 0.27 1.14 0.04 0.13 0.12 0.49 0.32 0.10 -0.06 0.14 
All-KR 0.52 0.30 0.59 0.23 0.09 0.09 0.31 0.19 0.11 0.12 0.34 
Subject 10                 
[H,M] 0.47 0.09 1.26 0.71 0.15 0.06 0.48 0.30 0.11 0.59 0.82 
[H,CR] 0.53 0.18 0.97 0.41 0.12 0.09 0.42 0.25 0.12 0.29 0.54 
[H,M,FA] 0.43 0.14 0.93 0.63 0.09 0.06 0.38 0.19 0.11 0.52 0.75 
All-KR 0.63 0.16 1.35 0.34 0.04 0.05 0.32 0.10 0.11 0.23 0.45 
Table 13.  Signal detection values for subjects 7-9.  For similar values across all subjects 
see Appendix I. 
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Subject Condition [H,CR] [H,M,FA] [All-KR] 
 [H,M] 0.024 0.035 0.350b 
1 [H,CR] - 0.345b 0.021 
  [H,M,FA] - - 0.032 
 [H,M] 0.000a 0.248b 0.123b 
2 [H,CR] - 0.000a 0.000a 
  [H,M,FA] - - 0.032 
 [H,M] 0.143b 0.310b 0.000a 
3 [H,CR] - 0.091b 0.001a 
  [H,M,FA] - - 0.000a 
 [H,M] 0.000b 0.048 0.216b 
4 [H,CR] - 0.007 0.000b 
  [H,M,FA] - - 0.131b 
 [H,M] 0.024 0.177b 0.093b 
5 [H,CR] - 0.123b 0.304b 
  [H,M,FA] - - 0.295b 
 [H,M] 0.015 0.009 0.022 
6 [H,CR] - 0.397b 0.443b 
  [H,M,FA] - - 0.346b 
 [H,M] 0.042 0.033 0.000a 
7 [H,CR] - 0.485b 0.010 
  [H,M,FA] - - 0.005 
 [H,M] 0.026 0.000a 0.004 
8 [H,CR] - 0.000a 0.161b 
  [H,M,FA] - - 0.018 
 [H,M] 0.296b 0.292b 0.275b 
9 [H,CR] - 0.498b 0.469b 
  [H,M,FA] - - 0.471b 
 [H,M] 0.000a 0.183b 0.000a 
10 [H,CR] - 0.006 0.181b 
  [H,M,FA] - - 0.000a 
a
No overlap between 95% confidence intervals.  No formal test required to 
establish significant difference in the means. 
 
b
More than ¼ overlap between 95% confidence intervals.  No formal test 
required to determine the similarity in the means. 
 
Table 14.  Significance values from z-tests on each individual subject for the various 
conditions with the question of IKR organization.  Significance was tested at the α = 0.05 
level.  Only comparisons with a 95% CI overlap between 0 and ¼ necessitated formal 
statistical tests.  Values outside of this range were computed for reference. 
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 When the level of bias present in the [All-KR] condition is substituted for the 
“optimal” bias level, the data present a much more compelling argument for the effect of 
implicitness (Table 15).  In this case two subjects were able to match the [All-KR] 
condition in each of the three implicit conditions.  Three subjects were able to match two 
conditions to the [All-KR] condition.  Four subjects were able to match a single condition 
to [All-KR].  Finally, only two subjects were unable to achieve comparable bias with the 
[All-KR] condition.   
 Subjects  
 1 2 3 4 5 6 7 8 9 10 Total 
Similarities 
with Optimal 
 
1/3 
 
2/3 
 
0/3 
 
1/3 
 
1/3 
 
1/3 
 
 
0/3 
 
1/3 
 
1/3 
 
0/3 
 
8/30 
Similarities 
with [All-KR] 
 
 
2/3 
 
2/3 
 
3/3 
 
1/3 
 
0/3 
 
1/3 
 
3/3 
 
2/3 
 
0/3 
 
2/3 
 
17/30 
Table 15.  The number of differences between comparisons of conditions for each subject 
for IKR implicitness. 
 
Summary of IKR Implicitness 
 This research question examined the possibility of conditions missing only one 
feedback response per decision (i.e. implicit IKR) being able to respond with optimal 
response bias according to the decision strategy to maximize the proportion of correct 
responses.  The analysis of these conditions resulted in two approaches: (1) measuring 
feedback with respect to the point of optimal response bias (c = 0), and (2) measuring 
feedback with respect to the [All-KR] condition.  Both approaches were displayed 
because of some subjects who did not achieve optimal response bias for the [All-KR] 
condition as was hypothesized.  It is likely that violation of this assumption could be due 
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to some internal misrepresentation of the optimal response strategy or because of some 
unknown internal payoffs unique to that subject.  In either case, analyzing both 
approaches is an effective way to build a more accurate picture of the effects of IKR 
implicitness. 
 Using these two approaches yields results in nine of the ten subjects displaying at 
least one implicit condition overlapping with either the optimal decision criterion (c = 0) 
or with the [All-KR] condition.  In many cases, a subject showed conditions with 
similarities for both approaches.  These results provide some evidence for the effect of 
IKR implicitness, though the effect is not present in all subjects and is likely complicated 
by differences in both asymmetry and organization. 
Results of IKR Amount 
It is already known that subjects who have access to all available information 
(including feedback) are capable of performing with optimal bias
8
 with enough training 
(Green & Swets, 1966).  One step in determining if IKR can contribute to non-optimal 
response biases is to systematically add or remove any number IKR elements and 
measure any resulting bias improvement or degradation due to the amount of IKR.As 
discussed earlier there is one special case in which this effect might not be true.  When 
feedback can be gained implicitly, as is the case with any 3-IKR condition
9
 and several 2-
IKR conditions
10
, then it is reasonable to expect that any effect of response bias could be 
                                                 
8
 An “optimal” response bias does not mean that the listener lacks any bias; it just means that their bias is 
best suited to a particular decision strategy.  In this study, the optimal strategy is to optimize proportion of 
correct responses. 
9
 [H, M, FA], [H, FA, CR], [H, M, CR], and [M, CR, FA], 
10
 [H, M], [M, FA], and [H, CR] 
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minimal in these conditions.  Aside from this exception, one should expect to see that as 
the amount of IKR elements increases, the closer subject response bias approaches 
optimal. 
Within this study, all ten conditions were used to answer the question of whether 
or not an incomplete amount of feedback can contribute to non-optimal response bias.  
Out of these ten conditions there was one 0-IKR condition, four 1-IKR conditions, three 
2-IKR conditions, one 3-IKR condition and one 4-IKR condition (Figure 8).  The 
hypothesis being tested states that a linear regression of the adjusted bias (discussed 
earlier) from all conditions will contain a significant negative slope toward cadjusted = 0 as 
the amount of feedback is increased. 
 The following data were analyzed with a linear regression and were followed with 
simple modifications according to the applicability to the research question at hand.  The 
question of IKR amount specifically addresses the assumption of the amount of bias, not 
the direction of bias.  For example, if a subject alternates the direction of bias for every 
condition while ultimately decreasing the amount of bias as the number of IKR elements 
decreases, then an unmodified linear regression might not yield significant results 
because the direction of bias interferes with the amount.  For this reason the analysis of 
this data set required some modifications before the regression could be applied.   
Perhaps the most obvious step toward eliminating the effects of the direction of 
bias was to take the absolute value of the decision criterion (c), which effectively 
transforms the data into the amount domain.  The assumption is that the optimal decision 
strategy would yield c = 0, thus any negative bias could be appropriately displayed in the 
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positive axis.  This assumption would hold if the [All-KR] condition were always 
completely unbiased in every subject.  Any deviation from c = 0, especially in the 
negative direction, will result in an overall slope of the absolute value for the entire data 
set becoming less steep than it might have been otherwise.  This effect is not necessarily 
representative of the subject’s actual behavior because it assumes that the unbiased 
decision criterion (c = 0) is internally represented by the subject to be “optimal”.  If, for 
example, a subject’s internal assessment of the “optimal” decision strategy is to respond 
so that c = -0.3, then reflecting all data about the 0-axis is not representative of the 
subject’s actual performance.   
The final adjustment made to the data before the regression analysis was to 
assume that the subject’s final condition ([All-KR]) was an accurate representation of 
what the subject perceived to be the optimal decision strategy.  If this assumption were 
true, then the data for all conditions could be shifted up or down until the mean of the 
[All-KR] condition equaled zero.  At this point, an absolute value function was applied to 
all conditions which resulted in any condition with a negative bias now being displayed 
on the same plane as positive bias.  With this adjustment made, all conditions were able 
to be analyzed with respect to IKR amount without many of the negative side-effects of 
analyzing the data without modifications.   
These new modifications, of course, rest on new assumptions that may or may not 
be true.  For example, it is possible that a subject was ineffective at executing the optimal 
decision strategy for some other reason than a simple misrepresentation of what it means 
to respond “optimally”.  Because of the repeated measures nature of the experiment and 
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because the [All-KR] conditions was completed last in every subject, it is possible that 
the previous conditions affected the subject’s willingness to response “yes” or “no”.  It is 
also possible that the subject possessed internal costs and rewards for certain responses, 
shifting the optimal bias to a value other than c = 0.  Due to the reason listed above, the 
data are displayed both in unaltered and altered formats.  In many cases the general trend 
toward optimal can be seen without the aid of the modified regression analysis.  Further 
discussion on the data displayed in these sections can be found in Chapter 5. 
The overall response bias averages for each subject across all conditions show 
much variability (Table 16).  Very few discernable patterns are obvious from the zROC 
plots (Figure 21) or from the unaltered CI plots (Figure 22).  Instead, as discussed 
earlier, a more valuable analysis can be obtained after collapsing the data across bias 
direction and recalibrating so that the bias from each subjects’ [All-KR] condition acts 
as the new “unbiased” point (Figure 23).  
 
Average Values across all 
Symmetry Conditions  
Standard Deviation of the Means  
across all Symmetry Conditions 
Subject d' c d' c 
1 1.37 0.18 0.17 0.19 
2 0.95 0.09 0.29 0.30 
3 1.24 0.15 0.35 0.39 
4 0.87 0.16 0.55 0.31 
5 1.16 0.05 0.23 0.12 
6 0.97 0.17 0.40 0.21 
7 0.69 0.08 0.33 0.14 
8 0.71 0.23 0.48 0.25 
9 0.74 -0.08 0.18 0.16 
10 1.21 0.61 0.23 0.20 
Table 16.  Average sensitivity (d’) and bias (c) values for each subject across all 
conditions. 
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Figure 21.  Normalized receiver operating characteristics (zROCs) for all subjects 
relevant to the question of IKR amount. 
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Figure 22.  95% confidence interval around the mean for the question of IKR 
implicitness.  Non-overlapping bars indicate clear statistical significance (p < .05) and a 
slight overlap requires the use of a z-test to determine the significance. 
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Figure 23.  Absolute means adjusted around the location of the [All-KR] condition for all 
subjects.  Each subplot displays a different order of conditions based on number of IKR 
elements (i.e. 0-4) and the amount of feedback within that category.   
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The results of this research question, after correcting for bias direction and 
unbiased offset, demonstrated significant slopes in response bias due to IKR amount in 
six of the ten subjects (Figure 23and Table 17).  Possible explanations of lack of a strong 
effect are discussed in Chapter 5. 
 
Subject Equation Slope p-value R-Squared 
1 -0.06x + 0.36 0.26 0.16 
2 -0.06x + 0.52 0.16 0.23 
3 -0.05x + 0.60 0.01* 0.56 
4 -0.10x + 0.77 0.00* 0.79 
5 -0.01x + 0.14 0.16 0.23 
6 -0.04x + 0.31 0.03* 0.47 
7 -0.01x + 0.23 0.44 0.08 
8 -0.04x + 0.35 0.05* 0.39 
9 -0.04x + 0.26 0.01* 0.59 
10 -0.05x + 0.45 0.07 0.36 
Table 17.  Equation, slope significance, and the correlation in the adjusted data for the 
question of IKR amount.  Significant slopes are indicated with an asterisks, and are 
calculated at α = 0.05. 
 
Summary of IKR Amount 
 The question of IKR amount was tested using 10 conditions consisting of 0-, 1-, 
2-, 3-, and 4-feedback elements.  Because subjects were able to show bias toward “yes” 
and “no” across the various conditions, a simple examination of the amount of IKR and 
its influence upon response was not necessarily appropriate for this question since it is 
concerned only with the amount of bias not the direction.  A simple correction procedure 
was devised to analyze the data in a manner more appropriate to the question.  This 
modified procedure yielded significant effects in six of the ten subjects.   The effect, 
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however, was not as strong as predicted and might indicate that the influence of 
(a)symmetry, organization, and/or implicitness may be affecting the overall amount of 
response bias per condition. 
Summary of Results 
The results of this study were organized into the four research questions: (1) IKR 
symmetry, (2) IKR organization, (3) IKR Implicitness, and (4) IKR amount.  Statistical 
tests using 95% confidence intervals confirmed the presence of visible effects in each of 
the research questions.  The tests regarding IKR symmetry contained significant 
differences in bias in every case between conditions with 1-feedback elements.  The tests 
pertaining to IKR organization contained significant differences in all but one subject.  
The tests of IKR implicitness found cases where implicit conditions overlapped 
significantly with either the unbiased point (c = 0) or showed similar means with the [All-
KR] condition.  Lastly, the data showed some significant effects regarding the question of 
IKR amount in 50% of subjects. 
The results of each set of conditions related to the four research questions 
provided insight into how humans might utilize incomplete feedback information to 
optimize response bias.  However, viewing each of these questions separately does little 
to describe how these different features might interact to form a more complex model of 
human decision behavior.  For example, it is plausible that the apparent asymmetry of 
response bias for 1-feedback conditions might influence situations containing feedback 
for more response types.  These questions are discussed in the following chapter and 
present likely explanations for the features seen in the results.  
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Chapter 5: Discussion 
 
Although the individual results of the IKR experiment demonstrate numerous 
shifts in response bias across conditions, there are also many individual trends and 
exceptions that are worth discussing, especially in context of the four research questions 
(IKR amount, symmetry, organization, and implicitness) and their repercussions in real-
world listening.  It is also worth entertaining theories that might explain these apparent 
bias shifts and provide the groundwork for future theories to explain bias due to IKR or 
models to predict bias due to IKR.  This chapter is divided into three main sections: (1) 
interpretation of the IKR experiment results, (2) discussion of features indirectly related 
to the four research question but yet worthy of note, and (3) discussion of the results of 
the threshold estimation task. 
Overarching IKR Research Questions 
 The results of the IKR experiment revealed many features when viewed through 
the framework of the four research questions: symmetry, organization, implicitness, and 
amount.  Many of the results that apply to one question might also affect the outcomes of 
conditions from another question.  The goal of the following sections is to illustrate these 
effects and to offer explanations for how these features might be used in real-world 
listening tasks.  
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Effects of IKR Symmetry on Response Bias 
 The assumption of IKR symmetry is a notion that is rarely discussed in the known 
research literature, and yet, if violated, might drive differences in response bias when 
there is feedback for more than one response type.  The evidence gained from this study 
overwhelmingly supports the presence of asymmetric effects of single-element feedback 
upon response bias.  The results obtained from the 6 possible comparisons relevant to this 
research question showed an average of 4 significant differences for every subject.  Even 
a single violation of the assumption of symmetry may have been enough to cause more 
complicated effects in the later research questions (such as organization), thus finding a 
high average of symmetry violations only increases the evidence of the applicability of 
this effect beyond the limited subject sample measured in this study.   
 Perhaps the most obvious pattern that can be observed from the data is a 
comparison of the relative degrees of bias; that is to say, a comparison of the extent of 
bias irrespective of its direction (i.e. “yes” or “no”).  For example, in Figure 24 the 
condition [H] contained the lowest average bias of the four conditions.  This relative 
assessment of bias within the context of all four 1-feedback conditions is useful because 
it may describe which conditions are the most likely to contain extreme biases compared 
to other conditions.  The summary of these data in Table 18 show that the [H] condition 
is either the lowest or was not significantly different from the lowest condition in 80% of 
the subjects.  This is in contrast to the [CR] condition, which was among the most 
extreme biased conditions in 80% of the subjects.   
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Figure 24.  An example of the relative degree of average response bias of the four 1-
feedback conditions from subject #6.  The mean of the [H] condition was located lower 
than the other three conditions.  “Lower”, in this particular case, indicates unbiased 
behavior, but in other cases it could mean the “least biased toward “no” (smallest positive 
number) or the “most biased toward “yes” (greatest negative number).  Horizontal dashed 
lines are included to assist in visualizing overlaps. 
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Relative Degree of Bias 
 
Subject [H] [M] [FA] [CR] 
1 middle middle higher lower 
2 lower lower higher lower 
3 lower higher lower higher 
4 lower lower higher higher 
5 lower higher lower higher 
6 lower middle higher higher 
7 lower higher higher higher 
8 lower lower lower higher 
9 lower middle higher higher 
10 middle  middle lower higher 
Total     
Upper 0 3 6 8 
Lower 8 3 4 2 
Table 18.  A comparison of relative degrees of bias for each subject irrespective of 
whether the bias was toward “yes” or “no”.  Conditions marked as “lower” contained a 
mean lower than the other four conditions on a relative scale.  Conditions that contained 
significant differences from either the highest and lowest conditions, or are similar to 
both the highest and the lowest conditions, are labeled “middle”. 
 
The two conditions ([H] and [CR]) that contained the highest and lowest relative 
degrees of bias are interesting for two different reasons.  First, these two conditions, 
when combined together, [H,CR] create a single condition with implicit feedback 
information.  (This feature will be referred to in a later in a later section regarding IKR 
implicitness.)  The second reason to take note of the differences between [H] and [CR] is 
because of the consistency of this effect across all subjects (Table 19).   
Overall there were three pairs of conditions whose differences were significant 
and consistent in 80% of the subjects.  These conditions, [H]-[CR], [M]-[FA], and [FA]-
[CR] were consistently measured in 80% of the subjects.  The conditions of interest may 
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also be written in terms of their effect on the response matrix: “correct responses”, 
“incorrect responses”, and “noise trials”, respectively. 
 
Symmetry Subject   
Condition Description 1 2 3 4 5 6 7 8 9 10 Total Percent 
[H] - [M] Target Signal - - - - * * * - * - 4 40% 
[FA] - [CR] Noise Alone * * * - * * - * * * 8 80% 
[H] - [FA] "Yes" Responses * * - - - * * - * * 6 60% 
[M] - [CR] "No" Responses * - - * - - - * - * 4 40% 
[H] - [CR] Correct Answers * - - * * * * * * * 8 80% 
[M] - [FA] Incorrect Answers * * * * * * - - * * 8 80% 
             Average 
Average Effect Per Subject: 5 3 2 3 4 5 3 3 5 5 3.8 
Table 19.  The number of asymmetric effects for each individual subject.  A comparison 
of the response bias from two conditions yields a “*” if there was a significant difference 
from the 95% CI and “-” if no such effect was observed. 
  
 The final feature that should be discussed concerning the question of IKR 
symmetry is the consistency of the direction of response bias (i.e. “yes” or “no) across all 
subjects.  Unsurprisingly, the [H] condition was the least biased of all the conditions 
across all subjects, resulting in optimal bias for 6 of the 10 subjects (Table 20).  Also 
unsurprising in comparison with previously discussed features is the fact that the [CR] 
condition is among the most biased toward “no” across all subjects.  The most common 
response bias across all subjects and all conditions was “no”, which was illustrative of 
60% of the subjects within the [M], [FA], and [CR] conditions (Table 20).  The second 
most common bias was the optimal strategy, (“unbiased”, in this study), which was 
present in 60% of the subjects in condition [H]. 
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Direction of Response Bias 
 
Subject [H] [M] [FA] [CR] 
1 "no" "no" "no" unbiased 
2 unbiased unbiased "no" "yes" 
3 unbiased "no" "no" "no" 
4 "no" "no" "no" "no" 
5 unbiased "no" unbiased "no" 
6 unbiased "no" unbiased "no" 
7 unbiased unbiased "no" unbiased 
8 unbiased unbiased unbiased "no" 
9 "yes" unbiased "yes" unbiased 
10 "no" "no" "no" "no" 
Total:      
"Yes" 1 0 1 1 
"No" 3 6 6 6 
Unbiased 6 4 3 3 
Table 20.  The direction of response bias across all subjects for 1-feedback conditions. 
 
As will be seen more clearly in the following sections, many of the asymmetric 
features just described may be used to explain features relating to IKR organization, 
implicitness, and even amount.  The most logical place to start, however, is with IKR 
organization. 
Effects of IKR Organization on Response Bias 
 The conditions relating to the question of organization contained many significant 
results across all subjects.  Many of these results are easily explained in the context of the 
asymmetry between 1-feedback conditions.  Before interpreting these patterns, however, 
it is useful to describe the overarching features. 
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Overall Effects due to IKR Organization 
 The relative degree of bias was only slightly consistent across subjects (Table 21).  
Earlier it was stated that the [H] condition was most often the lowest while the [CR] 
conditions was often the highest.  If IKR asymmetry does indeed affect the bias gained 
from different combinations of feedback then it is reasonable to assume that some of 
these patterns will carry over.  More specifically, with the conditions used in this part of 
the experiment, one should expect that [H,M] should yield the lowest degree of relative 
bias and [H,CR] should yield the highest degree.  There is some evidence of this effect in 
Table 21, showing that [H,M] is lowest in 6 subjects and highest (or tied with highest) in 
only 3 conditions.  Likewise, the [H,CR] condition is highest is 5 conditions and lowest 
in only 2 subjects.   
 
 
Relative Degree of Bias 
 
Subject [H, M] [M, FA] [H,CR] 
1 lower middle higher 
2 lower middle higher 
3 lower higher lower 
4 lower higher higher 
5 higher lower middle 
6 lower lower higher 
7 lower middle higher 
8 higher lower middle 
9 middle middle middle 
10 higher lower lower 
Total      
Upper 3 2 5 
Lower 6 4 2 
Table 21.  A comparison of relative degrees of bias for each subject irrespective of 
whether the bias was toward “yes” or “no”.   
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 The consistency of effects across all subjects is moderately high for organization, 
with 60-80% of all subjects showing significant differences in every comparison within 
2-feedback conditions (Table 22).  The strongest effect of differences in organization 
came from [H,M]-[H,CR] condition, with the effect present in 80% of the subjects.  This 
feature is not surprising considering [H,M] and [H,CR] contained the lowest and highest 
relative degree of bias (Table 21).   
 
Organization Subject   
Condition Description 1 2 3 4 5 6 7 8 9 10 Total Percent 
[H,M]-[H,FA] Signal | "Yes" * * * * * - - * - * 7 70% 
[H,M]-[H,CR] Signal | Correct * * - * * * * * - * 8 80% 
[H,FA]-[H,CR] "Yes" | Correct * * * - * * - * - - 6 60% 
Table 22.  The number of effects for each individual subject according to IKR 
organization.  A comparison of the response bias from two conditions yields a “*” if 
there was a significant difference from the 95% CI and “-” if no such effect was 
observed. 
 
 In addition to the degree and differences in bias across subjects, the question of 
IKR organization also yielded some information regarding the direction of responses 
(toward “yes” or “no”) (Table 23).  These results showed a slight increase in the number 
of subjects who responded with bias toward “yes”.   This could indicate that the increase 
in information that comes with feedback for two-response types is influencing the 
subjects to be more willing to respond “yes” and may also indicate a move of the average 
response bias toward the unbiased point. 
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Direction of Response Bias 
 
Subject [H, M] [M, FA] [H, CR] 
1 Unbiased "no" "no" 
2 Unbiased "no" "no" 
3 "yes" "no" "yes" 
4 "yes" unbiased unbiased 
5 "no" "yes" unbiased 
6 Unbiased unbiased "no" 
7 Unbiased unbiased unbiased 
8 "no" unbiased "no" 
9 Unbiased unbiased "yes" 
10 "no" "no" "no" 
 Total:       
"Yes" 2 1 2 
"No" 3 4 5 
Unbiased 5 5 3 
Table 23.  The direction of response bias across all subjects for 2-feedback conditions. 
 
Interactions between Symmetry and Organization 
 One of the important questions of this study is to first discover if there are any 
effects of IKR on response bias and then uncover the underlying decision processes from 
which subjects may be responding with different effects.  With obvious differences in 
response bias for both IKR symmetry and organization, there remains the question of 
whether or not these two effects are unrelated or if one effect can be predicted from the 
other.  To answer this question from the data there are several difference logical 
comparisons that can be made.  The process by which this comparison is made is simple, 
and requires only moderately creative thinking about the composition of the conditions. 
 In order to uncover any possible relationship between IKR symmetry and amount, 
an examination must be made of each individual subject and apply the differences from 
the 1-feedback conditions and the 2-feedback conditions.  For example, subject 1 (Figure 
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25) showed significant differences in numerous conditions including the most obvious 
difference between [FA] and [CR].  Because these two conditions are so different, it is 
logical to assume that any 2-feedback composite of the two will also be different (i.e. [x, 
FA] – [x, CR] ≠ 0).  In this case, the only condition available to this study which meets 
this criterion is [H, FA] and [H, CR] (Figure 26).  Because only half of the 6 possible 2-
feedback conditions were chosen for this study, examination of 1-feedback conditions 
will be limited to those who are members of the available 2-feedback conditions (Table 
24).  
 
Figure 25.  Data showing differences in IKR symmetry for subject #1.  These effects 
appear to carry over to corresponding 2-feedback conditions relevant to the question of 
organization.  Horizontal dashed lines are included to assist in visualizing overlaps. 
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Figure 26.  Data showing differences in response bias due to IKR organization for 
subject #1.  These differences may be explained by examining the effects of asymmetry 
on response bias for 1-feedback conditions.  Horizontal dashed lines are included to assist 
in visualizing overlaps. 
 
   
Consistency between 
Symmetry and 
Organization  
Symmetry   Organization 
Both  
Means = 0 
Both  
Means ≠ 0 
Total 
Consistency 
[M] - [FA] same effect as [H,M] - [H,FA]: 6 1 7 
[M] - [CR] same effect as [H,M] - [H,CR]: 4 2 6 
[FA] - [CR] same effect as [H,FA] - [H,CR]: 6 2 8 
  Total 16 5 21 (of 30) 
  Percent Total 76% 24% 70% 
Table 24.  Data showing matching effects from both 1- and 2-feedback conditions across 
all subjects relating to the effects of IKR asymmetry upon organization.  A total of 70% 
of the possible comparisons showed a consistent effect.  The effect was strongest in cases 
where both comparisons showed similar means (see column “Both Effects = 0”), which 
occurred for 76% of those condition pairs containing significant effects. 
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 The data in Table 24 show strong evidence for the ability of IKR asymmetry to 
influence IKR organization.  This effect was observed in at least once in 90% of the 
subjects, and at least twice in 80% of the subjects, and all three times in 40% of the 
subjects.  The strongest effect occurred when both 1- and 2-feedback conditions showed 
similar means.  In those cases where the difference between both symmetry and 
organization means were significantly different than zero, no observable effect of the 
direction of bias (positive or negative) was found.  Additionally, no significant 
differences were found when comparing conditions which also contained implicit 
feedback information.   
Effects of IKR Implicitness on Response Bias 
 When certain combinations of feedback occur together there is often enough 
information present to respond with optimal bias.  Such features only occur when 
feedback is present for both signal and noise trials.  The degree to which implicitness 
may or may not affect response bias is complicated by the effects of asymmetry and 
organization.  As such, the overall features of the implicit conditions will be discussed 
not only in terms of the optimal response bias but also in comparison to the [All-KR] 
condition.   
Overall Effects due to IKR Implicitness 
 The most important question regarding implicitness is whether or not subjects can 
utilize the missing information to achieve optimal response bias; (in this case, an 
unbiased strategy).  The answer to this question is not straightforward, though this is not 
surprising given the possible effects that asymmetry and organization might have upon 
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these conditions.  Table 25 shows the average bias behavior of all subjects in terms of the 
three bias categories: (1) biased toward “no”, (2) biased toward “yes”, and (3) unbiased.  
Based on these data there are some surprising features.  First, whereas it was expected 
that all conditions would be unbiased, there are in fact many significant differences 
between each condition for each individual subject.  It is also evident from the table that 
the only condition that displays any pattern across all subjects is not the [All-KR] 
condition but the [H, M] condition.   
 
 Implicit Conditions   
Subject [H, M] [H, CR] [H, FA, CR] [All-KR]   
1 unbiased "no" "no" unbiased  
2 unbiased "no" unbiased "yes"  
3 unbiased "yes" "yes" "yes"  
4 "yes" unbiased "yes" "yes"  
5 "no" unbiased unbiased unbiased  
6 unbiased "no" "no" "no"  
7 unbiased unbiased unbiased "no"  
8 "no" "no" unbiased "no"  
9 unbiased "yes" "yes" "yes"  
10 "no" "no" "no" "no" (Total) 
"Yes" 1 2 3 4 10 
"No" 3 5 3 4 15 
Unbiased 6 3 4 2 15 
Table 25.  The direction of response bias across all subjects for 2-feedback conditions. 
 
 One possible explanation for the subjects’ non-optimal bias in the [All-KR] 
condition is that they may have a different internal representation of what it means to 
respond optimally.  For example, it is possible that their internal payoff matrix 
predisposes them to be risk averse and thus biased toward “no” on average.  Another 
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possibility is that they were unable to accurately determine the correct signal presentation 
probability and thus were unable to respond at similar rate.  If a subject underestimates 
the signal probability by 10% and yet responds with a yes/no rate that is optimal for that 
(incorrectly) perceived presentation rate, is it then correct to say that the subject was not 
optimally biased?  These questions are difficult to grasp with the data collected for this 
study, but they are important speculations regardless.  In particular, if one assumes that 
the [All-KR] condition represents that subject’s individual “optimal” strategy, then the 
rest of the data can then be compared with the [All-KR] condition.   
Taking the approach of reclassifying the “unbiased point” to equal that of the 
[All-KR] condition, it is possible to reanalyze the data within this new context.  The [H, 
M] – [All-KR] comparison, which was originally unbiased in only 40% of the subjects 
(Table 26), is now unbiased (in comparison to the [All-KR] condition) in 60% of the 
subjects.  The [H, CR] condition, however, which was unbiased in 60% of the conditions, 
only matches the [All-KR] condition in 50% of the subjects.  Finally, the [H, M, FA] 
condition which was unbiased in 60% of the subjects, matches the [All-KR] condition in 
60% of the subjects.  Based on this information, adjusting the “optimal” point to equal 
the bias exhibited in the [All-KR] condition does not adequately provide evidence for an 
effect of implicitness. 
 
 
 
 
88 
 
Implicitness Subject   
Condition Description 1 2 3 4 5 6 7 8 9 10 Total  
[H,M]-[H,FA] Signal vs. "Yes" * * - * * * * * - * 8 80% 
[H,M]-[H,M,FA] Signal vs. 3-IKR * * - * - * * * - - 6 60% 
[H,M]-[All-KR] Signal vs. All-KR - * * - - * * * - * 6 60% 
[H,CR]-[H,FA,CR] Correct vs. 3-IKR - * - * - - - * - * 4 40% 
[H,CR]-[All-KR] Correct vs. All-KR * * * * - - * - - - 5 50% 
[H,M,FA]-[All-KR] 3-IKR vs. All-KR * * * - - - * * - * 6 60% 
Table 26.  The number of effects for each individual subject according to IKR 
implicitness.  A comparison of the response bias from two conditions yields a “*” if there 
was a significant difference from the 95% CI and “-” if no such effect was observed. 
 
Influence of IKR Symmetry and Organization 
 While the previous analyses appear to reject the ability of IKR implicitness in 
modeling subject response bias, there may yet be an acceptable explanation for these 
differences when examined within the framework of effects carried over from the 
asymmetry and organization of feedback.  The following paragraphs will examine this 
possibility in detail, starting from the interactions between these two concepts. 
There are two logical assumptions that can be applied to the question of IKR 
organization from the observed asymmetric response bias.  The first assumption is that if 
two 1-feedback conditions (e.g. [x] and [y]) are significantly different from each other 
with regards to IKR symmetry, then a comparison of either one of those conditions with 
the differences between the two conditions (e.g. [x] – [x,y]) should also be different.  The 
converse should also true; similarities in symmetry should yield similar results when 
comparing the 1- and 2-feedback conditions.  A more specific example can be given from 
the actual data (Table 27).  For example, in subject 10 no statistically significant 
differences were found between the means of conditions [H] and [FA].  Because these 
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two conditions have similar means, it is logical to assume that difference between either 
one of those conditions, ([H], for example), and a condition with the combined feedback 
of those two (i.e. [H, FA]) will be similar.  In other words, [H], [FA], and [H, FA] all 
have similar means so that [H] – [H, FA] = 0, or [FA] – [H, FA] = 0).  Using the 
conditions selected for this study, this feature was only possible to examine for [H, M], 
[H, CR], and [H, FA]. 
 
  Subject #1   
[H] - [M] Similar  
 
[H] - [CR] Different  [H] - [FA] Different 
[H] - [H,M] Different  [H] - [H,CR] Similar  [H] - [H,FA] Different 
[M] - [H,M] Different  [CR] - [H,CR] Similar  [FA] - [H,FA] Similar 
  
 
Subject # 2-9   
[H] - [M] (…)  [H] - [CR] 
 
(…)  [H] - [FA] (…) 
[H] - [H,M] (…)  [H] - [H,CR] (…)  [H] - [H,FA] (…) 
[M] - [H,M] (…)  [CR] - [H,CR] (…)  [FA] - [H,FA] (…) 
  
 
Subject #10   
[H] - [M] Similar  
 
[H] - [CR] Different  [H] - [FA] Different 
[H] - [H,M] Similar  [H] - [H,CR] Different  [H] - [H,FA] Different 
[M] - [H,M] Similar  [CR] - [H,CR] Similar  [FA] - [H,FA] Different 
  
 
Summary   
No Effect: 40%  No Effect: 40%  No Effect: 10% 
One Effect: 40%  One Effect: 30%  One Effect: 60% 
Two Effects: 20%  Two Effects: 30%  Two Effects: 30% 
At least one effect 60%  At least one effect 60%  At least one effect 90% 
Table 27.  A table of values depicting the asymmetric organization of data for the three 
different types of 2-feedback conditions available in this study.   
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 The effects of this asymmetric organization of IKR contained several different 
patterns (Table 27).  The [H, M] and [H, CR] conditions, (left and center columns in the 
table summary), were relatively evenly split between having no effect, one effect, and two 
effects for both differences and similarities.  For example, when the means of [H] and 
[M] equal some value (either different or similar), then 40% of the subjects display 
similar means for [H] or [M] when compared with [H, M].  This effect is counted for 
both similarities and differences.  For example, in the right column of Table 27, subject 
#10 showed similar differences in means for [H] - [H, FA] and for [FA] – [H, FA]. 
 Between the three 2-feedback conditions which were selected for the IKR 
organization hypothesis (Table 27, two left columns), only 40% of the subjects for 
conditions [H, M] and [H, CR] showed at least one effect (consistent similarity or 
consistent differences).  The remaining condition [H, FA] showed at least one effect for 
90% of the subjects.  The differences between these two patterns may well be attributed 
to the effect of IKR implicitness, which is present in the first two conditions (left two 
columns) yet absent in the third (rightmost column).  In other words, a 1-feedback 
condition (e.g. [H]) compared to a 2-feedback condition with implicit feedback 
information (e.g. [H, M]) can no longer be expected to yield comparable results because 
the implicit combination contains more information which could be used to optimize the 
response bias.  The non-implicit condition [H, FA] does not contain the added benefit of 
implicit information and thus shows more evidence for similarities across 1- and 2-
feedback conditions. 
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 The results of the previous analysis, while complex, suggests that effects due to 
implicitness may yet exist, though this effect is overshadowed by the effect of asymmetry 
upon organization, and thereby upon implicitness.  An explanation was offered for 
subjects’ inability to achieve optimal response bias during the [All-KR] condition.  This 
explanation stated that a subject may be influenced by other factors, such as their internal 
representation of payoffs or their miscalculation of the signal presentation rate.  Neither 
explanation was sufficient to explain the lack of cohesion among the implicit conditions, 
though the explanations of which [All-KR] is not optimal may still be valid.  Evidence 
for this explanation is offered in the following section relating to IKR amount. 
Effects of IKR Amount on Response Bias 
 The final hypothesis tested in this study examined possible effects of IKR amount 
on response bias.  As described in the results chapter, several modifications to the data 
were necessary before an analysis could successfully represent the effects present in the 
data.  These modifications were required because most subjects did not actually achieve 
unbiased responses in the [All-KR] conditions and because only the amount of bias was 
of interest here, not the direction.  It was assumed that the [All-KR] condition was the 
likely location of the subjects’ internal interpretation of the optimal decision strategy, and 
as such was a better location for the decision axis.  To bring about these changes, the data 
were adjusted up or down by some amount which shifted the mean of the [All-KR] 
condition up/down to zero.  With this new axis, the bias estimates for all conditions were 
then forced into the positive domain so that the amount of bias could be observed 
irrespective of the direction.  This procedure was completed identically for every subject. 
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 After modifications were made to the data, a linear model was fit to the data and 
the direction and significance of the slope was measured.  While significant effects were 
observed in 60% of the subjects, the overall strength of the evidence for IKR amount is 
relatively weak.  There are two probable reasons why amount did not have the expected 
effect.  The first possibility is that individual differences obscured any possible effects 
due to amount.  If individuals are the source of the noise, then a follow-up study with 
more subjects should create a stronger argument for or against any effect.  The second, 
and more likely possibility, is that any effect of IKR amount is heavily influenced by IKR 
implicitness, organization, and finally asymmetry.   
Indirect Features from the Data 
 The following sections describe issues indirectly related to the main four research 
questions or deal with intricacies in data collection or analysis. 
Effects of Order on Response Bias 
 Due to the large number of conditions completed by each subject, it is possible 
that certain conditions completed early on may have introduced a level of bias which 
carried over into subsequent conditions.  In particular, the concern is that conditions with 
implicit feedback information may cue the listener in on extra information regarding the a 
priori signal presentation probability for later conditions which lacked that information.  
For this reason, all conditions with the exception of the [No-KR] and [All-KR] conditions 
were completed in random order.  It is also for this reason that the [All-KR] condition 
was completed last, so that it would not have a chance to affect later conditions.  
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Fortunately the order of completion for each condition can be easily compared with the 
response bias for those conditions.   
 A linear regression model was created using the average decision criterion and the 
order in which the conditions were completed.  These findings are summarized in Table 
28 and include the slopes and the significance of the slopes.  Included in this discussion 
are several plots of the response bias data fitted with the linear model.  A complete set of 
these figures can be found in Appendix G.  Of the ten subjects in this study, four of them 
showed significant negative slopes indicating a general reduction in bias on average.  Out 
of these 4 subjects, subject #4 demonstrated the most significant negative slope, and as 
such will be examined in more detail (Figure 27). 
 
Subject R-Squared Slope Significance 
1 0.45 -0.04 0.04 
2 0.42 -0.07 0.04 
3 0.18 -0.06 0.22 
4 0.84 -0.1 0.00 
5 0.29 0.02 0.11 
6 0.43 -0.05 0.04 
7 0.00 0.00 0.92 
8 0.16 -0.03 0.25 
9 0.28 -0.03 0.12 
10 0.26 -0.04 0.13 
Table 28.  A summary of effects from a linear regression of the order of conditions and 
the response bias. 
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Figure 27.  The correlation between condition order and response bias for subject 4. 
 
 The most obvious concern with order effects was that an implicit feedback 
condition would occur early on and then influence later conditions.  In the case of subject 
4, who displayed the most significant downward trend, none of the early conditions 
contained implicit feedback information.  The other three conditions contained some 
implicit conditions early in the experiment; however, the response bias was able to 
quickly move away from optimal as soon as a non-implicit condition was started.  
Another observation from subject 4 is that the trend of the conditions does not asymptote 
at the unbiased point (c = 0) but rather continues into the “yes” bias range.  In this case it 
is important to note that even though it appears that subject 4 is moving toward a 
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particular direct (toward “yes”), the actual progress toward the optimal bias point is not 
demonstrated.  In other words, the subject does not actually improve their response bias 
in relation to the unbiased point over time, but rather the bias is shifted from “no” to “yes 
either due to learning over time or due to conditions which were assigned in that 
particular order. 
Based on these observations there might appear to be some evidence for an effect 
of order or the ability of a subject to respond optimally.  However, there may be an 
alternative explanation for this behavior due to two specific side-effects of the 
experimental design.  A closer inspection of the initial experimental design serves as a 
reminder of why the [No-KR] and [All-KR] were purposefully placed at the beginning 
and the end of the experiment for each subject.  The principle of more information 
yielding more optimal signal detection results was already discussed in the background 
chapter; and based on this principle, it was assumed during the design of the experiment 
that the [No-KR] condition (with the least amount of information) would likely contain 
the most amount of bias.  This decision allowed for the possibility of establishing 
individual subject baselines prior to subjects receiving the different types and amounts of 
IKR.  Similarly, the [All-KR] condition was purposefully completed last because it was 
assumed that it would be among the most optimally biased conditions because it contains 
the most amount of explicit feedback information.  This design helped prevent excessive 
exposure to the most amount of feedback information ([All-KR]).  These two decisions 
were very useful in diagnosing potential problems with subjects and avoiding potentially 
problematic exposure to complete feedback information early in the experiment.  
96 
 
However, these design decisions also created the appearance of an effect of learning 
across conditions due to the highly biased nature of the first condition and the minimally 
biased nature of the last condition.  There are two possible corrections that might be 
applied to the data to remove the influence of the first and last conditions.  The first 
correction is designed to examine whether or not the subjects approach optimal response 
bias over time and the second procedure is designed to examine if the subjects are 
changing the direction of their bias over time (e.g. shifting from “no” to “yes”).  Both 
corrections are able to sufficiently mitigate many of the concerns of learning effects over 
time. 
In order to examine whether or not subjects are approaching the optimal response 
bias over the course of the experiment, it is necessary to once again utilize the absolute 
value function to eliminate the direction of bias by placing all values of c into a positive 
scale (Figure 24).  The results of this analysis do not produce any statistically significant 
slopes in any of the 10 subjects.  This finding provides evidence against the concern that 
subjects may have been utilizing information across conditions to achieve an optimal 
response. 
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Figure 28.  An analysis of the possible effects of condition order on subjects’ ability to 
approach optimal response bias over time.  The removal of the [No-KR] and [All-KR] 
conditions (represented by ‘x’s) indicate that these first and last conditions exhibit 
substantial influence upon the apparent order effects. 
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The second test designed to mitigate concerns of order effects explicitly examines 
the effects of the direction of response bias.  With this correction the magnitude of the 
slopes increased as well as the variability of response bias between conditions.  As a 
result, only subject 4 showed evidence of shifting response bias across time (from “no” 
toward “yes”) (Figure 25).  This analysis also mitigates many of the concerns of order 
effects on response bias.  While order effects cannot be completed ruled out, the 
probability of such effects occurring were sufficiently low. 
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Figure 29.  An analysis of the possible effects of condition order on whether or not 
subjects changed the direction of bias over time.  The removal of the [No-KR] and [All-
KR] conditions (represented by ‘x’s) indicate that these first and last conditions exhibit 
substantial influence upon the apparent order effects. 
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Direction of Response Bias 
One of the more surprising outcomes of the analysis was the overall bias toward 
“no”.  There are several possible explanations for this trend.  One possibility is that the 
selected subjects are naturally risk-averse and less willing to guess “yes” with such a 
difficult SNR.  A much more likely explanation, however, is that subjects were unable to 
gain an appropriate amount of information about the signal a priori probability and as 
such were incorrectly assuming that the signal occurred less often than it did in reality.  
Said another way, when the signal is nearly indistinguishable from the noise, subjects 
may assume that they are more likely to guess correctly by guessing “no” because they 
lack sufficiently reliable evidence to suggest otherwise.  If this theory were correct, one 
could expect to see a dramatic reduction in response bias with the introduction of even a 
small piece of information.  Such reduction is indeed seen when subjects are given any 
knowledge of their results – even for a single feedback element (e.g., the condition with 
feedback for hits alone).   
Interaction of Subjects and Researcher 
The author tried to limit the interaction with the subjects as much as possible in 
order to minimize any possible influence over the subjects.  The experimental software 
was designed to be self-paced and was monitored remotely to ensure the data was being 
logged correctly and that subjects thresholds were within an acceptable range (initially 
determined by the SIAM procedure).  In addition, the subject panel manager would act as 
the liaison between the subjects and the author.  There were exceptions to this rule, 
however, that are important to note.  At the beginning of the study, the author met with 
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the subjects to describe (in non-revealing terms) the general nature of study and how they 
should operate the software.  The author also explained to them that this study was for 
dissertation research and was necessary for graduation.  Many of the subjects were 
themselves students, and they understood the necessity to try as hard as possible to follow 
the instructions.  No discussion of “response” bias ever occurred with the subjects; they 
were only asked to get “as many correct answers as possible”.   
On a few other occasions, some subjects would mention to the subject pool 
manager that they had questions about their performance in the experiment.  One such 
subject was concerned with how quiet the signal was and how often they responded with 
“no”.  After double-checking the thresholds for this subject and seeing that their data was 
consistent with the 75% correct threshold, and being unable to discuss response bias in 
any form, the subject was reassured that the data were fine.  Such concerns were not 
unexpected given the low SNR and the incomplete nature of the feedback information. 
Threshold Estimation 
 Both the methods and results chapters briefly discussed problems which were 
encountered during the SIAM procedure.  These problems stemmed from subjects who 
were achieving unacceptably high results in the first condition of the IKR experiment, 
resulting in an unusable ceiling effect in the data.  In order to correct for the high 
thresholds, the original threshold was modified using a single-interval task which was 
conducted until a new acceptable threshold was reached.  Possible explanations and 
future solutions to these problems will be discussed in the following paragraphs. 
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 In the SIAM method article (Kaernbach, 1990) the author described how subject 
thresholds are likely to be high if a subject is unable or unwilling to adjust their response 
bias to achieve an unbiased estimate of the SNR necessary for 75% correct performance.  
Normally during a threshold task the experimenter is able to monitor the subject behavior 
and encourage subjects to achieve better performance.  In the case of this experiment, 
giving subjects instructions on how to improve their results was strictly forbidden in 
order to avoid influencing how they used their response bias in the IKR experiment.   
Without the ability to ability to interact with the subjects and explain to them how 
the SIAM procedure is estimating unbiased performance, there are other simple methods 
that could have been employed to ensure appropriate thresholds.  One possible way to 
improve the initial SIAM estimates without resorting to manual adjustments could have 
been obtained from careful evaluation of the SIAM data and the possible inclusion of 
other metrics of center besides the mean.  An example of why the thresholds were too 
high is exemplified by the performance of subject 1 (Figure 30).  The exclusive use of the 
mean as measure of center is prone to give skewed results.  Using the median instead of 
the mean, for example, would have yielded lower thresholds in all but two subjects 
(Table 27), though this metric would have still yielded thresholds higher than the target 
values obtained manually (Table 29).  Another possible correction could have been 
obtained from the mode, which would have matched the corrected thresholds exactly for 
3 subjects and would have been within 3 dB for the rest of the subjects.  Another 
adjustment could also have been obtained from using the 25% quantile as the threshold, 
which would have yielded results within 1 dB for most subjects.   
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Figure 30.  Uncorrected threshold in wide-band SNR from the SIAM procedure for 
subject #1. 
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 Subjects 
 1 2 3 4 5 6 7 8 9 10 
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n
 
15.5 13.1 15.1 13.9 17.0 15.0 16.0 16.0 12.8 13.4 
M
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14.5 12.5 14.5 14,5 13.5 16.5 15.5 15.5 12.5 13.5 
M
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e  
14.5 
 
12.5 
        
14.5* 
 
 
13.5 
 
13.5* 
 
 
14.5 
 
14.5 
 
16.5* 
 
 
12.5* 
 
 
12.5* 
 
S
td
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D
ev
. 
3.58 2.40 2.76 2.07 2.84 3.28 2.86 3.61 2.04 2.15 
S
k
ew
 
1.57 1.03 0.36 -0.18 0.01 0.53 -0.08 1.82 0.09 0.17 
R
a
n
g
e 
19.0 14.0 15.0 10.0 16.0 15.0 14.0 25.0 10.0 11.0 
M
in
 
10.5 9.5 9.5 8.5 5.5 10.5 7.5 8.5 8.5 8.5 
M
a
x
 
29.5 23.5 24.5 18.5 21.5 25.5 21.5 33.5 18.5 19.5 
P
er
ce
n
ti
le
 
25 13.5 11.5 13.5 12.5 11.5 14.5 12.5 13.5 11.5 11.5 
50 14.5 12.5 14.5 14.5 13.5 16.5 15.5 15.5 12.5 13.5 
75 16.5 14.5 16.5 15.5 16.2 19.5 17.5 17.5 14.5 14.5 
* When multiple modes exist, the smallest value is shown. 
Table 29.  Descriptive statistics from the SIAM threshold estimation for each subject.  
Values are reported with the noise filtered in a 1/3 octave band around 1kHz for better 
comparison to the SIAM data (Kaernbach, 1990). 
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Unfortunately, it is impossible to assume that any one of these metrics will 
consistently yield a more accurate estimate of sensitivity when subjects are unable to 
receive further instruction on how to reduce bias (since the following experiment 
necessitates the use of their natural bias).  It would, however, by prudent to examine the 
thresholds of each subject and determine shape of their response distribution, as it could 
yield some clues in which metric to choose.  For example, in this data set the mode would 
have been an obvious and acceptable metric of bias, since it is clear from the histograms 
that this SNR is achieved most times (Appendix D).  In context of the IKR experiment, 
the important thing to consider is that an exact threshold of some arbitrary value is not 
necessarily needed, however, some value between the floor and the ceiling of the 
psychometric function is essential and that value should be unchanging.   
The threshold values reported by Kaernbach (1990) use SNRs in 1/3
rd
 octave 
bands.  To make comparison more convenient, 1/3
rd
 octave SNRs are reported here in 
addition to the wide-band ratios.  In this case, +5 dB SNR yields an SNR of +32 dB when 
accounting for the 1/3
rd
 octave band of the noise around 1 kHz.  These corrected results 
are still higher than the SNRs reported by Kaernbach which contained an SNR ranging 
from -.75 to 2.45 dB (p. 2652). However, by applying a correction for the difference in 
signal duration (Green, Birdsall, & Tanner, 1957; Kidd & Watson, 1992; Meddis & 
Lecluyse, 2011), the threshold values are reasonably comparable to those reported by 
Kaernbach (Appendix C). 
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Chapter 6: Conclusions 
The experimental results from this study support the main hypothesis that 
Incomplete Knowledge of Results does indeed affect response bias and that these 
difference can be attributed, at least in part, to the effects of asymmetry, organization, 
implicitness, and amount of IKR.   Of the four original research questions, asymmetry 
appears to be the main driving force behind the other effects.  Several examples were 
given where effects between 1-feedback conditions were carried over into more 
complicated combinations of incomplete feedback matrices.  There were several 
observed effects of organization from the data, some of which included evidence of 
influence from both asymmetric and implicit feedback conditions.  The implicit feedback 
conditions failed to provide expected results consistent with missing feedback 
information to achieve an optimal response bias.  However, when the implicit conditions 
were compared with the results of the [All-KR] condition, the presumed effects due to 
implicitness were found in 80% of all subjects for at least one comparison.  There is some 
evidence that at least some of these unexpected differences can be attributed to the effects 
that IKR asymmetry has upon 2-feedback conditions.  Finally, there were some moderate 
effects of IKR amount upon response bias, though this evidence was not as strong as 
anticipated.  Instead, it is again likely that complex interactions between the other three 
observed effects create a complex picture of how greater amounts of incomplete feedback 
can improve the chances of obtaining optimal response bias.   
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Future Research 
Based upon these findings, it will be important in the future to design experiments 
to test more features regarding IKR that were unable to be accomplished with the 
confines of this study.   
Bias due to Negative IKR 
 When this study was designed, the selection of conditions were purposefully 
limited to positive IKR, which is defined here as being based on some combination of 
trials containing the signal, trials containing “yes” responses, or trials containing correct 
responses.  An assumption was made in this study that the inverse of these characteristics 
(“no” responses, trials containing noise, or trials containing incorrect responses) would be 
comparable to what was obtained here.  Based on the results from this study, there is no 
reason to assume that negative IKR will not have results different from positive IKR.  It 
is also possible, that the pattern of bias toward “no” that was observed in this study is a 
byproduct of choosing conditions based upon hits.  Uncovering any bias related to 
negative IKR would be important to fully understanding the effects of IKR as well as 
discovering how humans use this information to make decisions with incomplete 
information. 
False Knowledge of Results (FKR) 
 Another phenomenon common to the real world detection scenarios is the 
introduction of False Knowledge of Results.  FKR introduces erroneous feedback in any 
circumstance where true feedback should be expected.  It is possible that such deception 
could result in changes in estimates of sensitivity and/or bias.  A successful 
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understanding of this concept, especially when combined with any subcomponent of 
IKR, would likely describe the detection behavior of humans with great accuracy. 
Incomplete Partial Knowledge of Results (IPKR) 
This concept combines elements from both Incomplete (IKR) and Partial 
Knowledge of Results (PKR).  Recall from chapter 2 (Background) that procedures 
employing PKR provide feedback for every element in the detection matrix (Hits, Misses, 
False Alarms, and Correct Rejections) for a certain percentage of trials (e.g., 80%).  IKR, 
on the other hand, provides feedback for an incomplete detection matrix for 100% of the 
trials.  A combination of these two concepts, notated here as Partially-Incomplete 
Knowledge of Results, describes a scenario in which an incomplete feedback matrix is 
presented for a percentage of trials between 0% and 100%.  Since partial KR is known to 
affect estimates of listener sensitivity, and since incomplete KR is known to affect 
response bias, the effects of partially-incomplete KR may affect estimates of listener 
sensitivity, bias, or both.  Any effects of PIKR on estimates of sensitivity or bias would 
be an important discovery in both psychophysics and decision science. 
Simple Incomplete Partial Knowledge of Results (S-IPKR) 
 The concept of IPKR can be separated into two sub-concepts: (1) Simple-IPKR 
and (2) Compound-IPKR.  In each case, a subject would be presented with incomplete 
feedback information during a predetermined percentage of trials.  Simple-PIKR occurs 
when an entire incomplete feedback matrix is multiplied by a single proportion.  
Feedback elements already non-existent would continue to remain so, and feedback 
elements designated to be present would be presented for a certain proportion of trials.  
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An example of simple-PIKR would be the feedback matrix containing KR for Hits and 
Misses.  In this case, the entire matrix was multiplied by .5, resulting in feedback for Hits 
and Misses in 50% of the trials. 
Compound Partially-Incomplete Knowledge of Results (C-PIKR) 
 Compound-PIKR occurs when different elements in a feedback matrix are 
multiplied by different proportions.  For example, if feedback occurs for Hits and Misses, 
and if Hits occur 50% of the time and Misses 80% of the time, then the compound 
feedback may have an effect on estimates of sensitivity and/or bias.  This concept is the 
most realistic and most difficult to represent of all the IKR procedures, though it is also 
the concept that would provide the most applicable knowledge to the field of 
psychophysics and decision science. 
The Effect of Signal Presentation Rate on IKR 
 In this study, the optimal response bias was purposely located at the unbiased 
point c = 0.  It is unknown how a change in this a priori probability might affect subject 
response bias.  For example, in this study, subjects were often biased toward “no”.  
Would they be more likely to respond optimally if the optimal strategy were also biased 
toward “no”? 
Summary 
 The findings of this research study have the potential to significantly affect the 
scientific community’s understanding of the interactions between incomplete feedback 
information and optimal response bias.  These effects are especially important in order to 
understand real-world listening situations and then apply it to laboratory approximations 
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of the real-world (SIMA, vigilance, etc).  A summary of these findings will be returning 
to the two original real-world examples:    
Recurrence of the Lost Hiker Example 
 The same hiker is still lost in the wilderness and is listening for the sounds of 
rescue crews.   Each time the hiker makes a decision to leave or to stay in the shelter, 
there are certain types of feedback information available that may help optimize the 
decisions and maximize the chances of being detected: 
 
Figure 31.  A detection matrix showing the feedback available for “yes” or “no” 
decisions when the signal is either present or absent.  The shaded boxes represent 
decisions that receive feedback. 
 
The possible feedback combinations available to the hiker do not contain enough 
information to achieve an optimal response bias (Figure 31).  It is also likely that the 
hiker will respond to feedback for a combination of hits and false alarms in the same way 
as if the two feedback options would occur individually.  In this case, the hiker is already 
predisposed toward responding “no” when feedback is present only for hits or false 
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alarms.  This fact, coupled with the subjective evaluation of risks and rewards, may 
influence the hiker to respond with a bias toward “yes” on average. 
Noisy Operating Room 
 The same nurse from the earlier example is periodically checking the auditory 
alarm on the heart rate monitor during a lengthy surgery.  This nurse already has a great 
deal of experience working with this particular alarm and is very familiar with the 
probability of signal occurring at any point during the surgery.  This nurse also has a 
natural predisposition for treating situations with feedback for hits in a similar way to 
false alarms only.  This effect of IKR symmetry influences the rest of the feedback matrix 
to encourage an optimally biased response strategy (Figure 32). 
 
Figure 32.  A detection matrix showing the feedback available for “yes” or “no” 
decisions when the signal is either present or absent.  The shaded boxes represent 
decisions that receive feedback. 
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 The previous examples are simple attempts at explaining the very rich and ever-
changing nature of real-world signal detection from the auditory modality.  The emphasis 
placed on realistic listening paradigms does more than just attempt to explain seemingly 
rare and highly typified scenarios, it also attempts to explain how humans make decisions 
based on rare and often conflicting information.  There are numerous other laboratory 
methods based on realistic situations that utilize varying types of feedback.  Among the 
most important of these is the Method of Free Response (Egan et al., 1961b; Watson & 
Nichols, 1976) and vigilance procedures (Davenport, 1968; Finomore, Matthews, Shaw, 
& Warm, 2009; Warm et al., 1971).  Both of these paradigms utilize feedback in some 
capacity to answer questions about how humans respond without defined listening 
intervals, or how they respond when the signal is exceedingly rare.  Therefore the effects 
of IKR are important not just because it describes the effects that might be present in real-
world conditions, it is also important because incomplete feedback is already being used 
in research studies designed to study realistic performance, all with potentially unknown 
consequences.  A more comprehensive understanding of incomplete knowledge of results 
is thus desirable for understanding signal detection under more realistic conditions, and 
for any modality. 
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Appendix A: 
User Interface Home Page 
   
Figure 33.  The software home page which guided the subjects through the study
11
. 
 
                                                 
11
 The actual GUI consisted of a black background and white text.  This color scheme was changed in this 
document to allow for clearer viewing on printed paper. 
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Appendix B: 
Computation of 95% Confidence Intervals 
 
 
Analysis of the IKR experiment utilized 95% confidence intervals (CI) and 
significance tests of the difference of the means (Macmillan & Creelman, 2005, pp. 320–
328).  The analysis was structured according to each of the four research questions 
(symmetry, organization, implicitness, and amount).  CIs which clearly did not overlap 
with other conditions were not tested for significance in order to limit the possibility of 
committing type I errors.  95% confidence intervals for proportions such as hit and false 
alarm rates are relatively straightforward and can be computed from the following 
equation:  
𝑝 = 𝑃 ± 𝑧.25 ∙ √
𝑝(1−𝑝)
𝑁
  
(EQ 4) 
Due to the nature of the experiment, it was not possible to conduct a repeated 
measures analysis of variances (RM-ANOVA) which would have increased the statistical 
power.  This is a common problem with many signal detection experiments because hit 
rates, false alarm rates, sensitivity metrics (d’) and decision criterion (c) require multiple 
trials to obtain a single value.  The result is an experiment with hundreds of trials but only 
a few usable data points.  In the case of this experiment, a total of 50 trials had to be 
completed to get a single criterion estimate for that block.  In the end there were 500 
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trials used to create 10 data points.  Using those 10 data points to conduct an RM-
ANOVA would be inappropriate because, in actuality, 500 trials were conducted to 
obtain those 10 points.  In order to correctly analyze the data, Macmillan & Creelman 
(2005) suggest using an approximation method developed by Gourevitch & Galanter 
(1967).  This method is possible due the fact that the variance of the difference between 
two independent variables can be found by taking the sum of those variables. First, the 
variance of d’ is calculated: 
𝑣𝑎𝑟(𝑑′) =
𝐻(1−𝐻)
𝑁2[ϕ(𝐻)]2
+  
𝐹(1−𝐹)
𝑁1[ϕ(𝐹)]2
  (EQ 5) 
 
Where H is the hit rate, F is the false alarm rate, N1 is the number of noise trials, N2 is the 
number of signal trials, and ϕ(p) calculated with the following equation: 
ϕ(𝑝) =
1
√2𝜋
𝑒−
1
2
𝑧(𝑝)2
  
(EQ 6) 
The variance of the decision criterion (c) is then computed by dividing the variance of d’ 
by a quarter (Macmillan & Creelman, 2005, p. 328): 
𝑣𝑎𝑟(𝑐) =
1
4
𝑣𝑎𝑟(𝑑′)  (EQ 7) 
Whit the variance of the decision criterion it is possible to compare two means: 
95% 𝐶𝐼 = (𝑐2 − 𝑐1) ± 1.96 ∙ √𝑣𝑎𝑟(𝑐2) + 𝑣𝑎𝑟(𝑐1)  (EQ 8) 
In this case, if the interval does not contain zero then the difference of the means can be 
reliably differentiated at α = .05 (Macmillan & Creelman, 2005, p. 328).  The actual p-
value can be calculated using the following equation: 
𝑝𝑣𝑎𝑙𝑢𝑒 = 1 − ϕ (
𝑐2−𝑐1
𝐶𝐼
)  (EQ 9) 
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Where c2 is the value of the greater mean decision criterion (c), c1 is the lesser mean 
criterion, and the CI is the confidence interval. 
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Appendix C: 
Threshold correction due to stimulus duration 
 
 There is documented evidence that the threshold for detection of tone-in-noise is 
lower for signals with longer duration (Green et al., 1957).  For reasons of comparison, 
the differences between the thresholds in this study are accounted for using a correction 
for duration and then compared with the thresholds expected by the SIAM procedure 
(Kaernbach, 1990). 
 The study reported by Green et al. measured the differences in detectability of 
1kHz tones in wide-band Gaussian noise when the duration of the target signal was 
manipulated.  The reported functions were given in ranges which accounted for 
individual differences.  For the purposes of this comparison, the upper and lower limits of 
these corrections are calculated for the durations of 20ms (utilized in this study) and 
200ms (utilized in Kaernbach’s study).  These two equations are listed below: 
𝑑′ = 𝑘 (
𝐸
𝑁0
) 
(EQ 10) 
where E is the energy of the signal, N0 is the noise spectrum level, k is an individual 
observer constant, T2 is an individual time constant, and t is the target signal duration.  
Additionally, E/N0 can be represented by (P/N0) x (signal duration).  Specific values of k, 
P, and T2 are given in the text of Green et al., (1957). 
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𝑑′ =  𝑘 (
𝐸
𝑁0
) √(
𝑇2
𝑡
) 
(EQ 11) 
 In order to compare the SNR thresholds for 20ms and 200ms, the following 
calculations were made with d’20 referring to the thresholds obtained from a 20ms signal, 
and d’200 referring to thresholds from 200ms long stimuli.  The first calculation is for the 
upper limit of the duration correction using (EQ 10): 
𝑑′20
𝑑′200
=  
𝑘 (
𝐸20
𝑁0
)
𝑘 (
𝐸200
𝑁0
)
=
𝐸20
𝐸200
=
(
𝑃20
𝑁0
) ∙ 20𝑚𝑠
(
𝑃200
𝑁0
) ∙ 200𝑚𝑠
=  
𝑃20 ∙ 20𝑚𝑠
𝑃200 ∙ 200𝑚𝑠
=
(867.4)(20𝑚𝑠)
(33.7)(200𝑚𝑠)
→ 20 ∙ 𝑙𝑜𝑔10 (
(867.4)(20𝑚𝑠)
(33.7)(200𝑚𝑠)
) = 20 ∙ 𝑙𝑜𝑔10 (
17,348
6,740
) = 8.2 𝑑𝐵  
The lower limit is calculated below using (EQ 11): 
𝑑′20
𝑑′200
=  
𝑘 (
𝐸20
𝑁0
)
𝑘 (
𝐸200
𝑁0
) ∙ √
𝑇2
𝑡
=
𝐸20
𝐸200 ∙ √
𝑇2
𝑡
=  
𝑃20 ∙ 20𝑚𝑠
𝑃200 ∙ 200𝑚𝑠 ∙ √
107.71
200
=
(867.4)(20𝑚𝑠)
(33.7)(200𝑚𝑠)(. 7339)
→ 20 ∙ 𝑙𝑜𝑔10 (
(867.4)(20𝑚𝑠)
(33.7)(200𝑚𝑠)(. 7339)
)
= 20 ∙ 𝑙𝑜𝑔10(3.5071) = 10.9 𝑑𝐵  
  
The results of these two calculations yield a range of 8.2-10.9 dB correction 
factors, meaning that the SNR threshold obtained with a 20ms signal should be 
approximately 8-10 dB higher than the thresholds obtained with 200ms signals.  This 
correction places the threshold values reported in Table 29 (in the Discussion chapter) 
within 4 dB of the thresholds reported in Kaernbach (1990).   
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Appendix D: 
SIAM Thresholds per Subject 
 
 
Figure 34. Uncorrected threshold estimates from the SIAM procedure for subject 1. 
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Figure 35. Uncorrected threshold estimates from the SIAM procedure for subject 2. 
 
 
 
Figure 36. Uncorrected threshold estimates from the SIAM procedure for subject 3. 
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Figure 37. Uncorrected threshold estimates from the SIAM procedure for subject 4. 
 
 
 
 
Figure 38. Uncorrected threshold estimates from the SIAM procedure for subject 5. 
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Figure 39. Uncorrected threshold estimates from the SIAM procedure for subject #. 
 
 
 
Figure 40. Uncorrected threshold estimates from the SIAM procedure for subject 7. 
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Figure 41. Uncorrected threshold estimates from the SIAM procedure for subject 8. 
 
 
 
Figure 42. Uncorrected threshold estimates from the SIAM procedure for subject 9. 
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Figure 43. Uncorrected threshold estimates from the SIAM procedure for subject 10. 
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Appendix E: 
Normalized Receiver Operating Characteristics for all Conditions, all Subjects 
 
 
Figure 44.  A plot of standardized receiver operating characteristics (zROC) for subject 1 
for all conditions.  Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 45.  A plot of standardized receiver operating characteristics (zROC) for subject 2 
for all conditions.  Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 46.  A plot of standardized receiver operating characteristics (zROC) for subject 3 
for all conditions. Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 47.  A plot of standardized receiver operating characteristics (zROC) for subject 4 
for all conditions.  Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 48.  A plot of standardized receiver operating characteristics (zROC) for subject 5 
for all conditions..  Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 49.  A plot of standardized receiver operating characteristics (zROC) for subject 6 
for all conditions. Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 50.  A plot of standardized receiver operating characteristics (zROC) for subject 7 
for all conditions. Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 51.  A plot of standardized receiver operating characteristics (zROC) for subject 8 
for all conditions. Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 52.  A plot of standardized receiver operating characteristics (zROC) for subject 9 
for all conditions. Sensitivity increases toward the upper left corner and bias changes to 
the upper-right or lower-left of the negative diagonal. 
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Figure 53.  A plot of standardized receiver operating characteristics (zROC) for subject 
10 for all conditions. Sensitivity increases toward the upper left corner and bias changes 
to the upper-right or lower-left of the negative diagonal. 
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Appendix F: 
95% Confidence Intervals for all Conditions and Subjects 
 
 
Figure 54.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 1. 
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Figure 55.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 2. 
 
 
 
 
 
 
 
 
137 
 
 
 
Figure 56.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 3. 
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Figure 57.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 4. 
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Figure 58.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 5. 
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Figure 59.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 6. 
 
 
 
 
 
 
 
 
141 
 
 
 
Figure 60.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 7. 
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Figure 61.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 8. 
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Figure 62.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 9. 
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Figure 63.  The 95% confidence intervals around the means response bias (c) of each 
condition for subject 10. 
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Appendix G: 
Analysis of Order Effects 
 
 
Figure 64.  Linear regression of the order of conditions for subject #1. 
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Figure 65.  Linear regression of the order of conditions for subject #2. 
 
 
 
Figure 66.  Linear regression of the order of conditions for subject #3. 
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Figure 67.  Linear regression of the order of conditions for subject #4. 
 
 
 
Figure 68.  Linear regression of the order of conditions for subject #5. 
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Figure 69.  Linear regression of the order of conditions for subject #6. 
 
 
 
Figure 70.  Linear regression of the order of conditions for subject #7. 
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Figure 71.  Linear regression of the order of conditions for subject #8. 
 
 
 
Figure 72.  Linear regression of the order of conditions for subject #9. 
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Figure 73.  Linear regression of the order of conditions for subject #10. 
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Appendix H: 
All Possible Pairwise Comparisons 
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Subj. Cond. [
H
] 
[M
] 
[F
A
] 
[C
R
] 
[H
,M
] 
[H
,F
A
] 
[H
,C
R
] 
[H
,M
,F
A
] 
[A
ll
-K
R
] 
 [No-KR] 0.407 0.375 0.002 0.016 0.009 0.001 0.361 0.192 0.005 
 [H] - 0.469 0.001 0.030 0.013 0.000 0.441 0.265 0.009 
 [M] - - 0.000 0.033 0.014 0.000 0.466 0.287 0.009 
 [FA] - - - 0.000 0.000 0.349 0.002 0.000 0.000 
1 [CR] - - - - 0.149 0.000 0.069 0.106 0.203 
 [H,M] - - - - - 0.000 0.024 0.035 0.350 
 [H,FA] - - - - - - 0.001 0.000 0.000 
 [H,CR] - - - - - - - 0.345 0.021 
  [H,M,FA] - - - - - - - -  0.032 
 [No-KR] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
 [H] - 0.365 0.000 0.107 0.347 0.001 0.000 0.394 0.064 
 [M] - - 0.000 0.190 0.483 0.000 0.000 0.266 0.119 
 [FA] - - - 0.000 0.000 0.129 0.007 0.000 0.000 
2 [CR] - - - - 0.197 0.000 0.000 0.058 0.357 
 [H,M] - - - - - 0.000 0.000 0.248 0.123 
 [H,FA] - - - - - - 0.000 0.002 0.000 
 [H,CR] - - - - - - - 0.000 0.000 
  [H,M,FA] - - - - - -   -  - 0.032 
 [No-KR] 0.095 0.415 0.008 0.120 0.000 0.095 0.000 0.000 0.000 
 [H] - 0.097 0.412 0.279 0.004 0.284 0.002 0.007 0.104 
 [M] - - 0.001 0.101 0.000 0.064 0.000 0.000 0.000 
 [FA] - - - 0.046 0.000 0.025 0.000 0.000 0.002 
3 [CR] - - - - 0.000 0.471 0.000 0.000 0.000 
 [H,M] - - - - - 0.000 0.143 0.310 0.000 
 [H,FA] - - - - - - 0.000 0.000 0.000 
 [H,CR] - - - - - - - 0.091 0.001 
  [H,M,FA] - - - - -  -  - -  0.000 
Continued 
Table 30.  P-values for all possible pairwise comparisons across all conditions for each 
subject. 
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Table 30 continued 
 [No-KR] 0.000 0.000 0.000 0.013 0.000 0.000 0.000 0.000 0.000 
 [H] - 0.054 0.110 0.042 0.000 0.001 0.009 0.000 0.000 
 [M] - - 0.002 0.001 0.000 0.074 0.236 0.001 0.000 
 [FA] - - - 0.222 0.000 0.000 0.000 0.000 0.000 
4 [CR] - - - - 0.000 0.000 0.000 0.000 0.000 
 [H,M] - - - - - 0.001 0.000 0.048 0.216 
 [H,FA] - - - - - - 0.238 0.027 0.001 
 [H,CR] - - - - - - - 0.007 0.000 
  [H,M,FA] - - - - - -   -  - 0.131 
 [No-KR] 0.158 0.004 0.329 0.012 0.028 0.055 0.498 0.129 0.306 
 [H] - 0.000 0.354 0.001 0.002 0.334 0.151 0.016 0.072 
 [M] - - 0.008 0.476 0.235 0.000 0.004 0.045 0.024 
 [FA] - - - 0.013 0.028 0.225 0.325 0.094 0.202 
5 [CR] - - - - 0.285 0.000 0.010 0.081 0.043 
 [H,M] - - - - - 0.000 0.024 0.177 0.093 
 [H,FA] - - - - - - 0.049 0.001 0.018 
 [H,CR] - - - - - - - 0.123 0.304 
  [H,M,FA] - - - - -  -  - -  0.295 
 [No-KR] 0.000 0.231 0.002 0.448 0.000 0.000 0.000 0.001 0.000 
 [H] - 0.000 0.027 0.000 0.382 0.261 0.007 0.004 0.011 
 [M] - - 0.003 0.203 0.000 0.000 0.001 0.002 0.000 
 [FA] - - - 0.000 0.046 0.008 0.481 0.398 0.473 
6 [CR] - - - - 0.000 0.000 0.000 0.000 0.000 
 [H,M] - - - - - 0.173 0.015 0.009 0.022 
 [H,FA] - - - - - - 0.001 0.001 0.002 
 [H,CR] - - - - - - - 0.397 0.443 
  [H,M,FA] - - - - -  -  - -  0.346 
 [No-KR] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.017 
 [H] - 0.029 0.004 0.014 0.337 0.220 0.078 0.063 0.000 
 [M] - - 0.231 0.404 0.015 0.128 0.351 0.324 0.020 
 [FA] - - - 0.305 0.002 0.029 0.139 0.109 0.093 
7 [CR] - - - - 0.007 0.078 0.267 0.233 0.031 
 [H,M] - - - - - 0.128 0.042 0.033 0.000 
 [H,FA] - - - - - - 0.244 0.234 0.001 
 [H,CR] - - - - - - - 0.485 0.010 
  [H,M,FA] - - - - -  -  -  - 0.005 
Continued 
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Table 30 continued 
 [No-KR] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
 [H] - 0.257 0.342 0.000 0.000 0.321 0.006 0.225 0.091 
 [M] - - 0.175 0.001 0.000 0.165 0.007 0.453 0.052 
 [FA] - - - 0.002 0.000 0.475 0.030 0.132 0.197 
8 [CR] - - - - 0.395 0.003 0.067 0.000 0.015 
 [H,M] - - - - - 0.001 0.026 0.000 0.004 
 [H,FA] - - - - - - 0.038 0.122 0.220 
 [H,CR] - - - - - - - 0.000 0.161 
  [H,M,FA] - - - - -  -  -  - 0.018 
 [No-KR] 0.000 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 
 [H] - 0.000 0.014 0.000 0.001 0.018 0.004 0.003 0.006 
 [M] - - 0.010 0.494 0.080 0.006 0.027 0.026 0.026 
 [FA] - - - 0.011 0.165 0.440 0.329 0.329 0.361 
9 [CR] - - - - 0.083 0.007 0.029 0.028 0.027 
 [H,M] - - - - - 0.126 0.296 0.292 0.275 
 [H,FA] - - - - - - 0.273 0.273 0.305 
 [H,CR] - - - - - - - 0.498 0.469 
  [H,M,FA] - - - - -  -  - -  0.471 
 [No-KR] 0.003 0.007 0.000 0.318 0.026 0.000 0.000 0.003 0.000 
 [H] - 0.291 0.010 0.000 0.145 0.014 0.012 0.426 0.000 
 [M] - - 0.001 0.000 0.284 0.002 0.001 0.356 0.000 
 [FA] - - - 0.000 0.000 0.438 0.472 0.005 0.205 
10 [CR] - - - - 0.001 0.000 0.000 0.000 0.000 
 [H,M] - - - - - 0.000 0.000 0.183 0.000 
 [H,FA] - - - - - - 0.465 0.007 0.154 
 [H,CR] - - - - - - - 0.006 0.181 
  [H,M,FA] - - - - -  -  - - 0.000 
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Appendix I: 
Signal Detection Values for All Subjects 
         95% CI 
 Mean Standard Deviation CI lower upper 
Condition H F d' c H F d' c c c c 
Subject 1                       
No-KR 0.69 0.17 1.46 0.22 0.09 0.12 0.32 0.32 0.13 0.10 0.35 
[H] 0.63 0.23 1.09 0.20 0.10 0.10 0.34 0.26 0.13 0.07 0.33 
[M] 0.67 0.20 1.29 0.19 0.09 0.08 0.48 0.15 0.12 0.07 0.32 
[FA] 0.65 0.09 1.73 0.47 0.09 0.04 0.27 0.20 0.11 0.36 0.58 
[CR] 0.72 0.27 1.19 0.03 0.11 0.15 0.32 0.35 0.13 -0.10 0.15 
[H,M] 0.78 0.30 1.28 -0.12 0.12 0.14 0.59 0.33 0.26 -0.38 0.13 
[H,FA] 0.58 0.12 1.39 0.50 0.07 0.07 0.32 0.26 0.12 0.38 0.62 
[H,CR] 0.70 0.19 1.40 0.19 0.09 0.08 0.27 0.23 0.16 0.02 0.35 
[H,M,FA] 0.72 0.19 1.47 0.14 0.08 0.09 0.38 0.19 0.13 0.01 0.27 
All-KR 0.77 0.26 1.38 -0.06 0.04 0.11 0.34 0.21 0.17 -0.24 0.11 
Subject 2                   
No-KR 0.45 0.08 1.28 0.75 0.14 0.05 0.41 0.24 0.10 0.65 0.85 
[H] 0.65 0.41 0.59 -0.08 0.12 0.09 0.28 0.24 0.12 -0.20 0.04 
[M] 0.64 0.45 0.49 -0.11 0.08 0.11 0.36 0.19 0.12 -0.23 0.01 
[FA] 0.57 0.24 0.88 0.26 0.08 0.14 0.38 0.28 0.11 0.15 0.38 
[CR] 0.83 0.28 1.53 -0.18 0.09 0.16 0.41 0.38 0.10 -0.28 -0.08 
[H,M] 0.70 0.38 0.84 -0.11 0.10 0.15 0.35 0.29 0.11 -0.22 0.00 
[H,FA] 0.60 0.27 0.85 0.17 0.10 0.10 0.26 0.24 0.11 0.07 0.28 
[H,CR] 0.51 0.17 0.96 0.46 0.10 0.09 0.32 0.24 0.10 0.35 0.56 
[H,M,FA] 0.73 0.31 1.13 -0.06 0.09 0.06 0.41 0.10 0.11 -0.17 0.06 
All-KR 0.75 0.40 0.94 -0.20 0.10 0.12 0.54 0.15 0.11 -0.31 -0.09 
Continued 
Table 31.  The values of relevant signal detection metrics for all subjects across all 
conditions.  Each subject completed 500 trials per condition. 
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         95% CI 
 Mean Standard Deviation CI lower upper 
Condition H F d' c H F d' c c c c 
Subject 3                   
No-KR 0.61 0.06 1.88 0.65 0.21 0.06 0.46 0.45 0.31 0.34 0.97 
[H] 0.71 0.13 1.68 0.28 0.17 0.09 0.59 0.36 0.45 -0.17 0.74 
[M] 0.51 0.11 1.25 0.61 0.22 0.12 0.69 0.50 0.20 0.41 0.81 
[FA] 0.70 0.16 1.53 0.23 0.12 0.08 0.47 0.24 0.13 0.10 0.36 
[CR] 0.46 0.22 0.68 0.43 0.19 0.21 0.53 0.54 0.19 0.24 0.62 
[H,M] 0.82 0.41 1.12 -0.34 0.12 0.18 0.37 0.43 0.12 -0.45 -0.22 
[H,FA] 0.53 0.18 1.01 0.42 0.14 0.16 0.42 0.47 0.14 0.28 0.56 
[H,CR] 0.86 0.47 1.14 -0.50 0.07 0.23 0.64 0.39 0.28 -0.78 -0.22 
[H,M,FA] 0.82 0.37 1.27 -0.30 0.10 0.18 0.60 0.37 0.11 -0.41 -0.19 
All-KR 0.68 0.34 0.88 -0.02 0.15 0.14 0.38 0.37 0.11 -0.12 0.09 
Subject 4                   
No-KR 0.45 0.09 1.23 0.73 0.28 0.05 0.72 0.54 0.10 0.63 0.83 
[H] 0.67 0.15 1.49 0.29 0.11 0.22 0.89 0.43 0.13 0.17 0.42 
[M] 0.59 0.30 0.75 0.15 0.15 0.11 0.33 0.35 0.12 0.02 0.27 
[FA] 0.43 0.26 0.47 0.41 0.19 0.13 0.69 0.34 0.12 0.28 0.53 
[CR] 0.29 0.34 -0.15 0.49 0.17 0.12 0.37 0.39 0.19 0.31 0.68 
[H,M] 0.82 0.36 1.29 -0.28 0.10 0.19 0.45 0.43 0.17 -0.46 -0.11 
[H,FA] 0.74 0.24 1.32 0.03 0.13 0.11 0.40 0.31 0.10 -0.07 0.13 
[H,CR] 0.53 0.40 0.33 0.09 0.22 0.11 0.68 0.36 0.12 -0.03 0.20 
[H,M,FA] 0.81 0.26 1.54 -0.11 0.13 0.08 0.36 0.30 0.11 -0.22 -0.01 
All-KR 0.66 0.50 0.42 -0.20 0.11 0.11 0.52 0.13 0.11 -0.31 -0.09 
Subject 5                   
No-KR 0.72 0.28 1.14 0.00 0.07 0.12 0.43 0.19 0.12 -0.12 0.13 
[H] 0.78 0.27 1.39 -0.09 0.08 0.10 0.31 0.28 0.14 -0.23 0.05 
[M] 0.66 0.20 1.28 0.22 0.07 0.07 0.29 0.19 0.10 0.12 0.31 
[FA] 0.71 0.33 0.99 -0.05 0.06 0.09 0.29 0.16 0.19 -0.23 0.14 
[CR] 0.61 0.24 0.98 0.21 0.13 0.08 0.53 0.18 0.13 0.08 0.34 
[H,M] 0.66 0.23 1.17 0.16 0.09 0.08 0.24 0.24 0.10 0.06 0.27 
[H,FA] 0.74 0.35 1.04 -0.13 0.09 0.06 0.28 0.18 0.11 -0.24 -0.02 
[H,CR] 0.74 0.26 1.28 0.00 0.06 0.08 0.23 0.18 0.12 -0.11 0.12 
[H,M,FA] 0.76 0.19 1.57 0.09 0.07 0.13 0.43 0.29 0.10 0.00 0.19 
All-KR 0.62 0.34 0.70 0.05 0.09 0.07 0.38 0.11 0.13 -0.08 0.18 
Continued 
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         95% CI 
 Mean Standard Deviation CI lower upper 
Condition H F d' c H F d' c c c c 
Subject 6                   
No-KR 0.67 0.08 1.87 0.49 0.16 0.05 0.46 0.36 0.18 0.32 0.67 
[H] 0.71 0.33 0.97 -0.06 0.15 0.12 0.34 0.39 0.11 -0.17 0.05 
[M] 0.53 0.18 0.97 0.41 0.14 0.11 0.51 0.29 0.12 0.29 0.54 
[FA] 0.56 0.34 0.58 0.13 0.15 0.08 0.41 0.25 0.16 -0.03 0.29 
[CR] 0.56 0.13 1.28 0.48 0.11 0.08 0.55 0.26 0.10 0.38 0.58 
[H,M] 0.68 0.34 0.89 -0.03 0.14 0.07 0.45 0.25 0.11 -0.14 0.08 
[H,FA] 0.78 0.29 1.30 -0.11 0.08 0.12 0.44 0.22 0.11 -0.22 0.00 
[H,CR] 0.59 0.31 0.71 0.14 0.07 0.09 0.30 0.15 0.11 0.03 0.25 
[H,M,FA] 0.54 0.34 0.52 0.16 0.12 0.11 0.31 0.26 0.12 0.04 0.27 
All-KR 0.57 0.33 0.61 0.13 0.08 0.05 0.25 0.12 0.11 0.01 0.24 
Subject 7                   
No-KR 0.49 0.22 0.77 0.40 0.16 0.09 0.59 0.21 0.11 0.29 0.50 
[H] 0.64 0.42 0.58 -0.08 0.09 0.10 0.46 0.11 0.11 -0.19 0.03 
[M] 0.67 0.28 1.01 0.07 0.10 0.08 0.48 0.11 0.11 -0.04 0.18 
[FA] 0.67 0.24 1.14 0.13 0.09 0.06 0.37 0.14 0.11 0.02 0.24 
[CR] 0.63 0.31 0.82 0.09 0.15 0.08 0.53 0.24 0.10 -0.01 0.19 
[H,M] 0.58 0.51 0.19 -0.11 0.09 0.10 0.45 0.11 0.12 -0.24 0.01 
[H,FA] 0.60 0.41 0.49 -0.02 0.11 0.05 0.33 0.15 0.11 -0.13 0.09 
[H,CR] 0.53 0.44 0.22 0.04 0.10 0.08 0.41 0.10 0.12 -0.08 0.16 
[H,M,FA] 0.70 0.27 1.14 0.04 0.13 0.12 0.49 0.32 0.10 -0.06 0.14 
All-KR 0.52 0.30 0.59 0.23 0.09 0.09 0.31 0.19 0.11 0.12 0.34 
Subject 8                   
No-KR 0.44 0.07 1.35 0.82 0.09 0.07 0.60 0.24 0.09 0.73 0.90 
[H] 0.66 0.30 0.93 0.06 0.08 0.10 0.29 0.21 0.12 -0.06 0.18 
[M] 0.56 0.45 0.28 -0.02 0.08 0.11 0.39 0.15 0.20 -0.22 0.18 
[FA] 0.52 0.40 0.29 0.10 0.06 0.14 0.42 0.21 0.14 -0.04 0.24 
[CR] 0.52 0.19 0.95 0.41 0.14 0.11 0.68 0.23 0.17 0.25 0.58 
[H,M] 0.60 0.12 1.42 0.44 0.13 0.09 0.88 0.21 0.15 0.29 0.59 
[H,FA] 0.50 0.42 0.19 0.10 0.07 0.06 0.27 0.11 0.14 -0.04 0.25 
[H,CR] 0.62 0.20 1.15 0.26 0.08 0.10 0.55 0.14 0.10 0.16 0.37 
[H,M,FA] 0.57 0.43 0.35 -0.01 0.09 0.07 0.30 0.15 0.12 -0.12 0.11 
All-KR 0.46 0.40 0.16 0.18 0.12 0.10 0.51 0.13 0.13 0.05 0.31 
Continued 
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         95% CI 
 Mean Standard Deviation CI lower upper 
Condition H F d' c H F d' c c c c 
Subject 9                   
No-KR 0.59 0.21 1.03 0.29 0.09 0.12 0.34 0.33 0.12 0.17 0.40 
[H] 0.74 0.52 0.58 -0.34 0.11 0.09 0.41 0.18 0.11 -0.45 -0.23 
[M] 0.67 0.31 0.93 0.03 0.07 0.06 0.21 0.15 0.12 -0.08 0.15 
[FA] 0.71 0.41 0.77 -0.16 0.15 0.07 0.39 0.28 0.11 -0.27 -0.05 
[CR] 0.57 0.41 0.41 0.03 0.06 0.08 0.24 0.14 0.12 -0.09 0.15 
[H,M] 0.69 0.37 0.82 -0.08 0.08 0.06 0.28 0.15 0.11 -0.19 0.03 
[H,FA] 0.70 0.42 0.73 -0.17 0.08 0.12 0.45 0.17 0.11 -0.28 -0.06 
[H,CR] 0.71 0.38 0.84 -0.12 0.11 0.12 0.40 0.24 0.11 -0.23 -0.02 
[H,M,FA] 0.65 0.44 0.54 -0.13 0.11 0.07 0.28 0.20 0.11 -0.23 -0.02 
All-KR 0.69 0.41 0.71 -0.13 0.10 0.11 0.49 0.15 0.12 -0.25 -0.02 
Subject 10                   
No-KR 0.39 0.06 1.24 0.90 0.11 0.03 0.35 0.21 0.16 0.74 1.06 
[H] 0.50 0.11 1.25 0.62 0.14 0.10 0.67 0.32 0.12 0.49 0.74 
[M] 0.56 0.07 1.62 0.66 0.07 0.04 0.31 0.23 0.11 0.56 0.77 
[FA] 0.51 0.20 0.88 0.41 0.12 0.06 0.34 0.22 0.13 0.28 0.53 
[CR] 0.35 0.07 1.13 0.95 0.12 0.05 0.29 0.34 0.09 0.85 1.04 
[H,M] 0.47 0.09 1.26 0.71 0.15 0.06 0.48 0.30 0.11 0.59 0.82 
[H,FA] 0.63 0.12 1.52 0.42 0.09 0.07 0.43 0.27 0.12 0.30 0.54 
[H,CR] 0.53 0.18 0.97 0.41 0.12 0.09 0.42 0.25 0.12 0.29 0.54 
[H,M,FA] 0.43 0.14 0.93 0.63 0.09 0.06 0.38 0.19 0.11 0.52 0.75 
All-KR 0.63 0.16 1.35 0.34 0.04 0.05 0.32 0.10 0.11 0.23 0.45 
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