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GAS STORAGE VALUATION WITH REGIME SWITCHING
NICOLE BA¨UERLE∗ AND VIOLA RIESS∗
Abstract. In this paper we treat a gas storage valuation problem as a Markov Decision Pro-
cess. As opposed to existing literature we model the gas price process as a regime-switching
model. Such a model has shown to fit market data quite well in [10]. Before we apply a nu-
merical algorithm to solve the problem, we first identify the structure of the optimal injection
and withdraw policy. This part extends results in [28]. Knowing the structure reduces the com-
plexity of the involved recursion in the algorithms by one variable. We explain the usage and
implementation of two algorithms: A Multinomial-Tree Algorithm and a Least-Square Monte
Carlo Algorithm. Both algorithms are shown to work for the regime-switching extension. In a
numerical study we compare these two algorithms.
Key words: Gas Storage Valuation, Regime Switching, Markov Decision Process,
Least-Square Algorithm, Multinomial-Tree Algorithm.
1. Introduction
In the EU, natural gas is still the second fuel used in final energy consumption with a share of
22%, ahead of electricity at 20% and behind oil products (cp. [12]). A lot of factors influence
the gas price like weather conditions, economic growth, prices of other fuel like oil, coal, carbon,
growing share of renewables and new production techniques for unconventional gas resources.
In order to handle the resulting gas price volatility, the gas storage capacity has been increased
constantly. The number of storage facilities in the EU in year 2013 is 142 with a maximum
working volume of 96597 million cubic meters (cp. [12]). This storage on one hand can be used
to balance supply and demand but also on the other hand to create profit from an active storage
management on a mark-to-market basis. Contracts for natural gas storage essentially represent
real options on natural gas prices. We refer to [15] for an introduction to the storage valuation
problem.
In order to evaluate a contract on a gas storage facility we need a stochastic model for the
gas price process and a tool to find the optimal dynamic injection and withdraw policy. The
latter problem results in a stochastic control problem and there are quite some papers in the
literature which deal with it. Most often, the gas price models are continuous and somehow
related to interest rate models. We thus get a continuous stochastic control problem which can
be solved via the Hamilton-Jacobi-Bellman equation. However, this equation has to be solved
numerically (see e.g. [9, 29, 10]). An alternative approach is to discretize the gas price process
first and then treat the resulting discrete-time problem as a Markov Decision Process (see e.g.
[5, 28, 19, 6, 14]). An intermediate model has been considered in [7] where the underlying
process is continuous, however the operation policies are restricted to switching policies where
the storage level switches between full and empty. The task can then be reduced to the discrete
problem of finding the optimal stopping times for the switches of operation modes. Surprisingly
there is only the paper by [28] which deals with obtaining the analytic structure of the optimal
policy. It is crucial there, but also in other papers, that besides the natural upper and lower
capacity bound of the storage, there is a restriction on the maximum rate at which gas can be
released from the storage and a maximum rate at which gas can be injected into the storage.
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These rates depend on the storage level and are typically decreasing and convex or concave
respectively. In [28] these rates are assumed to be constant. In any case, as a result the optimal
action not only depends on the gas price but also on the storage level. The optimal policy can
be characterized by three regions which depend on the gas price p: When the current gas storage
level is below a certain bound b(p), it is optimal to inject gas, either as much as possible or up
to b(p) which occurs first. If the current gas storage level is above a certain bound b¯(p), it is
optimal to withdraw gas, either as much as possible or down to b¯(p) which occurs first. In case
the level is in between, it is optimal to do nothing.
In this paper we extend the result of [28] to more general restrictions on the maximum injection
and withdraw rate and to more general gas price processes. Moreover we use the structure of
the optimal policy to implement efficient numerical algorithms for the solution of the gas storage
problem. More precisely we use a regime-switching model and thus a non-Markovian gas price
model. The model is based on the mean-reverting model of [27]. In our setting, there are two
regimes which result in different time-dependent, seasonal mean-reversion factors. It has been
shown in [27, 17, 10] that a one-factor mean-reverting model does not capture the dynamics
of a typical gas forward curve. Hence there is on the one hand the possibility to use multi-
factor models, like in [8, 6, 19, 22] or to introduce regime-switches, see e.g. [10]. It is argued
in [10] that regime-switching models calibrate quite well to market data and are less complex
than multi-factor models. For a further discussion of gas price models see [13]. Our gas price
processes have no jumps (for jump models see [9, 10]) but these could be included easily.
As already mentioned, we use the structure of the optimal policy to implement efficient
numerical algorithms for the solution of the gas storage problem. The basic structure of the
algorithms is given by the usual backward induction algorithm from the theory of Markov
Decision Processes. This algorithm suffers from the curse of dimensionality. However, when
implemented in a clever way, this effect can be mitigated (see e.g. [24] for approximate dynamic
programming). We will see that the usage of the structure of the optimal policy reduces the
number of optimization problems which have to be solved by one variable. The two algorithms we
compare, differ in the way the expectation in the recursion is computed. In the first algorithm
we approximate the continuous gas price process by a recombining tree, using the method
proposed in [23]. This method has the advantage that the values of the tree are unaffected by
the regime which only influences the transition probabilities. Other methods to construct trees
are explained in [17, 14, 1]. However, these methods do not extend easily to the regime-switching
model. In the second algorithm we use the Least-Square Monte Carlo Algorithm to approximate
the expectation by regression on a number of basis functions. This algorithm is well-known from
[20] for the valuation of American options and first used for gas storage valuation by [5]. In [6]
the authors use the Least-Square Monte Carlo Algorithm for a multi-factor gas price model and
discuss the impact of the choice of the basis functions. Here we show that this method can also
be applied to regime-switching models.
Our paper is organized as follows: In the next section we formulate the gas storage valuation
problem with regime switching gas price as a Markov Decision Process. Afterwards we prove in
Section 3 the structure of the optimal policy and consider some special cases. Next in Section
4 we specify our gas price model and explain the Multinomial-Tree Algorithm and the Least-
Square Monte Carlo Algorithm. The parameters of the gas price model are taken from [3]. In
this section we also discuss an efficient discretization of the gas storage. A numerical analysis
of the two algorithms can be found in Section 5, where we use a specific example. We discuss
the choice of the number of grid points for the gas storage level, the number of simulations
necessary for the Least-Square Monte Carlo Algorithm and the number of nodes for the tree in
the Multinomial-Tree Algorithm.
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2. The Gas Storage Valuation Problem as a Markov Decision Process with
Regime Switching
We formulate the gas storage valuation problem as a Markov Decision Process (MDP) with
regime switching. For the theory of Markov Decision Processes we refer to [2, 4, 16, 25]. Let
(Pn) be the stochastic gas price process which is defined on the measurable space (P,B(P)),
where P ⊆ R+. This price process is influenced by a Markov chain (Rn), such that (Pn, Rn) is
a Markov process. We further assume that (Rn) has finite state space SR and transition matrix
(qjk)j,k∈SR . Additionally assume that Pn+1 and Rn+1 are conditionally independent under Rn
and Pn and that L(Rn+1|Pn, Rn) = L(Rn+1|Rn), where L denotes the law of the corresponding
random variables. Using these assumptions we get for j, k ∈ SR, p ∈ P, B ∈ B(P)
P(Pn+1 ∈ B,Rn+1 = k|Rn = j, Pn = p)
= P(Pn+1 ∈ B|Rn = j, Pn = p)P(Rn+1 = k|Rn = j, Pn = p)
= P(Pn+1 ∈ B|Rn = j, Pn = p)P(Rn+1 = k|Rn = j)
=: Qn,j(B|p) · qjk.
Let N ∈ N be the finite planning horizon and denote by bmin and bmax the minimal and maximal
capacity of the gas storage facility, respectively. The state space of the Markov Decision Process
is given by E = [bmin, bmax]×P × SR and we denote the elements of E by (x, p, r) ∈ E where x
is the current storage level, p the current price and r the current background state. The action
space is given by A = [bmin−bmax, bmax−bmin], where a is the change in the amount of gas. Hence
a < 0 means that the amount of |a| is withdrawn and a > 0 means that |a| is injected. Since
we assume that actions are additionally restricted by maximal rates of changes iminn and i
max
n
that depend on the current amount of gas in the storage, the admissible actions are restricted
to the set Dn(x) = {a ∈ A|max(bmin − x, iminn (x)) ≤ a ≤ min(bmax − x, imaxn (x))}. We assume
that imaxn and i
min
n are decreasing functions of the amount of gas in storage x. Furthermore i
max
n
is supposed to be concave and non-negative and iminn is supposed to be convex and non-positive
in the interval [bmin, bmax]. The set of admissible actions is illustrated in Figure 1. A decision
rule at time n is a measurable mapping fn : E → Dn and a policy pi = (f0, . . . , fN−1) is defined
by a sequence of decision rules.
bmin
bmax
bmin bmax
iminn
imaxn
a
x
Dn
Figure 1. Set of admissible actions Dn
In order to include transaction costs, a loss of gas at the pump and/or a bid ask spread in the
market, we introduce the “ask price” k and the “bid price” e for one quantity of gas. In partic-
ular we assume that k(p) = (1 +w1)p+ z1 and e(p) = (1−w2)p− z2, where w1, w2, z1, z2 ∈ R+0
such that k(p) ≥ e(p) ≥ 0 for each p ∈ P. Thus we have fixed and proportional transaction cost.
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The one stage reward function h of the Markov Decision Process is given by
h(p, a) =

−k(p) · a, a > 0,
0, a = 0
−e(p) · a, a < 0.
Let hN denote the terminal reward function, that depends on the current amount of gas in the
storage x and the current price p. We assume that hN is a concave function of x.
Example 2.1 (Some possible terminal reward functions). One possible terminal reward function
could be hN (x, p) = e(p)(x− bmin). Here the terminal reward corresponds to selling the gas that
is available in the storage at time N . An alternative choice for a terminal reward function that
includes a penalty when the amount of gas in the storage is below some amount xend is
hN (x, p) =
{
e(p)(x− xend), x ≥ xend,
−k(p)(xend − x), x ≤ xend.
In order not to favour situations where the amount of gas in the storage is above the level xend,
we can replace e(p)(x − xend) by 0 for x ≥ xend. Another modification is to let the “penalty”
grow exponentially to the distance to xend and not proportionally.
The transition kernel for the Markov Decision Process is given by
Q˜n(d(x
′, p′, j)|x, p, r, a) = Qn,r(dp′|p)qrj ⊗ δx+a(dx′). (2.1)
By definition of the transition kernel we get for any measurable function v and admissible
(x, p, r, a) that∫
v(x′, p′, j)Q˜n(d(x′, p′, j)|x, p, r, a) =
∑
j∈SR
qrj
∫
v(x+ a, p′, j)Qn,r(dp′|p). (2.2)
Having introduced all the necessary definitions, the objective is to find an optimal policy pi
that maximizes the expected total reward over time. Therefore we define the value function as
the maximal expected accumulated reward from time n up to time N , that is for (x, p, r) ∈ E
Vn(x, p, r) = sup
pi∈Π
Epin,x,p,r
[N−1∑
k=n
βkh(Pk, fk(Xk, Pk, Rk)) + β
NhN (XN , PN )
]
(2.3)
where Π denotes all admissible policies and β ∈ (0, 1] is a discount factor. En,x,p,r[. . .] denotes
the conditional expectation given Xn = x, Pn = p,Rn = r. Using the Bellman equation we
know, that we can solve the problem of finding V0 by
VN (x, p, r) = hN (x, p) (2.4)
Vn(x, p, r) = sup
a∈Dn(x)
{h(p, a) + βEn,x,p,r[Vn+1(x+ a, Pn+1, Rn+1)]}
= sup
a∈Dn(x)
{
h(p, a) + β
∑
j∈SR
qrj
∫
Vn+1(x+ a, p
′, j)Qn,r(dp′|p)
} (2.5)
We introduce the following operators for some measurable function v
(Lnv)(x, p, r, a) = h(p, a) + β
∑
j∈SR
qrj
∫
v(x+ a, p′, j)Qn,r(dp′|p), (2.6)
(Tnv)(x, p, r) = sup
a∈Dn(x)
(Lnv)(x, p, r, a), (2.7)
such that equation (2.5) can be written as Vn(x, p, r) = (TnVn+1)(x, p, r).
Remark 2.2. It can be shown that if there exists c1, c2, c3 ∈ R+0 , such that
• |hN (x, p, r)| ≤ c2(k(p) + c1),
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• En,p,r[k(Pn+1) + c1] ≤ c3(k(p) + c1),
the expected values from the definitions above exist. Thus the value function is well defined. In
what follows we denote by
S+s := {v : E → R : v+(x, p, r) ≤ c2(k(p) + c1) for arbitrary c1, c2 ∈ R+}.
For details see the concept of a bounding function in [2].
3. Properties of the Optimal Gas Storage Policy and the Value Function
In this section we identify the structure of the optimal gas storage policy as explicitly as
possible. It follows essentially from some properties of the value function which are shown by
induction.
3.1. Structure of the optimal policy for the general model.
Proposition 3.1. Let v ∈ S+s . If x 7→ v(x, p, r) is concave, then x 7→ Tnv(x, p, r) is concave on
R+ for each fixed p ∈ P and r ∈ SR.
Proof. Let x1, x2 be admissible and x = αx1 + (1−α)x2, α ∈ [0, 1]. Let ε > 0. Then there exist
a1 ∈ Dn(x1) and a2 ∈ Dn(x2) such that
Lnv(x1, p, r, a1) ≥ Tnv(x1, p, r)− ε,
Lnv(x2, p, r, a2) ≥ Tnv(x2, p, r)− ε.
Further we obviously have αa1 + (1 − α)a2 ∈ Dn(x) = Dn(αx1 + (1 − α)x2) by checking the
restrictions. Thus
Tnv(x, p, r) = Tnv(αx1 + (1− α)x2, p, r)
= sup
a∈Dn(αx1+(1−α)x2)
Lv(αx1 + (1− α)x2, p, r, a)
≥ Lv(αx1 + (1− α)x2, p, r, αa1 + (1− α)a2)
= h(p, αa1 + (1− α)a2)
+ β
∑
j∈SR
qrj
∫
v(αx1 + (1− α)x2 + αa1 + (1− α)a2, p′, j)Qn,r(dp′|p)
≥ αh(p, a1) + (1− α)h(p, a2)
+ β
∑
j∈SR
qrj
∫
αv(x1 + a1, p
′, j) + (1− α)v(x2 + a2, p′, j)Qn,r(dp′|p)
= αLv(x1, p, r, a1) + (1− α)Lv(x2, p, r, a2)
≥ α(Tnv(x1, p, r)− ε) + (1− α)(Tnv(x2, p, r)− ε)
= αTnv(x1, p, r) + (1− α)Tnv(x2, p, r)− ε,
where the second inequality follows by assumption and the fact that a 7→ h(p, a) is concave. The
assertion follows by taking ε↘ 0. 
For notational simplicity we now introduce the so called “continuation value”, that is
UN (x, p, r) = 0
Un(x, p, r) = β
∑
j∈SR
qrj
∫
Vn+1(x, p
′, j)Qn,r(dp′|p).
From Proposition 3.1 and the fact that VN (·, p, r) = hN (·, p) is concave and UN (·, p, r) is
constant, the next corollary can be deduced immediately.
Corollary 3.2. Both functions Vn(·, p, r) and Un(·, p, r) are concave for all p ∈ P, r ∈ SR and
n = 1, . . . , N .
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Theorem 3.3 (Structure of the optimal policy). For each n ∈ {0, . . . , N−1} there exist bn(p, r)
and bn(p, r) where bn(p, r) ≤ bn(p, r), such that the optimal policy pi? = (f?1 , . . . , f?N−1) is given
by
f?n(x, p, r) =

min(bn(p, r)− x, imaxn (x)), bmin ≤ x < bn(p, r),
0, bn(p, r) ≤ x ≤ bn(p, r),
max(bn(p, r)− x, iminn (x)), bn(p, r) < x ≤ bmax.
(3.1)
Proof. The proof is similar to the proof of Theorem 1 in [28]. Let n ∈ {0, . . . , N − 1} be fixed
but arbitrary. At first we loosen the restrictions of the optimization problem at time n and
maximize over all z = a+ x ∈ [bmin, bmax]. Thus we consider the following problem
max
z∈[bmin,bmax]
hn(z − x, p, r) + Un(z, p, r),
where p ∈ P and r ∈ SR. Dividing the optimization problem into the case z ≥ x and the case
z ≤ x yields
max
(
max
z∈[x,bmax]
Un(z, p, r)− k(p)z + k(p)x, max
z∈[bmin,x]
Un(z, p, r)− e(p)z + e(p)x
)
. (3.2)
Let us denote the two subproblems by
max
z∈[x,bmax]
Un(z, p, r)− k(p)z + k(p)x (3.3)
max
z∈[bmin,x]
Un(z, p, r)− e(p)z + e(p)x. (3.4)
Moreover, let bn(p, r) be the maximizer of (3.3) when x = b
min and bn(p, r) the maximizer of
(3.4) when x = bmax.
In the following we will prove that bn(p, r) ≤ bn(p, r). For fixed p, r let us denote
g1(z) = Un(z, p, r)− k(p)z
g2(z) = Un(z, p, r)− e(p)z.
The function g with
g(z, p, r) := g1(z)− g2(z) = (e(p)− k(p))z
is decreasing in z since e(p)− k(p) < 0. Thus g1(z) is equal to g2(z) plus a decreasing function
in z. Therefore the maximizer of g1 is smaller or equal to the maximizer of g2 for each p, r fixed
but arbitrary. Hence the assertion follows.
Consider the optimization problem (3.2) for x ∈ [bmin, bn(p, r)). Obviously, bn(p, r) maximizes
(3.3). Now consider (3.4). For each admissible z we have z ≤ x < bn(p, r) ≤ bn(p, r). Since
bn(p, r) maximizes the optimization problem (3.4) when x = b
max, but is not admissible, we
know by the concavity of the function that x maximizes the problem. Thus we get that x
maximizes (3.4).
Now we need to determine whether bn(p, r) or x maximizes (3.2). Since x is admissible for (3.3)
and bn(p, r) maximizes this problem we get
Un(bn(p, r), p, r)− k(p)bn(p, r) + k(p)x ≥ Un(x, p, r)− k(p)x+ k(p)x = Un(x, p, r).
Inserting the maximizer x in (3.4), we get Un(x, p, r). Thus (3.2) = max((3.3), (3.4)) is maxi-
mized by bn(p, r).
Considering the optimization for x ∈ (bn(p, r), bmax] it can be shown by similar argumentation
that bn(p, r) maximizes (3.2).
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For x ∈ [bn(p, r), bn(p, r)] we have that x maximizes both (3.3) and (3.4) and thus (3.2). This
is a similar argumentation as in the first case considering the optimization of (3.4).
Now we restrict the admissible z in (3.2), such that iminn (x) + x ≤ z ≤ imaxn (x) + x. Then we
consider the problem
max
z∈[(iminn (x)+x)∨bmin, bmax∧(imaxn (x)+x)]
hn(z − x, p, r) + Un(z, p, r) (3.5)
and get for the maximizers
z?(x, p, r) =

bn(p, r) ∧ (imaxn (x) + x), x ∈ [bmin, bn(p, r))
x, x ∈ [bn(p, r), bn(p, r)],
bn(p, r) ∨ (iminn (x) + x), x ∈ (bn(p, r), bmax].
Transferring this result to the original problem (a = z − x) yields the statement. 
Remark 3.4. Under further assumptions it can be shown, that bn(·, r) and bn(·, r) are mono-
tonically decreasing, see [26].
The interesting fact about the structure of the optimal policy is, that it is not always optimal
to withdraw or inject as much gas as possible or do nothing. Instead by using the optimal policy
you are trying to reach the calculated bound in the next step or do nothing depending on how
much gas is in the storage. Figure 2 illustrates the structure of the optimal policy. The choice
of the action depends on the amount of gas in the storage and the optimal policy “divides” the
interval [bmin, bmax] into three parts. Assuming the amount of gas in the storage x1 lies between
bmin and bn(p, r), then it is optimal to inject gas, either as much as possible (|imaxn (x1)|), if you
do not or just reach the bound bn(p, r), or just the amount that is missing to reach bn(p, r) -
although you could inject more. A similar situation arises when the amount of gas in the storage
x2 is above bn(p, r).
inject nothing withdraw
bmin b
maxbn(p, r) bn(p, r)
x1
|imax(x1)|
x′1 x2
|imin(x2)|
x′2
Figure 2. Structure of the optimal policy
3.2. Structure considering some special cases. After considering the structure of the opti-
mal policy in general and realizing that it is not of bang-bang type, we focus now on a special case,
where we will see a bang-bang structure. Assume that bmin − x ≤ iminn (x) ≤ imaxn (x) ≤ bmax − x
for each n ∈ {0, 1, . . . , N} and x ∈ [bmin, bmax]. Thus the restriction set simplifies to
Dn(x) = {a ∈ A|iminn (x) ≤ a ≤ imaxn (x)}. (3.6)
We further assume that iminn and i
max
n are linearly decreasing functions. Notice that this special
case includes the case iminn (x) = b
min − x and imaxn (x) = bmax − x, where it is possible to empty
and fill the storage within one time step, sometimes called the “fast storage”.
Additionally the terminal reward function is supposed to be a linear function of x.
Theorem 3.5. In the previously described special case, the value function Vn is a linear function
in x, that is
Vn(x, p, r) = cn(p, r)x+ dn(p, r) for each n ∈ {0, 1, . . . , N}, p ∈ P, r ∈ SR (3.7)
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where cn and dn are suitable functions. Further an optimal policy is of the form
f?n(x, p, r) =

iminn (x), γ
1
n(p, r) < 0,
0, γ2n(p, r) ≤ 0 ≤ γ1n(p, r),
imaxn (x), γ
2
n(p, r) > 0.
(3.8)
with suitable functions γ2n(p, r) ≤ γ1n(p, r).
Proof. First notice that for functions cn and dn there exist functions gn−1 and ln−1 such that
En−1,p,r[cn(Pn, Rn)] = gn−1(p, r)
and
En−1,p,r[dn(Pn, Rn)] = ln−1(p, r).
We use backward induction. For t = N we get by the linearity of hN in x
VN (x, p, r) = hN (x, p) = cN (p, r)x+ dN (p, r).
Assuming that Vn(x, p, r) = cn(p, r)x+ dn(p, r) and going backwards in time from n to n− 1 we
get
Vn−1(x, p, r) = max
(
sup
iminn−1(x)≤a≤0
{−e(p)a+ E[Vn(x+ a, Pn, Rn)|Pn−1 = p,Rn−1 = r]},
sup
0≤a≤imaxn−1(x)
{−k(p)a+ E[Vn(x+ a, Pn, Rn)|Pn−1 = p,Rn−1 = r]}
)
= max
(
sup
iminn−1(x)≤a≤0
{−e(p)a+ gn−1(p, r)(x+ a) + ln−1(p, r)} ,
sup
0≤a≤imaxn−1(x)
{−k(p)a+ gn−1(p, r)(x+ a) + ln−1(p, r)}
)
= xgn−1(p, r) + ln−1(p, r) + max
(
(gn−1(p, r)− e(p))iminn−1(x)1{gn−1(p,r)−e(p)<0},
(gn−1(p, r)− k(p))imaxn−1(x)1{gn−1(p,r)−k(p)>0}
)
= xgn−1(p, r) + ln−1(p, r) + (gn−1(p, r)− e(p))iminn−1(x)1{gn−1(p,r)−e(p)<0}
+ (gn−1(p, r)− k(p))imaxn−1(x)1{gn−1(p,r)−k(p)>0}
=: xcn−1(p, r)+ dn−1(p, r).
The last equality holds since iminn and i
max
n are linear functions of x. The last but one equality
holds since the two indicator functions are never equal to 1 at the same time. This is true since
in that case we would have k(p) < gn−1(p, r) < e(p) which is a contradiction to k(p) ≥ e(p).
Further we see that
f?n−1(x, p, r) =

iminn−1(x), γ1n−1(p, r) < 0,
0, γ2n−1(p, r) ≤ 0 ≤ γ1n−1(p, r)
imaxn−1(x), γ2n−1(p, r) > 0
where γ1n−1(p, r) = gn−1(p, r)− e(p) and γ2n−1(p, r) = gn−1(p, r)− k(p).
Since e(p) ≤ k(p) we have
γ1n−1(p, r) = gn−1(p, r)− e(p) ≥ gn−1(p, r)− k(p) = γ2n−1(p, r).

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Remark 3.6. From the proof we can see that in the case k(p) = e(p) we get γ1(p, r) = γ2(p, r).
Thus “doing nothing” is optimal only if γ1(p, r) = γ2(p, r) = 0. Also note that for monotonicity
properties of γ1n(p, r), γ
2
n(p, r) in the price p, further assumptions on the price process (like in
[28]) are necessary.
4. Algorithms
In the following we set the discount factor β = 1 for simplification.
4.1. General structure of the algorithms. The general structure of any algorithm to com-
pute the value of the gas storage facility is given by a Backward Induction Algorithm that is
based on the Bellman equation (2.5) and Theorem 3.3.
Given a grid in the gas volume level of the storage x and the gas price p we first compute the
value function at time N for all grid points in x and (p, r). Going backward in time we then
compute the policy bounds b and b by solving the corresponding optimization problems for all
(p, r) and finally compute the maximizer and value function at that stage for all x and (p, r).
Figure 3 illustrates the general structure. The arrows indicate for-loops.
∀ (p, r)∀ xCompute VN (x, p, r) = hN (x, p)
for
n
=
(N
−
1
),...,0
∀ (p, r)
Compute bn(p, r), bn(p, r) by:
max
x∈[bmin,bmax]
Un(x, p, r)− k(p)x
max
x∈[bmin,bmax]
Un(x, p, r)− e(p)x
∀ x
Compute
f?n(x, p, r) =

min(bn(p, r)− x, imaxn (x)), bmin ≤ x < bn(p, r),
0, bn(p, r) ≤ x ≤ bn(p, r),
max(bn(p, r)− x, iminn (x)), bn(p, r) < x ≤ bmax.
and
Vn(x, p, r) = h(p, f
?
n) + Un(x+ f
?
n, p, r)
Figure 3. General Structure of any algorithm using the optimal policy
Looking at the basic structure of the algorithm it becomes clear, that the key question is
how to compute or estimate Un(x, p, r) = En,p,r[Vn+1(x, Pn+1, Rn+1)]. In the end every other
parameter is given or can be calculated based on Un.
Remark 4.1 (Potential of using the optimal policy). Comparing the basic structure of the
algorithm illustrated in figure 3 to the structure directly using the Bellman Equation 2.5 we see
that instead of solving optimization problems for all (x, p, r) it is enough to solve two optimization
problems for all (p, r). Thus we get a significant reduction of the number of optimization
problems which have to be solved. This and the fact that the optimization problems involve
an optimization over the whole interval [bmin, bmax] instead of Dn which depends on the current
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volume level yields a good potential for parallelization in implementing any algorithm using the
structure of the optimal policy.
4.2. Specification of the price process. In order to show possible ways to compute or esti-
mate Un and thus develop algorithms we introduce a specific model of the price process. Later
some remarks will indicate to which extend the model can be generalized such that the presented
algorithm still works. We will consider a continuous-time model which we will discretize to use
our MDP approach.
We assume that the log-prices follow a regime-switching variation of the one-factor Schwartz’
model, see [27], with a possible switch in the time varying mean. It has been shown by [10]
that regime-switching models fit real data very well. In what follows suppose that Rt := Rbtc
is the continuous process constructed from the discrete-time Markov chain (Rn). Thus, the
log-price-process (Xt)t≥0 satisfies the stochastic differential equation
dXt = α(µRt(t)−Xt)dt+ σdBt,
where α ∈ R+ is the mean-reversion factor, µr(t) is the time dependent mean when the Markov
Chain (Rt) is in state r, σ ∈ R+ denotes the volatility and (Bt)t≥0 is a Brownian Motion. The
price process (Pt)t≥0 itself is given by Pt = eXt . In the description of the two algorithms below,
we assume that the state space of (Rt) consists of two different values only.
Remark 4.2. Although we assume that the price process can only switch between two regimes,
the algorithms below can easily be extended to the case of more regimes, as well as faster
switches.
Example 4.3. [Choice of the parameters] The following parameters were chosen for the nu-
merical examples. Based on a parameter estimation by [3], who fitted a similar model without
regime switching to NBP data. We assume that
µ1(t) = a0 + a1t+ a2 cos(2pi(t− a3)/250),
µ2(t) = a0 − a1t+ a2 cos(2pi(t− a3)/250),
where a0 = 2.69, a1 = 0.0007, a2 = −0.234 and a3 = 118.1. The mean reversion factor α is
assumed to be 0.073 and the volatility to be σ = 0.072. Further the transition matrix of the
Markov chain is given by
Q =
(
0.9 0.1
0.5 0.5
)
.
Having specified the price model we now introduce two methods to get a grid in the price
domain and compute Un.
4.3. A “Multinomial-Tree” Algorithm. The “Multinomial-Tree” method is based on the
idea of approximating the price process by a recombining Binomial tree and thus calculate the
conditional expectation Un “exactly” on that grid. The authors of [23] developed a method for
approximating diffusion models, which we will use to get an approximating recombining tree
for the log-price process. The advantage of a recombining tree is that the number of nodes
grows linearly and not exponentially. For this purpose the time interval [0, N ] is divided into
equidistant parts of length ∆t. Let for each y ∈ R, j = 0, 1, . . . , N∆t , r = 1, 2
↑qr∆t(y, j) where 0 ≤ ↑qr∆t(y, j) ≤ 1,
↓Y r∆t(y, j),
↑Y r∆t(y, j) where −∞ < ↓Y r∆t(y, j) ≤ ↑Y r∆t(y, j) <∞,
be functions on R × N0 that indicate the probability of the “Up”-movement at gridpoint ∆t ·
j starting at y, as well as the values that are reach by an “Up”- and a“Down”-movement
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respectively The process (Y r∆t(t))t≥0, r = 1, 2 is given by
Y r∆t(0) = X0,
Y r∆t(t) = Y
r
∆t(j), j∆t ≤ t < (j + 1)∆t,
P[Y r∆t(j + 1) = ↑Y r∆t(Y r∆t(j), j)|j∆t, Y r∆t(j)] = ↑qr∆t(Y r∆t(j), j),
P[Y r∆t(j + 1) = ↓Y r∆t(Y r∆t(j), j)|j∆t, Y r∆t(j)] = ↓qr∆t(Y r∆t(j), j).
This process, or the corresponding functions, are now constructed such that we get a recombin-
ing structure and the local drift and local second moment converge to the drift and volatility of
the price process as ∆t tends to 0.
Using the rather intuitive choice of ↑/↓Y r∆t(y, j∆t) = y±
√
∆tσ yields a recombining structure
and by [23] the “underlying” price tree. Note that ↑/↓Y r∆t only depends on σ which is not
influenced by a regime switch, thus the grid in the price domain for the algorithms is the same
in each regime. Figure 4 illustrates the underlying structure of the Binomial tree process.
y
y + σ
√
∆t
y − σ√∆t
y − 2σ√∆t
y
y + 2σ
√
∆t
y + nσ
√
∆t
y + (n− 2)σ√∆t
y − nσ√∆t
y − (n− 2)σ√∆t
Figure 4. Structure of the “underlying” price tree
Based on [23] the probabilities are chosen to be
↑qr∆t(y, j) = max
(
0,min
(
1, ↑˜qr∆t(y, j)
))
, ↓qr∆t(y, j) = 1− ↑qr∆t(y, j).
where
↑˜qr∆t(y, j) =
∆t · α(µr(t)− y) + y − ↓Y∆t(y, j)
↑Y∆t(y, j)− ↓Y∆t(y, j) .
Under some further assumption it has been shown in [23] that the process (Y r∆t)t≥0 converges
weakly to to the corresponding log-price process as ∆t tends to 0. Thus its exponential converges
weakly to the price process.
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In order to use this construction in an algorithm to compute
Un(x, p, r) =
∑
l∈SR
qrlEn,p,r[Vn+1(x, Pn+1, l)]
we pick some fixed value m ∈ N and choose ∆t such that m ·∆t = 1. Approximating the price
process with the method from above we know that the random variable P˜n+1 given P˜n = p can
take m + 1 different values denoted by p
(p,1)
n+1 , . . . , p
(p,m+1)
n+1 , with positive probability. Figure 5
illustrates this for m = 1, 2, 3.
n n+ 1 n n+ 1 n n+ 1∆t = 1 ∆t = 1
2
∆t = 1
3
m = 1 m = 2 m = 3
Figure 5. Structure of the price tree using different values of ∆t
Thus the continuation value Un on that tree can be calculated by
Un(x, p, r) =
∑
l∈SR
qrl
m+1∑
j=1
Vn+1(x, p
(p,j)
n+1 , l) · P(P˜n+1 = p(p,j)n+1 |P˜n = p,Rn = r). (4.1)
The necessary probabilities are computed using ↑/↓qr∆t from the contruction. For example
in the case m = 1 we simply have P(P˜n+1 = p
(p,1)
n+1 |P˜n = p,Rn = r) = ↑qr∆t(log(p), n) and
P(P˜n+1 = p
(p,2)
n+1 |P˜n = p,Rn = r) = ↓qr∆t(log(p), n). In the case m = 2 we get
P(P˜n+1 = p
(p,1)
n+1 |P˜n = p,Rn = r) = ↑qr∆t(log(p), n) · ↑qr∆t
(
log(p) + σ
√
1
2
, n+
1
2
)
,
P(P˜n+1 = p
(p,2)
n+1 |P˜n = p,Rn = r) = ↑qr∆t(log(p), n) · ↓qr∆t
(
log(p) + σ
√
1
2
, n+
1
2
)
+ ↓qr∆t(log(p), n) · ↑qr∆t
(
log(p)− σ
√
1
2
, n+
1
2
)
,
P(P˜n+1 = p
(p,3)
n+1 |P˜n = p,Rn = r) = ↓qr∆t(log(p), n) · ↓qr∆t
(
log(p)− σ
√
1
2
, n+
1
2
)
.
Because of the recombining structure we get at time n at most 1+m ·n gridpoints in p. There
are at most such many gridpoints since some are reached with probability 0 and thus do not
need to be considered in the calculation.
Remark 4.4 (More general price process models). The construction of a recombining tree works
according to [23] for any diffusion model of the form
dXt = µ(Xt, t)dt+ σ(Xt, t)dBt,
although the construction of the “underlying” price tree is more complicated in some cases. To
add a possible regime switching it is necessary that the switch in regimes does not affect the
underlying price tree, but only the probabilities. That means we can allow for a switch in mean,
not in the volatility. But as we see, it is possible to allow for a time dependent volatility, for
example.
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Remark 4.5 (Convergence of Multinomial-Tree Algorithm). It can be shown that with m→∞,
i.e. the tree is getting finer, the algorithm converges against the true value and the optimal policy
converges against the true optimal one. This is essentially due to the fact that according to [23]
the tree converges weakly against the true diffusion price process. However, a thorough proof
needs a number of technical steps which we will indicate in this remark. In order to do so, let
us denote by V
(m)
n the value function for the tree price process with m nodes per time step and
by Vn the value function for the model with diffusion price process. By f
(m)
n and fn we denote
the corresponding optimal decision rules.
First note that the set Dn(x) of admissible actions does not depend on the tree, is compact
and the set-valued mapping x 7→ Dn(x) is continuous in the sense of [2] (Definition A.2.1). Thus
it follows with Theorem 2.4.10 in [2] that V
(m)
n (x, p, r) as well as Vn(x, p, r) are continuous in
x and p for all m. Next it is possible to find for all n a r.v. Yn which is larger w.r.t. the
increasing convex order than the price P
(m)
n for all m. Finally for all m,x and r we get that
V
(m)
n (x, p, r) ≤ pd1 + d2 for positive constants d1, d2, since the value of the gas storage can be
bounded above by a system where we can sell the complete storage at once at every stage.
Then the statement can be shown by induction using Theorem A.1.5 in [2]: Since V
(m)
N = hN
independent of m, we have the stated convergence for N . Now suppose V
(m)
n+1 → Vn+1 for m→∞
and the maximizer at stage n+ 1 also converges (in the sense that LsD
∗(m)
n+1 (x) ⊂ D∗n+1(x), see
Theorem A.1.5 in [2]). Then it can be shown that∑
j
qrj
∫
V
(m)
n+1(x+ a, p
′, j)Q(m)n,r (dp
′|p)→
∑
j
qrj
∫
Vn+1(x+ a, p
′, j)Qn,r(dp′|p)
for m→∞ and LsD∗(m)n (x) ⊂ D∗n(x).
4.4. A Least-Square Monte Carlo Algorithm. The second method we present is based on
the well known Least-Square Monte Carlo Method of [20] that was first used for gas storage
valuation by [5]. We take up that idea and adapt it to the problem with regime switching
and moreover use the structure of the optimal policy. Since the whole method is based on a
Monte Carlo simulation of the price process, we assume that there are M paths of the price
process simulated. Thus we have M paths of the underlying Markov chain, that indicate the
regimes, and M paths of the actual corresponding price. The idea is based on the fact, that
since Un(x, ·, r) is a conditional expectation it is a function of the current price p for the current
regime r and for each x. Thus we approximate this function by a linear combination of a set of
m basis function ϕr1, . . . , ϕ
r
m, i.e. we assume
Un(x, p, r) =
m∑
i=1
βri ϕ
r
i (p),
where βri , i = 1, . . . ,m are to be chosen optimal in some sense. For calculating the coefficients β
r
i
a Least-Square method is used. At time point n we have simulated M prices p1n, . . . , p
M
n and M
corresponding regimes r1n, . . . , r
M
n . Let k = 1, . . . , M˜ be the indices where r
k
n = 1 and k = M˜ +
1, . . . ,M those where rkn = 2. For those two sets of indices we now use a Least-Square method to
seperately compute β1i and β
2
i respectively. As realizations of the conditional expectation on the
grid p1n, . . . , p
M
n we use the already calculated values Vn+1(x, p
1
n+1, r
1
n+1), . . . , Vn+1(x, p
M
n+1, r
M
n+1).
Thus at time step n and volume level x we need to minimize∥∥∥∥∥∥∥
Vn+1
(
x, p1n+1, r
1
n+1
)
...
Vn+1
(
x, pM˜n+1, r
M˜
n+1
)
−
ϕ1
(
p1n
) · · · ϕm(p1n)
...
...
ϕ1
(
pM˜n
) · · · ϕm(pM˜n )
 ·
β
1
1
...
β1m

∥∥∥∥∥∥∥
2
(4.2)
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to get β11 , . . . , β
1
m and∥∥∥∥∥∥∥
Vn+1
(
x, pM˜+1n+1 , r
M˜+1
n+1
)
...
Vn+1
(
x, pMn+1, r
M
n+1
)
−
ϕ1
(
pM˜+1n
) · · · ϕm(pM˜+1n )
...
...
ϕ1
(
pMn
) · · · ϕm(pMn )
 ·
β
2
1
...
β2m

∥∥∥∥∥∥∥
2
(4.3)
to get β21 , . . . , β
2
m, where ‖ · ‖ denotes the Euclidean norm. In the algorithm we then estimate
the conditional expectation by
Uˆn(x, p
j
n, r
j
n) =
m∑
i=1
βr
j
n
i ϕ(p
m
n ). (4.4)
Remark 4.6 (Other price models). This method can be used for any price model with regime
switching, that can be simulated.
Remark 4.7 (Convergence of Least-Square Algorithm). When the number of simulated paths
M and the number of chosen basis functions m converges to infinity, then the Least-Square
Algorithm converges to the true value. This result has been shown in [11] for the general
Least-Square Algorithm.
4.5. A Method of building a grid in the storage domain.
4.5.1. Motivation. The most common and intuitive method of choosing a grid in the storage
domain is an equidistant grid, i.e. dividing the interval [bmin, bmax] into a fixed number of parts
of the same length. But when we see the structure of the optimal policy we recognize that a lot
of times the optimal policy is a = imax or a = imin. That means that from state x we often get
to state x+ imax(x) or x+ imin(x). These states are not necessarily grid points of an equidistant
grid, especially when imax and imin are not constant. Thus we get errors in the computation,
especially when the equidistant grid is not that fine.
Figure 6 shows the policy bounds using the Mulitnomial-Tree Algorithm and the Least-Square
Algorithm with an equidistant grid of 530 grid points. The calculation is based on the example
introduced in Section 5. As we can see, the policy bounds equal bmax or bmin most of the
time, which makes the decision to be imax or imin. This emphasizes the idea of not choosing an
equidistant grid, but to use the functions imax and imin and rather include points like x+ imax(x)
and x+ imin(x) instead.
Figure 6. Policy bounds bn(p, r) (lightblue, yellow) und bn(p, r) (darkblue, or-
ange) using the Multinomial-Tree Algorithm (left) and the Least-Square Algo-
rithm (right) with an equidistant grid
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4.5.2. Construction and Example. Clearly the grid we now construct should include the points
bmax, bmin, x0. Starting from b
max we compute bmax + imin(bmax), bmax + imin(bmax) + imin(bmax +
imin(bmax)), . . . until bmin is reached. In the same way we compute starting from bmin bmin +
imax(bmin), bmin + imax(bmin) + imax(bmin + imax(bmin)), . . . until bmax is reached. As far as x0
does not equal bmax nor bmin we compute starting from x0 the grid points x0 + i
min(x0), x0 +
imin(x0) + i
min(x0 + i
min(x0)), . . . and x0 + i
max(x0), x0 + i
max(x0) + i
max(x0 + i
max(x0)), . . . until
the minimal and maximal volume level is reached respectively.
To get an impression of what the grid looks like, Figures 7 and 8 show grids of minimal lengths
100, 500, 1500 in the example we used in Chapter 5, that is with bmin = 500000MMBtu, bmax =
2000000MMBtu, x0 = 1000000MMBtu, i
min(x) = −70.71√x, imax(x) = −0.032x+ 68170.
500000 1000000 1500000 2000000
500000 1000000 1500000 2000000
500000 1000000 1500000 2000000
Figure 7. Grid points of grids with minimal length 100, 500, 1500 and actual
length 137, 530, 1506
500000 1000000 1500000 2000000
0
5
1 0
1 5
2 0
500000 1000000 1500000 2000000
0
1 0
2 0
3 0
4 0
5 0
6 0
500000 1000000 1500000 2000000
0
2 0
4 0
6 0
8 0
1 0
0
Figure 8. Histogramm of grids with minimal length 100, 500, 1500 and actual
length 137, 530, 1506
Comparing an equidistant grid to the “new” grid we can see in Figure 9 that in both algo-
rithms, the Multinomial-Tree Algorithm and the Least-Square Monte Carlo Algorithm, we get
a faster convergence using the “new grid”. The figure shows the Value of the gas storage using
an equidistant grid (star points) and the “new” grid (points) using different ∆t and different
number of simulations M in the example of Chapter 5.
5. Numerical Analysis of the two Algorithms using an example of a gas
storage facility
5.1. An example of a gas storage facility. First we recall that the parameters of the
price process are given in Example 4.3. The prices here are quoted in pence/therm, where
1pence/therm = 1£/MMBtu, which will be the unit we use in the following computations. As
the initial price and regime we choose p0 = 0.1 · eµ1(0)£/MMBtu ≈ 1.855£/MMBtu and r0 = 1.
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Figure 9. Comparison of equidistant grid (star) and new grid (dot): Value of
the gas storage using the Multinomial-Tree Algorithm (left) and the Least-Square
Algorithm (right)
The “ask-” and “bid-”prices k and e are given by k(p) = (1 + w1) + z1 = 1.01p + 0.02 and
k(p) = (1 − w2) − z2 = 0.995p − 0.02. In [28] the parameter z1 and z2 are interpreted as addi-
tional costs that result e.g. from abrasion of the pump or other technical devices. They refer to
[21], who states that these costs usually won’t exceed 2 cent per MMBtu. On the other hand z1
and z2 can be interpreted as a Bid-Ask-Spread in the market. Gas prices in [18] confirm that
the assumption z1 = z2 = 0.02£ is reasonable. The choice of the parameter w1 and w2 can be
interpreted as a loss of gas at the pump, that usually is not more than 1%, see [21]. Details can
be found in [28]. Another possible interpretation is to include transaction costs.
A realistic example of a gas storage contract that is based on the Stratton Ridge salt cavern
in Texas can be found in [29]. Referring to that salt cavern we choose
bmin = 500000 MMBtu, bmax = 2000000 MMBtu, x0 = 1000000 MMBtu.
We choose further
imin(x) = −70.71√x, imax(x) = −0.032x+ 68170.
Thus it takes approximately 20 days to “empty” the storage and 78 days to “fill” the storage.
We choose a duration of 1 year that corresponds to N = 250 trading days starting from
February, since the prices were fitted starting from that time. The terminal reward function is
given by
hN (x, p) =

e(p)(x− x0), if x > x0,
0, if x = x0,
k(p)(x− x0) if x < x0.
5.2. Further computations and comparison of the two algorithms. Before we look at
further computations we investigate the influence of some of the parameters of the algorithms.
Figure 10 shows the value of the gas storage using the Multinomial-Tree Algorithm (left) and the
Least-Square Algorithm right with different values of ∆t and M respectively and with different
number of grid points. We see a little kink in all computation at about 530 grid points in the
grid. This is the number we use for the grid size in the following.
Next we want to take a closer look at the Multinomial-Tree Algorithm and see how ∆t
influences the value of the gas storage. Table 1 shows the computed values of the gas storage
using different trees (cp. Figure 5) with ∆t = 1, 1/2, 1/3, 1/4, 1/5. Since the difference between
∆t = 1/4 and ∆t = 1/5 is rather small, we have chosen ∆t = 1/4.
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Figure 10. Value of the gas storage for different numbers of grid points using
the Multinomial-Tree Algorithm (left, with different ∆t) and the Least-Square
Algorithm (right, with different M)
∆t 1 1/2 1/3 1/4 1/5
Value of the gas storage (in £) 1669631 1655893 1651499 1648229 1647823
Table 1. Value of the gas storage using the Multinomial-Tree Algorithm and
different values of ∆t.
In case of the Least-Square Algorithm we need to decide how many paths are to be simulated.
Figure 11 shows the value of the gas storage as a function of M for 5 simulation studies.
As basis functions we took 1, x, x2, x3. The variance of the value still seems pretty high for
M = 1000, which is due to a spike in the lowest simulation. Thus we take a further look at
more simulations in Figures 12 and 13, that show histograms and boxplots for 100 simulations
each using M = 1000 and M = 2000. In the histograms we additionally plotted the means,
that are 1644828 for M = 1000 and 1645134 for M = 2000. These means are also indicated
in the boxplots as star points together with the standard deviations, that are 9109 and 6516
respectively. One can see that the difference in mean is not high, where the variance as we would
expect, decays from M = 1000 to M = 2000 by a bigger amount.
500 1000 1500 2000
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number of simulated paths M
Figure 11. Value of the gas storage dependent on the number simulations M
using the Least-Square Algorithm
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Figure 12. Histogramm of the Value of the gas storage using the Least-Square Algorithm
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Figure 13. Boxplot of the Value of the gas storage using the Least-Square Algorithm
Remark 5.1 (Comparison of the algorithms). As we can see both algorithms return a value of
approximately 1.64 Million £. While the Multinomial-Tree Algorithm only needs to be run once,
since we are computing in the end the “exact” value on the grid, the Monte-Carlo Algorithm
needs to be run several times to get a better impression of the estimate. This fact makes
the Multinomial-Tree Algorithm in case of runtime more interesting compared to the Least-
Square Algorithm. Although the Multinomial-Tree Algorithm might be more complicated in
implementation, especially when ∆t gets even smaller than 1/5, once it is implemented it runs
faster than the Least-Square Algorithm, e.g. because of less grid points. The advantage of the
Least-Square Algorithm is clearly the applicability to a wider range of price models.
To get an impression of the structure of the optimal policy we now have a closer look at the
policy bounds. Figures 14 and 15 show the policy bounds computed by the Multinomial-Tree
Algorithm with ∆t = 1/4 and the Least-Square Algorithm with M = 1000. The lower bounds
bn(p, 1) and bn(p, 2) are marked light blue and yellow, where the upper bounds bn(p, 1) and
bn(p, 2) are marked blue and orange. The figure shows three pictures of all bounds, where we
“zoom in” to the part where the bounds do not equal bmin or bmax. The picture at the right
shows just the bounds at regime 2 in order to see more clearly that they have the same structure
as those in regime 1. Recall that the optimal policy is to inject gas to possibly reach b if the
current amount of gas is below b and if the current amount of gas is above b to withdraw gas if
possible to reach b, and do nothing in between.
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As we can see from the figures the bounds are decreasing as the price increases, which fol-
lows the intuitive decision to sell gas if the price is high and to buy gas if the price is low.
Also in many cases the bounds equal bmin or bmax that corresponds to the decision withdraw
all gas possible and inject all gas possible, respectively. There is only a small band around
the time dependent means of the price model where these bounds do not equal those specific
cases. The gap, where “do nothing” is optimal, is caused by the fact that k(p) and e(p) are not
equal, since those two functions make the difference in the optimization problems that need to
be solved to get the policy bounds. The policy bounds at the end of the time horizon highly
depend on the terminal reward function and thus have a different structure than the ones before.
Figure 14. Policy bounds using Tree Algorithm
Figure 15. Policy bounds using Least-Square Algorithm
As we can guess from the figures of the policy bounds, the optimal policy is in many cases of
“bang-bang”-type in the sense that it is optimal to inject as much gas as possible, to withdraw
as much gas as possible or do nothing. This policy is a rather intuitive policy. We compare the
best bang-bang policy which we compute by restricting the decisions in the algorithms to the
extreme ones to the optimal policy.
Looking at Table 2 we see that using the best “bang-bang” type policy pi◦ leads to a lower
value than using the optimal policy pi?, but the difference is rather small. It lies below 1%.
value of gas storage value of gas storage difference
method using optimal pi? using best bang-bang pi◦ in procent
Multinomial-Tree Algorithm 1648229 1637366 0.660
Least-Square Algorithm 1653958 1653361 0.036
Table 2. Value of the gas storage using the best bang-bang type policy pi◦ and
the optimal policy pi?.
Thus we look at how many times we actually decide not to inject/withdraw all gas possible.
Table 3 shows the absolute value in three sample paths, see Figures 16 and 17. Here optimal
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decision bn(p, r) or bn(p, r) means deciding to hit those bounds in the next step and not having
injected or withdrawn all possible gas. We can see that we use those actions very rarely. So
in the end, if we are using a rather intuitive bang-bang-type policy the error is not that big,
though we need to realize that there is a difference.
optimal decision
method path bn(p, r) bn(p, r) i
max imin 0
Multinomial-Tree
Algorithm
red 1 3 139 48 59
green 0 14 131 43 62
blue 1 3 149 30 61
Least-Square
Algorithm
red 0 0 94 20 136
green 1 5 120 49 75
blue 1 3 120 49 77
Table 3. Absolute values of the used policies in three sample paths
Finally Figures 16 and 17 show on the one hand three simulated gas price paths as well as
the corresponding underlying Markov chain for the regimes. On the other hand the figures
show the volume level over time that results from using the optimal policy computed with the
Multinomial-Tree and the Monte Carlo Algorithm respectively. In total we see that, there is no
general rule as “fill in summer, empty in winter” for the gas storage, since in the end it highly
depends on the current price. Recall that time 0 corresponds to the beginning of February. For
example we see that in figure 16 at time point about 180 we use the high spike in the green
curve to empty the storage and then fill up the storage again. Or in the blue curve we use the
rather low prices at the beginning to fill up the storage before emptying it. In figure 17 we see
that we use the rather high prices in the red curve to empty the storage really fast, where later
the low prices result in a rather fast filling of the storage starting from time point 90.
6. Conclusion
As we have seen, the result from [28] concerning the structure of the optimal policy can be ex-
tended to price processes with regime switching and storage-dependent injection and withdrawal
rates. Both algorithms, the Multinomial-Tree Algorithm and the Least-Square Algorithm, work
quite well for the price models with regime switching. Hints on how to choose the critical pa-
rameters of the algorithm have been given. In particular a clever choice of the grid of the gas
storage level has been shown to be important. On the other hand we also conclude that instead
of maximizing over all feasible policies it is almost optimal to maximize over bang-bang policies
only.
Further research needs to be done in order to extend the presented algorithms to price models
with jumps. While it should not be a problem to include jumps in the Least-Square Algorithm,
since the process only needs to be simulated in the end, it would be interesting to find out if
there is a way to approximate the price model by a recombing tree in a similar way. Further [6]
and [5] present some simulation studies on the choice of the basis functions in the Least-Square
Algorithm. Their result that the choice of basis functions does not have a big effect on the value
of the algorithm needs to be verified in the Least-Square Algorithm with regime switching. Here
it would also be interesting to investigate in what extend a regression in (p, r) has an effect on
the storage value compared to the separate regressions in each regime.
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Figure 16. Three simulated paths and the corresponding volume level using the
optimal policy in the Multinomial-Tree Algorithm
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