Abstract -This paper proposes a new method using Wide Line Detector based statistical shape Feature (WLDF) to identify whether or not a tongue is cracked; a cracked tongue is one of the most frequently used visible features for diagnosis in traditional Chinese Medicine (TCM). We first detected a wide line in the tongue image, and then extracted WLDF, such as the maximum length of each detected region, and the ratio between maximum length and the area of the detected region. We trained a binary support vector machine (SVM) based on the WLDF to build a classifier for cracked tongues. We conducted an experiment based on our proposed scheme, using 196 samples of cracked tongues and 245 samples of non-cracked tongues. The results of the experiment indicate that the recognition accuracy of the proposed method is greater than 95%. In addition, we provide an analysis of the results of this experiment with different parameters, demonstrating the feasibility and effectiveness of the proposed scheme.
Introduction
Diagnosis based on condition of the tongue [1] [2] [3] is one of the most important and valuable diagnostic methods in traditional Chinese medicine (TCM) and has been widely used in clinical analysis and applications for thousands of years. According to TCM theory, the tongue reflects the condition of the organs, providing novel evidence for diagnosis. Whenever there is a complex disorder in vivo, many diagnostic possibilities exist and examining the tongue may instantly clarify the main pathological processes.
In recent years, with ubiquitous application of advanced computer technologies in medical science, we cannot ignore new possibilities to improve TCM with computer technologies [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] ; these possibilities for improvement have drawn attention from myriads of researchers. Chiu [4, 5] built a computerized tongue examination system (CTES) based on computerized image analysis. The colors of the tongue and the thickness of its coating were identified using chromatic and textural algorithm. Pang et al. [6] used Bayesian networks to build tongue diagnosis model which provided a systematic and objective diagnostic standard for the tongue diagnosis. Zhang et al. [7] proposed an in-depth systematic tongue color analysis system for medical applications. Using the tongue color gamut, tongue foreground pixels are first extracted and assigned to one of 12 colors representing this gamut. The ratio of each color for the entire image is calculated and forms a tongue color feature vector. Many other papers [8] [9] [10] [11] also discussed the impact of color on the tongue analysis. Before the process of tongue classification, an exact region of the tongue must be extracted from an image, [12] [13] try to proposed automated tongue segmentation method. Some papers [14] [15] [16] [17] [18] designed image analysis system for feature extraction and diagnostics. Pang et al. [18] even present a tongue-computing model for the diagnosis of appendicitis based on quantitative measurements that include chromatic and textural feature. In addition, the teeth mark is caused by long-period compression of teeth because of the enlargement of tongue body. The teeth-marked tongue usually appears along with spleen deficiency [19] . Shao et al. [20] presented a better teeth mark recognition method than the work of [21, 22] , which are concentrated on features of convex, the change of brightness of tongue. During the past several years, certain achievements have been made in tongue color analysis and diagnostic classification technologies.
TCM explains that some cracks on the tongue can be categorized into a particular kind of crack, possessing a peculiar characteristic in that these cracks are more or less obvious radial cracks on the tongue surfaces. Cracked tongues refer to the surface of the tongue covered with various kinds of cracks or lines in deep or shallow shape caused by the fusion or separation of the ligula papillae [23] . Under normal circumstances, the surface of the tongue should be smooth and show no apparent cracks [1] . Obvious radial cracks that appear on the surface suggest a deficiency of qi-blood and the consumption of yin by excessive heat and, sometimes, blood stasis. For instance, a deep crack in the center reaching the tip reflects hyperactivity of heart fire.
Notwithstanding the fact that cracked tongues play a pivotal role in clinical practice of TCM, unfortunately, little work has been done to digitally analyze any part of it. Liu and Zhang extract tongue cracks to some degree using a wide line detector (WLD) [24, 25] , which has been considered quite an effective method until now. However, Liu and Zhang only concentrate on identifying tagged pixels of cracks with certain thresholds. Using this method, no effective classifier, such as an SVM, classifies tongues, which makes their classification results unconvincing and too specific for general use. On the other hand, cracks tagged by drawing white lines is not pragmatic under all circumstances, because cracks often appear so complicated and intertwined that it is difficult to tag them accurately using this method. Moreover, to the best of our knowledge, no prior method can identify whether or not a tongue is cracked.
In this study, we present a recognition scheme that can be regarded as further extension and application of the method proposed in [24, 25] , including the stages of preprocessing, feature extraction, and classification. In the preprocessing stage, we adjust the sample images into a proper size based on the bilinear interpolation method, and extract our target images. Then we extract the WLDF from a set of preprocessed images, which is considered the most pivotal part in this scheme. Finally, we test the features on an SVM classifier on the basis of the training set of samples previously classified by a TCM veteran practitioner.
The rest of this paper is organized as follows. Section 2 describes the cracked tongue recognition scheme. In Section 3, we present and analyze the experimental results of the proposed method. Section 4 offers our conclusion.
Cracked Tongue Recognition Scheme

Preprocessing
Preprocessing is one of the prime stages for our scheme, the purpose of which is to make the captured samples meet the ends of recognition. The captured tongue sample images after segmentation are still quite large, and usually have a large black background. First, we ruled out the undesired black background (Fig. 1) . We then resized the images to a specific size of 300*L (L is the ratio of height to width of the original image). The final target image was then selected right in the center of the image (Fig. 1) , on which further feature extraction could be exerted. The position and size of the target image is given by Eq. (1).
where W t and H t are the width and the height of the target image, W t and H r are the width and the height of the resized image, respectively, and S is the origin of coordinates of the target image relative to the resized one. We chose such a region as our target image because it could include majority of cracks on the tongue surface while avoiding the effective factors on the extreme top and extreme bottom of the tongue body.
Wide Line Detector Based Statistical Shape Feature (WLDF) Extraction
In this section, we will discuss WLD in detail. Then we will deliver the strategy to extract the WLDF for recognition. Finally, the classification strategy will be introduced.
2.2.1Wide Line Detector (WLD)
We modified and improved the method proposed in [25] to extract the tongue crack features on the basis of their properties. This method, called the wide line detector (WLD), extracts a line completely by using a nonlinear filter based on the initial line length response via an inverse-Gaussian (IG) weighting mask. They improved the method proposed in [24] using a Gaussian weighting mask. Here, we discuss the WLD and the improvements made so that it to be applicable to our WLDF extraction. The WLD uses an IG mask given by Eq. (2), where (x 0 , y 0 ) is the coordinate of the center, (x, y) is the coordinate of any other pixel within the mask, and r is half of the side-length of the quadrate mask. Instead of the circular mask in [24] , we chose the quadrate mask to make the WLD more feasible for coding while maintaining the accuracy of the results.
With the IG mask, the WLD first calculates the intensity of the center of the mask and groups pixels that have similar intensities to the center into a weighted mask having similar brightness (WMSB). In this method, we measure the similarity by Eq. (3). Where
I (x, y) is the brightness of the pixel (x, y) of the tongue body image, t is the brightness contrast threshold, and c is the output of the weighting comparison. This function measures the smoothness, and does not have too large of an effect on c when a brightness of the pixel changes slightly, especially when it is near the threshold.
After obtaining the value of c for every pixel within the mask, the mass of the WMSB in the center of the mask is given by 
The initial line strength L is the inverse WMSB mass obtained by using the following rule:
where g is the geometric threshold equal to 0.5, and δ is the output threshold. We limit g to a constant value instead of the values used in the method proposed in [25] , which significantly releases the burden of calculation. In addition, we added the output threshold δ here to make the WLD more flexible for different cases. As a normalized quadrate mask is used, the maximum value of m is not larger than but very close to the unity and, thereby, the line strength ranges between zero and one. Fig. 2(b) shows the linestrength image.
Here we see that the WLD needs three parameters: brightness contrast threshold t, half side-length of the quadrate mask r, and output threshold δ. According to [25] , it is the standard deviation of all the non-zero pixels in the target image given by Eq. (7).
( )
N is the number of non-zero pixels of the target image. Although there have been discussions about the relationship between the mask radius r and the width of detected lines, it is still difficult to determine a good value using only the theory for every case, because of huge variety among the tongue cracks. We can attempt to determine best values of r and δ by performing experiments and analyzing the results. The analysis about selecting r and δ will be offered in the section of experimental results.
WLDF extraction strategy
First, we exerted the WLD on the pixels within the 
preprocessed target image shown in Fig. 2(a) of a given sample, and obtained a line-strength image shown in Fig.  2(b) . The value of the pixels could be extracted from one of the R, G, B, and I channels of the target image. According to our experimental results, we found that the B and G channels have better performance in recognition. Therefore, we could choose one of the B and G channels as our object of research. Second, we performed histogram equalization to the line-strength image and Fig. 2(c) describes the result because the line-length image is rather a dark image with low contrast. The purpose of histogram equalization is to stretch the gray levels of the line-strength image, and the foreground and the background are more distinct from each other. Hence, some normal textures on the surface detected as fake cracks could be better ruled out in the next step of image binarization.
Third, we binarized the histogram equalized linestrength image using the threshold of Otsu [26] , and the set of pixels involved in each bright connected regions in this binary image was regarded as our detected region (DR) shown in Fig. 2(d) , namely, a potential crack.
We focused on two features of the detected regions, one is the maximum length of each detected region denoted by d, and the other is the ratio denoted by f between the maximum length and the area of the detected region. The two features are described in the following equations: 
card( )
where card (DR n ) counts the number of pixel elements in a certain DR. Because tongue cracks are long and thin, and usually appear radial, f is generally much larger than 1/π (the area of big dot). Here, we define the WLDF as a vector given by (r, 
where p is a certain coefficient of proportionality and W t and H t are the width and height of the target image, respectively. Because r is proportional to the side-length of the target image, r presents the effect of the size of the target image in WLDF. Moreover, r is one of the key parameters in WLD since the performance of WLD is affected depending on the value of r. The value of r is also proportional to p, hence, p is one of the direct effective factors to r. When the target image is considered, p becomes the only optional variable controlling the value of r because W t and H t are fixed. We will discuss the coefficient of proportionality p in the section of experimental results.
We extracted ( )
, , d d d into WLDFs to evaluate the length of the detected regions, in others word, three regions with largest length is selected. We describe these regions as the following: 
We denote the universal sets of ratios between maximum length and the areas of all the detected regions in one target image by U ( f ). S(d ) and S ( f ) are given by
where N is the number of all the detected regions in U (d) We selected S(d ) and S ( f) as features of the WLDF so that tongues having small cracks but being fairly smooth in non-cracked region should be recognized as cracked tongues. The standard deviation describes a divergence of data, and if the value of d or f is much larger than the mean value, the standard deviation should fluctuate a lot. Therefore, even though it is a small crack on a smooth surface, the two standard deviations could make it rather outstanding.
Classification strategy
In our recognition scheme, we have already presented the method of preprocessing and feature extraction earlier in this article. We chose the Support Vector Machine (SVM) with a linear kernel as our classifier. We do not focus on feature selection here because the number of the features is not large.
Experimental Results and Discussion
This section refers to the performance of classification based on the WLDF. Here we considered a set of samples consisting of 245 non-cracked tongues and 196 cracked tongues. We selected all the samples from clinical practice and Chinese medicine experts categorized them so that we could make sure that they are representative. We applied the SVM with a linear kernel as the classifier. We organized this section as follows: First, we implemented the experiment with given parameters of p(r) and δ, and then we presented a general performance of this recognition scheme on a different channel (R, G, B, and I) of the sample images. Second, we discussed the performance of different values of the parameters of p(r) and δ. In addition, we also presented experiment results of other classifiers such as LDA and KNN, and conducted experiment of feature selection based on SVM-REF to investigate which feature is better for cracked tongue recognition.
Performance With Given Parameters on the R, G, B, and I Channel
As parameter r is proportional to the coefficient of p, we set the value of parameter p to 1/15. The parameter δ is limited to the value of 0.1. We extract the WLDF, respectively, of the R(Red), G(Green), B(Blue), and I(Intensity) channel of every given sample as four sets of vectors with their class symbols. For each set, we adopt the leave-one-out cross-validation (LOOCV) method to test the performance of classification. We evaluate our classification performance using five categories: Accuracy (AC), True Positive Rate (TPR), True Negative Rate (TNR), Sensitivity (SE), and Specificity (SP). The cracked samples are considered as positives, and the non-cracked ones are considered as negatives. AC is the correct rate for the entire set of test samples. TPR is the correct rate for positives, and TNR is the correct rate for negatives. SE is given by
When SE is larger, we can ensure that less positive samples are misjudged as negative ones. SP is given by
When SP is larger, we also can ensure that less number of negative samples are misjudged as positive samples. Table 1 shows the results of the experiment, respectively, on the R, G, B, and I channels. As Table. 1 shows, it is easy to see that the G and B channels outperform the other channels. The R channel has poor performance on the TPR, which indicates that the R channel is not very efficient for correct classification of positive samples. The G, B, and I channels have rather balanced performance on both the TPR and TNR. As shown in Table 1 , although the B channel has a slight advance over the G channel, we cannot identify which is better because the set of samples is not very large. Based on the previously discussed analysis, this recognition scheme can reach an accuracy of at least 95% on the given set of samples.
Performance Analysis with Varying Values of δ and p(r)
As mentioned above, δ and p (r) are the key parameters for WLDF extraction. This section mainly concentrates on the performance of classification with different δ and p (r), which is demonstrated as the form of curves of classification accuracy. Using the method mentioned in 3.1, we calculate the average accuracy of the LOOCV test for each δ and p (r). We performed the test on the B channel of the samples.
Analysis for a constant p value
We limit p to the value of 1/15, and δ changes in [0, 0.38] by the step of 0.02. Fig. 3 shows the results of the experiment. The accuracy is high around the range of δ between 0 and 0.24, as illustrated in Fig. 3 . When δ is beyond 0.24, there is a sharp decline in the accuracy.
Analysis for a constant δ value
We limit δ to the value of 0.1, and p changes in [0.02 0.40] by the step of 0.02. Fig. 4 shows these results. As shown in Fig. 4 , the accuracy is high when p is in the range of 0.06 and 0.20. When δ is greater than 0.20, the accuracy has a novel decline. When δ is less than 0.06, the accuracy decreases.
Based on Fig. 3 and Fig. 4 , it is clear that one parameter has a range with good classification accuracy, while the other is fixed. Hence, for each set of samples, there is a certain value of p(r) and δ at which maximum accuracy can be achieved; this concept needs further research.
Experiment results with different classifiers
As a performance comparison, we also consider testing 
Feature selection based on SVM-REF
Feature selection is an important and necessary step in machine learning and data mining. By removing most irrelevant and redundant features from the data, feature selection helps improve the performance of learning models by alleviating the effect of the curse of dimensionality, enhancing generalization capability, speeding up learning process and improving model interpretability. There are many feature selection methods. Compared with other feature selection methods, SVM-RFE is a scalable, efficient wrappers method [29] .
Although there are only nine features used in our method, we conduct experiment of feature selection based on SVM-REF. The results are presented in Fig.6 , demonstrates that different feature subsets lead to different forecast accuracy. Comparing to the total accuracy on the subset of less features, the results using SVM on the 9 features obtain higher accuracy than others. The results also demonstrates that these 9 statistical shape features elaborately designed in the proposed method is appreciate and effective.
Conclusion
In this study, we proposed an effective feature to identify cracked tongues, the WLDF. We modified and improved some of the details of the WLD proposed in [25] so that it can be more feasible for extracting the WLDF features applied in the proposed method. To be specific, the geometric threshold is limited to a constant number to reduce the amount of computations; the output threshold is introduced here to make the WLD more flexible in complex situations. The WLDF is defined as a vector (r,
. A lot of experiments were exerted on a set of 245 noncracked tongues and 196 cracked tongues. We chose SVM as our classifier, which was proved to produces better results than KNN and LDA classifier. As a result, we obtained a high accuracy of above 95%, and found that the WLDF performs better on the B, G, and I channels than it does on the R channel. Moreover, we discussed the effects of different p(r) and δ, which demonstrates that there is a certain range of values for p(r) and δ that perform well in the classification. In addition, experimental results of feature selection demonstrates that these 9 statistical shape features is appreciate and effective.
In the future, we will try out more feature and classifycation methods to make our research more feasible in clinical practice. Specifically, we aim to identify the quantity and type of cracks on the tongue's surface rather than only identifying whether or not a tongue has cracks. 
