ABSTRACT With the rapid development of social media such as Twitter and Sina microblog, short texts are becoming more and more popular. However, because of the sparsity of word co-occurrence patterns in short texts, it is always a challenge to infer topics from the short texts. To solve that sparse problem of the short text data, in this paper, we present a HVCH (Hot topic detection based on the VSM Combined HMBTM) fusion model algorithm. Taking heat as the key factor, the heat matrix of calculated words and pairs is introduced to improve the BTM(Biterm Topic Model) model, and the semantic relationship between words is mined through the common heat between words, which is applied to the detection of hot topics in short text. Subsequently, we fuse the VSM(Vector Space Model) model with the HMBTM(Heat Matrix based BTM) model and uses the optimized Single-Pass clustering algorithm to obtain hot topics. At last, we conduct extensive experiments over real data sets, which demonstrate that our proposal achieves excellent performance to other related algorithms.
models still cannot completely solve the problem of hot topic discovery in short texts with sparse data. Later, the BTM(Biterm Topic Model) [8] model was proposed.
The core idea of the BTM model is tantamount to rely on the word to model the text and keep the word connection between documents. Although the problem of the highdimensional sparse matrix in the LDA model is overcome to some extent, it has some disadvantages. The hypothesis of BTM is that the two words often appear together, and the two words have a certain correlation. It only uses the frequency of the occurrence of the two words together for the characteristics of the sample, without considering the relationship between the words. Therefore, in subsequent studies, scholars also have improved the BTM model. For example, Wang and Hu [9] improved the tf-idf(term frequency-inverse document frequency) weight calculation algorithm that incorporates word position and word span information, and then used BTM modeling to adapt to the characteristics of microblog short texts. Zhang [10] firstly used the BTM topic model for modeling, and proposed an approach to calculate the similarity between microblog data by using js(Jensen-Shannon divergence) distance, aiming to calculate the similarity of probability distribution between two documents. and cosine distance to find hot topics. Yang et al. [11] presented a similarity calculation approach based on the HowNet semantic VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ lexicon and the BTM topic modeling, and conducted a linear combination of the two to comprehensively investigate the similarity of short texts. Li and Wang [12] used the term H index to screen out hot terms, and then conducted the linear fusion of the results of the BTM modeling and the VSM modeling to calculate the similarity, and found hot topics on the microblog. Li et al. [13] considered the semantic relationship between two words, introduced the word vector model, and proposed a biterm topic model incorporating the semantic extension of words. Although these improvements made in some effect, but these algorithms are sensitive to the data size, as a consequence, when the document is large, the efficiency is decreased obviously, and ignored the microblog'other subsidiary attribute during the modeling process, therefore the paper introduces heat as a key factor, and presents a hot topic detection approach of microblog based on VSM and HMBTM model fusion(HVCH fusion model algorithm). The BTM model is improved based on the heat matrix, and a new HMBTM model is obtained, and we fuse the VSM model with the HMBTM model and uses the optimized Single-Pass clustering algorithm to obtain hot topics. The experimental results show that this method can enhance the dimensionality reduction effect and the accuracy of hot topic discovery.
The rest of this article is structured as follows. Section 2 outlines the technical rationale for hot topic discovery. Section 3 will introduce the basic idea and method of HVCH fusion model algorithm. The experimental results are analyzed in section 4 for the four actual datasets. Finally, we will summarize the research in section 5 and present future research.
II. RELATED WORK A. HEAT MATRIX
When discovering hot topics on the microblog, not only the propagation characteristics of microblog text should be considered, but also the information of microblog users should be taken into account, which can effectively enhance the speed and accuracy of discovery. We often use the topic heat to analyze the degree of attention of a topic over a period of time. In view of the importance of hot topic discovery on the microblog, scholars have also studied the calculation formula of the topic heat. The heat calculation formula used in this paper is shown in the formula (1) [14] .
Here, Head(d) refers to the heat of microblog d, mc and mr represent the number of comments and retweets of this microblog, respectively, mc + mr + 1 represents the total number of people participating in the discussion of the microblog d.
Therefore, in the microblog archives, the heat of each microblog can be evaluated by its forwarding, comment quantity, and other values, while the heat of words cannot be directly measured.
If D is defined as a set of microblog posts, each microblog d ∈ D is described as an n-dimensional word vector {d(i)} after the word segmentation, 1 ≤ i ≤ N . In this paper, the data structure of heat matrix in the literature [15] is adopted, which is defined as follows:
Definition 1 (The Word Heat Matrix): is indicated as X , which represents the heat of each word in the dictionary. It is a N × 1 matrix, where N is the dictionary capacity. Each microblog is shown as the structure of a word vector, and it can be approximately considered that the heat shared by each word is positively correlated with the increase in the number of times it appears on the microblog. Therefore, the heat calculation formula of the word w i in X is shown in equation (2) . : is marked as Y , which represents the common heat of each word in the dictionary. The correlation relationship between the two words can be mined by using the heat reflected when the two words appear together. It is a N ×N matrix, where N is the dictionary capacity. The calculation formula of the element in Y is presented in the formula (3) .
In the Biterm Topic Model, we believe that the entire corpus is a hybrid of topics. Each pair of words is extracted independently from a particular topic, and the probability of extracting a word pair from a particular topic is further obtained by the probability that both words in the word pair are extracted from the topic [8] , [16] . The BTM topic model is shown as FIGURE 1.
The figure θ represents the subject distribution in the entire corpus, ϕ is the distribution of topic-word, z is the topic of a word pair, w i and w j represent two different words that make up a pair of words, respectively, |B| is the logarithms of words contained in the entire corpus, and k is the number of topics.
According to the modeling process of the BTM model, the joint probability distribution of word pair b w i , w j under the topic z can be calculated as follows:
Then the probability of the entire BTM corpus is shown in the formula (5):
The modeling process of BTM is based on independent word pairs without modeling the document, so this modeling method cannot directly gain the subject distribution on the document, and can only be inferred based on the expected probability of word pairs in the corresponding document. The calculation formula is shown in the formula (6):
In BTM, the conditional probability p (b|d) of the word pair in the document can be calculated with the word pair as the intermediate quantity, which is shown in the formula (7) . Based on the parameters estimated in BTM, the Bayes formula is calculating the subject probability distribution of word pairs. The calculation formula is illustrated in (8) .
Here, P(z) = θ z , P(w i |z) = ϕ i|z and n d (b) refers to the number of times the word pair b appears in the document d.
2) PARAMETER ESTIMATION OF BTM MODEL
Gibbs sampling inference method is generally adopted in the BTM model. The basic thought of Gibbs sampling is to alternately estimate parameters and replace the value of a variable with the value extracted from the distribution of the variable based on the value of the remaining variables [17] . For the sake of carrying out Gibbs sampling, we first randomly select the initial state of the Markov chain, and then randomly repeat the Gibbs sampling process to calculate the conditional probability corresponding to each word pair b = w i , w j . The calculation formula is shown in the formula (9):
(n w i |z + β)(n w j |z + β)
where, M means that there are M different words in the text corpus, z −|b| represents the subject probability distribution of all word pairs except word pair b, n z indicates the number of times a word pair is allocated to the topic z, n w|z represents the number of times the characteristic word w assigned to topic z, and two words and pairs within a word pair share the same theme.
According to the formula (10) and the formula (11), wordtopic distribution ϕ and topic-document distribution θ in the corpus are calculated.
where ϕ w|z denotes the probability of the word w under the topic z, θ z expresses the probability of topic z, K is the size of topics and |B| represents the total number of pairs of words.
C. TF-IDF WEIGHT ALGORITHM
TF-IDF(Term Frequency-Inverse Document Frequency) algorithm is suitable for measuring the importance of words in a document, which is one of the most widely used weight calculation methods [18] . The number of occurrences of a term indicates the weight. The TF-IDF algorithm takes the words in the document as the characteristic term, and its weight is the result of TF and IDF value. The calculation formula is illustrated in (12) .
where tf d n (w i ) represents the frequency of the word w i in the document d n , df (w i ) represents the number of documents in which the word w i appears in the text corpus, and N is the document size in the entire corpus. Due to the short content and lack of characteristic words, the word frequency in the microblog text is mostly 1, the TF-IDF algorithm needs to be improved in the calculation of weight. Log and square root are used to replace the TF value in TF-IDF to reduce the influence of the word frequency on weight. The formula [9] of the improved TF-IDF algorithm is shown in formula (13):
where w(i, n) indicates the weight of the word w i in the document d n , and the base of the log function is 10.
III. HOT TOPIC DETECTION BASED ON VSM AND HMBTM MODEL FUSION
On the basis of the VSM model and combining with the HMBTM model, HVCH fusion model algorithm is suggested in the paper. The construction process of this method is VOLUME 7, 2019 FIGURE 2. The construction process of this method.
illustrated in FIGURE 2. The model has the following characteristics: firstly, the heat matrix is introduced to improve the BTM model. Secondly, the feature calculation method of the short text is improved to derive the improved TF-IDF weight calculation method. The features extracted by the algorithm are effective for sparse and short text classification. Finally, the HMBTM model and modified TF-IDF algorithm are combined to count the similarity and get hot topics.
A. HMBTM MODEL
This paper introduces heat matrix to improve the BTM model. Firstly, the heat matrix of the word pair is calculated according to the definition of the heater matrix Y b , and the heat value of the word pair is taken as the weight of the word pair. Then, according to BTM modeling, the probability distribution P (b|d) of the word in the document can be calculated. Finally, the probability distribution P (b|d) of the word in the document multiplied by the weight Y b of the corresponding word pair serves as the probability distribution P * of the enhanced word in the document, as shown in the formula (3.1).
Then Gibbs sampling is applied to calculate the multinomial distribution parameters θ z of the subject in the corpus and the multinomial distribution parameters ϕ w|z of the words under the topic, so as to determine the probability distribution of document-topic and topic-word. The formula P (z|d) of document-topic probability formula is shown in formula (15) .
B. TEXT VECTOR REPRESENTATION AND SIMILARITY MEASURES
In this paper, HVCH fusion model algorithm adopts the joint modeling of VSM and HMBTM model and adopts the linear weighting approach to calculate the similarity between the microblog texts. Following consideration of the probability distribution of documents and integrating the semantic distribution characteristics of documents, the high-dimensional and sparsity problems faced by traditional models in text modeling are effectively solved. In this paper, HMBTM model is adopted to model the microblog data, and the ''document-topic'' matrix and the ''topic-word'' matrix are obtained. Therefore, the vector representation mode of the document i in the HMBTM model is
where k is the size of topics. In the paper, JS distance [19] is used to calculate the similarity of microblog text, and its calculation formula is shown in formula (16) .
To strengthen the context connection between topics, this paper selects the microblog words with the first 25% probability from the ''topic-word'' distribution matrix after modeling by the HMBTM model to form the feature items in the VSM model of this document and uses the improved TF-IDF to construct the vector space. In the SVM model, data d in the microblog is expressed as an n-dimensional vector, that is d i = (w i1 , w i2 , . . . , w in ), the modified TF-IDF weight calculation formula is adopted in the weight calculation method. The similarity formula of the document d i and d j in microblog is shown in the formula (17) . where, w ix indicates the weight value of the x featured item in the microblog document d i , w iy indicates the weight value of the y featured item in the microblog document d j and n is the dimension of VSM.
After the above two types of similarity are calculated, the weighted coefficient λ is introduced to measure the weighted fusion of the two distances in a certain proportion. The formula for calculating the weighted text similarity is shown in equation (3.5):
where λ is the weighted coefficient and λ ∈ (0, 1).
C. TOPIC CLUSTERING BASED ON OPTIMIZED SINGLE-PASS ALGORITHM
Single-Pass algorithm [20] is an incremental algorithm, which changes dynamically as the number of texts increases, and the algorithm is sensitive to the order of input documents, which is suitable for the detection of micro-blog topics. The main ideas of the algorithm are: present a similarity threshold δ (typically 0.6 to 0.9 [21] ), if the maximum similarity is greater than the threshold δ, the new document is divided into an existing topic category, or else it is treated as a new category. Different topic granularity can be obtained by setting different thresholds. Single-Pass clustering has high efficiency and is easy to comprehend. Incorporating the gradual incremental generation of microblog, this paper believes that Single-Pass algorithm is the most suitable method for the text clustering algorithm. However, this method has some defects, so this paper makes some improvements on this basis to solve the problems related to the topic detection of the microblog.
(1) Because the clustering results are dependent on the document input order, the documents will be sorted according to the release time before incremental clustering; (2) By introducing the clustering center and using the centroid vector to represent the clustering center, the similarity can be calculated only by calculating the centroid vector of the new document and the topic, and determining whether the document belongs to the current topic. This can save processing time and improve the efficiency of calculation. The centroid vector of the topic is the average value of the text vector of the topic, and its calculation formula is shown in formula (3.6).
where, T represents the centroid vector of the topic cluster, which is referred to as the topic vector for short; N indicates the number of microblog posts contained in the topic cluster; d k represents the text vector in the topic cluster.
D. ALGORITHM DESCRIPTIONa
According to the above improved ideas, the core feature extraction algorithm process proposed in this paper is as follows:
In the beginning, the HVCH fusion model algorithm is initialized. The p * (z|d) and p(w|z) are obtained by initializing the HMBTM model that improves based on heat matrix, in order to strengthen the context connection between topics, the In feature selection, the selection of the feature word set is separated into two parts. The first part: the characteristic items are selected in the word-topic distribution matrix after the initialization of the HMBTM model; Part two: the probability distribution of each microblog document data is extracted from the p * (z|d) as another part of the Feature2 (lines 11 to 12). The feature extraction method of HVCH fusion model algorithm not only contains the original features of the HMBTM topic modelbut also introduces the improved VSM model, which is more consistent with the actual clustering analysis of microblog data and improves the accuracy of subsequent clustering.
Since the feature selection of HVCH fusion model algorithm is separated into two parts, the time complexity of feature selection of HVCH fusion model algorithm is also separated into two parts. The first part is HMBTM model modeling, and the second part is TF-IDF calculation weight value. 
Secondly, the time complexity of the second part is mainly in the weight value of words calculated by the modified TF-IDF algorithm. In the topic-word distribution matrix after HMBTM modeling, the top u microblog words are selected as the feature items of VSM modeling, so the time complexity of this part is O(u · N D ) . Therefore, the total time complexity of HVCH fusion model algorithm in feature selection is
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL ENVIRONMENT AND DATASETS
The experimental environment of this paper: the operating system is winning 10, the processor is Intel Core i5, and the memory is 8G. The CPU is 2.5 GHz and the development tool is Python 2.7.
There are four datasets in this experiment, and the specific information is shown in TABLE I. where the data sample point represents the number of the content, such as Microblog data. And the property denotes the number of people. The category is the number of themes.
To improve the efficiency of data set, the ICT-CLAS(Institute of Computing Technology, Chinese Lexical Analysis System) system developed by the Chinese Academy of Sciences is adopted in this paper to conduct Chinese word segmentation and deletion of stop words in microblog corpus, and the stop-words list is used by the Harbin Institute of Technology.
B. EVALUATION CEITERION
The evaluation indicators in the paper adopt the topic detection and tracking method established by NIST, and the main performance indicators include Precision, Recall, and comprehensive index F1-measure. The expression formula is as follows:
The parameters used to calculate the evaluation indexes are shown in TABLE II. 
C. EXPERIMENTAL RESULTS AND ANALYSIS 1) DETERMINE THE NUMBER OF TOPICS
The setting of the HMBTM topic number will have a great influence on the modeling effect of HMBTM model. The different number of topics will lead to a great difference in modeling effect, so perplexity is needed to ascertain the optimal number of topics. The formula for calculating the perplexity is shown as follows:
where |B| is the logarithms of words contained in the entire corpus, p(b) represents the probability of HMBTM model producing word pair b. The perplexity is a significant index to measure the generalization performance of the model. The lower the perplexity is, the stronger the topic clustering ability is, the better the generalization performance is, and the better the applicability is.
Therefore, in this experiment, the topic number is set to 4,5,6,7,8, respectively , and the number of repeated experiments is 1000 times. Depending on the idea in the literature [22] , the empirical values of the parameters in HMBTM model are taken as α = 50/k, β = 0.01. A comparative experiment is conducted on the four datasets, and the experimental results are presented in FIGURE 3.
As seen in FIGURE 3, in the datasets microblog database and microblogPCU, perplexity changes from large to small as the number of topics increases, but when the number of topics increases to 6, the perplexity changes from small to large. Therefore, when modeling HMBTM, the topic number was 6, and the model was optimal. Similarly, the optimal number of topics in Tweets and Sports Form datasets can be obtained at 5.
2) FUSION COEFFICIENT λ
The HVCH fusion model algorithm presented in the paper combines the VSM model with the HMBTM model for the calculation of text representation and similarity. Therefore, the value of fusion coefficient λ affects the accuracy of clustering results. Therefore, fusion coefficient lambda's F1-measure value under different values is calculated in the four VOLUME 7, 2019 datasets, and the comparative experiment is conducted. The experimental results are presented in FIGURE 4. For the experiment in this section, the F1-measure value of the dataset refers to an average value of F1-measure of all topics in the dataset under the fusion coefficient λ value.
As you can see from FIGURE 4, in the four datasets, with the increase of the fusion coefficient λ, the value of F1-measure changes from low to high, and the value of F1-measure is the largest when λ = 0.7, at later, with the increase of the fusion coefficient λ, the value of F1-measure changes again from high to low, which indicates that text classification has the best effect at that time λ = 0.7. Therefore, the parameter value of feature fusion λ = 0.7 is selected in this paper and used for subsequent experiments.
3) COMPARISON OF RESULTS OF DIFFERENT FEATURE CLASSIFICATION METHODS
In the paper, a new HMBTM model is presented based on the heat matrix and fuses with the VSM model to form a new microblog hot topic discovery algorithm (HVCH fusion model algorithm) to find hot topics on the microblog. To better verify the HVCH fusion model algorithm, this experiment adopts the feature combination method based on VSM, LDA, BTM, VSM+LDA and VSM+BTM [10] to conduct multiple comparative experiments, and adopts the comprehensive index F1-measure value to evaluate.
Parameters in the experiment are set as follows: microblog database and microblogPCU dataset, the number of topics k = 6, Tweets and Sports Forum dataset, the number of topics k = 5, fusion coefficient λ = 0.7, α = 50/k, β = 0.01, the number of iterations is set to1000. In this experiment, four datasets were compared to obtain F1-measure values under different topics. FIGURE 5 (a)-(d) shows experimental results.
We run tests on experimental datasets to obtain the F1-measure values of each topic in the dataset. FIGURE 5 demonstrates the F1-measure values of different model algorithms on different datasets for comparison. Our proposed HVCH fusion model algorithm performs quite well which outperforms ''VSM'', ''LDA'', ''BTM'', ''VSM+LDA'' and ''VSM+BTM'' by a great margin(For example, on microblog database dataset,26.79%,22.95%,16.83%,11.61%, and 6.59% respectively). This is mainly because HVCH fusion model algorithm introduces heat as a key factor into the calculation, improves the BTM model, and mines the semantic relationship between words through the common heat between words, which solves the problem that other model modeling processes only use word frequency and ignore the semantic relationship. In addition, VSM and HMBTM model are combined to calculate text representation and similarity, and hot topic discovery is considered from two aspects of word frequency and document semantic structure, so as to improve the quality of hot topic discovery.
In addition,our proposed HVCH fusion model algorithm is better for different topics in any dataset, which also outperforms ''VSM'', ''LDA'', ''BTM'', ''VSM+LDA'' and ''VSM+BTM'' by a great margin(For example, On the topic of ''11.11'' of microblogPCU dataset 27.18%, 18.88%, 14.45%, 9.32%, and 0.55% respectively; On the topic of the ''World Cup'' of microblogPCU dataset 33.06%, 31.71%, 28.44%, 20.37%, and 1.62% respectively).This also shows the validity of the HVCH fusion model algorithm.
Taking the average value of F1-measures of different topics on the dataset as the F1-measure of the entire dataset in the corresponding algorithm, and comparison experiments are conducted on the four datasets. The results are presented in FIGURE 6.
As can be seen from FIGURE 6, for the dataset as a whole, HVCH fusion model algorithm is much better than ''VSM'', ''LDA'', ''BTM'', ''VSM+LDA'' and ''VSM+BTM'' algorithms(For example, on Sports Forum dataset,31.40%,25.38%,20.40%,13.76% and 7.24% respectively). In addition, for different datasets, the result of model fusion modeling is preferable to that of single model modeling. For example, in the dataset of the Sports Forum, HVCH fusion model algorithm and ''VSM+BTM'' model algorithm are 22.53%,12.27%, 31.40%, and 20.40% higher than single model algorithm VSM and BTM respectively. The ''VSM+LDA'' model algorithm is 15.50% higher and 10.21% higher than the single model algorithm VSM and LDA respectively. Therefore, the experiments also confirm the correctness and effectiveness of the HVCH fusion model algorithm in the selection of model modeling mode.
V. CONCLUSION
Against the LDA model in the treatment of short text will generate high dimensional and sparse data problem, BTM model is put forward, overcoming the data sparseness of microblog in this essay. On account of the BTM ignored the microblog in the process of modeling other affiliated attributes, so this paper introduces heat as a key factor and proposes a HVCH fusion model algorithm. Firstly, the BTM model is improved based on the heat matrix, and a new model (HMBTM model) is obtained. Then, VSM and HMBTM models are fused to count the similarity, and the optimized Single-Pass algorithm is used to obtain hot topics. This method improves the dimensionality reduction effect and the accuracy of hot spot detection.
The research in this paper mainly concentrates on improving the quality of hot spots found in short microblog texts, without considering the real-time characteristics of microblog data. Therefore, the timeliness of microblog data can be taken as the next research direction. And in this paper, in the process of calculating the heat between words, the heat of microblog only uses the retweets and comments of microblog without other attributes. Therefore, the improvement of microblog heat calculation formula can be taken as the next research direction to enrich the attribute information of microblog data and make the hot topic discovery of microblog more reliable.
