The paper presents and tests Dynamic Value at Risk (VaR) estimation procedures for equity index returns. Volatility clustering and leptokurtosis are well-documented characteristics of such time series. An ARMA (1, 1)-GARCH (1, 1) approach models the inherent autocorrelation and dynamic volatility. Fat-tailed behavior is modeled in two ways. In the first approach, the ARMA-GARCH process is run assuming alternatively that the standardized residuals are distributed with Pearson Type IV, Johnson S U , Manly's exponential transformation, normal and t-distributions. In the second approach, the ARMA-GARCH process is run with the pseudo-normal assumption, the parameters calculated with the pseudo maximum likelihood procedure, and the standardized residuals are later alternatively modeled with Mixture of Normal distributions, Extreme Value Theory and other power transformations such as John-Draper, Bickel-Doksum, Manly, Yeo-Johnson and certain combinations of the above. The first approach yields five models, and the second approach yields nine. These are tested with six equity index return time series using rolling windows. These models are compared by computing the 99%, 97.5% and 95% VaR violations and contrasting them with the expected number of violations.
Introduction
VALUE AT RISK (VaR) is a popular measure of risk in a portfolio of assets. It represents a high quantile of loss distribution for a particular horizon, providing a loss threshold that is exceeded only a small percentage of the time.
Traditional methods of calculating VaR include historical simulation and the analytic variance-covariance approach. However, these models fall short when tested against actual market conditions. The historical simulation approach assumes constant volatility of stocks over an extended period of time. It fails to account for the phenomenon of volatility clustering, when periods of high and low volatility occur together. This leads to underestimation of VaR during periods of high volatility, and overestimation in times of calm. The analytic variancecovariance approach assumes that returns are jointly normally distributed. However, the fat-tailed non-normal behaviour of returns would mean that this methodology tends to underestimate VaR as well.
Fama [1] and Mandelbrot [2] report the failure of the normal distribution to model asset returns, sparking a slew of papers addressing the issue of accurately modeling leptokurtic time series with volatility clustering. The approaches can be roughly divided in two, the first assuming that returns are independent and modeling unconditional distribution of returns. In this approach, numerous distributions have been proposed, Fama [1] and Mandelbrot [2] use the stable Paretian distribution, Blattberg and Gonedes [3] suggest the use of Student t-distribution. The mixture of normal distributions is used by Ball and Torous [4] and Kon [5] and the logistic distribution, the empirical power distribution and the Student The second approach considers returns to be serially correlated and uses conditional variance models or stochastic volatility models to model asset returns. Engle [10] and Bollerslev [11] use ARCH and GARCH models to account for volatility clustering. GARCH models have been shown to be more suited to this purpose by various studies such as Poon and Granger [12] . The GARCH (1, 1) model performs well for most stock returns and this paper adopts this approach.
The following model has been extensively used to model dynamism in forecasts of returns and volatility of returns.
where t X is the actual return on day t, t  is the expected return on day t, t  is the volatility estimate on day t and t Z is the standardized residual, having a normal distribution with zero mean and unit standard deviation.
ARMA processes are useful for modeling t  , the predicted mean of the time series data, and GARCH processes are good models for t  , the predicted volatileity. However, the inherent leptokurtic behaviour of asset returns makes the ARMA-GARCH model insufficient for the purpose of calculating VaR. In this paper, ARMA (1, 1) model is used for the calculation of predicted mean and GARCH (1, 1) model is used for modeling the observed volatility clustering. Models are developed using two approaches. In the first one, consisting of five models, ARMA-GARCH model parameters are calculated assuming that standardized residuals alternatively follow Pearson Type IV distribution, Johnson U distribution, Manly's exponential transformation, normal and Student t-distributions. In the second approach, the ARMA-GARCH parameters are calculated using the pseudo-normal assumption, i.e., assuming that standardized residuals are normally distributed, and they are later modeled using the mixture of normal distributions, Extreme Value Theory, and other power transformations such as John-Draper, BickelDoksum, Manly, Yeo-Johnson and certain combinations of the above. The second approach yields nine models.
S
While developing and testing VaR models, the authors find it important to develop those that are applicable in real world scenarios. This translates to certain simplicity in execution and fast run-times for calculations, as time can be a critical issue. At the same time, the importance of creating an accurate measure of risk cannot be understated, given how the stock market crash of 2008 bankrupted firms and individuals alike, and sent the world spiraling into recession.
Leptokurtic Density Functions

Pearson Type IV Distribution
The Pearson family of curves, a generalized family of frequency curves developed by Karl Pearson, embodies a wide range of commonly observed distributions. The Pearson curves are a solution to the differential equation
The system of curves which arise from the above differential equation cover a wide spectrum of skewness and kurtosis (Figure 1) 
where λ, a, ν and m are real parameters (functions of α,
The PDF gives rise to a bell shaped curve, where λ is the location parameter, a is the scale parameter, ν and m can be interpreted as the skewness and kurtosis parameters respectively.
The type of Pearson curve to use for a particular situation is dictated by the skewness and kurtosis. Table 1 shows the observed skewness and excess kurtosis for the six equity indices. Cross-referencing them with Figure 1 , we can see that Pearson Type IV curve is the model to be used.
So we have
where  and  are assumed to be positive.
The density function of Johnson U distribution can be easily found in closed-form from variable transformation: S For a standardized Pearson Type IV curve, i.e., with zero mean and unit standard deviation, we need to add the following constraints. 
where x R  ,  is the density function of , (0,1) N  and  > 0 are location and scale parameters respecttively,  can be interpreted as a skewness parameter, and  > 0 can be interpreted as a kurtosis parameter.
The distribution is positively or negatively skewed according to whether  is negative or positive. Holding  constant and increasing  reduces the kurtosis. However,  and  cannot be viewed purely as skewness or kurtosis parameters, respectively. The mean and the variance of Johnson S U distribution are given as:
Johnson S U Distribution
The Johnson family of distributions (Johnson, [14]) consists of three distributions, which cover all possible average, standard deviation, skewness and kurtosis values, excluding the impossible region. These consist of the 
Extreme Value Theory
Extreme value theory provides a framework to formalize the study of behavior in the tails of a distribution. According to the Fisher-Tippet theorem, there can be three possible extreme value distributions for the standardized variable. Since we are modeling the innovations of the ARMA- 
Moments exist only up to the integer part of α, higher moments do not exist, as the tails are fat, they are not integrable when weighted by tail probabilities.
Weibull Distribution
The tails are constant-declining, and all moments exist. They are thin, and have upper bounds. The distribution function is:
Now, since the financial returns data are fat-tailed and unbounded, we must clearly use the Frechet distribution for modeling extreme value distributions.
Generalized Extreme Value Distribution
The Generalized Extreme Value Distribution (GEVD) unifies the above three distributions. Here the tail index (τ) is the inverse of the shape parameter (α). In this equation given below, if 0
To build the series of maxima or minima, there are two methods:
Block Maxima
This approach consists of splitting the series into equal non-overlapping blocks. The maximum from each block is extracted and used to model the extreme value distribution. As volatility clustering is a well observed phenomenon in financial data, very high or very low observations tend to occur together. Thus, this technique runs the risk of losing extreme observations.
Peak over Threshold
The second approach consists of sampling maxima by selecting those that exceed a chosen threshold. A low threshold would give rise to a larger number of observations, running the risk of including central observations in the extremes data. The tail index computed has lesser variance but is subject to bias. A high threshold has few observations, and the tail index is more imprecise, but unbiased. The choice of the threshold is thus a trade-off between variance and bias. For the analysis in this paper, we use the Peak over Threshold method.
Mixture of Normal Distributions
The mixture of normal distributions, used to model fattailed distributions, assumes that each observation is generated from one of N normal distributions. The probability that it is generated from a distribution "i" is , with
The resultant density function    
  
A mixture of more than two normal distributions may provide a better fit to the series, but Tucker [15] reports that the improvement by increasing the number of normal distributions in the mixture from two is not too significant. Estimation of parameters for the mixture of normal distribution is problematic. This is because, although we have a well defined distribution function in a closed form, using maximum likelihood techniques for parame-Using method of moments is another option, but even for the simplest case of 2 N  , we need five moment equations to find the five p ters,
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,, ,, p arame  , and there may n mith and Makov, [17] ). Alternate methods have been suggested, such as fractile-to-fractile comparisons (Hull and White, [18] ) and Bayesian updating schemes (Zangari, [19] ). This paper uses the fractile ot be a solution at all -to-fractile comparison techni
Power Transformations
f the first power trans-(Titterington, S que along with a simplifying assumption that one of the means of the mixture of normal distributions is zero. This is a reasonable assumption, in the data set, as most observations (about 95%) lie in the zero-mean normal distribution, and it simplifies calculations considerably.
Box and Cox [20] propose one o formations converting a non-normal distribution into a normal one. In its original form, the transformation function is:
However, as it can be seen, the power transformation ca ox
Manly's Exponential Distribution ibution given
nnot be applied to negative values of y . Since then, many modifications of the original B -Cox power transformation have been proposed.
Manly [21] proposed the exponential distr below. 
The modulus transformation work tributions which are approximately symmetric about some ce nsformation Yeo and Johnson [25] propose the following transformas best on those disntral point (Li, [22] ). It reduces the kurtosis of the series, while introducing some degree of skewness to a symmetric distribution.
Yeo-Johnson Tra tion in 2000:
In their original paper, Yeo and Johnson [25] find the value of  by minimizing the Kullback-Leibler distance between the normal and transformed distributions. In this paper however, we have found  by maximizing loglikelihoods. This transformation, like Manly, reduces skewness of the distribution and makes the transformed variable more symmetric. 
Dynamic VaR Models
Models for Innovations
In Equation (1), the forecasted mean and variance are ARCH (1, 1) model. As calculated by an ARMA (1, 1)-G mentioned in the introduction, there are two approaches followed to model innovations. In the first approach, ARMA (1, 1)-GARCH (1, 1) model parameters are calculated assuming that standardized residuals alternatively follow Pearson Type IV distribution, Johnson U S distribution, Manly's exponential transformation, normal and Student t-distributions. In the second approach, ARMA (1, 1)-GARCH (1, 1) parameters are calculated assuming that standardized residuals are normally distributed. The extracted standardized residuals are then modeled using the mixture of normal distributions, Extreme Value Theory, and other power transformations such as John-Draper, Bickel-Doksum, Manly, Yeo-Johnson and certain combinations of the above.
Method 1
The first approach consists of five models, whose desig ined below. ns are outl
Z is assumed to be a standard normal distribution. Therefore, the innovations term, , has ze t  ro mean and the standard deviation of t h .
 
Therefore, the log likelihood function mized to find the parameters of the m 
, which is maxi-ARMA-GARCH odel for the series of length T is given by   2 1 1 log 2π 22
The maximum likelihood estimates for 1)-GARCH (1, 1) parameters are found th the ARMA (1, by minimizing e negative of the above function using the fmincon function in MATLAB.
Model 1.2 GARCH-t Model
In Equation (1), t Z is assumed to be a Student t-distribution with zero mean and unit od standard deviation. Therefore, the log likeliho function, the logarithm of the density function of the innovations term, t  , for the series of length T is given by
where represents the degrees of freedom in the t-distribution.
The maximum likelihood estimates for the ARMA (1, 1) GARCH (1, 1) parameters are found by minimizing the negative of the above function using the fminco tion in MATLAB.
Model 1.3 GARCH-PIV Model
In Equation (1),
is assumed to be a Pearson Type IV distribution. Th andardized innovations series has ia e, unit var nce, but not necessarily a zero mean. This was justified by Newey and Steigerwald [26] , who proved that an additional location parameter is needed to satisfy the identification condition for the consistency of parameter estimates when conditional innovation distribution in the GARCH model is asymmetric. Hence Equation (4) holds, but Equation (5) 
The log likelihood function to be maximized is given by 
We use Equation (4) 
The maximum likelihood estimates are calculated by minimizing the negative of the above function using the fmincon function in MATLAB.
Model 1.5 GARCH-Manly Model
In this model, the standardized innovations in Equation (1), it is assumed that when t Z ati is put through Manly's exponential transformation (Equ on (22) The log likelihood function to be maximized is given by
The maximum likelihood estimates are calculated minimizing the negative of the above function using fmincon function in MATLAB. The above equation derived in detail in the Appendix.
Method 2
The second approach consists of nine models, whose designs are outlined below.
Model 2.1 GARCH-EVT Model
In this model, the ARMA (1, 1)-GARCH(1, 1) m at the standardized innovations in Equation (1) by the 
areto Dis-
The Value at Risk is now calculated by the formula q (51)
Choosing the threshold to be used in the calculations is a subjective process. In this paper, we calculate the mean excess returns for various values of thresholds and plot them. For a GPD, the mean excess return is given by: he negative of the return series, th is positive, and mean ex aling param The formula for conditional excess losses above the threshold u (We consider t
The threshold is calculated by observing the graphs and identifying the point from which the conditional excess return increases linearly with the threshold values. It is possible to consider any larger value as a threshold as well, but this way, the maximum number of data points gets accommodated in the extreme value distribution, thus reducing the variance of the obtained parameters. In  Figures 2(a) and (b) , we observe that the thresh old ereby ensuring that the threshold cess return is positive) is given by value for Sensex returns is at 1.4, and for Nifty, it is at 1.5. Note that in the graphs, we consider the negative of the return series, which is why the threshold values are positive.
For certain time series, the graph obtained is no useful for finding the threshold. Consider the mean excess return for DJI in Figure 2 for instance. we consider an appropriately high value fo such as the 95 th percentile of negative returns.
This model also makes use of the pseudo-normal assumption to calculate the ARMA (1 param ese standardized innovations. The mean of one of the two normal distributions in the mixture is assumed to be zero. This assumption is reasonable, as results show that the probability that the standardized residuals lie in this normal distribution is very high. A small percentage lies in the other distribution, with the non-zero mean and higher variance, these yield the very high and very low values observed in the data.
Thus, the parameter vector is of size four:
t very
In such cases, r the threshold, To calculate the parameters through the method of mo ns. It ments, we need five moment equatio at there may not be a solution even if the first five moments were calculated. So we employ a fractile-tofractile comparison test in addition to using certain moment equations.
Model 2.2 GARCH-MixNorm
We employ a modified version of the technique used by Perez [27] . The data (standardized residuals) is 
and satisfying the constraint Equations (49), (50), (52) and (53). As it turns out in most cases, there is no solution which satisfies all of them, in such cases, constraint Equation (52) is dropped. The minimization is carried out using the fmincon function in MATLAB. It turns out that the optimum values of the parameter are dependent on the initial values considered, so the parameters obtained for the previous data point are used as initial values in the optimization for the next one. The Value at Risk is now calculated by the formula in Equation (48), where is calculated from inserting the calculated param ters in the mixture of normals probability density function given by Equation (16) and cumulating it by numerical methods.
Model 2.3 GARCH-Bickel-Doksum Model
We calculate the ARMA (1, 1)-GARCH (1, 1) parameters under the pseudo-normal assumption. The standardized residuals obtained (25) & (26) 
Model 2.5 GARCH-Yeo-Johnson Model
We calculate the ARMA (1, 1)-GARCH (1, 1) parameters under the pseudo-normal assumption. The stan- (27)). By using similar arguments as the previous models, the pa- To obtain the parameter for the Manly transformation, the following log-likelihood function is maximized. 
The Value at Risk is calculated in two steps. First, the low quantile value is ected to the inverse JohnDraper transformation in Equation (61) and this value is back-transformed with the inve subj rse Manly transformation in Equation (65).
Model 2.7 GARCH-Manly-Bickel-Doksum Model alculate the ARMA (1 ption. vatio transfor ed through the Manly exponential transformatio ckel-Doksum tra he inverse transformations in Equations (59) and (65) carried out serially in that order.
We c , 1)-GARCH (1, 1) under the pseudo-normal assum
The inno ns are initially m n remove skewness, and then with the Bi nsformation, which reduces kurtosis. The skewness and kurtosis of the doubly-transformed insample data is given in Tables 2(a) and (b) .
The parameters for the Manly and Bickel-Doksum transformations are calculated by maximizing log-likelihoods in Equations (64) and (58). After the two parameters are obtained, the VaR is calculated from t The standardized residuals f -sample data sformed with various or the in are tran power transformations. The kurtosis of each transformed output is compared to
Model 2.8 GARCH-Yeo-Johnson-John-Draper Model
We calculate the ARMA (1, 1) H (1, 1 the pseudo-normal assumption. The innovations are initially tra ugh the Y on tra -tion to rid it ness. The symm ata is no -formed w -Draper m transfor , which red s. The doub ormed -tained is now roughly normally distributed (Tables 2(a) 
and (b)).
A the para for the two transform obtained from Equations (62) and (60), the VaR is comp the i ransfor in Equ 1) and (63).
GA -Doksum Model W late th (1, 1) (1, 1 the pseudo-normal assumption. The innovations are initially check their normalizing effect. For double-transformations, the data is first transformed with the transformation mentioned first, and then subjected to the second transformation. The tests a dows XP oper W day, the results are generated well within 30 seconds for
The models are tested on six equity indices, Sensex, Nifty, most cases. 
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