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Capítulo 1
Introducción
El trabajo de investigación que a continuación se describirá está presen-
tado bajo la modalidad “compendio de publicaciones” de la Universidad de
Sevilla. Éste es la continuación de los trabajos realizados a lo largo del año
2010, los cuales no forman parte de los elementos a evaluar en esta tesis al
no cumplir los requisitos exigidos, pero que, para ayudar a la comprensión
de lo que se expondrá a continuación, los explicaré de manera muy resumi-
da. Éstos estaban focalizados en mejorar la comunicación de personas con
un alto grado de discapacidad motora y una baja capacidad comunicativa.
Así, se desarrollaron dos trabajos consistentes en una interfaz de control
basado en movimientos oculares (Merino et al, 2010b), y un teclado virtual
que permite manejar un ordenador con un alto grado de personalización
(Merino et al, 2010a). Esta aplicación puede controlarse mediante diversas
interfaces, entre ellas los movimientos oculares o las contracciones muscu-
lares voluntarias. Para más detalles sobre ambos trabajos ver los anexos A
y B. En base a estos antecedentes, se procedió a profundizar en la temática
que constituye el objetivo de esta tesis.
La investigación y el desarrollo de mecanismos de control e interacción
con los sistemas informáticos han propiciado la incorporación de nuevos
elementos que facilitan su manejo y la comunicación con ellos, como por
ejemplo pantallas táctiles, interfaz basada en gestos, seguimiento de mirada
(Kim et al, 2005), acelerómetro (Gómez et al, 2010), joystick de barbilla
para personas con escasa movilidad (Bolton and Wytch, 1992), control por
comandos de voz, etc. Una de las áreas de investigación relacionada con
mejorar la capacidad de interacción y comunicación se denomina Interfaz
Hombre-Computador (en inglés HCI, Human Computer Interface). Ésta es-
tá centrada en el diseño, implementación y evaluación de los mecanismos
que hacen posible que las personas interactúen con las computadoras (Olson
and Olson, 2003), de manera que una de las principales líneas de investiga-
ción es el desarrollo de software y hardware útil, de fácil uso y estéticamente
agradable.
Las bioseñales (señales de origen fisiológico) pueden ser una alternativa
de control con grandes posibilidades y múltiples aplicaciones en el campo
de HCI, sin necesidad de requerir un grado de movilidad alto por parte
del usuario. El estudio y análisis de las bioseñales ha logrado importantes
avances, en concreto, la electrooculografía (EOG), señal eléctrica causada
por los movimientos oculares, ha sido ampliamente usada como elemento
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de comunicación, control de un ordenador (Estrany et al, 2009), teclados
virtuales (Dhillon et al, 2009; Ashtiani and Mackenzie, 2010; Merino et al,
2010b; MacKenzie and Ashtiani, 2011; Merino et al, 2012), sillas de ruedas
(Barea et al, 2000; Yathunanthan et al, 2008), reconocedores de actividad
(Bulling et al, 2008, 2009, 2011), y un largo etcétera donde se pueden apre-
ciar sus posibilidades. Otra bioseñal ampliamente estudiada en el campo de
HCI es la señal eléctrica resultante de la contracción muscular, denominada
electromiografía (EMG). Ésta ha sido aplicada al control de prótesis (Chan
et al, 2000; Khushaba et al, 2012), pinzas (Nussbaum et al, 2009), teclados
virtuales (Dhillon et al, 2009; Merino et al, 2010a, 2012), etc. Otro ejemplo
es la señal eléctrica generada por la actividad neuronal del cerebro (electro-
encefalografía - EEG). Su estudio ha permitido la edición de texto mediante
el paradigma P300 (Nam et al, 2009; Klobassa et al, 2009), el control de un
cursor en base al paradigma del ritmo µ, de manera que el usuario pueda
desplazarlo en la dirección deseada (Mattiocco et al, 2006), o seleccionar un
objeto/acción mediante potenciales visuales evocados (Parini et al, 2009).
Todas las bioseñales anteriormente citadas tienen en común que son
usadas para interpretar acciones voluntarias del usuario. Conjuntamente a
éstas, el cuerpo humano genera otras que escapan, por lo general, al control
del sujeto y que pueden ser usadas para interpretar el contexto y la situación
en la que se desarrolla la acción, y actuar sobre el sistema para conseguir una
mejor experiencia de uso (Picard, 1997). Desde finales del siglo XX, el interés
sobre el estado emocional de los usuarios ha ido creciendo hasta generar un
prometedor campo de investigación denominado Computación Afectiva (en
inglés AC, Affective Computing). Se puede definir AC como la adaptación
de una aplicación sin la intervención explícita de agentes externos, para
mejorar la experiencia de uso, basándose en la información de contexto que
rodea la actividad que está en desarrollo, y el estado emocional del usuario
(Picard, 1997; Ward and Marsden, 2004; El Kaliouby et al, 2006; Calvo
and D’Mello, 2010). Un subcampo de AC es la Computación Fisiológica (en
inglés PC, Physiological Computing) basada en el uso de bioseñales y cómo
éstas cambian para “monitorizar, cuantificar y representar el contexto del
usuario, habilitando una adaptación proactiva e implícita en tiempo real”
(Fairclough, 2009).
La introducción de información subjetiva del estado del usuario se pue-
de realizar de dos formas diferentes no excluyentes: manual y/o automática.
En la primera, es el propio individuo el que inserta dicha información para
que se actúe en consecuencia. Este mecanismo supone que el sistema sea
totalmente pasivo, de manera que no modificará su comportamiento hasta
que el usuario se lo indique. La segunda forma de obtención del estado del
usuario transforma al individuo en un elemento pasivo, del cual obtener
datos y variar el comportamiento del sistema en función de éstos. La infor-
mación emocional puede extraerse mediante el análisis de la expresión facial
(Kappas, 2010), características no verbales del habla (Pfister and Robinson,
32011), imágenes de resonancia magnética (Han et al, 2015), ritmo cardíaco
(Conjeti et al, 2012), electroencefalografía (Nasoz et al, 2010), etc.
El estado emocional de un individuo puede clasificarse con 6 posibles
términos: felicidad, sorpresa, tristeza, disgusto, miedo e ira (Ekman et al,
1987). La identificación de estos estados o un subconjunto de los mismos
ha sido ampliamente estudiada (Kim et al, 2004; Soleymani et al, 2008;
Laparra-Hernández et al, 2009; Petrantonakis and Hadjileontiadis, 2009,
2010a,b), no obstante, otros autores se han centrado en identificar el grado
de agitación, estrés, carga de trabajo y/o fatiga mental (Iwanaga et al, 2000;
Dedovic et al, 2005; Pfurtscheller et al, 2007; Shi et al, 2007; Luttmann et al,
2010; Setz et al, 2010; Steven A. et al, 2010; Sun et al, 2012). Esto puede
ser usado para mejorar la capacidad de un sistema (Norman, 2007), como
por ejemplo la regulación de notificaciones (Chen and Vertegaal, 2004), la
reducción de la frustración, el nerviosismo y bloqueos mentales durante la
conducción de un automóvil (Nasoz et al, 2010; Wu et al, 2010; Singh et al,
2011; Conjeti et al, 2012), prevenir el aburrimiento en videojuegos mediante
el mantenimiento del nivel de dificultad (Chanel et al, 2011; Giakoumis et al,
2011), o el refuerzo de emociones positivas (Janssen et al, 2012).
En base a los conceptos citados anteriormente, se ha desarrollado la pre-
sente tesis. Ésta comprende dos técnicas de procesamiento de bioseñales,
constituida por dos artículos centrados en electrocardiografía y electroocu-
lografía (Merino et al (2015b,a) - secciones 4.1.3 y 4.2.3), en los cuales se
trata de eliminar aquellas interferencias que pueden perjudicar el correcto
funcionamiento de los sistemas HCI y PC, o destacar los transitorios que son
objeto de estudio. Asimismo, se ha analizado las variaciones de diferentes
parámetros de electrocardiografía y electroencefalografía en tres artículos de
congresos (Merino et al (2012); Monge et al (2014); Merino et al (in press
2015) - secciones 4.2.4, 4.2.5 y 4.3.1), con el objetivo de caracterizar estos
cambios para una futura aplicación capaz de detectar el estado emocional
del sujeto.

Capítulo 2
Objetivos
El diseño de una interfaz de usuario puede separarse en tres niveles:
captación de los datos, procesamiento de la información y actuación sobre
el sistema (figura 2.1). El primero de los niveles es responsable de regis-
trar las señales, independientemente de la naturaleza de éstas (movimiento
ocular, contracción muscular, frecuencia cardíaca, etc.). Una vez captadas
las señales, el segundo bloque lleva a cabo la extracción de información de
las mismas, la cual será usada en el tercer nivel para interactuar con el sis-
tema, cuya interpretación puede relacionarse con el control voluntario del
computador y/o con el estado emocional del sujeto.
Figura 2.1: Arquitectura del sistema.
El amplio espectro de señales corporales, así como su naturaleza y ori-
gen, impone diferentes métodos de captación y procesamiento. De las dife-
rentes técnicas de registro de señales fisiológicas, nos centraremos en las que
son poco invasivas, aquellas que usan electrodos de superficie. Asimismo, la
información proporcionada por las bioseñales varía de una a otra, de mane-
ra que algunas son más adecuadas para determinar diversas características
frente a las otras. Esto hace necesario realizar un estudio comparativo en-
tre las diferentes alternativas para determinar qué bioseñales son las más
adecuadas en cada caso. Esta tesis se centra en:
Electroencefalografía (EEG): registro de la señal generada por las neu-
ronas cerebrales.
Electrooculografía (EOG): registro de la señal asociada al movimiento
ocular.
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Electrocardiografía (ECG): registro de la señal resultante de actividad
eléctrica del corazón.
La meta principal que pretende este trabajo de investigación es evaluar
el uso de las bioseñales para el diseño de interfaces que permitan la inter-
acción con un computador. Se trata de analizar distintas bioseñales para su
incorporación a un sistema abierto y flexible, el cual permita elegir la que
mejor se adapte al sujeto y su entorno. Para ello, es necesario determinar
cuál es el procesamiento más adecuado, y qué parámetros son más robus-
tos y significativos a la hora de inferir una determinada acción o el estado
emocional del individuo.
Capítulo 3
Fisiología de las bioseñales
El estudio de las bioseñales requiere conocer la base fisiológica de cada
una de ellas. Por ello, a continuación, se va a presentar los mecanismos
biológicos que se producen en el cuerpo humano asociados a las diferentes
bioseñales en las que se centra esta tesis, y qué información se puede extraer.
Primero se describe la base de la actividad cerebral, seguido de los mo-
vimientos oculares, y se finaliza con la actividad cardíaca.
3.1. Electroencefalografía
El sistema nervioso (SN) es el responsable de la coordinación y control
de los diferentes órganos que componen el cuerpo humano, cuyo componente
básico es la neurona (Carretié Arangüena and Iglesia Dorado, 2000; Nunez
and Srinivasan, 2006; Sörnmo et al, 2014). Éste se divide en sistema nervioso
central (SNC) y sistema nervioso periférico (SNP). El primero, constituido
por el cerebro y la médula, es responsable de llevar a cabo la coordina-
ción muscular, control respiratorio, regulación hormonal, control del ciclo
vigilia-sueño, procesar e interpretar la información visual, auditiva, olfati-
va, y somática (tacto, temperatura, dolor), así como funciones relacionadas
con procesos emocionales, motivacionales, aprendizaje y memoria. El se-
gundo, constituido por el resto de componentes de SN que no forman parte
del SNC, es responsable de transmitir la información del SNC a músculos y
glándulas, y de los receptores sensoriales al SNC. El SNP puede subdividirse
en sistema nervioso somátosensorial (SNSS), responsable principal de enviar
a la musculatura estriada las ordenes provenientes del SNC y remitir a éste
la información sensorial desde los receptores, y sistema nervioso autónomo
(SNA) cuya actividad está relacionada con las glándulas, musculatura lisa
y cardíaca, cuyo funcionamiento, en general, es involuntario o autónomo.
El SNA se divide en dos partes antagonistas, esto es, producen reacciones
contrarias: sistema nervioso simpático (SNS) y sistema nervioso parasimpá-
tico (SNPS). El primero actúa sobre todo el organismo preparándolo para
realizar alguna acción motora, lo que supone un gasto energético, tradu-
ciéndose en un aumento de la tasa cardíaca, dilatación de los bronquiolos,
contracción de vasos sanguíneos en ciertas zonas, aumento de la sudoración,
etc. El segundo aumenta la energía almacenada en el organismo, y tiene la
capacidad de actuar por zonas, esto es, limitar su acción a áreas concretas
del organismos, por ejemplo, incrementando la actividad digestiva (el SNS
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la reduce), disminuyendo el ritmo cardíaco, contrayendo los bronquiolos,
etc. De esta forma, la influencia ejercida por el SNA tiene su reflejo en otras
bioseñales, por ejemplo el ECG, de manera que a partir de ellas se puede
obtener un índice del nivel de acción (SNS) y reposo (SNPS) del individuo.
El cerebro humano puede dividirse en dos partes denominadas hemisfe-
rios, los cuales realizan un control cruzado del sistema visual y las activi-
dades motoras del cuerpo, es decir, el hemisferio izquierdo controla la parte
derecha del cuerpo y el derecho la parte izquierda. De forma genérica, cada
hemisferio puede dividirse en 4 lóbulos diferentes (figura 3.1):
Figura 3.1: Lóbulos del cerebro.1
Lóbulo frontal: responsable de la planificación, coordinación, control
y ejecución de la conducta (socialización, comportamiento sexual, es-
pontaneidad, control de impulsos y raciocinio), funciones motoras (in-
cluye los movimientos oculares que es independiente de los estímulos
visuales), la comunicación mediante la generación y emisión del len-
guaje, y memoria a corto plazo. Esta área es responsable de recopilar
la información de las restantes estructuras del cerebro para coordinar
una respuesta conjunta.
Lóbulo parietal: encargado de procesar la información somática (tacto,
presión, dolor, temperatura), el conocimiento de los números y sus
relaciones y la manipulación de los objetos.
Lóbulo occipital: centra principalmente el análisis e interpretación de
la información visual.
Lóbulo temporal: descifra la información auditivas, afianza la memoria
a largo plazo (por ejemplo recuerdo de palabras y nombres de objetos),
y realiza tareas visuales complejas como el reconocimiento de rostros,
imágenes, objetos, etc.
1La imagen es una modificación de otra con licencia copyleft. La original: “Gehirn,
lateral - Lobi eng” por NEUROtiker - Trabajo propio. Licencia bajo CC BY-SA 3.0 a
través de Wikimedia Commons.
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Esta división de funcionalidades de los diferentes lóbulos proporciona
una idea general de las acciones que realiza cada uno de ellos. No obstante, el
procesamiento de la información es más difuso, como apunta en la capacidad
del cerebro de recomponerse y suplir las funciones de ciertas áreas tras una
lesión (Bova et al, 2008).
3.1.1. Registro de EEG
La electroencefalografía (EEG) es una técnica de registro de la actividad
eléctrica del cerebro que emplea electrodos de superficies repartidos por
el cuero cabelludo, que permite el estudio del funcionamiento general del
cerebro. Se sabe que el origen de esta actividad no está en los potenciales de
acción en los axones de las neuronas (Li and Jasper, 1953) ni es causada por
estructuras neuronales cerradas (grupos de neuronas en las que los cuerpos
celulares se sitúan en el centro y sus axones se dirigen hacia la periferia,
conformando una especie de esfera), como por ejemplo el tronco cerebral,
puesto que las corrientes generadas se anulan entre sí cuando se intentan
registrar desde el exterior (Lorente De Nó, 1947). No obstante, parece que los
potenciales de acción de las dendritas y los cuerpos celulares, principalmente
de la corteza cerebral (parte más externa del cerebro y más próxima al cuero
cabelludo) son las principales fuentes del EEG (Lorente De Nó, 1947; Cooper
et al, 1974; Lutzenberger et al, 1987; Molnár, 1994; Nunez and Srinivasan,
2006).
Figura 3.2: Esquema de posiciones de los electrodos y etiquetas. Los circulos de color
azul corresponden al Sistema Internacional 10-20, y en blanco a las posiciones introducidas
a éste en su extensión 10-10.
El esquema seguido a la hora de situar los electrodos sobre el cuero
cabelludo es el mostrado en la figura 3.2 (Jasper, 1958). Éste es un esquema
estándar reconocido internacionalmente denominado 10-20 debido a que la
distancia entre los electrodos es de un 10% o un 20% el perímetro del cráneo,
lo que permite que éstos se sitúen en zonas equivalentes independientemente
de la dimensión del cráneo. Existen dos extensiones de este montaje: el
sistema 10-10 y el sistema 10-5. En éstos la distancia entre los electrodos se
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han disminuido. En el primero la separación se ha reducido a un 10% de la
medida del cráneo, mientras que el segundo el espacio es un 10% o un 5%
(Chatrian et al, 1985; Oostenveld and Praamstra, 2001).
En estos montajes hay que destacar dos ejes fundamentales: el eje sagital,
que se dirige desde el nasión (punto de comienzo del hueso nasal) hasta el
inión (protuberancia externa del hueso occipital), que permite diferenciar
entre hemisferios cerebrales, y el eje transversal, que va desde un conducto
auditivo hasta el otro. Los nombres de las posiciones están asociados al
lóbulo sobre el que se sitúan, así el lóbulo occipital tiene asociado la etiqueta
O, el parietal se identifica como P y el temporal se corresponde con la letra
T. El lóbulo frontal, al ser el más extenso ha sido dividido en zona anterior,
media y surco central identificadas como FP, F y C. Las áreas intermedias
en el sistema 10-10, al recaer en regiones limítrofes entre lóbulos, están
identificadas con la unión de las etiquetas de los lóbulos entre los que se sitúa,
por ejemplo, FC hace referencia a la zona media y el surco central del lóbulo
frontal, TP identifica al área temporal-parietal, etc. Los subíndices permiten
determinar en qué hemisferio se encuentran situados los electrodos: valores
impares corresponden al izquierdo, mientras que los casos pares se asocian
con el derecho. El subíndice z indica que el electrodo está situado sobre el
eje sagital. Por otro lado, es necesario emplear un electrodo de derivación
a tierra, el cual se suele situar en la posición FPz, y uno que actúe como
referencia, pudiendo situarse sobre los mastoides (detrás de la oreja), lóbulo
de las orejas o la punta de la nariz, puesto que estas localizaciones están
alejadas de la influencia del EEG y artefactos causados por la actividad
muscular.
3.1.2. Características del EEG
A continuación se exponen las características eléctricas y frecuenciales
de mayor relevancia de los datos EEG, y se detallan qué información se
puede extraer que permita determinar el estado emocional de un individuo.
Características generales
Los datos de EEG muestran un patrón sinusoidal u oscilatorio muy sensi-
ble a artefactos debido a su baja potencia, siendo escasamente superior a las
interferencias o incluso inferior en algunos casos, destacando los artefactos
provenientes de las contracciones de los músculos faciales, los movimientos
oculares y parpadeos, ya que pueden afectar a cualquier posición del sis-
tema 10-10. Por ello, se recomienda relajar al sujeto antes de las pruebas,
evitar la verbalización, y realizar un registro EOG para usarlo en un proceso
posterior de filtrado.
El análisis de la actividad de las ondas EEG se centra básicamente en
el estudio de diferentes bandas de frecuencias, asumiéndose que a mayor
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actividad cerebral se tiene una mayor frecuencia y una menor amplitud
(existe una relación inversa entre ambas características). En termino general,
los datos de EEG se dividen en 5 bandas diferentes (Carretié Arangüena and
Iglesia Dorado, 2000; Nunez and Srinivasan, 2006; Sörnmo et al, 2014):
Onda delta (δ): su rango de frecuencia se sitúa entre 0.5 y 4Hz con una
amplitud que va de los 100 a los 200µV. Está asociada a una impor-
tante atenuación del nivel general de actividad, como sueño profundo.
Ésta desaparece durante la vigilia en sujetos sanos, y puede ser indica-
tivo de zonas tumorales o con lesiones ya que se suele captar actividad
delta en dichas áreas.
Onda theta (θ): su rango de frecuencia se sitúa entre 4 y 8Hz con un
rango de amplitud situado entre 50 y 100µV y está asociada a una
disminución del nivel de actividad, como somnolencia, primeras fases
del sueño, meditación o en determinadas tareas que requieren una alta
concentración.
Onda alfa (α): su rango de frecuencia se sitúa entre 8 y 12Hz cuya
amplitud varía entre 20 y 50µV. Es el ritmo predominante en sujetos
sanos, despiertos y relajados, observándose mejor cuando los ojos están
cerrados. Es apreciable en todo el cuero cabelludo, aunque predomina
en la región occipital. La aplicación de un estímulo o la realización
de una tarea, por sencilla que sea, hace que esta onda desaparezca y
aparezca la actividad en la banda beta.
Onda beta (β): su rango de frecuencia se sitúa entre 12 y 30Hz osci-
lando entre 10 y 20µV de amplitud. Se asocia a niveles de actividad
moderado, de modo que la frecuencia se incrementará según aumen-
ten los requisitos cognitivos o implicaciones afectivas de la tarea. Este
ritmo se localiza principalmente en las regiones frontal y central.
Onda gamma (γ): su rango de frecuencia se sitúa entre 30 y 50Hz con
una amplitud inferior a 10µV. Está relacionada con el procesamiento
de información y requerimientos cognitivos elevados.
La separación en 5 bandas es la más aceptada, aunque existen subdivi-
siones de éstas, así como otras ondas que sólo aparecen en ciertas áreas o
situaciones especiales. Por ejemplo, algunos autores dividen la onda α en
baja, de 8 a 10Hz, y alta, de 10 a 12Hz (Lorenzo et al, 1995; Klimesch,
1999); otros hacen lo mismo pero con la banda β, diferenciando entre ritmo
lento (12-18Hz) y rápido (18-30Hz) (Lorenzo et al, 1995); en ciertos estu-
dios consideran la banda γ como una ampliación de la banda β (Cooper
and Osselton, 1980); el ritmo µ (8-13Hz) se relacionada con la actividad de
las neuronas espejo (Rizzolatti and Craighero, 2004; Oberman et al, 2005),
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y el ritmo σ, con frecuencias entre 12 y 15Hz, se relaciona con la fase REM
del sueño (Uchida et al, 1994).
Además de los ritmos anteriormente apuntados, que están relacionados
con la actividad espontánea del cerebro, existen otros asociados a acon-
tecimientos discretos que se caracterizan por cambios rápidos (respuestas)
y de corta duración que se estudian en el dominio temporal. Éstos suelen
denominarse potenciales evocados relacionados a eventos (en inglés ERP,
event-related potential) y quedan enmascarados por la actividad espontá-
nea del cerebro ya que la amplitud éstos es muy inferior (por lo general
menor a 1µV). Para hacerlos visibles se trabaja con promedios de ventanas
temporales, que no superan el segundo de longitud, y siguen a una secuencia
repetida del mismo estímulo (Dawson, 1947). Se basa en una propiedad de
los procesos estocásticos: el promedio de señales aleatorias tiende a cero. Así,
la media de los diferentes segmentos revelará las desviaciones relacionadas
con ERP y eliminará los elementos no relacionados con ellos (figura 3.3). No
obstante, el fenómeno de habituación al estímulo, el cansancio del sujeto y
otros elementos pueden mermar la amplitud del ERP, por lo que se aconseja
que el número de repeticiones del estímulo no sea excesivamente elevado.
Figura 3.3: Registro de un ERP. En la parte superior se muestra los datos correspon-
dientes a las ventanas de la secuencia de presentación del mismo estímulo, y en la parte
inferior se obtiene el promedio.
Características psicofisilógicas
El estudio de las variaciones del EEG ha permitido diferenciar áreas
relacionadas con diferentes características psicológicas. Las tareas de tipo
analítico (atendiendo más a los detalles), verbales y emociones positivas
afectan preferentemente en el hemisferio izquierdo, mientras que el derecho
centra las tareas de visión espacial, las actividades de síntesis (atendiendo
más al cómputo global) y emociones negativas (Davidson and Fox, 1982;
Ahern and Schwartz, 1985; Ray, 1990).
La realización de tareas cognitivas que requieren una demanda alta de
atención de los sujetos, como memoria o aritmética, han mostrado una ga-
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nancia en la banda θ y una atenuación en la α con respecto al intervalo
de reposo inicial y el incremento de la demanda requerida en la actividad
(Glass, 1966; Fernández et al, 1995; Gevins et al, 1997; Klimesch, 1997;
Gevins et al, 1998), observándose a su vez, que la realización de prácticas,
que permiten mejorar el rendimiento obtenido, se traduce en un aumento en
ambas bandas (Gevins et al, 1997). También se ha descrito de un incremen-
to de la potencia en la banda δ en las áreas frontal y central causado por
tareas aritméticas de diferentes dificultades y requerimientos de concentra-
ción (Etevenon, 1986; Valentino et al, 1993; Fernández et al, 1993, 1995).
En referencia a la banda β, se ha observado una tendencia creciente en el
región frontal del cerebro y decreciente en la restantes zonas, que se agu-
diza con el aumento de la complejidad de la actividad realizada y la carga
cognitiva (Ray and Cole, 1985; Petsche et al, 1986; Fernández et al, 1995).
Por otro lado, se ha relacionado el incremento de la demanda de atención
con un aumento en la potencia de banda γ, en especial en la región parietal
(Gruber et al, 1999).
Los ERP han sido empleados en estudios psicofisiológicos, por ejemplo,
como índice de atención (Graham and Hackley, 1991). Aquí se centrará la
atención en algunos de ellos que han sido relacionados con diferentes estados
psicológicos. Uno de los más importantes ERP es el P300, que sucede entre
300 y 500ms después de observar un estímulo de interés entre un conjunto
de estímulos diferentes. Uno de ellos, el que debe captar la atención del
individuo, es menos frecuente que el resto, de manera que el sujeto debe
atender a este estímulo infrecuente. Esto permite que este ERP pueda ser
aplicado en HCI, y además facilita evaluar la relevancia o significado que se le
concede a un estímulo (Picton and Hillyard, 1988; Johnson, 1993; Nam et al,
2009; Klobassa et al, 2009). Los ERP también han sido observados como
consecuencia de estímulos afectivos. El P300 ha mostrado mayor amplitud
en la regiones parietal y temporal ante estímulos que suscitan una mayor
agitación a los individuos, frente a aquéllos que inducen relajación (Molnár,
1994; Carretié, 1995). Otro ERP que ha sido usado es el potencial positivo
posterior (en inglés LPP, late positive potential), que se produce entre 400 y
500ms después del estímulo. Éste ha mostrado un incremento positivo más
relevante cuando se observan emociones positivas que cuando se percibe
estímulos negativos (Cacioppo et al, 1994; Bradley et al, 2007; Pastor et al,
2008).
Por último, se ha estudiado el efecto de la somnolencia sobre la actividad
cerebral. Los sujetos han mostrado que la banda θ experimenta una desin-
cronización durante la privación de sueño (disminución de la amplitud),
principalmente en la región posterior de la corteza cerebral, mientras que
la potencia de la banda α, principalmente en el área frontal, experimenta
una suave atenuación durante la vigilia o los periodos de privación de sueño,
y un aumento significativo (sincronización) después del sueño (Manganotti
et al, 2012, 2013).
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3.2. Electrooculografía
El sistema muscular ocular tiene como principal objetivo dirigir la fóvea
(área de la retina donde se proyectan los haces luminosos) hacia aquellos
objetos o escenas que resultan de mayor interés para el individuo. No obs-
tante, este comportamiento constituye una las organizaciones neuronales
más complejas del sistema nervioso, ya que los ojos pueden ser dirigidos vo-
luntariamente, cambiando el foco de atención, y a su vez éstos experimentan
diferentes movimientos reflejos con el objetivo de mantener la escena visual
de interés centrada en la fóvea. Así estos movimientos reflejos compensan
los desplazamientos que acontecen al girar la cabeza, al desplazar el cuerpo,
cuando se mueve la escena que se está observando o todos ellos a la vez.
El registro de los movimientos oculares no se basa en captar la actividad
eléctrica de la musculatura ocular, sino que consiste en medir las variacio-
nes del potencial eléctrico que crea el dipolo ocular córnea-retina con los
cambios de fijación en la mirada. Hasta 1922 no se obtendrían los prime-
ros registros EOG humanos, siendo en 1936 cuando se demostraría que la
actividad EOG está provocada por el potencial entre la córnea y la retina,
y no por la contracción de la musculatura ocular, como se pensaba hasta
entonces. Este potencial eléctrico oscila alrededor de ±1mV (Nikara et al,
1976; Scerbo et al, 1992), aunque su valor varía con la intensidad luminosa
(Denney and Denney, 1984). Los electrodos situados en las vecindades de
los ojos pueden captar la orientación del dipolo ocular, de manera que cada
electrodo registrará un potencial más positivo cuando el ojo gire hacia él,
y más negativo en caso contrario. Asimismo, si la córnea y la retina están
equidistantes a ambos electrodos, la actividad eléctrica captada será nula
(figura 3.4).
Figura 3.4: Esquema conceptual de electrooculografía.
Los movimientos de los ojos y párpados son el resultado de la actividad
de siete músculos que constituyen la musculatura ocular (figura 3.5):
Elevador del parpado: responsable de abrir y cerrar los parpados.
Recto lateral y medial: responsables de los movimientos horizontales.
El recto lateral aleja la retina del tabique nasal, mientras que el recto
medial la aproxima.
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Recto superior e inferior : responsables de los movimientos verticales.
El recto superior gira el ojo hacia arriba y levemente hacia fuera, y el
recto inferior lo mueve hacia abajo y someramente hacia adentro.
Oblicuo superior e inferior : responsables de los involuntarios movi-
mientos de torsión, esto es, desplazamientos de poca amplitud que
permiten que los ojos mantengan cierta horizontalidad cuando la ca-
beza se inclina a un lado. El oblicuo superior hace girar el ojo de forma
que la córnea se dirige hacia abajo y al exterior, y el oblicuo inferior
la orienta hacia arriba y afuera.
Figura 3.5: Musculatura ocular.
Estos músculos serán los encargados de mover el globo ocular de forma
que, en función del músculo o conjunto de músculos que se activen, se tendrá
un movimiento u otro. Así, se llama elevación cuando el ojo gira hacia arriba
y abatimiento cuando gira hacia abajo, aducción cuando el ojo se dirige
hacia la zona nasal y abducción cuando se aleja de ella, y torsión a los
desplazamiento involuntarios de compensación de horizontalidad cuando se
inclina la cabeza a un lado (figura 3.6).
Figura 3.6: Tipos de movimientos oculares.
Además de los movimientos oculares citados, existen los movimientos
de vergencias, que hacen que los ojos converjan o diverjan en función de si
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se enfocan objetos cercanos o lejanos, y los nistagmoides, consistentes en
movimientos intermitentes de poco amplitud y rápida oscilación en torno al
centro de visión, que pueden aparecer tras varios giros de un sujeto sobre
sí, por consumo de droga, problemas cerebrales, patologías en el sistema
visual, etc.
Los movimientos oculares pueden ser agrupados en dos tipos: lentos y
rápidos (Carretié Arangüena and Iglesia Dorado, 2000). El primero es res-
ponsable de mantener la proyección del objeto de interés sobre la fóvea
ocular cuando la escena observada no es estática y su velocidad no so-
brepasa los 30°/s. Los movimientos rápidos pueden dividirse en dos tipos:
sacadas, con desplazamientos de hasta 700°/s, permiten cambios rápidos del
punto de fijación de la mirada, y microsacadas, cuya velocidad es inferior
a 0.25°/s, previenen que una escena deje de percibirse debido al efecto de
acomodación por la proyección continuada de un objeto en el mismo punto
de la retina durante las fijaciones (tiempo que va de una sacada a otra). A
menudo el movimiento sacádico no logra alcanzar correctamente el nuevo
punto de fijación, de forma que se producen movimientos sacádicos adicio-
nales de “corrección”, lo que en la señal se traducen en desviaciones situadas
al final de la sacada principal llamadas sobredisparos (Weber and Daroff,
1971; Bahill et al, 1975). En la literatura existen tres tipos de sobredisparos
(figura 3.7), de los cuales el denominado como sobredisparo estático, que es
visible a simple vista, es objeto de análisis. De esta manera, a lo largo de es-
ta tesis, cuando se use el termino sobredisparo se estará haciendo referencia
al tipo estático.
Figura 3.7: Tipos de sobredisparos: arriba se muestra la amplitud del movimiento frente
al tiempo y abajo la velocidad; a) sacada sin sobredisparo; b) sobredisparo dinámico; c)
infradisparo; d) sobredisparo estático.
Otro aspecto importante de la actividad ocular es el parpadeo. Los par-
pados son dos membranas móviles que cubren los globos oculares, que pro-
pician la limpieza e hidratación de éstos, y los defienden de agentes físicos
externos. La apertura y cierre de los mismos causan un interferencia rele-
vante en forma de campana en los datos de EOG que puede dificultar el
procesamiento automático de esta señal.
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3.2.1. Registro de EOG
La técnica de registro EOG emplea electrodos superficiales cuya locali-
zación más común se muestra en la figura 3.8. Suelen situarse alineados con
la pupila de los ojos en su posición central mirando al frente. El registro
de los movimientos horizontales se realiza con electrodos situados en la co-
misura externa de ambos ojos, debido a que en la comisura interna puede
ser captada parte de la actividad eléctrica del otro ojo. Este tipo de monta-
je, que usa los dos ojos para registrar la actividad horizontal, se denomina
binocular. Los movimientos verticales se suelen estudiar mediante un mon-
taje monocular, es decir, sobre uno de los ojos, situando un electrodo por
encima de la ceja, en un área próxima a ésta, y el otro se fija por debajo
del parpado inferior, próximo al ojo pero sin resultar molesto, y alineado
con el otro electrodo. Al contrario de los movimientos horizontales, estas
localizaciones minimizan las interferencias producidas por el otro ojo. Usar
el ojo izquierdo o derecho dependerá únicamente del experimentador o la
comodidad del sujeto y sus limitaciones. Asimismo, es conveniente situarlos
de manera que la tensión captada indique cuál es la dirección del movimien-
to con el fin de facilitar la interpretación de los datos. Por ello, es común
que los movimientos a la derecha y arriba se registren como una desviación
de tensión más positiva.
Figura 3.8: Montaje para captar la señal de EOG. Los electrodos H y V registran los
movimientos horizontales y verticales respectivamente.
El registro simultáneo de los movimientos verticales y horizontales va
a permitir tener un mapa bidimensional de los desplazamientos oculares,
tal como ocurre en sistemas basados en localización de la mirada, donde es
fundamental calibrar con precisión la señal, de manera que en función del
voltaje acontecido al realizar un movimiento se puede determinar cuántos
grados se ha desplazado la mirada en una determinada dirección. No obstan-
te, el montaje de los sensores dependerá del estudio que se esté realizando.
De hecho, si se está interesado en los movimientos oculares que ocurren
durante la lectura de un texto, basta con usar solo el montaje horizontal,
o si lo que se quiere es analizar los parpadeos, es suficiente con el montaje
vertical.
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3.2.2. Características del EOG
A continuación se expone las características eléctricas y temporales aso-
ciada al registro de movimientos oculares mediante la técnica EOG, y se
detalla qué información se puede extraer que permita determinar el estado
emocional de un individuo.
Características generales
La electrooculografía permite el registro de los desplazamiento de los glo-
bos oculares mediante las variaciones que se producen en el dipolo córnea-
retina. Su análisis muestra que los valores de tensión asociados a los movi-
mientos oculares oscilan entre 5 y 20µV/°, cuasi lineal para desplazamientos
de ±30° desde la posición central de los ojos (Singh and Singh, 2012), con
una amplitud que va desde 50 a 3500µV según los desplazamientos, y con un
rango frecuenciales principales situado entre 0 y 30Hz (Brown et al, 2006).
La duración de las sacadas dependen del ángulo del movimiento, siendo los
desplazamientos más comunes inferiores a 20°, y con una duración de has-
ta 100ms (Duchowski, 2007). El periodo de fijación, esto es, el intervalo de
tiempo entre dos sacadas consecutivas, oscila entre 100 y 200ms (Manor and
Gordon, 2003).
De los diferentes elementos que pueden dificultar el procesamiento au-
tomático de los datos de EOG, destacan cuatro: ruido de ambiente, despla-
zamiento de su línea base o deriva, pestañeos y sobredisparos. El primero es
provocado por el entorno que rodea al sujeto durante el registro de datos.
En él influye la señal de potencia de la red eléctrica, los equipos eléctricos,
la interfaz de contacto entre el electrodo y la piel, etc. La segunda fuente
de perturbación, la deriva, es causada por la variabilidad de la componente
de continua, que puede verse influida por interferencias de otras bioseña-
les (EEG, EMG, etc.), el nivel de luminosidad que modifica el potencial
corneo-retinal (Nikara et al, 1976; Scerbo et al, 1992), el sexo y la edad
(Höhne, 1974), y movimientos corporales del sujeto. Finalmente, los pes-
tañeos y sobredisparos provocan perturbaciones en forma de campana que
puede ser confundido con sacadas por las técnicas de procesamiento auto-
máticos, por lo que es conveniente su eliminación. La duración del parpadeo
oscila entre 100 y 400ms (Schiffman, 2001), con una frecuencia entre 12 y
19 ocurrencias por minuto para parpadeos espontáneos en individuos rela-
jados, mientras que los sobredisparos son la consecuencia de un movimiento
sacádico secundario para corregir un error en la detección del foco de inte-
rés, y los cuales son apreciables a simple vista cuando los desplazamientos
son grandes (Bahill et al, 1975).
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Características psicofisilógicas
Los movimientos oculares y pestañeos han sido principalmente relaciona-
dos con la fatiga mental, la privación parcial o total de sueño y sus diferentes
fases (Hori, 1982; Hasan, 1996; Sallinen et al, 2004). La fatiga leve, así como
la degeneración de éste en somnolencia cuando se extiende en el tiempo, lle-
va asociado variaciones en diferentes parámetros (Morris and Miller, 1996;
Sirevaag and Stern, 2000; Caffier et al, 2003; De Gennaro et al, 2005). Un
cansancio severo trae consigo una disminución de la frecuencia de los par-
padeos, mientras que la fatiga leve la incrementa. Asimismo, ambos estados
producen que la duración del pestañeo aumente, siendo mayor cuando el
cansancio es más severo. Por otro lado, la somnolencia produce una ralen-
tización significativa de los movimientos oculares, llegando a ser propios de
los primeros estados de sueño (Galley, 1989, 1998; De Gennaro et al, 2000,
2001, 2005; Magosso et al, 2007). La privación total o parcial de sueño, por
lo general mayores a 24 horas o con periodos de sueños inferiores a 5 horas,
afecta negativamente a las sacadas, disminuyendo su velocidad y precisión,
y aumentando su latencia (intervalo de tiempo que va desde el instante que
se presenta un estímulo hasta que se inicia el movimiento ocular), sugiriendo
una disfunción en la actividad cerebral (Porcu et al, 1998; App and Debus,
1998; Russo et al, 2003; Zils et al, 2005; Rowland et al, 2005; Bocca and
Denise, 2006; Schleicher et al, 2008; Hirvonen et al, 2010). La privación de
sueño provoca la disminución de la metabolización de la glucosa en el ce-
rebro (Thomas et al, 2000), de manera que puede ser ésta la causa de la
variación de la velocidad de la sacada y demás variables oculares.
La realización de tareas monótonas que requieren poca actividad físi-
ca/mental puede provocar situaciones de somnolencia similares a las pro-
ducidas con déficit de sueño (Sallinen et al, 2004). La realización de un
trabajo monótono y poco estimulante, precedido de un periodo de sueño
adecuado y reparador, genera resultados similares a los producidos cuando
se experimenta privación parcial del sueño y la tarea requiere cierto nivel
de atención. La falta de sueño supone un aumento de la fatiga que provoca
un deterioro psicomotor, que afecta a las actividades cognitivas, así como a
la coordinación y precisión de movimientos en el individuo, aumentando la
probabilidad de accidentes, errores y disminuyendo la productividad (Horne
and Reyner, 1995; Harrison and Horne, 2000; Dorrian et al, 2008).
Aunque los movimientos oculares se han relacionado principalmente con
la somnolencia, como se ha expuesto anteriormente, ciertos trabajos han es-
tudiado el efecto de la carga cognitiva. El incremento en la complejidad de la
tarea lleva asociado una reducción de la frecuencia de pestañeos (Freudent-
haler et al, 2003; Himebaugh et al, 2009), y aumento del número de sacadas
de amplitud mayores de 10°, las cuales, mayoritariamente, están acompa-
ñadas por un parpadeo (Cardona and Quevedo, 2014). Por otro lado, la
proporción de fijaciones de entre 150 y 900ms se reducen significativamente,
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mientras que aumenta para aquéllas con duración inferior a 150ms o superior
a 900ms (Findlay and Walker, 1999; Schleicher et al, 2008). Sin embargo, no
se puede establecer una relación inequívoca entre este parámetro y la carga
cognitiva, pues la duración puede variar con diferentes procesos neuronales
(Radach et al, 1999; Godijn and Theeuwes, 2002).
3.3. Electrocardiografía
La actividad rítmica asociada a las contracciones del músculo cardíaco
o miocardio es la responsable de la difusión sanguínea que conlleva el trans-
porte de oxígeno y nutrientes a todas las células del organismo, captación
y eliminación del CO2 asociado a los procesos respiratorios celulares, dis-
tribución de hormonas, regulación de la temperatura corporal, etc. Ésta se
adapta a las necesidades de organismo, variando según los requerimientos
energéticos durante una actividad deportiva, en función de la temperatura
ambiente, ciclo de vigilia/sueño, etc., viéndose afectado también por aspec-
tos psicológicos como son ansiedad, estrés, ira, etc.
Figura 3.9: Esquema del corazón2(Nódulo SA: nódulo sinusal; Nódulo AV: nódulo aricu-
loventricular; AD: aurícula derecha; AI: aurícula izquierda; VD: ventrículo derecho; VI:
ventrículo izquierdo).
El corazón está constituido por dos cavidades superiores llamadas au-
rículas, y dos inferiores denominadas ventrículos (figura 3.9). La aurícula
derecha recibe la sangre desoxigenada y la transfiere al ventrículo derecho
para que éste la impulse hacia los pulmones, donde se producirá la expul-
sión del CO2 y captación de O2. La aurícula izquierda recibirá la sangre
oxigenada de los pulmones y la emitirá al ventrículo izquierdo para que
seguidamente fluya al resto del organismo. El proceso de contracción y re-
lajación de las diferentes cavidades que permite la emisión y recepción de
sangre se denomina sístole y diástole. Éste se realiza de manera coordinada,
2La imagen es una modificación de otra con licencia copyleft. La original: “Atrial septal
defect-null” por Manco Capac - Trabajo propio. Licencia bajo CC BY-SA 3.0 a través de
Wikimedia Commons.
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de forma que, en un primer estado, la sístole auricular conlleva la diástole
ventricular, y posteriormente se llevará a cabo la sístole ventricular, que
supone la diástole auricular.
El responsable de este patrón de contracciones es el tejido nodal (figu-
ra 3.9), cuyas células poseen la capacidad de generar potenciales de acción
de forma autónoma, sin la intervención de ninguna neurona. Este proceso es
posible gracias a que la despolarización de una célula es capaz de despolizar
las células vecinas. La contracción se inicia en el nódulo sinusal (NSA), si-
tuado sobre la aurícula derecha, y se desplaza por las células auriculares del
miocardio produciendo la sístole auricular. La propagación continúa hasta el
nódulo ariculoventricular (NAV) donde se divide en dos ramas, provocando
que los ventrículos se contraigan de forma sincronizada.
El comportamiento del tejido nodal puede verse modificado debido al
SNS y el SNPS, lo que se denomina control eferente. El primero puede
provocar un incremento en la frecuencia cardíaca (taquicardia) debido a la
activación sináptica de la inervación del NSA y áreas ventriculares, o a causa
de la segregación de adrenalina. El segundo inerva principalmente zonas
próximas al NSA y al NAV, con escasa inervación ventricular. Su acción
sobre el NSA provoca bradicardia, esto es, una ralentización o irregularidad
en el ritmo cardíaco, mientras que el efecto sobre el NAV produce una
disminución en la velocidad de propagación del potencial de acción.
El control neuronal que influye sobre la actividad del miocardio recibe in-
formación de otros elementos que conforma una retroalimentación aferente.
Así, la variación de la presión sanguínea provoca que el sistema nervioso mo-
difique la actividad cardíaca, disminuyéndola o incrementándola en función
de si ésta se incrementa o disminuye en exceso. Otro elemento influyente es
el nivel de CO2 y O2, de forma que un incremento del CO2 o la disminución
de O2 en sangre produce bradicardia y aumento de la presión sanguínea.
Por último, la expansión y contracción del tórax producidas por la actividad
respiratoria puede causar arritmias, de manera que la tasa cardíaca aumenta
en la inspiración y disminuye con la exhalación.
3.3.1. Registro de ECG
La electrocardiografía es una técnica no invasiva que registra la activi-
dad eléctrica del corazón, permitiendo estudiar y detectar diversas patolo-
gías. En los datos resultantes puede diferenciarse hasta 6 ondas diferentes
principalmente, que pueden proporcionan información relevante de diferen-
tes anomalías. Éstas son, según su aparición temporal en los datos: onda
P, Q, R, S, T y U (figura 3.10). De todas ellas, las ondas Q, R y S for-
man el complejo más importante, debido a que facilita la localización de
las otras componentes, además de informar de comportamientos anómalos
del corazón, como contracción ventricular/auricular prematura, taquicardia
supraventricular, latidos ectópicos, etc.
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Figura 3.10: Electrocardiograma.
Figura 3.11: Ejemplo de dos montajes
para captar la señal de ECG.
El registro de los datos ECG suele realizarse mediante mediciones bipo-
lares sobre el tronco o las extremidades, situando los electrodos en zonas
libres de musculatura para minimizar la interferencia de EMG (figura 3.11).
Sobre el tronco, uno de los esquemas más comunes es fijar los electrodos a la
clavícula derecha y la zona de las costillas flotantes en la parte izquierda del
torso. Esta configuración permite detectar diferentes anomalías cardíacas, y
su uso es recomendable cuando el sujeto tiene que realizar algún tipo de ac-
tividad que implique movimientos en las extremidades. Respecto al montaje
sobre las extremidades, existen tres tipos diferentes: tipo I, los electrodos
se fijan sobre ambas muñecas, tipo II, los electrodos se emplazan sobre la
muñeca derecha y el tobillo izquierdo, y tipo III, los electrodos se sitúan
sobre las extremidades izquierdas, muñeca y tobillo. Estos montajes suelen
ser más cómodos, aunque pueden limitar la movilidad del sujeto y son más
sensibles a artefactos derivados de las contracciones musculares.
3.3.2. Características del ECG
A continuación se procede a describir la información que ofrece cada
una de las ondas que componen el ECG, la relación de éstas con diferentes
comportamientos anómalos y patologías, y las variaciones que se producen
en estos datos ante cambios emocionales en los individuos.
Características generales
Las diferentes ondas que conforma los datos de ECG están relacionadas
con las diferentes etapas de polarización/despolarización del corazón, y a
raíz de las cuales se pueden detectar diferentes patologías (Sörnmo et al,
2014):
1. Onda P: relacionada con sístole auricular causada por la despolariza-
ción de sus fibras musculares. Su amplitud no suele exceder los 300µV
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con una duración inferior a 120ms, y su frecuencia se sitúa por debajo
de los 10Hz. Esta onda ha sido relacionada con arritmias auriculares.
La ausencia de esta onda puede deberse a una contracción ventricular
ectópica que ocurre antes de que el nodo NSA comience su acción,
lo que causa una despolarización simultánea de aurículas y ventrícu-
los. De esta forma, ésta puede ser usada para predecir fibrilaciones de
origen auricular (Kurisu et al, 2014; Guidera and Steinberg, 1993).
2. Complejo QRS : refleja la despolarización ventricular que produce su
sístole cuya duración oscila entre 70 y 110ms en condiciones normales,
llegando hasta los 250ms en caso de latidos ectópicos. La amplitud de
este complejo llega a alcanzar los 2-3mV, siendo la mayor que acontece
en las ondas que componen el ECG, y su rango de frecuencia se sitúa
mayoritariamente entre 8 y 20Hz (Benitez et al, 2000). Su morfología
general está compuesta por tres elementos (puede variar según el es-
quema de registro usado): dos desviaciones convexas situadas en los
límites del complejo llamadas ondas Q y S, y una desviación cóncava
llamada onda R. Cambios en el complejo QRS han sido asociados con
latidos ectópicos prematuros de origen ventricular o supravetricular
(próximos a la aurícula o al NAV), bloqueos en la conducción del po-
tencial de acción hacia el ventrículo derecho o izquierdo, necrosis del
tejido cardíaco, infarto de miocardio, fibrilaciones, etc. (Surawicz et al,
1997; Birnbaum et al, 2014; Ozkan et al, 2014; Pellicori et al, 2015).
Por otro lado, el complejo QRS enmascara la repolarización que tiene
lugar durante la diástole auricular debido a la diferencia de potencia.
3. Onda T : asociada a la repolarización de las fibras musculares de los
ventrículos durante la diástole. En condiciones normales, ésta muestra
una suave curva redondeada de forma cóncava cuya duración aproxi-
mada es de 300ms y su frequencia es inferior a 10Hz. Ésta ha sido
asociada a arritmia, isquemia e infarto de miocardio (Järvenpää et al,
2007; Korhonen et al, 2009)
4. Onda U : es una pequeña desviación que sigue a la onda T y la cual
no siempre está presente. Ésta se ha relacionado con la repolarización
de los ventrículos, aunque su origen ha sido objeto de debate desde
comienzo del siglo XX. Un reciente estudio concluye que las ondas
T y U forman un continuo, resultante del proceso de repolarización
ventricular (Ritsema Van Eck et al, 2005). La aparición de la onda U
parece estar condicionada a pequeños cambios de voltaje al final de
los potenciales de acción que se propagan y a la posición de electrodo
respecto al miocardio. Esta onda ha sido relacionada con la repolari-
zación anormal y el infarto de miocardio (Duke, 1975; Tamura et al,
1997; Wang et al, 2013).
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Características psicofisilógicas
Los cambios del sistema cardíaco asociados a reacciones ante estímulos
internos o externos pueden variar en función de que éstos sean interpreta-
dos como perjudiciales o beneficiosos (Lacey, 1967). Un estímulo interpre-
tado como potencialmente peligroso produce una reacción de lucha o huida
(Cannon, 1929) que provoca un aumento de la tasa cardíaca (Stemmler,
1989; Levenson, 1992), mientras que cuando se percibe como beneficioso
puede desembocar en bradicardia para facilitar la atención a un determi-
nado evento (Obrist, 1976; Turpin, 1986; Vila and Fernández, 1989). Estas
modificaciones del comportamiento del músculo cardíaco están relacionadas
con la influencia ejercida por el SNA (Saul, 1990; Saul et al, 1990; Rajendra
Acharya et al, 2006). Un incremento en la actividad del SNS o disminución
el SNPS se traduce en una aceleración de la actividad cardíaca, y a la in-
versa, una disminución en la tasa de latidos del corazón es consecuencia de
una baja o alta actividad del SNS o SNPS.
Entre las diferentes características que se pueden extraer de la señal
ECG, destaca el análisis de la variabilidad del ritmo cardíaco (en inglés HRV,
heart rate variability) que permite extraer información sobre el balance entre
el SNS y el SNPS (Akselrod et al, 1981; Pomeranz et al, 1985; Saul, 1990;
Saul et al, 1990). Éste se basa en mediar las fluctuaciones que acontecen en
los periodos de tiempo que transcurren entre dos ondas R consecutivas, lo
que se denomina intervalo RR, y su valor de media para un adulto en reposo
es de unos 860ms, equivalente a unos 70 latidos por minutos. La imprecisión
en la localización de los complejos QRS puede afectar sustancialmente el
resultado del análisis de los datos (Electrophysiology, 1996), por lo que se
recomienda la aplicación de un procesamiento adicional que excluya de los
segmentos RR aquellos valores atípicos, como por ejemplo desechar los que
superen 1.5 veces el valor del rango intercuartílico o seleccionar aquéllos que
no excedan el 20% del valor del intervalo previo.
El análisis de la HRV se puede acometer desde la perspectiva temporal
y/o frecuencial (Electrophysiology, 1996; Sörnmo et al, 2014) y los cuales
están resumidos en las tablas 3.1 y 3.2. En el primer grupo, los paráme-
tros más comunes son: desviación estandar de los segmentos RR (SDNN),
raíz cuadrada del valor medio de las diferencias sucesivas al cuadrado de
los segmentos RR adyacentes (RMSSD), porcentaje de segmentos RR con-
secutivos que difieren más de 50ms entre sí (pNN50), y ancho de la base
del triángulo con error mínimo respecto al histograma de los segmentos RR
y cuyo máximo coincide con el del histograma (TINN). El otro grupo de
parámetros está basado en el cálculo de la densidad de espectro de potencia
(PDS) de los segmentos RR. Éste se divide en cuatro segmentos y se cal-
cula la influencia de cada uno en el PDS: frecuencias ultra bajas con rango
de 0 a 0.003Hz (ULF), frecuencias muy bajas con rango de 0.003 a 0.04Hz
(VLF), frecuencias bajas con rango de 0.04 a 0.15Hz (LF), frecuencias altas
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con rango de 0.15 a 4Hz (HF), y razón entre LF y HF (LF/HF). Además
de los parámetros descritos, otros que se pueden encontrar en la literatura
son la entropía de los segmentos RR que permite cuantificar la variabilidad
de los datos, los centroides de las bandas de frecuencias, la mediana de los
segmentos RR, etcétera (Babloyantz and Destexhe, 1988; Howorka et al,
2010; Amirian et al, 2014).
La actividad del SNS ha sido asociada con la banda LF, observándose
un mayor valor durante el día y un incremento durante tareas mentales y
actividades físicas, mientras que el SNPS se ha relacionado con el rango de
frecuencia de la banda HF, advirtiéndose un aumento a causa del control
respiratorio y durante la noche (Malliani et al, 1991). Asimismo, la relación
entre ambas bandas medida mediante el cociente LF/HF refleja el balance
entre ambos sistemas (Malliani, 1994).
Los parámetros temporales se ven afectados por la actividad general del
SNA, por lo que son útiles para detectar anomalías en él, sin embargo no
permiten cuantificar la actividad específica del SNS y el SNPS (Kleiger et al,
1992; Pumprla et al, 2002). Así, se ha observado una disminución en la HRV
a causa de una atenuación en la actividad del SNPS (Ewing et al, 1984), sin
embargo las variaciones a causa de la actividad del SNS son más complejas
de relacionar debido a la influencia existente de algunos neurotransmisores
o la respiración, entre otros (Greenwood et al, 1997).
Los parámetros frecuenciales son preferibles respecto a los temporales
cuando se tratan con datos de corta duración (inferiores a 10 minutos)
al ser más sencilla su interpretación en términos de regulación fisiológica,
limitando la posible aplicación de los segundos a registros de larga duración
(al menos 18 horas) (Electrophysiology, 1996). Por otro lado, los parámetros
frecuenciales requieren de un tiempo mínimo de datos para poder enfrentar
con cierta garantía el análisis de éstos. Las bandas HF y LF precisan de un
mínimo de 1 y 2 minutos respectivamente, mientras que VLF y ULF deben
ser evitadas cuando los registros son inferiores a 5 minutos debido a que no
existe una relación bien definida para ambas bandas y la actividad cardíaca
(Electrophysiology, 1996).
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Tabla 3.1: Parámetros temporales de ECG
Abreviatura Definición Ecuación
SDNN
Desviación estandar
de los segmentos
RR.
RR = 1
N
N∑
i=1
RRi
SDNN =
√
1
N
N∑
i=1
(RRi −RR)2
RMSSD
Raíz cuadrada del
valor medio de las
diferencias sucesivas
al cuadrado de los
segmentos RR
adyacentes.
RMSSD =
√
1
N − 1
N∑
i=2
(RRi −RRi−1)2
pNN50
Porcentaje de
segmentos RR
consecutivos que
difieren más de 50ms
entre sí.
pNN50 = 100
N − 1
N∑
i=2
u(|RRi−RRi−1|−50ms)
donde “u”es la función escalón unitario o de
Heaviside.
TINN
Ancho de la base del
triángulo con error
mínimo respecto al
histograma de los
segmentos RR y
cuyo máximo
coincide con el del
histograma.
Mrr Mediana de lossegmentos RR.
Mrr = RRN/2
donde RRi < RRi+1
Secg Entropía de lossegmentos RR.
Secg = −∑
i
(pRRi · log2(pRRi ))
pRRi es la probabilidad del segmento RRi.
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Tabla 3.2: Parámetros frecuenciales de ECG
Abreviatura Definición Ecuación
ULF
Banda de frecuencias
ultra bajas con rango
de 0 a 0.003Hz.
Eecg =
∑
PSD2
ULF = 2 ·
0,003Hz∑
f=0Hz
PDSf
Eecg
VLF
Banda de frecuencias
muy bajas con rango
de 0.003 a 0.04Hz. V LF = 2 ·
0,04Hz∑
f=0,003Hz
PDSf
Eecg
LF
Banda de frecuencias
bajas con rango de
0.04 a 0.15Hz. LF = 2 ·
0,15Hz∑
f=0,04Hz
PDSf
Eecg
HF
Banda de frecuencias
altas con rango de
0.15 a 4Hz. HF = 2 ·
4Hz∑
f=0,15Hz
PDSf
Eecg
LF/HF Razón entre LF yHF.
fVLF Frecuencia centroidede la banda VLF.
fV LF =
0,04Hz∑
f=0,003Hz
PDSf · f
0,04Hz∑
f=0,003Hz
PSDf
fLF Frecuencia centroidede la banda LF.
fLF =
0,15Hz∑
f=0,04Hz
PDSf · f
0,15Hz∑
f=0,04Hz
PSDf
fHF Frecuencia centroidede la banda HF.
fHF =
4Hz∑
f=0,15Hz
PDSf · f
4Hz∑
f=0,15Hz
PSDf

Capítulo 4
Resultados
Establecido el marco de desarrollo del presente trabajo de investigación
y las bases fisiológicas de las bioseñales que son objeto de estudio, se pro-
cede a presentar los artículos que componen esta tesis, con un resumen y
aplicaciones en las que pueden tener utilidad.
4.1. Electrooculografía
Dada la capacidad de ser controlada a voluntad, esta señal puede ser
aplicada tanto en interfaces HCI como en PC.
4.1.1. Procesamiento
El procesamiento de la señal de EOG debe hacer frente a diversos proble-
mas para conseguir unos resultados satisfactorios: ruido, derivas, pestañeos
y sobredisparos (Merino et al, 2010b). Uno de los procedimientos más comu-
nes usados para eliminarlos es el filtro de mediana (Juhola, 1991; Neejärvi
et al, 1993; Martinez et al, 2008; Krupiński and Mazurek, 2009a,b, 2010;
Bulling et al, 2008, 2009, 2011), sin embargo su eficacia depende mucho del
número de muestras que se tome.
Los pestañeos y sobredisparos están caracterizados por una curva en
forma de campana, que para los primeros será cóncava, mientras que para
los segundos podrá ser cóncava o convexa dependiendo de si la dirección de
la sacada que lo precede es ascendente o descendente (figura 4.1). En base a
esta característica, se ha desarrollado uno de los algoritmos presentados en
esta tesis: Merino et al (2015a) (sección 4.1.3), el cual se identificará como
EFS (en inglés, envelope filter sequence), tanto para su versión oﬄine como
para su variante online, y cuyo núcleo es un proceso de filtrado basado en
la envolvente inferior de los datos.
Figura 4.1: Señal EOG. Sacadas, pestañeos y sobredisparos.
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Este filtro de envolvente (FE) lleva a cabo los siguientes pasos:
1. Calcular el promedio de dos envolventes inferiores. La primera se ex-
trae directamente de los datos de entrada, mientras que la segunda se
obtiene a partir de la primera envolvente.
2. El resultado del paso anterior se restará a los datos de entrada, y se
volverá a aplicar el paso 1 sobre esta diferencia.
3. La salida del filtro será la suma de los promedios obtenidos en los
pasos 1 y 2.
Definido el FE, el algoritmo EFS sigue los siguientes pasos (figura 4.2):
1. Generar un ruido blanco y añadirlo a la señal. El objetivo es crear
pequeñas oscilaciones que mejoren el ajuste de la envolvente a los
datos de EOG.
2. Emplear un filtrado de media para eliminar los “dientes de sierra”
situados en la cima de los pestañeos y sobredisparos.
3. Aplicar el filtro de envolvente descrito anteriormente e invertir su sa-
lida. Con esto se eliminan los pestañeos y los sobredisparos cóncavos.
4. Sobre el resultado del paso anterior, repetir los pasos desde el 1 al 3
para eliminar los sobredisparos convexos.
Figura 4.2: Algoritmo EFS: filtrado de pestañeos y sobredisparos.
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Para medir la eficacia del procesamiento se ha desarrollado un mode-
lo de la señal EOG que se detalla en el artículo Merino et al (2015a), el
cual permite comparar el resultado del filtro con la salida ideal, pudién-
dose cuantificar con precisión la cantidad de ruido eliminado. A su vez, el
comportamiento ante datos reales se analiza con 7 señales de EOG. Se ha
evaluado la reducción de la amplitud del pestañeo, el efecto de pendientes
descendentes durante las fijaciones, la capacidad de eliminación de ruido
y la preservación de la forma de onda en 3 casos diferentes: movimientos
oculares de ida y vuelta desde la posición central del globo ocular (señal
pseudorectangular), movimientos durante la lectura de un texto (señal en
forma de escalera), y movimientos naturales (aleatorios).
Los resultados de esta técnica se han comparado con un filtro de mediana
de 300ms de anchura y están resumidos en la tabla 4.1. La reducción de la
amplitud de los pestañeos es siempre mayor al 97.5% en EFS, mientras que
para la mediana, ésta cae rápidamente hasta el 40% conforme la duración
de los pestañeos aumenta. Asimismo, la preservación de la forma de onda es
siempre mejor para el filtro de mediana, tanto para desplazamientos oculares
de ida y vuelta, de lectura y naturales. Por último, el efecto de pendientes
descendente en los periodos de fijación es menor en EFS, consiguiendo una
robustez al ruido que se sitúa entre 10 y 14dB frente al rango del filtro
de mediana que va desde los 7 a los 9dB. Para más detalles, consultar el
artículo Merino et al (2015a) en la sección 4.1.3.
Tabla 4.1: Resumen de la eficiencia de los filtros EFS y mediana para el modelo de EOG.
Prueba EFS Mediana
Pestañeo (99-97.5)% (91-40)%
Ida-Vuelta (70-97)% >99.9%
Lectura (98.2-99.7)% >99.9%
Naturales (73-97)% (96-99.95)%
Fijación (14.18-10.08)dB (9.02-7.40)dB
Por otro lado, los datos reales arrojan resultados similares (figura 4.3),
de manera que la capacidad de reducir la amplitud de los pestañeos y los
sobredisparos es hasta un 54% superior para EFS respecto a los datos de
la mediana, tanto para la versión oﬄine como para su implementación en
tiempo real, mientras que la mediana conserva mejor las pendientes de las
sacadas.
4.1.2. Análisis y aplicaciones
Definido el procesamiento de los datos EOG, el siguiente paso es detectar
los movimientos oculares y/o parpadeos en los sistemas de control, o extraer
las características relevantes que permiten determinar el estado emocional
del sujeto en las interfaces PC.
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Figura 4.3: Resultados del procesamiento de datos EOG reales.
La sacada es la principal fuente de información sobre el movimiento ocu-
lar en HCI (Barea et al, 2000; Yathunanthan et al, 2008; Bulling et al, 2008,
2009, 2011; Merino et al, 2010a,b), y la velocidad de la misma ha sido rela-
cionada con la actividad del sistema nervioso central (Galley, 1989; Findlay
and Walker, 1999), siendo indicativo de somnolencia (App and Debus, 1998;
Harrison and Horne, 2000; Sallinen et al, 2004; Gould et al, 2009; Fabbri
et al, 2010; Russo et al, 2003). En base a las características descritas pre-
viamente (sección 3.2), de las que se pueden destacar el hecho de la lineal
para movimientos de ±30° (Singh and Singh, 2012) y su duración de hasta
100ms para desplazamientos de 20° (Duchowski, 2007), se puede considerar
la ecuación 4.1, usada en Merino et al (2010b), donde se obtiene la diferencia
entre muestras separadas 60ms con el objetivo de destacar la sacada y así
poder calcular la dirección del movimiento y su duración.
EOG′(i) = EOG(i)− EOG(i− 60ms) (4.1)
Por otro lado, el parpadeo es otro elemento útil tanto como evento dis-
creto en interfaces de control, así como indicador de concentración y som-
nolencia (Iwanaga et al, 2000; Galley et al, 2004; Schleicher et al, 2008;
Ashtiani and Mackenzie, 2010; MacKenzie and Ashtiani, 2011). Mediante la
diferencia de los datos de EOG y la salida del procesamiento EFS se obtiene
una señal que contiene tanto pestañeos como sobredisparos, siendo necesa-
rio un procesamiento adicional que permita quedarnos únicamente con los
parpadeos.
Como se dijo al comienzo de este documento, los trabajos aquí expuestos
son la continuación de investigaciones previas en las que se validó esta señal
como interfaz HCI controlando un teclado virtual. Los detalles se muestran
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en los artículos Merino et al (2010a) y Merino et al (2010b) (anexos A y B).
Ambos trabajos junto al desarrollado en Merino et al (2012) (sección 4.2.4)
refuerzan la utilidad de esta señal como sistema de control.
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Envelope !lter sequence to delete blinks 
and overshoots
Manuel Merino*, Isabel María Gómez and Alberto J Molina
Background
 e eye’s goal is to project reﬂected light from an object onto ocular fovea. Eye movements 
can be grouped into slow and quick [1]. e former make it possible to maintain either a 
projected image of non-static objects or a projected image when the head is turned (veloc-
ity <30°/s), while quick movements prevent an image from being lost as it is projected on 
the same place in the retina (microsaccadic—steps <0.25°/s), and if there is a quick change 
of point of view (saccadic—variations <700°/s). e eyelids are the other important ele-
ment of the human visual system.  ey moisten, clean and protect eyes from external 
physical agents. eir movements are called blinks.
Eye and blink movements are used in studies on somnolence, workload, or concentra-
tion. Diﬀerent studies have related eye movements to central nervous system activity [2] 
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and somnolence [3, 4]. In turn, blink rate has been reported as an indicator of sleep-
lessness and attention/concentration, whereby sleep deprivation raises its frequency 
and duration, while an increase in attention levels produces a decrease in blinking [5, 6]. 
Some control interfaces have been based on them: for example, activity recognition or 
handling a computer through events. Classifying activities are based on pattern detec-
tion, as in reading which involves small eye movements from the beginning of a text line 
and a big shift at the end [7]. Event activities are mainly based on go-and-back move-
ment (GBM) from eyeball center to an extreme: for example, a virtual keyboard [8], a 
mouse pointer [9], or a wheelchair [10].
Ocular activity can be recorded using several techniques, such as infrared light [11], 
video camera [12], or electrooculography (EOG), which is our focus. EOG is a well-
known eye-tracker technique which measures the electric potential diﬀerence between 
cornea and retina (±1 mV [13]—depending on several factors such as light level [14]) 
and is recorded when ocular movements occur. It measures electrical activity with Ag/
AgCl electrodes placed around the eyes. #e most common electrode layout is shown in 
Figure 1. Two electrodes for each horizontal or vertical direction are employed, provid-
ing bipolar data. A monocular conﬁguration is utilized in vertical eye movements, and 
a binocular setting is used in horizontal shiftings [1]. EOG amplitudes range from 5 to 
20 µV/°, so that ±30° ocular movements [15] are quasi linear, and essential frequency 
components range from 0 to 30  Hz [16]. #e duration of a saccade depends on the 
angle of eye movement, with the most common being under 20°, and lasting from 10 to 
100 ms [12]. #e time between two consecutive saccades is termed ﬁxation and the aver-
age value lies between 100 and 200 ms [17].
#e eye-tracker system using an EOG faces a series of problems: noise, drift, blinks 
and overshoots [18]. #is paper focuses on the last two. #e blinking signal is a bell-
shaped noise which overlaps on the electrical activity of eyes, while overshoots are 
similar to blinking impulses located in the saccadic area and they occur due to target 
localization error corrected by a secondary saccadic eye movement [19, 20] (Figure 2). 
Blinks are caused by eyelid movements, while overshoots happen mainly with fast, high 
amplitude, eye movements. #e blink rate of a relaxed individual is between 12 and 19 
blinks per minute [21], with an average duration of 100 up to 400 ms [22].
#e median ﬁlter (MF) is one of the most commonly used techniques for deleting 
these noises because the saccadic-edge slopes are preserved and noise is attenuated 
Figure 1 EOG electrode layout. Electrodes H and V record horizontal and vertical eye movements.
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when the duration is at its most buﬀered [23]. "is can be used in online and/or oﬄine 
processings because it is based on split windows. Two other algorithms based on MF are 
FIR median hybrid ﬁlters (FMH) and weighted FMH ﬁlters (WFMH) [24]. "e former 
applies the MF to the output of an FIR ﬁlter, whereas in the latter, the MF is obtained 
for each output of an FIR ﬁlter multiplied by a constant. Two versions of WFMH are 
interesting: center weighted FMH ﬁlter (CWFMH) and subﬁlter weighted FMH ﬁl-
ter (SWFMH) [24]. CWFMH leaves all FIR outputs intact, apart from the middle ele-
ment which is multiplied by a constant. "e edges and sinusoidal signals are preserved. 
SWFMH multiplies the extremes and the central elements remain intact. High frequency 
noise is removed and the edges are maintained. All these ﬁlters were analyzed in Mar-
tinez et al. [25]. FMH and WFMH results are not better than MF, while SWFMH pro-
duces non-meaningful diﬀerences in detection rate in relation to MF. In addition, a serial 
sequence of MF may improve the results of a single MF [26, 27]. However, a sequence or 
a single MF encounters several problems for deleting noise [28]. A blink in the saccade 
vicinity causes the edge slope to be smoothed, whereas a sequence of consecutive blinks 
produces a squared pulse similar to eye movement (Figure 2). In contrast, small steps are 
caused by smooth pursuit movements and a big MF mask size delays the saccadic edges.
In this paper, we propose an algorithm for removing overshoots and blinks. "e meth-
odology is detailed in the next section, with a description of the proposed ﬁlter, and 
procedures to evaluate processing eﬀectiveness. We then go on to analyze and discuss 
processing outputs.
Methods
"is section goes into the details of the online and oﬄine versions of the proposed algo-
rithm for processing EOG data (ﬁrst subsection), and the tests performed to determine 
eﬀectiveness (second subsection). We performed the tests with our own seven acquired 
EOG signals to evaluate in real data and simulated EOG signals to measure and verify 
diﬀerent processing features. We developed this model because we were unable to ﬁnd 
EOG databases with specialist annotations of saccade movements, blinks and overshoots 
(“Appendices 1, 2”). By using the model we were able to evaluate processing precision ver-
sus inserted noise level from blinks, overshoots, and general interferences, and to compare 
ﬁltered outputs with ideal data. Version 8.0.0.783 of Matlab was utilized to develop and 
simulate the processings and to analyze their results.
Figure 2 EOG signal. Saccades, blinks, overshoots and pursuit movements.
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EOG !lter
 is section describes the process for deleting blinks and overshoots in the EOG signal. 
 e algorithm is based on obtaining envelopes to signals as occurs in empirical mode 
decomposition technique [29]; a similar process was used to detect QRS waveforms 
in electrocardiogram signals [30], to ﬁlter peak and spike noise in EEG signals [31], to 
study foot muscle coordination from EMG data [32], and to obtain power dependen-
cies in neuroimaging data [33]. e next two subsections explain the process for obtain-
ing lower envelope and how it is used to ﬁlter; the last two add detail to the proposed 
technique.
Lower envelope
Essentially, the algorithm ﬁnds a set of envelopes of the EOG signal (Figure 3a) by follow-
ing two steps.
Step 1: Find all local minimums from data.
Step 2: Generate a new signal based on the cubic Hermite interpolant that crosses each 
extreme and passes by the ﬁrst and ﬁnal value of the input data.
 is interpolation provides a piecewise cubic function based on values at neighboring 
grid points using third-degree polynomials with Hermite form, so that a smooth approx-
imation of the EOG signal is obtained.
Envelope !lter
Let D be the input data of size n. Let F be a zero vector, also of size n, where the ﬁltered 
data are stored.
Step 1: Let E1 be the ﬁrst lower envelope obtained from D by applying the procedure 
described in previous subsection.
Step 2: Let E2 be the second lower envelope from applying the procedure to E1 
(step 1).
Step 3: Add the average of E1 and E2 to F (1).
Figure 3 Envelope filter. a Steps 1–3 of envelope filter, b the result of envelope filter loop.
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Step 4: Assign to D the diﬀerence between data and the previously ﬁltered data 
(D = D − F). #e next iteration is performed on this new D.
Step 5: Repeat steps 1–4 twice in total.
#e algorithm obtains two lower envelopes (steps 1 and 2). #e ﬁrst of them 
extracted directly from data and the second based on the ﬁrst extracted envelope. #e 
ﬁrst envelope cannot ﬁlter blinks or overshoots with a sawtooth-shaped top. For this 
reason, a second envelope is obtained from the ﬁrst (Figure 3a). #e latter decreases 
saccade edge slopes excessively. To reduce this negative eﬀect of the second envelope, 
the average between both envelopes is calculated. Although the blinks and overshoots 
with sway-shaped tops are not totally ﬁltered, their amplitudes are reduced (Fig-
ure  3b). Furthermore, a second iteration causes the output ﬁxations to be closer to 
input-data ﬁxations.
EOG !lter: envelope !lter sequence (EFS)
#e procedure to ﬁlter blinks and overshoots from EOG, which is shown in Figure 4, is as 
follows.
Step 1: Generate white noise and add to EOG input. #is white-noise signal is known 
as EFS-WN. It is obtained using (2) where wn and Ewn are an initial white-noise signal 
and its energy, Es is the energy of input data without DC component and SNR is the sig-
nal–noise rate measured in decibels of EFS-WN in relation to input data.
Step 2: Apply a mean ﬁlter.
Step 3: Employ the envelope ﬁlter from the output of step 2.
(1)F = F + E1 + E2
2
(2)EFS-WN = wn ·
√
Es
Ewn · 10
SNR
10
Figure 4 Oﬄine EFS diagram. Steps 1–6.
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Step 4: Add the EFS-WN obtained in step 1 to the inverted output of the envelope 
ﬁlter.
Step 5: Apply a mean ﬁlter.
Step 6: Employ the envelope ﬁlter from the output of step 5. !e output must be 
inverted to keep the original eye-movement directions.
!e resulting algorithm is referred to as EFS, and applies two envelope ﬁlters (steps 3 
and 6). !e ﬁrst deletes concave variations (blinks and top overshoots), whereas the sec-
ond removes convex curves (down overshoots). EFS-WN is added to cause oscillations 
in the data (steps 1 and 4). !e envelopes are more similar to original data when small 
variations happen, therefore EFS-WN amplitude has to be small. !e output of step 3 is 
inverted to delete down overshoots correctly (step 4). !e mean ﬁlters are used to delete 
small sway-shapes on the top of blinks and overshoots (steps 2 and 5). !us, sawtooth 
shapes are generated through the EFS-WN and mean ﬁlters. !e output of the algorithm 
must be inverted to maintain initial ocular-movement direction.
Envelope ﬁlter sequence supposes that blinks have concave shapes (Figure 2). For this 
reason, lower envelope is its core. Nevertheless, there are schemes where blink form is 
convex. In such cases, the input data must be inverted before applying this processing.
EFS: online version
Some systems, for example control interfaces, require real-time processing to achieve their 
goals. An online version is described in this subsection and Figure 5.
Step 1: !ree persistent FIFO (First In, First Out) buﬀers must be established: input-
data buﬀer (IB), white-noise buﬀer (WNB), and another containing the ﬁnal fragment of 
EFS output (OB). !e aim of the EFS is to ﬁlter blinks and overshoots, so IB length must 
be wide enough to contain at least one blink. !is buﬀer acts as a sliding window with 
overlapping. !e aim of the overlap is to prevent that part of output becoming deformed 
because blink waveform is not stored completely in IB. WNB contains the white noise of 
overlapped data from the previous window. !is stops local minimums from this frag-
ment changing in the next execution, and output showing gaps. Finally, output derivabil-
ity is a desired feature, thus OB is used as a link between iterations and envelopes must 
cross for their data.
Step 2: When IB is full, calculate EFS-WN from EOG input, join with WNB, and add 
to IB.
Step 3: Apply a mean ﬁlter.
Step 4: Employ the envelope ﬁlter, so that each envelope beginning must cross for OB. 
Two considerations have to be taken into account. First, step 2 of the “Lower envelope” 
Figure 5 Online EFS diagram. [1:N]: Input buffer length; [1:M]: input/output data length (M < N); [M + 1:N]: 
overlapping width; [L:M]: fragment size of filtered data (L ≤ M).
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changes slightly. It says that the interpolation must cross the ﬁrst sample of the input sig-
nal, but now, this is replaced by OB. Second, the envelope ﬁlter makes two interactions, 
and OB is used in the ﬁrst. In the second, OB is replaced by a new zero vector.
Step 5: Add EFS-WN to the inverted output of step 4.
Step 6: Apply a mean ﬁlter.
Step 7: Repeat step 4. Invert its output.
Step 8: Store the overlapping segment of EFS-WN in WNB and the ﬁnal fragment of 
output in OB.
Step 9: Returned ﬁltered data are not overlapped. Bell-shaped partial waveforms 
stored in IB may reduce the eﬀectiveness of ﬁltering. To prevent this eﬀect, processing 
output discards the overlapped buﬀer segment.
Procedure
Nine tests were conducted. "e ﬁrst three determined the EFS parameters for oﬄine and 
online versions. "e other tests compared ﬁltering results of EFS and MF. According to 
[25], MF length was set to 300 ms. "e ﬁrst eight tests used 100 signals from the model 
described in “Appendix 1”. Henceforth, the model name is EOG system generator (EOG-
SG). "e main features of these signals are explained in this subsection. However, more 
details are given in “Appendix 2”. "e ninth test compared MF and both versions of EFS 
from real EOG signals. All tests applied a 30-Hz-lowpass ﬁlter [16].
Envelope filter sequence parameters were established in Tests 1 and 2: they were 
EFS-WN amplitude and mean-filter length. EFS parameters were calculated ver-
sus sampling rate. In both tests, one of the EFS parameters was set and the other 
changed. Test 1 obtained EFS-WN amplitude by increasing SNR by 1 dB from 1 to 
60 dB in (2) for the same input data. Energy of the input signal was used as Es, and 
mean-filter length was set at 31.25 ms. With the best EFS-WN amplitudes set in Test 
1, mean-filter length was modified from 2 to 100 samples. The best values of EFS 
parameters were obtained through correlation coefficients (CC) based on Agrawal 
and Gupta [34] whose expression was (3), where L was the number of samples, EM 
was the ideal signal without overshoots and blinks obtained from (17) in “Appen-
dix 1”, and NI was the non-ideal signal, so that it could have been filter output or 
input data. In this case, NI was the output data. This feature measured the similarity 
between signals and its value ranged between 0 and 1. The selected EFS parameters 
had a CC value over 0.97.
Test 3 determined the lengths of three buﬀers and the overlapping area of the 
online version of EFS. "e values of parameters obtained in Tests 1 and 2 were set. 
Buﬀer lengths were modiﬁed in each iteration, such that IB increased by 0.1 s in each 
iteration from 0.6 up to 1  s; overlapping area and WNB width changed from 0.1 to 
0.4 s, increasing 0.1 s (WNB depends on overlapping); and OB was modiﬁed between 
0.05, 0.10 and 0.15 s. "e CC and root mean square error (RMSE) (4) were obtained 
in each case.
(3)CC =
(∑
L
i=1
EMi · NIi
)
(∑
L
i=1
(EMi)
2
)
·
(∑
L
i=1
(NIi)
2
)
4.1. Electrooculografía 41
Merino et al. BioMed Eng OnLine (2015) 14:48
Page 8 of 23Merino et al. BioMed Eng OnLine  (2015) 14:48 
Tests 1–3 used EOG-SG signals with 100 GBMs, blinks and overshoots. Diﬀerent fea-
tures of the model were set randomly. "e range of eye movement oscillated between 
−40° and +40°, with horizontal ﬁxations whose time was established between 0.6 and 
1.5 s. Blink width varied between 0.3 and 0.55 s with a frequency of 19 blinks per minute. 
"ey happened in periods between GBMs which this time was set between 3 and 5 s. In 
addition, sampling rates in Tests 1 and 2 were {128, 256, 360, 512, 1,200, 2,400} Hz, while 
Test 3 used 128 Hz, because it was considered that the results of the ﬁrst two tests were 
similar for all sampling rates.
With EFS parameters set, Tests 4–8 analyzed the ability of MF and EFS ﬁlters to delete 
blinks and overshoots and waveform preservation for a 128 Hz sampling rate. "is value 
was selected to reduce model and analysis computing time.
Test 4 measured the level of bell-shaped removal through blink signals without saccadic 
movements. Blink durations were increased 0.1 s in each iteration from an initial interval of 
[0.1, 0.2] s up to [0.4, 0.5] s. Blink frequency varied randomly between 12 and 22 blinks per 
minute. Besides CC and RMSE from ﬁlter output, we calculated the percentage decrease of 
blink amplitudes and percentage of processed blinks whose output amplitudes remained 
higher than the 25% raw blink amplitude. Tests 5–7 studied waveform preservation of both 
ﬁlters versus ﬁxation time without blinks and overshoots. "e duration varied randomly 
from an initial interval between 0.3 and 0.4  s up to ﬁxations between 1.4 and 1.5  s. "e 
interval width was increased by 0.1 s in each new signal. Test 5 focused on signals with 1,000 
GBMs; Test 6 used 125 stair-shaped waveforms in each signal to simulate reading activity; 
and Test 7 analyzed signals with 1,000 consecutive random saccadic movements to imitate 
natural eye movements. In Test 6, the ocular shiftings in a stair waveform moved from the 
start point of −15° up to the ﬁnal position of +15° where the number of saccades oscil-
lated randomly between 6 and 10. Tests 5 and 7 used saccades whose values were between 
−40° and +40°. In these tests, the CC and RMSE were calculated from ﬁltered data. Test 8 
analyzed the eﬀect of ﬁxation slopes in 1,000 GBMs signals with overshoots and blinks, as 
deﬁned for Tests 1–3, but with a sampling rate of only 128 Hz. "e diﬀerence with respect 
to these tests was the ﬁxation slope, that is, the variation of amplitude between two con-
secutive saccades (“Appendix 1”—second subsection). "is dropped during ﬁxation time, 
with the decrease ranging from 5% in each iteration from an initial interval [0, 5]% up to 
[35, 40]%. Note that variation in the ﬁxation slopes made it diﬃcult to restore their horizon-
tal-shaped waveforms. Hence, this test established the signal with variations in the ﬁxation 
slope as the ideal signal, as deﬁned in (17). "is test calculated the following features: CC, 
RMSE, SNR, saccadic slope variations (SSV) and the number of non-ﬁltered overshoots 
from the ﬁltered signal. "ey were obtained for input and output signals. SNR was obtained 
by (5) where NI could be the input signal or the output data; thus, it measured how they 
were aﬀected by noise. SSV was calculated by (6) where P was the number of saccades, S(i) 
was the set of samples of the saccade slope, and FO was ﬁlter output.
(4)
RMSE =
√∑
L
i=1
(EMi − NIi)
2
L
(5)SNR = 10 log10
( ∑
L
i=1 (EMi)
2∑
L
i=1 (EMi − NIi)
2
)
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 e ethics committee of the University of Seville accepted Test 9 with real data from 
individuals. is one was performed with 55 min of real EOG data from seven signals 
from three subjects: eye movements were recorded while the individual watched a ﬁlm 
(natural eye movement), read a book (stair-waveform), did GBM, and watched dark 
screen for null activity (blinkings). Only the vertical channel was obtained for natural 
movements, whereas horizontal and vertical shiftings were recorded for other signals. 
 ey were recorded using the bioampliﬁer model gtec gUSBamp, and version 2.0 of the 
BCI2000 software [35].  eir features are summarized in Table  1. Sampling rate was 
1,200 Hz for natural movement, and 256 Hz for the others. Notch to remove power line 
interference and 30 Hz lowpass ﬁlters were applied to all of them [16]. e reason for 
these sampling rates was that the data we used were recorded before the EFS technique 
and this paper’s tests were developed. Data were ﬁltered through MF and oﬄine and 
online versions of EFS. Data were then split to select only intervals of blinks, saccades 
and overshoots. Segments of raw data and processing outputs were normalized between 
0 and 1. Normalization values of raw data were applied to ﬁltered signals. e extracted 
features were: mean of SSV for saccade slopes; mean of overshoot amplitude reduction; 
and summation of blink area reduction.
Outlier values of all measured features were avoided using the interquartile-range 
method (7), where f were values of the feature used, and Q1 and Q3 were quartiles 1 and 
3 respectively.
Results
 e analysis of results of Tests 1 and 2 provides EFS parameters for its oﬄine version. ey 
are summarized in Table 2 and Figure 6. e selected intervals have a CC over 0.97. e 
SNR of EFS-WN and mean-ﬁlter length increased with sampling rate. ese SNR values 
translated into smaller EFS-WN amplitudes, because more noise data were recorded. Fur-
thermore, when mean-ﬁlter length time was calculated, it appeared as more stable.
Test-3 results provided buﬀer lengths for the EFS online version (Figure 7). ere was 
practically no change in error in relation to OB. e smallest length was selected (0.05 s). 
In addition, an overlapping area of 0.2 s produced the best results for all cases. Finally, 
output data were more similar to the ideal signal when IB width enlarged, as more signal 
(6)SSV = 100
P
·
P∑
i=1
(
1 −
∑S(i)
j=1
(
FOj − FOj−1
)
∑S(i)
j=1
(
EMj − EMj−1
)
)
(7)f ∈ [Q1 − 1.5(Q3 − Q1), Q3 + 1.5(Q3 − Q1)]
Table 1 Real EOG signal features
Real EOG features. Mean and standard error are shown for blink, saccade, and overshoot times for each real signal.
Signal Time 
(min)
Sampling 
rate (Hz)
Blinks Saccades Overshoots
Number Width 
(ms)
Number Fixation 
width (ms)
Slope 
width 
(ms)
Number Width (ms)
Blinks 8 256 132 479 ± 8 0 0 0 0 0
GBM 4 256 19 496 ± 22 73 1,637 ± 42 155 ± 8 25 154 ± 10
Natural 21 1,200 103 268 ± 13 278 2,365 ± 165 156 ± 6 49 113 ± 6
Reading 22 256 28 287 ± 12 1,612 301 ± 4 44 ± 0.48 16 116 ± 11
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Table 2 Best values of EFS parameters
Best values of EFS parameters versus sampling rate. CC values are 0.97 higher in each interval of the table.
Sampling rate (Hz) Test 1 Test 2
SNR (dB) Best value (dB) Mean-!lter length (ms) Best value (ms)
128 [22, 52] 32 [15.63, 187.5] 31.25
256 [27, 58] 36 [7.81, 250.00] 35.16
360 [30, 60] 40 [8.33, 250.00] 36.11
512 [33, 60] 41 [9.77, 193.36] 37.11
1,200 [40, 60] 50 [8.330, 82.50] 26.67
2,400 [46, 60] 56 [8.330, 41.25] 25.00
Figure 6 Results of Tests 1 and 2. a Best amplitudes of FS-WN; b best lengths of mean filter.
Figure 7 Results of Test 3. Matching IB length of {0.6, 0.7, 0.8, 0.9, 1.0} s with OB length of {0.05, 0.10, 0.15} s 
with overlapping of {0.1, 0.2, 0.3, 0.4} s. a Root mean square error; b cross correlation.
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information was stored. However, a greater length produced an increased delay in real 
time systems. !us, an IB of 0.7 s was selected, because this length obtained a CC over 
0.97. !e online EFS parameters, that is, EFS-WN amplitude and mean-ﬁlter length, 
were equal to the oﬄine version, because we supposed that each segment of signal had 
an SNR value similar to the total signal. In contrast, Test 3 CC results were similar to 
Tests 1 and 2, thus the results of Tests 4–8 can be extrapolated to the online version.
Test-4 results are shown in Figure 8. !e median ﬁlter’s ability to remove bell-shaped 
interference decreased with blink duration, while it remained constant with the EFS ﬁl-
ter (the error was between 6 and 15 times smaller). In this way, blink amplitude was 
reduced from 99 to 97.5% with the EFS algorithm in all cases, whereas MF eﬀectiveness 
fell abruptly from 91 to 40% as bell-shaped width increased. In addition, the number of 
blinks whose amplitude exceeded 25% of the original value increased as the duration 
increased, such that it was only 4.6% for EFS processing in the worst case, and always far 
below the MF.
Waveform preservation test results (Tests 5–7) are summarized in Figures 9, 10 and 
11. RSME shows that MF ﬁtted better than EFS in all cases. !ese diﬀerences decreased 
as ﬁxation duration increased. Both processings had a much larger error with random 
ocular movements versus other cases, while the reading activity produced the best error 
Figure 8 Blink removal. a Root mean square error; b percentage decrease of blink amplitudes; c cross 
correlation; d percentage of blinks whose amplitudes after filtered processing exceeded 25% of original 
amplitudes.
Figure 9 Preservation of GBM waveform. Pulse width changes from interval [0.3, 0.4] s up to [1.4, 1.5] s. 
 a Root mean square error; b cross correlation.
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values. EFS showed CC values over 0.97 when ﬁxation widths were higher than 0.5 and 
0.7 s for GBM and random ocular movements, whereas its smallest value was 0.98 for 
reading the EOG signal. Meanwhile, the MF had no ﬁxation problems, with the output 
signal being almost equal to the input signal (CC > 0.99), when input was free of blinks 
and overshoots.
Results of Test 8 are summarized in Table 3 and Figure 12. SNR shows that the capac-
ity to obtain the ideal signal with MF and EFS decreased with the ﬁxation slope. EFS 
processing was more eﬀective at restoring the ideal signal as shown in all table features. 
However, the ﬁxation-slope eﬀect produced smaller variations of SNR, CC and RSME in 
MF.
#e best values of SNR, CC and RMSE were reached when ﬁxation slopes were 
between 0 and 5%. EFS processing obtained a good SNR value for all cases (>10 dB), CC 
increased about 22% and RMSE dropped to 76% in relation to input data, whereas the 
MF SNR value was below 10 dB, CC increased around 17% and RMSE dropped to 72%.
While saccade slopes in all cases remained virtually unaltered in MF, in EFS, they 
dropped to 50%. Both techniques ﬁlter all overshoots completely (100% deleted).
Finally, Figure 13 shows the features measured in Test 9 for real EOG signals, with 
a visual analysis in Figure  14. EFS parameters were set from Table  2 for sampling 
rates of 256 and 1,200  Hz. However, online EFS-WN SNR was set to 27 and 30  dB 
for better results. A 300  ms MF was much less capable of deleting blinks, with the 
decreased area being 53.96 and 55.61% lower than the oﬄine and online EFS ver-
sions (Figure  13a). Blink interference in horizontal movements was also 39.58 and 
42.45% lower. However, non totally-ﬁltered blinks retained a greater amplitude 
with EFS  (Figure  14, markers *). When there was a short time between two blinks, 
Figure 10 Preservation of stair waveform (reading activity). Step width changes from interval [0.3, 0.4] s up 
to [1.4, 1.5] s. a Root mean square error; b cross correlation.
Figure 11 Preservation of random waveform. Step widths change from interval [0.3, 0.4] s up to [1.4, 1.5] s.  
a Root mean square error; b cross correlation.
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Figure 13 Result of real EOG processing. Results of MF, oﬄine and online EFS. a Summation of blink area 
reduction; b overshoot amplitude variation; c saccade slope preservation for reading, natural and go-back 
eye movements.
Figure 14 Test of real EOG. Visual analysis of results of MF, oﬄine and online EFS.
Figure 12 Fixation slope effects. Variation of SNR of input data, MF and EFS outputs. Slope changes from 
interval [0, 5]% up to [35, 40]%.
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MF generated an artiﬁcial pulse between them (Figure 14, marker !), and this never 
occurred with EFS. Overshoot amplitudes only dropped around 30% for MF (Fig-
ure  13b), while EFS versions obtained better results (46 and 55%). However, sac-
cadic slopes were better in MF (Figures 13c, 14, markers #). For reading activity, MF 
preserved 49% of slopes, whereas EFS retained 34 and 20% for oﬄine and online 
versions. All processings retained better for other signals: 74, 68 and 54% of natural-
movement slopes were conserved, and 91, 72 and 64% of GBM slopes were preserved. 
Finally, spike perturbations were ﬁltered in both cases (Figure 14, marker &), but EFS 
reduced them to a greater extent.
Discussion
Bell-shaped waveforms, such as blinks and overshoots, are unwanted elements in some 
control interfaces or activity classiﬁers [7–10, 18], because they reduce their eﬀectiveness. 
*e oﬄine and online versions of the technique proposed in this paper achieved high and 
stable levels of elimination with low response delays (EFS-WN, mean ﬁlter, ﬁnding local 
minimums and interpolation are linear operations), with their amplitudes decreasing by 
more than 97%, which was far better than the 300 ms-length MF. *is fact was conﬁrmed 
with real EOG data. *us, control systems, like the complex state machine developed in 
Merino et al. [18], could clearly be simpliﬁed by using EFS preprocessing. In turn, the abil-
ity of EFS to detect bell-shaped waveforms could be used to send commands when a vol-
untary blink happens.
Some systems are based on GBM eye movements as commands, whereas others use 
a saccade-movement sequence to determine which activity has occurred. In these sys-
tems, EFS processing may not be useful with short ﬁxations, and a ﬁxation-time thresh-
old is required to achieve a satisfactory level of waveform preservation, for example 
GBM must exceed 0.5 s. *e reason for this is that there are few or no local minimums 
with small ﬁxations. *e envelope ﬁlter uses these minimums to delete bell-shaped 
interferences and to be closer to input data through an average from two envelopes. Too 
few minimums may mean that the average is not similar to input ﬁxation, because the 
ﬁrst lower envelope may be free of local minimums, and the second is obtained from 
those values. Hence, the distance between the envelopes may be considerable. *is may 
be made worse if an input ﬁxation interval does not have local minimums. In this case, 
there is no similarity between the two envelopes.
Envelope ﬁlter sequence requires small oscillations of input data to reach a high level 
of similarity with ideal EOG signals. *e objective of EFS-WN is to increase the num-
ber of local minimums. However, blinks and overshoots are not removed when the top 
or its peaks are sawtooth shaped. For this reason, to reduce sway form, a mean ﬁlter is 
applied after adding EFS-WN. High EFS-WN amplitudes may introduce large swayings 
on bell-shaped peaks, rendering the mean ﬁlter ineﬀective, and a long mean ﬁlter may 
excessively reduce the number of local minimums. *us, EFS-WN for the oﬄine EFS 
version is set at a low value (32 dB) for 128 Hz, and this decreases with a larger sam-
pling rate, because more oscillations (noise) are recorded and EFS-WN may be smaller, 
or even unnecessary. For the online version, EFS-WN amplitudes are greater (27 versus 
36 dB for 256 Hz for oﬄine) due to lower window energy. Meanwhile, the mean ﬁlter 
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smoothes out data and deletes the sawtooth top of blinks and overshoots. !erefore its 
length, between 25 and 32 ms, is more constant and independent of the sampling rate.
Applying a highpass ﬁlter to the EOG signal causes the ﬁxation slopes to drop 
(Table  3). !is may mask a subset of small variations inserted by EFS-WN. Few local 
minimums are found and envelopes may not be close enough to ﬁxation periods, 
thereby reducing similarity, as shown in Test 5. Increasing these slopes causes SNR input 
to drop. Nevertheless, this fact is inverted with the ﬁltered processings, with a good SNR 
level and high similarity being reached. !us, EFS should be applied before the highpass 
ﬁlter to avoid this ﬁxation-slope eﬀect.
An important diﬀerence with the techniques based on MF is that a shifting window is 
not required, so EFS may be applied to all input data. !e eﬀectiveness of MF depends 
directly on window length. A low value may not totally remove blinks or overshoots, 
while a large width may modify saccadic positions. However, MF is relatively robust to 
sawtooth-shaped tops, waveform preservation is high (higher than EFS), and it obtains 
a good SNR value for decreasing ﬁxation slopes (lower than EFS). However, it has dif-
ﬁculty deleting blink places in the saccade neighborhood and consecutive blinks. EFS 
versions remove the problems of neighborhood and sequence, ﬁxation period error is 
reduced, and saccade positions are maintained. Furthermore, real data conﬁrm that MF 
retains a better saccade slope. !is fact may be very important for an activity classiﬁer, 
but it may have less impact in control systems.
Conclusion
!e EFS algorithm for ﬁltering EOG data has demonstrated that it is highly capable of 
removing bell-shaped waveform noise without changing saccade positions: blink ampli-
tudes decreased by 97%, and only 5% of them maintained a value over 25% of the ini-
tial value, and overshoots were considerably reduced. However, saccadic slopes were 
smoothed and we found a limit of ﬁxation duration. In contrast, MF was less capable of 
reducing amplitudes of this kind of interference, but was better at maintaining slopes, with 
a smaller dependence on ﬁxation width being obtained.
!e paper described an online implementation of EFS with a similar level of eﬀective-
ness to the oﬄine version. Hence, the EFS algorithm can be used by a control interface 
based on EOG signals to manage devices such as PCs, activity classiﬁers, and/or aﬀec-
tive computing systems.
Appendix 1: EOG system generator
A model of the EOG signal is described in this appendix. !is one can measure and verify 
diﬀerent EOG features. !is model was developed because we were unable to ﬁnd data-
bases with specialist annotations of saccade movements, blinks and overshoots. !e model 
allows us to evaluate processing precision versus inserted noise level from blinks, over-
shoots, and general interferences, and compare ﬁltered outputs with ideal data.
An EOG signal may be split into (8)
where EM(t) is the ideal signal consisting of eye movements, O(t) contains overshoots, 
B(t) are blinks, and n(t) is additive noise (Figure 15). !ese functions are described in 
(8)EOG(t) = EM(t) + O(t) + B(t) + n(t)
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the following subsections. !e model of saccades and ﬁxations is explained in ﬁrst three 
subsections, it is generalized in the fourth subsection, where EM(t) is obtained. Over-
shoot and blink models are described in last two subsections.
Saccades model
Saccade movements cause a rapid signal variation, whereas ﬁxations maintain the electric 
level from saccades [1, 17]. !ey can both be modeled with a sigmoid function (9). !is 
is deﬁned for all real numbers, its rank is (0, 1), with two horizontal asymptotes in 0 and 
1 (Figure 16). Parameter a shifts it along the abscissa axis, while parameter b contracts/
dilates it, so that the slope changes with this value.
!e main variations of the sigmoid function are found in the interval 
[a − bln(1/0.1−1), a − bln(1/0.9−1)], where it ranges from 0.1 up to 0.9, which is 80% 
of its slope. Parameter b controls the interval amplitude, so it can be used as a model 
of saccadic shiftings. !us, supposing the linear relation between eye-movement angles 
(9)S(x) =
1
1 + e−x
x=
t−a
b
−→ S
(
t − a
b
)
=
1
1 + e
−
t−a
b
Figure 15 Model EOG signal from EOG-SG. a Individual elements; b joining of all components.
Figure 16 Saccade model. Sigmoid function with a = 0 and b = 1.
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and saccade time widths, with the average time of EOG-saccades slope known as 100 ms 
for a 20° movement [12], then b is deﬁned as (10)
where 0 ≤ A < pi is movement angle in radians, 0 < ρ < +∞ is a random factor of vari-
ability of saccades (RFVS) to involve variations in the slopes.
Fixations model
Ocular position is maintained after each saccadic movement [17]. #is is termed ﬁxation. 
Under ideal conditions, the electrical level reached is upheld and only changes when a new 
saccade occurs. In contrast, applying a high pass ﬁlter to the EOG signal is a normal action 
because this shows a DC level. #is ﬁlter causes the ﬁxation slope to decrease, because the 
signal is constant in them. So, Eq. (11) models this behavior, where δ and γ are start time 
and duration of decrease, and m is decreased level, whose value is between 0 and 1. Note, 
98% of the slope is in interval [0, 1] when δ = 0 and γ = 1.
A high pass ﬁlter could be used instead of (11), but ﬁxation slope control is lost. So, 
(11) through parameter m handles this EOG feature better.
Saccade-!xation model
A ﬁxation always happens after a saccade [1, 17]. So, this relation is drawn in Figure 17 and 
is deﬁned in Eq. (12)
where
is the start time of the decreased ﬁxation slope and is located after the saccade and 
coincides with the time instant when (9) is 0.99. Furthermore, the ﬁxation slope time 
(10)b(A, ρ) = Aρ
(
0.9
2pi ln(9)
)
(11)D(m, t, δ, γ ) = 1 − mS
(
ln(99) ·
(
2(t − δ)
γ
− 1
))
(12)SF(t, a, b,m, δ, γ ) = S
(
t − a
b
)
· D(m, t, δ, γ )
(13)δ = a − b ln
(
1
0.99
− 1
)
> a − b ln
(
1
0.9
− 1
)
Figure 17 Different fixation slopes. Model EOG signal with four different fixation slopes.
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depends on when the next saccade occurs. If a2 and b2 are the next saccade localization 
and its slope, then ﬁxation width is deﬁned as
such that the end of ﬁxation coincides with the time instant when (9) is 0.01 for the next 
saccade (Figure 17).
Saccade sequences
Eyes are constantly in movement, so it is possible to establish a movement sequence as a 
set of saccades and ﬁxations whose initial and ﬁnal positions are the center of the eyeball. 
A sequence of saccades is established as a family of curves in (15), returning to the center 
position as (16)
where L > 0 is the number of saccades of a sequence, A, a, ρ, m, δ, and γ are vectors 
whose components mean: Aj is movement angle in radians where pi/2 > Aj > −pi/2 and 
A0 = 0, b(|Aj − Aj−1|, ρj) determine saccadic slope, ρj is RFVS, aj is the start time 
instant of a saccadic movement where aj+1 > aj > 0, mj is decreased ﬁxation slope, δj is 
the start time of decreased slope, γj is the duration; α and θ are real scalars which set the 
position of the returned saccade to the center localization of the eyeball and its slope. In 
(15) a tangent function was used because ±30° ocular movements are quasi linear [15].
Finally, EM(t) is obtained from a saccade sequence (15) and one single returned move-
ment (16). Its expression is in (17)
where K > 0 is the number of ocular movement sequences, L(i) > 0 is the number of sac-
cades of sequence i, Ai, ai, ρi, mi, δi, and γi are vectors of sequence i that were described 
in (15) and (16), Ai,L(i) is the last component of vector Ai, αi > ai,L(i) is the localization of 
the returned saccade to the eyeball center and is larger than the last saccade component 
of vector ai, and τi is RFVS of this back eye movement.
Sequence of overshoots
Overshoots can be deﬁned as a Gauss function (18). #is is an even-symmetry function, 
whose maximum value is 1; µ and σ shift and contract/dilate it. Of its area, 99.99% is in the 
interval [µ − 4σ ,µ + 4σ ], where its width is controlled through parameter σ. #us, over-
shoot widths can be deﬁned in this interval.
(14)γ = a2 − b2 ln
(
1
0.01
− 1
)
− δ
(15)
SS(t,A, a, ρ,m, δ, γ ) =
L∑
j=1
(tan(Aj) − tan(Aj−1))·
SF(t, aj , b(
∣∣Aj − Aj−1
∣∣, ρj),mj , δj , γj)
(16)RCP(t,α, θ) = 1 − S
(
t − α
θ
)
(17)EM(t) =
K∑
i=1
RCP(t,αi, b(
∣∣Ai,L(i)
∣∣, τi) · SS(t,Ai, ai, ρi,mi, δi, γi)
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A target localization error causes overshoots in the EOG signal, so they overlap with 
saccades [19, 20]. An overshoot sequence is deﬁned in (19)
where Ci,j is the amplitude of overshoot, σi,j is overshoot width (20), and, µi,j is the time 
localization of the overshoot that must be equal to (21); b(|Ai,j − Ai,j−1|, ρi,j) was deﬁned 
in (10) and θi,j can be ai,j if it is on saccade sequence or αi if it is on returned saccade to 
center localization of the eyeball (17), and sign() is the sign function. In this way, over-
shoots range from 0.5 up to 0.999 in (9).
Sequence of blinks
A blink has a higher slope before its peak than afterwards. So, this can be formed as (22).
β(t) is a piecewise function based on two Gauss functions, where one is double dilated 
in relation to the other. It is known that about 99% of the area of (18) is in the interval 
[p − 3h, p + 3h]. "us, the interval [p − 3h, p + 6h] contains 99% of β(t) area.
Equation (23) deﬁnes the blink signal where R is the number of blinks, Vj is the ampli-
tude of one blink, hj determines blink width, and pj is the localization of the blink peak 
where pj+1 ≥ pj + 6hj.
Additive noise
Bioampliﬁers are not perfect systems, and their outputs show interference from pink noise 
due to surface electrodes [36]. "erefore, we added this kind of noise, n(t), of 27 dB in rela-
tion to (17). "is gave outputs which were more like real EOG signals from bioampliﬁers.
Appendix 2: Test settings
"e model of “Appendix 1” was used in this paper’s tests, and its main parameters are sum-
marized in Table 4.
"ree implicit concepts of EOG-SG must be described before explaining the sig-
nal generated in each test. "e ﬁrst is the time between sequences (TbS) in (17). "is 
(18)G(t,µ, σ) = e−0.5·
(
t−µ
σ
)2
(19)O(t) =
K∑
i=1
L(i)∑
j=1
Ci,j · G
(
t,µi,j , σi,j
)
(20)σi,j = ln(999) ·
b
(∣∣Ai,j − Ai,j−1
∣
∣, ρi,j
)
8
(21)µi,j = θi,j − 0.5 · sign
(
∂EM(θi,j)
∂t
)
· b
(∣∣Ai,j − Ai,j−1∣∣, ρi,j) · ln
(
1
0.999
− 1
)
(22)β(t, p, h) =
{
G(t, p, h) t ≤ 0
G(t, p, 2h) t > 0
(23)B(t) =
R∑
j=1
Vj · β
(
t, pj , hj
)
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is deﬁned as the period from the ﬁnal saccadic movement (αi) of sequence i in (16) up 
to the ﬁrst saccade ai+1,1 of the next sequence i + 1 in (15). Another concept is the rate 
of blinks in a minute (BM), which establishes a limit for the number of blinks. "ere-
fore, this aﬀects blink localizations (pj) in (23). However, if their positions are between 
sequences of saccade-ﬁxation movements (17), as deﬁned in (24), then blinks and ocular 
movements do not overlap. "e last concept is when an overshoot happens. With these 
concepts deﬁned, their values were set: TbS changed between 3 and 5 s for all tests (25); 
blinks happened between the sequence of ocular movements (24) and a frequency of 19 
BM for Tests 1–3 and 5, between 12 and 22 BM for Test 4 and 0 BM in the others [21]; 
overshoots were generated when an eye shift exceeded +25° in absolute value from pre-
vious eye position in Tests 1–3 and 5. "e others tests were without overshoots.
"e same setting was established for Tests 1–3, where parameters of proposal tech-
nique were obtained. "ey deﬁned 100 sequences (K) of GBMs whose amplitudes (A) 
changed randomly between ±40°. "is kind of movement occurs when the length of vec-
tor A is 1 in (17), that is, L is 1 in (15). "e time between two successive saccades (TSS), 
that is, GBM width, was set between 0.6 and 1.5 s (26) with horizontal slope (m = 0) in 
(11). In contrast, blink width (9h) in (23) oscillated between 0.3 and 0.55 s [22].
Test 4 analyzed the ability to delete blinks. For this reason, the signals obtained were 
without saccade sequences (K = 0 and L = 0). "eir widths were increased 0.1 s from an 
initial interval [0.1, 0.2] up to [0.4, 0.5] s.
Waveform preservation was analyzed in Tests 5–7. For this reason, the signals were 
free of blinks and overshoots. "e distance between saccades changed 0.1 s in each itera-
tion, [17], from an initial random value of [0.3, 0.4] up to [1.4, 1.5] s. "e width limit of 
GBMs was studied in Test 5. 1,000 of them were generated with amplitudes between 
(24)ai+1,1 > pj > αi
(25)ai+1,1 − αi ∈ [3, 5]
(26)ai,n+1 − ai,n ∈ [0.6, 1.5]
Table 4 Test settings: main EOG-SG parameters
Settings of tests. Square brackets mean random variations. Meaning of acronyms in the order of appearance.
K number of saccade sequences, L number of saccadic movements per sequence, A eye movement angle, ρ random factor 
of variability of saccade, m !xation slope, TSS time between two successive saccades, 9h blink width, º degree, s second.
Pars. Tests 1–3 Test 4 Test 5 Test 6 Test 7 Test 8
K 100 0 1,000 125 1 1,000
L 1 0 1 [6, 10] 1,000 1
A (º) ±40 0 ±40 ±15 ±40 ±40
ρ [0.9, 1.1] 0 [0.9, 1.1] [0.9, 1.1] [0.9, 1.1] [0.9, 1.1]
m 0 0 0 0 0 [0, 0.05] 
–[0.35, 0.40]
TSS (s) [0.6, 1.5] 0 [0.3, 0.4] 
–[1.4, 1.5]
[0.3, 0.4] 
–[1.4, 1.5]
[0.3, 0.4] 
–[1.4, 1.5]
[0.6, 1.5]
9h (s) [0.3, 0.55] [0.1, 0.2] 
–[0.4, 0.5]
0 0 0 [0.3, 0.55]
4.1. Electrooculografía 55
Merino et al. BioMed Eng OnLine (2015) 14:48
Page 22 of 23Merino et al. BioMed Eng OnLine  (2015) 14:48 
±40°. Test 6 used signals with 125 sequences [7]. "e total rank of eye movement was set 
in the interval [−15°, +15°]. "e ﬁrst saccade moved from the center position (0°) up to 
−15°, and the last shifted from +15° to center position (0°). "us, the amplitude of stair-
shaped waveforms was 30°. "e number of saccades between them oscillated between 6 
and 10. Test 7 was based on 1,000 random ocular movements (L = 1,000) with an ampli-
tude between ±40° in a single sequence (K = 1), so that one saccade compared to the 
previous one could reach 80° of the distance.
"e conﬁguration of Test 8 was practically identical to Tests 1–3, but with 1,000 GBMs 
and non-horizontal ﬁxation slopes, so they decreased 5% in each iteration, from [0, 5]% 
up to [35, 40]% of the slope.
Finally, the parameter of RFVS (ρ) in (10) was set between [0.9, 1.1] for all tests, so that 
the variability of the saccade slope was 20%.
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4.2. Electrocardiografía
Dada la imposibilidad de que el sujeto pueda modificar el comporta-
miento de manera voluntaria, esta señal se ve limitada a interfaces PC.
4.2.1. Procesamiento
La detección del complejo QRS ha sido objeto de multitud de estudios
que han logrado una eficacia superior al 90%, en algunos casos incluso mayor
al 99% (Nygårds and Sörnmo, 1983; Song-kai et al, 1988; Mehta et al, 2010;
Pan and Tompkins, 1985; Wang et al, 2011; Bustamante et al, 2013; Pal
and Mitra, 2012; Manikandan and Soman, 2012; Madeiro et al, 2012; Chikh
et al, 2012; Dohare et al, 2014; Ye et al, 2012; Köhler et al, 2002; Agrawal
and Gupta, 2013; Das and Ari, 2013; Yan and Lu, 2014). En todas ellas,
se pueden diferenciar dos fases diferentes: preprocesamiento y clasificación.
La primera tiene como objetivo destacar el complejo QRS respecto a las
otras ondas, mientras que la segunda toma dicho resultado y determina
dónde se han producido dichos complejos. Estos algoritmos, para llevar a
cabo su cometido, requieren de la especificación de varios parámetros, como
umbrales de decisión fijos o adaptativos, anchura de ventana de integración,
o de un proceso de entrenamiento previo del clasificador, etc.
Para superar estas desventajas, en esta tesis se ha desarrollado una nue-
va técnica libre de parámetros y sin necesidad de realizar un proceso de
aprendizaje supervisado previo: Merino et al (2015b), detallado en la sec-
ción 4.2.3. Los bioamplificadores son sistemas enfocados a la captación de
una o varias bioseñales. Los datos registrados presentan interferencias de
diversa índole, como la red eléctrica (50Hz en la Unión Europea), ruido rosa
causado por los electrodos de superficies (Huigen et al, 2002), interferencias
de otras bioseñales, etc. Aprovechando las oscilaciones generadas por el rui-
do, se ha desarrollado un algoritmo, así como una versión en tiempo real
del mismo, para detectar los complejos QRS basado en el FE descrito en la
sección 4.1.1 y el clasificador no supervisado K-means. Este procedimiento
se identificará como SFE+K (secuencia de filtro de envolvente y K-means).
El algoritmo, que se muestra en la figura 4.4, consiste en:
Figura 4.4: Diagrama del algoritmo SFE+K para detectar complejos QRS.
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1. Aplicar un filtrado de media para eliminar las cimas en forma de
“dientes de sierra” de los complejos QRS.
2. Emplear el FE descrito en la sección 4.1.1.
3. Restar la salida del paso anterior con los datos de ECG. Con esto se
consigue destacar el complejo QRS y eliminar casi en su totalidad las
otras ondas de la señal (figura 4.5.a).
4. Repetir los pasos 1 y 2 sobre el resultado del paso 3.
5. Con los datos de salida del paso anterior, localizar todos los máximos
locales de la señal y aplicar el clasificador K-means de dos grupos:
QRS y no-QRS (figura 4.5.b).
6. Finalmente, eliminar los QRS consecutivos, esto es, los puntos etique-
tados como QRS entre los cuales no hay ningún valor no-QRS. El
resultado será un vector con la localización de los complejos QRS de
la señal ECG.
Figura 4.5: Resultado del algoritmo: a) salida del proceso de filtrado, b) clasificación de
datos con K-means.
La eficacia de la técnica se midió con 22 horas y 11 minutos de señales
obtenidas de cinco bases de datos de Physionet (PDB) (Goldberger et al,
2000). Tres de ellas contienen algún tipo de patología, mientras que los
datos de las otras dos muestran latidos normales. Para ello, se cuantificó el
número de QRS correctos generados por el algoritmo (verdaderos positivos -
VP), el número de falsos QRS (falsos positivos - FP), el número de QRS no
detectados (falsos negativos - FN), y se calculó la sensibilidad (Se), definida
como la capacidad de detectar los complejos (ecuación 4.2), la predicción
positiva (P+), definida como la fiabilidad de las salidas del procesamiento
de ser complejos QRS reales (ecuación 4.3), y precisión (Pre), definida como
la eficacia del algoritmo (ecuación 4.4). El resultado del procesamiento está
resumido en la tabla 4.2. En ella se muestra que ambas versiones de SFE+K
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obtienen unos resultados superiores al 99.75% tanto para Se, P+ y Pre, con
el 99.97% y 93.31% de los complejos QRS normales y anormales detectados,
y con errores que no sobrepasan el 0.95%.
Se = 100 · V P
V P + FN
(4.2)
P+ = 100 · V P
V P + FP
(4.3)
Pre = 100 · V P
V P + FP + FN
(4.4)
Tabla 4.2: Resumen de la eficiencia del algoritmo SFE+K.
Algoritmo
Physionet Oﬄine Online
No. QRS 87639 87699 87740
Verdaderos
Positivos
QRS normales 86922 86899 86908
QRS anormales 717 669 670
Falsos Positivos Morfológicos 97 104Ruido 34 58
Eficacia (%)
Sensibilidad 99.92 99.93
Predicción positiva 99.85 99.81
Precisión 99.77 99.75
4.2.2. Análisis y aplicaciones
El análisis y selección de características es un elemento esencial en PC,
junto con el contexto de la acción. Por ello, como parte de esta tesis, se
han estudiado las variaciones de éstas en dos situaciones diferentes y sus
resultados están recogidos en las secciónes 4.2.4 y 4.2.5. En la primera,
se analizaron los parámetros durante la escritura de un texto usando un
teclado virtual controlado por eventos mediante las bioseñales EMG y ECG
(Merino et al, 2012), estudiando si el efecto de la interfaz, mientras que en la
segunda se midió la influencia de situaciones de estrés causados por tareas
de aritmética y de memoria con limitación de tiempo (Monge et al, 2014).
En el primero de ellos, se obtuvo que las características que mostraron
cambios significativos durante la actividad fueron SDNN, RMSSD, pNN50
y las bandas de frecuencias ULF, VLF, LF, HF y LF/HF, y no se observó
un efecto significativo sobre las señales a causa de la interfaz usada. En el
segundo artículo se concluyó que los parámetros que mejor marcan situacio-
nes de estrés son Mrr, pNN50 y HF. Ambos trabajos emplearon el algoritmo
descrito en Pan and Tompkins (1985).
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Extensión de los resultados
Adicionalmente a los resultados arrojados por el artículo presentado an-
teriormente, se realizó diversos análisis que no se pudieron incorporar debido
a las limitaciones impuestas por la revista. Así, se estudió de forma empírica
la carga computacional del algoritmo en su versión oﬄine, la desviación en
la localización del pico máximo de la onda R y el efecto del ancho del buffer
sobre la versión en tiempo real.
El análisis temporal se realizó sobre segmentos incrementales de cada
señal de PDB. Cada nuevo segmento duplicaba la longitud del anterior
e incluía al previo. Se obtuvieron 45 segmentos por cada señal donde el
incremento del último fue del 4500% respecto a la longitud del primero, y
abarcaba la totalidad de la duración de los datos. Por cada uno de ellos, se
calculó el incremento temporal respecto al primer segmento (el de menor
tamaño). El resultado está recogido en la figura 4.6. Se puede observar que
la tendencia mostrada es lineal.
Figura 4.6: Coste computacional. La línea continua corresponde a la recta de regresión
lineal, mientras que la punteada a un ajuste cuadrático.
La detección del pico máximo de la onda R puede influir notablemente a
la hora de analizar las variaciones de la actividad cardíaca, especialmente a
los parámetros de HRV. Por ello, se calcularon las desviaciones más comunes
que se dan en la localización del QRS dado por SFE+K. El resultado está
recogido en la figura 4.7. El intervalo ±8ms contiene el 99.89% de los datos
del histograma para la versión oﬄine, y entre el 99.53% y el 99.87% para el
procesamiento online y diferentes longitudes de buffer. Además, se destaca
que el valor modal de las desviaciones es 0 en ambas versiones, con una
frecuencia 10 veces superior al inmediatamente siguiente, correspondiendo
éste al 77.92% de los complejos QRS para la implementación oﬄine, y al
rango que va desde el 77.23% hasta el 79.22% para la versión en tiempo
real. De esta manera, se puede concluir que la precisión del algoritmo en la
localización del pico máximo de la onda R es muy alta.
En base a las posiciones temporales de los complejos QRS y las distan-
cias RR proporcionadas por SFE+K y los expertos de PDB, se obtienen
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Figura 4.7: Histograma de la desviación en la localización del pico máximo de la onda
R para la versiones oﬄine y en tiempo real con longitud de buffer desde 0.3 a 2.1s.
las matrices mostradas en la ecuación 4.5, donde li es la localización del
complejo QRS i-ésimo, RRi es la distancia de éste al complejo previo y los
superíndices indican el origen (SFE+K o Physionet). Definidas estas matri-
ces, se llevo a cabo el análisis del efecto de la longitud del buffer mediante
el cálculo del error cuadrático medio (ECM) y la correlación cruzada (CC).
Este análisis no obtiene unos valores precisos de Se, P+ y Pre, pero permite
valorar el efecto del buffer sobre los resultados.
MRRSFE+K =

lSFE+Ki RR
SFE+K
i
lSFE+Ki+1 RR
SFE+K
i+1
...
lSFE+Ki+N RR
SFE+K
i+N
MRRPDB =

lPDBi RR
PDB
i
lPDBi+1 RR
PDB
i+1
...
lPDBi+N RR
PDB
i+N
 (4.5)
El análisis se llevo a cabo variando el buffer desde un valor inicial de
0.3s hasta los 2.1s, incrementándolo en 150ms en cada iteración. La posible
discordancia entre las localizaciones de los expertos y las obtenidas por la
técnica SFE+K, esto es, lSFE+Ki 6= lPDBi , hace necesario interpolar lineal-
mente puntos de forma que ambas matrices tengan las mismas posiciones
temporales (ecuación 4.6; figura 4.8). En la figura 4.9 se resume el resulta-
do obtenido. Se puede apreciar que la diferencia entre los datos obtenidos
por SFE+K y las anotaciones de los expertos difieren muy poco para las
distintas longitudes del buffer, lo que afianza los resultados obtenidos en el
artículo Merino et al (2015b) (sección 4.1.3). Asimismo, se observa una leve
mejoría en el rendimiento cuando la dimensión del buffer supera los 1.05s
de longitud. De esta manera, se puede concluir que la técnica es suficiente-
mente robusta a la hora de detectar complejos QRS y permite su uso en los
casos en los que la velocidad en la detección sea un elemento crítico.
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MRRSFE+K
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=

lSFE+Ki RR
SFE+K
i
lPDBi RR
SFE+K
iintrpl
lSFE+Ki+1 RR
SFE+K
i+1
lPDBi+1 RR
SFE+K
i+1intrpl
...
lSFE+Ki+N RR
SFE+K
i+N
lPDBi+N RR
SFE+K
i+Mintrpl

MRRPDBintrpl =

lSFE+Ki RR
PDB
iintrpl
lPDBi RR
PDB
i
lSFE+Ki+1 RR
PDB
i+1intrpl
lPDBi+1 RR
PDB
i+1
...
lSFE+Ki+N RR
PDB
i+Nintrpl
lPDBi+N RR
PDB
i+N

(4.6)
Figura 4.8: Interpolación de valores RR.
Figura 4.9: Efecto de la longitud del buffer sobre los resultados de la versión en tiempo
real.
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Abstract. In this paper we propose an assessment of biosignals for handling an 
application based on virtual keyboard and automatic scanning. The aim of this 
work is to measure the effect of using such application, through different inter-
faces based on electromyography and electrooculography, on cardiac and elec-
trodermal activities. Five people without disabilities have been tested. Each 
subject wrote twice the same text using an electromyography interface in first 
test and electrooculography in the second one. Each test was divided into four 
parts: instruction, initial relax, writing and final relax. The results of the tests 
show important differences in the electrocardiogram and electrodermal activity 
among the parts of tests. 
Keywords: affective interfaces, biosignals, control system, disability. 
1 Introduction 
According to the Eurostat [1], the total population in Europe was 362 million in 1996 
which 14.8% of the population between 6 and 64 years old have physical, psychologi-
cal or sensory disabilities. Therefore, assistive and adapted systems have to be devel-
oped. The aim of these ones is to help users in their diary tasks, letting them to live in 
a more comfortable way.  
Focus on software, in general, it can be claimed that these applications have a high 
degree of flexibility and customizable, but their throughput strongly depends on the 
adapted device or interface the user needs to interact with it. The aforementioned 
throughput might also be dramatically reduced for people who suffer from severe 
disability. Another lack of these software programs is that they cannot be automatical-
ly adapted when they are running and self-adjusting to user requirements. 
The goal of developing a method for matching parameters that could be modified 
in an adaptative row-column scanning to each individual user is discussed in [2], but, 
in that paper contextual information of the application is considered instead of physio-
logical signals. Nowadays there are several researches focus on in incorporate the 
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feature of self-adaptation in different systems or applications. So, based on this con-
cept there are papers whose aim is modify the environment to adapt to the user 
needs/preferences (Ambient Intelligence) or use biosignals to adjust an application 
automatically (Physiological Computation [3]).  
This paper describes how the use of virtual keyboard (VK) affects different physio-
logical signals and how these ones could be used to incorporate automatic adaptation 
of functioning parameters in this VK application. 
2 Related Work 
Disable people need interfaces to be adapted to their physical and cognitive skills. 
Whatever the user’s type of disability, the interface needs to detect user’s will in order 
to select the highlighted row or column on the virtual keyboard. In most cases, user is 
able to move some muscles and press a special switch, or control a mouse pointer on 
computer screen through an accelerometer [4]. But sometimes user’s ability is con-
strained to move the eyes; therefore an eye-tracker is required. Electric biosignals can 
be used instead of those systems. For instance, an electromyography (EMG) system 
can record muscle activity and substitute the switch, and also electrodes placed 
around the eyes can be used to detect gaze [5, 6].  Moreover, interfaces based on 
Brain Computer Interface (BCI) don’t require   user movements [7] because this one 
is based on electroencephalogram (EEG).  
Biosignals can be also used as a source of information when user emotional state 
must be determined. Electrodermal activity (EDA) [8] and electrocardiogram (ECG) 
are two of the biosignals most used in this area. EDA has been used in several re-
searches about stress and cognitive load [8-10]. It has been shown EDA is a good 
method to detect different emotional states. A typical experiment to measure the stress 
[9] is to make a subject calculate several arithmetic operations of different level of 
difficult in 4 minutes and 3 phases. From phase to phase the level of stress goes up  
by increasing the operation difficulty. Significance changes in EDA among phases 
have been reported, such that the cognitive load was evaluated correctly in 82.8% of  
studied cases.   
It has also reported in several papers that the cardiac activity is also affected by the 
kind of task. In [10] the authors have used biosignals as objective indicators of state 
of users, where EDA, ECG, EMG and breath frequency were recorded while the sub-
jects played a game. 
3 Methodology 
3.1 Application 
The tests were developed using a customizable VK [6] shown in figure 1. Among 
other things the VK allows: keys personalization, using different control interfaces 
based on events and generating a list of predicted words. An extended VK distributed  
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by rows of six characters each is selected. High frequency characters in Spanish lan-
guage are placed on first rows. A row/column scanning method was used to select a 
letter or a word on a prediction list. The minimum number of selected characters used 
to turn on prediction engine was set to 3. The scan time or dwell time was established 
in 1.6s for EMG control interface and 1.8s for EOG control interface based on 0.65 
rule [11]. 
 
Fig. 1. Extended Letter VK 
3.2 Signal Acquisition 
Three different biosignals were simultaneously recorded during the tests. One of them 
was used to manage a VK application (EMG or EOG), and the others were registered 
to determine the stress/fatigue of the user induced by the control interface (ECG, 
EDA) [8-10].  
The assembly used to record the different biosignal is shown in the figure 2. A mo-
nopolar assembly was employed to record the ECG signal (figure 2.a). The EDA as-
sembly was placed on the wrist (figure 2.b) [12]. Three electrodes on the arm were 
used for the EMG signal (figure 2.c). Finally, to pick EOG signal up two electrodes 
by direction (figure 2.d) where placed around the eye [13] and the ground and refer-
ence sensors were placed respectively in the right and left ears. 
 
Fig. 2. Electrode positions. a) ECG. b) EDA. c) EMG. d) EOG. 
Ag/AgCl electrodes with self-adhesive/conductive gel were used to record the bio-
signals. Two bioamplifiers were employed: g.USBamp and g.MOBILab of gTec. The 
first of them registered the control biosignals with a sample frequency of 512Hz for 
EMG and 128Hz for EOG. A notch filter in (48, 52)Hz was implemented to eliminate 
the power electric noisy, and a bandpass filter in (5, 200)Hz for EMG and (0.1, 30)Hz 
for EOG. Also, the version 2.0 of the BCI2000 software was employed [7] to send the 
event to the VK through a socket. The other bioamplifier recorded the ECG signal 
with a frequency of 256Hz, a notch filter in (48, 52)Hz and a bandpass filter in (0.5, 
100)Hz.  
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The EDA signal employed a different system: QSensor [12]. This one is a wearable 
system that wears in the wrist and uses Ag/AgCl electrodes. Different sample fre-
quency can be employed and the data are stored in the internal memory. 32Hz of 
sample frequency was setting. 
The version 7.6.0.324 of Matlab application was utilized to offline analysis of the 
recorded data. 
3.3 Procedure 
Trials are focused on text input function of the VK. EMG and EOG signal are consi-
dered like control interfaces. Five users without disabilities between 26 and 45 years 
old participated in these trials (mean 31.2, sd. 7.79); only one of them had used the 
application before.  
The temporal line of the experiment is splitted into four parts: 
1. Task explanation and electrode setting. Users are instructed about the task they are 
going to do. Then electrodes to record EDA, ECG, EOG and EMG signal are 
placed. 
2. Ten minutes of relax. During this time user is reading a magazine. 
3. Main activity. Users input a predefined text using virtual keyboard. Command to 
control the application is based on biosignals. Duration of the trial is user depen-
dent, this is, there is no time to finish it. 
4. Rest time. 10 minutes to recover, reading a magazine. 
The main task consists in writing a text of 43 words (209 characters). The application 
is operated by a single event which, in turn, is generated in two different ways: Mus-
cle activity by EMG signal processing or Horizontal Eye Movement by EOG analysis.  
A wrong character had to be corrected. However, the mistakes made by selecting an 
incorrect word from the prediction list had to be ignored, so the user had to write the 
next word. 
The ECG and EDA signals are recorded in all phases, excluding phase 1 where the 
users are instructed. By measuring these signals, it is possible to acquire objective 
information about the user emotional state. Two State-Trait Anxiety Inventory (STAI) 
questionnaires were also provided to subjects. They filled them in at the beginning of 
the relax phases (phases 2 and 4). So, a subjective measure of stress is also achieved.  
4 Work and Results 
Different parameters of affective signals have been researched. The heart rate  
variability (HRV) has been the main extracted feature from ECG. Each HRV vector 
element shows the time between two neighbor heartbeats. The extracted data are clas-
sified in two groups: information based on temporal analysis or based on frequency 
analysis. The standard deviation of beat-to-beat or NN intervals (SDNN), the square 
root of the mean squared difference of successive NN intervals (RMSSD), the propor-
tion of NN intervals that differ by more than 50 ms (pNN50), the width of the  
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minimum square difference triangular interpolation of the highest peak of the histo-
gram of all NN intervals (TINN), and the entropy of HRV are the parameters of the 
first group. The other group is based on calculate the power spectrum density (PSD) 
of the HRV. The PSD is divided in 4 parts: frequency from DC to 0.003Hz (Ultra 
Low Frequency - ULF), from 0.003 to 0.04Hz (Very Low Frequency - VLF), from 
0.04 to 0.15Hz (Low Frequency) and from 0.15 to 4Hz (High Frequency - HF). One 
additional parameter is the ratio between HF and LF (HF/LF). The influence of each 
band about the PSD was calculated as the sum of PSD of the band divided by overall 
PSD sum. In all parameters, a slide window of 5 minutes of width with a shift of 1 
heartbeat was applied.  
Five parameters were extracted from EDA signal: tendency, average amplitude, 
mean of derivative, average increase in periods of rising, and time ratio increase. A 
slide window of 5 minutes of width with a shift of 1 sample was applied. 
The extracted information was analyzed through an analysis of variance (ANOVA) 
for each single subject with a threshold of 1% (alpha parameter - p < 0.01). Four ana-
lyses for each subject were realized: relax phase 1 vs. main task, main task vs. relax 
phase 2, relax phase 1 vs. relax phase 2, and relax phase 1 vs. main task vs. relax 
phase 2. Difference between using EMG or EOG interfaces was the goal of the next 
ANOVA analysis: relax phase 1 of EMG control vs. relax phase 1 of EOG, main task 
of EMG vs.  main task of EOG, and relax phase 2 of EMG vs. relax phase 2 of EOG. 
The expected results were the relax phases weren’t affected (p > 0.01) and the main 
activities showed significative difference between EMG and EOG (p < 0.01). Howev-
er, the ANOVA results of majorities of subjects in relax phases showed an important 
influence of unknown variable (p < 0.01). So, variations in ECG and EDA signals due 
to doing main task with EMG or EOG interfaces are not conclude, in despite of the 
expected results for main tasks were obtained. 
Table 1. STAI test results for control interfaces 
Phase 
User 1 User 2 User 3 User 4 User 5 
EMG EOG EMG EOG EMG EOG EMG EOG EMG EOG 
Relax 1 40 46 43 38 43 47 52 50 43 44 
Relax 2 44 45 44 35 41 36 46 45 38 37 
The EMG and EOG control interfaces showed the kind of phase affects directly all 
EDA parameters (p < 0.00045). Also, SDNN, RMSSD, pNN50 (p < 0.0007) and the 
bands ULF and VLF (p < 0.0085) of ECG parameters showed significative changes 
when using the EMG interface, while SDNN, pNN50 (p < 0.0004) and all frequency 
bands (p = 0) were affected for EOG control . On the other hand, the table 1 with the 
STAI result showed that the different phases affected to stress state of the subjects, 
such that the subjective stress level of two of them was higher in the end of the main 
task than in the begging of test for EMG. The others were a stress level higher in the 
begging of the test than in the end of main task. Also, the variance (var.) of the mod-
ulus of the difference between phases in STAI test was bigger in EOG (var. 8) than 
EMG (var. 3.44). 
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5 Conclusion and Planned Lines of Research 
This paper presents how the biosignals can be used to manage an application from 
two points of view: the voluntary control actions and self-adaptation based on the 
measure of emotion. EMG and EOG are used to control and EDA and ECG to meas-
ure emotion. 
To sum up, it have done EMG and EOG test and it has been determined by 
ANOVA analysis  what are the parameters of EDA and ECG signals that are affected 
in different phases of trial. Significant changes were observed in these parameters. So, 
important differences were found between relax phases and main task. However, it 
was not possible determinate ECG and EDA changes between EMG or EOG inter-
face, because an unknown variable affected the relaxed periods. 
In the future, the aim will be develop an intelligent agent to incorporate to the VK 
application. This one will adapt automatically the software depending on emotional 
state of the user to do easier the use of system. So, it is necessary to determine exactly 
what the causes are which produce the changes in the biosignals, tired or stressed, and 
how these states affect to the measured parameters. 
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Abstract The aim of this paper is to identify heart rate 
parameters with higher significant values when a set of 
people are performing a task under stress condition. In order 
to accomplish this, one computer application with arithmetic 
and memory activities which lets drive the subjects to 
different stages of activity and stress has been designed. 
Tests are formed by initial and final rest periods and three 
task phases with incremental stressful level.  
Electrocardiogram is measured in each state and parameters 
are extracted from it. A statistical study using analysis of 
variance (ANOVA) is done to see which ones are the most 
significant. It is concluded that the median of RR segments is 
the parameter to best determine the state of stress. 
Keywords: Electrocardiogram, Heart Rate, Stress, 
Physiological Computing.  
1. Introduction 
Nowadays, interaction with most computing systems does 
not take into account the state of the users operating them, 
responding identically to different users or their emotional 
state. Overcoming this obstacle is the goal of Affective 
Computing (AC) that has been a promising research field 
since the end of the last century. AC can be defined as using 
emotional and contextual information of the user, such as 
facial expression [1], nonverbal features of speech [2], etc., to 
modify the behavior of an application [3-6]. A subfield in AC 
is Physiological Computing (PC) based on data from the 
human body and how it changes to “provide one means of 
monitoring, quantifying and representing the context of the 
user to the system in order to enable proactive and implicit 
adaptation in real-time” [7]. 
This intelligent technology can be used in many different 
fields to improve the adaptive capability of a system [8]. PC 
has been researched as an assistive system for reducing the 
frustration, arousal states, mental block and workload, for 
example, in driving [9-12] and regulating a notifications 
system [13]. It has also been applied to maintain the level of 
challenge and prevent boredom in computer games [14,15]. 
In addition, reinforcing positive emotional states or reducing 
negative emotion is another domain of research of PC; for 
example, changing music according to the mood of the 
subject [16] or speeding up the recovery from stress [17] by 
using biofeedback technique. The main idea in all these 
systems is to determine the subject’s emotional state. Some 
research has concentrated on identifying these states as 
anger, happiness, disgust, surprise, sadness and fear [18] or a 
subset of these [19-24], while others have focused on arousal, 
stress, workload and/or cognitive-mental load [25-32]. They 
have tried to establish the effect of various psychological 
states with diverse physiological elements (many-to-many 
relationship), to determine how several emotional states 
affect a unique body measure (one-to-many relationship), or 
gauge the influence of a psychological state on different 
physiological data (many-to-one relationship) [33,34]. Thus, 
when designing an AC system one has to determine how the 
task modifies body parameters. 
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This paper attempts to establish a one-to-one relationship 
focus on heart activity and stress state. An individual feels 
different situations and levels of psychological pressure in 
the course of a day. Stress, defined as the organism’s 
psychosomatic response to external influences identified as 
dangerous, threatening or unpleasant, causing a fight-escape 
reaction [35], has been identified as the second cause of 
occupational health problems by the European Foundation 
for the Improvement of Living and Working Conditions [36]. 
The most common causes of stress are situations that evoke a 
negative memory of previous stressful situations. There is a 
large interest in knowing how stress can be efficiently 
detected by measuring heart rate variability and/or other 
additional information such the one collected by filling in a 
diary [37] or a questionnaire [38]. Putting together all these 
informations might improve efficiency of a stress classifier. 
Nevertheless, physiological measurements by themselves, 
like HRV, usually outperforms diaries [38]. In [37] the diary 
method improves physiological data, but in that case just 
one subject took part in the study. Measuring HRV can be 
accomplished by detecting QRS complex in a conventional 
ECG or by analyzing the signal from finger 
plethysmography [39].   
This work is framed inside a project whose main goal is the 
adaptation of an application (game, etc.) to prevent or 
mitigate stressful situations detected in the user by 
electrocardiogram measurements.  To achieve this goal, on 
one hand we want to study how this heart rate  signal 
changes under stressful situations and select a subset of 
parameters extracted from it that allow us to identify such 
situations in a reliable way. On the other hand, to mitigate 
stress or induce stress recovery, the environment has to react 
in some way. Some ideas have been pointed out in different 
works. One of them is based on reproducing sounds of 
nature in a virtual reality forest [40].  In the next section, we 
describe the experimental protocol (Section 2). Sections 3, 4 
and 5 present the experimental results, discussions and 
conclusions.  
2. Methodology 
2.1 Procedure 
The experimentation took place in a room with artificial 
lighting which was kept at a comfortable temperature. 
Subjects were seated on a padded chair placed 50 cm away 
from a 17” monitor with a resolution of 1280x1024 pixels and 
32 bits of color.  Each subject was asked to attend two 22-
minute sessions with one week elapsing between each 
session.  Subjects were randomly grouped into two subsets. 
Subset 1 performed the arithmetic task in the first week and 
the memory task in the second, while subset 2 performed the 
tasks the other way round. 
Similar to other experiments conducted to analyze stress 
[30,41], each session consisted of 5 parts:  the initial and final 
rest periods of 5 minutes and three 4-min phases (Figure 1) 
in which  the task had to be completed. Subjects became 
accustomed to the task in the first phase, and the level of 
difficulty and stress were increased in the following phases. 
Phase 3 should have the greatest level of stress.  
Two questionnaires based on the standard State-Trait 
Anxiety Inventory (STAI) were filled in at the beginning of 
each relaxation phase [42], where the subject relaxed reading 
a magazine. The range of results of testing was between 0 
and 60 with the minimum and maximum values indicating 
total stress/anxiety and complete relaxation. 
 
Figure 1.Timing of trials. 
A Java application was developed to implement the different 
tasks the subjects had to carry out. The application contains 
two activities (memory and arithmetic) with different 
difficulty levels (Figure 2. The application screen has four 
areas: time bar, performance bar with two indicators (correct 
answers and comparison to population), answer panel that 
shows 1 out of 3 messages (correct/non-correct/time out) and 
a task panel showing the activity. 
Figure 2. On the top: the Main Application Window, showing the 
panel for memory and arithmetic activities. In the down-left, the 
arithmetic panel and on the down-right, the memory panel. 
The arithmetic task is based on the Montreal Imaging Stress 
Task (MIST) [26] where the subjects perform basic math 
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operations (add, subtract, multiplication) whose results are 
always in the range between 0-9. 
The memory activity consists of a matrix where each cell 
contains a black or white geometric figure (circle, square, 
triangle, diamond). The individual must memorize the 
geometric figure, its color and position and then fill in an 
empty 2x3 matrix [25]. 
A timer is incorporated to limit the answer periods and set a 
timeout interval for all phases. The timeout decreases by 
10% after 3 consecutive correct answers and increases by 
10% when the subject accumulates 3 incorrect responses 
or/and exhausted timers. The purpose of the timer is to 
prevent success in the task and to increase stress. Timing in 
the memory task is greater than in the arithmetic task to 
allow subjects to finish it properly.  
The answer panel shows the result of the subject’s (correct or 
incorrect) answer or a timer timeout. A personal score 
increases by one unit after a correct answer, otherwise it 
decreases by two. 
The performance bar only compares the correct answers 
with 1.5 times the average of results for other subjects. For 
the first subject we used data obtained from application 
testing. A red color (0-60%) shows bad performances, yellow 
(60-80%) mediocre and green (>80%) very good 
performances. 
Finally, the population mark, on the left of the screen, shows 
90% of the average for all individuals who have taken the 
test since it was first implemented.  
In Phase 1, or accommodation period, the subjects grew 
accustomed to the task. This phase is free of pressure and the 
performance bar is not shown.  The average of the results for 
the population was calculated with the correct answers for 
this period (the subjects were not aware of this) to determine 
the population comparison indicator (Figure 1).  
In Phase 2, each subject was asked to try and exceed the 
population result indicator, being told that otherwise the 
data could not be used to compute the average for other 
individuals. The mental stress and arousal were therefore 
higher in this phase. 
In Phase 3, the researcher introduced stressors by telling the 
subject that the data from the last phase was useless because 
he/she had not achieved the goal, unlike the rest of the 
subjects who had passed the phase correctly. Even more 
stress was added by asking questions such as “Did you sleep 
well?”, “Do you have personal problems?”, etc. and making 
comments such as “You’ve got it wrong”, “You must 
concentrate”, “Time’s running out”. 
2.2 Subjects 
The trials were conducted with 13 healthy subjects aged 
between 26-56 (mean 37.86; sd 9.93), two of them were 
women and eleven men. All of them are voluntary and they 
work in our same site.Twelve subjects completed the 
arithmetic task, while eleven performed the memory task. 
We should also mention that the ethics committee of the 
University of Seville approved this research. 
2.3 Equipment 
The biosignal was recorded using  bioamplifier model gtec 
gUSBamp, and version 2.0 of the BCI2000 software [43]. The 
sample rate of the bioamplifier was set at 256 Hz, with a 
notch filter (48, 52)Hz to delete electrical power signals. A 
bandpass filter of 0.5, 100 Hz was applied. 
Auto-adhesive Ag/AgCl Electrodes with conductive gel were 
used. 
The offline data analysis was done with version 7.6.0.324 of 
Matlab. 
2.4 Data Acquisition 
 
Figure 3. Electrode assembly. 
The Electrocardiogram (ECG) signal was recorded using 
monopolar assembly. The reference was set on the right 
clavicle whereas the ground electrode was fixed below the 
right floating rib and the active sensor was placed below the 
left floating rib (Figure 3). 
2.5 Parameters extracted from ECG 
In this section we will explain how ECG was processed and 
what features were extracted from it. Also, the outlier values 
were avoided in our analysis using the interquartile-range 
method, that is, the values out of [Q1 - 1.5(Q3 - Q1), Q3 + 
1.5(Q3 - Q1)] were eliminated, where Q1 and Q3 are the 
lower and upper quartiles respectively. 
The RR segments are obtained from the ECG signal through 
the Pan-Tompkins algorithm [44]. Different parameters are 
extracted from HR and they may be classified in two groups: 
information based on temporal analysis and that based on 
frequency analysis [45]. The more common calculated 
parameters of the first group are the standard deviation of 
RR intervals (SDNN), the square root of the mean squared 
difference of successive RR segments (RMSSD), the 
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proportion of RR intervals that differ by more than 50ms 
(pNN50), the width of the minimum square difference 
triangular interpolation of the highest peak of the histogram 
of all RR intervals (TINN). The other group is based on 
calculating the power spectrum density (PSD) of the HR. 
Normally, the PSD is divided in 4 parts: frequency from DC 
to 0.003Hz (Ultra Low Frequency - ULF), from 0.003 to 
0.04Hz (Very Low Frequency - VLF), from 0.04 to 0.15Hz 
(Low Frequency) and from 0.15 to 4Hz (High Frequency - 
HF). One additional parameter is the ratio between LF and 
HF (LF/HF). The influence of each band on the PSD is 
calculated as the sum of the PSD of the band divided by the 
sum of all PSD. The SDNN, RMSSD and TINN are used to 
determine the variability over a short time period to obtain 
the influence of Parasympathetic Nervous System ( PSNS). 
Important information about quick random changes of 
heartbeat is extracted from pNN50.  The frequency bands 
can inform about different pathologies, such as the 
thermoregulatory system (ULF band), blood pressure (LF) 
and breath (HF). Also, the HF band is connected with the 
parasympathetic system, whereas the sympathetic system is 
linked with LF. Thus, the LF/HF ratio is associated with the 
Autonomic Nervous System (ANS), so that an increase in 
sympathetic activity causes its value to rise, while an 
increase in parasympathetic activity causes its value to fall.  
Additionally, we obtained the main frequencies of each band 
(fmVLF, fmLF, fmHF), by applying equation (1), main 
frequency (fm) is calculated as the average weighted spectral 
frequencies with energy spectrum density (ESD). 
( ) ∑∑ ⋅= ii iESDiESDiffmb )()()(   (Eq. 1)  
The median of RR segments (Mrr), was obtained too. This 
measure is based in the histogram too, it is simple but not as 
common as the other measures based in HR. 
3.  Results 
We are not just interested in discovering how the different 
features change through the phases for a specific subject, but 
also in choosing the best features for detecting the onset of a 
stressful situation for a population as a whole.  After 
obtaining the features for the set of subjects in each phase we 
studied the ANOVA test for the variations of such features 
through the different phases in order to select the ones with 
statistical significance. The variations between phases were 
obtained by applying the equation (2), where 
i
refJ∆  is the 
variation of the parameter J in the phase i with phase ref as 
refline; 
iJ∆   and refJ∆  are the values of the parameter J in 
the phase i and ref where refi ≠ . 
( )( ) refiJJJ refiiref ≠−⋅=∆ 1/100 (Eq. 2) 
The expected behavior for the change from the initial-rest 
period to the first task phase is a change resulting from a 
higher-induced stress level, since the subject passes from an 
initial relaxed state to a mental-activity period and because 
the individual does not know how the task and the control of 
the application work. Thus, the stress level is confirmed if 
these variations occur in the other activity phases compared 
to the initial rest time. So, a significant difference between 
task phases and rest periods is the a priori expected behavior 
(PEB), making it possible to distinguish between the activity 
and relaxed states. This is the goal of the first analysis (A1). 
The parameters which do not show those changes must be 
rejected as correct indicators of stress level, even if one of the 
phases has a significant change.  
Passing from one phase to the next means an increase in 
what a subject is required to do in an activity. In fact, from 
rest to the performance period (or viceversa) means moving 
from relaxed (or arousal) to arousal (or relaxed) state, 
because the individual goes from reading a magazine to 
answering different mental operations without having the 
pressure of an aim. In addition, the second activity phase 
raises the stress level, in that the subject must achieve a 
target, and the third phase increases the arousal state 
because the subject did not succeed in the previous phase. 
This is the focus in the second analysis (A2). The desired 
behavior is a significant change from one phase to the next, 
with the stress level being higher in an activity phase and 
lower in the relaxed periods. 
The arousal of the first activity phase is the induced initial 
stress level.  Taking this phase as baseline, the expected 
behavior of the parameters is a significant variation from 
their values in rest periods. Also, the other activity phases 
must maintain or increase stress levels. Thus, we expect 
results to include significant changes for the start and finish 
relaxed phases, and significant variations or not depending 
on whether stress levels are similar or vary. Therefore, the 
target of the third analysis (A3) is to distinguish between the 
stress level and arousal produced by the task. 
The three analyses mentioned above were carried out using 
a one-way analysis (ANOVA). The A1 analysis was 
performed using the initial rest phase as reference, so that 
the changes due to the task could be observed. The A2 
analysis compared one phase to the previous phase (ref line). 
This showed the differences between phases, and made it 
possible to determine whether there was an incremental 
stress effect. The A3 analysis was done with the first activity 
phase as refline. The first performance period was used 
because the subject grew accustomed to the task without 
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pressure. Using this phase as triger line made it possible to 
calculate the variations caused by the stress level. 
Outliers were dismissed beforehand because the ANOVA is 
very sensitive to them, although we did not find more than 3 
outliers in the worst case. 
3.1 Test STAI 
As we mentioned earlier, the subjects were given two stress 
tests during the initial and final rest phases for arithmetic 
and memory tasks. The difference between the final and 
initial STAI scores gave us information about whether or not 
the task was stressful. Negative differences indicated that the 
task was stressful, whatever the experimental situation for 
both tasks. Specifically, in the arithmetic task, the average 
difference was -7.5 with a standard error of 2.18%, and in the 
memory task this difference was -5.0 with a standard error of 
1.46%. An ANOVA analysis applied to the initial and final 
STAI tests confirmed that such differences were significant 
(arithmetic p= 0.004, memory p=0.05) 
3.2 Electrocardiogram 
Table 1 contains the maximum p-value obtained using A1 
analysis for each parameter and task in no significant cases. 
Exceptions are ∆pNN50 and ∆HF band in the memory task 
as shown below. 
 Arithmetic Memory 
∆SDNN 0.97 0.78 
∆RMSSD 0.25 0.13 
∆TINN 0.88 0.67 
∆VLF 0.39 0.51 
∆LF 0.65 0.91 
∆LF/HF 0.81 0.21 
∆fmVLF 0.51 0.93 
∆fmLF 0.69 0.71 
∆fmHF 0.79 0.68 
Table 1. Maximum p-value in task phases for A1 analysis. 
Although the averages of most parameters applied to 
subjects were not statistically significant, there were changes 
in heart rate for all of them. In Figure 4 we can see the 
histogram in both the two phases of rest and the three of 
activity  for one of the subjects who performed the test. It can 
be observed that RR intervals changed significantly 
throughout the experimental task. The maximum for the 
histogram shifted to the left when the subject went from rest 
period 1 to phase 1. This implies a reduction in the RR 
interval or, equivalently, an increase in heart rate. One can 
also see how, even in the most stressful phase, phase 3, this 
histogram shifted even further to the left.  The final period, 
rest 2, caused the histogram to shift to the right and go back 
to the initial position.  Hence, a parameter exhibiting the 
shifting of the histogram through the different phases and 
showing robustness against outliers is needed.  The median 
of RR segments (Mrr) was not sensitive to outliers and 
adjusted fairly well to the shifting of the histogram, so this 
might be a good choice.  
A first approximation of the performance of this parameter is 
shown in Figure 5. The horizontal axis contains all the 
experimental subjects, with the vertical axis showing the 
∆Mrr parameter according to the experimental phase. The 
expected behavior for phase 1 was that the position of the 
median would decrease from the refline (rest 1) and continue 
to drop even further as the experimentation moved into 
phase 2 and 3. This behavior was observed for most subjects 
in both tasks. Subjects 4, 5, 7, 8 and 10, in the arithmetic task, 
and 2, 8 and 11, in the memory task, showed a sequential 
decrease in Mrr values through the phase.  In the memory 
task, subjects 1, 4, 5, 6, 7, 9, and 10, and 2, 9 and 11 in the 
arithmetic task exhibited a lower value in the third 
performance than in the second. The final rest period had a 
higher value in 13 cases (6 arithmetic / 7 memory) than in the 
initial rest time and in 5 cases they were almost the same.  
 
Figure 4. RR interval Histogram for a subject in different phases. 
 
Figure 5. Median variations for subjects. 
 
Figure 6. ∆Mrr, ∆Pnn50 and ∆HF-band averages. 
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*Las figuras
4, 5 y 6 se
muestran con
más detalles
en la página
92.
Figure 6 shows the ∆Mrr averages for all phases and tasks 
based on analysis A1. One can see that for both tasks its 
behavior was very similar. For phase 1 ∆Mrr fell showing 
that the RR interval decreased, and for phases 2 and 3, when 
more stress was applied, the ∆Mrr dropped again close to -
10% (±3%) but  it is not easy to  distinguish phase 3 from the 
previous one. As the task ended and the subject went to the 
final rest period, the median rose up to the refline. The 
ANOVA test confirmed what we can see in Figure 6 ∆Mrr 
was very significant for the A1 analysis in which the p-value 
was lower than 0.01 for all phases and tasks, excluding the 
final rest period, and the p-value for phase 3 in analysis A2 
and A3 was not significant.  
The ∆pNN50 did not behave as expected as we can see in 
Figure 6. In the arithmetic task, this parameter drew a w-
shape, going down in phase 1, then up in phase 2, and so on 
to the end. The ANOVA test (Table 2) showed this feature 
was not significant in the A1 analysis (p=0.25 in phase 2). 
This situation was similar for this parameter and the 
memory task, where the curve it described was not PEB 
compliant but the A1 ANOVA test was significant (p<0.01 
for phases 1-3). 
 
Phase 
Rest 1 Phase1 Phase2 Phase3 Rest 2 
A1 
∆Mrr 
 
<0.01a 
0.02m 
<0.01a 
<0.01m 
<0.01a 
<0.01m 
0.31a 
<0.01m 
∆pNN50  
<0.01a 
<0.01m 
0.25a 
<0.01m 
<0.01a 
<0.01m 
0.33a 
0.14m 
∆HF  
0.52a 
<0.01m 
0.81a 
0.05m 
0.80a 
0.05m 
0.79a 
0.43m 
A2 
∆Mrr 
 
<0.01a 
0.02m 
0.02a 
0.02m 
0.21a 
0.39m 
<0.01a 
<0.01m 
∆pNN50  
<0.01a 
<0.01m 
0.07a 
<0.01m 
0.27a 
0.46m 
0.05a 
<0.01m 
∆HF  
0.52a 
<0.01m 
0.73a 
0.78m 
0.12a 
0.12m 
0.50a 
0.15m 
A3 
∆Mrr <0.01a 
0.02m 
 
0.02a 
0.02m 
0.10a 
0.30m 
<0.01a 
<0.01m 
∆pNN50 
0.37a 
0.04m 
 
0.07a 
<0.01m 
0.15a 
0.33m 
0.13a 
<0.01m 
∆HF 
0.54a 
0.03m 
 
0.73a 
0.78m 
0.90a 
0.17m 
0.87a 
0.02m 
Table 2. ANOVA Analysis of ECG. a=arithmetic, m=memory. 
∆HF showed PEB in the arithmetic task but not in the 
memory task. Focusing on the first task, the ANOVA test 
was not significant either for activity or stress detection. The 
significance in this feature only appeared as an indicator of 
activity in the memory task. 
4. Discussion 
During the development of a stressful activity changes occur 
in the homeostasis of the human body which can be detected 
because several regulatory variables modify their resting 
values. The progressive increase in the level of stressors 
during the subject’s task would determine the dependence of 
the analyzed variables with the degree of induced stress. The 
analysis conducted in this study aimed to identify such 
dependencies and profile a subset of these variables which 
would be suitable for stress detection in a population. To 
achieve this goal we have to take into account, on the one 
hand, that a variable is suitable for detecting stress when it is 
significant from a statistical point of view. Due to the 
variability in resting values in a population, the statistical 
analysis requires, on the other hand, changes in these 
variables to be processed subject by subject before they can 
be used in a statistical study, otherwise the results could be 
irrelevant.  
The trials were designed to increase the stress level in each 
activity phases. However, observing the ANOVA results and 
parameter's variation charts could be concluded the subjects 
were less arousal in the third task period, where it had to be 
the most stressful performance. This fact may be caused by 
the users tried relax and concentrate because they previously 
did twice the operations and their nervousness level made 
that they failed. Furthermore, it should also take into 
account that the main difference between the third and 
second phase were the questions of the person driving the 
experiment. The desired stress increase could not be 
achieved.  
It is important in this study to identify an activity period 
from a rest phase, differentiate properly an unstressful 
activity from a stressful one, and check variable dependency 
on stressor intensity.  To achieve these goals, we carried out 
three types of analysis. In analysis A1, we wanted to 
calibrate the changes in the set of values of the physiological 
variables when the task (or stressful task) was performed 
compared to the rest state and thus determine how the 
activity and stress affected them. In the second analysis, A2 
and A3, we identified stress by erasing the effect the activity 
had over the analyzed variables.  
Finally, to confirm that the proposed tasks were stressful, the 
STAI test was given to subjects at the beginning and at the 
end of each trial. The results confirmed that the tasks 
subjects performed did produce stress.  
Most of the typical features widely used in ECGs are not 
suited to showing clearly the shifts in the RR- histogram 
even if the outliers are deleted. Their sensitivity to extreme 
values may be the cause. However, the median of RR 
segments was less sensitive to outliers and was better for 
showing the histogram shift between phases. 
The value of the median, ∆Mrr, in the arithmetic and 
memory tasks decreased significantly during phases, while it 
was similar in rest periods. Furthermore, the changes from 
one phase to the next showed that the stress level was the 
cause of this variation. The phase 3 showed a behavior 
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indistinguishable from the others two task periods (analysis 
A2 and  A3 show that), in spite of changes of this feature 
(Figure 3.2.3) drew similar values of average and standard 
error respect to phases 1 and 2. This can be due to the fact 
that the subjects knew the operations and they tried to get 
relaxed.  We conclude that this feature is appropriate for 
being used as a stress detector. 
On the other hand, the ∆pNN50 and ∆HF band only 
exhibited relevance in the memory task. A low pNN50 
meant that the variability of the RR segment was also low, so 
the PSNS activity was lower and thus subjects were more 
aroused. The HF band was also linked to PSNS, so low 
values in this band represented a reduction in activity in 
PSNS, meaning individuals were more overexcited. 
5. Conclusions 
The goal of this research was to determine the statistical 
significance of the effect of stress levels in parameters related 
with HR and verify the results with a subjective 
psychological questionnaire. To do this, these biosignals 
were recorded, processed and analyzed.  The STAI test 
confirmed that the significant parameter changes were 
caused by increased stress levels during task periods, since 
the results showed lower values after activity periods than 
before they had started. Some features extracted from 
biosignals changed depending on the task and their 
variations were significant during the arithmetic tasks while 
others were significant during the memory activity task. A 
summary of significant parameters is shown in Table 3.  
The most interesting parameters were those that made it 
possible to distinguish activity and stress situations in both 
memory and arithmetic tasks. This was the case of ∆Mrr in 
ECG. 
∆pNN50 and ∆HF of ECG also showed effects in both tasks 
but only weakly.  
PHYSIOLOGICAL 
SIGNAL 
PARAMETER 
ACTIVITY 
INDICATOR 
STRESS 
INDICATOR 
ECG 
∆Mrr 
∆pNN50 
∆HF 
both tasks 
both tasks 
both tasks 
both tasks 
both tasks 
both task 
Table 3. Significant parameters. 
In future work, we will analyze stressor effects on others 
biosignals as a result of the tasks described in this paper, 
examining the best features for detecting such a situation. 
When significant physiological variables are detected, they 
should all be combined into a system capable of deciding 
about the state of the subject and acting accordingly, so as to 
lead the subject towards a less stressful state.   
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Figuras 4, 5 y 6 del apartado 4.2.5 (Monge et al, 2014)
Figure 4. RR interval Histogram for a subject in different phases.
Figure 5. Median variations for subjects.
Figure 6. ∆Mrr, ∆Pnn50 and ∆HF-band averages.
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En las pruebas realizadas en el artículo Monge et al (2014) (sección
4.2.5), además de registrar los datos de ECG, se recolectaron datos de EEG,
y se realizó un análisis similar de los mismos. De esta forma, se calcularon
la variaciones de 32 características y se analizaron estadísticamente para
determinar el efecto que tienen las tareas sobre ellas.
La tarea de aritmética mostró una menor influencia en el número de
parámetros que la acción de memorizar en un corto periodo de tiempo. Los
cálculos matemáticos muestran un incremento de las características EEG en
el lóbulo frontal, principalmente en el hemisferio izquierdo (región lógica).
La memoria a corto plazo produce un incremento de la amplitud y dispersión
de las bandas θ y α en la zona frontal, y una atenuación de la energía de las
bandas en la región parietal. Se observó un comportamiento inverso entre
la influencia de las bandas θ y β en el área frontal, con una tendencia en θ
hacia las frecuencias de la banda δ.
Se concluye que los electrodos situados sobre el lóbulo frontal, en las posi-
ciones etiquetadas con la letra F, concentran principalmente los parámetros
que modificaron sus valores de manera significativa durante la actividad, en
relación a los periodos de relajación. Asimismo, aunque el test STAI reflejó
un incremento del nivel de estrés, éste no se observó en los datos, pudiendo
deberse a un periodo demasiado corto o un posible estado de acomodación.
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EEG Feature Variations under Stress Situations
Manuel Merino1, Isabel Gómez1, Alberto J. Molina1
Abstract— The goal of this study is to identify EEG parame-
ters and electrode positions with the highest significant values to
differentiate between tasks and relax periods. Different signals
were recorded as 12 subjects are doing arithmetic and memory
tasks under stress condition. The test consisted of an initial and
final 5-minute relax periods and three 4-minute performance
phases with increased stress level. θ and α bands concentrated
mainly features whose variation were significant, and F3 and
P4 were the best positions to distinguish between performed
tasks and arousal level.
I. INTRODUCTION
Nowadays, interaction with most computing systems does
not take into account the state of the users operating them,
responding identically to different users or their emotional
state. Overcoming this obstacle is the goal of Affective
Computing (AC) that has been a promising research field
since the end of the last century. AC can be defined as
using emotional and contextual information of the user, such
as facial expression, nonverbal features of speech, etc., to
modify the behavior of an application [1]. A subfield in AC
is Physiological Computing (PC) based on data from the
human body and how it changes to ”provide one means of
monitoring, quantifying and representing the context of the
user to the system in order to enable proactive and implicit
adaptation in real-time” [2].
This intelligent technology can be used in many different
fields to improve the adaptive capability of a system or reduc-
ing negative feelings like stress [3]–[5], such that determining
the subject’s emotional state is main task. Some research
has concentrated on identifying these states as arousal,
stress, workload and/or cognitive-mental load [6]–[9]. They
have tried to establish the effect of various psychological
states with diverse physiological elements (many-to-many
relationship), to determine how several emotional states
affect a unique body measure (one-to-many relationship),
or gauge the influence of a psychological state on different
physiological data (many-to-one relationship) [10]. Thus,
when designing an AC system one has to determine how
the task modifies body parameters.
EEG signal are mainly split in frequency five bands: δ
band (<4Hz) associates to deep asleep; θ band (4-8Hz) links
with the drowsiness and asleep states; α band (8-14Hz)
shows acitivity with awake, relaxed, no-open-eye states,
mainly in occipital area; β band (14-30Hz) connects to states
of activity, mainly frontal and center area of brain; γ band
(>30Hz) is related with information processing. θ and α
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Fig. 1. Trial Timing
bands may be used like attention index, workload and level
of activity [9], [11]–[13]. Cognitive and workload processes
have been associated to large power in the highest segments
of the α band (10-12Hz), whereas desynchronization of the
lowest segments (8-10Hz) were assigned to level of attention
[14]. Also, increasing memory activity have been related
with decreasing the powre in θ and α bands [15]. θ power
increasing in the middle frontal area was reported during
memory and codification periods of new information [16].
δ and β bands decreasing were related with the cognitive
aspects of a task [17], and γ band increasing was linked
with changes of attention, in special in the parietal cortex
[18].
This paper attempts to establish a one-to-one relation-
ship focus on EEG signal and stress state, because it has
been identified as the second cause of occupational health
problems. This work is framed in a study in which we
are interested in knowing how EEG features change under
stressful situations. This knowledge will allow us to identify
the subset of parameters and sensor positions for identifying
stress reliable way. In the next section, we describe the
experimental protocol (Section 2). Sections 3 and 4 present
the experimental results and conclusions.
II. METHOLOGY
The experimentation took place in a room with artificial
lighting and comfortable temperature. Each subject was
asked to attend two 22-minute sessions with one week
elapsing between them. Subjects were randomly grouped into
two subsets. Subset 1 performed the arithmetic task in the
first week and the memory task in the second, while subset
2 performed the tasks in reverse order.
Experiments were based on others conducted to analyze
stress [6], [8], [19]. Each session was split in 5 parts: the
initial and final rest periods of 5 minutes and three 4-minute
phases (Fig. 1) in which the task had to be completed.
Subjects became accustomed to the task in the first phase,
and the level of difficulty and stress were increased in the
following phases. Phase 3 should have the greatest level of
stress.
Two questionnaires based on the standard State-Trait Anx-
iety Inventory (STAI) were filled in at the beginning of each
relaxation phase [20], where the subject relaxed reading a
978-1-4244-9270-1/15/$31.00 ©2015 IEEE 6700
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Fig. 2. Trial application. On the top: the Main Application Window
showing the panel for memory and arithmetic activities. In the down-left,
the arithmetic panel and on the down-right, the memory panel.
magazine. The range of results of testing was between 0 and
60 with the minimum and maximum values indicating total
stress/anxiety and complete relaxation.
A Java application was developed to implement the dif-
ferent tasks the subjects had to carry out [19] (Fig. 2).
The application screen has four areas: time bar, performance
bar with two indicators (comparing user performance with
1.5 times the population result average), answer panel that
shows 1 out of 3 messages (correct/non-correct/time out)
and a task panel showing the activity. The arithmetic task
is based on the Montreal Imaging Stress Task (MIST) [6]
where the subjects perform basic math operations (add,
subtract, multiplication) whose results are always in the range
between 0-9. The memory activity consists of a matrix where
each cell contains a black or white geometric figure (circle,
square, triangle, diamond). The individual must memorize
the geometric figure, its color and position and then fill in
an empty 2x3 matrix.
In Phase 1, or accommodation period, the subjects grew
accustomed to the task. This phase is free of pressure and the
performance bar is not shown. The average of the results for
the population was calculated with the correct answers for
this period (the subjects were not aware of this) to determine
the population comparison indicator.
In Phase 2, each subject was asked to try and exceed
the population result indicator, being told that otherwise the
data could not be used to compute the average for other
individuals. The mental stress and arousal were therefore
higher in this phase.
Fig. 3. EEG electrode scheme.
In Phase 3, the researcher introduced stressors by telling
the subject that the data from the last phase was useless
because he/she had not achieved the goal, unlike the rest
of the subjects who had passed the phase correctly. Even
more stress was added by asking questions such as”Did you
sleep well?”, ”Do you have personal problems?”, etc. and
making comments such as ”You’ve got it wrong”, ”You must
concentrate”, ”Time’s running out”.
A. Subjects
The trials were conducted with 13 healthy subjects aged
between 26-56 (mean 37.86; sd 9.93), two of them were
women and eleven men. All of them were voluntary and
they work in our same place. Twelve subjects completed the
arithmetic task, while eleven performed the memory task.
Ethics committee of the University of Seville approved this
research.
B. Data Acquisition
The biosignal amplifier was set at 256 Hz, with a Cheby-
shev notch filter (48, 52)Hz of order 4 to delete electrical
power signals. A bandpass filter of (4, 45)Hz and a correla-
tion filter with EOG data as reference signal were applied to
remove environment noise, drifts, and EOG interference. Vi-
sual inspection was done to delete segments with significant
head or body movements interference.
Selected EEG standard positions were: Fpz, F7, F3, Fz,
F4, F8, FC3, FC4, C3, Cz, C4, P3, and P4 (Fig. 3), where
Fpz was utilized as ground and Cz was used as reference
sensor.
The offline data analysis was done with version 7.6.0.324
of Matlab.
C. EEG Parameters
EEG signal was divided in four frequency bands: (4,
8]Hz is θ ,(8,14]Hz is α , (14,30]Hz is β , and >30Hz is γ .
Thrity two parameters were calculated: band energy (Eθ ,
Eα , Eβ , Eγ ), standard deviation of each band (stdθ , stdα ,
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Fig. 4. Feature variations with initial rest as refline. On the left is showed
θ energy in F3 and P4 for memory task. On the right is drew θ amplitude
mean in F3 for both activities.
stdβ , stdγ ), spectral amplitude average (ASθ , ASα , ASβ ,
ASγ ), spectral centroid ( fθ , fα , fβ , fγ ), percentage of each
bands in total energy (Iθ , Iα , Iβ , Iγ ), the logarithm of ratio
between Eβ and the sum of Eθ and Eα (EEGω [5]), and
from total EEG signal, in time domain, total energy (EEEG),
fractal dimension (FD) using Higuchi method [9], six order
AR model coefficients (AR j, j ∈ Z = {1,6}), and Hjorth’s
parameters [21], that is, activity (Ac), movility (M) and
complexity (COM).
III. RESULT
We are not just interested in discovering how the different
features change through the phases for a specific subject,
but also in choosing the best features for detecting the onset
of a stressful situation for a population as a whole. After
obtaining the features for the set of subjects in each phase
we studied the Wilcoxon signed rank test with 0.05 statistical
significance for each phase respect using initial rest as refline
and for activity phases versus accommodation period (phase
1). ANOVA analysis was rejected because some features did
not fulfill the normal-distribution requirements (Shapiro test).
On the other hand, a variation analysis between phases
were obtained by applying the equation (1), where ∆Jire f is
the variation of the parameter J in the phase i with phase ref
as refline; ∆Ji and ∆Jre f are the values of the parameter J
in the phase i and ref where i 6= re f .
∆Jire f = 100 ·
((
Ji/Jre f
)−1) i 6= re f (1)
The expected behavior for the change from the initial-
rest period to the first task phase is a change resulting from
performance period, since the subject passes from an initial
relaxed state to a mental-activity period and because the
individual does not know how the task and the control of
the application work. So, a significant difference between
task phases and rest periods is the a priori expected behavior
(PEB), making it possible to distinguish between the activity
and relaxed states. Rest periods have to show non-significant
differences. This is the goal of the first statistic analysis.
The parameters which do not show those changes must be
rejected as correct indicators of stress level, even if one of
the phases has a significant change. On the other hand, stress
TABLE I
FIRST STATISTIC ANALYSIS RESULTS (a=PEB IN ARITHMETIC TASK,
m=PEB IN MEMORY TASK, ∩=VARIATION IN INVERTED-U SHAPED,
∪=VARIATION IN U SHAPED).
Feature F7 F3 Fz F4 F8 FC3 FC4 C3 C4 P3 P4 Total
Ac m∪ 1m
COM m∩
a∪ 1a
1m
EEGω m∩ 1m
fθ m∪ m∪ m∪ m∪ m∪ 5m
fα a∩ a∩ 2a
IΘ m∩ m∩ 2m
Iα m∪ 1m
Iβ m∪ m∪ 2m
stdθ m∩ m∩ m∩ m∩ 4m
stdα
a∩
m∩
a∩ 2a
1m
stdβ a∩ 1a
stdγ a∩ 1a
Eθ m∩ m∪ 2m
Eβ m∪ 1m
EEEG m∪ m∪ m∪ m∪ 4m
ASΘ
a∩
m∩
a∩
m∩
a∩
m∩
a∩
m∩
a∩ 5a
4m
ASα
a∩
m∩
a∩ 2a
1m
ASβ a∩ 1a
ASγ a∩ 1a
Total 3a9m
4a
5m
1a
4m
1a
3m
1a
1m
4a
1m
1a
2m
1a
5m
level should be confirmed from the second statistic analysis,
so that, the stress level is confirmed these variations occur
in second and third performance phases compared to first
activity phase.
A. STAI Test
As we mentioned earlier, the subjects were given two
stress tests during the initial and final rest phases for arith-
metic and memory tasks. The difference between the final
and initial STAI scores gave us information about whether or
not the task was stressful. Negative differences indicated that
the task was stressful, whatever the experimental situation for
both tasks. Specifically, in the arithmetic task, the average
difference was -7.5 with a standard error of 2.18%, and in
the memory task this difference was -5.0 with a standard
error of 1.46%.
B. Electroencephalogram
Table I summarizes first statistic analysis results where
PEB was found. EEG positions with more PEB features
were F3, Fz and C3 for arithmetic activity, and F3, Fz, and
P4 in memory performance. F8, C3 in memory, FC3, C4
in arithmetic, and F7 for both tasks have not shown any
PEB features. All arithmetic features showed variations in
inverted-U shaped, except COM, while in memory, F3 and P4
showed inverse variations, such that majority of them drew a
shape like inverted-U and U respectively. An inverted-U and
U shapes mean how are feature changes, so that increasing
and decreasing of parameter during performance is inverted-
U and U respectively. An example is showed in Fig. 4.
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Second statistic analysis showed non-significant changes
of all features respect to first activity phase, whereas, in
memory, significant variations were obtained in Ac in P4
during second performance, and ASθ in FC3 and ASα in F3
during third activity phase. Thus, only these parameters could
be used as stress index. However, stress-4-minute period may
not be enough to achieve stressed EEG data, against used
biosignals in others studies, like electrodermal activity or
electrocardiogram [8], [19].
θ and α bands causes mainly PEB features in F posi-
tions, mainly left area (logical, arithmetic area), such that
their values increase with activities what can be observed
with spectral amplitude, its dispersion, and influence and
frequency centroid of θ [9], [11]–[16]. Cognitive task aspects
show inversed behavior of Iθ and Iβ , and ASθ increasing are
linked with previous results from [16], [17]. θ frequency
centroid shifts towards δ band with activity. This fact may
be related with δ power increasing reported in [17]. On the
other hand, reports of spectral dispersion were not found.
IV. CONCLUSION AND FUTURE WORK
This study is focused on selecting EEG positions and
parameters. Activity effects are observed in EEG features,
three of them showed stress changes and it is confirm with
a questionnaire. However, stressful period should be longer
to get more features. θ and α bands congregate the majority
of PEB parameters. F3, Fz and F4 electrode positions con-
centrate mainly these variations, while F7, F8, FC3 and C4
could be rejected as good activity/stress locations. Also, F3
is a common position in both tasks, and P4 is mainly linked
with memory performance. Next step is to develop a stress
and task classifier based on these results.
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Capítulo 5
Resumen, conclusiones y
líneas futuras
Las interfaces HCI y PC basadas en bioseñales constan de 3 fases: la cap-
tación de los datos, procesamiento y actuación sobre el sistema. El trabajo
de esta tesis está centrado en el bloque de procesamiento de la información
registrada por los electrodos.
La naturaleza heterogénea de las bioseñales implica diferentes técnicas
de captación y procesamiento para destacar y detectar aquellos elementos
que son útiles para el objetivo que se busca. Para interfaces HCI, las señales
deben se susceptibles de ser modificadas según la voluntad del individuo,
destacando los transitorios asociados a estas acciones y minimizando aque-
llos elementos que puedan interferir negativamente, mientras que para PC
los datos deben de contener información relativa al estado emocional del
sujeto.
El procesamiento de los datos es un elemento esencial para obtener unos
resultados satisfactorios. A lo largo de la presente tesis se han expuesto
dos técnicas de procesamiento basadas en la aplicación de envolventes infe-
riores, para eliminar o destacar transitorios en forma de campanas cónca-
vas/convexas de las señales EOG y ECG, y se han analizado las variaciones
de las mismas junto a los datos de EEG ante situaciones de estrés y control
de un teclado virtual.
En lo referente a los datos de EOG:
1. Se ha desarrollado una nueva técnica para el filtrado de pestañeos y
sobredisparos, así como una versión en tiempo real.
2. Los resultados se han comparado con un filtro de mediana de 300ms,
al ser uno de los más usados por su simplicidad, capacidad de con-
servar las pendientes de los transitorios y reducción de artefactos. No
obstante, su eficacia en la eliminación de pestañeos y sobredisparos
se reduce considerablemente con la duración de éstos, con parpadeos
situados en torno a una sacada o con una secuencia de pestañeos.
3. El procesamiento de datos EOG logra resultados notablemente me-
jores que el filtro de mediana (>97% de reducción frente al 40% en
el peor de los casos), viéndose menos afectado por la duración de los
parpadeos y sobredisparos.
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4. La relación señal-ruido obtenida es superior a 10dB.
5. Las pendientes de los transitorios asociados a las sacadas se ven redu-
cidas, cosa que no se observa con el filtro de mediana.
6. La aplicabilidad en interfaces HCI basadas en sacadas está limitada a
periodos de fijaciones superiores a 500ms, debido a la atenuación de las
pendientes de las sacadas que acontece con este procedimiento, lo que
podría afectar negativamente a los sistemas HCI y los clasificadores
de tareas.
7. La alta capacidad de la técnica de extraer los pestañeos facilita que
éstos puedan emplearse en HCI. Únicamente se precisa de un proceso
adicional que permita diferenciar entre parpadeos y sobredisparos.
8. Los resultados obtenidos por la implementación en tiempo real son
similares a los obtenidos por la version oﬄine. No obstante, las pen-
dientes de las sacadas se ven más atenuadas.
9. Los sistemas HCI, como el descrito en Merino et al (2010b), pueden
reducir su complejidad, al no tener que considerar estas interferencias.
10. Se ha desarrollado un modelo de la señal EOG que permite valorar los
resultados de la técnica presentada en este documento. Además puede
ser usada para validar otros procesamientos, como por el ejemplo el
descrito en Merino et al (2010b).
En lo referente a los datos de ECG:
1. Se ha desarrollado una nueva técnica para la detección de los complejos
QRS, así como una versión en tiempo real.
2. La técnica no requiere establecer ningún parámetro, al contrario de
otras técnicas en las que hay que definir umbrales iniciales de decisión
fijos/adaptativos o realizar sesiones de entrenamiento.
3. Los resultados obtenidos por ambas versiones son similares, con una
sensibilidad, predicción positiva y precisión superiores al 99.7%.
4. La precisión en la detección del máximo de la onda R, y por tanto en
el cálculo de los segmentos RR, es muy alta. La desviación modal en
la localización es 0 (aproximadamente el 78% de los complejos), y el
intervalo [-8, +8]ms recoge el 99.89% de éstas.
5. La carga computacional obtenida de los datos experimentales es lineal.
6. El procesamiento es robusto respecto a la longitud del buffer, obte-
niéndose un alto grado de similitud entre los datos de los expertos y
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los generados por la técnica desarrollada en esta tesis. Asimismo, se
observa una pequeña mejora en el rendimiento cuando la longitud de
la ventana es superior a 1.05 segundos.
7. Se ha evaluado el efecto de dos contextos diferentes sobre diversos
parámetros, observando variaciones significativas. Así, es posible dife-
renciar entre situaciones en la que el sujeto está relajado, sin realizar
ninguna actividad relevante, frente a situaciones de estrés o que requie-
ren una mayor atención e interacción por su parte, como son tareas de
aritmética/memoria o durante la escritura de un texto con interfaces
HCI basadas en EMG y EOG.
8. Los parámetros Mrr, pNN50 y HF son los que mejor marcan las mo-
dificaciones causadas por el nivel de estrés inducido y las actividades
de aritmética y memoria.
9. El uso de teclados virtuales basados en escaneo y selección por eventos
usando EOG y EMG producen modificaciones significativas en el ECG
que pueden ser usadas para adaptar el comportamiento de ésta al
estado del usuario (frustración/fatiga).
Por último, las modificaciones que acontecen en el EEG cuando se so-
meten a los sujetos a actividades cognitivas bajo estrés reflejan que:
1. El lóbulo frontal (posiciones F) concentra los principales cambios aso-
ciados a las tareas realizadas.
2. El número de parámetros afectados por la acción de memorizar es
mucho mayor que los afectados por realizar cálculos aritméticos.
3. Al contrario de lo que ocurre con los datos de ECG, las características
del EEG que se comportaron según lo previsto no reflejaron un efecto a
causa del estrés. De manera que, 4 minutos de tarea es suficiente para
distinguir entre reposo y actividad, pero insuficiente ante situaciones
estresantes. Asimismo, hay que considerar que este hecho se puede
deber a un efecto de acomodación en los sujetos.
4. Las variaciones inducidas por la tarea aritmética muestran mayorita-
riamente un ascenso durante la actividad frente a los reposos.
5. La tarea de memoria produce, en general, un incremento de los pará-
metros en las posiciones frontales, observándose un comportamiento
inverso entre las bandas θ y β.
Las técnicas desarrolladas tienen definidas una implementación online,
lo que permite su uso en sistemas de tiempo real. Así, pueden ser usadas
en interfaces HCI y/o en sistemas que modifiquen su comportamiento en
102 CAPÍTULO 5. CONCLUSIONES
función del estado emocional del individuo. Es común que las interfaces PC
usen varias bioseñales para determinar el estado emocional del sujeto. Junto
a la información extraída de los datos de ECG y EEG, se puede obtener la
duración de las sacadas, el ritmo de parpadeos y su anchura, con el obje-
tivo de detectar somnolencia, concentración, estrés y/o nivel de excitación
del sujeto, pudiéndose modificar el comportamiento de una aplicación en
función de cómo estos parámetros varíen.
Esta tesis se ha enfocado en tres bioseñales, dado el amplio espectro
de alternativas existentes. De esta manera, una línea de ampliación sería
el estudio de otras señales como EMG, presión sanguínea, actividad elec-
trodermal, etc., en interfaces HCI y PC, tratando de dotar al sistema de
la inteligencia suficiente para detectar las acciones voluntarias del usuario
y ser capaz de adaptarse a su estado emocional. Por ejemplo, adaptar la
velocidad de escaneo de un teclado virtual según el nivel de frustración del
sujeto, de manera que si la velocidad de escaneo no permite al usuario se-
leccionar la opción que desea, éste se frustrará, con lo que se disminuirá la
velocidad de barrido para que tenga tiempo suficiente de poder seleccionar
la opción que busca. Para ello, habrá que analizar qué parámetros de las
diferentes bioseñales marcan mejor los cambios ante diferentes contextos,
estudiar y/o desarrollar técnicas de procesamiento que permitan reducir las
interferencias que perjudiquen la extracción correcta de las características,
y destacar aquellos cambios que sean ventajosos para el objetivo deseado.
Por otro lado, el desarrollo del módulo de actuación no ha sido detallado
en esta tesis, quedando pendiente su especificación. Por ello, habrá que
estudiar cuáles son las mejores técnicas a la hora de determinar las acciones a
realizar, ya sea mediante redes neuronales, support vector machine, gaussian
mixture model, lógica difusa u otros algoritmos que permitan clasificar la
actividad del sujeto y su estado emocional.
Anexo A
A method of EOG signal
processing to detect the
direction of eye movements
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Abstract— In this paper, a signal processing algorithm to detect 
eye movements is developed. The algorithm works with two kinds 
of inputs: derivative and amplitude level of electrooculographic 
signal. Derivative is used to detect signal edges and the amplitude 
level is used to filter noise. Depending of movement direction, 
different kinds of events are generated. Events are associated 
with a movement and its route. A hit rate equal to 94% is 
reached. This algorithm has been used to implement an 
application that allows computer control using ocular movement.  
Keywords: computer control; EOG signal processing: 
handicapped. 
I. INTRODUCTION 
Development of interfaces adapted to the user physical 
skills is necessary in some situations where users have 
different diseases. In most cases, some residual user 
movements are used to interact with these interfaces. 
Biosignals are useful to detect these movements, such as 
electrooculography (EOG)  or electromyography (EMG) that 
are used in [1], where the aim is handled a computer through 
event and a virtual keyboard. An algorithm to manage the 
computer mouse based on EOG signal is discussed in [2]. 
Also the EOG signal has been used to handle a wheelchair 
[3].  
In other cases, interfaces do not require user's movement. 
This kind of interfaces is based on the concept brain 
computer interaction (BCI), where electroencephalography is 
used. A system to type text based on the P300 paradigm is 
described in [4, 5] is described, while Mattiocco et al. 
described how is possible move a cursor through the mu-
rhythm paradigm [6]. 
This paper describes an algorithm for processing EOG 
signal that allows the extraction of features in it to detect the 
direction of eye movement. This is separated in seven parts. 
The main properties of EOG signal are described in Section 
II. Section III focuses the preprocessing summary. The 
algorithm to detect the direction of eye movement is 
established in the Section IV. The next Section describes the 
tests realized. Finally, in Sections VI and VII are shown the 
results of tests and the conclusions. 
II. FOUNDATIONS 
EOG signal is based on electrical potential difference 
between the cornea and retina when eye movement is 
realized. The amplitude of this signal ranges between [50, 
3500] µV and its frequency components go from 0 to 100Hz. 
On the other hand, the EOG signal is interfered by others, 
such as electroencephalography, electromyography, 
electrical network, speech, blink, etc. For these reasons, it is 
important the interference of noise is dimmed and the user is 
calm and relaxed. 
An eye movement is related to a rise/fall of EOG signal 
amplitude. Two voltage levels, “low” and “high”, can be 
defined in order to distinguish between a deliberate 
movement and a non deliberate one. Both, the “low” level 
and the “high” level, can be identified by a threshold value 
defined by equation 1, where “value” represents an absolute 
value of amplitude. 
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In general, an event is made using two eye movements, 
one is used to generate the event and the other one is used to 
return a neutral position. Both movements are the same 
direction, but their senses are opposite. During these 
movements, three different stages can be recognized using 
EOG signals: the signal amplitude rises from the “low” level 
to the “high” level, then it stabilizes in the “high” level and 
finally, it fades until the “low” level (Figure 1).  
 
Figure 1.  Eye movement components. 
In this way, four different components could be 
identified: initial edge, final edge, area between edges and 
errors. This fact allows removing noise from the signals. For 
example, although the three stages are presented during a 
blink, the width of area between edges is much smaller. In 
this sense, a timer can be used in order to classify and 
remove blinks. A pulse is classified as a blink if the width of 
this area is smaller than 250ms.  
III. PRE-PROCCESS 
EOG signal information is mainly contained in low 
frequencies. For this reason a bandpass filter with a range 
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between 0.1 and 30 Hz is applied and a sample rate of 128 
Hz. Then an average filter is applied in order to remove some 
noise components. 
Eye movements are detected using an algorithm based on 
edge. The edges are detected through the derivative of the 
EOG signal. This one is calculated using discrete values of 
signal amplitude (eq. 2). So, two values are used, one 
represents the preceding value of amplitude (n samples 
before), e(t – n), and the other one represents the current 
value, e(t).  
 1nN,n / ' >∈−− n)e(te(t)=(t)e  (2) 
 
Figure 2.  Filter Processing Result. (a) EOG signal. (b) Derivative. 
A filter is applied to the signal derivative in order to 
remove some components without information. In Figure 2, 
the two steps of preprocessing are shown: first a smoothing 
filter is applied and in a second phase derivative is 
calculated. 
IV. PROCCESS 
Next, the algorithm to detect the direction of eye 
movements is described. The section is separated in two 
parts: the initial edge and final edge of them.  
A. Procedure  
A complex algorithm can be used to control the process. 
A flowchart representing the part of this algorithm associated 
with a pulse having positive amplitude is shown in Annex I. 
The states are described in table I.The input of this algorithm 
is the derivative of EOG signal that can have three different 
values: a value greater than 0, a value smaller than 0 and a 
value equal to 0. The values that are not equal to 0 are related 
to initial and final edges of a pulse having positive 
amplitude. The value equal to 0 is associated with the area 
between edges (no-activity area). State transitions are led by 
the values of signal amplitude at current moment and 
previous one, and by the value of the signal derivative. 
 
TABLE I.  STATES FROM A PULSE HAVING POSITIVE AMPLITUDE. 
State Description 
INITIAL Waiting an initial edge. 
InitialEdge+ Initial edge detects. 
Error- Error. 
FinalEdgeWait- Waiting final edge. 
FinalEdge- Final edge detects. 
 
The process starts in the INITIAL state. In this one, a 
non-zero input is waited. As mentioned above, this value can 
be related to an initial edge or a final edge. Next, the 
behaviour is described in detail. First, the part of algorithm 
associated with an initial edge is shown. Then, a final edge is 
considered.  
B. Initial Edge 
When an eye movement is started (Figure 3) the value of 
signal amplitude changes from the “low” level to the “high” 
level, obtaining a value of signal derivative that is greater 
than 0. At this moment, a transition from INITIAL state to 
InitialEgde+ state occurs. When area between edges is 
reached (derivative equal to 0), a transition to 
FinalEdgeWait- happens. It is necessary to consider some 
possible disturbances that could occur. Next, these ones are 
described. 
 
Figure 3.  Initial edge. 
1) Horizontal initial edge 
In this situation a small area where the slope of signal is 
brought nearer to 0 is presented (Figure 4). Therefore two 
peaks are shown in the signal derivative. In this case there 
are two options: 
a) The maximum value of signal amplitude in this area 
is lower than the value of set threshold. In this situation the 
first peak is rejected because the “high” level is not reached 
yet, so the machine is in INITIAL state. However the 
second one happens when the “high” level has been 
reached, therefore the transition from INITIAL state to 
InitialEdge+ state occurs.   
b) The maximum value of signal amplitude in this area 
is higher than the value of set threshold. In this situation a 
transition from INITIAL state to InitialEdge+ state occurs 
because of the first peak. After that, the value of input is 
equal to 0 due to the horizontal noise and this fact causes a 
transition to FinalEdgeWait- state. When the second peak 
arrives, the preceding value, e(t – n), is set to the “high” 
level, so although the slope of signal derivative is positive, a 
change from the “low” level to the “high” level does not 
occur, this means a state transition does not occur. Therefore 
the second peak is rejected.    
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Figure 4.  Horizontal initial edge. 
On the other hand, the effects of horizontal initial edge 
can be attenuated because the signal derivative is calculated 
by subtracting two non-consecutive components as 
mentioned above.   
2) Overlapped amplitude peak in the initial edge 
In this case three peaks are shown in the signal derivative 
(Figure 5). The behaviour is similar to the one shown in the 
previous section. If the amplitude of first peak does not 
overcome the set threshold, then a transition does not occur 
and the second peak is rejected. In this situation a transition 
from INITIAL state to InitialEdge+ state occurs when the 
“high” level has been reached.  
 
Figure 5.  Overlapped amplitude peak in the initial edge.  
On the other hand, if the amplitude of first peak 
overcomes the set threshold, then a transition to InitialEdge+ 
state occurs. When the second peak is received a transition to 
Error- state happens, meaning that it is probably an error. In 
this situation, the third peak tries to generate a transition to 
InitialEdge+ state; however that is only possible if the 
amplitude of this peak overcomes the “high” level.  
3) Single edge  
 
Figure 6.  Single edge.  
A single edge is an amplitude step like is shown in Figure 
6. This causes a transition to InitialEdge+ state if the “high” 
level has been reached; else the single edge is rejected 
without effects. After the rise, the signal amplitude falls 
down. When the derivative is equal to 0, a transition to 
FinalEdgeWait- state occurs. In this situation two cases are 
studied: the single edge is followed by a pulse having 
positive amplitude; and the single edge is followed by a 
pulse having negative amplitude (Figures 7-8).  
 
Figure 7.  Single edge followed by a pulse having positive amplitude. 
In the first case (Figure 7), the effect of the single edge 
depends on the value of preceding item, e(t – n): 
a) If e(t – n) is associated to the “high” level: this 
means that the fall of single edge is not quick enough to 
reach the “low” level. So, the ascending slope of following 
pulse does not take effects, but the state of machine is 
correct. However, timer is reset when a transition to 
InitialEdge+ state is done, and this occurs with the single 
edge. Therefore, the timer value is not adequate and a 
misinterpretation could be made, e. g. if the second pulse is 
related to a blink and the timer value would be greater than 
250 ms. This case is known as crest in the final edge which 
is described below. 
b) If e(t – n) is associated to the “low” level: this 
means that the fall of single edge is relatively quick. In this 
case, a transition to InitialEdge+ state could be done when 
e(t) is related to the “high” level.    
 
Figure 8.  Single edge followed by a pulse having negative amplitude. 
In the second case (Figure 8), the sign of initial edge is 
different to one of single edge. A transition to FinalEdge- 
state could be done. However, it is not an EOG movement. 
So before the transition occurs, it is necessary to check the 
preceding and current amplitude value.  
On the other hand, a transition from FinalEdge- state to 
INITIAL state occurs when the value of signal derivative is 
equal to 0. 
4) Abrupt fall before initial edge  
Two examples of abrupt falls are shown in the Figure 9. 
In both cases, if the threshold value in negative case is 
reached then a transition from INITIAL state to InitialEdge- 
state occurs.    
When the fall is abrupt as one that is shown in Figure 9.a, 
a transition to Error+ state occurs because the sign of second 
peak derivative is opposite to the one of first peak. Then, the 
area between edges is reached and the value of derivative is 
equal to 0. In such situation, two cases are possible: the pulse 
is a single peak of amplitude, leading to a transition to 
INITIAL state, or the second peak is a real initial edge. So if 
the current amplitude value is the “low” level (for a positive 
case), then a transition to INITIAL state (it is a single peak of 
amplitude) occurs. In the other case, a transition to 
FinalEdgeWait- state occurs.   
 
Figure 9.  Abrupt fall before initial edge. (a)  Pointed. (b) Round.  
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When the fall is not abrupt as one that is shown in Figure 
9.b, the behaviour is similar to one that is shown when a 
blink is done. However, when the area between edges is 
reached, a transition from FinalEdge+ state to INITIAL state 
occurs. If current amplitude value is related to the “high” 
level, then a transition to FinalEdgeWait- state occurs. In 
other case, a transition to INITIAL state occurs.   
5) Single peaks of amplitude   
 
Figure 10.  Single peaks of amplitude. (a)  Even peaks. (b) Odd peaks. 
There are two different cases:  
a) Even number of peaks in the signal derivative 
(Figure 10.a). The final state is Error- when the processing 
of all peaks is completed.    
b) Odd number of peaks in the signal derivative 
(Figure 10.b). The final state is Error- when the last peak is 
received. At this moment, the current amplitude value is 
checked in order to detect an overlapped amplitude peak. 
However, in this case a transition from Error- state to 
InitialEdge- state does not occur because the current 
amplitude value is related to the “low” level. 
6) Crest in the initial edge   
A crest is a rise of amplitude in the end of an edge. If this 
one is rounded (Figure 11.a) the pulse derivative is similar to 
one of a blink. However, the current amplitude value is 
related to the “high” level in the second peak, so there is not 
a state transition, i.e., the current state is FinalEdgeWait-. 
The problem is solved.  
 
Figure 11.  Crest in the initial edge. (a) Round. (b) Pointed. 
On the other hand, if the crest is pointed (Figure 11.b) the 
signal derivative has an even number of peaks; such situation 
is similar to one shown in previous section. However, the 
pulse is a real movement. So, first it is necessary to check if 
the current amplitude value is related to the “low” level. In 
the considered case, the current amplitude value is related to 
the “high” level, and therefore a transition to FinalEdgeWait- 
state occurs. In other case, it is a single peak and a transition 
to INITIAL state occurs.   
C. Final Edge  
The end of an eye movement leads to a falling edge due 
to change from the “high” level to the “low” level. A 
negative peak is shown in the signal derivative. This fact can 
be used to detect the end of an EOG movement (Figure 12).  
 
Figure 12.  Final edge. 
1)  Horizontal final edge 
This disturbance is similar to one presented in subsection 
1, but in final edge. As then, there are two options: 
a) The maximum value of signal amplitude in this area 
is higher than the value of set threshold. Both, the current 
and previous amplitude value, are related to the “high” 
level, so the state does not change. A transition to 
FinalEdge- state occurs when the next peak arrives, because 
the preceding amplitude value is related to the “high” level 
and the current amplitude value is related to the “low” level. 
So the pulse is associated with an EOG movement if the 
duration of pulse is greater than 250ms. In other case it is 
associated with a short pulse (noise).  
b) The maximum value of signal amplitude in this area 
is lower than the value of set threshold. The current 
amplitude value is related to the “low” level in the first peak 
of signal derivative, and the preceding amplitude value is 
related to the “high” level, so a transition to FinalEdge- state 
occurs, obtaining an output value equal to 1 if the width of 
pulse is adequate. Now, a transition to INITIAL state occurs 
because of horizontal noise. Finally, the second peak could 
be identified as an initial edge. However, current amplitude 
value is related to the “low” level and therefore, a transition 
does not occur.  
2)  Overlapped amplitude peak in the final edge 
This disturbance is shown in Figure 13. A single peak of 
amplitude is overlapped with the final edge of the pulse. An 
odd number of peaks are presented in the signal derivative. If 
the current value of amplitude of the first peak is related to 
the “high” level a transition does not occurs. The next two 
peaks are identified as a crest in the final edge which is 
processing using the method described in the next 
subsection. 
 
Figure 13.  Overlapped amplitude peak in the final edge. 
On the other hand, if the current value of amplitude of the 
first peak is related to the “low” level a transition to 
FinalEdge- state occurs. This state is kept until the values of 
signal derivative are equal to 0. So, the next two peaks are 
filtered without problems. 
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3)  Crest in the final edge 
There are two cases in this disturbance that are shown in 
Figure 14. The processing is the same in both cases. A 
transition from FinalEdgeWait- state to InitEdge+ state does 
not occur when the first peak of signal derivative is received 
because the current and preceding amplitude values are the 
same (the “high” level), so the process is in FinalEdgeWait- 
state. Then, a transition to FinalEdge- state occurs when the 
second peak is received due to the current amplitude value is 
related to the “low” level and the preceding amplitude value 
is related to the “high” level. 
 
Figure 14.  Crest in the final edge. (a) Round. (b) Pointed. 
V. EXPERIMENT DESIGN 
The algorithm was tested through different kinds of tests. 
Next, these tests are described. 
A. Participants 
Some tests were made to the system. Three users without 
visual disabilities between 25 and 42 years old participated 
on these trials. 
B. Tests 
We used BCI2000 [7] and the amplifier gUSBamp of 
g.tec [8]. The EOG signal was recorded through four sensors 
of Ag/AgCl placed around the eyes (Figure 15). The 
difference between the sensors 1 and 3 was used to register 
the vertical eye movements, and the difference between 
sensors 2 and 3 was used to register the horizontal eye 
movements. 
 
Figure 15.  Sensors. 
Four targets were placed around the computer screen 
(Figure 16). Users were asked to move their eyes from 
central position (C) to one of the extreme side (right (R), left 
(L), up (U) or down (D)) and then the eyes returned the 
initial position (C). This is shown in Figure 17. 
Six tests were completed by each user. First of them was 
used to calibrate the system. In this one 12 movements were 
done (R - U- L - D - R - U- L - D - R - U- L - D). The users 
were asked to move 6 times their eyes in a unique direction 
in the followed four tests. In the last one, they had to move 
their eyes in different directions that were set previously. 
 
Figure 16.  Targets of eyes 
movements. 
Figure 17.  Eye movements. 
VI. RESULTS  
Test results are shown in Table II. Average hit rate is of 
94.11%. This high hit rate shows that the people with 
disability could handle a computer through events detected 
for the system when he/she does an eye movement.  
TABLE II.  TEST RESULTS. 
Character Correct (%) 
Individual 1 100 
Individual 2 95.83 
Individual 3 86.49 
VII. CONCLUSION AND FUTURE WORK 
A system used to detect eye movement based on the 
EOG signal is proposed. So the system objective is to detect 
when a movement of eyes is realized and the route described. 
The main goal of this algorithm is reduce both initial 
calibration and detection errors. In this form, events 
generated for the system when an eye movement is done can 
be used to handle computer applications causing as less 
fatigue as possible to the user. This allows handicapped 
people are able to access the computer in an easy and 
comfortable form. So, in the future, we will use the EOG 
signal as communication interface to handle an application 
based on augmentative and alternative communication. Also, 
we will detect the stress and fatigue of user in order to use 
these results in ambient living application. 
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Abstract. In this paper we propose an application based on virtual keyboard and 
automatic scanning to communicate with a PC and the others people. The aim 
users are the people with disabilities. A high degree of customization is possible 
in the software. So the user can selected the color of buttons, position of system 
on screen, the kind of scanning, timer, the interface of communication, etc. Five 
people without disabilities tested our system. The results of the tests show the 
application reduce the fatigue of user and increased the text entry rate. 
Keywords: interface, prediction system, control system, disability. 
1   Introduction 
Communication is a fundamental quality for human beings. People use different ways 
of Communication in their diary life. Communication skills are necessary in order to 
get a social integration. Nevertheless degenerative diseases, accidents, psychological 
disorders and others reason can make difficult the human communication. So, accord-
ing to the Eurostat [1], the total population in Europe was 362 million in 1996 which 
14.8% of the population between 6 and 64 years old have physical, psychological or 
sensorial disabilities. Therefore, assistive and adapted systems have to be developed. 
The aim of these ones is to help users in their diary tasks, letting them to live in a 
more comfortable way. 
The development of a general purpose system is a complex task because every 
people have different skills and preferences. These systems have a degree of flexibil-
ity and customizable. However the limitations of these systems are heightened when 
people have severe disabilities. 
Nowadays there are several tools and devices that allow disabled people to use 
specific applications. This paper describes a system located among three research 
main areas: Human-Computer Interface (HCI), Augmentative and Alternative Com-
munication (AAC) y Assistive Technology (AT). A user can interact with this system 
using keyboard-handled software applications. An appropriate device which is 
adapted to user needs is only required to interact with it. The developed system can be 
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handled with several kinds of input devices which increases the number of potential 
users. In our tests are performed using electromyography signal (EMG). 
2   Related Work 
Development of interfaces adapted to the user physical skills is necessary because the 
users can have different diseases. In most cases, some residual user movements are 
required to interact with these interfaces, like adapted switches or eye-tracker. Electric 
biosignals are used in some of these ones, such as electrooculography [2] or electro-
myography [2]. There exists another kind of interfaces that a user movement is not 
required to interact with it, like one is used in Brain Computer Interaction (BCI) [3]. 
This one is based on detecting some electric biosignals (electroencephalogram). 
In addition to these input interfaces, an application to make possible the interaction 
between user and computer/PDA is necessary. Text entry is one of the most common 
features of this kind of applications. The main aim must be to reduce the numbers of 
user actions when users have some physical disabilities. To get this goal, prediction 
systems are used, like character prediction, word prediction or sentence prediction. 
Examples of this kind of applications are shown in [4, 5]. Both applications are virtual 
keyboards (VKs). First one [4] is a commercial application based on Windows Opera-
tive System. Different kinds of extended VKs can be selected but reduced VKs are 
not implemented. It uses an automatic scanning method and word prediction. On the 
other hand, the position of keys in the VK is not suitable to scan through column-rows 
or serial method. Prediction list length is setting to six words so it is not customizable. 
Configuration options (such as the color or size of buttons, position or size of applica-
tion, etc.) cannot be changed by a handicapped.  
Second one [5] is a fluctuating VK that uses a manual scanning method and character 
prediction. When a character is selected, the buttons around of this are changed based 
on the character prediction system. This property provokes the user fatigue is increased.  
Dasher [6] is a different text input method using a character prediction. This one is 
based on a mouse pointer tracking system to select the wished character from a shown 
set. This is a text input system that allows a high rate character/minute. The selected 
text can be used by a voice synthesizer, but is not possible to send to another applica-
tion. Also the operative system cannot be handled by this application. 
3   Methodology 
3.1   Software Description 
The proposed application is an automatic scanning based VK using a prediction sys-
tem. It runs on Windows XP and was implemented using Java 1.5. The prediction 
system requires a dictionary which is a database that was implemented using SQLite. 
Special features were implemented using C# 2.0.  
Our software works like a daemon, it means that it is always visible in foreground 
and never catches the focus (fig. 1). Different input events can be generated by user to  
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interact with the system. When an input event is received, it is processed by the Ap-
plication Handler, and a set action is done depending on the state of the system. Com-
puter applications can be handled by keyboard [7] and this software uses this fact. So, 
the selected action is send to Operative System like a real keystroke on a conventional 
keyboard, letting user to open/close computer applications, to send/receive e-mails, to 
browse the Internet, to enter texts, etc.  
 
Fig. 1. Functional description 
The Graphical User Interface (GUI) is composed of five different automatic scan-
ning based VKs: a numeric VK (from 0 to 9), a punctuation mark VK, a command 
VK (including alt, shift, ctrl, enter, tab, f1, f2, etc., buttons), and an advanced com-
mand VK (this one can be customized setting on each button a sequence of com-
mands, for example alt + f4, or alt + c), an application VK (is equivalent to start menu 
of Windows XP – fig. 3), and a letter VK (can be a reduced VK or an extend VK – 
fig. 2). Two alternatives have been implemented: a row-column scanning method or a 
serial scanning method.  
  
Fig. 2. GUI – Extend/reduced letter VK 
 
Fig. 3. GUI – Application VK 
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On the other hand, a personal VK can be defined by the user. This VK is based on 
an xml file and its structure is: 
<teclado teclasPorFila="number of buttons in a row"> 
  <boton tipoBoton="button type" texto="text"> 
    <letra orden = "position"> letter </letra> 
    ... 
    <letra orden = "position"> letter </letra> 
  </boton> 
  <boton ...> 
  ... 
  </boton> 
  ... 
</teclado> 
The maximum number of buttons in a row is indicated in the property teclasPor-
Fila in <teclado …>…</teclado>. The labels <boton…>…</boton> have two prop-
erties. One is tipoBoton that discriminates between letter, number, punctuation mark 
and command keys. The other property is texto that is used to descriptor text in the 
key. The last label is <letra…>letter</letra> where the orden indicates the position 
of the letter, number, command or punctuation mark. 
Three text entry methods have been incorporated. One of them consists on a con-
ventional text entry method. Characters of the wished word are entered one by one in 
this method. Other ones are word prediction systems. A study of different prediction 
systems is presented in [8, 9], in which we can check word prediction systems are the 
most commonly used. First of these ones is called NT and is only available when an 
ambiguous VK (more than one character per key) is used. NT is a modification of NT 
predictor system. When a key of VK is selected a new prediction list is made. In the 
new list, the words of the previous one whose characters match with those typed or-
derly so far are remained. Second one is called K-Word. In this method, first charac-
ters of the wished word have to be selected before a prediction is made. After that, K-
Word predictor builds a list of suggestion using a k-gram algorithm with selected 
characters. 
The user-application communication is realized by the user control interface. It has 
to be able to adapt dynamically to the user context. This dynamic adaptability and 
costumer of application are contained in the concept of plasticity [10]. Thus our ap-
plication has been development to enable that the user personalizes the appearance of 
GUI, so the user can choose the color of scanned and no-scanned buttons, the color of 
button’s text, the size of buttons, the position of application in the screen, the scanned 
time, selected/no-select special VK, configure special VK, select and configure pre-
diction system, select the type of scanned system, etc. A configure application allows 
to personalize the properties described before. The options of the configure applica-
tion are automatic scanning to allow to person with disability can personalize the 
software. When an option is chosen a VK is shown which allows the user selects the 
new value of the actual option.    
Otherwise, two log files are generated by the application. These files can be used in 
research tasks. The user events are registered by one of them. The prediction words are 
stored by the other log file. This saves the selected prediction word and its different 
lists of prediction, the time, the number of automatic reset of system and the number 
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interaction by rows, columns and letters. The files allow study the advantages of a kind 
of VK and/or a prediction system. 
3.2   User Control Interface 
Three kinds of communication ports were designed: parallel/serial port and TCP/IP. 
In the future usb port will be added. These ports allow a lot different types of inter-
face. At least an event has to be generated by the interface. Two different events are 
allowed. One is the selection event to select current option (mandatory) and the other 
is the change event to advance to next option (optional). These events are evaluated in 
[11, 12]. Events are distinguished based on time. The parallel port was tested by a 
stick switch based on the select event. The serial port was used by a button switch 
based on selection and change events and a microphone based on selection event. The 
TCP/IP was tested by EMG interface. In addition the system could be handled by 
control and/or shift button of conventional keyboard. 
Any interface that generates input events based on user actions can be used to in-
teract with this software. At the moment, it has been tested using different switches 
and an electromyography based device. The last one uses three electrodes placed on 
the user’s arm. Hence, a movement of his/her hand can be detected and an adequate 
event can be generated. The signal processing procedure splits the electromyography 
signal on non-overlapping windows that are 100 samples width. An absolute value 
operation is applied on each window and the result is integrated. The signal is inter-
preted as a selection when obtained value is above a set threshold. 
3.3   Procedure 
Some trials focused on text input system have been done. Five users without disabili-
ties between 25 and 35 years old participated in these trials. They had not used the 
application before. Results using conventional text entry, K-Word and NT prediction 
system are compared between each in order to obtain time savings. Also penalization 
time due to user errors is calculated.  Maximum prediction list length is set to 14 
words. The list of suggestions in K-Word predictor is displayed when user has se-
lected three first characters of the wished word. The main objective of these trials is to 
entry text without mistakes. The application implements a functionality that let user to 
fix errors. Some tests with handicapped people must be done in the future.  
4   Work and Results 
The trial results were stored in two log files. Time measurements included increments 
due to penalization sources. These sources were: wrong character selections (in this 
case, time was required to set them); wrong word selections from prediction list; se-
lections using more than one user input (users was not able to choose the desired row, 
column, letter or word); reset of system due to time out, etc. Besides time measure-
ments, information about different types of mistakes can be found in the aforemen-
tioned log files. 
Trial results are shown in tables 1 and 2. The table 2 shows the gain using the pre-
dictor systems. The K-Word predictor gain about text entry conventional is 27.58%, 
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which means a time saving of 192.537 seconds. So, the gain using NT predictor is 
52.02% about text entry conventional, which is 353.04 seconds. On the other hand, 
NT predictor is 34.36% faster than K-Word.  
Table 1. Times in text entry systems 
User KWord NT Conventional 
1 475.05 318.79 572.68 
2 501.21 356.38 580.48 
3 357.15 238.14 522.87 
4 512.76 335.20 868.18 
5 501.02 296.15 765.65 
Table 2. Gains of text entry systems 
User KWord vs. Conventional (%)
NT vs. 
KWord(%) 
NT vs. 
Conventional (%)
1 17.05 33.06 44.33 
2 13.66 29.90 38.61 
3 31.70 33.32 54.46 
4 40.94 34.63 61.39 
5 34.56 40.89 61.32 
5   Conclusion and Planned Lines of Research 
It has been presented an application that is easy to use and it does not require any 
training. The operative system can be handled, and text can be written. It must be 
mentioned that users must have knowledge in handling computer using control keys 
of a standard keyboard. So, it is not operating system dependent, because it is based 
on Java.  
All its possibilities are included in graphical interface that is shown permanently on 
the computer screen. The design of this application is flexible in respect of main key-
board displayed on screen and the used input signal. It is possible to change among 
several configurations of keyboard during execution time. Also, three different pre-
diction systems have been implemented. Furthermore, the inputs which handle the 
software come from several devices (parallel port, serial port or TCP/IP).  
On the other hand, the application is a research tool. Two log files are made. They 
both store information about a using session. Therefore, different kinds of results can 
be extracted, such as penalize due to wrong character selections, wrong word selec-
tions from prediction list, selections using more than one user input (users was not 
able to choose the desired row, column, letter or word), reset of system due to time 
out, etc. 
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Fe de errores
Durante la redacción de esta tesis, al revisar los artículos que la consti-
tuye, han sido detectados los siguientes errores:
1. En la sección 4.2.4, en el punto “4. Work and Results” de la publicación
Merino et al (2012): se dice erróneamente que el test psicológico STAI
muestra que los sujetos estaban más excitados al inicio de la tarea que
al final, cuando la realidad es que se observó un general incremento del
nivel de excitación en los sujetos durante la realización de la actividad
(los valores del test son menores en al finalizar la tarea que al inicio),
excepto para dos individuos durante el uso de la señal EMG como
interfaz de control.
2. En la sección 4.3.1, en el punto “III. Result - B. Electroencephalogram”
en la publicación Merino et al (in press 2015): en él pone “Second sta-
tistic analysis showed non-significant changes of all features respect to
first activity phase, whereas, in memory, significant variations were
obtained in Ac in P4 during second performance, and ASθ in FC3
and ASα in F3 during third activity phase”. El texto debería decir
“Second statistic analysis showed non-significant changes of all featu-
res respect to first activity phase during arithmetic task, whereas,
in memory, significant variations were obtained in Ac in P4 during
second performance, and ASθ in FC3 and ASα in F3 during third
activity phase”.
3. En la sección 4.3.1, en el punto “IV. Conclusion and Future Work” en
la publicación Merino et al (in press 2015): en la penúltima oración
se dice que “Also, F3 is a common position[...]”. Además de F3, hay
que indicar que Fz también es una posición común, y que ambas lo-
calizaciones concentran una cantidad de variaciones significativas de
parámetros respecto a las demás.
4. En la sección 4.3.1, en el punto “IV. Conclusion and Future Work” en
la publicación Merino et al (in press 2015): en la penúltima oración se
dice que “[...] P4 is mainly linked with memory performance”. Falta
añadir que la posición C3 está ligada a la actividad matemática.
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