Abstract-Make the balance among the signal power and solve GPS drifting problem has become the new research focus. The approaches of the algorithms adjustment and checking are conducted in the GPS storage location. For guaranteeing the quality of the relevant GPS software and not restricted by data type and source, two new algorithms is designed. Key parameters of the algorithm can be manually-controlled and suited to the different data sets and the movement objects. Hence the requirement for the GPS receiver performance can be reduced and the limited capability weakness of the embedded computing is compensated. However, the proposed algorithms can not achieve much more performance gain with a poor quality GPS position data. For guaranteeing the quality of the relevant GPS software and not restricted by data type and source,two new algorithms is designed. Key parameters of the algorithm can be manually-controlled and suited to the different data sets and the movement objects. The proposed algorithms are better methods for data secondary discrimination and correction with high quality GPS data. Moreover, with the development and maturity of the time series method, the proposed algorithm will have more potential to grow and establish. The algorithms which based on temporal series and Euclidean space make improvement for the positioning accuracy of GPS data.
I. INTRODUCTION
The weak receiving capability of GPS receiver may render it difficult or impossible to acquire and track the satellite signals, and hence losing the positioning function. However, strong receiving capability may also degrade the function. The satellite transmits electromagnetic wave signals which may reflect off surrounding terrain, buildings, canyon, walls, hard ground, etc. in the city. These delayed signals may finally interfere with the true signal and cause the inaccuracy of the positioning, the so called drafting problem [1] . Therefore how to make the balance among the signal power is of importance for researchers and software developers as well.
Since 2000, the computer software based on GPS technology have been burgeoning. GPS receivers have been available for pedestrians, vehicles and other moving targets where GPS antennas or GPS vehicle computers can be equipped [2] . Those GPS receivers can relay the position data to a remote computer data processing center through wireless channel using Bluetooth or GPRS etc. Through matching the position data with the electronic map, the GPS receiver locations can be marked on the map with computer software. With the location information, the operator can easily make decisions and send command to schedule resources, achieving reasonably quick responses to custom requests, by efficiently monitoring and scheduling the vehicles, pedestrians as well as other corporation resources. Therefore such computer software have very board market prospects [3] .
We must be clear that the current available GPS software for monitoring and scheduling have some congenital defects as a result of the different qualities of the position data provided by the different GPS receivers, such as the drafting problem mentioned above, which may lead to crash of the computer software, disappearance of the monitored target or disorder of the moving target's tracks, etc. These phenomena significantly limit the quality of software products and the satisfaction of application, reducing the market value and credibility of GPS-based monitoring, scheduling, and navigating software [4] . Thus the quality of the GPS computer software, now available in market, is also different.
It has become a trend in this industry to improve the accuracy of GPS position data and to propose an efficient algorithm to solve GPS drafting problem. We can achieve this goal from two aspects. First, we can improve the quality of the hardware, GPS chip designing, the receiving mechanism and position data processing algorithms, which all should be considered by the hardware providers [5] . For the GPS application software developers, first it is important to reduce the distortion of position data from the GPS receiver by selection of suitable hardware. Further, we can introduce a secondary processing to the GPS position data before importing them into the application software by screening out or correcting the error data . In this paper, we will realize this idea through the generic process of GPS software development.
II. PROCESS OF GPS COMPUTER SOFTWARE DATA FLOW
Most of on-the-shelf GPS software products, such as corporation business management system, vehicle monitoring system, and GPS navigation equipment including both hardware and software, share the similar working principle, display the position data received from GPS receiver on the vector map using the GIS technology [6] .With these position data, many kinds of computer software can be developed to illustrate the information of the position data on the application layer such as map, report, and animation, etc [7] . The whole process of the position data flow is shown in Figure 1 . In this figure, it is clear that the received GPS data is transmitted to the GPS data sever through wireless channel. The error data, introduced by the receiver, or directly from the satellite, will cause the GPS position data drafting and the software drafting, leading to the track of the moving target irregularly jump or even disappear. As the software engineers directly use the original position data which may contain error without any pretreatment or screening, the quality of the computer software will greatly be degraded [8] . To improve the efficiency of the monitoring, the easiest way is to screen out or correct the original position data with some algorithms before they are stored at the GPS data server
III. FUNDAMENTAL OF THE ERROR GPS DATA CORRECTION

A. Review of the Related Correction Algorithms
Currently most of the popular GPS navigators enhance the GPS signal processing functions at the GPS receiver to dramatically improve the reliability of the position data. Some famous GIS software providers, such as SuperMap, LingTu and ARCGIS etc., also integrate the position data inspection, correction, and error-tolerant algorithms in their map ActiveX and provide the roadlocking function, ensuring the target is moving along the right path in the road, so a moving target can be well illustrated on the maps with those activex [9] . However, those algorithms require payments to acquire. Those activex require high quality hardware to support. Furthermore, due to those algorithms are coded inside the activex, the users can not modify the related parameters to adapt to their own type of position data, which leads to a limited error tolerance. When the mount of error data exceeds a certain threshold, the fault and defects mentioned above will appear again [10] . For the most of the software develop companies, how to improve their product quality through a simple and feasible algorithm is what this paper focuses on. 
B. The Targeted Critical Problems of the Correction Algorithm Design
For software developers, to improve the quality of the GPS data, in addition to the selection of the good hardware, the algorithm design should solve the following problems:
(1) Determine where and when to employ the correction algorithms for GPS data.
(2) Determine the criteria to evaluate the GPS error data.
(3) Determine the method to correct the GPS error data.
Here we propose two theories to correct the drafting position data for two algorithms design.
C. The DistancePrinciple in Euclidean Space
It is well known that the GPS receiver receives three different kinds of data from the GPS satellite, a moving target with velocity v and location p, and the time t [11] . In the ECEF coordinate system, we propose a simple algorithm using the Euclidean distance as the metric to evaluate the data.
(1) Assuming the two arbitrary location of the moving target on earth with Longitude A1、A2（E positive，W negative ） and Latitude B1 、 B2 （ N positive ， S negative), where E, W, N, S represent four directions east, west, north, and south. We assume that GPS receiver receives the position data with a constant interval time t. (In the monitoring software, this interval time can be set manually, generally no more than 10sec.) Since the moving target velocity v is provided by the GPS receiver, thus during the interval t the target moves a distance D=vt.
(4) The first critiria. Based on the aforementioned spherical distance equation, during the time interval t, the spherical distance between two point is denoted as d. In practice, during the time interval the incremental distance d of the moving target should be limited in an incremental range, which is shown in Table 1 . If the incremental distance exceeds its range, the received position data can be recognized as an error data. Then we need to correct this position data [12] . (5) The second criteria.
The ratio between D and d should fluctuate at the value of 1. When the difference between this ratio and value 1 exceeds a limit, such as±0.5, we treat this GPS position data as an error data, which should be corrected.
(6) Processing of singularities or error data. Based on the above two singular point determination rules, the singular points of the position data can be recognized, which can be smoothed out using the following three approaches: i). Delete the singular points. ii). Replace the singular point with the previous data point.
iii).Replace the singular point with a value extrapolated by previous data based on the Hermite or spline interpolation algorithm.
D. Time Series Method
Time series method is a quantitative prediction method, also called as simple extrapolation method, which is widely used in statistics as a common data analysis approach. Before the World War Ⅱ it was used for economic forecasting. During and after the World War Ⅱ, it was widely applied to many other fields such as military science, space science, weather forecasting, and industrial automation etc. We can apply the time series method for the GPS data processing in order to detect and correct the singular data points [13] . Based on the time series method the proposed correction algorithm is as follows:
(1) Get the moving target longitude observation points (generally required for more than 50 samples). (3) Let k varying from 1 to n-1 with incremental of 1, and calculate the k-order auto-correlation coefficient of the samples to obtain the auto-correlation coefficient series: (4) To determine the reliability of the original series x, we can either examine the distribution graph of the autocorrelation coefficient series, or check whether the autocorrelation coefficient series is white noise based on the Dickey-Fuller white noise hypothesis testing method.
(5) If the longitude time series x is reliable, no singular points exist, and the GPS position data have no draft.
(6) If series x is not reliable, go to step (7) . (7) If the longitude time series x has the trend of increase or decrease with time, logarithmic transformation will be applied to the series x to form a new time series y =lnx: ln( ) (2) to (4) . (9) After steps from (1) to (8), if the series does not pass the white noise test, it means the series x not reliable with singular points , and the position data has drift.
(10) With the thread from auto-correlation coefficient series, locally testing the samples from series x to identify the singular point and correct it.
(11) To correct the singular point, three methods may be employed: i). Delete the singular point. ii). Replace the singular point with the previous data point.
iii). Replace the singular point with a value extrapolated from previous data based on the Hermite or spline interpolation algorithm.
(12) Do the same processing to the latitude position data.
IV. SIMULATION ON THE TIME SERIES
A. Methods Comparing
Since the method based on Euclidean distance principleis used more subjectively, the first algorithm is more appropriate for software engineering [14] .
The time series method is more theoretical, and in this paper, we will illustrate the science and rigorousness of this second algorithm with an example. 114 points of position data are sampled from a moving target, and the longitude time series of the moving target is plotted in Fig. 2. In Fig. 2 , it is clear that the Longitude time series are fluctuated over the time and have an increasing trend. The peaks periodically appear and the amplitude of the peaks increases with the time [15] . Due to the growth inhibition property of the ln operator on signal processing, ln operator is applied to the longitude time series to inhibit the peaks growth, as illustrated in Fig. 3 .
In Fig. 3 , the periodic peak growth was inhibited obviously. However, the overall trend of this series is still increasing. Considering the sample rate is 0.1/s and the cycle time of the data is 12, we apply the 12 ln ∆ operator on the longitude time series (here, the ln operator are required to be removed) to inhibit the overall growth trend of the time series, and the new time series are plotted in Fig. 4 . Comparing with Fig. 1 , the time series in Fig. 4 doesn't have the overall growth trend and the amplitude of the cyclical peaks does not increase. Thus, the stability of the original time series can be analyzed based on this result.
B. The Auto-correlation Coefficients of the Time Series
The auto-correlation coefficients of the time series are plotted in Fig. 5 . After the first observation point, the auto-correlation coefficients automatically converge within the confidence range, indicating the Longitude position data of the moving target is normal and the position data does not show obvious draiting.
With the Dickey-Fuller testing, the results are shown in Table II .
The values of the fourth row in Table II do not reject the white noise hypothesis of the auto-correlation coefficients which indicates that this time series is stable. Therefore the Longitude position data is a smooth process and accurate. the Longitude position data does not show obvious drifting during the target movement [16] . On the other hand, if the original position data shown in Figure 2 drifts, the time series will have a singular point, as shown in Fig. 6 .
After the differential transformation with operator on the data in Fig. 5 , we verify the stability of the new time series.
The auto-correlation coefficients of the new time series are shown in Figure 7 . The auto-correlation coefficient value increases irregularly when the delay equals to 12, which indicates that this time series is not a smooth process and the Longitude position data has obvious drift during the target movement [17] .
Based on the test results, we can find the position of singular point and replace it with the previous point to stabilize the whole series. The new result of the DickeyFuller testing is shown in Table 3 .The values in the fourth row reject the white noise hypothesis of the autocorrelation coefficients, indicating that this time series is not stable. In other words, the original position data have obvious drift [18] . Based on the test results, we can find the position of singular point and replace it with the previous one. Then, the time series becomes stable. 
V. CONCLUSIONS
While the most of GPS systems process and correct the GPS position data at the GPS receiver through the hardware approach. In this paper, a processing and correction algorithm based on the time series analysis is proposed which can be implemented at the GPS transfer server.
This proposed algorithm is aimed to improve the quality of the GPS software products and satisfaction of users, which is not limited by the data categories and sources, and can be widely used. The key parameters of the proposed algorithm can be manually adjusted and controlled to adapt to the different moving targets and data sets [19] . Moreover it can substantially cut down the GPS software develop cost for those software companies which cannot afford the GPS and GIS developing activex and achieve relatively high performance, error tolerance and quality.
The method of Euclidean distance principle is easier to understand and implement, comparing with the time series analysis, which is much more theoretical and can be extended to process different types of GPS data [20] . Since these algorithms are implemented in the specific computer, a large amount of data can be processed for discrimination and verification. Hence the requirement for the GPS receiver performance can be reduced and the limited capability weakness of the embedded computing is compensated. However, the proposed algorithms can not achieve much more performance gain with a poor quality GPS position data. The proposed algorithms are better methods for data secondary discrimination and correction with high quality GPS data. Moreover, with the development and maturity of the time series method, the proposed algorithm will have more potential to grow and establish.
