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Abstract
The Bose-Einstein condensation for an ideal Bose gas and for a
dilute weakly interacting Bose gas in a manifold with nonnegative
Ricci curvature is investigated using the heat kernel and eigenvalue
estimates of the Laplace operator. The main focus is on the nonrel-
ativistic gas. However, special relativistic ideal gas is also discussed.
The thermodynamic limit of the heat kernel and eigenvalue estimates
is taken and the results are used to derive bounds for the depletion
coefficient. In the case of a weakly interacting gas Bogoliubov approx-
imation is employed. The ground state is analyzed using heat kernel
methods and finite size effects on the ground state energy are pro-
posed. The justification of the c-number substitution on a manifold is
given.
1
1 Introduction
The purpose of this paper is to analyze the depletion coefficient (number
density of bosons out of the condensate) and the ground state energy of
the Bose-Einstein condensate on a Riemannian manifold with a nonnegative
Ricci curvature using global heat kernel and eigenvalue estimates and also
the heat kernel asymptotics for the Laplacian on the manifold. The basic
observation we make is that both the depletion coefficient and the ground
state energy can be expressed in terms of the heat kernel of the Laplacian.
Then we exploit this fact and analyze the depletion coefficient and the ground
state energy using the above mentioned bounds and asymptotics. Applying
our results to the flat space case we derive finite size corrections to the ground
state energy of the weakly interacting Bose gas.
We will consider both the ideal gas and the gas with a weak hard-core re-
pulsion [1], [2], [3], [4]. The latter case will be analyzed using the curved space
version of the Bogoliubov theory. The Bogoliubov approximation scheme
starts with the replacement of the ground state creation and annihilation
operators by c-numbers. One then truncates the Hamiltonian, diagonalizes
the resulting quadratic Hamiltonian by a Bogoliubov transformation and
thus derives the Bogoliubov spectrum. That the first step of this proce-
dure, the c-number substitution, is an exact procedure and not merely an
approximation was proven by several authors [7], [8], [9], [10]. In particular,
in [8] Lieb et al. have shown that the c-number substitution is a general
property of second quantization. The generalization of this property to the
Riemannian manifolds will be discussed in the Appendix B. The use of the
Neumann boundary conditions for the Bose gas implies that the one particle
ground state wave function is constant. Since the ideal gas is noninteract-
ing, the thermodynamic properties are sensitive to the boundary conditions
imposed, in a sense all the interaction comes from the boundary. The use
of Neumann boundary condition is equally acceptable as the Dirichlet one,
the former would mean that the particle flux from the boundary is zero. In
our approach the Neumann boundary condition is more natural; in fact, in
the case of the ideal gas all the results that we derive using the Neumann
boundary conditions can also be obtained for Dirichlet boundary conditions.
The homogeneity of the ground state allows us to carry the flat space proof
to the curved case. For an extensive review of the Bogoliubov theory in flat
space see [11] and references therein (for a curved space version see [12]).
For a mathematically rigorous account of Bose-Einstein condensation in flat
space see [13], for a more traditional approach see the monographs [14], [15],
and for finite temperature gases on curved spaces see [16–20].
The effect of trapping potentials will be discussed elsewhere. We will
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mainly consider the non-relativistic gas. However, in the case of an ideal gas
we will discuss the special relativistic generalization, [21–32] as well.
For an ideal gas in a flat manifold the behavior of the chemical potential
µ is crucial for the understanding of the Bose-Einstein condensation. The
chemical potential is determined by requiring the constancy of the total num-
ber density of the Bose gas. Below a critical temperature Tc the chemical
potential is of the order of V −1 where V is the volume of the gas 1. This is
a direct consequence of the fact that for T ≤ Tc
n0 = lim
V→∞
1
V
1
e−βµ − 1 = limV→∞
1
V β|µ| > 0. (1)
Here we assumed that the ground state energy is zero. In the flat space, when
we consider a box of typical dimensions given by L = O(V 1/3), we have
ǫσ = O(L
−2) for σ 6= 0. (2)
Here σ’s are the quantum numbers of the gas, with σ = 0 denoting the
ground state, and ǫσ’s are the corresponding energies. Therefore, we see that
for T < Tc, for σ 6= 0
nσ ≤ lim
V→∞
1
V
1
eβǫσ − 1 = 0. (3)
So in the thermodynamic limit the ground state is occupied macroscopically,
while the excited states are not. As we will see, thanks to eigenvalue bounds
on manifolds, this argument remains correct for macroscopically admissible
volumes, which we define to be a domain inside the manifold, such that the
diameter DM is also O(V
1/d), where d is the dimension of the manifold. More
precisely, on a Riemannian manifold S with a non-negative Ricci curvature
the eigenvalues of the Laplacian obey precisely (2) [34], [35] if L is interpreted
as the geodesic diameter DM of the confining box which is abstracted as a
submanifold M ⊂ S with boundary. We will assume that the gas obeys
Neumann boundary conditions on ∂M .
Our main observation is that the number density of the excited particles
can be expressed in terms of the trace of the heat kernel on S. To see that
this is so is not difficult in the case of an ideal gas, but is more involved
in the case of a weakly interacting gas. Once we establish this result we
will use the heat kernel and eigenvalue bounds of the Laplacian to discuss
the Bose-Einstein condensation on S. In this paper we will not attempt
1As the chemical potential is an intensive variable its dependence of N and V is of the
form µ = f(N/V, T ) + O(V −λ) where λ is a positive coefficient. However at T = Tc the
leading term vanishes and this gives rise to a volume dependence of the chemical potential.
3
any comparison with the existing bounds on the depletion coefficient in flat
space [36–41]. Our bounds, which are very geometric in character, seem
to provide a new class of constraints on the depletion of the condensate.
Finally we note the following alternative approaches to the Bose-Einstein
condensation in curved spaces [42], [43].
2 Heat Kernel and Eigenvalue Bounds
We start by introducing our geometric setting and by summarizing the ex-
isting heat kernel and eigenvalue estimates that will play important roles in
our subsequent discussions. For the sake of completeness and in order to
clarify certain relations between the estimates, we will present more detailed
discussion of some of these results in Appendix A, following the mathematics
literature.
Let (S, g) be a d dimensional Riemannian manifold with metric g and
nonnegative Ricci curvature 2
RicS ≥ 0. (5)
Let M be a connected open submanifold of S with compact closure and
smooth convex boundary ∂M . Clearly the Ricci curvature of M is also non-
negative. Let ∆ be the Laplacian of the metric g and {fσ} (σ = 0, 1, 2, . . .) be
a complete orthonormal set of real (standing wave) square-integrable eigen-
functions of −∆ on M , obeying the Neumann boundary conditions
−∆ fσ = ǫσfσ, nˆ · ∇fσ|∂K = 0. (6)
Here nˆ is the outward looking unit normal to ∂M . The eigenvalues can be
ordered as
ǫ0 < ǫ1 ≤ . . .→∞. (7)
The ground state is
f0 =
1√
V
, (8)
with eigenvalue ν0 = 0. Here V is the volume ofM . Connectedness ofM im-
plies the uniqueness of the ground state and the existence of the fundamental
gap ǫ1 > 0.
2A symmetric covariant tensor field T of rank 2 is bounded below if there exist a real
number c such that for any vector field X on S
T (X,X) ≥ c g(X,X). (4)
In this case one writes T ≥ c.
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Note that the reality of the eigenfunctions implies∫
dµg(x)f
∗
σ(x)fρ(x) =
∫
dµgfσ(x)fρ(x) = δσρ, (9)
and for σ 6= 0 we also have∫
dµg(x)fσ(x) =
√
V
∫
dµgf0(x)fσ(x) = 0. (10)
Here dµg is the Riemannian volume element corresponding to the metric g.
For the Neumann heat kernel on a manifold M with a nonnegative Ricci
curvature and diameter DM
3 one has the following estimates of Li and Yau
[34]
1
(4πt)d/2
V ≤ Tr e∆t ≤ C˜(d)g(t). (11)
Here C˜(d) is a positive constant which depends only on the dimension d and
g(t) =
{ (
DM√
t
)d
if
√
t ≤ DM ,
1 if
√
t ≥ DM .
A direct consequence of the upper bound for the trace of the heat kernel
is the eigenvalue bound [34]
ǫσ ≥ C(d)
D2M
(σ + 1)2/d ≥ C(d)
D2M
σ2/d, (12)
where C(d) is a positive constant which depends only on the dimension.
On the other hand one also has the following upper bound of Colbois and
Maerten [35] for the eigenvalues
ǫσ ≤ B(d)
( σ
V
)2/d
. (13)
Here B(d) is a positive constant which depends only on the dimension.
Using the eigenvalue bounds (12) and (13) we get the following bounds
for Tr′e∆t (here prime means the ground state is omitted in the trace)
1
V
∞∑
σ=1
e
− tB
V 2/d
σ2/d ≤ 1
V
∞∑
σ=1
e−tǫσ ≤ 1
V
∞∑
σ=1
e
− tC
D2
M
σ2/d
. (14)
3 The diameter DM of a Riemannian manifold M is given by DM = sup{r(p, q) : p, q ∈
M} where r is the geodesic distance on M .
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Bounding the series by integrals we get∫ ∞
1
dx e−tBx
2/d ≤ 1
V
Tr′e∆t ≤ D
d
M
V
∫ ∞
0
dx e−tCx
2/d
. (15)
The integrals can be evaluated explicitly
1
Bd/2
d
2
Γ
(
d
2
,
t B
V 2/d
)(
1
t
)d/2
≤ 1
V
Tr′e∆t ≤ D
d
M
V Cd/2
Γ
(
d
2
+ 1
)(
1
t
)d/2
.
(16)
Here Γ(x, y) is the incomplete gamma function.
Another upper bound for the trace of the heat kernel which holds for
large t is [54]
Tr′e∆ t ≤ (Tr′e∆ t0)e−ǫ1(t−t0) t ≥ t0. (17)
Here t0 is some fixed time.
3 Ideal Bose Gas in a Riemannian Manifold
The single particle free Hamiltonian is taken as
h = −∆. (18)
The corresponding many-body Hamiltonian is
H0 =
∫
dµgφ
†(x)hφ(x). (19)
The thermal averages in the grand-canonical ensemble are given by
〈O〉 = TrO e
−β H
Tr e−β H
. (20)
Here
H =
∫
dµgφ
†(x)(h− µ)φ(x) (21)
and µ is the chemical potential.
Expanding H in terms of creation-annihilation operators and normal or-
dering the result we get
H =
∑
σ
(ǫσ − µ)a†σaσ. (22)
Thus the mean occupation numbers are given exactly as in the flat case
Nσ = 〈a†σaσ〉 =
1
eβ(ǫσ−µ) − 1 , (23)
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where we have taken, as usual, µ < 0. Clearly, N0 is singular at µ = 0. As in
the flat case, fixing the total number of particles allows us to determine µ. To
maximize the occupation of each level, we should let µ→ 0−. However, that
is a delicate limit, the chemical potential is not strictly zero, the macroscopic
occupation of the ground state again leads to µ = O(V −1) so that we find a
well-defined thermodynamic limit. Note that
N =
∑
σ
1
eβ(ǫσ−µ) − 1 , (24)
does not scale in a simple way to determine the chemical potential in a
simple way even in the continuum limit, since the density of states may be a
complicated expression in general.
Finite Volume: First note that
nσ =
Nσ
V
=
1
V
e−β(ǫσ−µ)
1− e−β(ǫσ−µ) =
1
V
∞∑
k=1
ekβµe−kβǫσ , (25)
and consequently,
ne(T ) :=
∑
σ 6=0
nσ =
1
V
∑
σ 6=0
∞∑
k=1
ekβµe−kβǫσ
=
1
V
∞∑
k=1
ekβµTr′e−kβ h. (26)
Here Tr′ denotes the trace with the ground state omitted. We employ (17)
to study the low temperature behavior of Ne(T ). Fixing β0 such that β > β0
we see that
ne(T ) ≤ 1
V
eǫ1β0 (Tr′e−hβ0)
∞∑
k=1
e−kǫ1β =
1
V
(Tr′e−hβ0)
eǫ1β0
eǫ1β − 1 . (27)
So by choosing T low enough we can make ne less than any preassigned value
of n. Then the particles in excess, whose density is n− ne, form condensate
in the ground state.
The above analysis is independent of the dimension of the manifoldM and
the bound on the Ricci curvature. However, the right hand side of (27) is in
general divergent as V →∞. So the bound is useless in the thermodynamic
limit.
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Thermodynamic Limit in Terms of the Heat Kernel: Using the upper
bound given in (11) we see that
ne(T ) ≤ C˜(d)
V
∞∑
k=1
e−kβ|µ|g(kβ) (28)
≤ C˜(d)D
d
M
V
1
βd/2
[D2M/β]∑
k=1
e−kβ|µ|
kd/2
+
C˜(d)
V
∞∑
k=[D2M/β]+1
e−kβ|µ|. (29)
Here square brackets mean integer part. Now the second term is just a
geometric series whose sum is
C˜(d)
V
e
−
([
D2M
β
]
+1
)
β|µ|
1− e−β|µ| . (30)
Using µ = O(V −1) we see that this goes to zero in the thermodynamic limit
V,DM →∞.
Our basic assumption regarding the thermodynamic limit will be the
following asymptotic relation between the volume and the diameter of our
box M
DM = O(V
1/d) as V →∞. (31)
This is a nontrivial condition and it is not so obvious if we can satisfy this
on a Ricci nonnegative manifold. If we have a strictly positive lower bound
for the Ricci, by Myers’ theorem the manifold necessarily becomes compact.
In our case, due to the Bishop-Gromov volume coomparison theorem, the
geodesic balls in a Ricci non-negative space cannot have volumes growing
faster than the flat case [5]. This is important since, a natural set of boxes to
consider would be geodesic balls. It is known that on a complete Riemannian
manifoldM of dimension n, with nonnegative Ricci , there is a constant ǫ(n)
such that if for some point p we have
VolBr(p) ≥ (1− ǫ(n))Ωnrn (32)
for all r, where Ωn refers to the volume of the standart unit n-ball, thenM is
diffeomorphic to the Euclidean space, but not necessarily isometric to it. So
clearly there are some interesting examples within our class of manifolds. For
further results and references related to this subject we refer to the review
article [6].
Under this assumption, in the thermodynamic limit we get
ne(T ) ≤ C˜(d) A
βd/2
∞∑
k=1
e−kβ|µ|
kd/2
≤ C˜(d) A
βd/2
∞∑
k=1
1
kd/2
= C˜(d)
A
βd/2
ζ
(
d
2
)
.
(33)
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Here
A = lim
V→∞
DdM
V
. (34)
For d ≥ 3 ne(T ) is clearly finite and vanishes as T → 0.
For d = 2 the above bound is of no use in the thermodynamic limit. In
order to deduce the behavior of ne(T ) at d = 2 we use the lower bound given
in (11).
n(T ) =
1
V
∞∑
k=1
e−kβ|µ|
(
Tre−kβ h
)
(35)
=
1
V
∞∑
k=1
e−kβ|µ|Tre−kβ h (36)
≥ 1
(4πβ)d/2
∞∑
k=1
e−kβ|µ|
kd/2
. (37)
By a simple integral test the series is seen to be larger than∫ ∞
1
dx
e−xβ|µ|
xd/2
= (β|µ|)d/2−1
∫ ∞
β|µ|
dy
e−y
yd/2
= (β|µ|)d/2−1 Γ(1− d/2, β|µ|).
(38)
Here Γ(x, y) is the incomplete gamma function. If it was the case that µ =
O(V −1) then for d = 2 we would have a divergent n, which is a contradiction.
Thus µ 6= O(V −1) and condensation does not take place in two dimensions.
Thermodynamic Limit in Terms of Eigenvalues: Now using the bounds
(12) and (13) on the eigenvalues of the Laplacian we get
∞∑
σ=1
1
V
1
e
β
(
B
V 2/d
σ2/d−µ
)
− 1
≤ ne ≤
∞∑
σ=1
1
V
1
eβ(
C
D2
σ2/d−µ) − 1
. (39)
But µ = O(V −1) and the depletion coefficient can be bound in the
V,DM →∞ limit as∫ ∞
0
dx
1
eβ B x2/d − 1 ≤ ne ≤ A
∫ ∞
0
dx
1
eβ C x2/d − 1 , (40)
or after a change of variable
d
2(βB)d/2
∫ ∞
0
dε
ε
d
2
−1
eε − 1 ≤ ne ≤
Ad
2(β C)d/2
∫ ∞
0
dε
ε
d
2
−1
eε − 1 . (41)
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Note that the numerator of the integrand is in accordance with the Weyl
asymptotic formula for the eigenvalue density of the Laplacian (see e.g. [55]).
Since ∫ ∞
0
dε
ε
d
2
−1
eε − 1 = Γ
(
d
2
)
ζ
(
d
2
)
, (42)
we get
d
2(βB)d/2
Γ
(
d
2
)
ζ
(
d
2
)
≤ ne ≤ Ad
2(β C)d/2
Γ
(
d
2
)
ζ
(
d
2
)
. (43)
On the other hand in flat space
nflate = S(d)
1
βd/2
Γ
(
d
2
)
ζ
(
d
2
)
. (44)
Here S(d) is the usual density of states factor in Rd
S(d) = V (Sd−1)
md/2
2d/2+1πd
. (45)
So (
d
2S(d)Bd/2
)
nflate ≤ ne ≤
(
Ad
2S(d)Cd/2
)
nflate . (46)
Thus we see that ne is divergent for d ≤ 2 and convergent for d > 2. Moreover
for d > 2, ne → 0 as T → 0 and we have Bose-Einstein condensation at low
temperatures. In fact the critical temperature can be bound as[
Ad
2nCd/2
Γ
(
d
2
)
ζ
(
d
2
)]−2/d
≤ kBTc ≤
[
d
2nBd/2
Γ
(
d
2
)
ζ
(
d
2
)]−2/d
. (47)
4 Relativistic Ideal Gas
In this section we will discuss briefly the use of the heat kernel method in the
case of a relativistic ideal Bose gas. Consider a 1 + 3 dimensional manifold
with an ultra-static metric
ds2 = −dt2 + hijdxidxj . (48)
Here ∂thij = 0. The Ricci curvature tensor
3Rij of the space-like slices is
assumed to be nonnegative. The equilibrium number density of the excited
particles is given by (see e.g. [33])
ne(T ) =
1
V
∑
σ 6=0
[
1
e(β2λσ+β2m2)1/2−βµ − 1 −
1
e(β2λσ+β2m2)1/2+βµ − 1
]
. (49)
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Here λσ’s are the eigenvalues of the Neumann problem for −(3)∆ on the
space-like slices of our metric. Using the subordination identity
e−b
√
x =
b
2
√
π
∫ ∞
0
ds
s3/2
e−
b2
4s e−sx, (50)
we see that
ne(T ) =
∞∑
k=−∞
∫ ∞
0
ds
s3/2
k
2
√
π
e
−k2
4s
+kβµ 1
V
(Tr′esβ
2∆)e−sβ
2m2 , (51)
which could also be written as
ne(T ) =
∞∑
k=1
∫ ∞
0
ds
s3/2
k√
π
e−
k2
4s sinh(kβµ)
1
V
(Tr′esβ
2∆)e−sβ
2m2 . (52)
Now using (16) in the thermodynamic limit and noticing∫ ∞
0
ds
s3
e−
k2
4s
−sβ2m2 =
8β2m2
k2
K2(kβm), (53)
we get
3m2
B3/2β
∑
k 6=0
ekβµ
k
K2(kβm) ≤ ne(T ) ≤ 3Am
2
C3/2β
∑
k 6=0
ekβµ
k
K2(kβm). (54)
Here K2 is the modified Bessel function of the second kind. We recall that
Kν has the following integral representation for ν > 0 and x > 0,
Kν(x) =
( π
2x
)1/2 e−x
Γ(ν + 1/2)
∫ ∞
0
dse−ssν−1/2
(
1 +
s
2x
)ν−1/2
. (55)
Using simple estimates we get an upper bound,
K2(x) <
4
3
√
2x
e−x
[
Γ(5/2) +
Γ(7/2)
x
+
Γ(9/2)
4x2
]
. (56)
Moreover, by restricting the above sum to only the positive values of k, we
get an upper bound. Note that the terms of this series are all decreasing, and
we also emphasize that µ < m and the maximum is achieved as µ→ m−.
ne(T ) <
3Am2
C3/2β
eβµK2(βm)
+
4Am2
C3/2β
∫ ∞
1
dx
e−xβ(m−µ)
(βm)1/2x3/2
[
Γ(5/2) +
Γ(7/2)
xβm
+
Γ(9/2)
4(βmx)2
]
.
(57)
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All these terms are finite when we take the limit µ → m−, hence beyond a
critical density for a given temperature, we will have Bose-Einstein conden-
sation. It is interesting to test T → 0+ limit as well. We see that as we
let β →∞, the upper bound on the Bessel funtion implies that none of the
excited levels could be occupied.
Let us also remark on the two dimensional case, following a similar anal-
ysis, we have
m3/2
Bβ1/2
∑
k=1
sinh(kβµ)
k1/2
K3/2(kβm) ≤ ne(T ) ≤ Am
3/2
Cβ1/2
∑
k=1
sinh(kβµ)
k1/2
K3/2(kβm).
(58)
Note that the Bessel function K3/2 is given by
K3/2(x) =
( π
2x
)1/2 e−x
Γ(3/2)
[1 +
1
x
] >
( π
2x
)1/2 e−x
Γ(3/2)
. (59)
This is a monotonically decreasing function hence, integral from 1 to ∞
provides a lower bound;
m3/2
Bβ
∫ ∞
1
dx sinh(xβµ)
e−xβm
x
≤ ne(T ). (60)
For finite β this integral is ultraviolet divergent if we let µ → m−. Hence
there is no need for condensation in two dimensions.
We note the alternative expression for the excited density:
∂
∂(βµ)
∞∑
k=−∞
∫ ∞
0
ds
s3/2
1
2
√
π
e
−k2
4s
+kβµ
(
1
V
Tr′esβ
2∆
)
e−sβ
2m2 .
(61)
Again, we note that the k sum gives the trace of the heat kernel on S1 coupled
to the vector potential a = 2sβµdθ. Thus we get
ne(T ) =
∂
∂(βµ)
∫ ∞
0
ds
s3/2
e−sβ
2(m2−µ2)
(
1
V
Tr′esβ
2∆
)(√
π
2π
Tr′ e
1
4s
∆S1(a)
)
.(62)
Here
∆S1(a) = −(−i d
dθ
− a)2, (63)
is the Laplacian on S1 coupled to the vector potential a (θ is the coordinate
on S1).
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On the other hand the k sum can also be calculated using the Jacobi
theta function of the third kind
∞∑
k=−∞
e−
k2
4t
+kβµ = θ3
(
βµ
2i
, e−
1
4t
)
. (64)
Thus we get the alternative expression
ne(T ) =
∂
∂(βµ)
∫ ∞
0
ds
s3/2
1
2
√
π
e−sβ
2m2
(
1
V
Tr′esβ
2∆
)
θ3
(
βµ
2i
, e−
1
4s
)
. (65)
5 Bogoliubov Theory on a Compact Rieman-
nian Manifold
The many-body Hamiltonian with a hard-core repulsive potential is given
by [1], [2], [3], [4]
H ′ =
∫
dµg [φ
†(x)hφ(x) +
u0
2
φ†(x)φ†(x)φ(x)φ(x)] (u0 > 0). (66)
It is convenient to include the chemical potential in the Hamiltonian and
define
H = H ′ − µN. (67)
We will study this Hamiltonian and the Bose-Einstein condensation by ap-
plying the curved space version of the standard Bogoluibov theory [1] to it.
In flat space the Bogoliubov approximation consists of three steps. First, one
replaces the zero energy (ground state) creation and annihilation operators
by their coherent state lower symbols and then one expands the Hamiltonian
around the c-number background obtained in the first step, ignoring third and
higher order terms in the fluctuation. The resulting Hamiltonian is quadratic
in the creation and annihilation operators but not diagonal. The final step
is the diagonalization of this Hamiltonian by the Bogoluibov transformation.
The justification of the c-number replacement was first given in [7] and more
recently (and with less assumptions) in [8] (see also [9], [10]). In Appendix
B we will show that on any Riemannian manifold (without any restriction
on the Ricci curvature), thanks to the Neumann boundary condition which
implies the constancy of the ground state wave-function, the c-number sub-
stitution is justified in a way similar to the flat case discussed in [8]. On the
other hand, in the semiclassical approximation of the Hamiltonian the Neu-
mann boundary condition and the constancy of the wave-function again play
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important roles. Finally the Bogoluibov transformation which is a purely
algebraic manipulation proceeds in the usual way.
Therefore our starting point will be the expansion of the field operator
φ(x) around the background
φ0(x) =
√
N0f0 =
√
N0
V
=
√
n0 (68)
as
φ(x) = φ0(x) + η(x), (69)
with
η(x) =
∑
σ 6=0
aσfσ. (70)
Assuming the quantum fluctuations to be small we can approximate H ′ as
H ′eff =
∫
dµg
(
φ0(x)hη(x) + η
†(x)h0η(x) +
u0
2
[
φ40 + 2φ
3
0(η
†(x) + η(x))
φ20(η
2(x) + η† 2(x) + 4 η†(x)η(x))
] )
. (71)
Expanding in terms of creation and annihilation operators and using (9) and
(10) we get
H ′eff =
u0n
2
0V
2
+
∑
σ 6=0
[(ǫσ + 2u0n0)a
†
σaσ +
u0n0
2
(a2σ + a
† 2
σ )]. (72)
Similarly, the number operator is given by
N =
∫
dµg(x)φ
†(x)φ(x)
=
∫
dµg(x) [φ
2
0 + φ0(η
†(x) + η(x)) + η†(x)η(x)]
= n0V +
∑
σ 6=0
a†σaσ. (73)
So,
H ′eff−µN =
u0n
2
0V
2
−µn0V +
∑
σ 6=0
[(ǫσ+2u0n0−µ)a†σaσ+
u0n0
2
(a2σ+a
† 2
σ )]. (74)
For a fixed n0 the thermodynamic pressure
1
V
ln Tr′e−β(H
′
eff−µN) (75)
14
is maximized at the zeroth order in η by µ = n0u0. Here Tr
′ means that the
trace is taken over the states with no quanta in the f0 mode. With this value
of µ we get
H ′eff − µN = −
u0n
2
0V
2
+
∑
σ 6=0
[(ǫσ + u0n0)a
†
σaσ +
u0n0
2
(a2σ + a
† 2
σ )]. (76)
Therefore the thermal averages can be calculated using the effective Hamil-
tonian
Heff =
∑
σ 6=0
[(ǫσ + u0n0)a
†
σaσ +
u0n0
2
(a2σ + a
† 2
σ )], (77)
which can be diagonalized by the Bogoliubov transformation
aσ = (sinh ξσ) b
†
σ + (cosh ξσ) bσ, (78)
where
λσ := ǫσ + u0n0 = ωσ cosh 2ξσ, (79)
u0n0 = −ωσ sinh 2ξσ, (80)
ωσ :=
√
(ǫσ + u0n0)2 − (u0n0)2. (81)
The last equation is the curved space analog of the Bogoliubov dispersion
relation. The resulting diagonal Hamiltonian is
Heff =
∑
σ 6=0
[λσ cosh 2ξσ + u0n0 sinh 2ξσ] b
†
σbσ + E0
=
∑
σ 6=0
ωσb
†
σbσ + E0, (82)
where E0 is the ground state energy
E0 = −1
2
∞∑
σ=1
(λσ − ωσ)
= −1
2
∞∑
σ=1
(u0n0)
2
2
1
ǫσ
+O(
1
ǫ2σ
). (83)
Now using the lower eigenvalue bound (12) we see that for k ≥ 2 and d = 3, 2
∞∑
σ=1
1
ǫkσ
(84)
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is convergent. On the other hand, using (13) we see that the k = 1 sum is
divergent for d = 3, 2.
Thus we arrive at the renormalized ground state energy.
E0 = −1
2
∞∑
σ=1
[
(ǫσ + u0n0)−
√
ǫ2σ + 2u0n0ǫσ −
(u0n0)
2
2ǫσ
]
. (85)
Indeed, a closer inspection of the original Hamiltonian given by equation (72)
reveals that the bare coupling constant should be replaced by a renormalized
coupling constant. The bare coupling can be solved order by order in terms
of the renormalized coupling constant ur0, to make the effective potential well-
defined, and only the first term of (72), within perturbation theory, should be
modified by this subtraction. This gives us the desired term. From now on,
not to complicate matters we will interpret u0 as the renormalized coupling
constant.
Finally, the ground state is the coherent state (see e.g. [44])
|Ω 〉 = N
∞∏
σ=1
e−
1
2
tanh ξσa
† 2
σ |0〉 (86)
with the normalization constant
N =
∞∏
σ=1
1√
cosh ξσ
=
[ ∞∏
σ=1
1− λσ − ωσ
λσ + ωσ
]1/4
. (87)
Since 0 ≤ (λσ − ωσ)(λσ + ωσ)−1 < 1 the convergence of the product is
equivalent to the convergence of the series
∞∑
σ=1
λσ − ωσ
λσ + ωσ
. (88)
But,
∞∑
σ=1
λσ − ωσ
λσ + ωσ
≤
∞∑
σ=1
λσ − ωσ
ǫσ
=
∞∑
σ=1
λσ − ωσ − (u0n0)22ǫσ
ǫσ
+
∞∑
σ=1
(u0n0)
2
2ǫ2σ
.
(89)
By the eigenvalue estimates given above, the last series is convergent. On
the other hand for σ large enough
λσ − ωσ − (u0n0)22ǫσ
ǫσ
≤ λσ − ωσ − (u0n0)
2
2ǫσ
. (90)
Combining this with our discussion of the ground state energy we see that
the first series is convergent as well. Thus we conclude N <∞.
16
6 Ground State Energy and Finite Size Ef-
fects
To understand the ground state energy for three dimensions better, we will
now express it in terms of the heat kernel. Consider the first two terms before
the renormalization –there is −1/2 in front of the whole expression. Let’s
write s for ǫσ and a for u0n0, for simplicity. When we get e
−st the sum over
σ gives us Tr e∆t. Consider the expression
s+ a−
√
s2 + 2sa. (91)
This function is equal to the shifted version s→ s+ a of
s−
√
s2 − a2, (92)
which is equal to
s−
√
s2 − a2 = a
2
s+
√
s2 − a2 (93)
Now we note the following integral representation ( see pg 326 line 8 of [45]):∫ ∞
0
xdx
[x2 + 2sx+ s2 − a2]3/2 =
1
s+
√
s2 − a2 . (94)
This function is equal to a Laplace transform (for all Laplace transforms used
in this paper see [59])
1
[x2 + 2sx+ s2 − a2]3/2 =
1
[(x+ s)2 − a2]3/2
=
∫ ∞
0
dte−(s+x)t
√
π
Γ(3/2)
( t
2a
)
I1(at). (95)
We simplify the numerical parts and again shift s to s+ a to finally write∫ ∞
0
dt
∫ ∞
0
xdxe−(s+a+x)t
( t
a
)
I1(at) =
∫ ∞
0
dt
at
I1(at)e
−ate−st. (96)
In the original sums we recognize now
∑
σ e
−ǫσt as integral of the heat kernel,
which comes from the Laplace transform variable,∫ ∞
0
dt
∫ ∞
0
xdxe−(s+a+x)t
( t
a
)
I1(at) =
∫ ∞
0
dt
at
I1(at)e
−atTr e∆t. (97)
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Let us see the convergence properties, since Tr e∆t = O(t3/2), and I1(t) ∼
et/
√
t, there is no divergence as t → ∞. However, as t → 0+ which corre-
sponds to the ultraviolet properties, we have I1(t) ∼ t/2 we get
1
at
I1(at)e
−atTr e∆t ∼ 1
at
at
2
1
t3/2
as t→ 0+. (98)
which diverges, yet if we subtract from this expression 1/2 we have( 1
at
I1(at)e
−at − 1
2
)
Tr e∆t ∼ 1
at
at
2
(at)
1
t3/2
as t→ 0+. (99)
which becomes convergent. The subtracted term, with the overall a2 term
being inserted back again, is indeed
− a
2
2
Tr e∆t = −a
2
2
∫ ∞
0
dt
∑
σ
e−ǫσt = −
∑
σ
a2
2ǫσ
. (100)
Note that the subtraction does not lead to an infrared divergence, i.e. an
ultraviolet divergence in the t variable, thanks to t−3/2 behavior of the heat
kernel.
Rewriting the ground state energy by moving the chemical potential part
to the right hand side we get
Eg =
u0n
2
0V
2
− a
2V
2
∫ ∞
0
dt
( 1
at
I1(at)e
−at − 1
2
) 1
V
Tr e∆t (101)
here a = u0n0. Note that we can scale a in the integrals to get
Eg =
u0n
2
0V
2
− aV
2
∫ ∞
0
dt
(1
t
I1(t)e
−t − 1
2
) 1
V
Tr e∆t/a (102)
Let us recall the formula 3.534 from [45];
I1(t)
t
=
2
π
∫ 1
0
dx
√
1− x2 cosh(tx) (103)
moreover we have ∫ 1
0
dx
√
1− x2 = π
4
(104)
As a result we rewrite the ground state energy as
Eg =
u0n
2
0V
2
− aV
π
∫ ∞
0
dt
∫ 1
0
dx
√
1− x2
(
cosh(tx)e−t− 1
) 1
V
Tr e∆t/a (105)
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or reorganizing this as
Eg =
u0n
2
0V
2
+
aV
2π
∫ ∞
0
dt
∫ 1
0
dxF (t, x)
1
V
Tr e∆t/a (106)
where
F (t, x) =
√
1− x2
(
1− e−t(1−x)︸ ︷︷ ︸
>0
+1− e−t(1+x)︸ ︷︷ ︸
>0
)
> 0 for 0 ≤ x ≤ 1. (107)
This shows that the part multiplying the heat kernel is strictly positive,
hence we may apply upper and lower bounds for the heat kernel to find
estimates. Nevertheless we have a new version of the formula derived by Lee
and Yang [3] in the flat space, extended now to a manifold, for the ground
state energy.
How can we test this in the flat space? Let us write down the heat
kernel in the flat space into the formula assuming V →∞ for simplicity and
putting back again the physical values for the energy eigenvalues, i.e. heat
kernel corrected with a factor of ~2/2m:
Eg =
u0n
2
0V
2
+
aV
2π
∫ ∞
0
dt
∫ 1
0
dxF (t, x)
a3/223/2m3/2
~3(4πt)3/2
(108)
We now recall that∫ ∞
0
dt
t3/2
(
1− e−t(1±x)) = 2√π(1± x)1/2. (109)
Thus we get
Eg =
u0n
2
0V
2
[
1 +
25/2(π)1/2
πn0
a3/2m3/2
~3(4π)3/2
∫ 1
0
dx
√
1− x2
(
(1 + x)1/2 + (1− x)1/2)] (110)
The integral can be written as∫ 1
0
dx
(
(1− x)1/2(1 + x) + (1 + x)1/2(1− x)
)
(111)
by the formula 3.214 in [45] and is equal to 23/2+2−1B(3/2, 2) (B is the beta
function).
Eg =
u0n0N
2
[
1 +
25/2
π1/2n0
(
25/2B(3/2, 2)
) a3/2m3/2
~3(4π)3/2
]
(112)
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Now note that u0 = 4πσ~
2/m. Hence in terms of the scattering cross section,
the energy per particle becomes,
Eg
N
=
2π~2σn0
m
[
1 +
25/2
π1/2
(
25/2B(3/2, 2)
)
n
1/2
0 σ
3/2
]
. (113)
We have B(3/2, 2) = 4/15, thus
Eg
N
=
2π~2σn0
m
[
1 +
128
15π1/2
(n0σ
3)1/2
]
. (114)
the well-known result of Lee and Yang is recovered.
The expression we have found opens up two different directions: first
is that we may find upper and lower bound estimates for the ground state
energy using the known bounds of the heat kernel. We will now present an
upper bound in the thermodynamic limit for the ground state energy of the
interacting system. To this effect we use formula (11) for the upper bound
of the trace of the heat kernel, place this into the expression for the ground
state energy, replace the upper limit of t-integral by infinity and estimate the
remainder term; this results in
Eg ≤ C(3)Eflatg + C(3)
a2
2π
∫ ∞
D2M
dt
∫ 1
0
dxFa(t, x)[
D3M
t3/2
+ 1] (115)
where we use the natural units ~ = 1, 2m = 1 again for simplicity, and C(3)
is a constant which depends on the dimension d = 3 only, DM is the diameter
of the box as discussed before. We have
Fa(t, x) =
√
1− x2[1− e−at(x−1) + 1− e−at(x+1)] (116)
Note that we have
Fa(t, x) < 2
√
1− x2[1− e−2at] (117)
We now argue that the last term is a lower order correction, as we take
the limit V → ∞. It is easy to see that the constant term is not of much
importance, so we focus on the 1/t3/2 term. This term can be written as,
C(3)
a2D3M
π
∫ ∞
D2M
dt
∫ 1
0
dx (1− x2)1/2
∫ 2a
0
dηe−ηtt
1
t3/2
= C(3)a2D3M
∫ 2a
0
dη
∫ ∞
DM
e−ηu
2
du
We now observe that∫ 2a
0
dη
∫ ∞
DM
e−ηu
2
du <
∫ 2a
0
dηe−ηD
2
M
∫ ∞
0
e−ηu
2
du =
∫ 2a
0
dη
e−ηD
2
M
√
η
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As a result we see that this term is less than
C(3)a2D3M
∫ 2a
0
dη
e−ηD
2
M
√
η
< C(3)
a2D3M
√
π
2
1
DM
which goes to zero for Eg/N when we take the limit V → ∞, hence it is a
lower order correction when we assume V ≈ O(D3M).
As a second alternative, we may write down the finite volume version
of the heat kernel, and find the corrections which may be coming from the
boundary effects. A first guess would be to apply an asymptotic expansion
for the short time behaviour of the heat kernel. Finite size effects for the con-
densation of the free gas from this perspective is presented in [46], following
the idea in this work we will obtain finite size effects of the weakly inter-
acting condensate. Let us digress a bit on the asymptotics of the Euclidean
Domains which denote as Ω. In three dimensions the precise asymptotics for
the Neumann problem is given by [47]
Tr e∆t =
V (Ω)
(4πt)3/2
+
A(Ω)
16πt
+
1
12π3/2t1/2
∫
∂Ω
H(ω)dω + ... as t→ 0+ (118)
where A(Ω) and H(ω) refer to the area and mean curvature of the surface
respectively. To use this in our expression we rewrite it as,
Eg ≈ u0n
2
0V (Ω)
2
+
aV (Ω)
2π
∫ ∞
0
dt
∫ 1
0
dx
[
F (t, x)
a3/2
(4πt)3/2
]
+
a
2π
∫ 1
0
dt
∫ 1
0
dxF (t, x)
(A(Ω)a
16πt
+
a1/2
12π3/2t1/2
∫
∂Ω
H(ω)dω + ...
)
+
aV (Ω)
2π
∫ ∞
1
dt
∫ 1
0
dxF (t, x)
( 1
V (Ω)
Tr e∆t/a − a
3/2
(4πt)3/2
)
Now we claim that the last term of this expression can be made smaller than
the others, hence of less significance. We leave this question to a subsequent
publication. Retaining the terms in the above expansion except the last part,
we find finite size corrections to the interacting Bose-Einstein condensate.
Finally we can also calculate the chemical potential, by taking the deriva-
tive with respect to the particle number. This gives us,
∂Eg
∂N
= u0n0 + u0n
2
0π
∫ ∞
0
dt
∫ 1
0
dx
√
1− x2F (t, x) 1
V
Tr e∆t
+u20n0
∫ ∞
0
dt
∫ 1
0
dx a
√
1− x2
(
(1− x)e−at(1−x) + (1 + x)e−at(1+x)
) 1
V
Tr e∆t.
(119)
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7 Heat Kernel Analysis of the Depletion of
the Condensate
We will now study the depletion coefficient in 3d and 2d, first at zero then
at finite temperature. The number density of excited states
ne =
1
V
∑
σ 6=0
〈a†σaσ〉 (120)
is expressed in terms of quasi-particle states as
ne =
1
V
∑
σ 6=0
[
sinh2 ξσ + cosh 2ξσ〈b†σbσ〉+
1
2
sinh 2ξσ〈b† 2σ + b2σ〉
]
=
1
V
∑
σ 6=0
[
cosh 2ξσ
(
1
2
+ 〈b†σbσ〉
)
− 1
2
]
=
1
V
∑
σ 6=0
[
1
2
cosh 2ξσ coth
βωσ
2
− 1
2
]
=
1
2V
∑
σ 6=0
[
λσ
ωσ
coth
βωσ
2
− 1
]
. (121)
The zero temperature limit is
ne =
1
2V
∑
σ 6=0
[
λσ√
λ2σ − (u0n0)2
− 1
]
. (122)
Now noting the Laplace transform
1√
λ2σ − (u0n0)2
=
∫ ∞
0
dt e−λσtI0(u0n0t), (123)
where Iν is the modified Bessel function of order ν, we get
λσ√
λ2σ − (u0n0)2
=
∫ ∞
0
dt
[
− d
dt
e−λσt
]
I0(u0n0t)
= 1 + u0n0
∫ ∞
0
dt e−λσtI1(u0n0t). (124)
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Thus
ne =
u0n0
2V
∫ ∞
0
dt
[∑
σ 6=0
e−ǫσt
]
e−u0n0t I1(u0n0t)
=
u0n0
2
∫ ∞
0
dt
1
V
Tr′e−ht e−u0n0t I1(u0n0t). (125)
Finite Volume: At finite V , we can use either (17) or the simpler obser-
vation
Tr′e−ht =
∞∑
σ=1
e−tǫσ ∼ e−tǫ1, (126)
together with
e−u0n0t I1(u0n0t) ∼ 1√
2πu0n0t
as t→∞, (127)
and conclude that the upper limit of (125) is finite. As for the lower limit of
integration, we combine the short time asymptotic of the heat kernel
Tr′ e−ht ∼ −1 + V
(4πt)d/2
, as t→ 0 (128)
with
e−u0n0t I1(u0n0t) ∼ u0n0t
2
as t→ 0, (129)
to conclude that the integral is convergent for d = 3 and d = 2.
Thermodynamic Limit: Using (16) in the limit V,DM →∞, DdM/V → A
we get
ne ≤ u0n0
2
A
Cd/2
Γ
(
d
2
+ 1
)∫ ∞
0
dt
1
td/2
e−u0n0tI1(u0n0t). (130)
The integral is convergent for d = 3.
On the other hand
ne ≥ u0n0
2
1
Bd/2
d
2
∫ ∞
0
dtΓ
(
d
2
,
t B
V 2/d
)
1
td/2
e−u0n0tI1(u0n0t). (131)
Again the integral is convergent for d = 3 and d = 2. Moreover, the integrand
is a positive, increasing function of V and by the monotone convergence
theorem the limit V →∞ gives
ne ≥ u0n0
2
1
Bd/2
Γ
(
d
2
+ 1
)∫ ∞
0
dt
1
td/2
e−u0n0tI1(u0n0t). (132)
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Finally, upon the change of variable s = u0n0t we see that the bounds scale
as (u0n0)
d/2
(u0n0)
d/2mγd ≤ ne ≤ (u0n0)d/2Mγd, (133)
where
m =
1
2
1
Bd/2
Γ
(
d
2
+ 1
)
, M =
1
2
A
Cd/2
Γ
(
d
2
+ 1
)
, (134)
and
γd =
∫ ∞
0
ds
sd/2
e−s I1(s). (135)
Thus we get, as in the flat case,
ne
n0
= O(u
d/2
0 n
d/2−1
0 ). (136)
The smallness of the parameter u
d/2
0 n
d/2−1
0 can now be used as a criterion for
the validity of the Gross-Pitaevskii equation (see e.g. [15]).
8 Depletion of the Condensate at Finite Tem-
perature
In order to analyze the depletion of the condensate at finite temperatures we
expand Ne in terms of exponentials
Ne(T ) =
1
2
∑
σ 6=0
[
λσ
ωσ
− 1 + 2
∞∑
k=1
λσ
ωσ
e−kβωσ
]
. (137)
Noticing the Laplace transform,
e−kβωσ
ωσ
=
e−kβ
√
λ2σ−(u0n0)2√
λ2σ − (u0n0)2
=
∫ ∞
kβ
dt e−λσtI0(u0n0
√
t2 − k2β2), (138)
we find
λσ e
−kβωσ
ωσ
= e−λσkβ + u0n0
∫ ∞
kβ
dt e−λσt
t I1(u0n0
√
t2 − k2β2)√
t2 − k2β2 (139)
= e−λσkβ + u0n0
∫ ∞
0
dt e−λσ
√
t2+k2β2 I1(u0n0t). (140)
Thus, we arrive at
ne(T ) = ne(0) + n˜e(T ), (141)
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where
n˜e(T ) =
1
V
∑
σ 6=0
∞∑
k=1
[
e−λσkβ + u0n0
∫ ∞
0
dt e−λσ
√
t2+k2β2 I1(u0n0t)
]
=
∞∑
k=1
[
(
1
V
Tr′ekβ∆)e−kβu0n0+
u0n0
∫ ∞
0
dt (
1
V
Tr′e∆
√
t2+k2β2)e−u0n0
√
t2+k2β2 I1(u0n0t)
]
.
(142)
We will now analyze this expression in the thermodynamic limit in 3d. Using
the heat kernel upper bound (16) in the limit V →∞ we get
n˜e(T ) ≤ C1
∞∑
k=1
[
1
(kβ)3/2
e−kβu0n0+
u0n0
∫ ∞
0
dt
1
(t2 + k2β2)3/4
e−u0n0
√
t2+k2β2 I1(u0n0t)
]
. (143)
Here
C1 =
A
C3/2
Γ
(
5
2
)
. (144)
We will estimate each term separately, the first expression is bounded by
C1
∞∑
k=1
1
(kβ)3/2
+ C1
∫ ∞
0
dk
(βk)3/2
(1− e−kβu0n0), (145)
which is equal to
C1
∞∑
k=1
1
(kβ)3/2
+ C1
(u0n0)
1/2
β
. (146)
The second part is somewhat more subtle, we first apply the subordination
identity for the exponent and find that the second becomes,
C2u0n0
∫ ∞
0
dt
∞∑
k=1
1
(t2 + k2β2)3/4
∫ ∞
0
ds
s3/2
e−
1
4s
−s(u0n0)2(t2+k2β2) I1(u0n0t).
(147)
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Next we estimate the summation, again the terms of the sum are monotoni-
cally decreasing as the summand increases, hence the integral gives an upper
bound which we estimate separately;
∞∑
k=1
1
(t2 + k2β2)3/4
e−(u0n0)
2sk2β2 <
∫ ∞
0
dk
(t2 + k2β2)3/4
e−(u0n0)
2sk2β2
<
[ ∫ ∞
0
dk
(t2 + k2β2)3/2
]1/2[ ∫ ∞
0
dke−2s(uon0)
2k2β2
]1/2
< C3
1
s1/4(u0n0)1/2β1/2
1
β1/2t
. (148)
Note that in the first integral we scale the variable k with tβ−1 and the second
integral by (
√
sβu0n0)
−1. We may place this estimate now to find the upper
bound,
C4(u0n0)
1/2
β
∫ ∞
0
dt
t
∫ ∞
0
ds
s1+3/4
e−
1
4s
−s(u0n0)2t2 I1(u0n0t). (149)
We recognize the modified bessel function, to rewrite this expression as,
C5(u0n0)
1/2
β
∫ ∞
0
dt
t
(u0n0t)
3/4K3/4(u0n0t) I1(u0n0t). (150)
Note that in the integral (u0n0) completely scales out. The integral is of the
type given in Prudnikov et al. [57] formula 2.16.28.3.∫ ∞
0
dx xρ−1Kµ(x)Iν(x) =
2ρ−1Γ(1
2
(ρ+ ν + µ))Γ(1
2
(ρ+ ν − µ))Γ(1− ρ)
Γ(1 + 1
2
(−ρ+ ν + µ))Γ(1 + 1
2
(−ρ+ ν − µ)) .
for |µ| − ν < ρ < 1. Hence we find that
n˜e(T ) < C1
∞∑
k=1
1
(kβ)3/2
+ C6
(u0n0)
1/2
β
, (151)
the last piece of which will go to zero as u0 → 0+ and moreover the full
expression will go to zero as β →∞.
Next, we will show that the Bogoliubov approximation at finite tem-
perature is actually inconsistent in 2d, in accordance with the Hohenberg-
Mermin-Wagner teorem [58], [36], rigorously established in spin systems or
interacting bosons in flat spaces. To see this, we will use lower bounds on
the heat kernel (16) in the limit V → ∞. We will further estimate sums of
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monotonically decreasing expressions from below by integrating them from
1 to infinity. As a result we see that n˜e(T ) is larger than
1
β
∫ ∞
1
dk
k
e−(u0n0)kβ + u0n0
∫ ∞
0
dt
∫ ∞
1
dk√
t2 + k2β2
e−u0n0
√
t2+k2β2 I1(u0n0t).
(152)
Note that we may shift k to k + 1 and replace all k2 + 2k + 1’s by 3k2 + 1
since k2+ 2k+ 1 < 3k2 + 1 for k ≥ 0. After scaling k to k√t2 + β2/√3β we
find that n˜e(T ) is larger than
1
β
∫ ∞
1
dk
k
e−(u0n0)kβ +
u0n0√
3β
∫ ∞
0
dt
∫ ∞
0
dk√
1 + k2
e−u0n0
√
t2+β2
√
1+k2 I1(u0n0t).(153)
We notice that ∫ ∞
0
dke−a
√
1+k2
√
1 + k2
= K0(a), (154)
hence the lower bound becomes,
1
β
∫ ∞
1
dk
k
e−(u0n0)kβ +
u0n0√
3β
∫ ∞
0
dtK0(u0n0
√
t2 + β2) I1(u0n0t) < n˜e(T ).(155)
Nevertheless the integral of Bessel functions is ultraviolet divergent–which
reflects the infrared behavior of the theory in the heat kernel approach-as a
result of the asymptotics of the bessel functions,
K0(x) ∼ e
−x
√
x
and I1(x) ∼ e
x
√
x
as x→∞. (156)
This contradiction forces n0 = 0 to be the only consistent choice.
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Appendix A
Here we will show how the upper bound (12) for the eigenvalues follows from
the upper estimate for the trace of the heat kernel given in (11) [34], [56], and
27
how one gets the long time behavior (17) from the self-reproducing property
of the heat kernel.
Starting from the simple observation
(σ + 1)e−ǫσt ≤ Tre∆t ≤ C˜(d)g(t), (157)
and using the upper bound
Tr e∆t ≤ C˜(d)g(t), (158)
we get
(σ + 1) ≤ eǫσtC˜(d)g(t) (159)
for all positive t. Minimizing the right hand side we get
ǫσg(t0) + g
′(t0) = 0. (160)
Since g′(t) = 0 for
√
t > DM , we see that
√
t0 < DM . Then we get
t0 =
d
2ǫσ
. (161)
Plugging this into (159) we get the desired bound
ǫσ ≥ C(d)
D2M
(σ + 1)2/d ≥ C(d)
D2M
σ2/d. (162)
Let Kt(x, y) = 〈x|e∆ t|y〉 be the heat kernel for the Neumann problem on
M . Clearly Kt(x, y) is a self-reproducing kernel. It is convenient to define
K¯t(x, y) = Kt(x, y)− 1
V
. (163)
Since V −1/2 is the eigenfunction of the Laplacian with zero eigenvalue we
have
1√
V
=
∫
M
dgµ(y)Kt(x, y)
1√
V
. (164)
Using this it is easy to see that K¯t is also self-reproducing
K¯t1+t2(x, y) =
∫
M
dgµ(z) K¯t1(x, z) K¯t2(z, y). (165)
Now note that [54]
∂
∂t
K¯t(x, x) =
∂
∂t
∫
M
dgµ(z) K¯
2
t/2(x, z)
= −
∫
M
dgµ(z) K¯t/2(x, z) h K¯t/2(x, z)
≤ −ǫ1
∫
M
dgµ(z) K¯
2
t/2(x, z) = −ǫ1K¯t(x, x). (166)
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In the last line the variational inequality is used (see e.g. [55]). Integrating
this inequality one finds that for t ≥ t0
K¯t(x, x) ≤ K¯t0(x, x)e−ǫ1(t−t0). (167)
Fixing the value of t0 we see that the diagonal elements of K¯t decay expo-
nentially in time. Integrating over x we get
Tr′ e∆ t ≤ (Tr′ e∆ t0)e−ν1(t−t0). (168)
Appendix B
Let {|z〉 z ∈ N} be an over-complete set labeled by the points of a manifold
N with measure dµ(z). The lower symbol AL(z) of an operator A is the
expectation value
AL(z) = 〈z|A|z〉. (169)
On the other hand, if there exist a function AU(z) on N such that
A =
∫
dµ(z)AU(z)|z〉〈z|, (170)
then AU(z) is called the upper symbol of A. Here the equality is in the weak
sense.
Let
|z〉 = e− |z
2|
2
+za†
0 |0〉, z ∈ C, (171)
be the standard coherent states for the annihilation operator a0. This is an
over-complete set relative to the measure
dµ(z) =
dzdz∗
π
. (172)
The following list of the symbols of various combinations of creation and
annihilation operators is useful in calculating the lower and upper symbols
of the Hamiltonian.
A AL AU
a0 z z
a†0 z
∗ z∗
a20 z
2 z2
a† 20 z
∗ 2 z∗ 2
a†0a0 |z|2 |z|2 − 1
a† 20 a
2
0 |z|4 |z|4 − 4|z|2 + 2
(173)
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We assume our Hamiltonian includes the chemical potential
H = H ′ − µN, (174)
where H ′ is given by (66). In the Hamiltonian H we replace every monomial
of the form a†n0 a
m
0 first by its lower and then by its upper symbol and thus
obtain the two Hamiltonians HL(z, z
∗) and HU(z, z∗). Let ZL(β, µ) and
ZU(β, µ) be the corresponding grand canonical partition functions integrated
over z,
ZL,U(β, µ) =
∫
dzdz∗
π
ZL,U(β, µ, z, z
∗), (175)
where
ZL,U(β, µ, z, z
∗) = Tr′e−βHL,U (z,z
∗). (176)
Here Tr′ means that the trace is taken over the states with no excitations in
the f0 mode. Then we have the following inequalities
ZL(β, µ) ≤ Z(β, µ) ≤ ZU(β, µ). (177)
The first inequality is the Jensen’s inequality and the second is the Berezin-
Lieb inequality [49], [50], [51], [52], [53], [8]. These inequalities are valid
on any manifold since geometry does not play any role whatsoever in their
derivations.
Comparing HL and HU we see that
δ = HU(z, z
∗)−HL(z, z∗) = µ+ u0
4V
(−4|z|2 + 2− 4
∑
σ 6=0
a†σaσ)
= µ+
u0
4V
(2− 4NL). (178)
In deriving this we used the list of symbols given above and the fact that
f0 = V
−1/2.
Thus we find
Tr′ e−βHU (z,z
∗) = Tr′ e−β(HL(z,z
∗)+µ+
u0
V
− 2u0
V
NL)
= e−β(µ+
u0
V
)Tr′ e−β(HL(z,z
∗)− 2u0
V
NL), (179)
or
ZU(µ, β) = e
−β(µ+u0
V
)ZL
(
µ+
2u0
V
, β
)
. (180)
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So
lim
V→∞
1
V
lnZU(µ, β) = lim
V→∞
1
V
[
−β(µ+ u0
V
)
]
+
1
V
lnZL
(
µ+
2u0
V
, β
)
= lim
V→∞
1
V
lnZL(µ, β). (181)
Then from (177) we get the equality of the pressures in the thermodynamic
limit
1
V
lnZU(µ, β) =
1
V
lnZ(µ, β) =
1
V
lnZL(µ, β). (182)
Let z0 be the value of z for which ZL(β, µ, z, z
∗) is maximum. Then
the integrals in the above expressions localize around z0 and the following
inequalities hold [8]
1
V
lnZL(µ, β, z0, z
∗
0) ≤
1
V
lnZ(µ, β) ≤ 1
V
lnZU(µ, β, z0, z
∗
0) +O
(
lnV
V
)
.
(183)
Note that the usual choice µ = u0n0 in the Bogoliubov theory is in accordance
with this result. Again using (178), in the thermodynamic limit we obtain
1
V
lnZ(µ, β) =
1
V
lnZL(µ, β, z0, z
∗
0). (184)
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