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RESUMEN 
Este trabajo describe una línea de I/D y los 
resultados esperados de la misma. El obje-
tivo principal es estudiar, investigar, desa-
rrollar y evaluar métodos computacionales 
en aprendizaje automático y reconocimiento 
estadístico de patrones, en particular clasifi-
cación supervisada, no supervisada, reduc-
ción de dimensión y análisis de rendimien-
to. El segundo objetivo general es investi-
gar métodos de generación de característi-
cas a partir de señales en general e imáge-
nes digitales en particular, desde el punto de 
vista del método de clasificación subyacen-
te, su poder de discriminación y su posible 
aplicación en tiempo real. 
 
Palabras Clave: Reconocimiento de Patro-
nes. Análisis de Imágenes. Aprendizaje Au-
tomático. Generación de Características. 
Tiempo Real. 
      
1. INTRODUCCION 
 
El objetivo principal de un sistema de reco-
nocimiento automático de patrones es des-
cubrir la naturaleza subyacente de un fenó-
meno u objeto, describiendo y seleccionado 
las características fundamentales que permi-
tan clasificarlos en una categoría determi-
nada [1][2]. Sistemas automáticos de reco-
nocimiento de patrones permiten abordar 
problemas en informática, en ingeniería y 
en otras disciplinas científicas [3][4], por lo 
tanto el diseño de cada etapa requiere de 
criterios de análisis conjuntos [5] para vali-
dar los resultados [6][7]. El espectro de 
aplicaciones de los sistemas de reconoci-
miento automático de patrones es muy am-
plio. Entre las principales áreas de aplica-
ción podemos mencionar: reconocimiento 
de voz,  escritura, iris, y huellas digitales. 
También se puede mencionar el creciente 
número de aplicaciones en biología y medi-
cina como: reconocimiento de secuencias 
ADN, mamografías, electrocardiogramas  y 
electroencefalogramas. En general todo tipo 
de fenómeno físico o químico del cual po-
damos directa o indirectamente extraer des-
criptores viables, es potencialmente tratable 
por un sistema automático de reconoci-
miento de patrones. Es de particular interés 
en esta línea de I/D la generación de carac-
terísticas a partir de señales en general e 
imágenes en particular. En general se anali-
zan problemas en cada una de las tres eta-
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pas en que un modelo general clásico de un 
sistema automático puede ser dividido para 
su diseño y  estudio, sensor, selector de ca-
racterísticas y clasificador. La primera etapa 
puede ser considerada a su vez como la que 
trata de obtener la representación más fiel 
del fenómeno estudiado, y como un módulo 
que permite generar características del 
mismo. La etapa de selección de caracterís-
ticas permite simplificar la etapa de clasifi-
cación al generar un vector de entrada con 
mayor potencial de discriminación entre 
clases y menor redundancia de información. 
La etapa de clasificación finalmente asigna 
un patrón a la clase correspondiente mini-
mizando la probabilidad de error del siste-
ma.   
 
1.1 Reconocimiento de Patrones 
 
En esta línea de investigación el trabajo ac-
tual lo podemos clasificar en tres tópicos 
bien diferenciados correspondientes a tres 
sub-disciplinas dentro del área. La primera 
es clasificación supervisada donde el énfa-
sis de nuestro trabajo es en métodos de cla-
sificación basados en núcleos dispersos, en 
particular máquinas de soporte vectorial. La 
segunda es en clasificación no supervisada 
donde la principal línea de trabajo son las 
técnicas de agrupamiento basadas en teoría 
espectral de grafos y su aplicación a imáge-
nes de rango. El tercer tópico de fundamen-
tal importancia es el de reducción de di-
mensión en particular selección de caracte-
rísticas. Las máquinas de soporte vectorial 
(SVM) [8] son herramientas fundamentales 
en sistemas de aprendizaje automático, 
permitiendo el tratamiento de problemas ac-
tuales en reconocimiento de patrones y mi-
nería de datos tales como, reconocimiento y 
caracterización de texto manuscrito, detec-
ción ultrasónica de fallas en materiales, cla-
sificación de imágenes médicas [9], siste-
mas biométricos [10], clasificación en bio-
informática [11] y en física de altas ener-
gías [12]. Las SVM implementan reglas de 
decisión complejas, por medio de una fun-
ción no lineal que permite mapear los pun-
tos de entrenamiento a un espacio de mayor 
dimensión. En el nuevo espacio de caracte-
rísticas las clases son separadas por un hi-
perplano, siendo este el que maximiza la 
distancia entre el mismo y los puntos de en-
trenamiento. La distancia se denomina mar-
gen y esos vectores son los vectores de so-
porte. Las SVM cumplen un rol muy im-
portante en teoría de aprendizaje estadístico 
y cuando es necesario entrenar un clasifica-
dor no lineal en un espacio de característi-
cas de considerable dimensión con un nú-
mero limitado de muestras. Podemos dife-
renciar dos aspectos importantes que en ge-
neral reciben la denominación de maquinas 
de soporte vectorial, el uso de SVM en cla-
sificación SVC y el uso de las mismas en 
regresión SVR. La línea de investigación 
propuesta estudia ambos aspectos y en par-
ticular en el caso de clasificación mediante 
SVM tiene como objetivo diseñar sistemas 
con alta capacidad de generalización. Entre 
las tendencias actuales podemos mencionar 
las investigaciones sobre SVM paralelas y 
secuenciales (PSVM, SSVM) [13]. Una se-
rie temporal es una secuencia de puntos 
medidos a intervalos sucesivos, normal-
mente de tiempo, y en general a intervalos 
regulares. Las series temporales son el re-
sultado de medidas de distintos fenómenos  
físicos en la naturaleza pero también son 
comunes en econometría, marketing, con-
trol industrial y como resultado de métodos 
de monitoreo y diagnóstico en medicina. La 
clasificación de las series temporales obte-
nidas a partir de estudios funcionales del 
cerebro, son un ejemplo de abordaje multi-
disciplinario, donde uno de sus aspectos 
fundamentales es el de reconocimiento de 
patrones. La aplicación, adaptación y ade-
cuada selección de kernels de SVM a series 
temporales es un tema de investigación ac-
tual [14][15]. Las series pueden ser unidi-
mensionales o multidimensionales con co-
rrelación tanto temporal como espacial. En 
el último caso se plantea un problema de 
reconocimiento de patrones. Entre los temas 
actuales de investigación que involucran los 
conceptos anteriores podemos citar estudios 
en neurociencias por medio de resonancia 
magnética funcional (fMRI), electroencefa-
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logramas (EEGs) y magnetoencefalogramas 
(MEGs) [16][17].  
 
Los métodos espectrales de agrupamiento 
explotan la estructura de autovalores de la 
matriz de semejanza u otras matrices deri-
vadas, generando una partición en agrupa-
mientos disjuntos. El primer paso en la con-
trucción de un algoritmo de clustering ba-
sado en teoría espectral de grafos es definir 
la matriz de similaridad basada en los pesos 
de las aristas entre nodos [18]. En segundo 
término se contruye el laplaciano del grafo 
y luego se realiza el correspondiente análi-
sis de autovalores y autovectores [19]. En 
esta línea de I/D se investigan tres aspectos 
fundamentales, la construcción de la matriz 
de semejanza, el análisis de métodos de 
segmentación [20][30] y el estudio de alter-
nativas para reducir la complejidad compu-
tacional para casos particulares [21]. El ter-
cer tema central de la línea de I/D descripta 
en este artículo es el de reducción de di-
mensión, asociado directamente con pro-
blemas que presentan alta dimensión en sus 
patrones con respecto al número de mues-
tras en el conjunto de diseño y los proble-
mas en el que el número de parámetros es 
relativamente alto con respecto al número 
de patrones disponibles para el diseño del 
sistema de clasificación. Se consideran dos 
abordajes para resolver el problema de re-
ducción de dimensión, extracción de carac-
terísticas y selección de características. Se 
estudian dos tipos de problemas supervisa-
dos y no supervisados, y transformaciones 
lineales y no lineales del espacio de caracte-
rísticas [22][31].  
  
1.2 Generación de Características 
 
Un patrón es una entidad que podemos des-
cribir mediante un conjunto de característi-
cas. Esta línea de investigación estudia no 
solo la adquisición directa del conjunto de 
características denominado descriptor sino 
los métodos de generación de característi-
cas indirectos obtenidos a partir del análisis 
de distinto tipo de señales. El segundo obje-
tivo es caracterizar la calidad de los mismos 
mediante cinco parámetros principales: uni-
cidad, congruencia, invariancia, abstracción 
y sensibilidad. La naturaleza de las imáge-
nes digitales analizadas es amplia desde 
imágenes naturales obtenidas por reflexión 
o transmisión, imágenes multi-espectrales, 
imágenes de resonancia magnética o reso-
nancia magnética funcional [23] como tam-
bién imágenes de rango obtenidas mediante 
cámaras de tiempo de vuelo [24][25]. A pe-
sar de trabajar en esta línea de investigación 
con imágenes generadas por distintos fe-
nómenos y que representan problemas dife-
rentes podemos identificar una metodología 
común. Es necesario segmentar la imagen, 
dividirla en sus partes constitutivas u obje-
tos que la componen donde el nivel de 
segmentación depende del problema anali-
zado. Una vez determinados los elementos 
de la imagen que componen los objetos de 
interés y el fondo es posible investigar que 
método, o proponer un nuevo método que 
permita obtener un descriptor [26][27]. En 
el caso de imágenes digitales podemos cla-
sificarlos en externos, internos y mixtos se-
gún sean generados a partir de la frontera, 
la región del objeto de interés o ambas. El 
tipo de información que se utiliza es muy 
dependiente del problema abordado. Los 
principales métodos utilizados tienen en 
cuenta características como el color, la tex-
tura, el espectro de frecuencias, propiedades 
geométricas y análisis en distintas escalas. 
Se investigan métodos de generación de ca-
racterísticas  que además de mejorar el ren-
dimiento con respecto a los parámetros an-
teriores puedan también satisfacer restric-
ciones temporales [28] para problemas es-
pecíficos, como interfaces hombre-máquina 
no convencionales [29]. 
 
2. LINEAS DE INVESTIGACION y 
DESARROLLO 
 
 Clasificación supervisada. Discriminado-
res lineales y no lineales. 
 Métodos de estimación de parámetros 
para clasificadores Bayesianos.  
 Clasificación no supervisada. Técnicas 
de agrupamiento (clustering). 
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 Selección y extracción de características. 
 Métricas, pseudométricas y distancias 
ultramétricas en clasificación supervisa-
da, no supervisada y selección de carac-
terísticas. 
 Criterios de evaluación de desempeño en 
sistemas de clasificación automática. 
 Criterios y algoritmos para combinación 
de clasificadores. 
 Estudio de métodos para el tratamiento 
de datos en cámaras basadas en tiempo 
de vuelo. 
 Máquinas de soporte vectorial. Kernels y 
algoritmos de optimización. 
 Clasificación de series temporales y cla-
sificación contextual. 
 Generación de características para Inter-
faces Basadas en Visión 
 Análisis de Señales Digitales 
 
 3. RESULTADOS OBTENIDOS 
/ESPERADOS 
 
 Desarrollar modelos y optimizar algo-
ritmos particulares de clasificación su-
pervisada y no supervisada.  
 Evaluación de los métodos de análisis 
de desempeño y su aplicación sobre los 
clasificadores y conjuntos de datos pro-
puestos. 
 Construcción de una mesa multi-táctil 
basada en visión por computador para 
su uso en educación especial [29]. 
 Se estudiaron y propusieron métodos 
para detección en series temporales de 
fMRI [23] 
 Se realizó la evaluación de rendimiento 
en sistemas de reconocimiento de pa-
trones supervisados y de clasificación 
binaria [16]. 
 Se propuso un método de segmentación 
de imágenes de rango [20][30]. 
 Obtener mejoras y adecuar las técnicas 
de selección y extracción para el trata-
miento de datos en espacios multi-
dimensionales [31]. 
4. FORMACION DE RECURSOS HU-
MANOS 
 
En el marco de esta línea de investigación  
alumnos de grado y postgrado tienen la po-
sibilidad de realizar tesinas y tésis en temas 
específicos. Actualmente hay dos investi-
gadores realizando su doctorado y tres 
alumnos realizando tesinas relacionadas a 
aspectos particulares en sistemas automáti-
cos de reconocimiento de patrones y análi-
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