Online mental health treatment has the premise to meet the increasing demand for mental health treatment at a lower cost than traditional treatment. However, online treatment suffers from high drop-out rates, which might negate their cost effectiveness. Predictive models might aid in early identification of deviating clients which allows to target them directly to prevent drop-out and improve treatment outcomes. We propose a two-staged multi-objective optimization process to automatically infer model structures based on ecological momentary assessment for prediction of future symptom development. The proposed multi-objective optimization approach results in a temporal-causal network model with the best prediction performance for each concept. This allows for a selection of a disorder-specific model structure based on the envisioned field of application.
Introduction
Mental health disorders are an increasing problem in our society. In Europe, one in four people have reported that they suffered from at least one mental disorder during their lifetime [1] and it is estimated that in the USA approximately 26% of the population suffers from at least one mental disorder [18] . These numbers are alarming and create increasing costs for our society [24] . The costs arise from the direct treatment but also due to the indirect costs of the loss of productivity or the workplace [19] . The lost earnings in America are estimated to be $193.2 billion per year [16] . The global costs of mental health were estimated at $2.4 trillion, in 2010, and is predicted to increase to $8.5 trillion by 2030 [3] .
As a result, online treatment gains an increasing importance for the delivery of mental health interventions [7, 9] . Online treatments utilize computerized cognitive behavioral therapy in form of brief therapy. These treatments are typically shorter than traditional therapy and specifically target a symptom or behavior. Besides providing more people with the opportunity for treatment, online treatment promises to be more cost-effective than traditional face-to-face therapy [32] . A therapist can supervise more clients in an online setting compared to a traditional face-to-face setting [10, 27] , which lowers the intervention costs [14] . However, studies regarding the actual cost-effectiveness report mixed results [38, 12] . One reason might be the considerably high dropout rates in online treatment [37] . A review study suggests that the drop-out rate of Internet-based treatment programs for psychological disorders ranges from 2 to 83% and with a weighted average of 31% [25] . An early identification of clients prone to drop-out might be crucial because dropped out clients are unlikely to recover and it negatively affects their attitude towards subsequent therapies [40] .
Medical decision support systems could help in increasing the adherence and improving the outcome of online treatments [39] . In clinical psychology, the use of decision support systems has been evaluated and successfully used [35] . The application of the evaluated systems ranges from automated screening using health records [28] , diagnosis support and treatment recommendations [33, 22] , to medication planning and scheduled screening reminders for physicians [6] . Online treatment has the advantage that a multitude of different data sources is already digitally available. Several studies have shown that decision support systems can be useful for improving the quality of provided care, preventing errors, reducing finical costs, and saving human resources [17, 31] . Integration of decision support systems into online treatment can provide similar advantages. Clients that are prone to deteriorate or do not respond to the treatment can receive an early intervention by the supervising therapist. The therapist could provide the deviating clients with additional or a different set of interventions that are more suited to their needs. This would further strengthen the personal bond between the therapist and the client. An overall better treatment experience could also result in improved outcomes, which might reduce relapse risk and further treatment costs.
A regularly assessed measure that is suited for predictive model development is ecological momentary assessment (EMA) [41] . EMA can consist of ratings of moods, thoughts, symptoms, or behavioral patterns and is conducted while clients are engaged in their typical daily routine [41, 29] . Typically, smart-phones are used to record these measures. One particular type of model that allows to describe the interaction among EMA concepts is temporal-causal modelling [34] . Such models capture the knowledge from psychological theories and describe the model as a set of differential equations that represent the interaction among the psychological concepts. Based on this modeling approach, models for the emergence of depression due to stress factors or experience of extreme situations [4] , the influence of different therapy strategies [5] , and social integration [2] have been described.
Although these models provide the ability to capture psychological knowledge many choices are left to the person who designs them. Furthermore, such models have many free parameters that allow them to provide a close fit to a variety of observed data. This makes them prone to overfitting the data which might negatively affect the prediction of future EMA development. In this paper, we propose to use a two-staged multi-objective genetic algorithm to explore the space of models based on the predictive performance. Multi-objective optimization provides the possibility to analyze the predictive performance of each individual concept. Because for different mental disorders the prediction performance of a particular concept might be more relevant than others. For example, in the case of depression the course of the concept mood might be the most reliable but for anxiety, a different concept could be more relevant.
In the following section, we discuss commonly assessed EMA measures, the design of temporalcausal network models, and a method for multi-objective optimization. Following this, we present a description of our proposed two-stage optimization process for model structure estimation, as well as a plan for analyses and validation of the models estimated by our proposed approach. Finally, we illustrate our ideas for future research and list a number of potential limitations and difficulties with our current study.
Research Setting and Approach
In contrast to a model design that captures psychological knowledge and explains observed data, we aim to explore a model design that predicts future concept development. In this section, we describe typically assessed EMA data and the methods that we intend to use to explore predictive models in the application of future symptom development.
Ecological Momentary Assessment
EMA is part of a clinical and online treatment of mental disorders. Especially, in online treatment that is delivered using a smart-phone, it is easily implemented and inquired. EMA concepts are inquired by presenting the client a series of questions that are rated by the client on a numeric scale from 1 to 10. An overview of commonly assessed EMA concepts and the inquiry question is shown in Table 1 . The amount of assessed EMA concepts and the number of inquiries varies among studies. One reason is that assessment can be done multiple times throughout the day for example in the morning and the evening, or only once each day. A reason to reduce the number of EMA inquirements is because a too high workload of EMA assessment might be considered as intrusive and clients might become reluctant to enter their EMA measures. Therefore, some online interventions do not assess all the concepts every day. Another point to consider is that in contrast to clients that use a standalone PC to process the interventions, smart-phones can provide a reminding function. This increases the likelihood of clients responding to these questions. Additionally, online treatments vary in length of active treatment, which can range from 4 to 15 weeks. This shows that there might be variability in the granularity and length of the available EMA data, also with respect to clients that drop-out early. Therefore, it is expected that the amount of available data varies among clients and contains many missing values.
Temporal-causal Network Models
Temporal-causal network models provide the possibility to represent biological, physical, or social networks, which inherently contain cycles. These models allow to capture the available knowledge in form of a network representation and provide simulations for each represented concept. The individual concepts, or nodes in this network, are connected by differential equations that describe the change of the concept in relation to the connected concepts. For example, the change of the concept Y can be described as the following equation:
Where the rate of change is defined by three components:
• A weight ω that defines the strength of the causal relation to the concept.
• The factor η that defines the speed of change of the concept based on the causal impact.
• A combining function C(·) that combines the causal impacts of connected concepts.
For the choice of combining function, a variety of standard combining functions exist. These standard combining functions are building blocks and can be used during the design of a model. These functions are based, for example, on the sum, product, max, min or a simple logistic function. However, some of these standard combining functions such as the simple logistic function require additional parameters. An example network representation for the EMA data is illustrated in Figure 1 . Although humans tend to understand a network representation more intuitively, for a computer this representation is more difficult. But the model can also easily be represented as a matrix, as shown in Table 2 , which makes it easier to automatically generate different models. Table 2 : Matrix representation of the model shown in Figure 1 to
Activities done
The matrix representation of the model shows clearly what parameters need to be estimated, and one can always switch between both representations. The network representation allows researchers to intuitively evaluate the created model, whereas the matrix representation is more suited for computational purposes.
Multi-objective Optimisation
For the two staged model structure optimization, we utilize the NSGA2 (nondominated sorting genetic algorithm II) [11] optimization algorithm. It will be used for the estimation of the model structure and client specific model parameters. NSGA2 is a genetic algorithm for multi-objective optimization that estimates the parameters with respect to multiple objectives and can be used for any type of optimization. Evolutionary algorithms, in particular, have been proven to provide acceptable solutions and are well suited for discontinuous and multi-modal optimization problems [13, 8] . They have already been applied to a variety of real-world optimization tasks, such as design optimization [21, 23] , circuit design [26, 30] , and routing [20] .
An evolutionary algorithm is a population-based search and optimization method that mimics the process of natural evolution [15] . Such algorithms start with an initial population, where each individual of the population is a solution to the problem. Generations are created successively based on the best solutions so far. In each generation of the algorithm, the parameters of the best individuals are merged to generate new solutions. This merging process of parameters is called crossover. The quality of these solutions is then estimated by evaluating the prediction error. The solutions with a higher prediction error are replaced by new solutions that provide a lower prediction error. To create additional diversity in this mechanism, mutation is introduced. Mutation applies small random changes to the parameters of a newly created solution during the crossover process. Typically, the search behavior of the algorithm can be summarized as exploration and exploitation. During exploration, large changes in the search space allow identifying new regions with a lower error on the cost function. Over the course of generations, the diversity of the population will be reduced and smaller changes allow to refine the already estimated solutions to further reduce the error.
However, NSGA2 has a one-dimensional representation of the parameters that are to be optimized. This representation might not perform well for our two-dimensional model matrix. Models that are similar might not be represented in terms of continuity of the parameter space. This could negatively affect the model structure search. Therefore, we consider integrating a two-dimensional parameter representation into NSGA2. This two-dimensional parameter encoding representation requires to replace the crossover and mutation operations and could provide more efficient exploration and optimization in the model space [36] .
Model Estimation and Validation
In order to estimate a model that predicts future data well, we first have to define what time granularity is to be predicted. Since study data is likely to provide daily measures, we aim at the prediction of a concept value for each day. If multiple measures are available for each day, the average value is assumed as the measure. Next, we have to define for what time frame the predictions are supposed to be accurate.
For the evaluation of the model performance, the one-step-ahead prediction is often considered. This means that the concepts for the next day are predicted and the error is estimated accordingly. Then the measures of this day are used to adapt the model, and a prediction for the next day is given. However, for an online setting, the prediction of the following day might be too short. Typically, a supervising therapist could not check on each client every day. To ensure costeffectiveness and reduce the effort in supervising many clients, it would be more likely that a therapist checks each or every second week on a client. In addition, it might be unlikely that a deterioration or drop-out happens overnight. It is more likely that a client's attitude towards the treatment changes over the course of the interventions. Some online interventions advise the clients to complete at least one but preferably two interventions per week. This would make a prediction of a two-week time frame more reasonable to gauge the clients overall development. The length of the training time series required for learning of the model structure might depend on the number of available measures in each week. We assume that at least 3 weeks of data are necessary to learn the underlying process, where a longer time series might be beneficial.
To learn a model structure that is suited to predict future concept development, we separate the data into a training, test, and validation set. This separation allows to fit the model towards the test set, but at the same time remains some data for actual testing of the predictive performance of unseen data that has not been used for learning of the model structure. A model that accurately predicts the next week does not necessarily have to be the best model to predict the following two weeks in advance. It is also questionable if a model that predicts the second week of treatment is as reliable for the prediction after 10 weeks into the treatment. With progression in the treatment, the client might experience a reduction in symptoms and change in concepts might stabilize. However, we are focussing on the model structure because model parameters are likely to vary among clients and also over time. Therefore, based on the model structure individual client parameters need to be estimated. This suggests a two-stage approach, which is illustrated in Figure 2 . Both stages utilize the NSGA2 multi-objective optimization algorithm, where the first stage estimates a model structure and the second stage client individual model parameters. In the first stage, the NSGA2 optimization algorithm is used to propose a variety of model structures. For these model structures, no particular weights are required, rather only the connections and combination functions are proposed in the first stage. Each model structure has a specific error for each concept. In the illustration of the approach, we only show two dimensions instead of all seven. The error of every concept has to be estimated for each client, which requires individual parameters for each client. These client-specific model parameters account for potentially time-dependent influences and lead to the second stage. In the second stage, parameters for the models are estimated for each client and the prediction error for each concept is estimated. The parameters are estimated from the training set, and the prediction error is estimated on the test set. Each parameter setting provides a different error for each concept. Therefore, we take the minimal error of each concept. These errors are from the same model but are results of different parameter settings, as indicated in the illustration of the approach. This leads to an estimation of an error for each client and each concept. The errors for each concept are summed up and reported back to the first stage. With these errors, the first stage algorithm can then continue the search for a model structure that reduces the overall prediction error on the test set.
We aim to learn a model structure that captures the dynamics of the data. This procedure might be beneficial because it aims at learning the underlying task for each concept and not a model structure for each client. An individual model structure for each client might also be misleading since the data quality among clients varies and contains noise. However, this process will not result in a single model, rather than in the number of the chosen population size of the first stage NSGA2 algorithm. To evaluate the resulting models, we consider the models that have the lowest prediction error in each concept. This results in 7 estimated models, where each model provides the lowest prediction error in one concept. The network representation of these models allows to compare them to existing knowledge about the theoretical interaction among these concepts and comparison of the structure of the resulting models might provide insight into the structural composition of these models. Furthermore, we evaluate the resulting prediction performance of these models on the validation set and compare the prediction performance against reference measures such as a regression model, dynamic linear models, and mean value prediction.
Concluding Remarks
In this short paper, we propose an approach for automated predictive model estimation based on EMA data. Specifically, we propose to apply multi-parameter optimization, which results in a model for each concept that provides the best prediction performance. This would allow to chose a model based on the intended purpose. For the case of depression, the mood development might be the most important whereas for social anxiety a prediction of social contact might be a more reliable indicator. By utilizing temporal-causal network models, the resulting models consist of a network structure that captures the psychological knowledge and underlying process. In contrast to other machine learning approaches such as neuronal networks or support vector machines, this makes it possible for humans to understand the resulting model and check the connections against existing results from psychological research. This allows to validate if the resulting models coincide with results from the psychological literature.
Regarding predictive model development for use in online treatment, estimation of a model structure is only the first step. After deriving promising model structures, the next step could be to research how these tools can be integrated into an online treatment setting, such that a supervising therapist can use them beneficially on a client individual level. Furthermore, a prediction of low concepts or rapid changes in the concepts have to be detected automatically, and it has to be analyzed how to derive treatment decisions from these predictions.
This research-in-progress study has a number of limitations. First, the proposed approach might be computational very demanding especially with an increasing number of clients. Because for each model that is proposed by the first stage genetic algorithm, the predictive performance for all clients needs to be estimated. This number would further increase if we assume that a client's time series can be split into multiple chunks of the targeted two weeks time frame. To overcome this problem, one could consider an alternative route by estimating the model structure directly in one step. This approach would be straightforward, however, to avoid fully connected models, one has to add an additional complexity term that enforces sparse models. This complexity term might consist of the sum of the connection weights. Second, the amount of available EMA data depends on the clients' compliance to the assessment protocol and treatment engagement. Therefore, the measurements for concepts might be sparse, which could complicate the model structure estimation. Finally, the prediction performance of the estimated models has to be superior to than the reference measures and provide reliable predictions. A model that does not provide reliable predictions about the future might provide insides into the interaction of EMA concepts but not be beneficial for deriving treatment decisions.
