ABSTRACT A speed estimation method using the acceleration data measured by a wearable device during exercising on a treadmill is described in this paper. The moving speed is estimated by a regression algorithm that implements a deep convolutional neural network (CNN) model. This model is trained on a set of test speeds for walking and running conditions. The mean square error between the inferred speeds and test speeds is minimized during the training to optimize the internal model parameters. The speed inference mean error is shown to be accurate within 7% and 18% of the actual running and walking test speeds, respectively. The deep CNN model parameters, e.g., data sample size, convolution kernel size, and fully connected layer sizes, are optimized for inference accuracy and sized to enable a compact hardware design. The feasibility of designing a wearable device that can infer speed from the acceleration measurement for wearable applications is demonstrated by device simulation.
I. INTRODUCTION
An accurate measurement of the moving speed is critical for a precise determination of the calories consumed [1] by a person during exercise. For this application, an accelerometer embedded in a wearable device can be used to measure the number of steps per minute taken while exercising. However, an accurate measurement of the moving speed from such measurement is difficult due to the fact that the number of steps as well as the step sizes may not be precisely determined [2] . An accurate speed measurement by an integration of the acceleration data with respect to time is difficult. This is due to the fact that the orientation of the sensor must be known with a high degree of accuracy so that gravity measurements can be distinguished from the physical acceleration of the sensor. A traditional regression method using a least squares approach was used to fit the walking speeds to the acceleration measurements [3] . A random forest classification method using the acceleration data was used to classify the mode of transportation [4] . However, these methods do not accurately measure the moving speed. A Support Vector Machine (SVM) [5] is a very powerful machine learning model. However, we have found that a linear SVM gave poor speed estimation accuracy; therefore, it was not chosen for this study.
In this paper, I use a deep convolution neural network (CNN) method [6] , [7] to estimate the moving speed from the acceleration data. This method has proven useful for a variety of classification problems, e.g. hand writing [7] , cloud classification [8] , and object classification [9] . However, a classification for discrete speeds is not suitable for a wearable device that gives a continuous speed reading. In this paper, we describe a modified deep CNN architecture for speed regression to give a continuous and accurate speed measurement. The architecture is also optimized to enable a compact hardware implementation that is suitable for wearable applications. Section II of this paper discusses the methodology used for speed regression, followed by a presentation of the architecture in Section III. The algorithm used to implement this architecture and the test results for the optimized model are presented in Section IV, and conclusions in Section V.
II. METHODOLOGY A. DATA COLLECTION
The use case is illustrated in Figure 1 where a person uses a wearable device while exercising on a treadmill. An embedded accelerometer [10] is used to take acceleration measurements that consist of the magnitudes along the 3-axis and the angles of the acceleration vector with respect to the 3-axis (total of 6 input channels).
A speed regression algorithm is used to implement the modified deep CNN model. The model is trained for 2 separate networks, one at preset speeds of 1, 1.5, 2, 2.5, 3, and 3.5 mile/hr for a walking condition and the other at A total of 10 minutes of data at each speed were taken using the accelerometer and digitized at a rate of 200 samples per second. Then the data was divided into data samples of 0.5 sec in duration (100 measurements). These data samples were labeled by the speeds and randomized to form the entire data sample. This data sample was further divided into a training group (70%), a validation group (10%), and a testing group (20%).
B. TRAINING PROCESS
During the training process, a data sample taken from the training group was used as an input to the deep CNN model. In each training step, the mean-square-error (MSE) between the inferred speed and the actual test speed is calculated and minimized by a back-propagation algorithm [7] that optimizes the internal model parameters. After the completion of an epoch, consisting of 50 training steps, the MSE of 300 validation samples taken from the validation group is calculated to validate the speed inference accuracy. When this MSE value is less than a predetermined criterion (0.15) and no further improvement is made in the last 50 epochs, the training process is terminated. The 300-validation sample size was chosen to facilitate simulation efficiency. Adam optimizer with a learning rate of 1e-4 was used with a batch size of 100 samples per training step. This paper presents 2 different machine learning networks that were trained using 2 different sets of acceleration measurements, one for a walking and the other for a running condition. Furthermore, since the data was collected from an individual for a particular condition (walking or running), the trained model cannot be generally used by other people in different conditions. The reason is that people may have different postures and wear the wearable device differently (e.g. arms down vs arms curled up when the device is worn on the wrist or upper arm) that result in different acceleration measurements. Therefore, the model must be retrained to customize it for other individuals and usage conditions.
C. SPEED INFERENCE
After the completion of the training process, the deep CNN was used for speed inference to estimate a speed for a given test speed sample. To determine the accuracy of the speed inference, the inferred speeds from 1000 test samples taken from the testing group were compared with the labeled speeds. A larger test sample size was chosen in the testing, as compared to that used in the validation, to give a more statistically meaningful test result. The mean-squareerror (MSE) and mean-error (ME) of the test samples were calculated to determine the accuracy. Since the algorithm implements a speed regression, a speed inference can be done for any test speed samples in a range covered by the training speeds. In fact, as demonstrated in Section IV, the algorithm can interpolate accurately for any speeds between 2 adjacent training speeds.
III. ARCHITECTURE OF DEEP CNN
The deep CNN architecture used for this work is illustrated in Figure 2 . This architecture is modified from a well-known deep CNN architecture that is used in hand-writing classification [5] in 2 ways: (1) the 2-dimensional spatial convolution is reduced to one-dimension in time to perform pattern recognition on the acceleration data, and (2) the architecture design parameters, e.g. the speed sample sizes, convolutional kernel sizes, and fully connected layer sizes are minimized to enable a compact inference hardware implementation. In the following sections, we describe these architectural modifications and the algorithm implementations in more details. 
IV. ALGORITHM AND TEST RESULTS

A. MEAN SQUARE ERROR OPTIMIZATION
Using the methodology described in Section II, the minimization of MSE as a function of training steps for a running case is shown in Figure 3 . The MSE for 300 validation samples reduces rapidly with increases in training steps, reaching a minimum value of 0.114 when early termination occurred. Similar convergence was found for the walking case with a minimum value of 0.122. The convergence was well behaved; no catastrophic failure was observed.
The MSEs of the test speeds for a running condition are shown in Table 1 and plotted in Figure 4 showing the inferred speeds variations as functions of the test speeds. The nominal speed line represents the ideal case with no estimation error. The other two lines above and below the nominal speed line illustrate the deviations one root-mean-square-error (RMSE) from the nominal speed case. For the running speed range of 2.5 to 5 mile/hr, the RMSE is less than 10% of the nominal speeds. Table 2 and Figure 5 show the same for a walking condition. The average RMSE achieved for a walking condition over the speed range (1 to 3.5 mile/hr) is 18% of the test speeds as compared with that of 22% given in Reference 3.
B. MEAN ERROR MEASUREMENTS
The distribution of mean errors (ME), i.e. deviations of the estimated speeds from the real speeds (Vest − Vreal), for 1000 test samples is shown in Figure 6 . The distribution is nearly symmetrical around zero for the test speeds. The ME at each test speed is listed in Table 3 and plotted in Figure 7 as percentages of the test speeds. For the running speeds, the ME is less than 7% of the test running speeds. Table 4 and Figure 8 show the same for walking speeds, with the ME as less than 18% of the test walking speeds. The model over predicts at the lower speed range and under predicts at the higher speeds range. The percentage of error is the highest for the lower speeds, particular in the walking case.
C. SAMPLE SIZE DEPENDENCY
An important consideration in the design of the deep CNN architecture is the input sample size. If the sample size is too small, then the pattern that is associated with a particular VOLUME 7, 2019 speed can be missed. On the other hand, if the sample size is too large, then the redundant information in the input increases the complexity of the hardware implementation with no significant accuracy improvement. The dependency of MSE on sample size for a walking condition is shown in Figure 9 . The MSE approaches a minimal value when the sample size is 200, which corresponds to 1 sec of data input.
D. KERNEL SIZE DEPENDENCY
The kernel of a deep CNN determines the filtering on the input data. If the kernel size is too small, then in the limit of a size equal to 1, the filtering is effectively not present. On the other hand, if the kernel size is too large, then it may be too coarse to effectively filter for the pattern associated with a particular speed. In fact, Figure 10 shows that there is an optimal kernel size around 5 that can minimize MSE for a walking condition. 
E. FULLY CONNECTED LAYER SIZE DEPENDENCY
To minimize the size of hardware implementation for a deep CNN architecture, we studied the effect of the fully connected layer sizes, for example, fc1 and fc2 input sizes (see Figure 2 ) of 128/32, 128/64, and 384/1024. The MSEs for a walking condition obtained for these cases are 0.130, 0.135, and 0.188, respectively, indicating that the design, 128/32 with the smallest hardware implementation size has a good speed inference accuracy.
F. SPEED INTERPOLATION
For a wearable application, a continuous readout of the speed is necessary. This requirement is fundamentally different from that of a classification. To accomplish a continuous speed readout, the deep CNN architecture was modified to output one speed as shown in Figure 2 . The deep CNN training uses the MSE as a criterion to optimize the architecture internal parameters for a set of speeds. To demonstrate that the resulting architecture can correctly interpolate speeds, the modified deep CNN model was trained for a running case at speeds of 3, 4, and 5 mile/hr and tested at 2.5, 3.5, and 4.5 mile/hr. As shown by Table 5 and Figure 11 , the resulting ME at all speeds are within 10% of the speeds. The worst case ME occurs at 2.5 mile/hr. This is probably due to the fact that the nearest training speed is on one side (3 mile/hr) rather than on both sides as are the cases of 3.5 and 4.5 mile/hr and the fact that 2.5 mile/hr is the lowest speed in the running case which tends to have the largest error as a percentage of the speed. This result demonstrates that the modified algorithm can in fact interpolate accurately at speeds between the 2 adjacent training speeds.
G. DEVICE SIMULATION
The speed inference is demonstrated by a device simulation shown in Figure 12 for a hypothetical running condition. The inputs consisted of 200 test samples (each test sample consisted of 100 acceleration measurements) taken at each test speed (2.5, 3, 3.5, 4, 4.5, and 5 mile/hr). The inferred speeds from 10 test samples in a period of 5 seconds were then averaged and plotted in this figure. As this device simulation shows, the inferred speeds agree reasonably well with the actual test speeds. This demonstrates the feasibility of designing a wearable device that can infer speed from the acceleration measurement for wearable applications.
V. CONCLUSION
In conclusion, a modified deep CNN model can be used to give accurate speed estimation from acceleration data that is measured using an accelerometer embedded in a wearable device. The speed estimation accuracy measured by the mean error is within 7% of the test speeds for a running condition and 18% for a walking condition which is better than that achieved by a traditional regression method3 that uses a least squares approach (RMSE of 18% vs 22% of the test speeds averaged over a test speed range). Furthermore, the architectural optimization and a device simulation indicate the feasibility of a compact hardware implementation that is suitable for wearable applications. This research indicates that intelligent end devices powered by AI are feasible. For example, these smart end devices can greatly enhance the functionality, performance, and security of an IoT system. In such system design, the end device processes the sensor data using a deep neural network to make intelligent decisions without transmitting a huge amount of sensor data on the internet to the cloud servers to do the same. Therefore, the system performance can be greatly improved, and data becomes less vulnerable.
