The survey of Lyman α emitters (LAEs) with Subaru Hyper Suprime-Cam, called SILVERRUSH (Ouchi et al.), is producing massive data of LAEs at z > ∼ 6. Here we present LAE simulations to compare the SILVERRUSH data. In 162 3 comoving Mpc 3 boxes, where numerical radiative transfer calculations of reionization were performed, LAEs have been modeled with physically c 2014. Astronomical Society of Japan.
Introduction
Cosmic reionization is one of the central issues in modern astronomy. Understanding this major phase transition in the early Universe is closely related to the formation of the first generation of galaxies. There are three key questions to understand reionization: the history, sources and topology. The epoch of reionization is constrained to the redshift range of 6 < z < 9 by the Gunn-Peterson trough found in distant QSO spectra (e.g., Fan et al. 2006 ) and the Thomson scattering optical depth measured from polarization in the Cosmic Microwave Background (CMB) (e.g., Planck Collaboration 2014). However, constraints on the evolution of the hydrogen neutral fraction, xHI, in the intergalactic medium (IGM) during the epoch are still weak . Leading candidates of reionization sources are star-forming galaxies if they inject ∼ 20% of the produced Lyman continuum into the IGM (e.g., Inoue et al. 2006) . However, this escape fraction, fesc, of the Lyman continuum is uncertain, while efforts to measure or constrain fesc directly (e.g., Micheva et al. 2017 ) and indirectly (e.g., Khaire et al. 2016 ) are on-going. There are two major types of the reionization topology: inside-out (Iliev et al. 2006 ) and outside-in (Miralda-Escudé et al. 2000) . The topology may depend on the types of the dominant ionizing sources, i.e. galaxies or AGNs, owing to the difference of the mean-free-path (or mean energy) of ionizing photons. In theoretical models, it also depends on the treatment of recombination (Choudhury et al. 2009 ). Currently, it is unknown yet which topology was realized in the real Universe.
Lyman α emitters (LAEs) are considered to be a useful probe of reionization because Lyα is the resonant line of neutral hydrogen and sensitive to xHI (e.g., Dijkstra 2014) . A decrease in Lyα luminosity functions (LFs) at z > 6 following the no evolution at 3 < z < 6 (Ouchi et al. 2008 ) is interpreted as an increase in xHI at z > 6 due to reionization Kashikawa et al. 2011; Ouchi et al. 2010; Ota et al. 2010; Shibuya et al. 2012; Konno et al. 2014) . A decrease of the LAE number fraction in Lyman break galaxies (LBGs) at z > 6 is also interpreted as a reionization signature (Stark et al. 2010; Stark et al. 2011; Ono et al. 2012; Schenker et al. 2013; Furusawa et al. 2016 ). In the inside-out reionization scenario, the clustering of LAEs is expected to be enhanced as xHI increases (McQuinn et al. 2007 ). Ouchi et al. (2010) compared the observed LAE angular correlation functions (ACFs) with the model prediction by McQuinn et al. (2007) and put a constraint on the neutral hydrogen fraction of the IGM as xHI < ∼ 0.5 at z = 6.6.
There is further progress in LAE surveys at z > ∼ 7. Ota et al. (2017) has performed the deepest survey of LAEs at z ∼ 7 with Subaru/Suprime-Cam and confirmed a decrease of the Lyα LF at z = 7.0 compared to those at z = 5.7 and 6.6. On the other hand, Zheng et al. (2017) has reported no difference in the bright-end of the Lyα LF (LLyα > 10 43.5 erg s −1 ) between z = 5.7 and z = 6.9 based on the widest survey of LAEs at z ∼ 7 so far with DECam on the NOAO/CTIO 4 m Blanco Telescope. Clearly, wider and deeper LAE surveys are required to settle the issue. Hyper Suprime-Cam (HSC; Miyazaki et al. 2012; Miyazaki et al. 2018; Komiyama et al. 2018; Kawanomoto et al. 2017; Furusawa et al. 2018 ) mounted on the 8.2 m Subaru Telescope is the most ideal instrument for such surveys. Indeed, we are conducting surveys of LAEs at z = 5.7, 6.6 and 7.3, called Systematic Identification of LAEs for Visible Exploration and Reionization Research Using Subaru HSC (SILVERRUSH; Ouchi et al. 2018) , under the Subaru Strategic Program with HSC (Aihara et al. 2018) . Early data results are already available in a series of papers Shibuya et al. 2018a; Shibuya et al. 2018b; Konno et al. 2018; Harikane et al. 2018b; Higuchi et al. 2018) . We are also conducting additional HSC narrowband observations including an LAE survey at z = 7.0 (Itoh et al. 2018) , called CHORUS (Cosmic HydrOgen Reionization Unveiled with Subaru; Inoue et al. in prep.) .
To interpret SILVERRUSH and CHORUS data and deduce the information of reionization, we need to make use of a model of LAEs in that epoch. In literature, there are many such models adopting a range of simplification (e.g., McQuinn et al. 2007; Iliev et al. 2008; Kobayashi et al. 2010; Zheng et al. 2010; Dayal et al. 2011; Jensen et al. 2013; Kakiichi et al. 2016) . For example, works with a large-scale (> 100 comoving Mpc) and full numerical radiative transfer simulation of reionization tend to adopt a simplified LAE model assuming one-to-one correspondence between halo mass and Lyα luminosity with a constant Lyα escape fraction (e.g., McQuinn et al. 2007; Iliev et al. 2008; Jensen et al. 2013; Kakiichi et al. 2016) . On the other hand, works with a detailed modeling of LAEs tend to adopt a simplified or no radiative transfer simulation of reionization (e.g., Kobayashi et al. 2010; Dayal et al. 2011) . Zheng et al. (2010) simulated Lyα photon transfer in galaxy halos and the circum-galactic medium (CGM) in a large-scale reionization simulation although the Lyα transfer in the interstellar medium (ISM) of galaxies was not resolved. This is still difficult even today.
This work presents a new LAE simulation adopting a more physically realistic LAE model in a large-scale full numerical radiative transfer simulation of reionization to be compared with SILVERRUSH data. Such a model is essential when using LAEs as a probe of reionization but overlooked so far. We will examine validity of the assumption of one-to-one correspondence between halo mass and Lyα luminosity often adopted in literature and rule out it after comparisons with early data of SILVERRUSH.
The structure of this paper is as follows; In §2, we describe the reionization simulations consisting of radiation hydrodynamics simulations to produce models of halos' emissivity and the IGM clumping factor, N-body simulations to produce the density structure in the IGM as well as the halo distribution, and radiative transfer simulations to compute the neutral hydrogen distribution in the IGM. In §3, we make 2 3 LAE models depending on the presence or absence of fluctuation in the Lyα production, fluctuation in the ISM/CGM opacity for Lyα, and halo mass dependence of the opacity. In §4, we show the comparisons of the simulations with early data of SILVERRUSH and identify the best model among the 2 3 models. In §5, we discuss the nature of LAEs in the reionization era expected from the best model and how to constrain the reionization history with LAEs. The last section is devoted to our conclusions.
The cosmological parameters adopted in this paper are Ω0 = 0.31, Ω b = 0.048, λ0 = 0.69, h = 0.68, ns = 0.96, and σ8 = 0.83.
These values are matching with a result of the CMB observations conducted by the Planck satellite (Planck Collaboration 2014; Planck Collaboration 2016a). All magnitudes in this paper are expressed in the AB system (Oke 1990 ).
Reionization simulation
To model LAEs, we need to know the neutral hydrogen (H I) distribution in the IGM which affects the observability of LAEs. In this paper, we adopt a large-scale reionization simulation by Hasegawa et al. (in prep.) for the H I distribution. Since the star formation rates and ionizing photon escape fractions of galaxies are regulated by radiative feedback Hasegawa & Semelin 2013) , high resolution radiation hydrodynamics (RHD) simulations are desirable for simulating reionization. However, the volume of a cosmological RHD simulation is generally limited due to expensive numerical costs. Therefore, Hasegawa et al. adopted a two-step approach. First, they performed a cosmological RHD simulation in a computationally feasible box size to model galaxies and the IGM clumping factor under the influence of the radiative feedback (Hasegawa et al. 2016) . Using the RHD models of galaxies/IGM, then, they solved radiative transfer of ionizing photons in a large-scale N -body simulation box to obtain the cosmological distribution of xHI. In the following, we briefly describe the simulations, while a full description is presented in Hasegawa et al. (in prep.) . Some information can be also found in Hasegawa et al. (2016) , Kubota et al. (2017) and Yoshiura et al. (2018) .
Radiative hydrodynamics simulations for making recipes
The RHD simulation was performed with 2 × 512 3 particles in a 20 comoving Mpc 3 box. The implemented physical processes in the RHD simulation are similar to those in Hasegawa & Semelin (2013) , except for the following two points: (i) stellar age dependent spectra of PÉGASE2 (Fioc & RoccaVolmerange 1997) 1 and (ii) attenuation by dust grains (Draine & Lee 1984) 2 .
The halo ionizing emissivity recipe is described as a lookup table of average escaping Lyman continuum spectra (91.2 ≤ λrest/Å ≤ 912) as a function of halo mass and its local ionization degree obtained from the RHD simulation. The lookup table spectra already includes the escape fraction depending on the wavelength. It is worth mentioning that the contribution from massive galaxies is less dominant compared to previous reionization simulations (e.g., Iliev et al. 2006) , because the RHD simulation shows that the escape fraction decreases with increasing halo mass (Hasegawa & Semelin 2013; Hasegawa et al. 2016; Xu et al. 2016 ): ∼10%, 2% and 0.2% at M h = 10 9 , 10 10 and 10 11 M⊙, respectively. The values are very consistent with those in a higher resolution RHD simulation by Xu et al. (2016) for halos less than ∼ 10 9 M⊙ which they examined.
The clumping factor, defined as CHII = n 2 HII / nHII 2 with being the volume average, is an important parameter regulating the recombination time-scale in reionization simulations. Previous studies on the clumping factor have shown that it becomes ∼ 3 on average by photo-heating during reionization (Pawlik & Schaye 2009; Finlator et al. 2012) . Hasegawa et al. (2016) revisited the influence of the radiative feedback on the clumping factor and found that it depends on the density and ionization degree locally. Therefore, a spatially constant clumping factor is not correct. Hence, based on the RHD simulation, Hasegawa et al. (in prep.) made a look-up table for the local clumping factor as a function of the local density and the local ionization degree within 0.6 comoving Mpc scale, corresponding to the grid size of the post-processing radiative transfer described later in §2.2.2. The clumping factor is larger as the local density increases or the local ionization degree decreases; CHII =2-4 in ionized regions (xHII > 0.5) and CHII > 10 in neutral overdensity regions (xHII < 0.1 and ρDM/ ρDM > 1 with ρDM being the dark matter density), resulting in a slow (fast) reionization process in high (low) density regions relative to a constant clumping factor model (Hasegawa et al. in prep.) .
Radiative transfer in the IGM

N-body simulation
The N -body simulation was run on the K computer at the RIKEN Advanced Institute for Computational Science, using a massively parallel TreePM code, GreeM (Ishiyama et al. 2009; Ishiyama et al. 2012) 3 with the Phantom-GRAPE software library (Nitadori et al. 2006; Tanikawa et al. 2012; Tanikawa et al. 2013) 4 , with 4096 3 dark matter particles in a comoving box of 162 Mpc. A particle mass is 2.46 × 10 6 M⊙. The gravitational softening length is 1.24 kpc. The initial particle distribution was generated using a publicly available code, 2LPTic (e.g., Crocce et al. 2006) 5 . The matter transfer function was obtained through the online version of CAMB (Lewis et al. 2000) 6 . The initial and final redshifts of the simulation are 127 and 5.5, respectively. For reionization simulations described in §2.2.2, halos were identified by the Friends-of-Friends (FoF) algorithm (Davis et al. 1985) with a linking parameter of b = 0.2. The minimum halo mass is 9.80 × 10 7 M⊙, which corresponds to 40 particles.
The halo catalogs were frequently stored with a constant time interval of 9.6 Myr. The total number of outputs are 100 from 
Radiative transfer simulation
Post-processing radiative transfer calculations in the N -body simulation box ( §2.2.1) were performed with the recipes of halos' ionizing emissivity and IGM H II clumpiness described in §2.1. In the following, we present radiative transfer and chemical reaction equations only for H I but we also solved those for He I and He II simultaneously. The thermal equations were also solved at every time-step to evaluate the photoheating rates (see Kubota et al. 2017 §3.1 for a complete set of equations).
The time evolution of the neutral fraction of hydrogen, xHI = nHI/nH, defined as the number density ratio of neutral hydrogen and all hydrogen at a certain grid point is given by (Osterbrock 1989) , and ne is the electron number density. The clumping factor CHII is described as the look-up table depending on the ionized fraction, xHII = nHII/nH, and the dark matter density, ρDM ( §2.1). The photoionization rate is given by
where j is the index of the grid points, Rj is the proper distance between the j-th grid point and the point interested, τν,j is the optical depth in the distance Rj at the radiation frequency, ν, Lν,j is the luminosity density at the frequency ν at the jth grid point, σ HI ν is the H I photoionization cross section for the radiation at the frequency ν, νHI is the H I Lyman limit frequency, and h is the Planck constant. The computational cost for ray-tracing to estimate τν,j is significantly reduced by the algorithm of Susa (2006) and Hasegawa, Umemura & Susa (2009) , keeping the accuracy of the long-characteristic nature in equation (2). The luminosity density Lν,j of each grid point is given by
where φj is the halo mass function in the volume allotted to the j-th grid point. The luminosity density at the radiation frequency ν, lν, is described as the look-up table as a function of the halo mass, M h , and the neutral fraction, xHI,j, at the grid point ( §2.1).
The ionizing source model obtained from the RHD simulation ( §2.1 and lν in eq. [3]) may have uncertainty especially in Fig. 1 . The evolution of the neutral hydrogen fraction, xHI = nHI/nH with n being the number density, in our simulations. The thick and thin lines correspond to the volume average, xHI V = nHI/nH , and mass-densityweighted average, xHI M = nHI / nH , respectively. The solid (red), dashed (green) and dotted (blue) lines are the mid, late and early models, respectively. The filled and open circles with error-bars are the observational estimates of the volume average and mass average of xHI taken from Fan et al. (2006) . The vertical shades indicate the redshift ranges explored with HSC NB816, NB921, and NB101 filters from SILVERRUSH (Ouchi et al. 2017 ) and NB973 filter from CHORUS (Inoue et al. in prep.) surveys.
the escape fraction of ionizing photons, because the escape fraction is known to depend on the spatial resolution of numerical simulations (e.g., Wise et al. 2014; Kimm et al. 2017; Sumida et al. 2018) . Therefore, we also carried out two additional reionization simulations, where the Lyman continuum spectra were changed to be a 1.5 times higher or lower photon production rates. Hereafter, we refer to the high emissivity, fiducial, and low emissivity models as early, mid, and late reionization models, respectively. The simulated reionization histories are shown in Fig. 1 . These three models fully agree with the latest Thomson scattering optical depth measurement by the Planck satellite (Planck Collaboration 2016b): τ = 0.0552, 0.0591, and 0.0648 for the mid, early and late models, respectively, against the observation 0.058 ± 0.012. For the mid model, H I distributions in the widths of some HSC narrowband filters are found in Fig. 2. 
LAE model
The cosmological Lyα radiative transfer can be divided into three components: the production in a galaxy, the transfer in the galaxy (including its ISM and CGM [or halo]) and the transfer in the IGM (e.g., McQuinn et al. 2007; Meiksin 2009; Laursen et al. 2011; Jensen et al. 2013; Kakiichi et al. 2016) . The observable flux of the Lyα line can then be expressed as 
where L con λα is the continuum flux density at the Lyα wavelength λα, L con λ UV is that at the UV wavelength λUV(≈ 1500Å), and β is the UV spectral slope (L λ ∝ λ β ). We will also describe modeling of the UV continuum in a later subsection ( §3.5).
Lyα production in a galaxy
We make a simple recipe of the Lyα photon production rate as a function of halo mass from the RHD galaxy formation simulation in §2.1 by Hasegawa et al. (in prep.) Fig. 3 shows the total (recombination+collisional excitation) luminosity of Lyα photons of galaxies at z ∼ 6-7 in the simulation. The solid line on the figure is our recipe described as
where L 
for log 10 M h,10 ≤ 2, otherwise σLyα = 0. The dashed lines in Fig. 3 show the ±1σ range around the fiducial equation (6).
The fluctuation in Lyα production may account for a different star formation history of each halo. Jensen et al. (2013 Jensen et al. ( , 2014 ) adopted a similar log-normal fluctuation but their dispersion was 0.4-dex as a constant.
Since the dispersion described in equation (7) is somewhat large, an abnormally large Lyα luminosity may happen in case without any limit. Therefore, we set an upper limit of the Lyα luminosity indicated by the dotted line in Fig. 3 as L int Lyα,42 < 10M h,10 . This choice is arbitrary but the RHD simulation results may suggest an upper limit around there. 7 In practice, when we obtained a Lyα luminosity over the limit in a Monte Carlo trial computing the fluctuation δLyα and the luminosity L int Lyα , we discard it and draw another random number. The simulated Lyα luminosity shown in Fig. 3 , i.e. our 7 The distribution of the Lyα production rate at a certain halo mass in the RHD simulation does not follow a Gaussian function but a function with an upper truncation. In reality, a finite time-scale of star-formation sets an upper limit on the star-formation rate in a halo, and then, the Lyα production rate. recipe described in equation (6), already includes the effect of the ionizing photon escape which reduces the Lyα photon production rate. The exponential part in equation (6) accounts for this effect in lower halo mass where the ionizing photon escape becomes more significant (typically > 10% for M h < 10 9 M⊙; Hasegawa et al. in prep.) . However, the halo mass of the observed LAEs is larger than, say, 10 10.5 M⊙ as found in §5.1 and the ionizing photon escape is not very large for these halos (typically ∼ 1% or less).
Lyα line profile through the ISM
The Lyα line profile is modulated by multiple resonant scatterings during the transfer in the ISM (e.g., Verhamme et al. 2008; Yajima et al. 2012; Yajima et al. 2015) . Depending on the line profile, the IGM transmission is also changed (e.g., Yajima et al. 2017) . When the gas in the ISM is outflowing, the line profile shows an asymmetric shape with a red wing (e.g., Dijkstra et al. 2006 ), resulting in a higher transmission through the IGM in the Hubble flow. Recent observations indicated that a large fraction of high-redshift LAEs have outflowing gas (e.g., Ouchi et The total (recombination+collisional excitation) Lyα luminosity as a function of halo mass. The symbols and error-bars indicate the median and upper and lower 25-percentiles from galaxies in the radiation hydrodynamics simulation by Hasegawa et al: diamonds, triangles, squares, crosses, and circles for z = 5.7, 6.0, 6.6, 7.0, and 7.3, respectively. The solid and dashed lines show our simple recipe described by equations (6) and (7). The dotted line is a maximum luminosity adopted here. al. 2010; Yamada et al. 2012; Shibuya et al. 2014) . In this work, for the simplicity, we consider line profiles through spherically uniform outflowing gas with the velocity structure of
where R edge is the radius of the gas distribution and Vout is the outflow velocity at R edge . We set R egde = 10 kpc, while the line profile does not depend on R edge but only on the H I column density of the gas distribution and Vout. We calculated the transfer of 10 5 photon packets in 100 expanding spherical shells by using a Monte Carlo method (Yajima et al. 2012; Yajima et al. 2014; Yajima et al. 2017 ). Fig. 4 shows examples of line profiles. We find a significant H I column density dependence but the Vout dependence is small. In the following sections, we consider the cases with log 10 (NHI/cm −2 ) = 18, 19, or 20 and a fixed Vout = 150 km s −1 which is typically observed in LAEs (e.g., Hashimoto et al. 2013) 
Lyα escape fraction from a halo
The transfer of Lyα photons in a galaxy is a complex process because of resonant scattering by neutral hydrogen. Numerical simulations show a large dispersion of the Lyα escape fraction for fixed galaxy properties (e.g., Yajima et al. 2014) . We try to model this stochasticity, assuming a simple Gaussian function where both of the mean and the dispersion are equal to τα :
A possible explanation for this treatment is found in Appendix 1. The mean Lyα optical depth, τα , for a halo with the mass of M h can be described as
where the pivot value, τα,10, at the halo mass of 10 10 M⊙ is a model parameter and the index p describes the halo mass dependence of τα . Here we consider two cases of p = 0 (no halo mass dependence) and p = 1/3 corresponding to a case
vir where the right-hand-side means a column density and Rvir is the virial radius of a halo (∝ M 1/3 h ). A similar halo mass dependence of the p = 1/3 case is observed in numerical simulations (Yajima et al. 2014) . Finally, the escape fraction of Lyα photons is given by
with τα drawn from the probability distribution of equation (9). As found in the subsequent sections (see table 1), τα ∼ 1-5. For such a small τα , we easily obtain an unphysical negative τα under the Gaussian probability distribution of equation (9). We just discard it and redraw another τα. This treatment gives modulation to the Gaussian function of equation (9).
Lyα transmission through the IGM
The IGM transmission of the Lyα line is defined as
where F α,λe is the Lyα line profile as a function of the wavelength, λe, in the source rest-frame and τ IGM λe is the IGM optical depth at λe. The line profile is one observable at the virial radius of the halo of interest described in §3.2.
The IGM optical depth against Lyα photons along a physical length coordinate, lp, defined from an object to an observer is
where sα(λ, T ) is the neutral hydrogen cross section for Lyα photons, λ is the wavelength in the gas rest-frame, T is the temperature of gas, and nHI is the number density of neutral hydrogen. The gas rest-frame wavelength λ is λ = λe/(1 − vgas/c) and vgas = H(z)lp, where H(z) is the Hubble parameter at redshift z. We have neglected any peculiar motion of gas. We fix H(z) in a simulation box with its redshift z. We define the IGM to be gas out of halos in this paper. Then, the integral starts at the virial radius, Rvir, of the halo of interest. The upper limit of the integral, lp,max, is arbitrary but several tens of comoving Mpc is sufficient for convergence. The Lyα cross section of neutral hydrogen is given by
where H(a, x) is the Voigt function with being ν = c/λ, x = (να − ν)/νD and a = νL/2νD. The light speed in vacuum is c = 2.9979 × 10 10 cm s −1 , the Lyα frequency να = 
UV continuum
We assume a simple linear relation between UV luminosity and halo mass, which is consistent with the prediction of a cosmological hydrodynamical simulation by Shimizu et al. (2014) 8 :
where δUV brings fluctuation in the UV magnitude. We draw a Gaussian random number with the mean of zero and the standard deviation of σUV for δUV, where
for log 10 M h,10 ≤ 2, otherwise σUV = 0. This is also obtained from the Shimizu et al. (2014) simulation results. We here note that the fluctuation of the UV magnitude and that of the Lyα production rate are not correlated in our modeling, while they are probably correlated in reality. Fortunately, we will find that the UV magnitude fluctuation is small and has a relatively small impact and that the fluctuation of the Lyα production is less important than that of the Lyα optical depth. Therefore, this point does not affect the conclusions of this paper. Fig. 5 shows a comparison with observations in UV LFs at z ∼ 6, 7, 8, and 10. We find a reasonable agreement although there are overpredictions at the faint-end, especially at z ∼ 6, and underpredictions at the bright-end at z > 8. This is probably caused by our simple linear assumption in the halo mass and UV magnitude relation (eq. 15). Indeed, a non-linear relation between halo mass and UV magnitude is observed in LBGs at 4 < z < 6 (Harikane et al. 2016; Harikane et al. 2018a) . Given the reasonable agreement of our simple model and UV LFs at z ∼ 6 and 7 in the range of −22 < MUV < −18, the non-linearity effect would be small in our study.
We also assume an empirical relation between MUV and the UV spectral slope β, where the UV flux density per unit wavelength interval F λ ∝ λ β , reported by Bouwens et al. (2014) :
in their eq. (9) from a fit for all the simulated galaxies, whereas the linear relation and dispersion in this paper are obtained from a fit for their data binned along MUV shown in their Fig. 5 . 
where δ β again accounts for fluctuation in β. This may be caused by differences of the star formation history and the dust content of each halo. We draw a Gaussian random number with the mean of zero and the standard deviation of σ β = 0.1 which is obtained from the simulation of Shimizu et al. (2014) and consistent with the random errors estimated in Bouwens et al. (2014) . We do not account for the systematic errors reported in Bouwens et al. (2014) to avoid an abnormally large dispersion in β at low luminosity and it should be reasonable because the β value in equation (17) agrees with the prediction by Shimizu et al. (2014) .
Virtual observations
To make the models as realistic as possible, we have made virtual observations of the simulation box. First we randomly select the observation direction among six directions along the axes (i.e. ±x, ±y and ±z) and select a random point in the box as the point (0,0,dC), where dC is the radial comoving distance toward the redshift of the simulation output. Then we obtain redshifts of all halos from their coordinates along the selected observation direction and map the halos into the celestial sphere by using the other two coordinates and the redshift of them. We then calculate the model observed magnitudes of the halos through Subaru HSC broadband and narrowband filters. Photometric errors are also taken into account according to the limiting magnitudes of observations by Konno et al. (2018) for z = 5.7 and 6.6 and by Konno et al. (2014) for z = 7.3. Using these predicted apparent magnitudes, we can select mock LAEs by the same magnitude and color criteria as the real observations (e.g., Shibuya et al. 2018a) . Note that unlike the real observations, there is no contamination of low-z objects in the mock LAEs because we do not make a light-cone from a series of the simulation outputs but treat only a single simulation output for each redshift of interest in the virtual observations (but we have considered the redshift difference within the simulation box). Our simulation box has a 1 deg 2 area for z > ∼ 6, while the early SILVERRUSH data have 14 deg 2 for z = 5.7 LAEs and 21 deg 2 for z = 6.6 LAEs (Shibuya et al. 2018a) . Since the NB widths correspond to about 1/4 of the simulation box size in the comoving scale, we may obtain at least 4 different slices of the NB survey from a simulation output. The x, y, z-axes can produce different slices, resulting in 12 sets. On the other hand, the stochastic processes in the LAE modeling described in the previous subsections produce mock LAEs from different halos in different trials. This may allow us to have a much larger number of different sets of mock LAEs from a single simulation output (i.e. a single distribution of halos). We then repeat to produce mock LAE catalogs 100 times or up to 500 times, respectively, for LFs and LAE fractions or for ACFs. This may be equivalent to a set of observations of 100-500 patches of 1 deg 2 area in the sky.
Models and parameter calibration
In this paper, we consider 2 3 models depending on the presence of dispersion of the Lyα production in a halo (eq. 7), stochasticity of the Lyα optical depth in the halo (eq. 9), and halo mass dependence of the Lyα optical depth (eq. 10). These 8 models are named as A to H and listed in Table 1 . There is only a single free parameter in these models: τα,10, a pivot value of the ISM Lyα optical depth at a halo of 10 10 M⊙ (see eq. 10). We determine the value for each model so as to reproduce the observed Lyα LF at z = 5.7. Since the IGM is highly ionized and has only a minimum effect on the LFs at this redshift, the reionization history is not matter and we adopt the mid model for the calibration. We use the early data of SILVERRUSH ) as the reference observations. As we discuss in Appendix 2, their LFs are corrected for incompleteness and the filter transmission effects and then considered to be the best estimates of the true LFs. Therefore, we compare theirs with the true LFs in our simulation box. Fig. 6 shows the results of the parameter calibration from this comparison. In fact, models E and F can not reproduce the observed LF at all. The obtained pivot values are listed in Table 1 . Santos et al. (2016) (and also Matthee et al. 2015) presented significantly higher LFs than those of Konno et al. (2018) and other previous ones obtained with Subaru/Suprime-Cam The models with the halo mass dependence (p = 1/3 in eq.10). The solid (red), dashed (green), dotdashed (blue), and dotted (magenta) lines are, respectively, the models of E, F, G, and H. The mid reionization model is adopted but the IGM neutral hydrogen fraction is sufficiently low at z = 5.7 for any reionization models in this paper. Ouchi et al. 2008) . Since the reason of this discrepancy is unclear, we also calibrated τα,10 with the LF at z = 5.7 by Santos et al. (2016) . However, with this calibration, no model could reproduce the LAE fraction ( §4.3), may suggesting a possible overestimation in their LFs.
3.7.1 Models without halo mass dependence of the Lyα optical depth in the halo (p = 0)
In the following, we present brief comments on each models. The first four models (A-D) have no halo mass dependence of the Lyα optical depth, namely p = 0 in equation (10).
3.7.1.1 Model A. This case has neither dispersion of the Lyα production nor that of the halo Lyα optical depth. Thus, this model is the simplest case with a constant Lyα luminosity per halo mass and a constant Lyα escape fraction for all halos, which is often found in the literature (e.g., McQuinn et al. 2007; Iliev et al. 2008; Jensen et al. 2013; Jensen et al. 2014; Kakiichi et al. 2016; Kubota et al. 2017; Yoshiura et al. 2018) . This model is shown as the solid line in Fig. 6 (a) . The adopted constant escape fraction of Lyα photons is 0.20. The observed LFs are reproduced reasonably well although a sud- Fig. 6 (a). Relative to Model A, Model B predicts a steeper LF. This is due to the dispersion of the Lyα production and the upper limit on the Lyα emissivity (see Fig. 3 ). In fact, the dispersion itself makes the LF shallower than Model A (see also Jensen et al. 2014 ), especially at the faint-end < 10 42.5 erg s −1 in our case. On the other hand, the luminosity upper limit in the current model setup makes the distribution of the Lyα luminosity asymmetric with a cut-off in the luminous side. This causes the steeper slope in the luminous-end than Model A. The constant Lyα escape fraction is 0.15 smaller than that of Model A in order to fit the observed LF.
3.7.1.3 Model C. This case has no dispersion of the Lyα production but does have dispersion of the halo Lyα optical depth. Therefore, a stochastic Lyα escape from a halo is realized. This model is shown as the dot-dashed line in Fig. 6 (a) . The LF becomes shallower than Model A because of the dispersion of the halo Lyα optical depth. There is a more chance to have a large escape fraction than a small one because of asymmetry of an exponential function of the escape fraction in eq. (11) even under a symmetric Gaussian probability distribution of the optical depth described in §3.3, leading to more LAEs in luminous bins. To fit the observed LF, an average Lyα escape fraction is as small as 0.045.
3.7.1.4 Model D. This model has both dispersions of the Lyα production and the halo Lyα optical depth. This case is shown as the dotted line in Fig. 6 (a) and is very similar to Model C with slightly less LAEs in luminous bins caused by the upper limit of the Lyα production. The smallest average Lyα escape fraction of 0.010 is required to fit the observed LF.
3.7.2 Models with halo mass dependence of the Lyα optical depth in the halo (p = 1/3) The rest four models (E-H) have a halo mass dependence of the halo Lyα optical depth, that is p = 1/3 in equation (10). This dependence comes from the assumption that the optical depth is proportional to the matter column density in a halo (see a discussion below eq. 10). In these cases, the values of the pivot optical depth at a halo of 10 10 M⊙ tend to be smaller than those in the models with p = 0. This is natural because a more massive halo has a larger optical depth. An average optical depth over all halos would be equivalent.
Model E. This model has neither of the dispersions like
Model A. The LF is shown as the solid line in Fig. 6 (b) . Due to higher Lyα optical depths in more massive halos, the LF becomes too steep and totally inconsistent with the data.
3.7.2.2 Model F. This model has only the dispersion in the Lyα production like Model B. The LF is shown as the dashed line in Fig. 6 (b) . Due to the dispersion of the Lyα production with an upper limit, the LF becomes further steeper than Model E and again totally inconsistent with the data.
Model G.
This case has only the dispersion in the halo Lyα optical depth like Model C. The LF is shown as the dotdashed line in Fig. 6 (b) and becomes much shallower than Models E and F due to the dispersion of the Lyα optical depth. As a result, the LF is reasonably consistent with the data.
Model H. This case has both of the dispersions like
Model D. The LF is shown as the dotted line in Fig. 6 (b) and is similar to Model G but slightly steeper due to the dispersion of the Lyα production with an upper limit.
Results
We are ready to compare our 2 3 LAE models with the observations, in particular, the early results of SILVERRUSH Konno et al. 2018) . Comparing the models to the LAE luminosity functions (LFs; Konno et al. 2018) , the angular correlation functions (ACFs; Ouchi et al. 2018) , and the LAE fraction as a function of the UV magnitude (Ono et al. 2012 ), we will select the best model in this paper.
Lyα luminosity function
We compare the true LFs in our simulation box with the SILVERRUSH early LFs of Konno et al. (2018) erg s −1 and at z = 6.6. Other models are qualified.
The solid (green), dashed (blue) and dot-dashed (cyan) lines, which are overlapped each other in many cases, are the model LFs through the IGM transmission with different Lyα line profiles depending on the H I column density in the outflowing gas. As found in Fig. 4 , the velocity shift of the line peak becomes larger for a larger column density, resulting in higher IGM transmission. This effect becomes more pronounced in the IGM with a higher xHI. For example, in the mid reionization model (Fig. 7) , the difference is visible only at z = 7.3. On the other hand, in the early model (Fig. 8) , the difference is small even at z = 7.3, whereas it can be found also at z = 6.6 in the late model (Fig. 9) . At z = 5.7, the difference is negligible no matter which reionization model.
Regarding the IGM transmitted LFs (colored lines), the qualified models (C, D, G and H) including marginal ones (A and B)
show an excellent agreement between the predictions and the observed data at z = 5.7 where we have calibrated these models with the mid reionization history. At z = 6.6, Models C and G (and also A and B) in the mid and late histories predict less LAEs than observed, while Models C and G in the early history still agree to the data. The same thing is found at z = 7.3. On the other hand, Models D and H in the mid and early histories are consistent with the data at z = 6.6 and 7.3 (Model H in the early history seems overprediction at z = 7.3). However, these models in the late history also underpredict the LAE number densities at z = 6.6. At z = 7.3, these models are still touching the lower bound of the measurements. Overall, the observed Lyα LFs at z = 6.6 and 7.3 seem to favor more ionized IGM like the early history. This point will be discussed more in §5.2.
In Fig. 7 , we also show the LFs calibrated with Santos et al.
(2016) instead of Konno et al. (2018) . 9 The results are qualitatively similar to those with Konno et al. (2018) . The predictions at z = 6.6 are smaller than the observed LFs (open symbols) of Matthee et al. (2015) updated by Santos et al. (2016) in the bright-end. This again indicates somewhat earlier reionization than the mid history.
Angular correlation function
We compare the model ACFs with the SILVERRUSH early results by Ouchi et al. (2018) . The model ACFs are calculated by the same way as Ouchi et al. (2018); we select mock LAEs by the same color-magnitude criteria via virtual observations ( §3.6), count the numbers of pairs of LAE-LAE, LAE-random position, and random-random positions, and estimate the ACFs according to Landy & Szalay (1993) . The virtual observations are repeated 300-and 500-times to secure sufficiently large mock LAE catalogs for z = 5.7 and 6.6, respectively. Figs. 10, 11 and 12 show the comparisons at z = 5.7 and 6.6 for the mid, early and late reionization histories, respectively. The areas of the current SILVERRUSH also noted in the panels are used to scale the model error-bars. However, the model error-bars are probably underestimated because we account only for Poisson errors. The effect of the cosmic variance can be estimated by a Jackknife method observationally from ACFs of Ouchi et al. (2018) . We have found that dω/ω ∼ 0.4 for a survey area of 20 deg 2 as the combination of the Poisson errors and the cosmic variance. Since the Poisson errors are much smaller than this and the cosmic variance is the dominant source of uncertainties for the current SILVERRUSH results. The dotted (black) lines show the model ACFs through the completely ionized IGM (i.e. no IGM effect). In these cases, the numbers of the mock LAEs are the largest in each model and the ACFs up to about 1000 arcsec are derived successfully as the observations have done, except for Model F at z = 6.6, where the number of bright LAEs satisfying the NB magnitude criterion is limited and we could derive the ACF only < 100 arcsec. Therefore, Model F is disqualified here.
The diamonds (green), triangles (blue) and squares (cyan) with error-bars are the model ACFs through the IGM transmission depending on the different H I column density for the line profile. At z = 5.7, the model ACFs are almost overlapped on the dotted (black) lines (i.e. the fully-ionized IGM) irrespective of the models and the reionization histories because of the high ionization degree at the redshift in our simulations. Each model predicts a different correlation amplitude. Comparing with the observed data at z = 5.7, Models C, D, G and H are very consistent with the data within the error-bars in the angular separation 9 We just use the same pivot values, τα,10, for the models E and F in the both calibrations because the LF shape is inconsistent with the observations. Santos et al. (2016) at z = 5.7 instead of the HSC data of Konno et al. (2018) and log 10 (NHI/cm −2 ) = 20. The filled symbols are the best estimates with HSC at z = 5.7 and 6.6 (Konno et al. 2017) and with S-Cam at z = 7.3 (Konno et al. 2014) . The open symbols are the data taken from Santos et al. (2016) . ) and the filled data are compared to the models. The dotted (black) lines are the models in the completely transparent IGM. The diamonds (green), triangles (blue), and squares (cyan) with error-bars show the IGM-transmitted models with different Lyα line profiles in a uniform outflowing gas of a velocity of 150 km s −1 and an H I column density of log 10 (NHI/cm −2 ) = 20, 19, and 18, respectively. The model error-bars, which includes only Poisson errors, are scaled to the survey areas noted in the panels. The thin triple-dot-dashed (magenta) lines are the cases fit to Santos et al. (2016) at z = 5.7 instead of the HSC data of Konno et al. (2018) and log 10 (NHI/cm −2 ) = 20. The mid history is adopted.
between 60 and 1000 arcsec, while Models A, B and E seems marginally overpredict the amplitude.
At a smaller angular separation (< 60 arcsec), the observed amplitudes are smaller than the models which continue to increase up to ∼ 10 arcsec. Since we do not identify sub-halos in a halo ( §2.1), the models do not include the correlation within a single halo, so-called one halo term. But this becomes important only at < 10 arcsec. Therefore, the increase of the model ACF at 10-60 arcsec is caused by a different thing. This is probably the non-linear halo bias effect (Reed et al. 2009; Jose et al. 2016; Jose et al. 2017) . Jose et al. (2017) argue that a model with the non-linear effect can better reproduce the LBG ACFs obtained from the Canada-France-Hawaii Telescope Legacy Survey data (Hildebrandt et al. 2009 ). Recently, has also found this feature in the LBG ACFs from the Subaru/HSC survey called GOLDRUSH thanks to a huge number of the sample (∼ 500,000). If the number of the LAE sample increases in future, a similar non-linear effect may be found in the observed LAE ACFs as predicted by the models.
At z = 6.6, the difference due to the IGM ionization degree appears, especially in the late reionization history. The largest impact is the decrease of the numbers of the mock LAEs. As a result, we have failed to obtain the ACFs, for example, in Models A, E and F of the mid history, in Model F of the early history, and many models in the late history. Since the observations provide us with the firm ACF measurements even at z = 6.6, the late history is disfavored. For the mid and early histories, Models B, C, D, G, and H are consistent with the observations between 100 and 1000 arcsec. At a smaller angular scale, the model ACFs are again higher than the observations. In Fig.10 , we also show the ACFs in the calibration with Santos et al. (2016) instead of Konno et al. (2018) . The results are quite similar to those with Konno et al. (2018) and it is hard to distinguish the ACFs with different LF calibrations.
LAE fraction in LBGs
We compare the observed LAE fractions in LBGs with those predicted by our models. Since the observational LAE fractions were usually obtained from spectroscopy, their EWs can be regarded as true ones (i.e. not-estimated by NB photometry). Therefore, we will use the true EWs in our models. However, there might be systematic bias in the observed data because only a small number of z > ∼ 6 LBGs has been targeted and the Lyα fraction is sensitive to the inhomogeneity of the spectroscopic detection limit (e.g., Ono et al. 2012 ).
Figs. 13, 14 and 15 show the comparisons of the observed LAE fraction in LBGs with the models for the mid, early and late reionization histories, respectively. For each model, there are four sets: the smaller or larger threshold of the Lyα equivalent width (EW) and the brighter or fainter UV luminosity range. We have found that this comparison is the most critical one. Only Model G shows a reasonable agreement with all four sets. Model B is the second best because it reproduces the three sets but it fails in the lower EW and the brighter UV. Models C and D reproduce the two brighter UV sets. However, they significantly underpredict the LAE fraction in the fainter UV galaxies because there is no halo mass (or UV luminosity in our model) dependence of the Lyα optical depth which is a key ingredient to reproduce a higher LAE fraction in a fainter galaxy sample. Models E and F can reproduce one or two sets in the fainter sample but not in the brighter sample. Models A and H fail in all four sets.
It is interesting to look into the reason why Models A and H fail. Model A has no stochastic process in Lyα production and Lyα transmission in a halo but does have in UV luminosity and slope. Neglecting the latter effect, we obtain the restframe EW ≈ 30Å M 0.1 h,10 T IGM α for β = −2 and f ISM esc,α = 0.2 with τα = 1.6. As a result, ∼ 100% UV bright galaxies satisfy EW> 25Å in an ionized Universe (i.e. T IGM α ∼ 1), but there is no LAEs with EW> 55Å. The halos with M h,10 < ∼ 10 corresponding to MUV > ∼ −20 are affected by the stochastic processes in UV luminosity and slope and the EWs fluctuate, resulting in an LAE fraction < 100% in the UV fainter samples. Model H, on the other hand, has all stochastic processes. Due to the fluctuation in Lyα production, less massive halos have a significant chance to get a bright Lyα luminosity. Since they are numerous, a larger pivot value of the Lyα optical depth in a halo is required to keep the Lyα LF consistent with the observations. Model H also has a halo mass dependency in the Lyα optical depth, extinguishing Lyα in more massive halos. The halo mass is directly connected to the UV luminosity in our modeling. As a result, a dearth of LAEs in massive halos bright in UV emerges, which is inconsistent with the observations. The effect of the reionization (or IGM neutrality) can be found in Figs. 13, 14 and 15. For example, in the mid history (Fig. 13) , we can find significant decrements of the LAE fraction at z = 7.3 where xHI ∼ 0.5 (see Fig. 1 ) and even at z = 6.6 (xHI ∼ 0.01) in some cases. In the late history (Fig. 15) , the LAE fraction decrements are significant already at z = 6.6 (xHI ∼ 0.5). Even in the early history (Fig. 14) , the decrements can be found at z = 7.3 (xHI ∼ 0.2) and also at z = 6.6 (xHI ∼ 0.001) in few cases. Therefore, the reionization signature is indeed imprinted in the redshift evolution of the LAE fraction (Stark et al. 2010; Stark et al. 2011; Ono et al. 2012 ) and the decrements become significant when xHI > ∼ 0.1. This point will be discussed again in §5.2.
In Fig. 13 , we also show the LAE fractions in the LF calibration with Santos et al. (2016) . Unlike the calibration with Konno et al. (2018) , we can not find any model reproducing all four sets of the LAE fraction evolution. In the Santos et al. (2016) calibration, the LAE fractions are often overestimated, indicating possible overestimation of their LF.
Discussion
From the comparisons in the previous section, we have identified Model G as the best model in this paper (Table 1) . In this section, we will discuss the physical properties of the LAEs in Model G ( §5.1) and implications how to discuss cosmic reionization with LAEs ( §5.2).
5.1 Nature of LAEs in the reionization epoch Fig. 16 shows some physical properties of galaxies predicted from the best-model, Model G. We also show the predictions from the simplest model, Model A, as a reference. The top panels show the predicted relations between halo mass, M h , and observable Lyα luminosity, LLyα. The circles and error-bars (red) represent the average M h and its standard deviation of the halos having a LLyα within a 0.1-dex range around the value of the horizontal axis. The squares and error-bars (blue), on the other hand, represent the average LLyα and its standard deviation of the halos having a M h within a 0.1-dex range around the value of the vertical axis. For Model A, the circles and squares are completely overlapped, except for LLyα > 10 43 erg s −1 and M h > 10 11.5 M⊙ because of the one-to-one correspondence of M h and LLyα in the model without any stochastic process. The deviation for the massive or luminous halos is caused by a fluctuation of the IGM transmission. In our reionization simulation, the neutral fraction around massive halos tends to be higher and the transmission varies significantly, whereas that around less massive halos tends to be lower and the transmission keeps high (Hasegawa et al. in prep.) .
Interestingly, Model G is very different from Model A. In Model G, luminous LAEs (> 10 43 erg s −1 ) tend to have a massive halo mass (> 10 11 M⊙) as shown by the circles. However, such a massive halo on average has much smaller Lyα luminosity (see the squares) and only a small fraction of these massive halos is observed as luminous LAEs. This is very consistent with a duty cycle hypothesis of the LAE population (e.g., Ouchi et al. 2010; Ouchi et al. 2018 ). The middle panels of Fig. 16 show correlations between the UV magnitude, MUV, and LLyα and indicate a very similar thing. According to the LAE fraction in UV luminous halos (Figs. 13, 14 and 15) , the LAE fraction is 5-20% depending on the equivalent width (EW0) criterion at MUV ≃ −20.5.
The five-pointed stars with error-bars (green) are the same as the circles but for the halos which would be selected as LAEs by real observations (Shibuya et al. 2018a ). We set the NB limiting magnitude corresponding to LLyα = 10 42.5 erg s −1 . We have found a typical halo mass of M h ≃ 10 11 M⊙ which excellently agrees with that estimated by Ouchi et al. (2018) through the clustering analysis. This is a natural consequence because we have reproduced the observed ACFs of Ouchi et al. (2018) 
The bottom panels of Fig. 16 show the relation between the UV magnitude, MUV, and the Lyα equivalent width in the source rest-frame, EW0. The shaded area is the observed range in the diagram (Furusawa et al. 2016) . There is an observational trend that UV bright galaxies have a smaller EW0, socalled "Ando relation" (Ando et al. 2006; Ando et al. 2007) . Note that the sample galaxies for the observation of Furusawa et al. (2016) are mainly NB-selected LAEs and a comparison with our models is fair. We have applied the same MUV limit as the observation to the color-magnitude selected halos in the model (five-pointed stars). The offset between the five-pointed stars and the circles in Model G is caused by the NB excess selection in the mock observation. In Model G, there are some NB-selected "LAEs" with EW0 < 1Å at MUV < −22. These halos were selected by a Lyman break mimicking an NB excess. However, the number fraction of such bright NB-selected halos among the NB-selected halos of MUV < −18.5 is as small as 3%. The best-model, Model G, excellently reproduces the Ando relation although the simplest, Model A, does not. The origin of the Ando relation in Model G is the halo mass dependence of the Lyα optical depth. Therefore, the Ando relation can be understood as a consequence from a simple scaling of halo mass: more H I in more massive halos. Fig. 17 shows the UV luminosity functions for LAEs at z = 5.7, 6.6, 7.0 and 7.3. The observational data are taken from Ota et al. (2017) and references therein. We show the best-model, Model G, and the simplest model, Model A as a comparison. Both models agree with the observations in some cases but do not in other cases. The early or mid reionization histories show better agreement than the late cases. However, the observed little evolution between z = 5.7 and z = 6.6 is not consistent with the models which predict a significant evolution. The physical reason of this disagreement is unclear. On the other hand, we have found that the model UV luminosity function is sensitive to the selection criteria for the LAEs. In this comparisons, we have adopted a set of Lyα luminosity and equivalent width cuts similar to those in Ota et al. (2017) . If we change the Lyα luminosity limit, however, the UV LF easily moves vertically. Therefore, we need to be careful in the Lyα luminosity limit in such comparisons in future. Fig. 18 shows the redshift evolution of the Lyα LFs and comparisons with the best-model, Model G. The three panels correspond to the early, mid and late reionization histories from Fig. 16 . Some correlations between halo mass, UV magnitude, Lyα luminosity and equivalent width for the best-model, Model G (left panels) and the simplest model, Model A (right panels), as a reference. The mid reionization history and the redshift z = 5.7 are adopted. The circles and error-bars (red) show the averages and standard deviations for the simulated galaxies binned along the horizontal axis. On the other hand, the squares and error-bars (blue) are those binned along the vertical axis. The five-pointed-stars with error-bars (green) are the same as the circles but for the simulated galaxies which would be selected as LAEs by the color-magnitude selection of the real observations ). In the bottom panel, we also show the observed area from Furusawa et al. (2016) as the shaded area. The simulated galaxies selected as LAEs but having a small equivalent width in the bright-end are contaminants but its number fraction is as small as 3%. Konno et al. (2014 Konno et al. ( ,2018 . We have assumed the Lyα line profile through an outflowing gas with v = 150 km s −1 and log 10 (NHI/cm 2 ) = 20.
To derive the reionization history with LAEs
Lyα luminosity function and density
left to right, respectively. The solid and dotted curves are the cases with/without the IGM Lyα transfer effect, respectively. Namely, the dotted curves are the fully-ionized IGM cases. At z = 5.7, the models reproduce the observations very well independent of the reionization model because the neutral fraction is very low at the redshift in any model. On the other hand, the late model predicts much fewer LAEs than the observations at z = 6.6 and 7.3. The mid model also predicts somewhat fewer LAEs but the early model expects a bit more LAEs at z = 7.3. Therefore, the real Universe may have evolved through a middle history of the mid and early models.
In this way, we may derive the reionization history from the Lyα LFs. Such attempts have been made in literature (e.g., Kashikawa et al. 2006; Ouchi et al. 2010; Kashikawa et al. 2011; Konno et al. 2014; Ota et al. 2017; Konno et al. 2018) . The most serious difficulty in this analyses, however, is the degeneracy between the evolution of the LAE population and the IGM neutrality. Some authors have assumed the evolution (or no evolution) in the LAE population estimated from the LAE UV LFs and other authors have used theoretical model predictions. We take the latter approach here. The advantage compared to the previous works is that the best-model, Model G, in this paper can reproduce all of the Lyα LFs, ACFs, and LAE fractions very well. Therefore, the reliability of the model would be high.
We introduce a measure of the IGM neutral fraction: the decrement of the observed Lyα luminosity density (LD) compared to the model predictions in a fully-ionized IGM. Namely, 
where ρLyα is the integrated Lyα LD. Fig. 19 shows these decrements obtained from Model G. We have found that these decrements at different redshifts and in different reionization histories can be described by the following single function of the neutral fraction, xHI, excellently:
where y is the decrement, ∆ log 10 ρLyα, and x is the volumeaveraged or mass-averaged neutral fraction. The fitting parameters of a, b and c are listed in Table 2 for a limiting Lyα luminosity. In Table 3 , we list the model predictions of the Lyα LDs in a fully-ionized IGM, the observed Lyα LDs, the decrements of the observed LDs and the estimated hydrogen neutral fractions. The observed decrements at z ≤ 7.0 are consistent with zero within uncertainties and we have obtained only upper limits of xHI. At z = 7.3, the decrement is significantly negative, indicating a non-zero value of xHI. The resultant values are 0.5 and 0.3 for the volume-averaged and mass-averaged xHI, respectively. These xHI at z = 7.3 are consistent with the estimation by Konno et al. (2014) who assumed an evolution of the LAE population estimated from the LAE UV LFs and an These parameters are derived from Model G assuming the Lyα line profile through an outflowing gas with v = 150 km s −1 and log 10 (NHI/cm 2 ) = 20. analytic IGM transmission model by Santos (2004) .
There is a precaution for using equation (19) . These LD decrements are derived from the cases with a Lyα line profile through an outflowing gas with its velocity v = 150 km s −1 and H I column density log 10 (NHI/cm 2 ) = 20. As we saw in
Figs. 7, 8 and 9, the H I column density has an effect on the LF decrements. Therefore, if the typical H I column density in LAEs at the redshift interested is different from that assumed here, the fitting equation (19) will change. In addition, there may be systematic uncertainty in ρ NoIGM Lyα caused by the model calibration of LFs which we assume 0.1-dex (Table 3) .
Other methods
The LAE ACFs are suggested to be useful to constrain the reionization history as well as the reionization topology (e.g., McQuinn et al. 2007 ). On the other hand, our model predictions in Figs. 10, 11 and 12 do not show very clear differences in the ACFs between z = 5.7 and 6.6. This is partly because xHI Konno et al. (2017) , (2) Ota et al. (2017) , (3) Konno et al. (2014) .
is too small even at z = 6.6 to make differences in ACFs. If we go to higher redshifts where xHI is sufficiently large, however, the observable numbers of LAEs may be too small to obtain firm ACF measurements. Another reason may be the reionization topology in our simulation. This is basically "inside-out" as found in Fig. 2 , but our simulation seems more modest than previous ones. The IGM Lyα transmission at the redshift interested in this paper is actually lower for more massive halos. This is caused by two new features in our reionization simulation. One is that a smaller fesc for more massive halos. The other is the spatially different clumping factor (Hasegawa et al. in prep. for more details). Therefore, the LAE ACFs may not be a useful probe of reionization as previously thought although further investigations in simulations are required.
The redshift evolution of the LAE fractions can be useful to derive the reionization history (e.g., Ono et al. 2012) . Our model predictions shown in Figs.13, 14 and 15 support this idea; the LAE fraction decrements become significant when xHI > ∼ 0.1. On the other hand, Oyarzún et al. (2017) raises a possibility that the drop of the LAE fraction is caused by survey incompleteness in MUV. Future analyses are required to examine and correct the incompleteness effect.
The 21 cm-LAE cross-correlation is proposed to be another powerful tool to deduce the reionization history, especially the size of the ionized bubbles (e.g., Lidz et al. 2009; Kubota et al. 2017; Yoshiura et al. 2018) . So far, the LAE modeling remains rather simple assuming one-to-one correspondence between halo mass and Lyα luminosity (e.g., Kubota et al. 2017 ). Since we have shown its break down in this paper, adopting a better LAE model in such analyses will be an interesting future work.
Conclusion
We have presented new models of LAEs at z > ∼ 6, the reionization era, in a large-scale (162 3 comoving Mpc 3 ) radiative transfer simulation of reionization. Our LAE modeling is based on physically-motivated analytic equations, depending on the presence or absence of dispersion of Lyα emissivity in a halo, dispersion of the Lyα optical depth in the halo, τα, and the halo mass dependence of τα. We have critically examined the model with one-to-one correspondence between halo mass and Lyα luminosity before transmission in the intergalactic medium (IGM), which is often adopted in previous studies. Comparing with the z = 5.7 Lyα luminosity function (LF) from the early data of the Subaru/HSC survey of LAEs called SILVERRUSH Konno et al. 2018) , we have calibrated the single adjustable parameter in our models: a typical Lyα optical depth in a halo of 10 10 M⊙. After comparisons of our 2 3 models with Lyα LFs at z = 6.6 and 7.3, angular auto-correlation functions (ACFs) of LAEs at z = 5.7 and 6.6, LAE fractions in Lyman break galaxies (LBGs) at 5 < z < 7, we have identified the best model which successfully reproduces all these observations. Our main findings are as follows:
• The Lyα LFs and ACFs are reproduced by multiple models, but the LAE fraction is turned out the most critical test. The simplest model adopting one-to-one correspondence between halo mass and Lyα luminosity (Model A) overpredicts (or underpredicts) the number fraction of LAEs with EW0 > 25Å (or EW0 > 55Å) among LBGs. Therefore, this model which many previous studies adopted has been ruled out.
• The dispersion of τα and the halo mass dependence of τα are essential to explain all observations reasonably. However, a large dispersion of Lyα emissivity assumed in this paper reduces a typical halo mass of LAEs too much and underpredicts the LAE fractions in LBGs with MUV < −19. Therefore, the Lyα emissivity dispersion among halos may be small if it exists.
• Based on the best model in this paper (Model G), we have discussed the physical properties of LAEs at z > 6. A typical halo mass of the LAEs is estimated at ≃ 10 11 M⊙. The so-called "Ando-relation" is also reproduced and its physical origin is a simple scaling of halo mass: more H I in more massive halos.
• We have presented a simple formula to estimate the intergalactic neutral hydrogen fraction, xHI, from the observed Lyα luminosity density at z > ∼ 6. While xHI at z = 5.7, 6.6, and 7.0 are still consistent with zero within uncertainties and the obtained upper limits are < 0.40 (1σ) as a volumeaverage, we have obtained a non-zero value of xHI = 0.5 +0.1 −0.3 as a volume-average at z = 7.3. Finally, we note a possible direction for future updates of the model. The best model, Model G, is characterized by the significant fluctuation in the halo Lyα optical depth (or the Lyα escape fraction) and the halo mass dependence on the optical depth. However, it may be puzzling that Model G has less importance of the fluctuation in the Lyα production which is predicted by the radiation hydrodynamics (RHD) simulations (see Fig. 3 ). In this respect, our simple analytic treatment may be insufficient. Therefore, we will examine a new modeling of the halo Lyα luminosity by using Lyα transfer simulations in galaxies produced by the RHD simulations (Abe et al. 2018 ). The new recipe will include the production and transfer of Lyα photons in halos as well as the line profile self-consistently. Such an updated LAE model will be compared with the full data set of SILVERRUSH ) and CHORUS (Inoue et al. in prep.) in future. In the following, we show the results at z = 5.7 with the bestmodel, Model G, but other models at other redshifts give the same results qualitatively.
Observationally, the Lyα luminosity is estimated from the NB magnitude if there is no spectroscopy. Assuming an NB whose transmission is symmetric with respect to the central wavelength, a Lyα line located at the central wavelength, a complete Gunn-Peterson trough below Lyα, and a flat continuum (in Fν) estimated from a broadband (BB) which does not include the Lyα line, the NB-estimated line flux is expressed as 
where Fν,NB and Fν,BB are the NB and BB flux densities, respectively, ∆λNB and λNB are the width and the central wavelength of the NB, and c is the light speed. The NB-estimated Lyα luminosity is expected to be the same as the real one if the above assumptions are valid. However, the actual line is not always at the center of the NB but can be at a wavelength where the transmission is significantly lower than the peak at the center. As a result, the NB-estimated luminosity is equal to or lower than the real one, causing underestimation. There is another effect in the survey volume estimation. We often estimate the survey volume simply from the NB width.
However, this may not be correct because the survey volume depends on the luminosity; a low luminosity line can be detected only around the transmission peak wavelength and its survey volume is smaller, and vice versa. Fig. 20 summarizes our results. First, the thick gray line is the true LF based on all halos in the simulation box. Note that Lyα luminosity in this section is always apparent (or observable) one. The black line which is almost identical to the black line is the LF based on halos whose Lyα equivalent width (EW) in the rest-frame is larger than 10Å (i.e. halos selected as LAEs). Therefore, the non-LAEs' contribution to the Lyα LF is negligible. The green lines are the LFs based on the halos selected by the same color-magnitude selection as the observations and their actual Lyα luminosity, whereas the blue lines are the LFs for the same color-magnitude selected LAEs but their NB-estimated Lyα luminosity. The magnitude limit is set at 5σ in the NB magnitude corresponding to LLyα = 10 42.5 erg s −1 , and we have added photometric errors assuming a Gaussian distribution in the Fν,NB space. The actual NB transmission curves are assumed for the solid lines but the ideal top-hat box-car curves are assumed for the dashed lines.
As expected, the LFs with the ideal NB transmission are very consistent with the true one (the gray line), except for so-called incompleteness around the detection limit.
The survey volume effect can be found in the green solid lines. Underestimation in the volume at brighter luminosity causes overestimation in the LF up to 30% and a faster drop in the LF than the green dashed line around the detection limit indicates overestimation in the survey volume and underestimation in the LF. The underestimation in NB-estimated luminosity can be found in the blue solid lines. This effect steepens the LF shape and the deviation from the true one becomes larger at brighter luminosity. Since this effect is compensated partly by the survey volume effect, the difference from the true LF remains modest: a factor of 1.5 at 10 43.5 erg s −1 . For > 10 43.8 erg s −1 , it is difficult to derive the difference owing to a limited number of halos in the luminous end in our simulation. Interestingly, the ratio relative to the true LF is similar to (and smaller than) those estimated by Matthee et al. (2015) at < 10 43.5 (> 10 43.5 ) erg s −1 .
In conclusion, there is the NB transmission effect on the Lyα LF as proposed by Matthee et al. (2015) and Santos et al. (2016) . Although the correction factor is as small as < 1.5 at < 10 43.5 erg s −1 and the current observational uncertainties ) are larger than the NB shape effect, this causes a systematic effect and should be corrected. On the other hand, Konno et al. (2018) (and also Shimasaku et al. 2006; Ouchi et al. 2008; Ouchi et al. 2010) performed an endto-end Monte Carlo simulation to derive their Lyα LFs. In their simulations, they had taken into account the NB shape effect. Therefore, their Lyα LFs are considered to be those corrected for the NB shape effect and the best estimations of the true ones.
