An integer packing set is a set of nonnegative integer vectors with the property that, if a vector x is in the set, then every nonnegative integer vector y with y ≤ x is in the set as well. Integer packing sets appear naturally in Integer Optimization. In fact, the set of integer points in any packing polyhedron is an integer packing set. The main result of this paper is that integer packing sets, ordered by inclusion, form a well-quasi-ordering. This result is then used to prove that the k-aggregation closure of any packing polyhedron is again a packing polyhedron. We further discuss the relationship between integer packing sets and packing polyhedron, and obtain the same polyhedrality result for the generalized definition of aggregation closure onto non-polyhedron set.
Introduction
In order theory, a quasi-order is a binary relation over a set O that is reflexive: ∀a ∈ O, a a, and transitive: ∀a, b, c ∈ O, a b and b c imply a c. A quasiorder is a well-quasi-order (wqo) if any infinite sequence of elements x 1 , x 2 , . . . from O contains two elements x i x j with i < j. A classic example of a quasi-order over the set of graphs is given by the graph minor relation. The Robertson-Seymour Theorem (also known as the graph minor theorem) essentially states that the set of finite graphs is well-quasi-ordered by the graph minor relation. This fundamental result is the culmination of twenty papers written as part of the Graph Minors Project [15] . Interested readers may find more examples and characterizations in the comprehensive survey paper by Kruskal [13] . The main result of this paper is that a quasi-order arising from Integer Optimization is a well-quasi-order.
We define an integer packing set in R n as a subset Q of N n with the property that: if x ∈ Q, y ∈ N n and y ≤ x, then y ∈ Q. Note that the relation ⊆ is a quasi-order over the set of integer packing sets. We are now ready to state our main result.
Theorem 1. The set of integer packing sets in R n is well-quasi-ordered by the relation ⊆.
Integer packing sets appear naturally in Integer Optimization. A packing polyhedron is a set of the form P = {x ∈ R n | Ax ≤ b, x ≥ 0} where the data A ∈ R n×m , b ∈ R m is non-negative. Clearly, for any packing polyhedron P , the set P ∩ Z n , is an integer packing set. However, note that not all integer packing sets are of this form. This connection between packing polyhedra and integer packing sets allows us to employ Theorem 1 to answer a recently posed open question in Integer Optimization.
In [3] , the authors introduce the concept of k-aggregation closure for packing and covering polyhedra. Given a packing polyhedron P = {x ∈ R n | Ax ≤ b, x ≥ 0}, and k ∈ N, the k-aggregation closure of P is defined by
. . , k}).
The set A k (P ) is defined as the intersection of an infinite number of sets, and each one is the convex hull of an integer packing set. A natural question is whether the set A k (P ) is polyhedral. In [3] the authors argue that if every entry of A is positive, then A k (P ) is a polyhedron. As a consequence of Theorem 1, we show the following result.
Theorem 2. For any packing polyhedron P , its k-aggregation closure A k (P ) is also a packing polyhedron, for any k ∈ N.
In the special case k = 1, the k-aggregation closure is also known as the aggregation closure and is denoted by A(P ). In the paper [14] , the authors independently show that the aggregation closure of a packing or covering rational polyhedron P is polyhedral. The main differences with our Theorem 2 are the following: (i) The result in [14] holds for both packing and covering polyhedra, while our Theorem 2 only deals with the packing case; (ii) The proof in [14] is direct, while our Theorem 2 is a consequence of Theorem 1; (iii) The result in [14] requires the polyhedron P to be rational, while in our case P is a general polyhedron. In fact, this can be naturally generalize to non-polyhedral convex sets, as later stated in Theorem 4 and Theorem 5.
Our work sheds light onto the connection between Order Theory and polyhedrality of closures in Integer Optimization. This connection has been previously explored in only few papers. In [2] , Averkov exploits the Gordan-Dickson lemma to show the polyhedrality of the closure of a rational polyhedron obtained via disjunctive cuts from a family of lattice-free rational polyhedra with bounded max-facet-width. In the paper [7] , Dash et al. consider fairly well-ordered qoset to extend the result of Averkov. In particular, the authors prove the polyhedrality of the closure of a rational polyhedron with respect to any family of t-branch sets, where each set is the union of t polyhedral sets that have bounded max-facet-width. Other recent polyhedrality results in Integer Optimization include [1, 4, 9, 5, 6] .
The organization of this paper is as follows: In Section 2 we present some preliminaries in Order Theory and introduce some notation that will be used in our proofs. In Section 3 we show Theorem 1, while in Section 4 we provide a proof of Theorem 2.
Preliminaries in Order Theory and notation used
In Section 2.1, we present some definitions and well-known results in Order Theory, which will be useful in our proofs. Next, in Section 2.2, we introduce the notation for projections and Cartesian products that we will be using.
Preliminaries in Order Theory
In this paper, we will mostly work with partial orders, as opposed to the more general quasi-orders. This is because the relation ⊆ is naturally a partial order over the set of integer packing sets. Recall that a partial order is a quasi-order that is antisymmetric: ∀a, b ∈ O, a b and b a imply a = b. A partially ordered set, or poset, is a set with a partial order. We denote a poset by the pair (O, ), or simply by O when the partial order is clear from the context.
If a b and a = b, then we write a ≺ b. We say that two elements a, b of O are comparable if a b or b a. In this paper we will be mainly considering two types of posets: (1) Posets where O is a set of subsets of R n , and the partial order is given by the containment ⊆; (2) Posets where O is a subset of N n , and the partial order is given by the componentwise ≤. In the first case, two subsets A and B of R n are not comparable when both A \ B and B \ A are nonempty. In the second case, two vectors a, b ∈ N n are not comparable when there exists indices i, j ∈ {1, 2, . . . , n} such that a i < b i and a j > b j .
A chain is a subset of a poset such that every pair of elements is comparable, and an antichain is a subset of a poset in which no two distinct elements are comparable. A maximal chain (resp., maximal antichain) is a chain (resp., antichain) that is not a proper subset of another chain (resp., antichain). The following is a consequence of Hausdorff Maximality Principle (see, e.g., [17] , page 95). Lemma 1. In any poset, every antichain is contained in a maximal antichain.
The next lemma follows from the infinite Ramsey theorem (see, e.g., [11, 18] ).
Lemma 2. Every infinite poset has an infinite chain or an infinite antichain.
A downset of a poset (O, ) is a subset D of O with the property that, if x ∈ D, y ∈ O and y x, then y ∈ D. Downsets can also be constructed starting from any subset Q of O. The downset of Q, denoted by D(Q), is defined as
See [10] . Note that the same set Q can be a subset of two different posets O and O ′ , and, as a consequence, the two corresponding downsets D(Q) can be different. To avoid confusion, whenever we consider a downset D(Q) we always mention the corresponding poset O if it is not clear from the context. We remark that every downset of the poset (N n , ≤) is an integer packing set. The next lemma connects the downset in R n + with the packing polyhedron we defined earlier.
Lemma 3.
A polyhedron is a downset in R n + if and only if it is a packing polyhedron.
Proof. According to the definition of packing polyhedron, it's obvious that it is also a downset in R n + , hence it suffices for us to show the other direction: If a polyhedron P is a downset in R n + , then P can be written as {x ∈ R n + | Ax ≤ b} for some
If M has all non-negative entries, then this is our desired matrix and we are done. Otherwise, there exists some row M i which has M i,j < 0 for some j ∈ [n]. We denote the polyhedron in R n + defined by all inequalities in M x ≤ d but the i-th one to be P ′ . If P ′ ∩ {x ∈ R n | M T i x = d i } = ∅, this means either P = ∅, which would conclude the proof, or, M T i x ≤ d i is redundant to P ′ , which will also enable us to drop the i-th row of M without changing the feasible region. Now, assuming
: Denote m to be the vector obtained from replacing the j-th component of M i by 0. Then we want to show:
we know
Consider vectorx being obtained from replacing the j-th component of x * by
andx ≤ x * , since by assumption P is a downset in R n + and x * ∈ P , we knowx ∈ P , in particularx ∈ P ′ . Therefore, we find a vectorx
> 0, contradicts to our initial assumption.
There exists some pointx
In particular,x ∈ P , by downset assumption on P , after replacing the j-th component ofx by 0, the new vector should also be contained in P . We denote this vector to bex. Since M i,j < 0 and
∈ P , which gives us the contradiction.
All in all, if there exists some entry of M being negative, then we can either drop out that particular row from M and b, or we can replace that negative component by 0, and the resulting linear system together with non-negative constraint x ≥ 0 gives the same feasible region as P . Hence after doing such operation for finitely many times, we would end up obtaining the linear system Ax ≤ b with (A, b) having all non-negative components.
An infinite descending chain in a poset (O, ) is an infinite, strictly decreasing sequence of elements x 1 ≻ x 2 ≻ · · · . A poset (O, ) is said to have finite basis property if for all Q ⊆ O, there exists a finite subset Q ′ ⊆ Q such that every Q ∈ Q satisfies Q ′ Q for some Q ′ ∈ Q ′ . See [12] for more details.
The next result provides us with characterizations of wqo posets. For more details we refer the reader to Theorem 2.1 in [12] . In our proofs we also use the Gordan-Dickson lemma [8] , which can be stated in the following form.
Lemma 5 (Gordan-Dickson). The poset (N n , ≤) is a wqo.
Projections and Cartesian products
For ease of notation, in this paper we denote by [n] the index set {1, 2, . . . , n}. In our proofs we often need to construct sets that can be obtained by first taking the Cartesian product of lower-dimensional sets, and then by permuting some components. To be able to easily write these products, we need to introduce some non-standard notation.
The building block of this notation is given by t-dimensional vectors and sets whose variables are not necessarily indexed by 1, . . . , t. Let T ⊆ [n]. For every x ∈ R, we define x T as the |T |-dimensional vector x such that each variable x i , for i ∈ T , coincides with x. In particular, we will use the origin vector 0 T . A similar notation will be used for sets. For every subset S of R, we define S T as the set of all |T |-dimensional vectors x such that each variable x i , for i ∈ T , can take any value in S. In particular, we will often use the sets R T , Z T , and the singleton {0} T .
For every x ∈ R n , we denote by proj T x the subvector of x of components x i , for i ∈ T . Similarly, for every A ⊆ R n , we denote by proj T A the orthogonal projection of A onto the space of variables with indices in T . Formally,
For every T ⊆ [n], we denote by T c = [n] \ T . With this notation in place it is natural to define our Cartesian product of vectors and sets. For a ∈ R T and b ∈ R T c , we define a × b as the unique vector x ∈ R n such that proj T x = a and proj T c x = b. Similarly, for A ⊆ R T and B ⊆ R T c , we define the Cartesian product
The Cartesian product of two or more sets A 1 × · · · × A k will also be denoted by
Integer packing sets are well-quasi-ordered
In the remainder of the paper we denote by F the set of integer packing sets in R n . Clearly (F , ⊆) is a poset. As stated in Lemma 4, in order to show that (F , ⊆) is a wqo, we equivalently prove that (F , ⊆) has no infinite descending chain, and has no infinite antichain. In Section 3.1 we show that (F , ⊆) has no infinite descending chain, while in Section 3.2 we prove that (F , ⊆) has no infinite antichain.
F has no infinite descending chain
In order to establish that (F , ⊆) has no infinite descending chain we first prove a general lemma.
Lemma 6. Let (O, ) be a wqo, and denote by O ′ the set of all downsets of O. Then (O ′ , ⊆) has no infinite descending chain.
Proof. Assume, for a contradiction, that there exists an infinite descending chain in (O ′ , ⊆), and denote it by
. Consider now the infinite sequence of elements
, which gives us a contradiction.
We are now ready to show our first proposition. Proposition 1. The poset (F , ⊆) has no infinite descending chain.
Proof. Consider now the poset (N n , ≤), which is a wqo from Lemma 5. Note that the set of all downsets of N n is F . Then, Lemma 6 implies that (F , ⊆) has no infinite descending chain.
F has no infinite antichain

A key result
The purpose of this section is to present and prove Lemma 8. This result plays a fundamental role in proving that F has no infinite antichain. Furthermore, it can be seen as a generalization of the Godan-Dickson lemma. Before stating Lemma 8, we need to prove the following technical result, which can be easily derived from Lemma 2. 
Proof. Consider first the case |{a i | i ∈ I}| = ∞. The poset ({a i | i ∈ I}, ) has no infinite antichain. Therefore, from Lemma 2, it has an infinite chain. This implies that there exists an infinite subset I ′ of I such that {a i | i ∈ I ′ } is a chain.
Next, we consider the case |{a i | i ∈ I}| < ∞. Since |I| = ∞, the pigeonhole principle implies that there exists an element a * ∈ {a i | i ∈ I} and I ′ ⊆ I with
We are now ready to present Lemma 8. See Figure 1 for an illustration of the statement. 
, be k posets, and assume that each of them has no infinite antichain. Let I be a set with |I| = ∞, and let a i j ∈ O j , for each i ∈ I and j ∈ [k]. Assume that, for every i ∈ I and j ∈ [k], the downset D({a i j }) (in the poset (O j , j )) is finite. Then there exist t 1 , t 2 ∈ I such that a
Proof. First, we show that it is sufficient to prove this result under the additional assumption that each poset {a i j | i ∈ I}, for j ∈ [k], is a chain. The poset {a i 1 | i ∈ I} has no infinite antichain, and from Lemma 7 there exists I 1 ⊆ I with |I 1 | = ∞, such that {a i 1 | i ∈ I 1 } is a chain. Next, consider the poset {a i 2 | i ∈ I 1 }. Also this poset has no infinite antichain, thus from Lemma 7 there exists I 2 ⊆ I 1 with |I 2 | = ∞, such that {a i 2 | i ∈ I 2 } is a chain. Note that {a i 1 | i ∈ I 2 } is a chain as well. Applying this argument recursively k times, we obtain I k ⊆ I with |I k | = ∞, such that {a i j | i ∈ I k } is a chain for every j ∈ [k]. Now we proceed to the proof of this lemma with the additional assumption that that each poset {a i j | i ∈ I}, for j ∈ [k], is a chain. The proof is by induction on the positive integer k. If k = 1 the result directly follows from the fact that {a i 1 | i ∈ I} is a chain. Next we prove the inductive step. Let k ≥ 2, and arbitrarily fix t ∈ I. Consider first the case where there exists i ∈ I such that ∀j ∈ [k], a i j j a t j . By chain property, we know a i j j a t j is equivalent to a t j ≺ j a i j , then just set t 1 := t, t 2 := i and we are done. Thus we can now assume that for every i ∈ I, ∃j ∈ [k] such that a i j j a t j . Since j ∈ [k] has only finitely options, while |I| = ∞, the pigeonhole principle implies that there exist j * ∈ [k] and a subset I ′ ⊆ I with |I ′ | = ∞ such that
By assumption of the lemma, we know that the downset D({a t j * }) is finite. Hence there are only finitely many elements a ∈ O j * such that a j * a t j * . Since |I ′ | = ∞, from the pigeonhole principle, there exists a subset I ′′ ⊆ I ′ with |I ′′ | = ∞ such that
By applying the induction hypothesis to the k − 1 posets (O j , j ), j ∈ [k] \ {j * } and the set I ′′ , there exist t 1 , t 2 ∈ I ′′ such that a
j * , we have that t 1 , t 2 satisfy the conclusion statement of the lemma.
Integer packing set decomposition
In this section we introduce a decomposition algorithm, which uniquely decomposes any integer packing sets into the union of finitely many "simpler" integer packing sets. We first state our algorithm.
Algorithm 1 Integer packing set decomposition
Input: An integer packing set Q ⊆ R n .
among the minimal (w.r.t. inclusion) subsets T ⊂ [n] such that {0} T ×N T c ⊆ Q ′ , let S be the lexicographically minimum; 4:
, and update S Q := S Q ∪ {S};
We remark that, in step 3 of the algorithm, the "lexicographically minimum" is only used to make sure that the output of the algorithm is always the same if the input does not change. Furthermore, the downset considered in step 5 is in the poset (N n , ≤).
The following lemma shows that Algorithm 1 is correct and terminates. Furthermore, it provides some insight on its properties, and clarifies how the integer packing set Q in input can be decomposed using the output of the algorithm. (ii) The set Q S in step 4 is a finite nonempty integer packing set in R S .
(iii) The algorithm terminates in finite time.
(iv) At termination, the integer packing set Q in input can be decomposed as
where S Q and Q S , for all S ∈ S Q , are given by the output of the algorithm.
Proof. (i). First we show that a minimal set S ⊂ [n] as in step 3 exists. From step 2, we know |Q ′ | = ∞. Furthermore, note that Q ′ is an integer packing set, since it is a downset of the poset (N n , ≤). Since the set [n] is finite, it suffices to show that there exists T ⊂ [n], such that {0} T × N T c ⊆ Q ′ . We prove this statement by contradiction. In particular, for any set T of the form
Since Q ′ is an integer packing set, no vector in Q ′ can have the ith component larger than y i . It follows that Q ′ ⊆ n i=1 {0, . . . , y i } {i} , which contradicts the assumption that |Q ′ | = ∞. This concludes the proof of (i).
In the remainder of the proof, for the ease of notation, for every set S ⊂ [n], we denote the set Q S × N S c by lift(Q S ).
(ii). We show the set Q S in step 4 is a finite nonempty integer packing set in R S . Clearly the set Q S is nonempty since {0} S × N S c ⊆ Q ′ .
Next, we show that Q S is a finite set. To prove this claim, we show that there exists 0 < k < ∞ such that Q S ⊆ {0, . . . , k} S . Assume by contradiction that ∀k ∈ N, ∃x k ∈ Q S \ {0, . . . , k} S . This implies that for all k ∈ N, there exists x k ∈ N S with {x k } × N S c ⊆ Q ′ , and an index i k ∈ S, such that x k i k ≥ k + 1. Since S is finite, there exists i * ∈ S and an infinite subset M of N such that i k = i * for every k ∈ M . Therefore, x k i * → ∞ when k → ∞. Because for all k, {x k } × N S c ⊆ Q ′ and Q ′ is an integer packing set, we have
Using the fact that x k i * → ∞ and Q is an integer packing set, we establish that
Finally, as S \ {i * } is a proper subset of S, this contradicts the minimality of S in step 3. This concludes the proof that Q S is a finite set. Finally, the set Q S is an integer packing set. This is because, for any a ∈ Q S , it
The last equality holds because Q ′ is an integer packing set. This concludes the proof of (ii).
(iii). We show that Algorithm 1 terminates in finite time. It is sufficient to show that the set S found in step 3 is different at each iteration of the while loop. Consider an iteration of the while loop and the corresponding set Q ′ at the beginning of such loop. Let S be the set found in step 3, and let Q S defined as in step 4. We establish finite termination of the algorithm by showing
Since the set Q ′ in the next iteration is redefined to be D(Q ′ \ lift(Q S )), these two facts together imply that the same set S is never found at two different iterations of the while loop.
To see that
where the last equality follows from the fact that Q ′ is a downset in the poset (N n , ≤).
To conclude the proof of (i) we only need to show
. From the definition of Q S in step 4 and from (ii), we have {0} S × N S c ⊆ lift(Q S ). Hence, no vector in
From the Gordan-Dickson lemma 5 and Lemma 4, we obtain that the set proj S (Q ′ \ lift(Q S )) ⊆ N S has the finite basis property. Thus there exists X ′ ⊆ proj S (Q ′ \ lift(Q S )) with |X ′ | < ∞ such that ∀x ∈ Q ′ \ lift(Q S ), there is some x ′ ∈ X ′ with x ′ ≤ proj S x. For every k ∈ N, consider the vector x k ∈ Q ′ \ lift(Q S ) previously defined. For every k ∈ N, there exists a y k ∈ X ′ such that y k ≤ proj S x k . Since the set X ′ is finite, by the pigeonhole principle we know there exists an infinite subset M ⊆ N and a vector y ∈ X ′ such that y ≤ proj S x k for every k ∈ M . From the latter inequality together with (1), we obtain y × k S c ≤ x k . Since x k ∈ Q ′ , and Q ′ is an integer packing set, we conclude that for each k ∈ M , we have y × k S c ∈ Q ′ , and {y} × {0, . . . , k} S c ⊆ Q ′ . By taking the limit for k → ∞ among the k ∈ M , we obtain
From the definition of Q S in step 4, we know y ∈ Q S . Then
. This is a contradiction, since we know y ∈ X ′ ⊆ proj S (Q ′ \ lift(Q S )). This concludes the proof of (iii).
(iv). We show that at termination of Algorithm 1 we have:
where S Q and Q S , for all S ∈ S Q , are given by the output of the algorithm. In fact, it is sufficient to show that at each iteration of the while loop, we have
To see the reverse inclusion ⊇, note that step 4 implies Q S × N S c ⊆ Q ′ . Moreover, since Q ′ is an integer packing set, we have
, and this concludes the proof of (iv).
We provide a simple example of the decomposition obtained via Algorithm 1. Consider the integer packing set Q defined by {(
The vectors in the set Q are the blue dots in Figure 2 . The algorithm initializes Q ′ := Q and S Q := ∅. In the first iteration the algorithm defines Q {1} := {0, 1} ⊆ N {1} and updates S Q := {{1}} and Q ′ := {(x 1 , x 2 ) ∈ N 2 | x 2 ≤ 1} ∪ ({0, 1, 2} × {2}). In the second iteration, the algorithm defines Q {2} := {0, 1} ⊆ N {2} , and updates S Q := {{1}, {2}} and Q ′ := {0, 1, 2} × {0, 1, 2}. Since |Q ′ | < ∞ the algorithm exits the while loop. Since |Q ′ | = ∅, the algorithm defines Q {1,2} := {0, 1, 2} × {0, 1, 2} ⊆ N {1,2} . and updates S Q := {{1}, {2}, {1, 2}}. 
Main proof
In this section, we leverage on the results obtained so far in Section 3.2 to prove that F has no infinite antichain.
Lemma 10. For each i ∈ [n]
, let M i ∈ R + , and let F ′ be defined as
Proof. To avoid confusion, we remark that in this proof the downsets D(·) are all with respect to the poset (N n , ≤). Let A ′ be an infinite antichain in the poset F ′ . We construct A := {D(F ′ ) | F ′ ∈ A ′ }. Clearly A ⊆ F . Next we want to show that A is an infinite antichain in F . Since |A ′ | = ∞, it is sufficient for us to show that if
∈ F ′ and assume that they are not comparable. Define
and symmetrically we obtain b ∈ F 2 \ F 1 . Hence we have shown that F 1 and F 2 are not comparable.
The next two lemmas show that, under some specific assumptions, antichains in F are finite. The next lemma is quite technical. It uses twice Lemma 8 as well as Lemma 10.
Lemma 11. Let Q be an antichain in F such that |Q| < ∞ for each Q ∈ Q. Then, Q is finite.
Proof. We prove it by induction on the dimension n of the sets in F . The base case of the induction is n = 1, and the statement holds because |Q| = 1. For the inductive step, we assume that the statement holds in dimensions 1, 2, . . . , n − 1 and we prove that it holds also in dimension n.
Assume for a contradiction that Q is infinite. Arbitrarily pickQ ∈ Q. Sincē Q is finite, we know that there exists a finite positive integer number M such that
We show that, for every Q ∈ Q, we have Q∩[M +1, ∞) n = ∅. Clearly,Q satisfies this claim. Consider now Q ∈ Q different fromQ. Assume by contradiction that there exists x ∈ Q such that
where D(·) is the downset with respect to (N n , ≤) . This contradicts the assumption that Q is an antichain.
For every nonempty T ⊆ [n], we define
Clearly,
Hence, for every Q ∈ Q, we have
For each Q ∈ Q we define
From (2), we obtain
For Q ∈ Q and T ∈ T Q , we define
Note that each Q T is nonempty, finite, and is a downset in the poset (N n ∩ B T , ≤).
From (3), we obtain
Because there are finitely many choices for T Q and Q is infinite, then by the pigeonhole principle we know that there exists a set of nonempty subsets of [n] , that we denote by T , and Q ′ ⊆ Q with |Q ′ | = ∞, such that ∀Q ∈ Q ′ , T Q = T . Therefore, from (4), each Q ∈ Q ′ can be written as
Fix one T ∈ T and consider the poset ({Q T | Q ∈ Q ′ }, ⊆). This poset is a subset of the poset of all finite downsets in (N n ∩ B T , ⊆) which we denote by (N T , ⊆). We have the following claim.
Claim 1. For every T ∈ T , the poset (N T , ⊆) has no infinite antichain.
Proof of claim. Assume for contradiction that there exists an infinite antichain A in N T . For each x ∈ {0, . . . , M } T and R ∈ A, we define
Since R ⊆ N n ∩ B T and proj T B T ⊆ [0, M + 1) T , then we can write each R as:
Since, by assumption, R is finite, it follows that each set R x , for x ∈ {0, . . . , M } T , is a finite downset in (N \ {0, . . . , M }) T c . Consider the poset whose elements are the finite integer packing sets in R T c . Since T is nonempty, we have |T c | < n, and using the induction hypothesis, we conclude that this poset has no infinite antichain. Lemma 10 implies that the poset whose elements are the finite downsets in (N\{0, . . . , M }) T c also contains no infinite antichain. A subset of this poset is {R x | R ∈ A}, for any x ∈ {0, . . . , M } T , thus {R x | R ∈ A} also contains no infinite antichain.
We now apply Lemma 8. The posets O j in the lemma are all equal to the poset of all finite downsets in (N \ {0, . . . , M }) T c with partial order ⊆. We have just established that this poset has no infinite antichain. In the lemma we consider one poset for each j ∈ [k], while here we consider one poset for each x ∈ {0, . . . , M } |T | . The infinite set I in the lemma is here the infinite set A. Each a i j , for i ∈ I, j ∈ [k], in the lemma corresponds here to a set R x , for R ∈ A, x ∈ {0, . . Hence, from Lemma 8, we know there must exist two sets R 1 , R 2 ∈ A, such that ∀x ∈ {0, . . . , M } T , we have R 1
x ⊆ R 2 x . From (6), we can write
Since for each x, we have {x} × R 1 x ⊆ {x} × R 2 x , we obtain R 1 ⊆ R 2 . This is a contradiction since R 1 , R 2 ∈ A, and A is an antichain. Hence by Lemma 8 we know there must exist two integer packing sets
T , then we get Q 1 ⊆ Q 2 . This is a contradiction because Q 1 and Q 2 are both in the antichain Q ′ .
The main ingredients for the proof of the next lemma are Lemma 8 and Lemma 11.
Lemma 12. Let Q be an antichain in F such that |Q| = ∞ for each Q ∈ Q. Then, Q is finite.
Proof. Assume for a contradiction that Q is an infinite antichain in F with |Q| = ∞ for each Q ∈ Q.
Each Q ∈ Q is an integer packing set, thus, by Lemma 9 (iv), it can be decomposed as
where S Q ⊆ 2 [n] , and, from Lemma 9 (ii), each Q S is a finite integer packing set in R S . Clearly, S Q is a finite set. Since Q is an infinite set, then by the pigeonhole principle there exists Q ′ ⊆ Q with |Q ′ | = ∞ and S * ⊆ 2 [n] such that S Q = S * for all Q ∈ Q ′ . For each Q ∈ Q ′ we have
where each Q S is a finite integer packing set in R S .
Next we explain how we apply Lemma 8. The finite set [k] in the lemma corresponds to the finite set S * . Each posets O j , for j ∈ [k], in the lemma correspond to the set of all finite integer packing sets in R S , for S ∈ S * . These posets have no infinite antichain by Lemma 11. The infinite set I in the lemma is here the infinite set Q ′ . Each a i j , for i ∈ I, j ∈ [k], in the lemma corresponds here to a set Q S , for Q ∈ Q ′ , S ∈ S * . The downset D({a i j }) in the lemma corresponds to D({Q S }) which is the collection of all finite integer packing sets in R S that are also subsets of Q S . Since Q S is a finite set, it follows that D({Q S }) is finite.
Hence by Lemma 8 we know there exist P, Q ∈ Q ′ , such that for all S ∈ S * , we have Q S ⊆ P S . From (7), we can write P and Q in the form
We conclude that Q ⊆ P , which is a contradiction since P, Q ∈ Q ′ ⊆ Q, and by assumption Q is an antichain.
The combination of the two previous lemmas naturally yields the main proposition in this section. Proof. Given any antichain Q ⊆ F , define
Then Q 1 and Q 2 are two antichains. Lemma 11 implies that Q 1 is finite, and Lemma 12 yields that Q 2 is finite. We conclude that Q = Q 1 ∪ Q 2 is finite.
Proposition 1, Proposition 2, and Lemma 4, directly imply that (F , ⊆) is a wqo. This concludes the proof of Theorem 1.
Polyhedrality of the k-aggregation closure
Let (O, ) be a poset, and let Q ⊆ O. The infimum of Q in O is defined as an element Q * ∈ O that satisfies the following conditions:
(ii) For any other R ∈ O such that R Q ′ for any Q ′ ∈ Q, we have R Q * .
It is well-known that an infimum element does not always exist, and if it exists, then it is unique.
Consider now the following question, which often arises in Cutting Plane Theory in Integer Optimization: Given an infinite number of polyhedra Q ∈ Q, can the set ∩ Q∈Q Q be obtained as the intersection of finitely many polyhedra in Q? If so, then the set ∩ Q∈Q Q is a polyhedron. The next lemma shines light on the connection between this question and the definition of infimum.
Lemma 13. Let O be the poset of all polyhedra in R n , ordered by inclusion. Let Q be a set containing an infinite number of polyhedra. Then, the set ∩ Q∈Q Q is polyhedral if and only if the subset Q has an infimum in O.
Proof. To see this equivalence, first note that, if ∩ Q∈Q Q is polyhedral, then it is the infimum of Q in O. On the other hand, assume that ∩ Q∈Q Q is not polyhedral. To derive a contradiction, we assume that Q has an infimum P * in O. In particular, P * is a polyhedron contained in the convex set ∩ Q∈Q Q. Since P * ⊂ ∩ Q∈Q Q, there exists a some point q ∈ ∩ Q∈Q Q \P * . Then conv(P * ∪ {q}) is also a polyhedron, with P * ⊂ conv(P * ∪ {q}) ⊂ ∩ Q∈Q Q. This contradicts the fact that P * is the infimum of Q in O.
Let (O 1 , 1 ) and (O 2 , 2 ) be two posets, and consider an operator I :
We say that the operator I is monotone if for any
For a poset O, we say that it is a meet-semilattice, if for any finite subset Q ⊆ O, there always exists the infimum of Q in O. Proof. Since O 1 is a wqo, then from Lemma 4 we know that O 1 has the finite basis property. In particular, this implies that there exists a finite subset Q ⊆ O 1 such that every Q ∈ O 1 satisfies Q ′ 1 Q for some Q ′ ∈ Q. Consider I(Q) ⊆ O 2 . Since Q is a finite set, then I(Q) is also finite. Since O 2 is a meet-semilattice, we know that I(Q) has an infimum in O 2 , which we denote by Q * . In the remainder of the proof we show that Q * is the infimum of
First, we show (i) in the definition of infimum. For any Q ∈ O 1 , according to the finite basis property, there exists Q ′ ∈ Q such that Q ′ 1 Q. Since I is monotone operator, we have I(Q ′ ) 2 I(Q). Because Q * is the infimum of I(Q) in O 2 , and Q ′ ∈ Q, we obtain Q * 2 I(Q ′ ). Together with I(Q ′ ) 2 I(Q) we get Q * 2 I(Q). This relation holds for any arbitrary I(Q) ∈ I(O 1 ).
Next, we show (ii) in the definition of infimum. Assume R ∈ O 2 , with the property that R 2 I(Q) for any Q ∈ O 1 . Then since Q ⊆ O 1 , we also have R 2 I(Q) for any Q ∈ Q. However, since Q * is the infimum of I(Q) in O 2 , we know R 2 Q * .
Before showing the proof of Theorem 2, we present one final lemma. Lemma 14. For any integer packing set Q, conv(Q) is a packing polyhedron. In particular, when Q = D∩N n for some closed convex downset D in R n + , then conv(D∩ N n ) = conv(D ∩ N n ) is a packing polyhedron.
Proof. First, we show for any integer packing set Q, conv(Q) is a polyhedron.
For any integer packing set Q, From Lemma 9 (ii) and (iv), we can write Q as: Q = ∪ S∈S Q (Q S × N S c ), where S Q is finite and each Q S is a finite integer packing set in R S . Hence conv(Q S × N S c ) is also polyhedral. So we have conv(Q) = conv(∪ S∈S Q (Q S × N S c )) = conv(∪ S∈S Q conv(Q S × N S c )), which means for any integer packing set Q, conv(Q) can be written as the closure of the convex hull of the finite union of polyhedron. According to Balas disjunctive formulation we know this is polyhedral.
Now we are going to show, when D is a downset in R n + , conv(D ∩N n ) = conv(D ∩ N n ), which would imply conv(D ∩ N n ) being a polyhedron, since D ∩ N n is clearly an integer packing set. Here we denote
, where e i denotes the unit vector in R n with i-th component being 1.
Since D ⊇ F and D is a closed convex set, therefore we have conv(F ) ⊆ D. Here
Proof of claim.
For anyq ∈ {v} + cone(∪ S∈S F R S ), we haveq i − v i ≥ 0 for i ∈ ∪ S∈S F S c , andq j = v j for j ∈ ∩ S∈S F S. Easy to seeq can be written as the convex combination of points in {v
For any q ∈ conv(F ), it can be written as:
Note that q can also be written as:
From the last Claim 2, we know {v i } + cone(∪ S∈S F R S ) ⊆ conv(F ), therefore any q ∈ conv(F ) can be written as the convex combination of points in conv(F ), which implies conv(F ) = conv(F ).
Next, we show for any integer packing set Q, conv(Q) is also a packing polyhedron. The following claim gives a sufficient condition. 1. When Q is a finite and full-dimensional integer packing set, then conv(Q) is a packing polyhedron; 2. When Q 1 and Q 2 are two integer packing sets, then conv(
Proof of claim. From our previous discussion, we know conv(Q) = conv(
, where each conv(Q S × N S c ) = conv(Q S ) × R S c + , and Q S is a finite, full-dimensional integer packing set in R S . If statement (i) is true, then we know each conv(Q S × N S c ) is also a packing polyhedron. Because statement (ii) is true, then for any two S, T ∈ S Q , conv conv(
is a polyhedron, and from what we've shown in Lemma 3, any polyhedron which is also a downset in R n + is a packing polyhedron, therefore we established that conv conv(Q S × N S c ) ∪ conv(Q T × N T c ) is indeed a packing polyhedron, for any S, T ∈ S Q . Noticing the fact that for any set A, conv(A) = conv(A), then we can apply this sequentially to all packing polyhedron conv(Q S ) × R S c + one by one, in the end we would obtain conv(Q) also being a packing polyhedron. ⋄
In the following we are going to prove these two statements in Claim 2. Denoting Q to be a finite, full-dimensional integer packing set in R n , we want to show for any facet defining inequality f T x ≤ g of polyhedron conv(Q), (f, g) must have all nonnegative components. Since 0 ∈ Q, we know g ≥ 0. Assuming there exists f i < 0 for some i ∈ [n]. Since conv(Q) is the convex hull of finitely many integer points, we know each facet contains at least n extreme points and the facet defining inequality is exactly determined by those extreme points. Consider the facet conv(Q) ∩ {x ∈ R n | f T x = g}. We know there must exist some extreme point x * ∈ conv(Q) ∩ {x ∈ R n | f T x = g} with x * i > 0, x * ∈ Q, because otherwise this facet would be contained in x i = 0, which leads to the contradiction. Now consider another pointx ∈ N n obtained from replacing the i-th component of x * by 0. Since x * ∈ Q, Q is an integer packing set andx ≤ x * , we knowx ∈ Q, in particularx ∈ conv(Q). But clearly f Tx = f T x * − x * i · f i > g, this contradicts to the facet defining inequality assumption.
Lastly, we want to show: for any two integer packing set Q 1 , Q 2 ⊆ R n + , q ∈ conv(Q 1 ∪ Q 2 ) and p ≤ q, p ∈ R n + , there must be p ∈ conv(Q 1 ∪ Q 2 ). If q ∈ Q 1 ∪ Q 2 , then this trivially holds. Now assuming q = λa + (1 − λ)b for a ∈ Q 1 , b ∈ Q 2 , λ ∈ (0, 1). For each component q i = λa i + (1 − λ)b i , we know that any non-negative number no bigger than q i can also be written as the convex combination of two numbers no bigger than a i , b i individually and with the same convex combination coefficients. Therefore for p i ≤ q i , we can find two non-negative numbersã i ≤ a i and b i ≤ b i , such that p i = λã i +(1−λ)b i . Putting all those components together and we obtain two vectorsã,b, which satisfy p = λã + (1 − λ)b. Here 0 ≤ã ≤ a, 0 ≤b ≤ b, this impliesã ∈ Q 1 ,b ∈ Q 2 . Hence p ∈ conv(Q 1 ∪Q 2 ) and we conclude the proof. Now we are ready to present the proof of Theorem 2.
Proof of Theorem 2. Let P be a packing polyhedron defined by P = {x ∈ R n | Ax ≤ b, x ≥ 0}, and let k ∈ N. We denote by O 1 the collection of sets {x ∈
Now we show how to use Theorem 3 to prove this statement. Denote by O 2 the poset given by all polyhedra in R n , ordered by inclusion. We define I : O 1 → O 2 to be the operator that maps every integer packing set Q ∈ O 1 to its convex hull conv(Q). It follows from Lemma 14, that conv(Q) indeed belongs to O 2 for every Q ∈ O 1 . Furthermore, it is easy to check that I is a monotone operator.
Note that (O 2 , ⊆) is a meet-semilattice. In fact, for any finite subset Q of O 2 , the infimum of Q in O 2 is just the intersection of all the polyhedra in Q, which is a polyhedron.
Theorem 3 then implies that I(O 1 ) has an infimum in O 2 . It then follows from Lemma 13, the set ∩ Q∈O 1 conv(Q) is polyhedral. According to the definition of O 1 the latter intersection is precisely the k-aggregation closure of P .
In order to show that the k-aggregation closure ∩ Q∈O 1 conv(Q) is also a packing polyhedron, it's sufficient to realize that by Lemma 14, we know each conv(Q) is a downset in R n + , by the definition of downsets, the intersection of any downsets is also a downset. Therefore we know that ∩ Q∈O 1 conv(Q) is also a downset in R n + . Combined with the fact that such intersection is a polyhedron, and by Lemma 3, any downset polyhedron in R n + is packing polyhedron, we complete the proof.
Generalization
According to what we have established so far, we could further obtain a generalized result about Theorem 2 for non-polyhedral set, which relies on a bit natural generalization of our definition for k-aggregation. In particular, for any set S ⊆ R n + , we denote Λ(S) := {f ∈ R n | max{f T x | x ∈ S} < ∞}, and the generalized k-aggregation closure of S is defined bỹ A k (S) := f 1 ,...,f k ∈Λ(S) conv({x ∈ N n | f j x ≤ max{f j s | s ∈ S}, ∀j = 1, . . . , k}).
And naturally, we can even extend the definition to k = ∞:
A ∞ (S) := conv({x ∈ N n | f T x ≤ max{f T s | s ∈ S} for all f ∈ Λ(S)}).
Easy to observe that when S is a compact set in R n + , then this definition coincides with the integral hull of S, but it's not always the case. In fact, we should be aware thatÃ ∞ (S) = conv(conv(S) ∩ N n ), because the intersection of all the closed half-spaces containing S is exactly conv(S), see Corollary 11.5.1 in [16] .
Before we making the analogous statement of Theorem 2, we need to verify that this generalized definition is indeed a generalization: when S is restricted to be a packing polyhedron, A k (S) =Ã k (S) for all k ∈ N. ClearlyÃ k (S) ⊆ A k (S), since any inequality λ T Ax ≤ λ T b for some λ ∈ R m + is a valid inequality of {x ∈ R n + | Ax ≤ b}. On the other hand, since S = {x ∈ R n | A −I x ≤ b 0 }, from
Farkas Lemma we know for any valid inequality f T x ≤ max{f T s | s ∈ S}, there exists some (λ, γ) ∈ R m+n + such that λ T A − γ T I = f, λ T b = max{f T s | s ∈ S}. Furthermore, whenever γ = 0, f T x = (λ T A − γ T I) T x ≤ max{f T s | s ∈ S} = λ T b would be dominated by another inequality λ T Ax ≤ λ T b in R n + , hence we also obtain the other direction A k (S) ⊆Ã k (S). Hence during our later discussion we would make no distinction between these two aggregation closures.
Recall the definition of downset, taking poset (R n + , ≤) as an instance, where ≤ is component-wise. Then we call D ⊆ R n + to be a downset in R n + , if for any x ∈ D, y ∈ R n + and y ≤ x, there is always y ∈ D. Now we stating the generalized statement of Theorem 2 in the following.
Theorem 4. For any downset S in R n + and k ∈ N, its k-aggregation closure is a packing polyhedron.
According to the definition of A k (S), it's still constructed from intersecting infinitely many conv(P ∩ N n ) for some packing polyhedron P , hence this theorem follows the exact same proof as Theorem 2, and we skip it here.
We can also show the exact same result for ∞-aggregation closure:
Theorem 5. For any downset S in R n + , its ∞-aggregation closure is a packing polyhedron.
Since A ∞ (S) = conv(conv(S) ∩ N n ), here conv(S) is a closed convex downset. Then from Lemma 14, we conclude the proof.
