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Abstract
A CP-flow over a separable Hilbert space K is a continuous one-parameter semigroup of completely
positive maps on B(K⊗L2(0,∞)) which is intertwined by the right shift semigroup, and CP-flows are ob-
tained from boundary weight maps. In this paper we generalize concepts of q-purity considered previously,
by defining an E0-semigroup to be q-pure if it is a CP-flow and its set of CP-flow subordinates is totally
ordered by subordination. We provide a complete description of all q-pure E0-semigroups of type II0 aris-
ing from boundary weight maps with range rank one, and we provide a criterion to determine if two such
boundary weight maps give rise to cocycle conjugate q-pure E0-semigroups when dimK < ∞. We also
show that boundary weight maps of range rank two do not give rise to q-pure E0-semigroups of type II0.
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Let B(H) be the algebra of all bounded operators on a separable Hilbert space H. A CP-
semigroup α = {αt : t ∈ R, t  0} acting on B(H) is a one-parameter semigroup of normal
contractive completely positive maps which is continuous in the point-strong operator topology.
When αt is in addition an endomorphism for every t > 0, then α is called an E-semigroup,
and if furthermore αt unital, then α is an E0-semigroup. We recommend the monograph by
Arveson [2] as an excellent introduction to the theory of E0-semigroups, and we will make use
of its terminology in the remainder.
Given α and β two CP-semigroups acting on B(H), we say that β is a subordinate of α if
αt − βt is a completely positive map for all t > 0. Given an E0-semigroup α, let S(α) be the
set of all its CP-semigroup subordinates, endowed with the partial order given by subordination.
Let also E(α) be the subset of all E-semigroup subordinates of α. Both partially ordered sets are
easily seen to be cocycle conjugacy invariants of α. The set S(α) was first studied by Bhat [3],
who characterized it completely in the type I case, with the help of quantum stochastic calculus
in the sense of Hudson and Parthasarathy [7]. Liebscher [12] has further described an alternative
presentation for E(α) in terms of subproduct systems arising from certain measure types with
partial order given by absolute continuity.
We would like to improve our understanding of the class of E0-semigroups α such that S(α)
is as small as possible. We will say that an E0-semigroup is q-pure if it is a CP-flow and its
set of CP-flow subordinates is totally ordered by subordination. This definition, which appears
here for the first time, unifies the definitions used earlier in the literature. See Section 4 for
a detailed discussion. It seems to us that q-pure E0-semigroups will become important objects in
the classification theory of E0-semigroups.
The class of q-pure E0-semigroups was first studied by Powers [15]. Recall that Powers [16]
has proven that any spatial E0-semigroup can be constructed (up to cocycle conjugacy) by choos-
ing an appropriate q-weight map over a separable Hilbert space K. A q-weight map over K is
a q-positive linear map defined on the predual of B(K) and with values on the linear space of
boundary weights defined on the null boundary algebra A(H) ⊆B(K⊗L2(0,∞)) (see Section 2
for details). Powers [15] completely described the q-weight maps over K= C which give rise to
q-pure E0-semigroups. Later Jankowski [8] analyzed a class of E0-semigroups of type II0 aris-
ing from boundary weight doubles (φ, ν) where φ :Mn(C) → Mn(C) is a q-positive linear map
and ν is an unbounded boundary weight over L2(0,∞). Jankowski characterized those bound-
ary weight doubles giving rise to q-pure E0-semigroups when the map φ either is invertible or
has rank one and in addition ν has the particular form ν(T ) = (f, (I − Λ)−1/2T (I − Λ)−1/2f )
where Λ ∈ B(L2(0,∞)) is the multiplication operator by e−x , T ∈A(H) and f ∈ L2(0,∞).
In Section 5 of this paper we generalize the results of Powers [15] and Jankowski [8]. We
obtain in Theorem 5.7 an effective description of all q-pure elements in the class R1 of all
E0-semigroups of type II0 arising from q-weight maps with range rank one. The range rank of a
q-weight map is defined to be the dimension of the range of its dual map in the appropriate sense
(see Definition 2.12 and the discussion preceding it for the details). In particular, the class R1
contains all the q-weight maps considered earlier by Powers [15] as well as those considered
by Jankowski [8] from boundary weight doubles (φ, ν) where φ has rank one. We obtain an
effective description of all q-weight maps in the class R1 which are q-pure. We also prove that if
K is finite-dimensional, then a q-corner between unbounded range rank one q-weight maps must
have range rank one (see Theorem 5.8). Furthermore, we describe one criterion to determine if
there exists a q-corner between q-pure boundary weight maps of range rank one over K finite-
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classification theory of q-pure E0-semigroups.
In Section 6, we show that if a q-weight map over a separable Hilbert space K has range
rank two, then it cannot give rise to an E0-semigroup of type II0 that is q-pure (Corollary 6.4).
In fact, when dimK = 2, we prove further that a q-weight map can only give rise to a q-pure
E0-semigroup of type II0 if it has range rank 1 or 4. This generalizes a result of Jankowski [9].
We describe the sections of the paper which were unmentioned so far. In Section 2 we re-
view the basic terminology and preliminary results which are fundamental for the remainder.
In Section 3 we introduce the concept of a boundary expectation, which has proved useful and
convenient for the analysis of q-weight maps with range rank one or two.
2. Preliminaries
In this article, we will consider only Hilbert spaces that are separable unless stated otherwise.
We will also denote the inner product of the Hilbert space by (·,·) and it will be taken to be
conjugate linear in the first entry.
2.1. E0-semigroups and CP-flows
Definition 2.1. Let H be a separable Hilbert space. We say a family α = {αt }t0 of normal
completely positive contractions of B(H) into itself is a CP-semigroup acting on B(H) if:
(i) αs ◦ αt = αs+t for all s, t  0 and α0(A) = A for all A ∈B(H);
(ii) for each f,g ∈H and A ∈B(H), the inner product (f,αt (A)g) is continuous in t .
If αt (I ) = I for all t  0, then α is called a unital CP-semigroup. When α is a unital
CP-semigroup and in addition the map αt is an endomorphism for every t  0, then α is called
an E0-semigroup.
We have two notions of equivalence for E0-semigroups:
Definition 2.2. An E0-semigroup α acting on B(H1) is conjugate to an E0-semigroup β acting
on B(H2) if there exists a ∗-isomorphism θ from B(H1) onto B(H2) such that θ ◦ αt = βt ◦ θ
for all t  0.
A strongly continuous family of contractionsW = {Wt }t0 acting on H2 is called a contrac-
tive β-cocycle if Wtβt (Ws) = Wt+s for all t, s  0. A contractive β-cocycle Wt is said to be a
local cocycle if for all A ∈B(H2) and t  0, Wtβt (A) = βt (A)Wt .
We say α and β are cocycle conjugate if there exists a unitary β-cocycle {Wt }t0 such that
the E0-semigroup acting on B(H2) given by β ′t (A) = Wtβt (A)W ∗t for all A ∈B(H2) and t  0
is conjugate to α.
Let K be a separable Hilbert space. We will always denote by {St }t0 the right shift semigroup
on K⊗L2(0,∞) (which we identify with the space of K-valued measurable functions on (0,∞)
which are square integrable):
(Stf )(x) =
{
f (x − t), x > t;
0, x  t.
C. Jankowski et al. / Journal of Functional Analysis 262 (2012) 3006–3061 3009We will also denote by E(t,∞) = StS∗t for all t  0, and E(t, s) = E(t,∞) − E(s,∞) for all
0 t < s < ∞.
Definition 2.3. A CP-semigroup α acting on B(K ⊗ L2(0,∞)) is called a CP-flow over K if
αt (A)St = StA for all A ∈B(K⊗L2(0,∞)) and t  0.
A dilation of a unital CP-semigroup α acting on B(K) is a pair (αd,W), where αd is an
E0-semigroup acting on B(H) and W :K → H is an isometry such that αdt (WW ∗)WW ∗ for
t > 0 and furthermore
αt (A) = W ∗αdt
(
WAW ∗
)
W
for all A ∈B(K) and t  0. The dilation is said to be minimal if the span of the vectors
αdt1
(
WA1W
∗)αdt2(WA2W ∗) · · ·αdtn(WAnW ∗)Wf
for f ∈ K , Ai ∈B(K), i = 1, . . . , n, n ∈ N is dense in H. This definition of minimality is due to
Arveson (see [2] for a detailed discussion regarding dilations of CP-semigroups). We will often
suppress the isometry W , and refer to a minimal dilation αd instead of (αd,W).
Theorem 2.4 (Bhat’s dilation theorem). Every unital CP-semigroup has a minimal dilation which
is unique up to conjugacy.
The following addendum by Powers [16, Lemma 4.50] further clarifies the situation for
CP-flows.
Theorem 2.5. Every unital CP-flow α has a minimal dilation αd which is also a CP-flow. We
call αd the minimal flow dilation of the unital CP-flow.
Given two CP-flows α and β over K, we will say that α dominates β or that β is a subordinate
of α if for all t  0, the map αt −βt is completely positive. We will often denote this relationship
by α  β . Powers [16] has described a useful criterion for determining whether two CP-flows
have minimal dilations that are cocycle conjugate in terms of the next definition.
Definition 2.6. Let α and β be CP-flows over K1 and K2, respectively. For j = 1,2, let Hj =
Kj ⊗ L2(0,∞) and let S(j)t denote the right shift on Hj . Let γ = {γt : t  0} be a family of
maps from B(H2,H1) into itself and define for each t > 0, γ ∗t :B(H1,H2) → B(H1,H2) by
γ ∗t (C) = [γt (C∗)]∗ for all C ∈ B(H1,H2). We say that γ is a flow corner from α to β if the
maps
Θt
[
A B
C D
]
=
[
αt (A) γt (B)
γ ∗t (C) βt (D)
]
define a CP-flow Θ = {Θt : t  0} over K1 ⊕K2 with respect to the shift S(1)t ⊕ S(2)t . Note that γ
is a flow corner from α to β if and only if γ ∗ is a flow corner from β to α.
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Θ ′t
[
A B
C D
]
=
[
α′t (A) γt (B)
γ ∗t (C) β ′t (D)
]
for t  0 must satisfy α′t = αt and β ′t = βt for all t  0.
Theorem 2.7. Suppose α and β are unital CP-flows over K1 and K2 and αd and βd are their
minimal dilations to E0-semigroups. Suppose γ is a hyper-maximal flow corner from α to β .
Then αd and βd are cocycle conjugate. Conversely, if αd is type II0 and αd and βd are cocycle
conjugate, then there is a hyper-maximal flow corner from α to β .
2.2. Boundary weight maps
For the remainder of this section, let K be a fixed separable Hilbert space (not necessarily
infinite-dimensional) and let H= K⊗L2(0,∞).
Define Λ :B(K) →B(H) by
(
Λ(A)f
)
(x) = e−xAf (x)
and let A(H) be the algebra
A(H) = [I −Λ(IK)] 12B(H)[I −Λ(IK)] 12 .
Definition 2.8. We say that a linear functional μ :A(H) → C is a boundary weight, denoted
μ ∈A(H)∗, if the functional 
 defined on B(H) by

(A) = μ([I −Λ(IK)] 12 A[I −Λ(IK)] 12 )
is a normal bounded linear functional. The boundary weight μ is called bounded if there exists
C > 0 such that |μ(T )| C‖T ‖ for all T ∈A(H). Otherwise, μ is called unbounded.
A linear map from B(K)∗ to A(H)∗ will be called a boundary weight map.
Boundary weights were first defined in [16, Definition 4.16], where their relationship to
CP-flows was explored in depth. For an additional discussion of boundary weights and their
properties, we refer the reader to [13, Definition 1.10] and the subsequent remarks therein.
Given a normal map φ :B(H) → B(K), we will denote by φˆ :B(K)∗ → B(H)∗ the predual
map satisfying ρ(φ(A)) = (φˆ(ρ))(A) for all A ∈B(H) and ρ ∈B(K)∗.
Define Γ :B(H) →B(H) by the weak∗ integral
Γ (A) =
∞∫
0
e−t StAS∗t dt. (1)
The following records facts that are implicit in [16, Theorem 4.17] (for a proof, see [10, Propo-
sition 2.7]):
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μ(T ) = lim
x→0+μ
(
E(x,∞)T E(x,∞)).
In particular μ = μ′ if and only if for all x > 0 and T ∈ E(x,∞)B(H)E(x,∞), we have that
μ(T ) = μ′(T ). Furthermore, given x > 0 and T ∈ E(x,∞)B(H)E(x,∞),
μ(T ) = lim
y→x+
1
y − x Γˆ (μ)
(
T − ex−ySy−xT S∗y−x
)
. (2)
If α is a CP-flow over K, we define its resolvent by the weak∗ integral
Rα(A) =
∞∫
0
e−t αt (A)dt (3)
defined for A ∈ B(H). Powers [16] proved that there exists a completely positive boundary
weight map ω :B(K)∗ →A(H)∗ such that
Rˆα(η) = Γˆ
(
ω(Λˆη)+ η) (4)
and ω(ρ)(I − Λ(IK))  ρ(IK) for all ρ ∈ B(K)∗ positive. Such a boundary weight map is
uniquely determined by (4) in combination with Proposition 2.9, and in fact for all ρ ∈ B(K)∗,
x > 0 and T ∈ E(x,∞)B(H)E(x,∞),
ω(ρ)(T ) = lim
y→x+
1
y − x (Rˆα − Γˆ )(η)
(
T − ex−ySy−xT S∗y−x
)
, (5)
where η ∈B(H)∗ is any normal functional such that ρ = Λˆ(η). Such a functional exists since Λ
is isometric hence Λˆ is onto.
The map ω is called the boundary weight map associated to α.
The following result, which is a compilation of [16, Theorems 4.17, 4.23, and 4.27], describes
the converse relationship between boundary weight maps and CP-flows.
Theorem 2.10. Let ω :B(K)∗ → A(H)∗ be a completely positive map satisfying ω(ρ)(I −
Λ(IK))  ρ(IK) for all positive ρ. Let {St }t0 be the right shift semigroup acting on H. For
each t > 0, define the truncated boundary weight map ω|t :B(K)∗ →B(H)∗ by
ω|t (ρ)(A) = ω(ρ)
(
E(t,∞)AE(t,∞)).
If for every t > 0, the map (I + Λˆω|t ) is invertible and furthermore the map
πˆt := ω|t (I + Λˆω|t )−1 (6)
is a completely positive contraction from B(K)∗ into B(H)∗, then ω is the boundary weight map
associated to a CP-flow over K. The CP-flow is unital if and only if ω(ρ)(I − Λ(IK)) = ρ(IK)
for all ρ ∈B(K)∗.
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fying ω(ρ)(I − Λ(IK))  ρ(IK) for all positive ρ. If for every t > 0 the map πˆt as defined in
the statement of Theorem 2.10 exists and it is a completely positive contraction, then ω is called
a q-weight map over K. In that case, the family π#t (for t > 0) of completely positive normal
contractions from B(H) to B(K) is called the generalized boundary representation associated
to ω, or alternatively to the CP-flow associated to ω. For every t > 0, we have
ω|t = πˆt (I − Λˆπˆt )−1. (7)
We say a q-weight map ω is unital if it induces a unital CP-flow. By Theorem 2.10, ω is unital if
and only if ω(ρ)(I −Λ(IK)) = ρ(IK) for all ρ ∈B(K)∗.
We will say that a q-weight ω :B(K)∗ →A(H)∗ is bounded if for every ρ ∈B(K)∗ the linear
functional ω(ρ) extends to a σ -weakly continuous linear functional on B(H).
We note that, in order to check that π#t is a completely positive contraction for all t > 0, it
suffices to check for small t in the sense that if π#s is a completely positive contraction for some
s > 0, then for all t > s, π#t is automatically a completely positive contraction.
If ω :B(K)∗ → A(H)∗ is a completely positive boundary weight map, then we have a well-
defined completely positive map ω˚ :B(K)∗ →B(H)∗ given by
ω˚(ρ)(A) = ω(ρ)((I −Λ) 12 A(I −Λ) 12 ), ∀ρ ∈B(K)∗, ∀A ∈B(H).
By an argument analogous to the proof of continuity of positive linear functionals on
C∗-algebras, the positivity of ω˚ implies that it is bounded.
Since ω˚ :B(K)∗ → B(H)∗ is a bounded linear map, it induces a normal dual map
ω˚′ :B(H) →B(K) satisfying
ρ
(
ω˚′(A)
)= ω˚(ρ)(A), ∀A ∈B(H).
Observe that ω˚′ is completely positive since ω˚ has that property.
Since the map B(H) → A(H) given by A → (I − Λ) 12 A(I − Λ) 12 is one-to-one and onto,
there is a unique linear map ω˘ :A(H) →B(K) satisfying
ω˘
(
(I −Λ) 12 A(I −Λ) 12 )= ω˚′(A), ∀A ∈B(H). (8)
Definition 2.12. Let ω :B(K)∗ → A(H)∗ be a completely positive boundary weight map. We
define the dualized boundary weight map ω˘ :A(H) → B(K) to be the unique map satisfying
Eq. (8) or, alternatively,
ρ
(
ω˘(B)
)= ω(ρ)(B), ∀ρ ∈B(K)∗, ∀B ∈A(H).
Similarly, for every t > 0, there exists a unique normal map ω˘|t :B(H) →B(K) such that
ρ
(
ω˘|t (A)
)= ω|t (ρ)(A)
for every ρ ∈ B(K)∗ and A ∈ B(H) or, alternatively, ω˘|t (A) = ω˘(E(t,∞)AE(t,∞)) for all
t > 0 and A ∈B(H).
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B(K) is finite-dimensional. In this case, we will say that the range rank of ω is the dimension of
Range(ω˘). Of course, if dimK< ∞, then ω automatically has finite range rank.
In the next result proven by Powers [16] we recall the criterion for subordination in terms of
the generalized boundary representation.
Theorem 2.13. Let α and β be CP-flows over K with generalized boundary representations π#t
and ξ#t , respectively. Then α  β if and only if π#t − ξ#t is completely positive for all t > 0. Also
if π#s  ξ#s for some s > 0, then π#t  ξ#t for all t  s. Therefore, if (tn)n∈N is a sequence tending
to zero and π#tn  ξ
#
tn
for all n, then α  β .
We can deduce from Theorem 2.13 that there is a bijective correspondence between CP-flows
and q-weight maps. Indeed, let α and β be CP-flows over K, with associated q-weight maps ω
and η and generalized boundary representations {π#t }t>0 and {ξ#t }t>0, respectively. By Theo-
rem 2.13, α = β if and only if π#t = ξ#t for every t > 0. By Eqs. (6) and (7), this holds if and only
if ω|t = η|t for all t > 0. By Proposition 2.9, we have ω|t = η|t for all t > 0 if and only if ω = η.
Therefore, α = β if and only if ω = η.
The index of the E0-semigroup induced by a CP-flow turns out to be the rank of an associated
map which is called its normal spine.
Theorem 2.14. Let α be a CP-flow over K with generalized boundary representation π#t . Then
for every A ∈⋃t>0 StB(H)S∗t , we have that π#t (A) converges σ -strongly to an element denoted
by π#0 (A). Furthermore, this map extends uniquely to a map π
#
0 :B(H) → B(K), called the
normal spine of α, which is a σ -weakly continuous completely positive contraction. The index
of αd is equal to the rank of π#0 as a completely positive map.
We note that in the particular case of a CP-flow which induces an E0-semigroup of type II0, it
follows from the previous theorem that its normal spine is trivial, that is, π#0 = 0.
2.3. Generalized Schur maps
Recall that a map φ :Mn(C) → Mn(C) is said to be a Schur map if there exists a matrix
Q = (qij ) ∈ Mn(C) such that
φ
(
(xij )
)= (qij xij ).
In this section we review the concept and notation associated with generalized Schur maps intro-
duced in [10], and which will be used in the remainder of the paper.
For each i = 1,2, . . . , n, let Ki and Hi be Hilbert spaces, and let K = ⊕ni=1 Ki and H =⊕n
i=1 Hi . Let for i = 1, . . . , n, Vi :Ki → K and Wi :Hi → H be the canonical isometries. Given
operators A ∈ B(K) and B ∈ B(H), and for i, j = 1,2, . . . , n given operators X ∈ B(Kj ,Ki ),
Z ∈B(Hj ,Hi ), we define
Aij = V ∗i AVj ∈B(Kj ,Ki ), Xij = ViXV ∗j ∈B(K),
Bij = W ∗BWj ∈B(Hj ,Hi ), Zij = WiZW ∗ ∈B(H).i j
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(
Xij
)
rs
= δirδjsX.
Given a subalgebra A of B(H), and for each i, j = 1,2, . . . , n, let Aij = W ∗i AWj . Suppose
that for all i, j = 1,2, . . . , n,
WiAijW
∗
j ⊆A. (9)
Given a linear map φ :A→B(K), for each i, j = 1,2, . . . , n we define the linear map φij :Aij →
B(Kj ,Ki ) given by
φij (X) =
[
φ
(
Xij
)]
ij
.
We say that φ is a generalized Schur map with respect to the decompositions
⊕n
i=1 Ki and⊕n
i=1 Hi if for all A ∈A, [
φ(A)
]
ij
= φij (Aij ).
In particular, if φ is a generalized Schur map and if X ∈B(Kj ,Ki ), then
φ
(
Xij
)= [φij (X)]ij .
A similar definition applies to maps from B(K)∗ to the algebraic dual A′. If ρ ∈ B(K)∗ and
η ∈A′, we define for each i, j = 1,2, . . . , n the linear functionals ρij ∈B(Kj ,Ki )′ and ηij ∈A′ij
given by
ρij (X) = ρ
(
Xij
)
, ηij (Z) = η
(
Zij
)
,
for all X ∈B(Kj ,Ki ) and Z ∈Aij . For each μ ∈B(Kj ,Ki )′, we define μij ∈B(K)′ given by
μij (A) = μ(Aij ).
Given a map Ψ :B(K)∗ →A′ and i, j = 1,2, . . . , n, we define Ψij :B(Kj ,Ki )′ →A′ij by
Ψij (μ) =
[
Ψ
(
μij
)]
ij
.
We say that Ψ :B(K)∗ → A′ is a generalized Schur map with respect to the decompositions⊕n
i=1 Ki and
⊕n
i=1 Hi if [
Ψ (ρ)
]
ij
= Ψij (ρij ).
We observe that if Ψ is a generalized Schur map and ρ ∈B(K)∗, then Ψ ([ρij ]ij ) = [Ψij (ρij )]ij .
2.4. Powers weights and boundary weight doubles
For a moment, let us examine the case when ω is a q-weight map over C. Then ω is determined
by its value ω1 := ω(1), and it induces a CP-flow α over C if and only if ω1 is a positive boundary
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and therefore dilates to an E0-semigroup αd .
Results from [16] show that αd is of type I if ω1 is bounded and of type II0 if ω1 is unbounded.
This leads to the following definition.
Definition 2.15. A boundary weight ν ∈A(L2(0,∞))∗ is called a Powers weight if ν is positive
and ν(I − Λ) = 1. We say that a Powers weight ν is type I if it is bounded and type II if it is
unbounded.
If ν is a Powers weight, then it has the form:
ν
(
(I −Λ) 12 A(I −Λ) 12 )= k∑
i=1
(fi,Afi)
for some mutually orthogonal non-zero L2-functions {fi}ki=1 (k ∈ N ∪ {∞}) satisfying
k∑
i=1
‖fi‖2 = 1.
We note that if ν is a type II Powers weight, then for the weights ν|t defined by ν|t (A) =
ν(E(t,∞)AE(t,∞)) for A ∈ B(L2(0,∞)) and t > 0, both ν|t (I ) and ν|t (Λ) approach infinity
as t → 0+.
In [15], Powers defined q-corners and hyper-maximal q-corners, and determined necessary
and sufficient conditions for cocycle conjugacy between E0-semigroups arising from q-weight
maps ω over K = C such that ω1 is a type II Powers weight. In Section 5 we will generalize
many of those definitions and results.
2.5. Comparison theory for q-weight maps
Suppose that ω :B(K)∗ → A(H)∗ is a q-weight map which induces a CP-flow α with gener-
alized boundary representation π#t . It will be important to describe the subordinates of α in terms
of ω.
Definition 2.16. A q-weight map η with associated generalized boundary representation ξ#t is
called a q-subordinate of ω if for all t > 0 we have ξ#t  π#t . We will denote this relation by
ηq ω.
In view of Theorem 2.13, it is clear that q-subordination of q-weight maps is equivalent to
subordination for the associated CP-flows. We will also make use of the following fact.
Proposition 2.17. Let ω :B(K)∗ →A(H)∗ be a q-weight map and let η be a q-subordinate of ω.
Then for all positive ρ ∈B(K)∗ and positive T ∈A(H),
ω(ρ)(T ) η(ρ)(T ). (10)
Furthermore, if ω(ρ)(I −Λ) = η(ρ)(I −Λ) for all ρ ∈B(K)∗, then ω = η.
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Theorem 2.13, we have that for all t > 0, π#t − ξ#t is completely positive. Therefore,
ω|t = πˆt
∞∑
n=0
(Λˆπˆt )
n  ξˆt
∞∑
n=0
(Λˆξˆt )
n = η|t
for all t > 0 (the series converge in the sense of weights when evaluated at every positive
functional ρ). The inequality is in the completely positive sense. Therefore, we have that by
Proposition 2.9, for all positive T ∈A(H) and for all ρ ∈B(K)∗,
ω(ρ)(T )− η(ρ)(T ) = lim
t→0+ω|t (ρ)(T )− η|t (ρ)(T ) 0.
Thus we have that ω  η (in the usual sense of positivity). Therefore, we have that ω˚ − η˚ is
positive as a map from B(K)∗ to B(H)∗, or alternatively, ω˚(ρ) − η˚(ρ) is a positive normal
functional for all positive ρ ∈B(K)∗. Now notice that for all ρ ∈B(K)∗,
ω˚(ρ)(I ) = ω(ρ)(I −Λ) = η(ρ)(I −Λ) = η˚(ρ)(I ).
Therefore, it follows that for every positive ρ ∈B(K)∗, ω˚(ρ) = η˚(ρ). Now by considering linear
combinations, ω˚ = η˚, hence ω = η. 
Now suppose that ωi is a unital q-weight map for i = 1,2, so that ωi induces a unital
CP-flow αi . By Theorem 2.4, αi has a minimal dilation to an E0-semigroup αdi which is unique
up to conjugacy. A fundamental question to ask is whether αd1 and αd2 are cocycle conjugate.
Theorem 2.7 gives us a partial answer in terms of flow corners from α1 to α2. In this section,
we translate this description in terms of boundary weight maps. We will use the following nota-
tion. If Ki is a separable Hilbert space and Hi = Ki ⊗ L2(0,∞) for i = 1,2, then we denote by
A(Hi ,Hj ) the vector space
A(Hi ,Hj ) =
[
I −Λ(IKj )
]1/2
B(Hi ,Hj )
[
I −Λ(IKi )
]1/2
.
Let K = K1 ⊕ K2 and H = H1 ⊕ H2. We define B(Kj ,Ki )∗ to be the subspace of the algebraic
dual B(Kj ,Ki )′ given by
B(Kj ,Ki )∗ =
{
ρ ∈B(Kj ,Ki )′: ρij ∈B(K)∗
}
,
and similarly we define the vector space
A(Hj ,Hi )∗ =
{
ν ∈A(Hj ,Hi )′: νij ∈A(H)∗
}
.
For the sake of clarity, we will frequently write generalized Schur maps in matrix form. For
example, if ρ ∈B(K1 ⊕K2)′, so ρ =∑2i,j=1(ρij )ij , we write it as
ρ =
(
ρ11 ρ12
ρ ρ
)
,21 22
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denote it by
ω(ρ) =
(
ω11(ρ11) ω12(ρ12)
ω21(ρ21) ω22(ρ22)
)
,
or write ω in the more abbreviated form
ω =
(
ω11 ω12
ω21 ω22
)
.
Definition 2.18. For i = 1,2, let Ki be a separable Hilbert space, and let Hi = Ki ⊗ L2(0,∞).
Suppose ω :B(K1)∗ →A(H1)∗ and η :B(K2)∗ →A(H2)∗ are q-weight maps. We say that a map
σ :B(K2,K1)∗ → A(H2,H1)∗ is a q-corner from ω to η if Ω :B(K1 ⊕ K2)∗ → A(H1 ⊕ H2)∗
defined by
Ω(ρ) =
(
ω(ρ11) σ (ρ12)
σ ∗(ρ21) η(ρ22)
)
, ∀ρ ∈B(K1 ⊕K2)∗
is a q-weight map over K1 ⊕K2. We say σ is a hyper-maximal q-corner from ω to η if, whenever
ωq
(
μ′ σ
σ ∗ η′
)
q 0,
we have ω = ω′ and η = η′.
The following result has a straightforward proof using the techniques of generalized Schur
maps introduced in [10], which we omit.
Theorem 2.19. Suppose α and β are unital CP-flows over K1 and K2 with q-weight maps ω
and η, respectively. If there exists a hyper-maximal q-corner from ω to η, then αd and βd are
cocycle conjugate. Conversely, if αd is an E0-semigroup of type II0 and αd and βd are cocycle
conjugate, then there is a hyper-maximal q-corner from ω to η.
3. Boundary expectations
Definition 3.1. Let ω be a q-weight map over a separable Hilbert space K. We will say that a map
L :B(K) →B(K) is a boundary expectation corresponding to ω (or alternatively the CP-flow it
induces) if it satisfies the following properties:
(i) L is completely positive;
(ii) L ◦ ω˘ = ω˘;
(iii) Range(L) = Range(ω˘);
(iv) L2 = L and ‖L‖ = 1.
We note that we do not know if a boundary expectation always exists, but in general even
when one exists it need not be unique. However, as we establish in the following, a boundary
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Let K be a separable Hilbert space. Recall that the relative BW-topology on the set C(B(K)) =
{φ :B(K) →B(K): ‖φ‖ 1} is determined by requiring that a net φλ converges to φ if and only
if for all x ∈ B(K) and ρ ∈ B(K)∗, we have ρ(φλ(x)) → ρ(φ(x)). Furthermore, C(B(K)) is
compact in the relative BW-topology (see [1] for details).
Theorem 3.2. Let K be a separable Hilbert space. Let ω be a non-zero q-weight map over K
with finite range rank, and let π#t be its corresponding generalized boundary representation. Let
us consider (π#t ◦ Λ)t>0 as a net indexed by the set J = (0,∞) directed by t  s if and only if
t  s. If π#0 ≡ 0, then the net (π#t ◦ Λ)t∈J in C(B(K)) has at least one cluster point L in the
relative BW-topology, and every such cluster point is a boundary expectation for ω.
Proof. Since π#t ◦ Λ is a completely positive contraction of B(K) for each t > 0, we have that
the net is inside the set C(B(K)) which is compact in the relative BW-topology. Therefore, there
exists a subnet π#tμ ◦ Λ which converges to a map L in the BW-topology. We now show that L
has properties (i) through (iv) of Definition 3.1. Property (i) follows trivially from the fact that
the space of completely positive maps in C(B(K)) is closed in the BW-topology.
Let s > 0. We claim that
lim
t→0+
∥∥(I + ω˘|t ◦Λ)−1 ◦ ω˘|s∥∥= 0. (11)
For this, we first note that if t < s and A ∈B(H), then
ω˘|s(A) = ω˘
(
E(s,∞)AE(s,∞))= ω˘|t(E(s,∞)AE(s,∞)). (12)
Since π#0 is the zero map and E(s,∞) ∈ UsB(H)U∗s , it follows that π#t (E(s,∞)) → 0
σ -strongly as t → 0+. Now note that π#t = (I + ω˘|tΛ)−1ω˘|t . Since the range of ω˘|t is invari-
ant under I + ω˘|tΛ, the same holds for the inverse. Hence, the range of π#t is contained in the
range of ω˘|t and the latter is contained in the range of ω˘ which is finite-dimensional. Therefore,
‖π#t (E(s,∞))‖ → 0 as t → 0+.
The maps φt (A) := π#t (E(s,∞)AE(s,∞)) are completely positive for all t > 0 and thus
satisfy
‖φt‖ =
∥∥φt (I )∥∥= ∥∥π#t (E(s,∞)IE(s,∞))∥∥= ∥∥π#t (E(s,∞))∥∥,
so for every contraction A ∈B(H), we have
∥∥π#t (E(s,∞)AE(s,∞))∥∥ ∥∥π#t (E(s,∞))∥∥. (13)
Putting together Eqs. (12) and (13), we observe that if t < s, then
∥∥(I + ω˘|t ◦Λ)−1 ◦ ω˘|s∥∥= sup
‖A‖1,A∈B(H)
∥∥(I + ω˘|t ◦Λ)−1ω˘|s(A)∥∥
= sup ∥∥(I + ω˘|t ◦Λ)−1ω˘|t(E(s,∞)AE(s,∞))∥∥‖A‖1,A∈B(H)
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‖A‖1,A∈B(H)
∥∥π#t (E(s,∞)AE(s,∞))∥∥
= ∥∥π#t (E(s,∞))∥∥→ 0 as t → 0,
establishing Eq. (11). Thus, for all x ∈B(K) and for all ρ ∈B(K)∗,
ρ
(
L ◦ ω˘|s(x)
)= lim
μ
ρ
([
(I + ω˘|tμΛ)−1ω˘|tμΛ
](
ω˘|s(x)
))
= lim
μ
ρ
([
I − (I + ω˘|tμΛ)−1
](
ω˘|s(x)
))
= ρ(ω˘|s(x))− lim
μ
ρ
(
(I + ω˘|tμΛ)−1
(
ω˘|s(x)
))= ρ(ω˘|s(x)). (14)
Therefore, L fixes the range of ω˘|s for every s > 0. Let R ∈ A(H), so R = (I − Λ(I)) 12 B(I −
Λ(I))
1
2 for some B ∈ B(H). Let ρ ∈ B(K)∗. By Proposition 2.9, we have lims→0+ ω(ρ)(E(s,
∞)RE(s,∞)) = ω(ρ)(R), hence lims→0+ ρ(ω˘|s(R)) = ρ(ω˘(R)). Since the range of ω˘|t is con-
tained in the range of ω˘ for every t > 0 and the latter is finite-dimensional we actually have that
lim
s→0+
∥∥ω˘|s(R)− ω˘(R)∥∥= 0. (15)
Since L ∈ C(B(K)), it is norm-continuous, hence Eqs. (14) and (15) imply
L
(
ω˘(R)
)= lim
s→0+
L
(
ω˘|s(R)
)= lim
s→0+
ω˘|s(R) = ω˘(R)
for all R ∈B(H), thereby proving (ii).
Since L fixes the range of ω˘ we have Range(L) ⊇ Range(ω˘). From the algebraic fact that
ω˘|t ◦Λ commutes with (I + ω˘|t ◦Λ)−1 for all t > 0, we have that for all x ∈B(K),
L(x) = σ -weak-lim
μ
(I + ω˘|tμΛ)−1ω˘|tμΛ(x) = σ -weak-lim
μ
ω˘|tμ
[
Λ(I + ω˘|tμΛ)−1(x)
]
.
Therefore, every element of the range of L is the σ -weak limit of elements in the range of ω˘,
which is a finite-dimensional subspace of B(K) hence σ -weakly closed. Therefore, Range(L) ⊆
Range(ω˘). We conclude that Range(L) = Range(ω˘), proving (iii), whereby property (ii) implies
that L fixes its range, hence L2 = L. Note that ‖L‖  1 since L ∈ C(B(K)), so since L is
idempotent we have ‖L‖ = 0 or ‖L‖ = 1. By assumption, ω˘ is not the zero map, hence {0} =
Range(ω˘) = Range(L), so ‖L‖ = 1, proving (iv). 
Let L be a boundary expectation for a q-weight ω over K, and let RL = L(B(K)). Since
L :B(K) →B(K) is a completely positive and contractive idempotent, by the work of Choi and
Effros [5] (see also [6, Section 6.1]), we recall that
L
(
L(T )S
)= L(L(T )L(S))= L(T L(S)), ∀T ,S ∈B(K). (16)
Furthermore, we have that RL is a unital C∗-algebra under its norm and involution as a subspace
of B(K) but with multiplication  given by
x  y = L(xy), ∀x, y ∈RL. (17)
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theorem), then it is the dual of a Banach space hence RL is a W ∗-algebra. We also note that
its unit is L(I) (thus we remark that while RL is unital, in general it does not share the unit
with B(K)).
Finally, we note that although a boundary expectation L need not be a conditional expectation
in the traditional sense, it satisfies the following property by a direct application of (16):
L(xTy) = x L(T ) y, ∀T ∈B(K), ∀x, y ∈RL.
The following lemma will be useful for the study of q-corners between q-weights with range
rank one.
Lemma 3.3. Let H1 and H2 be orthogonal complementary subspaces of Cn. Suppose that
L :Mn(C) → Mn(C) is a completely positive contractive idempotent map, which has block form
L
(
A B
C D
)
=
(
L11(A) L12(B)
L21(C) L22(D)
)
where Lij :B(Hj ,Hi ) → B(Hj ,Hi ) for i, j = 1,2. If dim(RangeL11) = dim(RangeL22) = 1,
then either L12 ≡ 0 or dim(RangeL12) = 1.
Proof. Suppose L12 ≡ 0, and let B0 ∈ Range(L12) be an element with ‖B0‖ = 1. Notice that
B0 = L12(B0).
We will show that the element of RL given by
u =
(
0 B0
0 0
)
=
(
0 L12(B0)
0 0
)
= L
(
0 B0
0 0
)
is a partial isometry such that u∗u+uu∗ = L(I) = IRL and uu∗ is a minimal projection
in the W ∗-algebra RL. Notice that ‖u‖ = 1 since the norm in RL is the same as the norm as a
subspace of Mn(C). We note that
u u∗ = L
((
0 B0
0 0
)
·
(
0 0
B∗0 0
))
= L
(
B0B∗0 0
0 0
)
=
(
L11(B0B∗0 ) 0
0 0
)
,
u∗  u = L
((
0 0
B∗0 0
)
·
(
0 B0
0 0
))
= L
(
0 0
0 B∗0B0
)
=
(
0 0
0 L22(B∗0B0)
)
.
Since ‖u‖ = 1, we have that ‖L11(B0B∗0 )‖ = ‖L22(B∗0B0)‖ = 1. Let T1 = L11(B0B∗0 ) and T2 =
L22(B
∗
0B0), and note that these are positive operators since L is completely positive. Notice
that since dim(Range(L11)) = dim(Range(L22)) = 1, and for each i = 1,2, Ti ∈ Range(Lii),
it follows that there exists a linear functional ρi on B(Hi ) such that Lii(A) = ρi(A)Ti for all
A ∈ B(Hi ). Since L is a completely positive contractive idempotent, so is Lii , hence ρi is a
state. Therefore, we have that
(
u u∗
)

(
u u∗
)= L((T1 00 0
)(
T1 0
0 0
))
= L
(
T 21 0
0 0
)
=
(
ρ1(T
2
1 )T1 0
0 0
)
= ρ1
(
T 2
)(
u u∗
)
.1
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the C∗-norm identity, we obtain that ρ1(T 21 ) = 1 and u u∗ is a projection. Hence u is a partial
isometry in RL.
Furthermore, observe that
IRL = L(I) =
(
L11(IH1) L12(0)
L21(0) L22(IH2)
)
=
(
ρ1(IH1)T1 0
0 ρ2(IH2)T2
)
=
(
T1 0
0 T2
)
= u∗  u+ u u∗.
We prove that u u∗ is minimal. Suppose that q is a projection in RL such that q  u u∗,
so that (u u∗) q  (u u∗) = q . Note that
(
u u∗
)
 q 
(
u u∗
)= L((u u∗)q(u u∗))= L((T1 00 0
)(
q11 q12
q21 q22
)(
T1 0
0 0
))
= L
(
T1q11T1 0
0 0
)
= ρ1(T1q11T1)u u∗.
Since q  u u∗ is a projection, this implies that either q = 0 or q = u u∗.
Since u is a partial isometry such that u∗  u + u  u∗ = 1RL and u  u∗ is a minimal
projection, we obtain a system of matrix units (eij : i, j = 1,2) for RL by assigning e12 = u and
following the relations
eij  ek
 = δjkei
, eij = e∗ji , e11 + e22 = 1RL
for all i, j = 1,2. Therefore, we have that for every x ∈ RL, if we denote by xij = eiixejj ,
we have that x = ∑2i,j=1 xij . Note however that xij eji ∈ eiiRLeii . Since e11 is minimal,
and e22 is Murray–von Neumann equivalent to e11, we have that e22 is also minimal. Hence
eiiRLeii = Ceii for i = 1,2. Therefore, there exists λij ∈ C such that
xij eji = λij eii ⇒ xij = xij ejieij = λij eiieij = λij eij .
Therefore, x = ∑ij λij eij for some λij ∈ C for i = 1,2. In particular, for every X ∈
Mn(C), L12(X) = λ12e12 for some λ12 ∈ C, hence Range(L12) = span(e12) and it is one-
dimensional. 
We will find in Theorem 6.5 that in the special case when K = C2, Theorem 3.2 and
Lemma 3.3 can also be used to narrow down the possible range ranks of q-weights that are
q-pure.
4. CP-semigroups and q-purity
Definition 4.1. We will say that a CP-flow α, or alternatively its q-weight map, is q-pure if its
set of flow subordinates is totally ordered by subordination.
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which in general constitute a set strictly smaller than the set of all subordinates of α, since the
latter are not required to have the right shift semigroup as an intertwiner.
Recall that the flow subordinates of a unital CP-flow α are in one-to-one correspondence with
the flow subordinates of its minimal flow dilation by [16, Theorem 4.54] and [16, Lemma 4.50].
Thus a unital CP-flow is q-pure if and only if its minimal flow dilation is also q-pure. We also
note that a q-pure E0-semigroup must have index 0 or 1. However, since CP-flows cannot be
automorphism groups, a q-pure E0-semigroup cannot be of type I0.
As formulated, q-purity is a property of CP-flows, hence it is not a property that is co-
cycle conjugacy invariant for E0-semigroups. In fact, recall that a cocycle perturbation of an
E0-semigroup which is a CP-flow need not be a CP-flow (see [16, Theorem 4.0A]). On the other
hand, it is clear that q-purity of an E0-semigroup is invariant under cocycle conjugacies which
preserve the right shift semigroup. More generally, if α and β are CP-flows and γ is a hyper-
maximal flow corner between α and β , then α is q-pure if and only if β is q-pure. Thus this is
a condition which lends itself to study with the tools of [16].
In a subsequent article [11], we consider a condition associated to q-purity which is cocycle
conjugacy invariant but which can be harder to identify in general CP-semigroups.
Proposition 4.2. Let α be a unital CP-flow over K which is q-pure, let S be its set of flow
subordinates and let Q denote the set of positive contractive local cocycles of αd , which is order
isomorphic to S. Then S is a complete totally ordered set which is order isomorphic (hence
homeomorphic in the order topology) to a compact subset of the unit interval. Furthermore,
a net Cλ converges to C in the order topology on Q if and only if Cλ(t) → C(t) in the strong
operator topology uniformly on compact sets.
Proof. Let αd be the minimal flow dilation of α on the Hilbert space H. Then the set of flow
subordinates of α is order isomorphic to the set Q of positive contractive flow cocycles of αd
by [16, Lemma 4.50 and Theorem 4.54]. Notice that it is clear that if T j = (T jt ) is an increasing
net of positive contractive flow cocycles of αd , then for each t > 0, the net T jt converges in the
strong topology to an operator Tt , and T = (Tt ) must be a local positive contractive cocycle. The
same argument applies for decreasing nets, hence Q is a complete totally ordered set. Now let
(en: n ∈ N) be an orthonormal basis for H, and define the map φ :Q→ [0,1] by
φ(T ) =
∑
n∈N
2−n
1∫
0
〈Tten, en〉dt.
It is clear that φ is a well-defined injective order-preserving map. Since Q is complete, it follows
that the range of φ must be compact. See also [4, Theorem 12, p. 242].
Finally, note that the map φ is also continuous when Q is endowed with the uniform conver-
gence in the strong operator topology on compact sets. In this topology, which coincides with
uniform σ -weak convergence on compact sets, the set Q is also compact, hence we obtain the
desired homeomorphism. 
We remark that in general we do not know whether S is homeomorphic to an interval. For
that to hold, it suffices to show that for every two different subordinates β and γ such that βt  γt
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for all t > 0 (see [4, Theorem 14, p. 243]).
Of course the situation with E-subordinates of an E0-semigroup is somewhat simpler, in that
they form a complete lattice (see [14, Theorem 4.9]; see also [12, Theorem 4]). We do not know
if the analogous result holds for CP-flow subordinates of a unital CP-flow.
4.1. Concrete description of q-purity in the range rank one case
Let K be a separable Hilbert space and define H = K⊗ L2(0,∞). If ω :B(K)∗ → A(H)∗ is
a q-weight map of range rank one (see Definition 2.12), then there exists a positive boundary
weight μ ∈A(H)∗ and a positive T ∈B(K) such that
ω(ρ)(A) = ρ(T )μ(A) (18)
for all ρ ∈B(K)∗ and A ∈A(H). However not every boundary weight map of the form (18) is a
q-weight.
Theorem 4.3. Suppose T is a positive operator in B(K) of norm one and μ ∈A(H)∗ is positive
and μ(I −Λ(T )) 1. Then the mapping ω :B(K)∗ →A(H)∗ given by
ω(ρ)(A) = ρ(T )μ(A)
for all ρ ∈B(K)∗ and all A ∈A(H) is a q-weight map. The q-weight map ω is unital if and only
if T = I and μ(I − Λ(T )) = 1. Conversely every q-weight of range rank one is of the above
form, and its generalized boundary representation π# is given by
π#t (A) =
μ|t (A)
1 +μ|t (Λ(T ))T , ∀t > 0, ∀A ∈B(H).
Proof. Suppose ω is a boundary weight map of the form (18), where μ ∈A(H)∗ is positive and
T ∈B(K) is positive with norm one. We observe that
Λˆω|t (ρ)(A) = ρ(T ) ·μ|t
(
Λ(A)
)
for all t > 0, A ∈ B(K), and ρ ∈ B(K)∗. It is straightforward to check that the inverse of the
map
A → A+μ|t
(
Λ(A)
) · T
is given by
A → A− (1 +μ|t(Λ(T )))−1μ|t(Λ(A)) · T .
Thus the generalized boundary representation is given by
π#t (A) = μ|t (A) · T −
(
1 +μ|t
(
Λ(T )
))−1
μ|t (T )μ|t (A) · T
= (1 +μ|t(Λ(T )))−1μ|t (A) · T .
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we need to check that the norm π#t (I ) is not greater than one. We have
π#t (I ) =
(
1 +μ|t
(
Λ(T )
))−1
μ|t (I ) · T
and since T is of norm one we have
∥∥π#t (I )∥∥= (1 +μ|t(Λ(T )))−1μ|t (I )
for all t > 0. In order that this norm not exceed one we must have
μ|t
(
I −Λ(T )) 1
and since the above function of t is non-increasing the above inequality holds for all t > 0 if and
only if
μ
(
I −Λ(T )) 1.
Since Λ(T )Λ(I) = Λ it follows that this inequality implies μ(I − Λ) 1 so even if we did
not assume μ ∈ A(H)∗ the assumption that ω be a contractive q-positive boundary weight map
would force this on us. 
Theorem 4.4. Let K be a separable Hilbert space, define H= K⊗L2(0,∞) and let ω :B(K)∗ →
A(H)∗ be a non-zero q-weight map of range rank one. Then for all λ ∈ [0,1], the map λω is a
q-weight map subordinate to ω. Furthermore, ω is q-pure if and only if every q-subordinate of ω
has the form λω for some λ ∈ [0,1].
Proof. Let λ ∈ [0,1] be given. Let us show that if ω is a q-weight of range rank one then λω is
a q-subordinate of ω. Let μ ∈A(H)∗ be positive and T ∈B(K) positive with norm one be given
by the previous theorem so that ω satisfies (18). Then by the previous theorem λω is a q-weight
map of range rank one. Let π# and φ# be the generalized boundary representations of ω and λω,
respectively. Then we have that for all t > 0 and A ∈B(H),
π#t (A) =
(
1 +μ|t
(
Λ(T )
))−1
μ|t (A) · T ,
φ#t (A) =
(
1 + λμ|t
(
Λ(T )
))−1
λμ|t (A) · T .
Since for b  0 the function h(x) = x/(1 + bx) is an increasing function of x it follows that
π#t  φ#t for all t > 0. Thus we have that λωq ω.
Now suppose that ω is non-zero and q-pure and η is a non-zero q-subordinate of ω. Let ω˘
and η˘ be the dualized q-weight maps corresponding to ω and η, respectively.
Observe that if ω1 q ω2 are q-weights, then
ω˘1(I −Λ) ω˘2(I −Λ). (19)
Thus we have that 0 η˘(I −Λ) ω˘(I −Λ), and observe that ω˘(I −Λ) = 0 and η˘(I −Λ) = 0
since ω and η are non-zero. Let
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and notice that 0 < λ 1. If λ = 1, then by Proposition 2.17, we have that η = ω, as desired. So
let us consider the case 0 < λ< 1. Let ε > 0 be small enough so that 0 < λ− ε < λ+ ε < 1 and
(λ− ε)∥∥ω˘(I −Λ)∥∥< ∥∥η˘(I −Λ)∥∥< (λ+ ε)∥∥ω˘(I −Λ)∥∥. (20)
Now observe that (λ − ε)ω q (λ + ε)ω. Furthermore we cannot have η q (λ − ε)ω or η q
(λ+ ε)ω, because by (19) either inequality implies
η˘(I −Λ) (λ− ε)ω˘(I −Λ), or η˘(I −Λ) (λ+ ε)ω˘(I −Λ),
in which case we have that
∥∥η˘(I −Λ)∥∥ (λ− ε)∥∥ω˘(I −Λ)∥∥, or ∥∥η˘(I −Λ)∥∥ (λ+ ε)∥∥ω˘(I −Λ)∥∥,
contradicting (20). However, by assumption ω is q-pure, hence the set of q-subordinates of ω is
totally ordered. Therefore we must have
(λ− ε)ωq ηq (λ+ ε)ω. (21)
By Proposition 2.17, this implies that for all ε > 0 small enough, positive ρ ∈B(K)∗ and positive
T ∈A(H),
(λ− ε)ω(ρ)(T ) η(ρ)(T ) (λ+ ε)ω(ρ)(T ).
Thus we have that for all positive ρ ∈ B(K)∗ and positive T ∈ A(H), η(ρ)(T ) = λω(ρ)(T )
hence η = λω. 
We note that the conclusion of Theorem 4.4 may fail to hold if the q-weight is not of range
rank one. In fact, if ω :B(K)∗ → A(H)∗ does not have range rank one, then λω can fail to be
a subordinate of ω for all λ ∈ (0,1) (see [15, Section IV] or the beginning of [8, Section 4]).
Remark 4.5. If ν is a type II Powers weight such that A → ν((I −Λ)1/2A(I −Λ)1/2) is a pure
normal state and φ :Mn(C) → Mn(C) is such that φ ◦ (I ⊗ ν) defines a q-weight map, then ω is
q-pure if and only if every non-zero q-subordinate η of ω has the form
η˘ = φ(I + tφ)−1 ◦ (I ⊗ ν)
for some t  0 (see [8, Definition 4.2 and Lemma 4.3]).
5. The range rank one case
In this section we will study E0-semigroups arising from q-weights with range rank one and
their subordinates. Before we begin, however, we need to analyze the subordination structure of
boundary weights.
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Let K be a separable Hilbert space and let H= K⊗L2(0,∞), the space of K-valued Lebesgue
measurable square-integrable functions defined on (0,∞). We have found the following de-
scription of the boundary weights acting on A(H) to be useful. Let q : (0,∞) → R be given by
q(x) = 1−e−x , and let Hq = K⊗L2(0,∞;q(x) dx) be the linear space of Lebesgue measurable
K-valued functions which are square integrable with respect to the measure (1− e−x) dx. Notice
that the operator Mq of multiplication by q(x) is bounded on Hq . We define a sesquilinear form
〈·,·〉 on Hq ×MqHq as follows: given f ∈Hq and g ∈ MqHq ,
〈f,g〉 =
∞∫
0
f (x)g(x) dx.
Observe that if A ∈A(H), and g ∈Hq , then we have that Ag is well defined in a natural way and
furthermore Ag ∈ MqHq . If μ ∈A(H)∗ we have that the functional ρ(A) = μ((I −Λ)1/2A(I −
Λ)1/2) for A ∈ B(H) is normal so there are two (possibly infinite) sequences of orthonormal
vectors (fi)ri=1, (gi)ri=1 in H and a sequence of positive real numbers (λi)ri=1 such that
r∑
i=1
λi < ∞ and ρ(A) =
r∑
i=1
λi(fi,Agi)
for A ∈ B(H). We can then think of the functions hi = (I − Λ)− 12 fi and ki = (I − Λ)− 12 gi
as two sets of orthonormal vectors in Hq (with respect to the inner product of Hq and not the
sesquilinear form) and in terms of these vectors we have
μ(A) =
r∑
i=1
λi〈hi,Aki〉, ∀A ∈A(H).
Note that if μ is positive then we can arrange it so that fi = gi and hi = ki for all i.
We now define a useful ordering on positive boundary weights.
Definition 5.1. Suppose μ and ν are positive boundary weights on A(H). We say μ q-domi-
nates ν or ν is a q-subordinate of μ, written μq ν if for all t > 0 we have
μ|t (A)
1 +μ|t (Λ) 
ν|t (A)
1 + ν|t (Λ)
for all positive A ∈B(H).
Let μ ∈ A(H)∗ be a positive boundary weight. If A ∈ B(H) is positive and μ|t (A) → ∞ as
t → 0+, we will write μ(A) = ∞. This notation will be useful when dealing with unbounded
positive boundary weights which are unbounded linear functionals (i.e. μ(I) = ∞) or weights
for which μ|t (Λ(e)) → ∞ as t → 0+ for a projection e.
One checks that if μ,ν,ϑ ∈A(H)∗ satisfy μq ν and ν q ϑ then μq ϑ . Note also that the
q-ordering is stronger than the normal ordering in that if μq ν then μ ν (i.e. μ(A) ν(A)
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then μq λμ for all λ ∈ [0,1], which inspired the following definition.
Definition 5.2. (See [15].) A positive boundary weight μ is called q-pure if μq ν q 0 if and
only if ν = λμ for some λ ∈ [0,1].
Observe that in the special case when K = C, a q-weight map ω over K is q-pure (Defini-
tion 4.1) if and only if ω(1) is q-pure as a boundary weight.
It is worth noting that the q-ordering is quite different from the normal ordering. For example
the sum μ + ν of two positive weights can be q-pure. In [15, Theorem 3.9] this order relation
was characterized in the case where K= C so H= L2(0,∞). It turns out that the same charac-
terization applies when K is any separable Hilbert space.
Theorem 5.3. Suppose μ and ν are positive boundary weights on A(H). Suppose ρ ∈ A(H)∗
is positive and μ  ρ and ρ(I) < ∞ (so ρ ∈ B(H)∗) and ν = λ(1 + ρ(Λ))−1(μ − ρ) with
0 λ 1. Then μq ν. Conversely suppose μq ν and ν = 0. Then there is a positive element
ρ ∈ B(H)∗ and a real number λ ∈ (0,1] such that ν = λ(1 + ρ(Λ))−1(μ − ρ). Furthermore,
if μ(I) = ∞ then ρ and λ are unique. It follows that a positive boundary weight μ on A(H) is
q-pure if and only if every rank one positive functional ρ ∈B(H)∗ subordinate to μ (so if μ ρ)
is a multiple of μ. (Note that in the case when μ(Λ) = ∞ this means that there are no bounded
positive functionals subordinate to ρ.)
Proof. Assume the first two sentences in the statement of the theorem are satisfied. Then we
have
ν|t
1 + ν|t (Λ) =
μ|t − ρ|t
λ−1 + λ−1ρ(Λ)+μ|t (Λ)− ρ|t (Λ)
 μ|t − ρ|t
1 + ρ(Λ)+μ|t (Λ)− ρ|t (Λ) 
μ|t − ρ|t
1 +μ|t (Λ)
 μ|t
1 +μ|t (Λ) .
Hence, we have
μ|t (A)
1 +μ|t (Λ) 
ν|t (A)
1 + ν|t (Λ)
for all t > 0 so μq ν.
Next assume μ and ν are as stated in the first sentence of the statement of the theorem and
μq ν q 0. Let
h(t) = (1 + ν|t (Λ))/(1 +μ|t (Λ))
for t > 0. Since μq ν we have for 0 < t < s
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1 + ν|t (Λ) =
ν|t (E(t, s)Λ)
1 + ν|t (Λ)
 μ|t (E(t, s)Λ)
1 +μ|t (Λ) =
μ|t (Λ)−μ|s(Λ)
1 +μ|t (Λ) .
Multiplying by the common denominator we have
ν|t (Λ)− ν|s(Λ)−μ|t (Λ)ν|s(Λ) μ|t (Λ)−μ|s(Λ)− ν|t (Λ)μ|s(Λ).
Rearranging this inequality gives
ν|t (Λ)+μ|s(Λ)+ ν|t (Λ)μ|s(Λ) μ|t (Λ)+ ν|s(Λ)+μ|t (Λ)ν|s(Λ),
and adding one to both sides yields
(
1 + ν|t (Λ)
)(
1 +μ|s(Λ)
)

(
1 +μ|t (Λ)
)(
1 + ν|s(Λ)
)
,
or equivalently h(t)  h(s). Hence, h is non-decreasing and since h(t)  1 for all t > 0 the
function h(t) has a limit as t → 0+. We denote this limit by κ so h(t) → κ as t → 0+. Since
μ q ν we have h(t)μ|t  ν|t for all t > 0 so κμ  ν. Now if κ = 0 then ν = 0 and ν is
trivially a subordinate of μ. Since we are dealing with the case when ν = 0 we have κ > 0. Let
ρ = μ − κ−1ν. Since κμ ν we have ρ is positive. Note ν = κ(μ − ρ) and μ ρ. Since h is
non-decreasing we have h(t) κ for all t > 0, hence
1 + κ(μ|t (Λ)− ρ|t (Λ))
1 +μ|t (Λ)  κ
for all t > 0. Thus, ρ|t (Λ) κ−1 − 1 for all t > 0 which yields ρ(Λ) κ−1 − 1. Since ρ  μ
we have ρ(I − Λ)  μ(I − Λ) and since μ is a boundary weight we have μ(I − Λ) < ∞
so ρ(I) = ρ(I − Λ) + ρ(Λ)  κ−1 + μ(I − Λ) − 1. Hence, ρ is bounded so ρ is a positive
element of B(H)∗. Since κ  (1 + ρ(Λ))−1 we have κ = λ(1 + ρ(Λ))−1 with λ ∈ (0,1] and
ν = λ(1 + ρ(Λ))−1(μ− ρ). Therefore ν is of the form stated.
Finally, we show that if μ(I) = ∞ then λ and ρ are unique. Suppose that λ,λ′ ∈ (0,1] and ρ
and ρ′ are positive elements of B(H)∗ so that μ ρ and μ ρ′ and ν = λ(1 +ρ(Λ))−1(μ−ρ)
and ν = λ′(1 + ρ′(Λ))−1(μ− ρ′). Then we have
(
λ
(
1 + ρ(Λ))−1 − λ′(1 + ρ′(Λ))−1)μ = λ(1 + ρ(Λ))−1ρ − λ′(1 + ρ′(Λ))−1ρ′.
Note that if the functional on the left is non-zero then it is unbounded, while the functional on
the right is bounded, hence both sides of the above equality must be zero. Since μ = 0, we must
have λ(1+ρ(Λ))−1 = λ′(1+ρ′(Λ))−1, which when inserted in the right-hand side of the above
equality yields ρ = ρ′. Since ρ(Λ) = ρ′(Λ), the fact that the right-hand side is zero yields λ = λ′.
Therefore, in the case at hand λ and ρ are unique.
We prove the last statement of the theorem. From what we have proved we see that μ is
q-pure if and only if every positive ρ ∈ B(H)∗ with μ  ρ is a multiple of μ. Note every pos-
itive ρ ∈ B(H)∗ can be written as a possibly infinite sum of positive multiples of orthogonal
pure normal states of B(H) so for every positive ρ ∈ B(H)∗ there is a pure state ϑ ∈ B(H)∗
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ρ  sϑ . It follows there are non-zero positive ρ ∈ B(H)∗ with μ  ρ if and only if there is
a pure state ϑ ∈B(H)∗ and s > 0 so that μ sϑ  0. Thus it follows that if μ(Λ) = ∞ then μ
is q-pure if and only if for every pure state ϑ ∈B(H)∗ such that μ sϑ  0 then s = 0. And if
μ(Λ) < ∞ then μ is q-pure if and only if μ is pure in the ordinary sense of pure bounded linear
functional. 
In light of Theorem 5.3, the proof of [15, Theorem 3.10] can easily be adapted to give another
characterization of q-pure boundary weights. Suppose
μ(A) =
r∑
i=1
λi〈fi,Afi〉
for A ∈ A(H) where (fi)ri=1 is an orthonormal sequence in Hq and the λi are positive numbers
whose sum is finite. Then μ is q-pure if and only if either r = 1 or for every set of complex
numbers ci for 0 < i < r + 1 so that
0 <
r∑
i=1
|ci |2 < ∞ the vector
r∑
i=1
cifi /∈H.
In other words μ is q-pure if and only if it is pure in the ordinary sense or there is no linear
combination of the fi that lies in H. Now one easily sees the reason for the strange fact that the
sum of two positive boundary weights can be q-pure. The boundary weight
μ(A) = 〈f,Af 〉 + 〈g,Ag〉
for A ∈ A(H) and f,g ∈ Hq fails to be q-pure if and only if zf + g ∈ H for some complex
number z. With a little thought it is easy to construct lots of examples of functions in Hq so that
no linear combination of them is in H.
5.2. q-Purity
We proceed to characterize the q-weight maps of range rank one which are q-pure.
Theorem 5.4. Let K be a separable Hilbert space. Suppose ω is a q-weight of range rank one
over K so ω can be expressed in the form ω(ρ)(A) = ρ(T )μ(A) for all ρ ∈ B(K)∗ and all
A ∈A(H), where T is a positive operator of norm one and μ is a positive element of A(H)∗ such
that μ(I − Λ(T ))  1. Suppose T1 ∈ B(K) is a positive norm one operator and T1  T . Let
η(ρ) = λρ(T1)μ(A) for ρ ∈B(K)∗ for λ 0. Then η is a q-weight map which is q-subordinate
to ω (i.e., ω q η) if and only if λ (1 + μ(Λ(T − T1)))−1 where if μ(Λ(T − T1)) = ∞ then
ωq η only for λ = 0.
Proof. Assume ω and η are as stated in the theorem. Let π# and φ# be the generalized boundary
representations of ω and η, respectively. Then we have
π#t (A) =
(
1 +μ|t
(
Λ(T )
))−1
μ|t (A) · T
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φ#t (A) =
(
1 + λμ|t
(
Λ(T1)
))−1
λμ|t (A) · T1
for all A ∈B(H) and all t > 0. Since T1 is positive and ‖T1‖ = 1, there is a sequence of vector
states ρn such that limn→∞ ρn(T1) = 1, and since T1  T  I we also have limn→∞ ρn(T ) = 1.
Therefore, to determine whether π#t  φ#t we apply ρn to both π#t and φ#t and take the limit
n → ∞. Thus ωq η if and only if
λ
(
1 + λμ|t
(
Λ(T1)
))−1  (1 +μ|t(Λ(T )))−1
for all t > 0. Multiplying by the product of the denominators we find the above inequality is
equivalent to
λ
(
1 +μ|t
(
Λ(T − T1)
))−1
and since μ|t (Λ(T − T1)) increases as t decreases this inequality is valid for all t if and only if
λ (1 +μ(Λ(T − T1)))−1. 
Corollary 5.5. Let K be a separable Hilbert space. Suppose ω is a q-weight map of range
rank one over K so ω can be expressed in the form ω(ρ)(A) = ρ(T )μ(A) for ρ ∈ B(K)∗ and
A ∈A(H) where T is a positive operator of norm one and μ is a positive element of A(H)∗ such
that μ(I −Λ(T )) 1. Suppose T is not a projection and let
T =
∫
s dF (s)
be the spectral resolution of T . Since T is not a projection for some so ∈ (0,1) we have
F([so,1]) = T . Let T1 = F([so,1])T and then let η(ρ)(A) = λρ(T1)μ(A) for ρ ∈ B(K)∗
and A ∈ A(H) where λ  0. Then η is a q-weight with ω q η if and only if 0  λ 
1/(1 +μ(Λ(T − T1))). There are always some positive λ satisfying this inequality since
μ
(
Λ(T − T1)
)
 κμ
(
I −Λ(T )) κ
where κ = so/(1 − so). It follows that if the q-weight map ω is q-pure then T is a projection.
Proof. Except for the estimate of μ(Λ(T − T1)) the theorem follows immediately from Theo-
rem 5.4. All that remains is proving the estimate for μ(Λ(T − T1)). Let κ = so/(1 − so). We
prove Λ(T − T1) κ(I −Λ(T )).
We note all the operators in the inequality we want to prove are multiplication operators. For
example for A ∈B(K) we have (Λ(A)f ) = e−xAf (x) for x ∈ (0,∞) and f ∈H. It follows that
our inequality is valid if and only if it is valid for all x. Let P = F([0, so)) = I − F([so,1]) so
that T − T1  soP and T1P = 0, so T P  soP . Also we have
T = T (I − P)+ T P  I − P + T P  I − P + soP
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(1 − so)P  I − T .
Now we have
Λ(T − T1) soΛ(P ) = κ(1 − so)Λ(P ) = κ(1 − so)e−xP
 κe−x(I − T ) = κ(e−x − e−xT ) κ(I − e−xT )
= κ(I −Λ(T ))
for all x > 0. And so we have Λ(T − T1) κ(I −Λ(T )) which yields
μ
(
Λ(T − T1)
)
 κμ
(
I −Λ(T )) κ.
If T is not a projection, there is a T1 satisfying the conditions of the theorem so that T1 is not
a multiple of T and therefore ω is not q-pure. 
Theorem 5.6. Let K be a separable Hilbert space. Suppose ω is a q-weight map of range rank one
so ω can be expressed in the form ω(ρ)(A) = ρ(T )μ(A) for all ρ ∈ B(K)∗ and all A ∈ A(H),
where T is a positive operator of norm one and μ is a positive element of A(H)∗ such that μ(I −
Λ(T )) 1. Suppose ϑ ∈B(H)∗ is positive and μ ϑ  0. Let ν(A) = λ(μ(A)−ϑ(A)) and let
η(ρ)(A) = ρ(T )ν(A) for ρ ∈B(K)∗ and A ∈A(H). Then η is a q-weight q-subordinate to ω if
and only if 0  λ  1/(1 + ϑ(Λ(T ))). Conversely, if we maintain the assumptions made on T
and μ and we have η(ρ) = ρ(T )ν(A) for ρ ∈B(K)∗ and ω q η q 0, then there is a positive
ϑ ∈B(H)∗ so that μ ϑ  0 and a number λ ∈ [0,1] so that ν = λ(1 + ϑ(Λ(T )))−1(μ − ϑ).
Thus, if ω is q-pure then μ is q-pure.
Proof. Let us assume that the hypothesis and notation of the theorem are satisfied. Then if π#
and φ# are the generalized boundary representations of ω and η, respectively, we have
π#t (A) =
(
1 +μ|t
(
Λ(T )
))−1
μ|t (A) · T
and
φ#t (A) =
(
1 + ν|t
(
Λ(T )
))−1
ν|t (A) · T
for all A ∈B(H) and all t > 0. Hence, ωq η if and only if
(
1 + ν|t
(
Λ(T )
))−1
ν|t 
(
1 +μ|t
(
Λ(T )
))−1
μ|t (22)
for all t > 0. If we were to replace Λ(T ) by Λ(I) in (22), this would yield μ q ν. In fact,
the analysis of the order relation in (22) is almost identical to the analysis in Theorem 5.3,
so rather than repeat that argument we leave it to the reader to check the conclusions are the
same if one replaces Λ with Λ(T ). One important point to remember is that μ satisfies the
condition μ(I − Λ(T ))  1. All we need is to assume μ(I − Λ(T )) < ∞. We mention this
because without this assumption the proof fails since μ(I −Λ(T )) can be infinite for a boundary
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a bound on μ(I −Λ) does not give us a bound on μ(I −Λ(T )).) With this said the conclusion
of the theorem follows. Note that for this new ordering given above a positive boundary weight
satisfying μ(I −Λ(T )) < ∞ is pure with respect to this new ordering if and only if μ is q-pure.
So it follows that if ω is q-pure then μ is q-pure. 
Now we have all the pieces to give necessary and sufficient conditions for a range rank one
q-weight to be q-pure.
We will make use of the following notation. If A ∈ B(H) and t > 0, then we define the
operator of B(H) given by
A|t = E(t,∞)AE(t,∞).
We emphasize that in fact, for all t > 0, we have that A|t ∈A(H).
Theorem 5.7. Let K be a separable Hilbert space. Suppose ω is a q-weight map of range rank
one over K so ω can be expressed in the form ω(ρ)(A) = ρ(T )μ(A) for all ρ ∈B(K)∗ and all
A ∈ A(H), where T is a positive operator of norm one and μ is a positive element of A(H)∗
such that μ(I − Λ(T ))  1. Then ω is q-pure if and only if the following three conditions are
met.
(i) T is a projection.
(ii) μ is q-pure.
(iii) If rank(T ) > 1 and e ∈B(K) is a rank one projection with T  e then μ(Λ(e)) = ∞.
Proof. Assume ω is of the form given in the statement of the theorem and suppose that ω is
q-pure. Then from Corollary 5.5 we know that T is a projection hence condition (i) is satisfied.
And from Theorem 5.6 we know that μ is q-pure, hence condition (ii) is satisfied. Suppose
that rank(T ) > 1 however condition (iii) is not satisfied. Then there exists a rank one pro-
jection e ∈ B(K) with T  e and μ(Λ(e)) < ∞. Let T1 = T − e. Then Λ(T − T1) = Λ(e)
and we have μ(Λ(T − T1)) < ∞. Thus by Theorem 5.4 there is a range rank one q-weight
map η with ω q η such that η is not a multiple of ω. Hence, ω is not q-pure. Since this
contradicts our assumption, we conclude that if ω is q-pure, then it satisfies conditions (i), (ii)
and (iii).
Now we assume ω is of the form given above and three conditions given above are satis-
fied and η is a q-weight map such that ω q η. The proof will be complete when we show
η = λω with λ ∈ [0,1]. Let π# and φ# be the generalized boundary representations of ω and η,
respectively. Consider the mapping ψ of B(K)∗ into itself given by (ψ(ρ))(A) = ρ(T AT ) for
A ∈ B(K). Note ψ is completely positive and ψ2 = ψ . We will show that η(ρ) = η(ψ(ρ))
for all ρ ∈ B(K)∗. Let us assume that ρ ∈ B(K) and A ∈ A(H) and both ρ and A are posi-
tive. Since ω q η we have ω  η so ω(ρ)(A) = ρ(T )μ(A) η(ρ)(A). Hence, we have that if
ρ ∈B(K) is positive and ρ(T ) = 0 then η(ρ) = 0. Let us write K= K1 ⊕K2 with K1 = TK and
K2 = (I − T )K. Now each X ∈B(K) can be uniquely expressed in matrix form
X =
[
X11 X12
X X
]
21 22
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map for ω. For A ∈A(H) we have that ω˘(A) can be expressed in matrix form as
ω˘(A) =
[
μ(A)I 0
0 0
]
.
Let η˘ :A(H) → B(K) denote the dualized q-weight map for η. Since ω  η, we have that
ω˘ η˘ hence
ω˘(A) =
[
μ(A)I 0
0 0
]
 η˘(A) =
[
η˘(A)11 η˘(A)12
η˘(A)21 η˘(A)22
]
 0
for positive A ∈ A(H). This show us that η˘(A)22 = 0 for positive A and since η˘(A)22 = 0 the
only way that the above matrix can be positive is for both η˘(A)12 = 0 and η˘(A)21 = 0. Hence,
η˘(A)12 = η˘(A)21 = η˘(A)22 = 0 for all positive A ∈A(H). Since every A ∈A(H) is the complex
linear combination of four positive elements of A(H) we have
η˘(A) =
[
η˘(A)11 0
0 0
]
, ∀A ∈A(H).
Since the mapping A → TAT in matrix form sets all the Aij equal to zero except A11 it follows
that η(ρ) = η(ψ(ρ)) for all ρ ∈B(K)∗.
Now let π#t and φ#t be the generalized boundary representations of ω and η, respectively. Since
ωq η we have
π#t (ρ)(A) = ρ(T )
(
1 +μ|t
(
Λ(T )
))−1
μ|t (A) η
(
(I + Λˆη|t )−1ρ
)
(A|t ) 0
for positive ρ ∈B(K)∗, positive A ∈A(H) and t > 0. Now let us replace ρ in the above inequality
by ϑ ∈B(K)∗ given by ϑ(A) = ρ(A)+ η(ρ)(Λ(A)|t ). Note for ρ  0 we have ϑ  0. With this
replacement we have
(
ρ(T )+ η(ρ)|t
(
Λ(T )
))(
1 +μ|t
(
Λ(T )
))−1
μ(A) η(ρ)|t (A)
for positive A ∈ A(H), positive ρ ∈ B(K)∗ and t > 0. Now assume further that ρ is a state and
ρ(T ) = 1. Then we have
(
1 +μ|t
(
Λ(T )
))−1
μ|t 
(
1 + η(ρ)|t
(
Λ(T )
))−1
η(ρ)|t
for all t > 0. But this is exactly the situation we had with inequality (22) in the previous theorem
with ν replaced by η(ρ). Hence, we conclude η(ρ) is of the form given in the previous theorem
and since μ is q-pure we have η(ρ) = λμ for some λ 0. Hence, we have shown that η(ρ) = λμ
for each positive ρ ∈B(K)∗ so that ρ(T ) = ρ(I). Now for arbitrary positive ρ ∈B(K)∗ we have
η(ρ) = η(ψ(ρ)) and ψ(ρ) is positive and ψ(ρ)(T ) = ψ(ρ)(I ) so η(ρ) = λμ for all positive
ρ ∈ B(K)∗. Then by linearity we have η(ρ) = λμ for all ρ ∈ B(K)∗ where λ depends linearly
on ρ and, therefore, there is an operator C ∈ B(K) so that η(ρ) = ρ(C)μ for all ρ ∈ B(K)∗.
From the positivity of η we see that C  0 so we can write C = λT1 where λ  0 and T1 is
a positive operator of norm one. If λ = 0 then η = 0 and the proof is complete, so we assume
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T T1T and since T is a projection and T1 is of norm one we have T  T1  0. If T1 is a multiple
of T the proof is complete so we assume T1 is not a multiple of T . In this case rank(T ) 2 since
in the rank one case T1 must be a multiple of T . Now we can apply Theorem 5.4 which tells
us that λ  (1 + μ(Λ(T − T1)))−1 so if λ > 0 we have μ(Λ(T − T1)) < ∞. Since T1 is not a
multiple of T we have T − T1 is a positive non-zero operator so there is a rank one hermitian
e ∈B(K) so that ‖T − T1‖e T − T1. Then we have ‖T − T1‖μ(Λ(e)) μ(Λ(T − T1)) < ∞
so condition (iii) is violated. Assuming T1 was not a multiple of T has led to a contradiction so
we conclude T1 = T and, therefore, η = λω. 
5.3. q-Corners
Next we consider the problem of identifying the q-corners between range rank one q-weight
maps. The first step is the observation that in the type II0 case, all q-corners between range rank
one q-weight maps must have range rank one in the natural sense.
Theorem 5.8. Let ω1, ω2 be q-weight maps of range rank one over finite-dimensional Hilbert
spaces K1 and K2, respectively, whose associated normal spines are trivial. If γ is a non-zero
q-corner from ω1 to ω2, then it has range rank one, i.e. there exist S ∈ B(K2,K1) and 
 ∈
A(H2,H1)∗ such that
γ (μ)(B) = 
(B)μ(S), ∀B ∈A(H2,H1), ∀μ ∈B(K2,K1)∗. (23)
Proof. Suppose that γ is a q-corner from ω1 to ω2 and let ω be the q-weight map over K1 ⊕K2
defined by
ω =
(
ω1 γ
γ ∗ ω2
)
.
Notice that ω has finite range rank, since K1 ⊕K2 is finite-dimensional. Let π#t be the generalized
boundary representation associated to ω. Notice that since the normal spines of the generalized
boundary representations associated to ω1 and ω2 are zero, it follows that by positivity the same
must hold for the normal spine of π#t . Thus by Theorem 3.2 there exists a boundary expectation
for ω. Let us fix a boundary expectation L for ω obtained as in statement of Theorem 3.2, namely
as a cluster point of π#t ◦Λ. Notice that in this case, for j = 1,2, Ljj is a boundary expectation
for ωj . Since for each j = 1,2, ω˘j is range rank one and Ljj is a boundary expectation for ωj ,
we have Range(Ljj ) = Range(ω˘j ), hence dim(Range(Ljj )) = 1. Thus, by Lemma 3.3, we have
that dim(Range(L12)) = 1.
Since L is a boundary expectation for ω, we have that Range(L) = Range(ω˘), therefore there
exist 
 ∈A(H2,H1)∗ and S ∈B(K2,K1) such that
ω˘
(
A B
C D
)
=
(
ω˘1(A) 
(B)S

∗(C)S∗ ω˘2(D)
)
=
(
ρ1(A)T1 
(B)S

∗(C)S∗ ρ2(D)T2
)
.
Therefore, γ is given by (23), i.e. it is range rank one. 
In the formal definition of a q-corner between two q-weights ω and η we assume ω and η are
defined on different Hilbert spaces. In the remainder of this section it will be notationally more
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live on orthogonal subspaces, which we define as follows.
Definition 5.9. Suppose η1 and η2 are q-weight maps defined on A(H) with H= K⊗L2(0,∞)
for K separable. We say η1 and η2 are completely orthogonal if there are orthogonal projections
E1,E2 ∈B(K) so that, if we denote ψij (ρ)(A) = ρ(EiAEj ) for ρ ∈B(K)∗ and A ∈B(K), then
η1(ρ)(A) = η1
(
ψ11(ρ)
)(
(E1 ⊗ I )A(E1 ⊗ I )
)
,
η2(ρ)(A) = η2
(
ψ22(ρ)
)(
(E2 ⊗ I )A(E2 ⊗ I )
)
for all A ∈A(H) and all ρ ∈B(K)∗.
A map γ :B(K)∗ →A(H)∗ is called an internal q-corner from η1 to η2 if for all ρ ∈B(K)∗,
A ∈A(H),
γ (ρ)(A) = γ (ψ12(ρ))((E1 ⊗ I )A(E2 ⊗ I ))
and furthermore the map B(K)∗ →A(H)∗ given by
ρ → η1(ρ)+ γ (ρ)+ γ ∗(ρ)+ η2(ρ)
defines a q-weight map.
Remark 5.10. We will make use of the following observation. Let E1, E2 be orthogonal projec-
tions on K with E1 +E2 = I . Given a map φ :A(H) →B(K), let φb :A(H) →B(K⊕K) be the
map given by
φb(A) =
[
E1φ(A)E1 E1φ(A)E2
E2φ(A)E1 E2φ(A)E2
]
. (24)
Then φ is completely positive if and only if φb is completely positive. We will often refer to
the map φb as the matricial notation for the map φ, and we will abbreviate it by identifying φ
with φb when invoking formula (24).
We note that this definition is compatible with the earlier notion of q-corner.
Proposition 5.11. For j = 1,2, let Kj be a Hilbert space, let Hj = Kj ⊗ L2(0,∞) and let
K= K1 ⊕K2 and H=H1 ⊕H2. For each j = 1,2, let ωj be a q-weight map over Kj , let Ej be
the canonical projection from K onto Kj , and let ηj be the q-weight map over K given by
ηj (ρ)(A) = ωj (ρjj )(Ajj ), ∀ρ ∈B(K)∗, ∀A ∈A(H).
Then η1 and η2 are completely orthogonal, and moreover there exists a q-corner σ from ω1 to ω2
if and only if there exists an internal q-corner γ from η1 to η2, and we have that
γ (ρ)(A) = σ(ρ12)(A12), ∀ρ ∈B(K)∗, A ∈A(H).
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ρij =
[
ψij (ρ)
]
ij
, Aij =
[
(Ei ⊗ I )A(Ej ⊗ I )
]
ij
, (25)
therefore
ηj (ρ)(A) = ωj (ρjj )(Ajj ) = ηj
(
ψjj (ρ)
)(
(Ej ⊗ I )A(Ej ⊗ I )
)
hence η1 and η2 are completely orthogonal.
Suppose that σ is a q-corner from ω1 to ω2. Let
γ (ρ)(A) = σ(ρij )(Aij ), ∀ρ ∈B(K)∗, ∀A ∈A(H).
Notice that by (25), we have that γ satisfies the equation
γ (ρ)(A) = γ (ψ12(ρ))((E1 ⊗ I )A(E2 ⊗ I )), ∀ρ ∈B(K)∗, ∀A ∈A(H).
Now note that if we define η :B(K)∗ → A(H)∗ by η(ρ) = η1(ρ) + γ (ρ) + γ ∗(ρ) + η2(ρ), for
all ρ ∈B(K)∗, then
η(ρ)(A) = ω1(ρ11)(A11)+ σ(ρ12)(A12)+ σ ∗(ρ21)(A21)+ω2(ρ22)(A22)
for all ρ ∈ B(K)∗ and A ∈ A(H). Therefore, it follows immediately from the definition of
q-corner that η is a q-weight map over K.
Conversely, suppose that γ is an internal q-corner from η1 to η2. Let σ :B(K2,K1)∗ →
A(H2,H1)∗ be the map given by
σ(μ12)(A12) = γ (μ)(A)
for all μ ∈ B(K)∗ and A ∈ A(H). We show that σ is well defined. First note that for every

 ∈ B(K2,K1)∗ there exists μ ∈ B(K)∗ such that 
 = μ12 and for every X ∈ A(H2,H1)∗ there
exists A ∈ A(H) such that X = Aij . Furthermore, since γ is an internal q-corner, for any other
representatives μ′ and A′ such that 
 = μ′ij and X = A′ij , we have that
ψ12(μ) = ψ12
(
μ′
)
, (E1 ⊗ I )A(E2 ⊗ I ) = (E1 ⊗ I )A′(E2 ⊗ I )
hence
γ
(
μ′
)(
A′
)= γ (μ)(A),
thus σ is well defined.
Now note that if we define once again η :B(K)∗ → A(H)∗ by η(ρ) = η1(ρ) + γ (ρ) +
γ ∗(ρ)+ η2(ρ), for all ρ ∈B(K)∗, then we obtain once more
η(ρ)(A) = ω1(ρ11)(A11)+ σ(ρ12)(A12)+ σ ∗(ρ21)(A21)+ω2(ρ22)(A22)
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η(ρ) =
[
ω1(ρ11) σ (ρ12)
σ ∗(ρ21) ω2(ρ22)
]
.
Therefore, if η is a q-weight, then σ is a q-corner from ω1 to ω2. 
The following lemma will be a useful tool in the remainder.
Lemma 5.12. Let K be a Hilbert space, let σ :B(K) → M2(C) be a ∗-preserving linear map
such that σ12 = 0, let P1,P2 ∈B(K) be two non-zero orthogonal projections and let Q ∈B(K)
be a norm one operator. Define φ :B(K) →B(K⊕K) given by
φ(A) =
[
σ11(A)P1 σ12(A)Q
σ21(A)Q∗ σ22(A)P2
]
, ∀A ∈B(K).
Then φ is (completely) positive if and only if P1QP2 = Q, QQ∗  P1, Q∗Q  P2, and σ is
(completely) positive.
Proof. Suppose that φ is positive. Since σ = 0, there exists A0  0 such that c12 = σ12(A) = 0.
Notice that by positivity of φ and the fact that Pj is a non-zero projection, we have that cjj =
σjj (A) > 0 for j = 1,2. By positivity of φ, we must have that for all x, y ∈ K,
|c12|2
∣∣(Qx,y)∣∣2  c11c22(P1y, y)(P2x, x).
Thus we have that kerP2 ⊆ kerQ and kerP1 ⊆ kerQ∗, hence P2Q∗ = Q∗ and P1Q = P1, or
P1QP2 = Q. Furthermore,
QQ∗ = P1QQ∗P1  P1
∥∥Q∗∥∥2 = P1
and similarly Q∗Q P2. Now let xn be a sequence of unit vectors in P2K such that ‖Qxn‖ → 1,
and let yn = Qxn (without loss of generality they are non-zero vectors). Let Un be the rank
one partial isometry such that Unxn = yn/‖yn‖ and Un is zero on {xn}⊥. If Gn = Un ⊕ U∗n ,
then
ψn(A) = G∗nφ(A)Gn =
[
σ11(A)U∗nUn σ12(A)‖yn‖Un
σ21(A)‖yn‖Un σ22(A)UnU∗n
]
.
Since P1 and P2 are orthogonal, it is clear that the range of ψn is isomorphic to M2(C) and the
map
A →
[
σ11(A) σ12(A)‖yn‖
σ21(A)‖yn‖ σ22(A)
]
is (completely) positive if φ is (completely) positive. By taking limits, we obtain that σ is (com-
pletely) positive.
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Then observe that
φ(A) =
[
σ11(A)P1 σ12(A)Q
σ21(A)Q∗ σ22(A)P2
]
=
[
P1 0
0 P2
][
σ11(A)I σ12(A)Q
σ21(A)Q∗ σ22(A)P2
][
P1 0
0 P2
]
.
But[
σ11(A)I σ12(A)Q
σ21(A)Q∗ σ22(A)P2
]
=
[
σ11(A)I σ12(A)Q
σ21(A)Q∗ σ22(A)Q∗Q
]
+
[
0 0
0 σ22(A)(P2 −Q∗Q)
]
and [
σ11(A)I σ12(A)Q
σ21(A)Q∗ σ22(A)Q∗Q
]
=
[
I 0
0 Q∗
]
·
[
σ11(A)I σ12(A)I
σ21(A)I σ22(A)I
]
·
[
I 0
0 Q
]
. 
Lemma 5.13. Let K be a finite-dimensional Hilbert space. Suppose ω and η are completely
orthogonal q-pure range rank one q-weight maps over K so ω(ρ) = ρ(T1)μ and η(ρ) = ρ(T2)ν
for all ρ ∈B(K)∗, where T1 and T2 are non-zero projections and μ and ν are positive boundary
weights such that μ(I −Λ(T1)) 1 and ν(I −Λ(T2)) 1. Suppose that γ is a non-zero range
rank one internal q-corner from ω to η. Then there exist τ ∈A(H)∗ and Q ∈B(K) satisfying
‖Q‖ = 1, QQ∗  T1 and Q∗Q T2 (26)
such that γ (ρ) = ρ(Q)τ for all ρ ∈B(K)∗. For t > 0 let
h(t) = (1 +μ|t (Λ(T1)))
1/2(1 + ν|t (Λ(T2)))1/2
1 + τ |t (Λ(Q)) .
Then h(t) has a limit as t → 0+, and furthermore |h(t)| is a non-increasing function of t which
is bounded above. If κ = limt→0+ |h(t)|, then 1 |h(t)| κ for all t > 0 and κγ is an ordinary
internal corner from ω to η.
Conversely, given Q ∈ B(K) satisfying (26), let γ :B(K)∗ → A(H)∗ be given by γ (ρ) =
ρ(Q)τ for ρ ∈B(K)∗, and let h(t) be defined as above for t > 0. If there exists κ  1 such that
|h(t)| κ for all t > 0 and κγ is an ordinary internal corner from ω to η, then γ is an internal
q-corner from ω to η. If ω and η are unbounded then the internal corner κγ from ω to η is
trivially maximal in that λκγ is not an internal corner from ω to η for λ > 1.
Proof. Suppose that γ is a non-zero range rank one internal q-corner from ω to η, so that the
map Θ = ω + γ + γ ∗ + η is a q-weight map from B(K)∗ to A(H)∗. We write Θ in matrix form
Θ =
[
ω γ
γ ∗ η
]
.
Since ω and η are range rank one, there exist T1 and T2 non-zero positive operators so that
ω(ρ) = ρ(T1)μ and η(ρ) = ρ(T2)ν for all ρ ∈B(K)∗ and μ and ν are positive boundary weights
such that μ(I −Λ(T1)) 1 and ν(I −Λ(T2)) 1. Since ω and η are q-pure, by Theorem 5.7 we
have that T1 and T2 are projections. Furthermore, notice that if ω and η are completely orthogonal
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j = 1,2. Recall that without loss of generality, we may assume that E1 +E2 = I .
Suppose that γ has range rank one, i.e. there exists Q ∈B(K) with norm one and τ ∈A(H)∗
such that γ (ρ) = ρ(Q)τ for all ρ ∈ B(K)∗. Since it is an internal corner, we have that
E1QE2 = Q. Thus, by Remark 5.10, Θ˘ is completely positive if and only if the map
A →
[
E1Θ˘(A)E1 E1Θ˘(A)E2
E2Θ˘(A)E1 E2Θ˘(A)E2
]
=
[
μ(A)T1 τ(A)Q
τ ∗(A)Q∗ ν(A)T2
]
from A(H) to B(K⊕K) is completely positive. It follows from Lemma 5.12 that Q satisfies (26).
Thus we see that any candidate for a range rank one q-corner must be of the form given in the
statement of the lemma.
Calculating the generalized boundary representation of Θ we find
Π#t (A) =
[
(1 +μ|t (Λ(T1)))−1μ|t (A)T1 (1 + τ |t (Λ(Q)))−1τ |t (A)Q
(1 + τ ∗|t (Λ(Q∗)))−1τ ∗|t (A)Q∗ (1 + ν|t (Λ(T2)))−1ν|t (A)T2
]
.
To simplify notation we make the following definitions
a(t) = 1 +μ|t
(
Λ(T1)
)
,
b(t) = 1 + ν|t
(
Λ(T2)
)
,
c(t) = 1 + τ |t
(
Λ(Q)
)
,
h(t) =
√
a(t)b(t)
c(t)
.
By Lemma 5.12, Π#t is completely positive if and only if
A →
[
(1 +μ|t (Λ(T1)))−1μ|t (A) (1 + τ |t (Λ(Q)))−1τ |t (A)
(1 + τ ∗|t (Λ(Q∗)))−1τ ∗|t (A) (1 + ν|t (Λ(T2)))−1ν|t (A)
]
is completely positive. Since taking the Schur product of this mapping with a matrix
[ |x|2 xy
xy |y|2
]
where xy = 0 preserves completely positivity, it follows that Π#t is completely positive if and
only if
ψt(A) =
[
μ|t (A) |h(t)|τ |t (A)
|h(t)|τ ∗|t (A) ν|t (A)
]
is completely positive for t > 0. Note that in the above expression we can replace |h(t)| by h(t)
since multiplying the upper off diagonal entry by z and the lower off diagonal entry by z where
|z| = 1 preserves complete positivity.
Returning to our proof we see that if γ is an internal q-corner then ψt is completely pos-
itive for every t > 0. We will now show that |h(t)| is a non-increasing function of t and has
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to find a positive element A ∈ A(H) so that μ(A) > 0, ν(A) > 0 and τ(A) = 0. Since τ = 0
we have τ |to = 0 for some to > 0. Hence there is an operator B ∈ B(H) with ‖B‖  1 so that
τ(E(t,∞)BE(t,∞)) = 0. Since μ and ν are not zero there is a t1 > 0 so that μ|t1(I ) > 0 and
ν|t1(I ) > 0. Let s = min(to, t1) and let A = 3E(s,∞) + E(to,∞)(zB + zB∗)E(to,∞) where
z ∈ C and |z| 1. Then we have A ∈A(H) and μ(A) > 0, ν(A) > 0 and
τ(A) = 3τ(E(s,∞))+ 2 Re(zτ |to (B)).
Since τ |to (B) = 0 we can arrange it so τ(A) = 0 with an appropriate choice of z with |z|  1.
Since A 0 we have ψt(A) 0 for all t > 0 and for 0 < t  s we have ψt(A) is constant. Since
the determinant of ψt is positive we have
∣∣h(t)τ (A)∣∣2  μ(A)ν(A)
for t ∈ (0, s] and since τ(A) = 0 we have h(t) is bounded for t ∈ (0, s] and h is clearly bounded
for t > s so h is bounded.
Let A = T1 + Q + Q∗ + T2, which is a positive operator. For 0 < t < s, we define Λst (A) =
E(t, s)Λ(A)E(t, s) and note that
μ
(
Λst (A)
)= μ|t(Λ(A))−μ|s(Λ(A)).
The same applies to ν and τ . Then we have that for 0 < t < s the matrix
ψt
(
Λst (A)
)= [ μ|t (Λst (T1)) |h(t)|τ |t (Λst (Q))|h(t)|τ ∗|t (Λst (Q∗)) ν|t (Λst (T2))
]
=
[
a(t)− a(s) |h(t)|(c(t)− c(s))
|h(t)|(c(t)− c(s)) b(t)− b(s)
]
is a positive matrix. Since the determinant is positive we have
∣∣h(t)∣∣2∣∣c(t)− c(s)∣∣2  (a(t)− a(s))(b(t)− b(s))
for 0 < t < s. Recalling the definition of h(t) we obtain for 0 < t < s,
∣∣1 − c(s)/c(t)∣∣2  (1 − a(s)/a(t))(1 − b(s)/b(t)). (27)
Now for x, y ∈ [0,1] we have x − 2√xy + y = (√x − √y )2  0 which yields
(1 − √xy )2 = 1 − 2√xy + xy  1 − x − y + xy = (1 − x)(1 − y).
Using this inequality with x = a(s)/a(t) and y = b(s)/b(t) in inequality (27) we find
∣∣1 − c(s)/c(t)∣∣2  (1 −
√
a(s)b(s)
a(t)b(t)
)2
. (28)
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∣∣1 − c(s)/c(t)∣∣ 1 −
√
a(s)b(s)
a(t)b(t)
.
Since 1 − |z| |1 − z| for z ∈ C we have, for 0 < t < s,
−|c(s)||c(t)| −
√
a(s)b(s)
a(t)b(t)
.
Recalling the definition of h, this inequality states |h(t)| |h(s)| for 0 < t < s, so we have that
|h(t)| is non-increasing. And since |h(t)| is bounded above we have that |h(t)| converges to its
least upper bound κ as t → 0+. Hence, we have shown that |h(t)| → κ as t → 0+ and |h(t)| κ
for all t > 0. Since h(t) → 1 as t → ∞ we have κ  1.
Now we show that the function h(t) has a limit as t → 0+. Since the absolute value of h
has a limit and that limit is not zero, in order to show h has a limit it is enough to show that
its reciprocal has a limit as t → 0+. Let w(t) = (a(t)b(t))1/2 for t > 0. Taking 0 < t < s and
multiplying inequality (28) by |c(t)|2 we find that
∣∣c(t)− c(s)∣∣2  ∣∣c(t)∣∣2(1 −w(s)/w(t))2
and expanding both sides and canceling terms we find
−2 Re(c(t)c(s))+ ∣∣c(s)∣∣2  ∣∣c(t)∣∣2w(s)/w(t)(w(s)/w(t)− 2)
and dividing both sides by w(t)w(s) we find
−2 Re(c(t)c(s))
w(t)w(s)
+ |c(s)|
2
w(t)w(s)
 w(s)|c(t)|
2
w(t)3
− 2|c(t)|
2
w(t)2
.
Now
∣∣1/h(t)− 1/h(s)∣∣2 = |c(t)|2
w(t)2
+ |c(s)|
2
w(s)2
− 2 Re(c(t)c(s))
w(t)w(s)
and combining this with the preceding inequality we find
w(s)|c(t)|2
w(t)3
− |c(t)|
2
w(t)2
+ |c(s)|
2
w(s)2
− |c(s)|
2
w(t)w(s)

∣∣1/h(t)− 1/h(s)∣∣2.
And in recalling that c(t)/w(t) = 1/h(t) this inequality becomes
(
1 −w(s)/w(t))(∣∣1/h(s)∣∣2 − ∣∣1/h(t)∣∣2) ∣∣1/h(t)− 1/h(s)∣∣2.
Since w(s)w(t) for 0 < t < s and |h(t)| → κ  1 as t → 0+ it follows that the left-hand side
of the above inequality tends to zero as s and t approach zero so it follows that 1/h(t)− 1/h(s)
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t → 0+ where |z| = 1.
We have that the map
ψt(A) =
[
μ|t (A) |h(t)|τ |t (A)
|h(t)|τ ∗|t (A) ν|t (A)
]
is a completely positive map from A(H) into M2(C) for each t > 0 and, therefore, since μ, ν
and τ are boundary weights, the limiting map defined for all A ∈A(H) by
ψo(A) =
[
μ(A) κτ(A)
κτ ∗(A) ν(A)
]
is completely positive. By Lemma 5.12, we have that κγ is an ordinary internal corner from ω
to η.
Conversely, suppose κ  1 and κγ is a corner from ω to η and
∣∣h(t)∣∣= (1 +μ|t (Λ(T1))) 12 (1 + ν|t (Λ(T2))) 12|1 + τ |t (Λ(Q))|  κ
for all t > 0. Then, in particular, for all t > 0, the scalar 1 + τ |t (Λ(Q)) is not zero. Therefore, if
Θ = ω + γ + γ ∗ + η, then its generalized boundary representation Π#t is well defined and it is
given by
Π#t (A) =
[
(1 +μ|t (Λ(T1)))−1μ|t (A)T1 (1 + τ |t (Λ(Q)))−1τ |t (A)Q
(1 + τ ∗|t (Λ(Q∗)))−1τ ∗|t (A)Q∗ (1 + ν|t (Λ(T2)))−1ν|t (A)T2
]
.
By an argument using Lemma 5.12 analogous to the one above, the map Π#t is completely posi-
tive if and only if the map
ψt(A) =
[
μ|t (A) |h(t)|τ |t (A)
|h(t)|τ ∗|t (A) ν|t (A)
]
is completely positive. But this follows immediately from the fact that κγ is an internal corner
from ω to η and |h(t)| κ for all t > 0. Therefore γ is an internal q-corner from ω to η.
Finally, we show κγ is a trivially maximal corner from ω to η if ω and η are unbounded.
Suppose λ > 1 and λκγ is a corner from ω to η. From the inequality for κ and the fact that
μ|t (Λ(T1)), ν|t (Λ(T2)) and, thus, |τ |t (Λ(Q))| tend to infinity as t → 0+ we have
lim
t→0+
μ|t (Λ(T1))ν|t (Λ(T2))
|τ |t (Λ(Q))|2  κ
2.
Since λκγ is a corner we have λ2κ2|τ |t (Λ(Q))|2  μ|t (Λ(T1))ν|t (Λ(T2)) for t > 0 and, there-
fore,
lim
t→0+
μ|t (Λ(T1))ν|t (Λ(T2))
|τ |t (Λ(Q))|2  λ
2κ2 > κ2.
This contradicts the previous limit inequality so κγ is a trivially maximal corner from ω to η. 
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it provides a useful criterion for the existence of q-corners.
Theorem 5.14. Suppose ω and η are completely orthogonal q-pure range rank one q-weight
maps over a finite-dimensional Hilbert space K so ω(ρ)(A) = ρ(T1)μ(A) and η(ρ)(A) =
ρ(T2)ν(A) for ρ ∈ B(K)∗ and A ∈ A(H), where T1 and T2 are non-zero projections and
μ and ν are q-pure positive boundary weights on A(H) such that μ(I − Λ(T1))  1 and
ν(I − Λ(T2)) 1. Then there is a non-zero range rank one q-corner γ from ω to η if and only
if there exist U ∈B(K) unitary and z > 0 so that UT1U∗ = T2 and μ and ν can be expressed in
the form
μ(A) =
∑
k∈I
(
fk, (I −Λ)− 12 A(I −Λ)− 12 fk
)
,
ν(A) =
∑
k∈I
(
gk, (I −Λ)− 12 A(I −Λ)− 12 gk
)
for all A ∈ A(H), where gk = z(U ⊗ I )fk + hk , with fk in the range of T1 ⊗ I and hk in the
range of (I −Λ) 12 (T2 ⊗ I ) for all k ∈ I , satisfying
∑
k∈I
∥∥(I −Λ)− 12 hk∥∥2 < ∞.
Proof. Before we begin the proof we remark that in the sums for ω and η we sum over the same
index set I , although this may require some padding because the sums for ω and η can have
different numbers of non-zero terms, since some of the f ′s or g′s can be zero.
Let us assume the setup and notation of the theorem, and suppose that we have z > 0 and
for each k ∈ I , gk = z(U ⊗ I )fk + hk , with fk in the range of T1 ⊗ I , hk in the range of
(I − Λ)1/2(T2 ⊗ I ) and the sum involving the hk’s given above converges. Since the sum in-
volving the hk’s above converges and 0Λ I , we have
r =
∑
k∈I
∥∥Λ 12 (I −Λ)− 12 hk∥∥2 < ∞.
Let τ ∈A(H)∗ be the boundary weight given by
τ(A) =
∑
k∈I
(
fk, (I −Λ)− 12 A(I −Λ)− 12 gk
)
and let
λ = 2z
1 + z2 + r .
We shall prove that the map γ :B(K)∗ →A(H)∗ given by
γ (ρ)(A) = λρ(T1U∗)τ(A)
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Q = T1U∗ satisfies (26). Furthermore, γ is an ordinary internal corner from ω to η. Indeed, since
0 < λ 1, it suffices to prove that
h(t) = (1 +μ|t (Λ(T1)))
1/2(1 + ν|t (Λ(T2)))1/2
1 + λτ |t (Λ(T1U∗))
is well defined, satisfies |h(t)| λ−1 for all t > 0 and λ−1γ is an ordinary internal corner from ω
to η. Let Θ = ω + λ−1γ + λ−1γ ∗ + η, and notice that using the matricial identification from
Remark 5.10 we have that
Θ˘(A) =
[
μ(A)T1 τ(A)T1U∗
τ(A)UT1 ν(A)T2
]
.
By Lemma 5.12, Θ˘ is completely positive if and only if the map
ψ(A) =
[
μ(A) τ(A)
τ(A) ν(A)
]
is completely positive. But this follows immediately from observing that by the definition of μ,
ν and τ , for all B ∈B(H), if A = (1 −Λ)1/2B(1 −Λ)1/2, we have
ψ(A) =
∑
k∈I
[
(fk,Bfk) (fk,Bgk)
(gk,Bfk) (gk,Bgk)
]
hence ψ is a sum of completely positive maps. Finally, we shall prove that the function h(t)
defined in Lemma 5.13 is well defined, bounded, and sup|h(t)| λ−1. It suffices to show that
λ2
(
1 +μ|t
(
Λ(T1)
))(
1 + ν|t
(
Λ(T2)
))

∣∣1 + λτ |t(Λ(T1U∗))∣∣2 (29)
since by taking the limit as t → 0+ we obtain
λ2
(
1 +μ(Λ(T1)))(1 + ν(Λ(T2))) ∣∣1 + λτ(Λ(T1U∗))∣∣2. (30)
This equation implies that
0 < λ
∣∣1 + λτ(Λ(T1U∗))∣∣
hence h(t) is well defined for all t > 0. Furthermore, also by Eq. (29), we have that |h(t)| λ−1,
for all t > 0. We proved above that λ−1γ is an ordinary internal corner, hence assuming that (29)
holds then we have by Lemma 5.13 that γ is an internal q-corner.
Let us prove (29). By expanding it, we obtain
λ2
(
1 +μ|t
(
Λ(T1)
)+ ν|t(Λ(T2))+μ|t(Λ(T1))ν|t(Λ(T2))− ∣∣τ |t(Λ(T1U∗))∣∣2)
 1 + 2λRe(τ |t(Λ(T1U∗))).
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inequality. We will need some notation. Let
ζ(A) =
∑
k∈I
(
fk, (I −Λ)− 12 A(I −Λ)− 12 hk
)
and
ϑ(A) =
∑
k∈I
(
hk, (I −Λ)− 12 A(I −Λ)− 12 hk
)
for all A ∈A(K). Then we have
ν(A) = z2μ((U∗ ⊗ I)A(U ⊗ I ))+ zζ ((U∗ ⊗ I)A)+ zζ ∗(A(U ⊗ I ))+ ϑ(A)
and
ζ(A) = zμ(A(U ⊗ I ))+ ϑ(A)
for all A ∈A(H). Then we have that
ν|t
(
Λ(T2)
)= z2μ|t(Λ(T1))+ zζ |t (Λ(T1U∗))+ zζ ∗|t(Λ(UT1))+ ϑ |t(Λ(T2))
and
ζ |t
(
Λ
(
T1U
∗))= zμ|t(Λ(T1))+ ϑ |t(Λ(T1U∗)).
To simplify the determinant inequality let
a = μ|t
(
Λ(T1)
)
, b = ζ |t
(
Λ
(
T1U
∗)) and c = ϑ |t(Λ(T2)).
Then the determinant inequality becomes
λ2
(
(1 + a)(1 + z2a + zb + zb + c)− |za + b|2) 1 + 2λ(az+ Re(b))
and with a slight further simplification this becomes
λ2
(
1 + a + az2 + zb + zb + c + ac − |b|2) 1 + 2λ(az+ Re(b)).
Note that c = ϑ |t (Λ(T2)) ϑ(Λ(T2)) = r so if we replace c by r the term on the left-hand side
of the above inequality does not decrease so if the above inequality is satisfied with c replaced
by r it will be satisfied. Then to establish the determinant inequality it is sufficient to prove
that
λ2
(
1 + a + az2 + 2zRe(b)+ r + ar − |b|2) 1 + 2λ(az+ Re(b)). (31)
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λ2
(
1 + z2 + r)= 2λz. (32)
Multiplying both sides of this equation by a we find
λ2
(
a + az2 + ar)= 2λaz. (33)
Since |λ(z− b)− 1|2  0 we have
λ2
(−z2 + 2zRe(b)− |b|2)−2λz+ 2λRe(b)+ 1. (34)
If we add Eqs. (32) and (33) to inequality (34) we obtain inequality (31). Hence, γ is a non-zero
rank one internal q-corner from ω to η.
Now in order to prove the converse direction, let us assume that γ is a non-zero range rank
one q-corner from ω to η. From Lemma 5.13, we know γ is of the form γ (ρ)(A) = ρ(Q)τ(A)
for all ρ ∈ B(K)∗ and all A ∈ A(H), where τ ∈ A(H)∗, ‖Q‖ = 1, QQ∗  T1 and Q∗Q  T2;
and if
h(t) = (1 +μ|t (Λ(T1)))
1
2 (1 + ν|t (Λ(T2))) 12
1 + τ |t (Λ(Q))
then there is a number κ  1 so that |h(t)| κ for all t > 0 and |h(t)| → κ as t → 0+ and κγ is
an ordinary internal corner from ω to η.
We will show that there exist a constant K and a complex number x = 0 such that
|x|2μ|t
(
Λ(T1)
)+ ν|t(Λ(T2))− 2κ Re(xτ |t(Λ(Q)))K. (35)
By Remark 5.10 and Lemma 5.12, the map from A(H) into M2(C) given by
ψo(A) =
[
μ(A) κτ(A)
κτ ∗(A) ν(A)
]
is completely positive. Now consider the family of matrices
Mt =
[
1 +μ|t (Λ(T1)) κ + κτ |t (Λ(Q))
κ + κτ ∗|t (Λ(Q∗)) 1 + ν|t (Λ(T2))
]
.
Note that if 0 < t < s then
Mt −Ms =
[
μ(Λst (T1)) κτ(Λ
s
t (Q))
κτ ∗(Λst (Q∗)) ν(Λst (T2))
]
= ψ0
(
Λst
(
T1 +Q+Q∗ + T2
))
where Λst (A) = E(t, s)Λ(A)E(t, s). Since ψo is completely positive and Q satisfies (26), it
follows that Mt −Ms is a positive matrix. Since |h(t)| κ for all t > 0 we have
(
1 +μ|t
(
Λ(T1)
))(
1 + ν|t
(
Λ(T2)
))

∣∣κ + κτ |t(Λ(Q))∣∣2.
C. Jankowski et al. / Journal of Functional Analysis 262 (2012) 3006–3061 3047This tells us the determinant of Mt is less than or equal to zero so for each t > 0 there is a unit
vector vt so that Mtvt = λ(t)vt and λ(t) 0. We will prove that there is a unit vector v so that
(v,Mtv) 0 for all t > 0.
Since the set of unit vectors in C2 is compact in the norm topology there is at least one
accumulation point of vt as t → 0+. Let v be such an accumulation point so for each ε > 0 there
is a t ∈ (0, ε) with ‖v − vt‖ < ε. We show (v,Mtv) 0 for all t > 0. Suppose t > 0 and ε > 0.
Let ε1 = min{t, ε, 12ε/‖Mt‖}. Then there is an s ∈ (0, ε1) with ‖v − vs‖ < ε1. For the desired
estimate, we will use the following identity:
(v,Mtv) = (v,Mtv)− (vs,Mtvs)+ (vs,Mtvs)− (vs,Msvs)+ (vs,Msvs).
On the one hand, we have that
(v,Mtv)− (vs,Mtvs) =
(
(v − vs),Mtv
)+ (vs,Mt (v − vs))
 2‖v − vs‖‖Mt‖ < 2ε1‖Mt‖ ε.
On the other hand, since Mt is non-increasing, and since 0 < s < t , we have
(vs,Mtvs)− (vs,Msvs) 0.
And we also have
(vs,Msvs) = λ(s) 0.
Combining the previous four relations we find (v,Mtv)  ε and since ε is arbitrary we have
(v,Mtv) 0 for all t .
Notice that the non-zero vector v satisfying (v,Mtv) 0 for all t > 0 cannot be a multiple of
(1,0) or (0,1), because in the first case we have (v,Mtv) = 1 + μ|t (Λ(T1)) and in the second
case (v,Mtv) = 1 + ν|t (Λ(T2)) and neither of these are less than or equal to zero. Thus the
vector v must be a multiple of a vector of the form w = (x,−1) with x = 0. Then we have
(w,Mtw) 0 which yields the promised inequality (35)
|x|2μ|t
(
Λ(T1)
)+ ν|t (Λ(T1))− 2κ Re(xτ |t(Λ(Q))) 2κ Re(x)− 1 − |x|2 = K
for all t > 0.
The fact that ψo is completely positive on A(H) means the mapping φ(A) = ψo((I −
Λ)
1
2 A(I − Λ) 12 ) is a completely positive map from B(H) into B(C ⊕ C) and every such com-
pletely positive map is of the form
φ(A) =
∑
i∈I
SiAS
∗
i
where the Si are linear maps from H to C ⊕ C. Since every such map is specified by a pair of
vectors fi, gi ∈H it follows that
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∑
i∈I
(
fi, (I −Λ)− 12 A(I −Λ)− 12 fi
)
, (36)
ν(A) =
∑
i∈I
(
gi, (I −Λ)− 12 A(I −Λ)− 12 gi
)
, (37)
κτ(A) =
∑
i∈I
(
fi, (I −Λ)− 12 A(I −Λ)− 12 gi
) (38)
for all A ∈ A(H). Furthermore, since ω and η are completely orthogonal with respect to T1
and T2 and γ is an internal corner from ω to η, by replacing fi by (T1 ⊗ I )fi and replacing gi
by (T2 ⊗ I )gi , we still have that (36), (37) and (38) hold.
Then from inequality (35) we have
∑
i∈I
|x|2(f ti , (T1 ⊗ I )f ti )+ (gti , (T2 ⊗ I )gti )− 2 Re(xf ti , (Q⊗ I )gti )K (39)
where f ti = Λ
1
2 (I − Λ)− 12 E(t,∞)fi and gti = Λ
1
2 (I − Λ)− 12 E(t,∞)gi for all t > 0 and all
i ∈ I . We can write the previous sum in the form
∑
i∈I
∥∥x(T1 ⊗ I )f ti − (Q⊗ I )gti∥∥2 + (gti , [(T2 −Q∗Q)⊗ I ]gti )K.
From this inequality it follows that ν|t (Λ(T2 −Q∗Q))K for all t > 0. Now if T2 = Q∗Q there
is a rank one projection e ∈B(K) and a real number y > 0 such that ye T2 −Q∗Q, from which
it follows that ν|t (Λ(e))K/y for all t > 0. But since η is q-pure it follows from Theorem 5.7
that ν(Λ(e)) = ∞. Hence, we conclude that T2 = Q∗Q.
The sum (39) can also be written in the form
∑
i∈I
∥∥x(Q∗ ⊗ I)f ti − (T2 ⊗ I )gti∥∥2 + |x|2(f ti , [(T1 −QQ∗)⊗ I ]f ti )K (40)
from which we obtain μ|t (Λ(T1 − QQ∗))  K|x|−2 for all t > 0. Since ω is q-pure we con-
clude by repeating the argument above that T1 = QQ∗. Hence, Q is a partial isometry from the
Range(T2) to the Range(T1). We now construct the number z > 0 and the unitary U as promised
in the statement of the theorem. (Strictly speaking, we are assuming that dimK< ∞, hence the
argument is straightforward, however we describe a proof which works even when dimK = ∞
anticipating future considerations). Let z = |x| and u = x/|x| so x = zu. Since Q∗Q = T2 and
QQ∗ = T1 it follows that the ranges of T1 and T2 have the same dimension. If T1 is of finite
rank then the Range(T1)⊥ and Range(T2)⊥ have the same dimension and if T1 is of infinite rank
then since T1 and T2 are disjoint it follows that Range(T1)⊥ and Range(T2)⊥ are both of infinite
dimension. Thus Range(T1)⊥ and Range(T2)⊥ have the same dimension. We construct U as fol-
lows. We define U on Range(T1) as UT1 = uQ∗. Since Range(T1)⊥ and Range(T2)⊥ have the
same dimension we can define a partial isometry S from Range(I −T1) onto Range(I −T2), and
we define U on Range(I − T1) as U(I − T1) = S(I − T1). Then we have that U is unitary and
UT1U∗ = T2 and we have from inequality (40) that
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i∈I
∥∥z(UT1 ⊗ I )f ti − (T2 ⊗ I )gti∥∥2 K (41)
for all t > 0. This is the important inequality which will yield the estimate stated in the theorem
when we use the normalization properties of μ and ν. In subsequent calculation it is useful to
have the formulae
x = zu, z = |x|, T2U = UT1 = uQ∗ and uQ = T1U∗ = U∗T2.
Expressing inequality (41) in terms of inner products we obtain
∑
i∈I
|x|2((I −Λ)− 12 E(t,∞)fi,Λ(T1)(I −Λ)− 12 E(t,∞)fi) (42)
−
∑
i∈I
2 Re
(
x(I −Λ)− 12 E(t,∞)fi,Λ(Q)(I −Λ)− 12 E(t,∞)gi
) (43)
+
∑
i∈I
(
(I −Λ)− 12 E(t,∞)gi,Λ(T2)(I −Λ)− 12 E(t,∞)gi
)
K. (44)
We also have that for all t > 0,
μ|t
(
I −Λ(T1)
)=∑
i∈I
(
(I −Λ)− 12 E(t,∞)fi,
(
I −Λ(T1)
)
(I −Λ)− 12 E(t,∞)fi
)
 1 (45)
and
ν|t
(
I −Λ(T2)
)=∑
i∈I
(
(I −Λ)− 12 E(t,∞)gi,
(
I −Λ(T2)
)
(I −Λ)− 12 E(t,∞)gi
)
 1. (46)
We will need one more inequality. Notice that if A = T1 + Q + Q∗ + T2, then B = (A ⊗ I ) −
Λ(A) is positive. Therefore, from the complete positivity of ψo, and using the fact that μ(B|t ) =
μ|t (I − Λ(T1)), ν(B|t ) = ν|t (I − Λ(T2)) and τ(B|t ) = τ |t ((uU∗ ⊗ I ) − Λ(Q)) for all t > 0,
we have that
0ψo(B|t ) =
[
μ|t (I −Λ(T1)) κτ |t (uU∗ ⊗ I −Λ(Q))
κτ ∗|t (uU ⊗ I −Λ(Q)) ν|t (I −Λ(T2))
]
,
whence by considering the determinant we obtain
∣∣κτ |t (uU∗ ⊗ I −Λ(Q))∣∣2  μ|t(I −Λ(T1))ν|t (I −Λ(T1)) 1 · 1 = 1.
This gives us the inequality
−
∑
i∈I
2 Re
(
x(I −Λ)− 12 E(t,∞)fi,
(
uU∗ ⊗ I −Λ(Q))(I −Λ)− 12 E(t,∞)gi) 2|x| (47)
for all t > 0. Combining inequalities (42) through (47), we obtain
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i∈I
|x|2((I −Λ)− 12 E(t,∞)fi, (I −Λ)− 12 E(t,∞)fi)
−
∑
i∈I
2 Re
(
x(I −Λ)− 12 E(t,∞)fi,
(
uU∗ ⊗ I)(I −Λ)− 12 E(t,∞)gi)
+
∑
i∈I
(
(I −Λ)− 12 E(t,∞)gi, (I −Λ)− 12 E(t,∞)gi
)
K + 1 + 2z+ z2.
And these three sums collapse into a simpler sum
∑
i∈I
∥∥(I −Λ)− 12 E(t,∞)hi∥∥2 K + (1 + z)2
where hi = z(U ⊗ I )fi − gi for all i ∈ I . Since the sum is independent of t we have that hi ∈
Range((I −Λ) 12 ) = domain of (I −Λ)− 12 for all i ∈ I , and
∑
i∈I
∥∥(I −Λ)− 12 hi∥∥2 K + (1 + z)2.
This completes the proof of the theorem. 
In the case when ω and η have trivial normal spines, by Proposition 5.11 and Theorem 5.8,
the only non-zero q-corners between them have to be range rank one. If they are unital, this leads
to the following immediate corollary.
Corollary 5.15. For j = 1,2, let ωj be a unital q-pure range rank one q-weight map over Kj
finite-dimensional with trivial normal spine. If dimK1 = dimK2, then ω1 and ω2 induce
E0-semigroups that are not cocycle conjugate.
We note that there exist uncountably many non-cocycle conjugate E0-semigroups of type II0
arising already just from range rank one q-pure q-weight maps over K = C with trivial normal
spine. This follows from work in [15]. We take up this issue in more detail in [11].
6. The range rank two case
In this section we analyze range rank two q-weight maps, which means that they have the
form
ω(ρ)(A) = ρ(e1)μ1(A)+ ρ(e2)μ2(A)
for all ρ ∈ B(K)∗ and all A ∈ A(H). Typically we assume that e1 and e2 are positive norm one
operators of the following particular form.
Proposition 6.1. Let K be a separable Hilbert space and let ω :B(K)∗ → B(H)∗ be a unital
q-weight map with range rank 2 and trivial normal spine. Then there exist positive μ1,μ2 ∈
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A ∈A(H),
ω(ρ)(A) = ρ(e1)μ1(A)+ ρ(e2)μ2(A).
Furthermore, given x1, x2 ∈ R, we have that 0 x1e1 + x2e2  I if and only if x1, x2 ∈ [0,1].
Proof. Since ω has a trivial normal spine, by Theorem 3.2 there exists L :B(K) → B(K)
a boundary expectation for ω. Since Range(L) = Range(ω˘), we have that the Choi–Effros al-
gebra RL is isomorphic to C ⊕ C. Furthermore, notice that the unit of RL is given by L(I). Let
e1 ∈ RL be a minimal central projection (with respect to the Choi–Effros multiplication), and
notice that e1 = 0 and e1 = L(I). Let e2 = L(I) − e1, also a minimal projection. Then we have
that for all X ∈ Range(L),
X = e1 X e1 + e2 X e2 = L(e1Xe1)+L(e2Xe2) = ν1(X)e1 + ν2(X)e2
for some states ν1, ν2 on RL since e1 and e2 are minimal projections in RL. Thus, for all
A ∈A(H),
ω˘(A) = ν1
(
ω˘(A)
)
e1 + ν2
(
ω˘(A)
)
e2.
Now let μj = νj ◦ ω˘ for j = 1,2. Those are clearly positive boundary weights.
The final part of the statement follows immediately from the observation that e1 and e2 are
orthogonal projections in the algebra RL such that e1 + e2 = IRL = L(I) and L(I) = I since ω
is unital. Indeed, ω˘(I −Λ) = I and L fixes the range of ω˘. 
We recall the following notation. If A ∈B(H) and t > 0, then we define the operator of B(H)
A|t = E(t,∞)AE(t,∞).
We emphasize that in fact, for all t > 0, we have that A|t ∈A(H).
Theorem 6.2. Let K be a separable Hilbert space. Suppose e1 and e2 are two positive operators
in B(K) such that if x1 and x2 are real numbers then
0 x1e1 + x2e2  I ⇐⇒ x1, x2 ∈ [0,1]. (48)
Let ω be a range rank two boundary weight map of the form
ω(ρ)(A) = ρ(e1)μ1(A)+ ρ(e2)μ2(A) (49)
for all ρ ∈B(K)∗ and all A ∈ A(H), where μ1 and μ2 are positive boundary weights on A(H).
Let h1 and h2 be the functions given by
h1(t) = μ1(Λ(e2)|t ) and h2(t) = μ2(Λ(e1)|t ) (50)1 +μ2(Λ(e2)|t ) 1 +μ1(Λ(e1)|t )
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κ1 = sup
(
h1(t): t > 0
)
and κ2 = sup
(
h2(t): t > 0
)
. (51)
Then ω is a q-weight if and only if the following conditions are satisfied. The numbers κ1 and κ2
are in the closed interval [0,1], the weights μ1 and μ2 satisfy the weight inequalities
μ1  κ1μ2 and μ2  κ2μ1 (52)
and the numbers x = μ1(I −Λ(e1 +e2)) and y = μ2(I −Λ(e1 +e2)) are in the set So consisting
of a parallelogram in the (x, y) plane with opposite vertices (0,0) and (1,1) and whose sides
are parallel to the lines x = κ1y and y = κ2x. In the event that either κ1 = 1 or κ2 = 1 then the
set So consists of the line segment 0 x = y  1. If both κ1 < 1 and κ2 < 1 then set So consists
of the points satisfying the inequalities
0 x − κ1y  1 − κ1 and 0 y − κ2x  1 − κ2.
Furthermore, in the event μ1 and μ2 satisfy these conditions then the functions h1(t) and
h2(t) are non-increasing and h1(t) → κ1 and h2(t) → κ2 as t → 0+ and if either κ1 = 1 or
κ2 = 1 then μ1 = μ2 so ω is a range rank one q-weight.
Proof. Let us first establish some notation and basic facts that we will use throughout the proof.
Let e1, e2 ∈ B(K) be positive operators satisfying (48), let μ1 and μ2 be positive boundary
weights on A(H) and suppose that ω is a boundary weight map of the form (49). Then ω is
a completely positive boundary weight map and its dualized boundary weight map ω˘ is well
defined. Let X(t) for t > 0 denote the matrix representing the restriction of ω˘|tΛ to the invariant
subspace of B(K) spanned by e1, e2:
X(t) =
[
μ1(Λ(e1)|t ) μ1(Λ(e2)|t )
μ2(Λ(e1)|t ) μ2(Λ(e2)|t )
]
. (53)
We denote the entries of X(t) by xij (t) for i, j = 1,2. Sometimes in calculations we will write
simply X or xij instead of X(t) or xij (t). When we do this we of course mean that all terms in
the equation are to be evaluated at the same t .
Notice that I + ω˘|tΛ is invertible if and only if it is injective. Indeed, ω˘|tΛ is finite rank,
therefore I + ω˘|tΛ is a Fredholm operator of index zero. Therefore, if it is injective then it is
automatically surjective hence invertible. Let us describe a convenient necessary and sufficient
condition for its injectivity. Since the range of ω˘|t is an invariant subspace under I + ω˘|tΛ, the
same must hold for (I + ω˘|tΛ)−1 whenever the inverse exists. Observe that if T :B(K) →B(K)
is any operator, then ker(I + T ) ⊆ Range(T ), hence we have that I + ω˘|tΛ is injective if and
only if its restriction to the range of ω˘|t is injective. Thus I + ω˘|tΛ is invertible if and only if
det(I +X(t)) = 0.
Let us assume that det(I + X(t)) = 0 for all t > 0. In this case, the generalized boundary
representation for ω can be obtained by solving the equation (I + X(t))π#t = ω˘|t , from which
we obtain that
π#t (A) = 
(1)t (A)e1 + 
(2)t (A)e2, ∀A ∈B(H),
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(1)
t (A)


(2)
t (A)
]
= 1
det(I +X(t))
[
1 + x22(t) −x12(t)
−x21(t) 1 + x11(t)
][
μ1|t (A)
μ2|t (A)
]
(54)
for all A ∈B(H). Furthermore, recall that ω is a q-weight map if and only if π#t is a completely
positive contraction for all t > 0. But observe that by Eq. (48), we will have that π#t is positive if
and only if both 
(1)t and 

(2)
t are positive linear functionals. However, if those linear functionals
are positive, then clearly π#t is completely positive since it is the sum of completely positive
maps. Furthermore, when π#t is positive, we have also by (48) that π#t is a contraction if and
only if the map from B(H) to C ⊕ C given by (54) is a contraction. Thus, in order to simplify
matters, we will abuse notation and denote also by π#t the map from B(H) to C ⊕ C given
by
π#t (A) =
[


(1)
t (A)


(2)
t (A)
]
. (55)
In summary, we conclude that the true generalized boundary representation is a completely
positive contraction if and only if the map π#t given by (55) is a positive contraction. For the
remainder of the proof we will refer to π#t given by (55) as if it were the true generalized bound-
ary representation. Although this is not strictly true the conclusions we draw for it are still valid
for the reasons we have given.
Notice that in terms of the xij (t) the functions h1 and h2 are
h1(t) = x12(t)1 + x22(t) and h2(t) =
x21(t)
1 + x11(t) . (56)
Our goal is to show that the conditions stated in the theorem are necessary and sufficient for ω
to be a q-weight map.
For the forward direction of the proof of the theorem we assume that ω is a q-weight map,
which is equivalent to assuming π#t given above is a positive contraction for all t > 0. Notice that
since ω is a q-weight and thus ω(ρ)(I −Λ) ρ(I) for all positive ρ ∈B(K)∗, we have that
ω˘(I −Λ) = μ1(I −Λ)e1 +μ2(I −Λ)e2  I
hence by (48), we have that μj (I − Λ)  1 for j = 1,2, and consequently we find ourselves
precisely in the framework described in the preamble of the current proof, and we have that
det(I +X(t)) = 0 for all t > 0.
The first problem we face is that we need to know the sign of det(I + X(t)). As we will
see this determinant is never less than one. Recall that if ν is any boundary weight, then for all
A ∈B(H), we have that for all t > 1, ν|t (A) = ν|1(A|t ) and ν|1 is normal, hence ν|t (A) → 0 as
t → ∞. Therefore xij (t) → 0 as t → ∞, so det(I + X(t)) approaches one in the limit. Hence,
there is a number to > 0 so that the determinant is greater than one half for t > to. Then for
t > to
π#t
(
Λ(e1)
)
 0 yields x11(t)+ det
(
X(t)
)
 0,
π#t
(
Λ(e2)
)
 0 yields x22(t)+ det
(
X(t)
)
 0.
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det
(
I +X(t))= 1 + x11(t)+ x22(t)+ det(X(t)),
we find
det
(
I +X(t)) 1 + max(x11(t), x22(t)) 1.
Hence, we have det(I + X(t))  1 for t > to. Since this estimate is independent of t and the
determinant is continuous in t we have that the determinant is greater than one for all t > 0.
Having established this fact we will use it in subsequent computations without comment.
Now making use of the fact that π#t is a contraction we have
π#t
(
Λ(e1 + e2)
)
 1
which yields
x12(t) 1 + x22(t) and x21(t) 1 + x11(t) (57)
for all t > 0. This then shows that h1(t)  1 and h2(t)  1 for all positive t and so we have
κ1  1 and κ2  1.
The positivity of π#t yields the inequalities
μ1|t  x12(t)1 + x22(t)μ2|t = h1(t)μ2|t , (58)
μ2|t  x21(t)1 + x11(t)μ1|t = h2(t)μ1|t (59)
for all t > 0. We claim that h1 and h2 are non-increasing functions of t . Suppose 0 < t < s.
Applying the above inequalities to the positive elements Λ(e1)|t −Λ(e1)|s and Λ(e2)|t −Λ(e2)|s
we find
x11(t)− x11(s) x12(t)1 + x22(t)
(
x21(t)− x21(s)
)
,
x12(t)− x12(s) x12(t)1 + x22(t)
(
x22(t)− x22(s)
)
,
x21(t)− x21(s) x21(t)1 + x11(t)
(
x11(t)− x11(s)
)
,
x22(t)− x22(s) x21(t)1 + x11(t)
(
x12(t)− x12(s)
)
.
Multiplying by the denominators in the middle two inequalities we find
x12(t)+ x12(t)x22(s) x12(s)+ x22(t)x12(s),
x21(t)+ x21(t)x11(s) x21(s)+ x11(t)x21(s)
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h1(t) h1(s) and h2(t) h2(s)
for 0 < t < s. Thus, h1 and h2 are non-increasing functions. Since h1(t) 1 and h2(t) 1 for
all t > 0 these functions have limits as t → 0+. Hence, we have
h1(t) → κ1  1 and h2(t) → κ2  1.
From inequalities (58) and (59), we see that the inequalities (52) hold.
Now we tackle the normalization conditions on the point in the xy-plane given by
xo = μ1
(
I −Λ(e1 + e2)
)
and yo = μ1
(
I −Λ(e1 + e2)
)
.
Since, π#t is a completely positive contraction we have π#t (I ) is a positive contraction for all
t > 0 where π#t (I ) is given by
π#t (I ) =
1
det(I +X(t))
[
1 + x22(t) −x12(t)
−x21(t) 1 + x11(t)
][
μ1(I |t )
μ2(I |t )
]
.
We see π#t is a contraction if and only if the first and second entries of π#t are contractions
by (48). Beginning with the top entry we have
(
1 + x22(t)
)
μ1(I |t )− x12(t)μ2(I |t )
(
1 + x11(t)
)(
1 + x22(t)
)− x12(t)x21(t)
for t > 0. Now we have I |t = (I − Λ(e1 + e2))|t + Λ(e1 + e2)|t and putting this in the above
inequality we have
(
(1 + x22)μ1 − x12μ2
)((
I −Λ(e1 + e2)
)∣∣
t
)+ (1 + x22)(x11 + x12)− x12(x21 + x22)
 (1 + x11)(1 + x22)− x12x21.
Canceling terms we see this inequality is equivalent to
((
1 + x22(t)
)
μ1 − x12(t)μ2
)((
I −Λ(e1 + e2)
)∣∣
t
)
 1 + x22(t)− x12(t).
Now dividing by (1 + x22(t)) we find
(
μ1 − h1(t)μ2
)((
I −Λ(e1 + e2)
)∣∣
t
)
 1 − h1(t). (60)
By symmetry we see the condition that the bottom term in π#t be a contraction is(
μ2 − h2(t)μ1
)((
I −Λ(e1 + e2)
)∣∣
t
)
 1 − h2(t). (61)
Now we show that if h1(t) = 1 or h2(t) = 1 for some t > 0 then μ1 = μ2. Suppose for
example that h2(to) = 1 for to > 0. It follows that κ2 = 1 and, therefore, μ2  μ1 by (52). Since
h1 is non-increasing we have h1(t) = 1 for all t ∈ (0, to]. Hence, by (61) we have
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((
I −Λ(e1 + e2)
)∣∣
t
)= 0
for all t ∈ (0, to). But this means that (μ2 − μ1)(I − Λ(e1 + e2)) = 0, therefore, 0  (μ2 −
μ1)(I −Λ) (μ2 −μ1)(I −Λ(e1 + e2)) = 0. Hence, μ2 −μ1 is a positive weight which gives
zero when applied to I −Λ so μ2 −μ1 = 0. In the case where μ1 = μ2 we have x11(t) = x21(t)
and x12(t) = x22(t) and π#t (I ) is
π#t (I ) =
1
1 +μ(Λ(e1 + e2)|t )
[
μ(I |t )
μ(I |t )
]
for t > 0 where μ = μ1 = μ2. Then π#t is a contraction if and only if
μ
((
I −Λ(e1 + e2)
)∣∣
t
)
 1
for all t > 0 and this is equivalent to μ(I −Λ(e1 + e2)) 1. Hence, we see that if h2(t) = 1 for
some t > 0 then μ1(I −Λ(e1 +e2)) and μ2(I −Λ(e1 +e2)) satisfy the normalization conditions
given in the statement of the theorem. The same argument with the indices 1 and 2 interchanged
shows that if h1(t) = 1 for some t > 0 then μ1 = μ2 and the normalization conditions on μ1
and μ2 stated in the theorem are satisfied.
Now that we have taken care of the case where either h1(t) = 1 or h2(t) = 1 for some t > 0
we now assume that both h1(t) < 1 and h2(t) < 1 for all t > 0. We will show that if κ1 = 1 then
the normalization conditions of the theorem are satisfied. Suppose κ1 = 1. Then inequality (60)
becomes
(μ1 −μ2)
((
I −Λ(e1 + e2)
)∣∣
t
)+ (1 − h1(t))μ2((I −Λ(e1 + e2))∣∣t) 1 − h1(t).
Since μ1 −μ2  0 and h1(t) < 1 for all t > 0 we have
μ2
((
I −Λ(e1 + e2)
)∣∣
t
)
 1
for all t > 0 and therefore μ2(I −Λ(e1 +e2)) 1. Then we conclude from the above inequalities
that
(μ1 −μ2)
((
I −Λ(e1 + e2)
)∣∣
t
)

(
1 − h1(t)
)(
1 −μ2
((
I −Λ(e1 + e2)
)∣∣
t
))
.
Since the right-hand side of the above inequality converges to zero as t → 0+ we conclude that
0  (μ1 − μ2)((I − Λ(e1 + e2)))  0 so μ1 = μ2 and as we have seen this then leads to the
conclusion that μ1 and μ2 satisfy the normalization condition in the statement of the theorem.
The same argument with the indices 1 and 2 interchanged shows that if κ2 = 1 then μ2 = μ1 and
the normalization conditions are satisfied.
Thus to complete the proof of the forward direction of the theorem, all that remains is the case
where both κ1 < 1 and κ2 < 1. We assume this to be the case. Then inequalities (60) and (52)
imply that for t > 0,
0 (μ1 − κ1μ2)
((
I −Λ(e1 + e2)
)∣∣ ) 1 − h1(t),t
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0 (μ1 − κ1μ2)
((
I −Λ(e1 + e2)
))
 1 − κ1.
The same argument with the indices 1 and 2 interchanged shows that
0 (μ2 − κ2μ1)
((
I −Λ(e1 + e2)
))
 1 − κ2.
These inequalities show that μ1((I −Λ(e1 + e2))) and μ2((I −Λ(e1 + e2))) lie in the parallel-
ogram given in the statement of the theorem. Hence, we have shown that if ω is a q-weight map
of the form (49) then μ1 and μ2 satisfy the conditions given in the statement of the theorem.
Now we prove the backward direction of the theorem. Let us assume that ω is of the form (49)
and μ1 and μ2 satisfy the conditions given in the statement of the theorem. Notice that we
automatically have that μj (I −Λ) μj (I −Λ(e1 +e2)) 1, since this is one of the coordinates
of a point (x, y) in the parallelogram So. Thus we find ourselves again in the framework discussed
in the preamble of the current proof.
First we note that if κ1 = 1 or κ2 = 1 then μ1 = μ2. Indeed, suppose κ1 = 1. Then we have
μ1 −μ2  0 and (μ1 −μ2)(I −Λ) (μ1 −μ2)(I −Λ(e1 + e2)) = 0 from which we conclude
that μ1 = μ2. As we have seen from Theorem 4.3, if
0 μ1
(
I −Λ(e1 + e2)
)= μ2(I −Λ(e1 + e2)) 1
then ω is a q-weight. The same argument with the indices 1 and 2 interchanged shows that if
κ2 = 1 then ω is a range rank one q-weight map.
Then to complete the proof of the theorem we may assume both κ1 < 1 and κ2 < 1. Let
X(t) be the matrix given by (53). Since x12(t) κ1(1 + x22(t)) and x21(t) κ2(1 + x11(t)) we
have
det
(
I +X(t))= (1 + x11(t))(1 + x22(t))− x12(t)x21(t)

(
1 + x11(t)
)(
1 + x22(t)
)
(1 − κ1κ2) (1 − κ1κ2)
so we can conclude the determinant is positive for all t > 0, hence the generalized boundary
representation of ω is well defined as discussed in the preamble. From Eq. (54) we conclude that
the generalized boundary representation is completely positive if and only if
μ1|t  h1(t)μ2|t and μ2|t  h2(t)μ1|t (62)
for all t > 0. The conditions on μ1 and μ2 are μ1  κ1μ2, μ2  κ2μ1, h1(t)  κ1  1 and
h2(t) κ2  1 and these conditions ensure that (62) holds. Hence, we conclude that the gener-
alized boundary representation is completely positive.
We recall that in the proof that h1(t) and h2(t) are non-increasing functions of t we only
needed that these functions were bounded by one and the positivity of π#t . Since these conditions
are satisfied we know that these functions are non-increasing and, therefore, h1(t) → κ1 and
h2(t) → κ2 as t → 0+. All that remains to show is that π#t is contractive and for this we only
need to show that the first and second components of π#t (I ) do not exceed one, and as we have
already calculated this condition will be met if and only if Eqs. (60) and (61) hold for all t > 0.
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the terms above have limits and in the limit of t → 0+ these inequalities become
0 (μ1 − κ1μ2)
((
I −Λ(e1 + e2)
))
 1 − κ1
and
0 (μ2 − κ2μ1)
((
I −Λ(e1 + e2)
))
 1 − κ2.
We know these inequalities are satisfied because they are precisely the inequalities that describe
the parallelogram So and by the conditions of the theorem the point x = μ1(I −Λ(e1 + e2)) and
y = μ2(I −Λ(e1 + e2)) lies in So. At first it may seem that knowing the inequalities are satisfied
in the limit will not be of much help until we recall we have other inequalities at our disposal.
Since μ1  κ1μ2 and μ2  κ2μ1 we have
(μ1 − κ1μ2)
((
I −Λ(e1 + e2)−
(
I −Λ(e1 + e2)
))∣∣
t
)
 0,
(μ2 − κ2μ1)
((
I −Λ(e1 + e2)−
(
I −Λ(e1 + e2)
))∣∣
t
)
 0,
(μ1 − κ1μ2)
((
I −Λ(e1 + e2)
)∣∣
t
)
 0,
(μ2 − κ2μ1)
((
I −Λ(e1 + e2)
)∣∣
t
)
 0
and let us not forget the inequalities
h1(t) κ1 < 1 and h2(t) κ2 < 1
for all t > 0. To deal with these inequalities we will need to simplify notation. To this end let
x(t) = μ1((I −Λ(e1 + e2))|t ) and y(t) = μ2((I −Λ(e1 + e2))|t ). Then x(t) and y(t) are non-
increasing functions of t and the inequalities we have shown to be true are
0 x(0)− κ1y(0) 1 − κ1, (63)
0 y(0)− κ2x(0) 1 − κ2, (64)
x(0)− κ1y(0) x(t)− κ1y(t), (65)
y(0)− κ2x(0) y(t)− κ2x(t), (66)
x(t) κ1y(t), (67)
y(t) κ2y(t). (68)
Now note that by Eqs. (63), (65) and (67) we have that
0 x(t)− κ1y(t) 1 − κ1.
Adding (κ1 − h1(t))y(t) to both sides and using the fact that y(t) 1 for all t , we obtain
0 x(t)− h1(t)y(t) 1 − h1(t). (69)
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0 y(t)− h2(t)x(t) 1 − h2(t).
These are precisely the desired inequalities. 
Theorem 6.3. Let K be a separable Hilbert space. Suppose e1 and e2 are two positive operators
in B(K) so that 0 x1e1 + x2e2  I if and only if both x1 and x2 lie in the closed interval [0,1].
Let ω be a q-weight map of the form
ω(ρ)(A) = ρ(e1)μ1(A)+ ρ(e2)μ2(A)
for all ρ ∈B(K)∗ and all A ∈ A(H), where μ1 and μ2 are positive boundary weights on A(H)
satisfying the conditions given in Theorem 6.2 which ensure ω is a q-weight map. If ω is q-pure
then μ1 = μ2 so ω has range rank one.
Proof. Assume the hypothesis of the theorem and suppose μ1 = μ2. Then the constants κ1
and κ2 defined in the previous theorem satisfy κ1 < 1 and κ2 < 1. Let us consider the boundary
weight maps given by
η(ρ) = ρ(e1)(μ1 − κ1μ2) and ν(ρ) = ρ(e2)(μ2 − κ2μ1)
for all ρ ∈ B(K)∗. Let us show first that η is a q-weight map, as the proof for ν is analogous.
By Theorem 6.2, μ1 − κ1μ2 is a positive boundary weight. Hence, by Theorem 4.3, since e1
is a positive norm one operator, in order to obtain that η is a q-weight map, it suffices to show
that
(μ1 − κ1μ2)
(
I −Λ(e1)
)
 1.
Using the notation for the matrix X(t) as in (53), and denoting x(t) = μ1((I − Λ(e1 + e2))|t ),
y(t) = μ2((I −Λ(e1 + e2))|t ) we have that
(μ1 − κ1μ2)
((
I −Λ(e1)
)∣∣
t
)= (μ1 − κ1μ2)((I −Λ(e1 + e2)+Λ(e2))∣∣t)
= x(t)− κ1y(t)+ x12(t)− κ1x22(t)
by (50) = x(t)− κ1y(t)+ h1(t)
(
1 + x22(t)
)− κ1x22(t)
by (69)  1 − κ1 + h1(t)
(
1 + x22(t)
)− κ1x22(t)
= 1 − (κ1 − h1(t))(1 + x22(t))
 1.
Thus we have the desired inequality by taking the limit. By Theorem 4.3, the generalized bound-
ary representation ξ# for η is given by
ξ#t (A) =
(μ1 − κ1μ2)(A|t )
e1.1 + x11(t)− κ1x21(t)
3060 C. Jankowski et al. / Journal of Functional Analysis 262 (2012) 3006–3061Now let π# be the generalized boundary representation for ω. Then, by Theorem 2.13, ηq ω if
and only if for all t > 0, π#t − ξ#t is completely positive. Since e1 and e2 satisfy (48), in order to
prove that π#t − ξ#t is completely positive, it suffices to prove that


(1)
t −
(μ1 − κ1μ2)|t
1 + x11(t)− κ1x21(t)
is positive (where 
(1)t is defined in (54)). In other words, we need to check that
(
(1 + x11 − κ1x21)(1 + x22)− det(I +X)
)
μ1|t
+ (κ1 det(I +X)− x12(1 + x11 − κ1x21))μ2|t  0.
With some simplification this yields
x21
(
x12 − κ1(1 + x22)
)
μ1|t +
(
κ1(1 + x11 + x22 + x11x22)− x12(1 + x11)
)
μ2|t  0.
Dividing by (1 + x22)(1 + x11) we find this is equivalent to
h2(t)
(
h1(t)− κ1
)
μ1|t +
(
κ1 − h1(t)
)
μ2|t  0.
And this inequality can be written in the form
(
κ1 − h1(t)
)(
μ2 − h2(t)μ1
)∣∣
t
 0.
Now notice that this inequality holds because κj  hj (t) for j = 1,2 and μ2  κ2μ1 by (51)
and (52). Therefore ηq ω, and by an analogous argument with indices 1 and 2 interchanged we
have that ν q ω. It is immediately apparent that neither η q ν nor ν q η so the subordinates
of η are not well ordered. Hence, ω is not q-pure. 
We remark that we do not know if all range rank two q-weights have the form assumed in
the theorem, namely in terms of positive weights μ1, μ2 and positive operators e1, e2 such that
0 x1e1 + x2e2  I if and only if x1, x2 ∈ [0,1]. However, at least in the interesting case when
the q-weight is unital and has trivial normal spine, in other words it gives rise to an E0-semigroup
of type II0, this is guaranteed by Proposition 6.1. Thus we immediately have the following result
as an application of Theorem 6.3.
Corollary 6.4. Let ω be a unital q-weight map over a separable Hilbert space K with range rank
two. If its induced E0-semigroup has type II0 then it is not q-pure.
Theorem 6.5. If ω is a q-weight map over C2 with trivial normal spine, then ω has range rank 1,
2, or 4. Furthermore, if ω is unital and q-pure, then it has range rank 1 or 4.
Proof. Suppose that dim Range(ω˘) > 2, and let L be a boundary expectation for ω, so
dim Range(L) = dim Range(ω˘) > 2 by Theorem 3.2. Recall that the range RL of L is a
C∗-algebra under the norm and involution inherited from M2(C) but with Choi–Effros multi-
plication given by (17). Let B be the C∗-subalgebra of M2(C) generated by the range of L in
C. Jankowski et al. / Journal of Functional Analysis 262 (2012) 3006–3061 3061the usual sense. Linearity of L and the definition of the multiplication operation in (17) imply
that the restriction of L to B is a ∗-homomorphism onto RL.
Since dim Range(L) > 2 and no C∗-subalgebra of M2(C) has dimension 3, it follows that
B= M2(C), hence L is a ∗-homomorphism from M2(C) onto RL. Notice that M2(C) is simple,
hence RL is either {0} or M2(C). Since ω˘ is not the zero map, we have RL = M2(C). Therefore,
if ω is a q-weight map over C2 whose normal spine is zero, then ω has range rank 1, 2, or 4. To
finish the proof, we note that by Corollary 6.4, there is no q-pure unital q-weight map with range
rank 2 over C2 that has trivial normal spine. 
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