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MBTHODE DE NEWTON Gfi&RALISl?E 
EN MBCANIQUE DU CONTACT 
Par P. ALART 
R&SUM!& - Cet article presente une etude de la convergence globale de la m&l&e de Newton generaliste aux 
systemes d’equations non differentiables issues de la mecanique du contact. La premiere partie foumit qnelques 
resultats theoriques pour un probleme d’obstacle type.. Dans la seconde partie, seule une approche heuristique 
permet d’apprehender le comportement de l’algorithme de Newton pour des problemes comportant, outre le contact 
unilateral, des non linearites comme le frottement et l’elasto-plasticite. 
ABSTRACT. - This paper is devoted to studying the global convergence of the Newton method generalized 
to systems of non differentiable equations issued from the contact mechanics. In the first part, some theoretical 
results are presented for a typical obstacle problem. In the second part, the behaviour of the Newton algorithm 
is analyzed by an heuristic approach. In this way, others non liner&ties, like friction or elastoplasticity, together 
with unilateral contact, can be taken up. 
Introduction 
Utiliser un algorithme de Newton est un gage de simplicite et, on l’espere, d’efficacite. 
C’est la m&ode de predilection de l’ingenieur dbs qu’il se trouve confront6 a un systeme 
d’equations non lineaires. Plusieurs variantes sont d’ailleurs souvent disponibles dans 
les codes standards de calcul des structures. La vitesse quadratique de la convergence 
au voisinage de la solution est son principal attrait mais, en contrepartie, les instabilites 
numeriques sont frequentes. La convergence globale n’est garantie que sous des hypotheses 
t&s restrictives sur l’operateur (isotonie, ordre-convexite, faible non lintarite) [27, 281. 
Sur les problbmes de contact (liaison unilaterale et frottement Cventuel), l’usage de 
m&odes de type Newton peut sembler heretique, le systeme a resoudre &ant non 
differentiable. Ceci conduit d’ailleurs certains utilisateurs, pris de scrupules, a regulariser 
les equations., ce qui n’elimine pas pour autant les problemes de stabilitd. Mais une attitude 
plus repandue consiste a identifier differents sous problemes G classiques D, d’optimisation 
convexe sous contraintes ou de point fixe, disposant chacun de m&odes numeriques de 
resolution dont la convergence est Ctablie. Cette approche possede de nombreuses variantes 
selon les algorithmes adopt& et leur agencement pour resoudre le probleme global [19, 
20, 22, 30, 311. Mais la convergence du schema global n’est pas assume, surtout si l’on 
adjoint au contact et au frottement des non lin&ritCs issues, par exemples, des grandes 
deformations. 
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Le parti pris dans mes travaux depuis plusieurs an&es privilegie l’algorithme de Newton 
comme la m&ode de resolution non lineaire standard. Associee dans un premier temps avec 
des methodes de penalisation pour traiter le contact et le frottement [lo, 141, cette approche 
a donne, en pratique, toute satisfaction, quand elle fut couplee avec une formulation mixte 
de type Lagrangien augment6 [3], et ce sans recours a des techniques de stabilisation 
(amortissement, line-search...). Un des inter&s pratiques de la methode de Newton est 
qu’une seule boucle d’itkations peut resoudre toutes les non linCaritCs, et ce, sans modifier 
la structure d’un logiciel standard d’elements finis. 
L’etude theorique est cependant delicate car peu de travaux concement la methode 
de Newton appliquee a des equations non differentiables (voir [29] dans un contexte 
different); la differentiabilite est souvent essentielle dans les resultats de convergence. 
Pour cette raison, cet article est decoupe en deux parties. La premiere rassemble les 
resultats theoriques et se limite a un probleme d’obstacle type, sur lequel existent de 
nombreuses autres m&odes de resolution. La methode de Newton gCnCralisCe n’est done 
qu’une alternative, avec ses avantages et ses limites. 
La seconde partie developpe une approche heuristique en se limitant a des exemples 
Clementaires, par leur faible nombre d’inconnues, que l’on souhaite cependant instructifs 
sur le comportement de l’algorithme dans le cas general. En contre partie, on considere 
des problemes plus complexes que dans la premiere partie comme ceux avec frottement, 
ou couplant plusieurs non linfkritb (contact unilateral et frottement, frottement et elasto- 
plasticite). Cette demarche, a defaut de theoremes, permet de controler aisement la stabilite 
de la methode de Newton generalisee par un choix peu contraignant du facteur de 
penalisation sptcifique des methodes de penalite-dualite, seul par-am&e a << caler >>. 
Cet article rassemble un certain nombre de resultats obtenus au tours des demieres 
an&es; chacun d’entre eux ne constitue qu’une reponse partielle, mais pris dans leur 
ensemble, ils foumissent les raisons de la confiance que nous avons dam cette approche, 
entretenue par ailleurs par son efficacite sur des problbmes industriels [6, 17, 18, 241. Des 
techniques multigrilles ou paralleles tout a fait specifiques sont en tours de developpement 
afin de reduire le temps calcul des algorithmes [7, 83. 
Partie I : R&Mats thkoriques 
1. Formulation mixte d’un prohl&ne d’obstacle type 
On considere un problbme d’obstacle abstrait type exprime en dimension finie, qui 
consiste a trouver un vecteur rkrlisant le minimum d’une fonction quadratique sur le 
cone positif, 
v.Av - v.f; v E Wn, 
La matrice A est supposee symetrique et definie positive. On se limite au cas discret car 
l’algoritbme de Newton sera directement applique a ce type de probleme. Cet exemple n’est 
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pas tres representatif d’un problbme de contact, le nombre de contraintes (contacts nodaux) 
&ant Cgal a la dimension de l’espace de l’inconnue (deplacements). On se reportera a la 
fin de la Section I.3 pour un commentaire plus d&aillC sur ce sujet. En introduisant un 
multiplicateur, note A, on a conformement a [3] le systeme suivant a resoudre : 
F(u, A) =o* AufX-f=O, X - proj (A + ru; WY) = 0. 
Le facteur T est strictement positif et proj (y; IF) designe la projection sur le cone 
negatif. Dans [3], le systeme a resoudre est obtenu en derivant un lagrangien augment6 
Bien qu’equivalent a (2), il en est different, les matrices jacobiennes &ant symetriques. 
Mais l’avantage du systeme (2) reside, comme nous le verrons plus loin, dans la 1inCaritC 
de la premiere ligne. 
La demarche utilisee depuis plusieurs annees pour resoudre ce systbme consiste a utiliser 
(C brutalement >> un algorithme de Newton. L’operateur F n’est de toute evidence pas 
differentiable et la methode de Newton est dite alors gCnCralisCe aux systemes lipschitziens 
non differentiables. L’intention sous-jacente est d’appliquer cette approche a des problbmes 
non lineaires comme ceux de contact avec frottement [25], pour lesquels on ne dispose pas 
de problbme d’optimisation associe mais uniquement d’un systbme comparable a (2) [3]. 
Pour obtenir les resultats ci-apres, on peut exploiter la 1inCaritC de la premiere equation 
du systeme (2) et ainsi Climiner la variable U. Le systeme contenant 2 n equations a 2 n 
inconnues est remplace par le systeme suivant a n equations, 
(3) G(y) = (I - T A-l)-l y + g - proj (y; IV) = 0, 
Oii 
g= --T(A-r.I)-‘f et y = (I - T A-‘) (X - 9). 
L’ecriture du systeme (3) par changement de variables suppose implicitement que 
I - T A-l est inversible. En fait l’algorithme de Newton peut fonctionner sur (2) meme 
avec une valeur rendant I - T A-l singuliere. On peut exclure une telle situation en prenant 
T different des valeurs propres de A-l ou plus simplement plus petit que la plus petite 
valeur propre de A-‘. Le systbme (3) peut s’ecrire synthetiquement, en separant les parties 
lineaire et non differentiable, 
(4) G(y) =BY+~(T) =O. 
Le changement de variable effectue en (3) rend la partie non differentiable diagonale, 
propriete utile par la suite. 
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2. M&thode de Newton g&htli~ 
Pour definir rigoureusement l’algorithme de Newton generalise, il convient d’introduire 
le jacobien g&A-&se’ [ 131 qui constitue une extension aux operateurs lipschitziens de la 
notion de differentielle. 
DEFINITION. - Si F est une application lipschitzienne de R” dans W”, le jacobien 
g&ne’ralistf, note’ dF (x) est l’enveloppe convexe de toutes les matrices obtenues comme 
limite d’une suite de matrices jacobiennes VF (xi), 02 xi tend vers x et F est diffe’rentiable 
en xi : 
(5) dF (x) = coSF (x) = co {lim V F (xi); xi -i x, F diffkrentiable en xi} 
L’ensemble 6F (x) est appele base du jacobien generalis et joue un role important 
dans l’etude de l’existence et de l’unicite du problbme de contact avec frottement [ 1, 91. 
Une suite d’iteres de la mkthode de Newton g&z&aliske pour resoudre F (x) = 0 est alors 
definie de la man&e suivante, 
(6) xk+l = xk - J;l F (xk) avec JI, E dF (x”). 
Cette extension de la methode de Newton est en definitive assez forrnelle car, en pratique, 
les it&% n’ont que peu de chance de se situer en un point de non differentiabilite puisque 
l’ensemble de tels points est de mesure nulle. 11 n’y a done pas lieu, en g&ne’raZ, de 
preciser le choix de la matrice darts l’ensemble dF (x”) . On peut cependant se limiter 
de faGon naturelle a SF (x”) qui est facilement accessible comme nous le verrons plus 
loin. Cette notion d’algorithme de Newton generalisee differe de celle introduite par 
Ciarlet [ll], qui regroupe sous ce vocable de nombreuses variantes de la methode de 
Newton (Quasi-Newton, Newton modifie...). 
A ce stade, il convient de discuter les differents resultats classiques sur la convergence 
globale de la methode de Newton. 11 est possible d’obtenir la convergence globale pour de 
faibles non IinCaritCs [27]. Ceci est inutilisable ici ou la non lin&rite de type projection est 
severe. Nous ferons cependant reference au resultat de Necas [27] dans la partie reservee 
a l’approche heuristique. 
Des hypotheses d’ordre partiel conduisent Cgalement a la convergence globale 
monotone [28]. L’exigence de differentiabilite supposee dans [28] est aisement 
surmontable. La section suivante exploite cette demarche sur des problemes du type (4). 
Les methodes d’amortissement classiques [28] utilisent une evaluation d’une 
fonctionnelle a minimiser. Par methode d’amortissement il faut entendre une technique 
de reduction de l’increment dans la direction de Newton, qui assure la convergence en 
garantissant la decroissance de la fonctionnelle a minimiser. Si le systeme d’equations 
derive d’un potentiel, ce demier doit Ctre convexe pour que les methodes de line-search 
convergent. Sinon on a recours aux algorithmes de Gauss-Newton bases sur un potentiel 
aux moindres can-es. Dans les deux cas la differentiabilite est essentielle. 
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11 existe cependant une technique d’amortissement sptfcijique aux systt?mes linkaires par 
morceaux initialement developpee pour des circuits Clectriques non lineaires [21]. Cette 
procedure con&e, dans la direction de Newton, a s’arreter sur l’hyperplan separant deux 
zones de 1inCaritC. L’iteration suivante utilise, pour calculer la nouvelle direction, la matrice 
jacobienne de la region adjacente. Si dans l’espace objet le trajet des it&es est une ligne 
brisee, son image est un segment de droite dans l’espace image, remarque qui constitue 
l’esprit de la preuve de convergence. La Figure 1 illustre le comportement de l’algorithme 
sur un operateur de R2 dans W2 lineaire par cones au nombre de quatre. Contrairement 
a ce qui est Ccrit plus haut le choix de la matrice dans SF (x”) est ici essentiel. 11 est 
evident si l’on se trouve a l’interface de deux zones de 1inCarite car SF (z”) contient deux 
elements, celui associe a la region d’ou l’on vient, et celui de la zone dans laquelle on 
entre. Pour un it&C se situant a l’interface de plus de deux regions, on ne peut conclure et 
la convergence n’est plus necessairement assuree. Notons enfin que, comme toute methode 
d’amortissement, la convergence est garantie au prix d’une strategic globale assez onereuse 
en temps calcul [4]. 
Espace objet 
@k) Newton g6nhlis6e 
Espace image 
Fig. I. - M6thode d’amortissement spkcifique. 
3. Un rbultat de convergence monotone 
La convergence globale peut Ctre Cgalement obtenue sous des hypotheses d’ordre 
partiel dans R”. Rappelons qu’un vecteur est positif si chacune de ses composantes est 
positive. Une telle notion presente l’inconvbnient de ne pas Ctre invariante par changement 
de base. Cependant, seule une telle approche foumit des resultats de convergence, en 
outre monotone, faisant abstraction de la differentiabilite. Le premier theoreme est une 
generalisation immediate d’un resultat classique [28]. 
TH~O&ME 1. - On considbe une application lipschitzienne F de 63” dans W, convexe, 
telle que 
(i) l’kquation F (s) = 0 admette une unique solution, 
(ii) Vx E R”, V J E dF (x), J-l existe et J-l > 0. 
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Alors la suite engendrbe par (6) converge pour toute valeur initiale x0 et la convergence 
est monotone (s 5 . . . 5 xk < . < xl). 
Preuve. - a) On demontre d’abord que F (x1) 2 0. En effet la convexite four-nit 
l’inegalite, 
(7) F (x1) L F (x0) + J (x’ - x0), V J E dF (x0). 
En rempla9ant dans (7) x1 par sa valeur (x’ = x0 - J;’ F (x0)) et en prenant J = Jo, 
il vient, 
(8) F (x’) 1 F (x0) + Jo (x0 - Jr1 F (x0) - x0) = 0. 
6) On verifie que x1 > s. En effet, la convexite entraine, 
(9) o = F(s) 1 F (x’) + Jl (s - x1), 
ou encore, en pre-multipliant par Jcl, 
(10) x1 2 s + J;‘F (xl). 
Le second terme du deuxibme membre est positif d’apres l’hypothbse (ii) et d’apres 
l’inegalite (8). 
c) Par r&u-rence et en procedant comme dans la deuxieme &ape, la suite (x”) s’avbre 
decroissante monotone et minoree par s, 
(11) xk 2 XL - J;‘F (x”) = xk+l 1 s. 
Elle converge done vers une valeur x* satisfaisant F (x*) = 0, car la multiapplication 
dF ( . ) est semi-continue inferieurement [ 131, 
(12) x* = x* - J,-l F (z*), J,-l E dF (xc*). 
L’hypothbse (i) montre alors que x* et s sont confondus. 
COROLLAIRE. - Si F (x) = Bx+cp ( ) x oti B est une M-matrice et cp est diagonal, convexe 
et isotone (x 2 y * cp (x) > cp (y)), la suite (x”) converge. 
Ce dernier resultat n’est malheureusement pas applicable au systeme (3), car cp n’est 
pas isotone mais antitone (x 2 y + 4 (x) 5 4 (9)). Pour obtenir la convergence de 
l’algorithme (6) pour resoudre le systbme (3) il est done necessaire de verifier directement 
les hypotheses du theoreme 1. Mais il convient au prealable d’exprimer le jacobien 
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gCnCralisC en tout point y de l’application G, definie en (3). Comme cp est lineaire par 
cones de sommet l’origine, il suffit d’ecrire aG (0). En effet [ 11, 
(13) dG (0) = coSG (0) = co u {SG (7); y E R”}. 
Le jacobien gCnCralisC et sa base ont la forme suivante, 
J = (I - T A-l)-l - 2 ai e; @ ei, cxi E [0, I]}, 
i=l 
(15) SG (0) = J E R”‘“; J = (I - rA-‘)-l - 2 cq e; @ ei, CY( E (0, I}}, 
i=l 
ou (ei); denote la base canonique de R” et @ le produit tensoriel ou dyadique. La 
positivite de J-l est la condition la plus delicate a v&ifier. Le lemme suivant fournit 
un outil technique dans cette voie. Pour une matrice carree C, on considbre la famille 
(J&=0, n, definie par, 
(16) Jp = (I-TC)-‘-~ ei@ei. 
i=l 
]C,] designe le mineur principal d’ordre p defini par : 
(17) Icpl = det C, = det Ep’ CE, oh Ep = [el, . . . . ep] E WXP. 
LEMME (conjecture). - Pour les valeurs de p de 1 & 12, 
ICPI l-ep.J;?Iep=r-. 
IG-1 I 
Le produit scalaire est note avec un point. On peut verifier la relation (18) pour p petit 
(p 5 3 par exemple) en utilisant la formule suivante donnant l’inverse de la somme d’une 
matrice inversible et d’une matrice de rang 1 : 
(19) 
Mais un raisonnement par rku-rence s’est aver& jusqu’a present, infructueux. Dans le 
theoreme suivant, le choix de J dans (6) est restreint a SF (x”). 
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THBOR~ME 2. - L.a me’thode de Newton g&ne’raliske (6) appliquke au syskme d’kquations 
(3) ou (4) converge si : 
(i) a,j’ 5 0 pour tout 1: et j avec i # j, 
(ii) r 5 min 3. 
22 
Preuue. - 11 convient de verifier les hypotheses du theoreme 1. G est convexe car chaque 
composante 4i est une fonction reelle convexe de la seule variable yi. De plus, la matrice 
A &ant symetrique et definie positive, la solution du probleme (l), (2) ou (3) est unique. 
D’apres (13) et (14), il suffit de verifier la condition (ii) du theoreme 1 pour toute matrice 
J de SG (0). Quitte a r&ranger les vecteurs de base (ei) i, l’etude peut se limiter aux 
elements de la famille ( Jp)p definie en (16), avec C Cgal a A-‘. On pro&de alors par 
recurrence. Pour p 6gal a 0, 
cI;1 = I - T A-l > 0 d&s que (i) et (ii) sont satisfaits. - 
On suppose qu’a l’ordre p - 1, J;?l 2 0. A l’ordre p on a, par (19) 





Ce coefficient est positif car les mineurs principaux d’une matrice definie positive sont 
strictement positifs. 
La convergence de l’algorithme sur (3) se traduit par la convergence sur le systeme 
(2), mais le comportement monotone n’est pas transfer-e sur (2). Ce resultat interessant 
est cependant d’un usage limit& En effet, la condition sur A est extrt$mement exigeante. 
En particulier, elle n’est pas verifiee dans les problemes de contact unilateral a l’origine 
de ce travail. Pour illustrer ce constat, on considbre un probleme d’equilibre d’un corps 
elastique, discretise dans une modelisation bidimensionnelle, en contact Cventuel avec un 




A-proj(X+rNTu, R”_) 10, 
avec u E W’, X E R”, N E WXn, n < 5. 
Remarquons que nous nous pla9ons dans le cadre de l’elasticite linCarisCe, non seulement 
pour des raisons de simplicite mais afin de ne pas melanger les non 1inCarites issues des 
grandes deformations et celles provenant du contact. Pour une approche theorique du 
contact unilateral en Clasticite tridimensionnelle se referer a [12]. Le nombre de degres 
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Fig. 2. - Probltme de contact. 
de liberte est Cgal a p soit deux fois le nombre de nceuds libres du maillage. La lettre n 
designe le nombre de nczuds de la surface en contact Cventuel. N est une matrice donnant 
tous les vecteurs normaux de contact. Le systeme reduit (3) s’ecrit alors : 
(23 G (y) = (I - T NT K-lN)-l (y - T NT K-l f) - proj (y, WY) = 0, 
avec y = X + rNTKV1 (f - NX). 
On est done amen& a examiner l’hypothbse i du theoreme 2 sur NT K-l N. Or cette 
condition est violee pour des exemples Clementaires tel que le troisibme de la Figure 3. 
11 y a, en effet deux coefficients non diagonaux positifs (gras). On peut cependant remarquer 
que le module de ces termes est petit au regard des autres. Le coefficient de Poisson est 0.3 
pour les trois exemples, les elements sont lineaires a quatre nceuds. 
En consequence, si la convergence monotone n’est pas Ctablie rigoureusement pour 
les problbmes de contact unilateral, en pratique, l’algorithme suit un tel comportement 
(2 a 3 iterations mCme pour un grand nombre de nceuds). 
2.582 -0.878 NTK”N= ( _ 2.582 > 
NT&N= ( 2.214 -0.1424 - 0.8916 -0.0714 142- 2.214 
2.2 -0.145 0.0246 -0.041 
0.89 -0.075 0.0246 
- 0.89 -0.145 
- - 2.2 
Fig. 3. - Probltmes de contact et matrices assocites. 
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4. ComplexitC et stabiliti! 
A dtfaut d’un resultat de convergence applicable, nous sommes en mesure de foumir 
des resultats sur le comportement de la methode de Newton generalisee, en particulier 
sur la complexite maximale et sur les formes d’instabilites envisageables. L’operateur F 
introduit en (2) comporte 2” cones de 1inCarite et la convergence du schema (6), si elle 
a lieu, s’effectue alors au plus en 2” iterations. En effet, le nombre d’iteres possibles est 
Cgal au nombre de regions de 1inCaritC. D’autre part, si pour une valeur initiale donnee, 
l’algorithme passe deux fois non consecutives par la mCme zone, il y aura necessairement 
divergence sous forme d’un cycle sur un nombre fini d’idres. Deux it&es consecutifs 
identiques traduisent la convergence. En fait, le resultat suivant permet de faire mieux. 
A partir de la formulation (2), on montre aisement que tout it&e xk = (u’, X”) verifie, 
(24) u” = 0 ou x; = 0, i = 1, n. 
Cette relation traduit le fait qu’a chaque iteration l’algorithme r&out un probleme avec 
un certain nombre de contraintes d’egalite ($ = 0, i E Ic), les autres composantes 
de uk n’etant point contraintes (X” = 0, i E { 1, n}/lc). La condition de complCmentaritC 
(produit scalaire uk . X” = 0) est d one bien satisfaite a chaque iteration, mais les conditions 
d’inegalite (u” > 0, X” 5 0), ne sont remplies qu’a la convergence par la solution. On peut 
remarquer que le facteur T ne joue aucun role sur ce comportement. 
THBORWE 3. - L.a convergence de la suite (x”) engendrke par (6) sur le systsme (2), 
si elle a lieu, s’effectue en au plus 2+l ite’rations. 
Preuve. - On montre que seule la moitie des regions de 1inCaritC contient un it&e 
de Newton eventuel. Les cones de lirkarite sont des quadrants de R”, pour la variable 
0 = X + TU. Une propriete caracteristique conceme le cone polaire X0 d’un quadrant 
X [26]. 
Supposons done que deux it&s appartiennent a deux quadrants mutuellement polaires, 
(26) 8” = A” + ruk E X et 19~ = X1 + rul E X0 = -X. 
Les relations (24) permettent de preciser les chases, 
(27) (A” E X et uk E X) et (A’ E -X et u1 E -X). 
La definition des cones mutuellement polaires foumit les inegalites suivantes, 
(28) x1.x” 5 0, uk.ul 5 0, xl.u” 5 0, x”.ul 5 0. 
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La premiere equation de (2) exprimee pour les deux iterations 1 et k et le caractere 
defini positif de la matrice A conduisent a la relation, 
(29) (u” - u’) . (A” - A’) = -(u” - u’) . A (uk - ul) < 0. 
D’autre part, en developpant le premier membre de l’equation preddente, on obtient, 
(30) (u” - u’) . (A” - A’) = 22 . A” + ul. x1 - Uk . x1 - 22 . A” 2 0. 
En effet, les deux premiers termes sont nuls car la condition de complCmentarite est 
satisfaite a chaque iteration et les deux derniers sont negatifs de par les inegalites (28). Les 
relations (29) et (30) sont contradictoires, ce qui termine la demonstration. 
Ce niveau maximal de complexit pour l’algorithme de Newton generalisee est deux fois 
moins ClevC que celui obtenu pour la methode de Lemke [23] Cgal au maximum 2” [ 151. 
Cette comparaison est licite en terme de nombre d’iterations mais pas necessairement 
en temps de calcul, car, a chaque iteration la m&ode de Lemke ne resout pas tout un 
systeme lineaire. 
Le theoreme precedent n’elimine pas cependant des instabilites sous forme de cycles sur 
plusieurs it&%. C’est, rappelons-le, le seul mode de divergence de la m&ode de Newton 
appliquee a des systemes lineaires par morceaux. 11 est pourtant possible d’exclure les 
cycles d’ordre deux, c’est-a-dire portant sur deux it&es successifs. 
THBOR~ME 4. - L.a suite (x”) ne peut diverger via un cycle d’ordre deux. 
Preuve. - Considerons k tel que xk+’ = xk, avec zk+l # xk, et Ccrivons (24) sous 
la forme plus detaillee suivante, 
(31) 
si 0: < 0 (ut” = 0) (u) 
si @ > 0 (X”+l = 0) (b) 
On pose E = {i E (1, . . . . n}; Bi le+’ 0: 2 0). Si i n’appartient pas a E, alors il existe 
deux possibilites : 
(32) * 0: 2 0 * @+l = ruf+l > 0 (par 31 b) * 8”+’ = ru”+” = @, 
(33) * 0: < 0 * @+l = Xf+l < 0 (par 31 cx) * 6f+2 = Af+2 = @. 
On peut synthetiser les relations (32) et (33) sous la forme d’une inclusion sous- 
differentielle utilisant le sous-differentiel de la fonction indicatrice des reels positifs : 
(34) At E d@+ (u;), i E E, 1 = k, k + 1. 
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Pour i n’appartenant pas a E, par un raisonnement analogue, on obtient : 
(35) A;E~%-(u;), i#E, l=k.k+l. 
Les inclusions (34) et (35) se resument en l’unique inclusion : 
(36) Xi E d9c (ui), 1 = k, k + 1, C = {z E R”; zi 2 Osii E E, .zi < Osi i $! E}. 
Pour conclure, la monotonie du sous-differentiel [26] conduit a l’inegalite suivante, 
contradictoire avec la relation (29) en prenant 1 Cgal a k + 1, 
(37) (A k+l - A”). (d+l - 2) > 0 
Ce rbultat, d’une poke limitee, garantit cependant la convergence pour n Cgal a 1 ou 2 
(ou p quelconque et n Cgal a 1 ou 2 si l’on se refere a l’exemple developpe en Section 1.3). 
D’autre part, ce type de cycle est celui que l’on rencontre pour les problbmes de frottement 
ou de contact avec frottement que l’on examine dans la seconde partie. 
Partie II : Appruche heuristique 
Par approche heuristique, nous entendons une etude portant sur des exemples Clementaires 
par leur faible nombre d’inconnues, doublee d’une analyse du comportement numerique de 
l’algorithme sur des problbmes de plus grande taille. Une telle demarche n’apporte pas de 
renseignements supplementaires pour le probleme d’obstacle (l), car, en pratique, aucune 
instabilite n’a jamais Cte constatee. L’etude menee dans la premiere partie a apporte une 
reponse partielle a ce constat. D’autre part le theorbme 4 assure la convergence pour les 
exemples Clementaires (n = 1 ou 2) bases de cette deuxieme partie. 
1. Frottement 
11 en va differemment pour un autre probleme d’optimisation non differentiable (de 
type frottement) : 
(38) 21 = arg min 5 w 3 Av - v.f + a ~~t&x,; II E W} oti /)w)l, = rn,g ]wJ. 
En introduisant un multiplicateur, le systeme a resoudre s’ecrit formellement comme (2) 




F (u, X) = 0 w 
X - proj (A + ru; C) = 0 ’ 
c = J-J-a, a]. 
i=l 
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11 en va de mCme pour la forme simplifiee analogue a (3), 
(40) G (y) = (I - T A-‘)-l y + g - proj (y; C) = 0. 
L’application G n’est plus lineaire par cones mais par morceaux. La methode 
d’amortissement presentee en Section I.1 est applicable. Mais il est instructif d’examiner 
le comportement de la methode de Newton generaliste standard (non amortie) sur le 
probleme le plus simple (n = 1). 11 s’agit d’un oscillateur Clementaire disposant d’un seul 
degre de liberte present6 en medaillon sur la Figure 4 et pour lequel (Y = p qn (p est le 
coefficient de frottement). On met alors en evidence sur les Figures 4 et 5 deux types 
de graphes de G (40) selon la valeur du facteur T. 11 est clair qu’un cycle d’ordre 2 peut 
intervenir avec la seconde categoric. 
Fig. 4. - Probltme de frottement 6lCmentaire et graphe de G (lm espkce). 
Fig. 5. - Probltme de frottement tkmentaire et graphe de G (2e espkce). 
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On peut classer de telles fonctions de la maniere suivante. Une fonction reelle continue 
presente un point d’inflexion en un point x s’il y a changement de convexite. Cette 
definition ne necessite pas l’existence d’une derivee seconde en tout point, hypothese non 
satisfaite ici. Nous ne considerons dorenavant que des fonctions rkelles Eipschitziennes 
monotones et n’admettant qu’un changement de convexite’. Autrement dit l’ensemble 
des points d’inflexion est un intervalle ouvert. Une notion faible de differentiabilite est 
accessible : le sous-differentiel de Clarke [ 131, dont la definition est comparable a celle 
du jacobien generali& (5). On distingue alors deux types de fonctions selon que la valeur 
absolue de la d&Me en un point d’inflexion realise le minimum (1” espbce, Fig. 6) ou 
le maximum (2” espece, Fig. 7) sur W. Un tel &once n’est pas tout a fait correct, car la 
derivee est remplacee par le sous-differentiel de Clarke qui est Cventuellement multivoque, 
mais plus simple a exprimer. Des theoremes de convergence sont alors disponibles pour 
chaque espece de fonctions. 
Fig. 6. - Fonction de Ire esphe. 
Fig. 7. - Fonction de 2e espkce. 
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TH~OR~~ME 5. - Si f est une fonction rkelle de 1” esptce, la suite (xk) dk$nie comme 
suit converge, 
X 
f (x”) k+l = xk - - 
Y” 
avec yk E af (x”). 
Preuve. - Sans restreindre la generalite, on peut supposer f croissante et 0 point 
d’inflexion. 11 s’en suit que f est concave sur (-cc, 0[ et convexe sur IO, +ce). La 
solution est notee s (f (s) = 0). 11 est clair qu’alors, 
(42) x”>s*x _ Icsl < 2’ et xk<s*xk+l>xk. 
C’est-a-dire que (z”) decroit tant que xk est superieur a s et croit des que xk est 
inferieur a s. Supposons encore que la solution s soit positive. Deux cas se presentent 
selon la valeur initiale x0. 
- Si x0 est superieur a s, (x”) decroit vers s. En effet, la convexite de f donne : 
(43) f (xl) > f (x0) + y” (x’ - x0) = f (x0> - Y0 y = 0 
Done f (xi) > 0 c’est-a-dire x1 1 s. La suite (x’) est alors decroissante et minor&e 
par s. Elle converge vers une valeur 4 superieure ou Cgale a s. La multifonction af &ant 
semi-continue superieurement, af (x”) tend vers af (Q) et 4 verifie, 
q=q-f(4), yEdf(q). 
Y 
La valeur q satisfait alors l’equation (f (q) = 0) et est done Cgale a s par unicite. 
- Si x0 est inferieur a s, soit la suite est majoree par s et converge done vers s ; soit il 
existe un rang m pour lequel xk est superieur a s et l’on retrouve le premier cas. 
Pour les fonctions de 2e espece, la convergence n’est assuree que sous une hypothbse 
restrictive comme l’enonce le theoreme suivant. 
THBOR~ME 6. - Si f est une fonction rkelle de 2” espkce et de plus ve’rijie la condition, 
(45) CM < 2c, 
Oii 
CM = Max { JyI; y E af (X), x E w} 
(46) et 
Cm = Min{Iyl; Y E af (x), 2 E R}, 
alors la suite (CC”) d&inie en (41) converge. 
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Preuve. - L’expression (46) sow-entend que les extrema sont atteints, et (45) que 
le minimum est strictement positif. Sans restreindre la gCn&alitC, on peut supposer f 
croissante, 0 point d’inflexion et la solution s positive. 11 s’en suit que f est convexe sur 
(-00, O[ et concave sur 10, +a) et que, si 2’ (ou zrn g partir d’un certain rang) appartient 
2 [0, s], alors la suite (x”) est croissante et tend vers s. 
Montrons au prCalable que si deux it&s successifs n’appartiennent pas g l’intervalle 
[O: s], ils sont alors de signe opposC, 
(47) cx”, xk+l ) $z [O, s] x [O, s] =+ xk xk+l < 0. 
En effet, considkrons dans un premier temps que xk est supkieur ?I s, et supposons que 
xk est positif. Alors la concavitk de f sur [x’+l, ~“1 conduit 8, 
(48) f (x k+‘) 5 f (x”) + y (xk+l - x”) pour tout y E af (x’); 
(49) f(X k+l) 5 f (x”) + yk (xk+’ - x”) pour yk dkfinissant zk+‘. 
(50) f (xk+l ) < f (x”) - f (x”) = 0, ce u1 es contraire & l’hypothkse. q . t 
Pour le cas xk rkgatif, on pro&de con-me prkkdemment en utilisant la convexitk de f 
sur [z’, xk+l I. DCmontrons maintenant l’implication suivante, 
(51) (xk, xk+l ) # [O, s] x [O; s] =+ Ixk+l - SI 5 c/xk - 5-1, 0 < c < 1. 
En considkant, comme premier cas, zk rkgatif, la convexitk sur [x’! 0] et la concavitk 
sur [0, s] donnent les irkgalitks suivantes, 
(52) f (0) - f (x”) 5 y (0 - x’), pour tout y E af (O), 
(53) -f (0) = f(s) - f (0) 5 y (s - 0); pour tout y E af (0). 
En additionnant (52) et (53) et en remplagant dans (41), il vient, 
(54) xk+l -s=xk (s - x’), pour tout y E af (0). 
Selon l’hypothese (45), il existe un E positif tel que CM = (2 - &) C, et l’ine’galitt 
(51) est satisfaite pour c = 1 - E. Remarquons que le supremum CM sera bien atteint 
sur le sous-diffdrentiel de f en 0. 
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Dans le cas ou x’ est superieur a s, la concavite sur [a, xk] implique, 
f (x”) = f (x”) - f (s) 5 ys (x” - s), pour tout yy E 8.f (s), 
s - xk+l < - 
On en deduit alors la convergence de la suite (x”) vers s. 
La non differentiabilitb alourdit les notations sans introduire pour autant de difficult& 
supplementaires. L’hypothbse (45) signifie que le module de la dCrivCe ne peut varier que 
dans un rapport de 1 a 2. Ceci suppose done une faible non linCarit6. On retrouve ici un 
resultat plus general (differentiabilite mise a part) de Necas [27], qui exige que la plus 
grande valeur propre de toutes les matrices jacobiennes n’exdde deux fois la plus petite. 
Dans notre cas, cette condition devrait Ctre satisfaite au prealable par la matrice A, ce qui 
est extremement restrictif. 11 est clair qu’une telle hypothbse, comme extrapolation de (45), 
ne tient pas compte du caractere directionnel de (45). Ceci explique que nous n’avons pas 
essay6 de generaliser le theoreme de Necas aux systbmes non differentiables. D’autant 
qu’un tel resultat ne peut rendre compte du theoreme 5 pour les fonctions de 1” espece. 
On comprend mieux aussi le recours que nous avons ici a une approche heuristique. 
L’application des deux theoremes precedents foumit une valeur maximale pour le facteur 
T en deca de laquelle la convergence est assuree. En effet, pour le graphe de 2” espkce 
(Fig. 5), la condition (45) donne, 
(57) I(1 - 7-a -‘)-l - 11 < 2](1 - r-a-l)-‘] * T < 2a. 
Si cette hypothese n’est pas satisfaite, un cycle d’ordre 2 intervient entre les deux regions 
de glissement si la solution est adherente (zone centrale). 
A ce stade, ii est interessant de comparer cette estimation a celle obtenue pour 
l’algorithme d’Uzawa que l’on identifie a une methode d’approximations successives 
sous la forme suivante appliquee au systeme (39) ou (40), 
(58) Xl”+l = L (X”) = proj [X” + T A-’ (f - X”); C]. 
La condition de contraction de L assurant la convergence s’exprime alors, 
(59) p(I-rA-‘)<lwr< x max;A-l) = ruz’ 
oti p designe le rayon spectral de la matrice et X,,, la plus grande valeur propre. 
Pour l’bquation Clementaire (n = l), on obtient la condition (57) ! Cette comcidence 
est assez troublante mCme si la methode d’Uzawa peut apparaitre comme un algorithme 
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“I "2 
A= ( s2* ;* ) 
f=( p2) 
Fig. 8. - Oscillateur B 2 degrks de 1ibertC avec frottement. 
de Newton modifie [3], c’est-a-dire oh seule est prise en compte la derivee de la partie 
differentiable (ici lineaire). 
La condition (59) peut done etre vue comme une extrapolation de l’inegalid (57) pour 
des systemes de taille quelconque. L’exemple qui suit confirme le bien fond6 de cette 
estimation. La Figure 8 represente un oscillateur a deux degres de liberte pour lequel sont 
Cgalement p&ids la matrice A et le second membre f. Sur les Figures 9, 10, 11 et 12 
sont dessines, dans le plan (n, y2) les 9 zones de linCarite, les 9 it&es potentiels de la 
m&ode de Newton et I’ensemble des chemins possibles selon la region de 1inCaritC a 
laquelle appartient la valeur initiale (trait pointille). Un chemin particulier est represente 
en trait continu. Le choix du second membre f permet de mettre en evidence un cycle 
d’ordre 3 done plus complexe que le cycle Clementaire d’ordre 2 precedent. Cependant la 
convergence est Ctablie pour toute valeur initiale si 
r<2max(&, 2) =bx. 
On constate que rmax est superieur a T,, = 2 Xmin (A) = 3 - fi N 0.76 et que 
l’estimation T ZLt peut Ctre retenue en pratique tant pour le problbme de frottement que pour 
les probibmes des sections suivantes. 
. Itt%Newton 
Fig. 9. - Oscillateur double, comportement de l’algorithme (T = 0.25 < 0.5) 
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Fig. 10. - Oscillateur double, comportement de I’algorithme (r = 0.75). 
Fig. 11. - Oscillateur double, comportement de I’algorithme (r = 1.5). 
2. Contact avec frottement 
11 s’agit done d’un probEme couplant contact unilat&-al et frottement sec. Seul sera 
CtudiC un exemple ClCmentaire reprksentant un treillis de ressorts et un seul naeud en 
contact affleurant avec un plan rigide (Fig. 13). Le systkme g r6soudre a alors la forme 
suivante, 
(61) 
Au+X-f = 0, 
X - 7; 72 - pr0.i (rt; CC--Y;)) t = 0, 
(62) avec y = X + TU = yt t + -yn n, u E W2, X E R2, (t, n) rep&e orthonormk, 
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l It&t%Newton 
Fig. 12. - Oscillateur double, comportement de I’algorithme (4. = 2.1 > 2). 
Fig. 13. - Probltme Clkmentaire de contact avec frottement. 
Le systeme reduit s’exprime alors, 
(64) G (y) = (I - T A-l)-l y + g - 7; n - proj (Ye; C (7,)) t = 0. 
11 est plus commode pour la suite d’utiliser l’expression suivante en pre-multipliant le 
systbme precedent par la matrice B = I - T A-l, 
(65) 
H (y) = y - 7; (I - T A-‘) n - proj (Ye; C (7;)) (I - T A-‘) t = -(I - r A-‘) g = h. 
L’application H est alors lineaire par cones et Cgale a l’identite sur un demi-espace. Les 
matrices jacobiennes ( HhCart, f&i,, H,,) associees a chaque region sont donnees sur la 
Figure 14. La solution du systeme (65) est unique si [l], 
n.A-‘n 
(66) det (H,,) = det (I - B u, 8 n) = 1 - n B V, > 0 (e = fl) w ,LL < In. A-l tj 
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Hsa=I-Bv@n, 
B=I-rA-‘, 
vE = n - Eut 
Fig. 14. - CBnes de linkaritk de H (65) et it&& de Newton. 
NOW notons ys, yE, et ya les it&es de Newton potentiels associes aux cones Ecart (non 
contact), S E (glissement + et -) et Adh (contact adherant). Nous discutons la convergence 
selon que la solution, notee ys, appartient ou non au cone Ecart. 
Premier cas : ys = ys. C’est-a-dire H (rs) = ys = h tel que (rs), = h, 2 0. 
En exprimant les it&es Ye, et en tenant compte de la condition d’unicite (66) ils 
s’averent appartenir au demi-espace Ecart, 






avec (yEJn = 1 _ :Bv 2 0. 
. E 
11 y a done trois it&es Cventuels sur quatre dans le cone de la solution; il ne peut 
y avoir cycle ! 
Deuxi2me cas : ys # ys. Aucun it&C ne pouvant appartenir au cone Ecart, on peut done 
supprimer la projection sur les reels negatifs en (63) et resoudre le systeme : 
(68) H (y) = y - 7n (I - T A-‘) n - proj (rt; 63 (m)) (I - T A-‘) t = h. 
A ce stade, il est necessaire de decomposer H(y) dans la base (t, n) en posant pour 
simplifier l’ecriture, 
(69) C lLn=n.A-ln, ctt=t.Awlt, c,t=n.A-lt=t.A-ln, 
(70) 
C 
Yt + r Gzt Yn - pr0.i (rt; C(m)) (1 - rctt) = ht, 
,wm Yn - pr0.i (75 c Cm)) rc,t = L. 
En Climinant ynr le systeme (70) se reduit a l’equation, 
(71) G(rt) = c,, cnn - rdet A-l Yt-pr0.i (76 43 (x)) = c,, cnn - T det A-1 (ht-$+ 
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qui a done la forme du probleme de frottement (40). On peut done distinguer trois regions 
de 1inCaritC sur W et deux valeurs possibles des pentes, 
(72) G’(rt) = c,, cnn -11 
r det A-’ 
r det A-l Gm - r det A-l 
sur IPX, --cLx[, - 
(73) G’ht) = c,, cnn sur c-w PYn [ul - PYn, +m). - rdet A-l 
En exprimant que ces derivees doivent rester dans un rapport de 1 a 2, on obtient la 
condition de convergence suivante, 
(74) 
On constate que, 
GWl r<2-----= 
2 
det A-l 2 = rIn,x Ctt - 2 
(75) rmax L J- > 
Ctt - &l) 
et done que la condition (74) est relaxee par rapport a la relation (59) par le couplage 
du contact unilateral et du frottement. Cette demonstration est bien entendu difficilement 
transferable a des problemes de plus grande taille, c’est-a-dire avec plus d’un seul nceud 
en contact Cventuel. D’ailleurs, avec seulement deux nceuds, on peut trouver des exemples 
de cycles complexes d’ordre 3 voire 4 (T assez grand) [4]. Cependant la relation (75) est 
en pratique tres largement suffisante pour assurer la convergence. 
Le problbme d’un seul contact nodal en discretisation tridimensionnelle est plus difficile 
car les equations ne sont plus lineaires par cones mais seulement lineaires par rayons 
(raywise linear) selon la terminologie developpee dans [l]. 
3. Frottement et Baste-plasticit 
La encore il faut se contenter d’une etude sur un modele Clementaire. Une telle demarche 
a Cte motivee par certaines instabilites constatees sur des logiciels de simulation de 
l’emboutissage utilisant la methode de Newton comme solveur non lineaire standard. 
Le modble analogique d’oscillateur non lineaire est present6 sur la Figure 15. La loi de 
comportement n’est donnee qu’en traction &ant entendu que le graphe est symetrique par 
rapport a l’origine pour la compression. On peut done distinguer trois regions de 1inCaritC 
pour l’application A ( . ) : Clasticite (E) autour de l’origine, plasticite en traction (P+) et 
plasticite en compression (P-). Remarquons qu’est envisage un coefficient d’bcrouissage 
k non nul. Le systeme a resoudre en presence de frottement (coefficient ,!J) et d’une force 
normale fn, est le suivant, 
(76) F (u, X) = 0 ti 
A(u) + X - ft = 0, 
X - proj (A + ru; C) = 0, c = fn [-lb PI. 
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Fig. 15. - Oscillateur non IinCaire modtIe. 
Fig. 16. - Rkgions de IinCaritk et it&% de Newton Bventuels. 
A ( . ) &ant non lineaire, on ne peut analyser le comportement de la methode de Newton 
sur un systeme reduit a une seule equation comme en (40). En effet, mCme s’il est aise 
de definir ici la fonction reciproque de A ( . ) et par consequent d’effectuer formellement 
l’elimination de la premiere equation du systbme (76), le comportement de la methode 
de Newton generalisee sur l’equation reduite ne traduit pas celui sur le systbme entier. 
On est done amen6 a faire une etude directe sur l’application F qui presente 9 zones de 
linear& detaillees sur la Figure 16. 
L’experience acquise sur les problemes precedents nous conduit a considerer le cycle 
entre les regions (P-, S-) et (P+, S+) comme l’instabilite fondamentale a Cviter. Trouver 
une parade a une telle situation ne garantit pas totalement la convergence de l’algorithme. 
Une discussion graphique per-met de montrer que pour un facteur r assez petit, le cycle 
precedent peut Ctre &nine. Comme on ne peut rep&enter le graphe d’une application de 
R2 dans W2, sont represent& a la fois sur la Figure 16 le plan (u, X), sur lequel on distingue 
les 9 regions de linearite (4 cones, 4 demi-bandes et 1 quadriladre en gris), et le plan 
(v, ft) sur lequel on peut suivre le cheminement de l’algorithme de Newton. Pour ft = 0 
et un couple initial (u’, X0) sit& dans la zone (P+, S+), on peut determiner graphiquement 
l’itere suivant (ul, X1 ). Avec la valeur de T choisie sur la Figure, cet it&e n’est pas 
dans la region (P-, S-), mais pourrait s’y trouver pour une valeur plus grande, la bande 
caracterisant les regions associees 21 l’adhtrence devenant plus oblique. En Ccrivant que 
(r~‘, X1) appartient a la zone (P-, A) (X1 + rul > p fn), on obtient la condition suivante, 
(77) r<2k 
1 
1+ -p JT(KK+r;) 
= rmax. 
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On remarque que rmax tend vers zero quand fn tend vets zero. En extrapolant a un 
probleme couplant contact unilateral et frottement (fn devient X,, nouvelle inconnue du 
probleme), cette derniitre estimation du facteur T devient exigeante quand l’effort normal X,, 
devient faible. Or une telle situation se produit au tours de la simulation quasi-statique d’un 
processus d’emboutissage dans certaines zones de contact sur les flancs du poincon et de la 
matrice signalees sur la Figure 17. 11 s’agit d’une phase delicate du processus ou l’ensemble 
de la t61e situee sous le serre-flan commence a glisser caracterisant le debut de l’avalement. 
En considerant que la geometric representee sur la Figure est axisymetrique, les nceuds 
situ& dans les regions mentionnees plus haut ont pour le moment glisse vers l’exterieur. 
Avec l’avalement, le sens de glissement va s’inverser en passant momentanement par une 
phase d’adherence. Fort de I’analyse effectuee ici, en diminuant de man&e drastique le 
coefficient T, nous avons reussi a franchir cette Ctape [24]. 
Fig. 17. - Processus d’emboutissage. 
Cet article constitue un faisceau de resultats sur la convergence de la methode de 
Newton generalisee dans le contexte de la mecanique du contact. Une telle etude Ctait 
necessaire car l’usage d’une methode de Newton sur un systeme non differentiable n’est 
pas standard. Le mathematicien peut etre d&u par le manque de gtntralite des resultats 
obtenus, mais l’ingenieur y trouvera des justifications thtoriques au bon comportement 
constate en pratique et les moyens de remedier a certaines instabilitb. Des domaines 
autres que la mecanique du contact pourront peut-Ctre exploiter le travail developpe dans 
cet article. Mais I’extension des theoremes present& ici exigera saris doute des outils 
mathematiques nouveaux. 
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