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Abstract
The stability preserving model reduction algorithm for the discrete time case [S. Feldmann, P. Lang,
A least squares approach to reduce stable discrete linear systems preserving their stability, Linear Algebra
Appl. 381 (2004) 141–163] is extended to both the identification and reduction of continuous time systems.
The obtained reduction algorithm turns out to be c-stability preserving.
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1. Introduction
This paper aims to identify and to reduce the system
d
dt x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) , x(0) = 0,  := (A,B,C) ∈ R
n×n × Rn×1 × R1×n, (1)
via the knowledge of y(t) at appropriate time points γ k, γ ∈ R+ := {r ∈ R : 0 < r}, k = 0, 1,
2 . . ., supposed y(t) is generated as reaction to an input of the form
u(t) := Cu exp(Aut)Bu, u := (Au, Bu, Cu) ∈ Rν×ν × Rν×1 × R1×ν .
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To avoid the so-called resonance catastrophe, σ(Au) ∩ σ(A) = ∅ is to require. Then there exist
the matrices hu(A), h(Au), and
y = a + b, a(t) := Cu exp(Aut)h(Au)Bu, h(s) := C(sI − A)
−1B,
b(t) := C exp(At)hu(A)B, hu(s) := Cu(sI − Au)−1Bu. (2)
As usual, exp(A), and h(A) are defined by respectively
∑∞
k=0 Ak/k!, and p(A)q(A)−1, supposed
h = p/q, and p, q ∈ R[s] are coprime. The Mc Millan degree of h, denoted with deg h, is defined
by deg q. The rational function h and the integer n are said to be the transfer function and the
size of . For our identification and reduction procedure the number sequences
Y := (y(γ k))∞k=0, A := (a(γ k))∞k=0, B := (b(γ k))∞k=0 (3)
play a crucial role. The deterministic identification problem consists in the construction ofh based
onY,hu , γ , deg h. The reduction problem, which is in the main focus of the paper, consists in the
replacement of by ared of lower size, which generates a differential equation system with simi-
lar transfer behavior. To explain the meaning of similar transfer behavior, we restrict ourself to the
consideration of c-stable systems, that are systems for which σ(A) ⊂ H− := {z ∈ C : (z) < 0}.
In virtue of (2) for c-stable  and large enough t the contribution of b(t) becomes small, such
that y(t) is in essential equal to a(t). Therefore, two c-stable systems  and red possess similar
transfer behavior with respect to a certain input signal class M ⊂ Rν×ν , if for all Au ∈M the
quantity d(Au) := ‖h(Au) − hred(Au)‖F is small, where hred := hred , and ‖ · ‖F denotes the
Frobenius matrix norm. For the choiceM := {Au ∈ Rν×ν : σ(Au) ⊂ iR} the smallness of
‖h − hred‖c2, ‖h‖c2 :=
√∫ +∞
−∞
|h(iα)|2dα
leads to the smallness of d(Au). Consequently, for c-stable systems, and Au ∈M the reduction
problem is equivalent to approximate h by a rational function hred of lower Mc Millan degree
having all its poles in H−, where ‖.‖c2 serves as approximation measure. A huge number of
papers exists, which deal with approximation problems of this nature. A good source to obtain an
overview offer [5,6]. One deals with the stochastic identification problem, if some disturbances of
u(t) and y(t) are allowed. The treatment of such problems is not addressed here, but appropriate
solution procedures can be found in [23].
We describe now our identification and reduction approach. Depending on a number sequence
δ := (δi)∞k=0, and ,m ∈ N we form two polynomials p, q according to
p(s) := ψm−1(s)p, p :=
⎡⎢⎣δ0 . . . δm−1. .
.
...
δ0
⎤⎥⎦
⎡⎢⎣q1...
qm
⎤⎥⎦ ,
q(s) := ψm(s)q, q := co (qk)mk=0 := co (ξ, 1),
H := [δi+j ]−1,m−1i,j=0 ,
V := −co (δi)+m−1i=m ,
ξ := H †V,
ψm(s) := row(sk)mk=0.
(4)
As usual H is said to be a Hankel matrix, and H † denotes its Moore–Penrose pseudo-inverse. Con-
struction (4) is inspired by Kronecker’s Theorem [21, Theorem 11.6], which states p(s)/q(s) =∑∞
k=0 δks−(k+1), supposed r := rank[δi+j ]∞i,j=0 is finite, and   m  r . The unified approach
to solve the identification and reduction problem consists in the consideration of p, q for appro-
priate δ, , m. It turns out, that in the identification case for minimal triples , u, and δ := Y,
  m := n + ν, the polynomial q is equal to the product
det(sI − eγA) det(sI − eγAu)
and that in the reduction case for c-stable, δ := B,m  n, and sufficiently large , the polynomial
q becomes d-stable, i.e. σ(q) ⊂ D := {z ∈ C : |z| < 1}.
676 S. Feldmann et al. / Linear Algebra and its Applications 426 (2007) 674–689
Our approach is based on the possibility to identify and to reduce h with the help of the
realizations of Y,A, B. A triple δ := (A,B,C) is referred to as realization of δ, if ∀k ∈ N0 :
δk = CAkB. Due to the properties of the exponential function, the triples
A := (eγAu, h(Au)Bu, Cu), B := (eγA, hu(A)B,C) (5)
realizeA, and B. The denotation
̂ := (Â, B̂, Ĉ) := (eγA, hu(A)B,C)
admits to write hB = h̂. Such a triple is said to be a realization of hB . We are able to show,
that for appropriate (hu , γ ) the rational function
lnγhu (h̂) := Ĉ(sI − A˜)
−1h−1u (A˜)B̂, A˜ := γ−1 ln(Â) (6)
is equal toh. Thus to identifyh, it is sufficient to find a realization ̂ofB and to perform (6) (The-
orem 2). This program can be implemented by exploitation of y = a + b, and the knowledge of
Y, hu , γ, deg h. In particular, the program requires to study the maps exp
γ
f , ln
γ
f : R(s) → R(s),
where for (f, γ ) ∈ R(s) × R+ we set
expγf (g)(s) := C(sI − eγA)−1f (A)B,
lnγf (g)(s) := C(sI − A˜)−1f (A˜)−1B, A˜ := γ−1 ln(A).
Here g ∈ R(s) is supposed to be strictly proper, and (A,B,C) as a realization of g. Essential
for our identification procedure is the independence of σ
(
expγf (g)
)
on f , where with σ(h) the
set of all poles of h ∈ R(s) is denoted. According to (5) the rational functions hA , hB can be
expressed by the help of expγf
hA = expγh(hu), hB = exp
γ
hu
(h). (7)
Their dependencies determine the structure of the paper. In Section 2, the maps expγf and ln
γ
f are
considered, and afterwards, in Section 3 the statements of the preceding sections are combined, to
prove the identification theorem. In Section 4, we address the main purpose of the paper, namely the
treatment of the reduction problem. In the case where  is c-stable, the relation σ(exp(γA)) ⊂ D
holds. Thus a slight modification of [13, Theorem 2] can be used to approximate hB by a rational
function p/q of lower Mc Millan degree preserving the d-stability perfectly, and the transfer
behavior in a certain circumference. To recognize Theorem 1, note that in (4) for an 2-sequence
δ the integer  can be chosen as +∞, and that for σ(A) ⊂ D, the sequence (CAkB)∞k=0 belongs to
2, where 2 denotes the normed vector space of all square-summable complex number sequences
δ ∈ 2 ⇔
∥∥(δk)∞k=0∥∥d2 :=
√√√√ ∞∑
k=0
|δk|2 < ∞.
Theorem 1 [13, Theorem 2]. Let h(s) := ∑∞k=0 hks−(k+1) be a rational function having all its
poles in D. Let for δ := (hk)∞k=0, m  deg h, and  = +∞ the polynomials p and q be defined
as in (4). Then all zeros of q belong again to D, and
‖p/q − h‖d2 
‖(HH † − I )V ‖d2
mins∈T |q(s)| , ‖h‖
d
2 :=
√
1
2π
∫ 2π
0
|h(eiα)|2dα, T := ∂D.
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Supposed h is defined by hB , the rational function hred := lnγhu (p/q) can serve as approximation
of h in the ‖ · ‖c2-sense.
Immediately the question for the advantages of our approach in comparison with the well known
balanced truncation method arises. Our method avoids the treatment of Lyapunov equations, and
we are able to reduce  only by the knowledge ofY, hu , γ, deg h. In addition all computation
problems as e.g. the computation ofH †, and lnγhu (p/q) arise only onm-dimensional level. Details
of the balanced truncation method can be found in [24].
In our examples the vector H †V has been computed as solution of HTHξ = HTV . For the
case where the eigenvalues of A are very close to the imaginary axis, the application of solution
algorithms, which do not address the Hankel structure of H , does not lead to satisfying numerical
results. Thus it is natural to ask for numerical algorithms, which compute H † by exploitation of
its structure. In the literature the Toeplitz structure is exploited in two different directions: one
approach leads to algorithms of low complexity (fast and super fast algorithms), and a second
approach to algorithms, which take care for accuracy and stability (high performance algorithms).
For fast and super fast algorithms consult among others [2–3,4,7,8], and for high performance
algorithms consult [14,16,18]. The paper [17] goes in both directions. In our examples the com-
putation of ln(A) was done via a truncated Taylor series approximation to ln(x). Details for
the efficient and accurate computation are available in [1,9–12,19,22]. The numerical problems
arising in connection with the computation of H †, exp(A), and ln(A) are not addressed in this
paper.
2. The maps expγ
f
and lnγ
f
Before we explore expγf , and ln
γ
f , remember the following definition of F(A). According to
[20, Definition 6.2.4] for a function F : C → C, which is (ni − 1)-times differentiable in αi , the
function F of A := T diag(Jni (αi))μi=1T −1 can be defined by
F(A) := T diag(F (Jni (αi)))μi=1T −1, F (Jn(α)) := T
(
co (F (i)(α)/i!)n−1i=0
)
,
Jn(α) :=
⎡⎢⎢⎢⎢⎣
α 1
.
.
.
.
.
.
.
.
. 1
α
⎤⎥⎥⎥⎥⎦ ∈ Cn×n, T(x) :=
⎡⎢⎣x1 . . . xn. .
.
...
x1
⎤⎥⎦ ,
⎡⎢⎣x1...
xn
⎤⎥⎦ := x.
That definition is consistent with the definition of exp(A) and h(A) in Section 1.
A triple (A1, B1, C1) is said to be minimal, if there does not exist a smaller triple (A2, B2, C2)
with ∀k ∈ N0 : C1Ak1B1 = C2Ak2B2. According to [24, Theorem 3.17] two minimal triples are
similar, supposed for all integers the last equation holds.
For α ∈ C˜ := {reiϕ ∈ C : r ∈ R+, ϕ ∈ (−π,+π)} the logarithm is defined by
ln(α) := ln(r) + iϕ.
Thus, supposed σ(A) ⊂ C˜, the logarithm of A can be defined by
ln(A) := T diag(ln(Jni (αi)))μi=1T −1.
Obviously, ln(C˜) =S := {z ∈ C : |(z)| < π}.
Note, that for ann-dimensional minimal realization (A,B,C) of g the equations σ(g) = σ(A),
and deg g = n hold.
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We are prepared now to define expγf , and ln
γ
f . Let f, g ∈ R(s), g be strictly proper, (A,B,C)
be a realization of g, and γ ∈ R+. Supposed σ(A) ∩ σ(f ) = ∅, we define expγf : R(s) → R(s)
according to
expγf (g)(s) := C(sI − eγA)−1f (A)B. (8)
Supposed σ(A) ⊂S, A˜ := γ−1 ln(A), and σ(A˜) ∩ σ(f−1) = ∅, we define lnγf : R(s) → R(s)
according to
lnγf (g)(s) := C(sI − A˜)−1f−1(A˜)B. (9)
Proposition 1. The definitions of expγf and lnγf are independent of the used realization.
Proof. Because two minimal realizations of the same rational function are similar, for such
realizations the statement holds. For non-minimal (A,B,C) Kalman’s canonical decomposition
theorem [24, Theorem 3.10] states the existence of a triple
Â :=
⎡⎢⎢⎣
A11 A13
A21 A22 A23 A24
A33
A43 A44
⎤⎥⎥⎦ , B̂ :=
⎡⎢⎢⎣
B1
B2
0
0
⎤⎥⎥⎦ , Ĉ := [C1 0T C3 0T] ,
which is similar to (A,B,C), and (A11, B1, C1) is minimal. The structure of (Â, B̂, Ĉ) implies
Ĉ(sI − exp(γ Â))−1f (Â)B̂ = C1(sI − exp(γA11))−1f (A11)B1,
Ĉ(sI − γ−1 ln(Â))−1f−1(γ−1 ln(Â))B̂ = C1(sI − γ−1 ln(A11))−1f−1(γ−1 ln(A11))B1. 
We ask now which rational functions can be transformed with expγf without changing their Mc
Millan degree. It turns out that the elements of
R
γ
f (s) := {g ∈ R(s) : α ∈ σ(g) ⇒ γα ∈S, f (α) /= 0, f−1(α) /= 0}
possess that property.
Proposition 2. g ∈ Rγf (s) ⇒ deg expγf (g) = deg g.
Proof. To prove the statement, let
g(s) =
μ∑
i=1
ni∑
j=1
rij
(s − αi)j , ri,ni /= 0, αi /= αj
be represented as partial fraction. Then deg g = n1 + · · · + nμ, and the triple
(
diag
(
Jni (αi)
)μ
i=1,
co (eni )
μ
i=1, row(ri)
μ
i=1
)
, ri := row(rij )1j=ni , en := [0, . . . , 0, 1]T ∈ Rn, realizes g, such that
for certain Rij ∈ C the equation
expγf (g)(s) =
μ∑
i=1
ni∑
j=1
Rij
(s − eγαi )j =
μ∑
i=1
riMi(s)
−1co (f (j)(αi)/j !)0j=ni−1,
Mi(s) := sI − exp(γ Jni (αi)) = sI − eγαi T
(
row
(
γ j /j !)ni−1
j=0
) (10)
holds. Because αi /= αj , and γαi ∈S, the exponentials eγαi are pairwise distinct. Thus, it is
sufficient to show Ri,ni /= 0. Obviously, for x1 := s − eγαi , and xk := −eγαi γ k−1/(k − 1)! we
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haveMi = T(x). The inverse ofT(x) is again of the formT(w), where for appropriate quantities
cij the components of w admit the representation
wj =
j∑
i=1
cij
xi1
, cii = (−x2)i−1.
Consequently, the right upper corner entry wni of M
−1
i reads
(γ eγαi )ni−1
(s − eγαi )ni +
ni−1∑
j=1
cij
(s − eγαi )j .
Thus Ri,ni = ri,ni (γ eγαi )ni−1f (αi), and ri,ni f (αi)γ /= 0 yields Ri,ni /= 0. 
Proposition 3. σ(A) ⊂S⇒ ln(exp(A)) = A.
Proof. The concatenation ln ◦ exp forms onS the identity: due to |(z)| < π , we have
ln(exp(z)) = ln(γ e(z)+i(z)) = ln(e(z)ei(z)) = ln(e(z)) + ln(ei(z))
= (z) + ln(1) + arg(ei(z)) = (z) + i(z) = z.
Ref. [20, Corollary 6.2.11] states ln(exp(A)) = (ln ◦ exp)(A) = A. 
Proposition 4. g ∈ Rγf (s) ⇒ lnγf
(
expγf (g)
) = g.
Proof. Let (A,B,C) be a minimal realization of g ∈ Rγf (s). Then σ(γA) ⊂S, and the matrices
f (A) and f (A)−1 exist. Proposition 3 provides γ−1 ln(eγA) = A, hence
lnγf (exp
γ
f (g(s))) = lnγf
(
expγf (C(sI − A)−1B)
) = lnγf (C(sI − eγA)−1f (A)B)
= C(sI − γ−1 ln(eγA))−1f (γ−1 ln(eγA))−1f (A)B
= C(sI − A)−1f (A)−1f (A)B = g(s). 
3. Identification
We call (f, γ ) appropriate to identify g ∈ R(s), if f ∈ Rγg (s), and g ∈ Rγf (s). Clearly, the
appropriateness of (f, γ ) to identify g implies the appropriateness of (g, γ ) to identify f .
Proposition 5. Let (hu , γ ) be appropriate to identify h, and Y be defined by (3). Assume
the knowledge of deg h, set m := deg h + deg hu , and define for δ := Y, and   m the
polynomials p and q by (4). Then hY = p/q.
Proof. The equation y = a + b implieshY = hA + hB . Replacement ofhA , hB by the right-
hand sides of (7) leads to hY = p/q, where
p := paqb + qapb, paqa := exp
γ
h
(hu),
gcd{pa, qa} = const.
pa, qa ∈ R[s], qa monic
q := qaqb, pbqb := exp
γ
hu
(h),
gcd{pb, qb} = const.
pb, qb ∈ R[s], qb monic
(11)
Note, that {pa, qa}, {pb, qb} are coprime fraction representations of the Z-transform of the se-
quencesA,B. Since (hu , γ ) is appropriate to identify h, Proposition 2 yields
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deg qa = deg expγh(hu) = deg hu ,
deg qb = deg expγhu (h) = deg h,
gcd{qa, qb} = const.,
that means deg q = m. The coprimeness of {pa, qa}, {pb, qb}, {qa, qb}, respectively, implies the
coprimeness of {p, q}. Comparison of the coefficients in
ψm−1(s)p︸ ︷︷ ︸
=p(s)
=
∞∑
k=0
yks
−(k+1) ψm(s) co (ξ, 1)︸ ︷︷ ︸
=q︸ ︷︷ ︸
=q(s)
,
relates p, q,Y according to (4), where δ := Y,   m, and Hξ = V . The coprimeness of {p, q}
guarantees rank H = rank[H,V ] = m, thus ξ = H †V . 
We are able now to compute h by the knowledge of Y, hu , γ, deg h. As usual let
Cq :=
⎡⎢⎢⎢⎣
1
.
.
.
1
−q0 −q1 . . . −qm−1
⎤⎥⎥⎥⎦
be the companion matrix of the monic polynomial q with degree m.
Theorem 2. Define p, q as in Proposition 5, qa by (11), and assume the minimality of u. Then
qa(s) = det(sI − exp(γAu)), and the equations
h = lnγhu (pb/qb), pb = ψdeg(h)−1pb, p
T
b = eT1 qa(Cqb)−1p(Cqb), qb = q/qa
hold, where e1 := [1, 0, . . . , 0]T ∈ Rn.
Proof. In virtue of (8) the matrix exp(γAu) represents the main operator of a realization of
expγh(hu). The minimality of u, and hu ∈ R
γ
h
(s) imply the coincidence of deg expγh(hu)
with the size of exp(γAu). Thus qa coincides with the characteristic polynomial of exp(γAu).
Due to h ∈ Rγu(s), and expγhu (h) = pb/qb, Proposition 4 yields
h = lnγhu
(
expγhu (h)
) = lnγhu (pb/qb).
It remains to conclude pb, qb from p, q, qa . From (11) we know, that q = qaqb, thus qb = q/qa .
The Theorem of Cayley–Hamilton provides qb(Cqb) = 0, and the coprimeness of {qa, qb} the
regularity of qa(Cqb). Thus
paqb + qapb = p ⇒ pb(Cqb) = qa(Cqb)−1p(Cqb).
Due to the structure of Cqb , and deg pb < deg qb, the first row of pb(Cqb) is equal to pTb . 
Example 1. We identify the coefficients Pk , Qk of
 : x
(3) + 6x(2) + 11x(1) + 6x(0) = u,
y = 3x(2) + 2x(1) + x(0), , x
(i)(0) = 0, i = 0, 1, 2
using the input u(t) := et , the knowledge of deg h, and an estimate of σ(h). The transfer
function and the exact solution read
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h = P
Q
,
P (s) = 3s2 + 2s + 1,
Q(s) = s3 + 6s2 + 11s + 6, y(t) =
1
4
et − 1
2
e−t + 3e−2t − 11
4
e−3t .
Obviously, deg h = 3, deg hu = 1, u = (1, 1, 1), that means
m = 3 + 1 = 4, hu(s) = (s − 1)−1, qa(s) = s − exp(1).
Therefore, we need at least 8 values of y(t) to recover Pk , Qk . Since σ(Q) = {−3,−2,−1}, the
discretization parameter γ can be defined by an arbitrary positive real number. For simplicity we
take γ := 1. Then the first 8 members of Y read
k 0 1 2 3 4 5 6 7
y(k) 0 0.765 1.828 5.004 13.641 37.1 100.856 274.158.
Consequently,
q(s) := ψ4(s)co (ξ, 1), ξ := −([y(i + j)]3i,j=0)−1co (y(i))7i=4 =
⎡⎢⎢⎣
6.738 × 10−3
−0.206
1.578
−3.271
⎤⎥⎥⎦ ,
p(s) := ψ3(s)p, p :=
⎡⎢⎣y(0) . . . y(3). .
.
...
y(0)
⎤⎥⎦
⎡⎢⎢⎣
ξ1
ξ2
ξ3
1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
0.231
−0.674
0.765
0.000
⎤⎥⎥⎦ ,
qb(s) = q(s)
qa(s)
= s
4 + ψ3(s)ξ
s − exp(1) = s
3 − 0.553s2 + 0.075s − 2.479 × 10−3,
pb(s) = eT1 qa(Cqb)−1p(Cqb)︸ ︷︷ ︸
=:pTb
ψT2 (s) = −0.085s2 + 0.223s − 0.25.
To calculate the coefficients of det(sI − A) =: sn −∑n−1k=0 Qksn−1−k , A := ln(Cqb), Fadde-jew’s method [15] can be used
Qk := 1
k + 1
(
sk −
k−1∑
i=0
siQk−1−i
)
, Q0 := s0, sk := trace(Ak+1). (12)
Due to (I − Cqb)k → 0, A can be approximated by the truncated Taylor series
Aapprox =
⎡⎣ −3.738 15.99 −23.229−0.058 −2 3.144
7.793 × 10−3 −0.293 −0.262
⎤⎦ = − 103∑
k=1
1
k
(I − Cqb)k.
The traces of the powers Akapprox are [s0, s1, s2] = [−6, 14,−36], and iteration (12) yields
[Q0 Q1 Q2] = [−6 −11 −6].
In order to get the coefficients of P , the computation of the first 3 Laurent coefficients
hk := pTbAkh−1u (A)e3 = pTbAk(A − I )e3
of h is sufficient. Replacement of A by Aapprox yields⎡⎣P0P1
P2
⎤⎦ =
⎡⎣h0 h1 h2h0 h1
h0
⎤⎦⎡⎣−Q1−Q2
1
⎤⎦ =
⎡⎣3 −16 643 −16
3
⎤⎦⎡⎣116
1
⎤⎦ =
⎡⎣12
3
⎤⎦ .
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4. Reduction
The identification procedure yields for h a rational function pb/qb with lnγhu (pb/qb) = h,
where all zeros of qb belong to D, supposed  is c-stable. We are going now to approximate
pb/qb by a rational function p/q of lower degree, where Theorem 1 provides the d-stability of
the approximant. The continuity of lnγf promises sufficient approximation properties of ln
γ
f (p/q)
along iR. Assume σ(f ) ∩ σ(h) = ∅, γ ∈ R+, and proceed as follows:
1. Compute the Laurent coefficients B := (bk)∞k=0 of expγf (h).
2. Define for δ := B,  := ∞, m  n the polynomials p and q as in (4).
3. Compute lnγf (p/q).
As an immediate consequence of Theorem 1 the following Proposition is obtained.
Proposition 6. σ(h) ⊂ H− ⇒ σ(lnγf (p/q)) ⊂ H−.
Proof. Due to σ(h) ⊂ H−, and γ ∈ R+, all poles of expγf (h) belong toD. Theorem 1 ensures
σ(p/q) ⊂ D. Consequently, σ ( lnγf (p/q)) ∈ H−. 
Clearly, one is not able to compute B completely. The following example shows, that the
consideration of a large enough leading section ofB is sufficient to obtain a satisfying reduction.
Example 2. We define h by the impedance function of the RCL-network
(1) C0 (2) C1 (3) . . . (μ) Cμ−1 (μ + 1)
| | | | |
R0 R1 R2 Rμ−1 Rμ
| | | | |
(2μ + 2) L0 (2μ + 1) L1 (2μ) . . . (μ + 3) Lμ−1 (μ + 2)
(13)
with respect to the terminal pair (1, 2μ + 2). The network structure admits h to represent as
continued fraction
h = f0, fk(s) := 11
Rk
+ 11
Cks
+sLk+fk+1(s)
, fμ := Rμ, k = μ − 1, . . . , 0. (14)
The polynomials of the fraction representation fk = Pk/Qk satisfy the iteration[
Pk
Qk
]
:= Mk
[
Pk+1
Qk+1
]
,
Pμ := Rμ,
Qμ := 1, Mk(s) :=
[
RkCks Rk(CkLks
2 + 1)
Cks Cks(Lks + Rk) + 1
]
. (15)
By induction
deg Pk = deg Qk = 2(μ − k), gcd{Pk,Qk} = const.
can be proved. Thus, h is proper and deg h = 2μ. To get an overview with respect to σ(h),
suppose the constancy of all parameters Rk := R, Ck := C, Lk := L. That simplification reduces
the determination of σ(h) to the determination of σ(gμ+1), where (gk)∞k=0 is generated via the
iteration
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Fig. 1. + := P, × := Q.
gk+1(x) := 1
1 + 1
x−1+gk(x)
, g0(x) := 1.
The definition x(s) := 1
RCs
+ Ls
R
+ 1 leads to h = Rgμ+1(x). Thus, σ(h) is given by the
zeros of x(s) − α, where α ∈ σ(gμ+1). It turns out, that ∀k ∈ N0 : σ(gk) ⊂ (−3, 1). Hence, for
constant parameters σ(h) is a subset of{
1
2L
(
R(α − 1) ±
√
R2(α − 1)2 − 4L/C
)
, α ∈ (−3, 1)
}
.
The largest imaginary part (LC)−1/2 is achieved for α = 1, thus
max |(σ (h))| < (LC)−1/2. (16)
Consequently, for non-constant parameters the definition C := min{C1, . . . , Cμ−1}, L :=
min{L1, . . . , Lμ−1}, seems to be appropriate to preserve the validity (16), and the definition
of γ by a value less than π/
√
LC is recommended. We now specify the network (13) by
μ := 9, Rk := 1
k + 1 , Ck := 1 +
k2
μ − 1 , Lk :=
3
3 + k
and generate P := ψ18P := P0, Q := ψ18Q := Q0, according to (15). Fig. 1 shows the coeffi-
cient vectors P and Q. We try to approximate P/Q of degree 18 by a c-stable rational function of
degree 6 in the sense of ‖.‖c2. ObviouslyC = C0 = 1, L = L8 = 3/11, thus γ less than π/
√
3/11
seems appropriate to reduce P/Q. To simplify expγf , ln
γ
f we choose γ = 1, f (s) ≡ 1, and execute
step by step the reduction algorithm.
1. First one has to compute a large enough leading section of B. The triple
(A,B,C) := (CQ/Q18 , e18, c), cψ17(s) =
P(s)
Q18
− P18
Q218
Q(s) (17)
realizes P/Q − P18/Q18, such that bk = C(eA)kB. It turns out, that exp(A) can be approximated
by (I + A/K)K , K := 104.
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2. In Fig. 2, the first members ofB are shown. Obviously, the absolute values of all bk with index
greater than 30 are very small. Therefore, for the computation of p and q the consideration of the
first 150 members of B seems to be sufficient. Corresponding to (4) we form
H := [bi+j ]143,5i,j=0, V := −co (bi)149i=6 ( = 144,m = 6).
Because (A,B,C) is minimal, Proposition 2 provides the minimality of (eγA, B,C). Conse-
quently, the columns of H are linearly independent, that means HTH is invertible, and q :=
co (ξ, 1) can be obtained as solution of HTHξ = HTV
ξ = [0.053 −0.429 1.486 −2.91 3.553 −2.556]T.
The coefficient vector p of p reads
p =
⎡⎢⎣b0 . . . b5. .
.
...
b0
⎤⎥⎦
⎡⎢⎢⎢⎣
ξ1
...
ξ5
1
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
0.195
−0.962
2.319
−3.158
2.483
−1.000
⎤⎥⎥⎥⎥⎥⎥⎦ .
3. The computation of ln11(p/q) consists in the computation of ln(Cq). Because I − Cq is an
iteration matrix, ln(Cq) can be approximated by its truncated Taylor expansion
Ared := −
K∑
k=1
1
k
(I − Cq)k = −
K∑
k=1
1
k
(
I −
[
o|I
−ξT
])k
.
For K = 100 the matrix Ared reads⎡⎢⎢⎢⎢⎢⎢⎣
−2.595 6.948 −10.209 10.992 −7.374 2.703
−0.144 −1.434 2.931 −2.344 1.387 −0.464
0.025 −0.343 −0.745 1.581 −0.695 0.201
−0.011 0.111 −0.641 −0.161 0.868 −0.182
0.009 −0.089 0.381 −1.17 0.485 0.403
−0.021 0.183 −0.688 1.554 −2.603 1.516
⎤⎥⎥⎥⎥⎥⎥⎦ .
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Fig. 3. + := hred(iR), × := PQ(iR).
Finally, Faddejew’s method yields the reduction result
hred(s) := ln11(p/q)(s) =
P18
Q18
+ pT(sI − Ared)−1e6
= 0.913 + 1.885s + 3.601s
2 + 3.854s3 + 3.651s4 + 1.935s5 + s6
0.913 + 2.803s + 5.017s2 + 6.114s3 + 5.089s4 + 2.935s5 + s6 (18)
=: Pred(s)
Qred(s)
.
It remains to visualize the approximation quality of hred with respect to P/Q along iR. In
Fig. 3, the sets hred(iR) and PQ(iR) are compared to each other. Obviously, for all z ∈ iR the
quantity
∣∣∣ PQ(z) − hred(z)∣∣∣ is quite small. In Fig. 4, the poles of hred and P/Q are shown. To make
evident the distribution of σ(hred), we consider the behavior of the partial fraction coefficients in∑18
k=1
rk
s−αk := P(s)/Q(s), and in
∑6
k=1
ρk
s−βk := hred(s):
k αk |rk|
1, 2 −1.004±0.204i 1.2992
3 −0.924 0.0795
4, 5 −0.687±0.457i 0.0333
6, 7 −0.618±0.619i 0.1021
8 −0.561 0.0023
9, 10 −0.469±0.720i 0.0649
11, 12 −0.317±0.797i 0.0479
13, 14 −0.206±0.840i 0.0250
15, 16 −0.116±1.000i 0.0355
17, 18 −0.106±0.736i 0.0001
k βk |ρk|
1, 2 −0.943 ± 0.286i 1.115
3, 4 −0.404 ± 0.859i 0.149
5, 6 −0.120 ± 1.014i 0.035
Due to their minimal distance to iR, the conjugate complex pairs α15,16 and α17,18 can be referred
to as dominant for P/Q. Therefore it is to be expected, that at least one such pair of σ(hred) arises
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Fig. 4. + := σ(hred), × := σ(P/Q).
in the neighborhood of {α15, . . . , α18}. Actually, such a pair exists, namely β5,6, which almost
coincides with α15,16. But this becomes evident by comparison of the associated partial fraction
coefficients: |r17| = 0.0001 < 0.0355 = |r15|. The distinguished largest coefficient belongs to
α1,2. Actually, β1,2 is located in the neighborhood. Finally, the pair β3,4 can be related to the
remaining poles α4, . . . , α14.
It remains to transform the estimate of Theorem 1 in an estimate with respect to the continuous
case. Instead of deriving an exact estimate, in order to suppress many technical details, we restrict
ourself to a plausibility consideration, that the smallness of
∥∥p/q − expγ1 (P/Q)∥∥d2 transfers to
the smallness of
∥∥lnγ1 (p/q) − P/Q∥∥c2.
Let n = deg Q, m = deg Qred, {P,Q}, {Pred,Qred} be coprime. We construct an extension
polynomial E with deg E = d := n − m, and P ≈ EPred and Q ≈ EQred. We write p ≈ q, and
p ≈ q if ‖p − q‖d2 is small, and p, q are the coefficient vectors of p, q. Because σ(Q) ⊂ H−, the
distance between iR and σ(Q) does not vanish, such that for all z ∈ iR the relation
P(z)
Q(z)
≈ E(z)Pred(z)
E(z)Qred(z)
= Pred(z)
Qred(z)
can be expected. Let B := (bk)∞k=0 be the sequence of the Laurent coefficients of pb/qb :=
expγ1 (P/Q), and qb be monic. Because deg Q = n, the rank of [bi+j ]∞,n−1i,j=0 is equal to n, and
comparison of the coefficients in pb(s) = ∑∞k=0 bks−(k+1)qb(s) yields
pb = T(Bn)
⎡⎢⎣qb1...
qbn
⎤⎥⎦ , Bn :=
⎡⎢⎣ b0...
bn−1
⎤⎥⎦ , qb ∈ ker[bi+j ]∞,ni,j=0,
qbn = 1.
(19)
Let {p, q} be defined as in the second step of the reduction algorithm, coprime, andC := (ck)∞k=0
be the sequence of the associated Laurent coefficients
∞∑
k=0
cks
−(k+1) := p(s)
q(s)
.
S. Feldmann et al. / Linear Algebra and its Applications 426 (2007) 674–689 687
Because deg q = m < n, the kernel K of [ci+j ]∞,ni,j=0 is non-trivial, and the underlying Hankel
structure implies
K := {Res(q, n)v : v ∈ Rd+1}, Res(q, n) :=
⎡⎢⎢⎢⎢⎢⎢⎣
q0
...
.
.
.
qm q0
.
.
.
...
qm
⎤⎥⎥⎥⎥⎥⎥⎦ ∈ R
(n+1)×(d+1).
The desired extension polynomial reads
E(s) := ψd(s)e := Qn det(sI − γ−1 ln(CEe)), Ee := ψdee, ee := Res†(q, n)qb.
(20)
Note that the zeros of Ee are obtained by the exponentials of the zeros of E, what is expressed by
the index e. To show its appropriateness, we consider the coefficient vectors of the polynomials
v(s) := p(s)Ee(s), and w(s) := q(s)Ee(s), which are related by
v = T(Cn)[w1, . . . ,wn]T, w = Res(q, n)ee.
Numerical experiences show C ≈ B. Thus, the distance betweenK and qb is small, that means
w ≈ qb. Together with (19) the relation v ≈ pb follows. Using the non-minimal realization
(Cw, en, v
T) of p/q, Proposition 1 states
lnγ1 (p/q)(s) = vT(sI − γ−1 ln(Cw))−1en.
Finally, replacement of (v,w) by (pb, qb) yields for all z ∈ iR
lnγ1 (p/q)(z) ≈ pTb (zI − γ−1 ln(Cqb))−1en = lnγ1 (pb/qb)(z) = P(z)/Q(z).
Example 3. We apply that plausibility consideration to the reduction (18). Figs. 2 and 5 confirm
C ≈ B. The coefficients eek of Ee computed as in (20) read
-0.0004
-0.0003
-0.0002
-0.0001
 0
 1e-04
 0.0002
 0.0003
 0  50  100  150  200
"DIFFCB.dat"
Fig. 5. B− C.
688 S. Feldmann et al. / Linear Algebra and its Applications 426 (2007) 674–689
-1
-0.5
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0  2  4  6  8  10  12  14  16  18
"DIFFP.dat"
"DIFFQ.dat"
Fig. 6. Coefficient vectors of + := P − EPred and × := Q − EQred.
k 0 1 2 3 4 5 6
eek 0.0037 −0.0631 0.4969 −2.4108 8.0434 −19.4685 35.1211
k 7 8 9 10 11 12
eek −47.6934 48.5279 −36.2167 18.9128 −6.2490 1.0000
and the coefficients ek of E(s) := ψ12(s)e = Q18 det
(
sI +∑103k=1 1k (I − CEe)k) read
k 0 1 2 3 4 5 6
ek 1.1116 9.3466 42.1569 125.3285 281.6391 492.1493 686.8308
k 7 8 9 10 11 12
ek 769.6662 687.5152 479.0731 248.0400 86.3515 15.4349
According to Figs. 1 and 6 the orders of P, Q and of the coefficient vectors of P − EPred,
Q − EQred are 104 and 100, respectively. Thus P ≈ EPred, and Q ≈ EQred.
References
[1] C.D. Ahlbrandt, J. Ridenhour, Floquet theory for time scales and Putzer representations of matrix logarithms,
J. Differ. Equations Appl. 9 (1) (2003) 77–92.
[2] G.S. Ammar, W.B. Gragg, The generalized Schur algorithm for the superfast solution of Toeplitz systems, in:
J. Gilewicz, M. Pidor, W. Siemaszko (Eds.), Rational Approximation and its Applications in Mathematics and
Physics, Lecture Notes in Mathematics, vol. 1237, Springer, Berlin, 1987, pp. 315.
[3] G.S. Ammar, W.B. Gragg, Superfast solution of real positive definite Toeplitz systems, SIAM J. Matrix Anal. Appl.
9 (1) (1988) 61–76.
[4] G.S. Ammar, W.B. Gragg, Numerical experience with a superfast real Toeplitz solver, Linear Algebra Appl. 34
(1980) 103–116.
[5] A.C. Antoulas, D. Sorenson, S. Gugercin, A survey of model reduction methods for large scale systems,
Contemporary Mathematics, AMS Publications, 2001, pp. 193–219.
[6] M. Van Barel, A. Bultheel, Padé techniques for model reduction in linear system theory: a survey, J. Comput. Appl.
Math. 14 (1986) 401–438.
S. Feldmann et al. / Linear Algebra and its Applications 426 (2007) 674–689 689
[7] M. Van Barel, G. Heinig, P. Kravanja, A superfast method for solving Toeplitz linear least squares problems, Linear
Algebra Appl. 366 (2003) 441–457.
[8] M. Van Barel, G. Heinig, P. Kravanja, A stabilized superfast solver for nonsymmetric Toeplitz systems, SIAM
J. Matrix Anal. Appl. 23 (2) (2001) 494–510.
[9] Sheung Hun Cheng, N.J. Higham, Ch.S. Kenney, A.J. Laub, Approximating the logarithm of a matrix to specified
accuracy, SIAM J. Matrix Anal. Appl. 22 (4) (2001) 1112–1125.
[10] L. Dieci, Consideration on computing real logarithms of matrices, Hamiltonian logarithms, and skew-symmetric
logarithms, Linear Algebra Appl. 244 (1996) 35–54.
[11] L. Dieci, A. Papini, Conditioning and Padé approximation of the logarithm of a matrix, SIAM J. Matrix Anal. Appl.
21 (3) (2000) 913–930.
[12] L. Dieci, B. Morini, A. Papini, Computational techniques for real logarithms of matrices, SIAM J. Matrix Anal.
Appl. 17 (3) (1996) 570–593.
[13] S. Feldmann, P. Lang, A least squares approach to reduce stable discrete linear systems preserving their stability,
Linear Algebra Appl. 381 (2004) 141–163.
[14] K.A. Gallivan, S. Thirumalai, P. Van Dooren, V. Vermaut, High performance algorithms for Toeplitz and block
Toeplitz matrices, Linear Algebra Appl. 241–243 (1996) 343–388.
[15] F.R. Gantmacher, Matrizenrechnung I, Deutscher Verlag der Wissenschaften, Berlin, 1958.
[16] I. Gohberg, T. Kailath, V. Olshevsky, Fast Gaussian elimination with partial pivoting for matrices with displacement
structure, Math. Comp. 64 (212) (1995) 1557–1576.
[17] M. Gu, New fast algorithms for structured least squares problems, SIAM J. Matrix Anal. Appl. 20 (1) (1998)
244–269.
[18] M. Gu, Stable and efficient algorithm for structured systems of equations, SIAM J. Matrix Anal. Appl. 19 (2) (1997)
279–306.
[19] B.W. Helton, Logarithms of matrices, Proc. Amer. Math. Soc. 19 (1968) 733–738.
[20] R.A. Horn, Ch.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, Cambridge, 1991.
[21] I.S. Iohvidov, Hankel and Toeplitz Matrices and Forms, Birkhäuser, Stuttgart, 1982.
[22] C.S. Kenney, A.J. Laub, A Schur–Fréchet algorithm for computing the logarithm and exponential of a matrix, SIAM
J. Matrix Anal. Appl. 19 (3) (1998) 640–663.
[23] L. Ljung, System Identification, Prentice Hall, PTR, 1999.
[24] K. Zhou, J. Doyle, K. Glover, Robust and Optimal Control, Prentice Hall, London, 1996.
