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Abstract
Microporous materials have attracted tremendous attention since the 18th century due
to their industrial importance in the broad areas of ion exchange, catalysis, adsorption, etc. It
is essential to understand the relationships between the properties of microporous materials
and their structures. However, the structures of many microporous materials are determined
from the more limited powder X-ray diffraction (XRD) data due to the lack of suitable
single-crystals for XRD. In such cases, an unambiguous structure solution of microporous
materials requires additional information from other techniques such as solid-state NMR
(SSNMR) spectroscopy. SSNMR spectroscopy can provide short-range information around
the NMR-active nucleus of interest and it can also confirm the long-range ordering of the
structure such as crystal symmetry. This thesis is focused on the study of two types of
microporous materials, metal–organic frameworks (MOFs) and titanosilicates, by
multinuclear SSNMR spectroscopy in combination with quantum chemical calculations for
computational modeling.
A brief introduction is first given in Chapter 1. In Chapter 2–6, multinuclear SSNMR
investigations of two prototypical MOFs with potential industrial applications, CPO-27-M
(M = Mg, Zn, Co, Ni), and α-Mg3(HCOO)6, are carried out. MOFs are novel inorganicorganic hybrid microporous materials, constructed by the interconnection of metal ions by
various organic linkers. MOFs have many promising properties compared to classical
microporous materials such as rich structural diversity, high thermal stability, tunable
porosity, selective adsorption, etc. The results presented in these chapters demonstrate that
SSNMR spectroscopy is very suitable for the characterization of MOFs: The local Mg
environments and the rehydration/adsorption processes of CPO-27-Mg were examined by
natural abundance 25Mg SSNMR spectroscopy at an ultrahigh magnetic field of 21.1 T. The
dynamics of several guest molecules inside of CPO-27-M were monitored by variabletemperature 2H SSNMR spectroscopy. The structures of another MOF, α-Mg3(HCOO)6,
before and after guest adsorption, were thoroughly investigated by 1H, 2H, 13C, 17O, and 25Mg
SSNMR spectroscopy. Moreover, the existence of weak C–H⋅⋅⋅O and C–H⋅⋅⋅N hydrogen
bonding were confirmed by ultrahigh-resolution 1H SSNMR spectroscopy.
ii

The last chapter consists of a comprehensive study of titanosilicates by 29Si, 23Na, 39K,
and
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Ti SSNMR spectroscopy. Microporous titanosilicates are novel inorganic materials

with many unique structural features. This work is highlighted by the acquisition of natural
abundance SSNMR spectra for three unreceptive quadrupolar nuclei,
T.
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Ti and 39K, at 21.1

Ti SSNMR experiments provides insights into the coordination environments of Ti

inside the framework, whereas 39K SSNMR experiments allow one to directly probe the local
environment of extra-framework counter cations in titanosilicates.

Keywords
Metal–organic frameworks, titanosilicates, structure characterization, solid-state NMR,
unreceptive quadrupolar nuclei, ultrahigh field, adsorption, guest dynamics.

iii

Co-Authorship Statement
This thesis contains materials from previously published manuscripts. Dr. Yining
Huang was the corresponding author on all the presented papers and was responsible for the
supervision of Jun Xu over the course of his Ph.D. study. For copyright releases see the
Appendix.
Chapter 2 is from the published letter co-authored by Jun Xu, Victor V. Terskikh and
Yining Huang (J. Phys. Chem. Lett. 2013, 4, 7-11). The samples were prepared by J. Xu.
Experiments were performed by J. Xu and V. V. Terskikh. J. Xu wrote the manuscript. V. V.
Terskikh and Y. Huang revised the manuscript.
The majority of Chapter 3 is from the published communication co-authored by Jun
Xu, Victor V. Terskikh and Yining Huang (Chem. Eur. J. 2013, 19, 4432-4436). J. Xu
prepared the samples. J. Xu and V. V. Terskikh performed experiments. The manuscript was
written by J. Xu and it was revised by V. V. Terskikh and Y. Huang.
Dr. Victor V. Terskikh is credited for the acquisition of SSNMR spectra presented in
Chapter 4. Theoretical calculations were also performed by V. V. Terskikh.
Regina Sinelnikov is thanked for making CPO-27-M samples used in Chapter 5.
Chapter 6 is a portion of the published article co-authored by Peng He, Jun Xu,
Victor V. Terskikh, Andre Sutrisno, Heng-Yong Nie and Yining Huang (J. Phys. Chem. C
2013, 117, 16953-16960). The samples were provided by P. He and J. Xu. 17O NMR spectra
were collected by J. Xu and V. V. Terskikh. A. Sutrisno is credited and thanked for analyzing
17

O NMR spectra.

17

O contents of the samples were measured by H.-Y. Nie. Y. Huang was

responsible for writing and editing the drafts. P. He, J. Xu, V. V. Terskikh and A. Sutrisno
revised the manuscript.
Dr. Zhi Lin (University of Aveiro, Portugal) is credited for preparing the TiSiO4
samples used in Chapter 7. Dr. Victor V. Terskikh is thanked for the acquisition of
and

39

47/49

Ti

K SSNMR spectra shown in Chapter 7. Theoretical calculations were also conducted

by V. V. Terskikh.
iv

Acknowledgments
First and foremost, without any doubt, I would like to express the deepest gratitude to
my advisor, Dr. Yining Huang, for all I have learned from him. I would also like to thank
him for tolerating, encouraging and helping me to shape my interest and ideas. Without his
supervision and constant help this dissertation would not have been possible.
Then I would like to thank the members of my thesis examination board: Dr. Zhifeng
Ding, Dr. Johanna M. Blacquiere, Dr. John R. de Bruyn (Department of Physics and
Astronomy) and Dr. Luis Smith (Clark University, USA). The examiners of my first year
report are also thanked: Dr. Yang Song, Dr. Nicholas C. Payne, Dr. Melvyn C. Usselman and
Dr. Heinz-Bernhard Kraatz. I would like to express my gratitude to Dr. Yang Song, Dr.
Victor N. Staroverov, Dr. Nicholas C. Payne and Dr. Lyudmila Goncharova (Department of
Physics and Astronomy) for giving their interesting courses during my graduate studies,
which were very helpful and valuable. I would like to specially thank Dr. Mathew Willans
for his technical help and thoughtful comments on any problem with the NMR spectrometer.
I would also thank Dr. Paul Boyle for single-crystal XRD experiments and Dr. Doug
Hairsine for mass spectrometer analysis. Thanks for graduate coordinator Ms. Darlene
McDonald, administrative minister Ms. Anna Vandendries-Barr, departmental secretaries Ms.
Sandy McCow and Ms. Clara Fernandes for their help during my Ph.D. program. I would
like to thank departmental manager Mr. Warren Lindsay and electronics shop staffs Mr. John
Vanstone and Mr. Barakat Misk for their technical supports. Mr. Yves Rambour in glass
blowing shop is credited as well for the glass blowing course and his help during the past five
years. I would thank lab technicians Ms. Lesley Tchorek, Ms. Susan England, Ms. Sandra Z.
Holtslag and Mr. Robert Harbottle for helping me to finish the teaching assistant duties. In
addition, I would like to thank Ms. Kim Law and Ms. Grace Yau in Department of Earth
Sciences for powder XRD experiments and Dr. Heng-Yong Nie in Surface Science Western
for measuring the 17O contents. I would like to express my sincere gratitude to Dr. Victor V.
Terskikh at the National Ultrahigh-field NMR Facility for Solids for acquiring NMR spectra
at 21.1 T and providing NMR technical assistance during my visit to Ottawa. He is also
credited for performing CASTEP theoretical calculations. I would like to thank Dr. Luke
O’Dell (Deakin University, Australia) for providing the EXPRESS simulation package, Dr.
v

Klaus Eichele (Universität Tübingen, Germany) for the simulation software WSOLIDS,
SHARCNET (Shared Hierarchical Academic Research Computing Network) facilities for
computational resources, and Dr. David L. Bryce (University of Ottawa) for the EFGShield
program. I thank Dr. Zhi Lin (University of Aveiro, Portugal) for providing titanosilicate
samples. Dr. Song Yang and Dr. Kim M. Baines are thanked for the access of glove boxes.
The financial support from Department of Chemistry is also gratefully acknowledged.
Moreover, I would like to extend my gratitude to my past and present colleagues: Dr.
Zhimin (Steven) Yan, Janice A. Lee, Yueqiao (Rachel) Fu, Dr. Andre Sutrisno, Dr. Lu Zhang,
Dr. Margaret Hanson, Dr. Li Liu, Tetyana Levchenko, Adam Macintosh, Donghan Chen,
Yue Hu, Zheng (Sonia) Lin, Le Xu, Peng He, Maxwell Goldman, Dr. Wei (David) Wang, Dr.
Haiyan Mao, Dr. Farhana Gul-E-Noor, Yuanjun Lu, Shoushun Chen and Regina Sinelnikov.
The patience, enthusiasm, humor, optimism and collaboration from them will accompany me
for all my life.
Finally and most importantly, I would like to express my deepest gratitude to my
family (my parents, my sister and my cute niece). Without their continuous love, support and
encouragement I would not be able to finish my Ph. D. program, especially during tough
times.

vi

Table of Contents
Abstract ............................................................................................................................... ii
Co-Authorship Statement................................................................................................... iv
Acknowledgments............................................................................................................... v
Table of Contents .............................................................................................................. vii
List of Tables .................................................................................................................... xii
List of Figures .................................................................................................................. xiii
List of Abbreviations ..................................................................................................... xxiv
List of Symbols ............................................................................................................. xxvii
Chapter 1 ............................................................................................................................. 1
1 General Introduction ...................................................................................................... 1
1.1 Microporous Materials ............................................................................................ 1
1.1.1

Structures and Properties ............................................................................ 1

1.1.2

Syntheses..................................................................................................... 4

1.1.3

Characterization .......................................................................................... 5

1.2 Solid-State NMR..................................................................................................... 6
1.2.1

Early History of Solid-State NMR .............................................................. 7

1.2.2

Physical Background .................................................................................. 9

1.2.3

Experimental Background ........................................................................ 20

1.3 Outline of the Thesis ............................................................................................. 42
1.4 References ............................................................................................................. 43
Chapter 2 ........................................................................................................................... 47
2

25

Mg Solid-State NMR: A sensitive Probe of Adsorbing Guest Molecules on a Metal
Center in Metal–Organic Framework CPO-27-Mg ..................................................... 47
2.1 Introduction ........................................................................................................... 47
vii

2.2 Experimental Section ............................................................................................ 49
2.2.1

Sample Preparation ................................................................................... 49

2.2.2

NMR Characterizations and Theoretical Calculations ............................. 49

2.3 Results and Discussion ......................................................................................... 51
2.4 Conclusions ........................................................................................................... 56
2.5 References ............................................................................................................. 57
2.6 Appendix ............................................................................................................... 59
Chapter 3 ........................................................................................................................... 64
3 Resolving Multiple Non-Equivalent Metal Sites in Magnesium-Containing Metal–
Organic Frameworks by Natural Abundance 25Mg Solid-State NMR Spectroscopy .. 64
3.1 Introduction ........................................................................................................... 64
3.2 Experimental Section ............................................................................................ 66
3.2.1

Sample Preparation ................................................................................... 66

3.2.2

NMR Characterizations and Theoretical Calculations ............................. 66

3.3 Results and Discussion ......................................................................................... 68
3.4 Conclusions ........................................................................................................... 75
3.5 References ............................................................................................................. 75
3.6 Appendix ............................................................................................................... 78
Chapter 4 ........................................................................................................................... 84
4 Determining the Numbers of Non-Equivalent H and C Sites in Metal–Organic
Framework α-Mg3(HCOO)6 by Ultrahigh-Resolution Multinuclear Solid-State NMR
at 21.1 T ....................................................................................................................... 84
4.1 Introduction ........................................................................................................... 84
4.2 Experimental Section ............................................................................................ 86
4.2.1

Sample Preparation ................................................................................... 86

4.2.2

NMR Characterizations and Theoretical Calculations ............................. 87

4.3 Results and Discussion ......................................................................................... 90
viii

4.3.1

Activated Phase ......................................................................................... 91

4.3.2

DMF, Benzene and Acetone Phases ....................................................... 101

4.3.3

Guest-Induced Shifts ............................................................................... 106

4.3.4

Pyridine Phase ......................................................................................... 109

4.4 Conclusions ......................................................................................................... 115
4.5 References ........................................................................................................... 115
4.6 Appendix ............................................................................................................. 120
Chapter 5 ......................................................................................................................... 127
5 Capturing the Guest Dynamics in Metal–Organic Frameworks CPO-27-M (M = Mg,
Zn, Ni, Co) by 2H Solid-State NMR .......................................................................... 127
5.1 Introduction ......................................................................................................... 127
5.2 Experimental Section .......................................................................................... 129
5.2.1

Sample Preparation ................................................................................. 129

5.2.2

NMR Characterization ............................................................................ 131

5.3 Results and Discussion ....................................................................................... 133
5.3.1

Dynamic Models ..................................................................................... 133

5.3.2

D2O in CPO-27-M .................................................................................. 136

5.3.3

CD3CN in CPO-27-M ............................................................................. 140

5.3.4

Acetone-d6 in CPO-27-M ....................................................................... 146

5.3.5

C6D6 in CPO-27-M ................................................................................. 153

5.3.6

A Summary of Observed Motions .......................................................... 161

5.4 Conclusions ......................................................................................................... 163
5.5 References ........................................................................................................... 164
5.6 Appendix ............................................................................................................. 168
Chapter 6 ......................................................................................................................... 172
6 Identification of Non-Equivalent Framework Oxygen Species in Metal–Organic
Frameworks by 17O Solid-State NMR ....................................................................... 172
ix

6.1 Introduction ......................................................................................................... 172
6.2 Experimental Section .......................................................................................... 173
6.2.1

Sample Preparation ................................................................................. 173

6.2.2

NMR Characterizations and Theoretical Calculations ........................... 175

6.3 Results and Discussion ....................................................................................... 177
6.4 Conclusions ......................................................................................................... 183
6.5 References ........................................................................................................... 183
6.6 Appendix ............................................................................................................. 187
Chapter 7 ......................................................................................................................... 192
7 A Comprehensive Study of Microporous Titanosilicates by Multinuclear Solid-State
NMR Spectroscopy .................................................................................................... 192
7.1 Introduction ......................................................................................................... 192
7.2 Experimental Section .......................................................................................... 195
7.2.1

Sample Preparation ................................................................................. 195

7.2.2

NMR Characterizations and Theoretical Calculations ........................... 195

7.3 Results and Discussion ....................................................................................... 199
7.3.1

Natisite .................................................................................................... 199

7.3.2

AM-1 ....................................................................................................... 203

7.3.3

AM-4 ....................................................................................................... 205

7.3.4

Sitinakite ................................................................................................. 209

7.3.5

GTS-1 ...................................................................................................... 212

7.3.6

ETS-4 ...................................................................................................... 217

7.3.7

ETS-10 .................................................................................................... 219

7.4 Conclusions ......................................................................................................... 223
7.5 References ........................................................................................................... 224
7.6 Appendix ............................................................................................................. 228
x

Chapter 8 ......................................................................................................................... 232
8 Summary and Future Work ........................................................................................ 232
8.1 Summary ............................................................................................................. 232
8.2 Suggestions for Future Work .............................................................................. 234
Appendices: Copyright Permission................................................................................. 236
Curriculum Vitae ............................................................................................................ 239

xi

List of Tables
Table 1-1: The guideline to predict the nuclear spin. ............................................................... 9
Table 1-2: Typical magnitudes of nuclear spin interactions (Ref. 8). .................................... 10
Table 1-3: Nuclear properties of nuclei studied in this thesis................................................. 21
Table 3-1: Experimental and calculated 25Mg NMR parameters. ........................................... 73
Table 4-1: Experimental and calculated 1H and 13C isotropic chemical shifts. ...................... 97
Table 4-2: Experimental and calculated 13C CSA tensors. ................................................... 100
Table 4-3: Experimental and calculated 25Mg NMR parameters of the pyridine sample. .... 114
Table 5-1: Simulated 2H NMR parameters and motions. ..................................................... 162
Table 6-1: Experimental 17O NMR parameters of the MOF samples. ................................. 181
Table 7-1: Experimental 49Ti NMR parameters.................................................................... 222

xii

List of Figures
Figure 1-1: The structure of zeolite Y viewed down [110] direction. The bridge oxygens are
omitted for clarity. .................................................................................................................... 2
Figure 1-2: Some unique structural features of TiSiO4 compared to zeolites. ......................... 2
Figure 1-3: The structures of IRMOF series. (Ref. 19) ............................................................ 3
Figure 1-4: Schematic diagram of the solvothermal synthesis of α-Mg3(HCOO)6. ................. 4
Figure 1-5: Schematic illustration of Bragg’s Law................................................................... 5
Figure 1-6: Schematic illustration of Zeeman’s energy levels that appear for spin-3/2 nucleus
placed into the external magnetic filed B0. ............................................................................. 11
Figure 1-7: Left: ellipsoid representation of the chemical shielding tensor, whose principle
axes coincide with the chemical shielding tensor principle axis system and the length of each
principle axis of which is proportional to the principle value of the shielding tensor
associated with that principle axis. Right: analytical simulations (performed using DMFIT
software) of theoretical 13C CSA powder patterns (δiso = 0 ppm). Ω is set to 0 ppm for the top
spectrum while it is 200 ppm for the other spectra. ................................................................ 13
Figure 1-8: Analytical simulations (performed using DMFIT software) of theoretical 1H–1H
homonuclear dipolar coupling powder patterns. DIS is set to 50 kHz. For heteronuclear
dipolar coupling, the doublet splitting is DIS at 90° and 2DIS at 0°......................................... 16
Figure 1-9: Charge distribution in (a) spin-1/2 nuclei and (b) quadrupolar nuclei. ................ 17
Figure 1-10: Energy level diagram of a spin-5/2 nucleus, showing how the splitting due to the
Zeeman interaction is perturbed to first- and second-order by the quadrupolar interaction.
(Ref. 34) .................................................................................................................................. 19
Figure 1-11: Analytical simulations (performed using DMFIT software) of theoretical 25Mg
(I = 5/2) powder patterns of the CT (ν0 = 24.5 MHz, δiso = 0 ppm) at 9.4 T, broadened by the
xiii

second-order quadrupolar interaction. The effects of (a) CQ and (b) ηQ towards the line width
and shape are also illustrated. ................................................................................................. 20
Figure 1-12: (a) Schematic diagram of the magic-angle spinning (MAS) experiment.
Analytical simulations (performed using DMFIT software) of (b) theoretical 13C (I = 1/2, ν0 =
100.6 MHz) CSA patterns and (c) 25Mg (I = 5/2, ν0 = 24.5 MHz) quadrupolar patterns of the
CT at 9.4 T, under MAS and static conditions. ...................................................................... 23
Figure 1-13: Pulse sequence for cross-polarization from abundant spin I to dilute spin S with
detection of the S magnetization. τ is the contact time. .......................................................... 24
Figure 1-14: Plot of the CP signal intensity as a function of the contact time τ. .................... 25
Figure 1-15: Pulse sequence for 1H–13C FSLG-HETCOR. θm is the magic-angle pulse
(54.74°). .................................................................................................................................. 26
Figure 1-16: (a) The QCPMG pulse sequence. The block inside the brackets is called a
Meiboom-Gill (MG) loop and it is repeated for N times. (b) An example of FID and
spectrum of the QCPMG experiment. .................................................................................... 27
Figure 1-17: (a) Pulse sequence of BABA DQ MAS experiment. N is the number of rotor
cycles used for excitation and reconversion. (b) Schematic representation of the typical
pattern observed in 2D DQ MAS spectrum (Ref. 32). AA and BB are correlation peaks from
two like spins while AB is from two unlike spins. ................................................................. 30
Figure 1-18: (a) Comparison of calculated (solid line) and experimentally (data points)
observed DQ signal intensities. The experiments were performed on tribromoacetic acid,
which is a 1H–1H spin pair model compound with a dipolar coupling of DIS = 2π × 6.5 kHz.
IDQ is normalized with respect to the signal of a one-pulse experiment. (b) Simulated DQ
build-up curves for different spin systems (solid lines). The three, four, and six spins are
localized at the vertices of an equilateral triangle, a square, a tetrahedron, and an octahedron,
respectively. IDQ is normalized to the number of coupled pairs in the respective system, and
the dashed lines indicate the long-time limit for DQ intensities, provided that only two-spin
DQ coherences are excited. The two figures are taken from Ref. 32. The dashed line in (a) or
xiv

the dotted line in (b) is the leading two-spin term (IDQ ∝ (DIS)2τexc2) in the series expansion
for multispin systems. ............................................................................................................. 31
Figure 1-19: An example of 2D 3QMAS spectrum (a) before and (b) after shearing. ........... 32
Figure 1-20: (a) The pulse sequence of 3QMAS experiment. (b) The coherence transfer
pathway of the two-pulse, Z-filter, and SPAM-3QMAS. The solid line is the echo pathway
while the dashed line is the anti-echo pathway. P is the coherence order. ............................. 33
Figure 1-21: The 1H-13C PHORMAT 2D spectrum of tyrosine⋅HCl (Ref. 73). ..................... 35
Figure 1-22: (a) Energy level diagram of 2H (I = 1), showing how the splitting due to the
Zeeman interaction is perturbed to first-order by the quadrupolar interaction. (b) Schematic
illustration of the formation of a static 2H powder pattern with a typical Pake doublet (ηQ = 0).
The doublet is due to the two allowed transitions................................................................... 36
Figure 1-23: Analytical simulations (performed using EXPRESS software, CQ = 155 kHz, ηQ
= 0.0) of theoretical 2H powder patterns for (a) different motions in the fast-limit regime, and
(b) in-plane rotation of C6D6 about its C6 axis (referred to as C6) as a function of rate constant.
The motions in (a) are C1 rotation about C–2H bond (referred to as C1), flip-flop of benzened4 about its C2 axis (referred to as C2), methyl C–2H rotation about its C3 axis (referred to as
C3), and the three deuterated methyl groups of t-butyl rotate about their C3 axes while the tbutyl group as a whole also rotate about its C3’ axis (referred to as C3 + C3’). ...................... 38
Figure 2-1: The reversible transformation of a local Mg environment in CPO-27-Mg. For
clarity, the hydrogens of water in the channels are omitted. .................................................. 47
Figure 2-2: 25Mg static SSNMR spectra of CPO-27-Mg as a function of rehydration degree.
All spectra were acquired under the same spectrometer conditions, 16384 scans and a pulse
delay of 1 s. The * indicates a small amount of impurity. ...................................................... 51
Figure 2-3: The plot of calculated (a) CQ(25Mg) and (b) δiso(25Mg) as a function of the Mg–
OH2 distance. .......................................................................................................................... 54

xv

Figure 2-4: 25Mg static SSNMR spectra of CPO-27-Mg loaded with different guest species.
All spectra were acquired under the same spectrometer conditions, 16384 scans and a pulse
delay of 1 s. ............................................................................................................................. 55
Figure 2-5: The plot of calculated (a) CQ(25Mg) and (b) δiso(25Mg) as a function of the Mg–
OC(CH3)2 distance. ................................................................................................................. 56
Figure 3-1: The framework and Mg coordination environments of the DMF sample.
Hydrogen atoms of the encapsulated DMF are omitted for clarity. ....................................... 68
Figure 3-2: (a) Natural abundance 25Mg static, and (b) 5 kHz MAS spectra of four
microporous α-Mg3(HCOO)6 phases at 21.1 T. *: spinning sidebands.................................. 69
Figure 3-3: Natural abundance 25Mg SPAM-3QMAS spectrum of the activated sample. The
dashed lines correspond to the slices taken for simulation. The MAS spectrum simulated with
the parameters obtained from 3QMAS is also shown. ........................................................... 70
Figure 3-4: Natural abundance 25Mg SPAM-3QMAS spectrum of the DMF sample. The
dashed lines correspond to the slices taken for simulation. The MAS spectrum simulated with
the parameters obtained from 3QMAS is also shown. ........................................................... 72
Figure 3-5: Natural abundance 25Mg SPAM-3QMAS spectrum of the acetone sample. The
dashed lines correspond to the slices taken for simulation. The MAS spectrum simulated with
the parameters obtained from 3QMAS is also shown. ........................................................... 72
Figure 3-6: Natural abundance 25Mg SPAM-3QMAS spectrum of the benzene sample. The
dashed lines correspond to the slices taken for simulation. The MAS spectrum simulated with
the parameters obtained from 3QMAS is also shown. ........................................................... 73
Figure 4-1: Left: The framework of the DMF phase. Right: Chemical environments of H, C
and Mg. Hydrogen atoms of the encapsulated DMF are omitted for clarity. ......................... 90
Figure 4-2: Illustration of the enhancement of 1H spectral resolution for the activated sample
by: (a) MAS and (b) MAS combined with the isotopic dilution. *: residual DMF signal. .... 91

xvi

Figure 4-3: Experimental and deconvoluted 62.5 kHz MAS (a) 1H and (b) 18 kHz 1H→13C
CPMAS (with a contact time of 2 ms) spectra of the 20% H α-Mg3(HCOO)6 samples. The
protons labeled with red color exhibit significant guest-induced shifts while the protons and
carbons labeled with blue color were only tentatively assigned. ............................................ 93
Figure 4-4: 2D 1H–1H BABA DQ spectra of the 20% H activated sample as a function of
excitation time (spinning speed: 18 kHz). Diagonals (dash lines) are drawn to illustrate the
self-correlation peaks while horizontal lines (labeled in red) indicate the cross peaks. Only
new correlations are shown at longer excitation time for clarity. Three spectra have the same
contour levels. The neighboring protons around H2 are shown at top right........................... 95
Figure 4-5: 2D 1H–13C FSLG-HETCOR spectrum (contact time: 35 μs) of the 20% H
activated sample (spinning speed: 18 kHz). The dashed lines indicate the direct bonding
between 1H and 13C. The 62.5 kHz MAS 1H spectrum was used as the projection along the
indirect (1H) dimension. .......................................................................................................... 98
Figure 4-6: 2D 1H-13C PHORMAT spectrum of the 100% H activated sample (spinning
speed: 2 kHz). The dashed lines correspond to the slices taken for simulation...................... 99
Figure 4-7: 2D 1H–1H BABA DQ spectra of the 20% H DMF sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs) of
the 20% H DMF sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum was
used as the projection along the indirect (1H) dimension. .................................................... 102
Figure 4-8: 2D 1H–1H BABA DQ spectra of the 20% H benzene sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs) of
the 20% H benzene sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum was
used as the projection along the indirect (1H) dimension. .................................................... 103
Figure 4-9: 2D 1H–1H BABA DQ spectra of the 20% H acetone sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs) of
xvii

the 20% H acetone sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum was
used as the projection along the indirect (1H) dimension. .................................................... 104
Figure 4-10: 2D 1H–13C PHORMAT spectra of the 100% H DMF and benzene samples
(spinning speed: 2 kHz). ....................................................................................................... 105
Figure 4-11: Local environments around (a) DMF and (b) benzene. For benzene, the induced
magnetic field is shown to visualize the ring current effect. ................................................ 107
Figure 4-12: (a): 1H→13C CPMAS spectra (contact time: 2 ms) of the 20% H benzene sample
as a function of spinning speed. Simulated spinning sideband patterns of benzene are shown.
(b): Room temperature 2H static spectrum of α-Mg3(HCOO)6⊃C6D6 at 9.4 T. ................... 108
Figure 4-13: Room temperature 2H static spectrum of α-Mg3(HCOO)6⊃pyridine-d5 at 9.4 T.
*: additional motions............................................................................................................. 109
Figure 4-14: 2D 1H–1H BABA DQ spectra of the 20% H pyridine sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs) of
the 20% H pyridine sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum was
used as the projection along the indirect (1H) dimension. The protons and carbons labeled
with blue color were only tentatively assigned. .................................................................... 111
Figure 4-15: Natural abundance (a) static, (b) 5 kHz MAS, and (c) 2D SPAM-3QMAS 25Mg
spectra of the 20% H pyridine sample. The static and MAS spectra simulated with the
parameters obtained from 3QMAS are also shown. All 25Mg NMR experiments were
performed at 21.1 T............................................................................................................... 113
Figure 5-1: Left: The channels of dehydrated CPO-27-M. Right: The local environments of
M2+ in as-made and dehydrated (activated) CPO-27-M. ...................................................... 127
Figure 5-2: Schematic illustration of guest dynamics using D2O adsorbed on CPO-27-M as
an example: (a) π flip-flop of D2O about its C2 axis (i.e., internal motion) followed by (b)
uniaxial rotation of the whole D2O molecule (i.e., external motion). ϕ is the angle between
the Z axis of the intermediate frame (C2 axis of D2O) and the rotation axis. ....................... 133
xviii

Figure 5-3: (a) A brief schematic illustration of the non-localized multiple-site hopping on
the a,b plane. (b) In the language of NMR, the hopping of a guest molecule between different
M2+ ions in the a,b plane are equivalent to motions occurring on the base of a cone with the
cone angle of θ. (c) Analytical simulations (performed using EXPRESS package) of 2H static
powder patterns of multiple-site hopping in the fast-limit regime. ...................................... 135
Figure 5-4: Experimental 2H static spectra of D2O in CPO-27-Mg at 293 K as a function of
loading................................................................................................................................... 136
Figure 5-5: Experimental and simulated 2H static spectra of the 0.6D2O/Mg sample as a
function of temperature. The dynamic model for simulation: π flip-flop of D2O about its C2
axis. ....................................................................................................................................... 138
Figure 5-6: Experimental 2H static spectra of (a) D2O in CPO-27-Zn at 293 K as a function of
loading, and (b) the 0.6D2O/Zn sample as a function of temperature. ................................. 139
Figure 5-7: Experimental and simulated 2H static spectra of CD3CN in CPO-27-Mg at 293 K
as a function of loading. The dynamic models for simulation: rotation of methyl C–D about
its C3 axis followed by non-localized six-site (or two-site) hopping motions. ..................... 140
Figure 5-8: Schematic illustration of the local geometry of CD3CN adsorbed in CPO-27-M as
a function of loading. ............................................................................................................ 141
Figure 5-9: Experimental 2H static spectra of the 0.6CD3CN/Mg sample as a function of
temperature. The dynamic models for simulation: rotation of methyl C–2H about its C3 axis
followed by non-localized six-site (or two-site) hopping motions. ...................................... 142
Figure 5-10: A detailed schematic illustration of the non-localized multiple-site hopping
viewed along the c axis (left) and perpendicular to the c axis (right). .................................. 143
Figure 5-11: Experimental and simulated 2H static spectra of the 0.4CD3CN/Zn sample as a
function of temperature. The dynamic models for simulation: rotation of methyl C–2H about
its C3 axis followed by non-localized six-site (or two-site) hopping motions. ..................... 145

xix

Figure 5-12: Experimental and simulated 2H static spectra of acetone-d6 in CPO-27-Mg at
293 K as a function of loading. The dynamic models for simulation: rotation of methyl C–2H
about its C3 axis followed by non-localized six-site (or two-site) hopping motions. ........... 147
Figure 5-13: Schematic illustration of the local geometry of acetone-d6 adsorbed in CPO-27M as a function of loading. ................................................................................................... 148
Figure 5-14: Experimental and simulated 2H static spectra of the 0.6(CD3)2CO/Mg sample as
a function of temperature. The dynamic models for simulation: rotation of methyl C–D about
its C3 axis followed by non-localized six-site (or two-site) hopping motions. ..................... 149
Figure 5-15: Arrhenius plot for the rate constant of the two-site hopping motion between 193
and 143 K. ............................................................................................................................. 150
Figure 5-16: Experimental and simulated 2H static spectra of acetone-d6 in CPO-27-Zn at 293
K as a function of loading. The dynamic models for simulation: rotation of methyl C–D
about its C3 axis followed by non-localized six-site (or two-site) hopping motions of the
whole molecule. .................................................................................................................... 151
Figure 5-17: Experimental and simulated 2H static spectra of the 0.2(CD3)2CO/Zn sample as
a function of temperature. The dynamic models for simulation: rotation of methyl C–2H
about its C3 axis followed by non-localized six-site (or three-site) hopping motions. ......... 152
Figure 5-18: Experimental and simulated 2H static spectra of the 0.2C6D6/Mg sample as a
function of temperature. The dynamic models for simulation: in-plane rotation of benzene
about its C6 axis followed by non-localized six-site hopping. .............................................. 154
Figure 5-19: Experimental 2H static spectra of C6D6 in CPO-27-Zn at 293 K as a function of
loading................................................................................................................................... 155
Figure 5-20: Experimental 2H static spectra of the 0.2C6D6/Zn sample as a function of
temperature. The dynamic models for simulation: in-plane rotation of benzene about its C6
axis followed by non-localized six-site hopping. ................................................................. 156

xx

Figure 5-21: Experimental and simulated 2H static spectra of the 0.2C6D6/Ni sample as a
function of temperature. The dynamic models for simulation: in-plane rotation of benzene
about its C6 axis followed by non-localized six-site hopping. .............................................. 158
Figure 5-22: Experimental 2H static spectra of the 0.2C6D6/Co sample as a function of
temperature. .......................................................................................................................... 160
Figure 6-1: Illustrations of the framework with DMF (solvent) in the pore, Mg, and O
environments of microporous α-Mg3(HCOO)6. The hydrogens of DMF are omitted for
clarity. ................................................................................................................................... 179
Figure 6-2: Experimental and simulated 17O (a) MAS and (b) static SSNMR spectra of
microporous α-Mg3(HCOO)6 at 21.1 T. *: spinning sidebands. .......................................... 180
Figure 6-3: Illustrations of the framework, Mg and O environments of activated CPO-27-Mg.
............................................................................................................................................... 181
Figure 6-4: Experimental and simulated 17O MAS SSNMR spectra of (a) as-made and (b)
activated CPO-27-Mg at 21.1 T. ◊: 17O background signal from ZrO2 rotor. (Ref. 53) ....... 182
Figure 7-1: Left: the structure of natisite (Na–O bonds are omitted for clarity). Right: local
environments of Ti4+ and Na+. The atoms on the blue parallelograms are co-planar. .......... 199
Figure 7-2: (a) 29Si MAS spectrum of natisite at 9.4 T. (b) Experimental (QCPMG) and
simulated natural abundance 47/49Ti static spectra of natisite at 21.1 T. (c) Experimental and
simulated 23Na MAS spectra of natisite at 9.4 T (top); 23Na 2D 3QMAS spectrum of natisite
at 9.4 T (bottom). The dashed lines corresponds to the slices taken for simulation (Na(I) only,
since the signal of Na1 was too weak). The simulated 23Na MAS spectrum was based on the
parameters obtained from 3QMAS. *: spinning sidebands. ................................................. 200
Figure 7-3: Left: the structure of AM-1 (The hydrogen atoms and Na–O bonds are omitted
for clarity). Right: 6-rings and local environments of Ti4+ and Na+. The atoms on the blue
parallelograms are co-planar. ................................................................................................ 203
Figure 7-4: (a) 29Si MAS SSNMR spectrum of AM-1 at 9.4 T. #: impurity. (b) Experimental
and simulated 23Na MAS SSNMR spectra of AM-1 at 9.4 T. (c) Experimental (QCPMG) and
xxi

simulated natural abundance 47/49Ti static SSNMR spectra of AM-1 at 21.1 T. The offset of
the transmitter frequency is indicated on each sub-spectrum. .............................................. 204
Figure 7-5: Left: the structure of AM-4 (left, the hydrogen atoms and Na–O bonds are
omitted for clarity). Right: brookite-type zigzag TiO6 chains and the local environment of
Ti4+. The Ti–O distances are shown in Å. ............................................................................ 205
Figure 7-6: (a) Experimental and deconvoluted 29Si MAS spectra of AM-4 at 9.4 T. (b)
Experimental (QCPMG) and simulated natural abundance 47/49Ti static spectra of AM-4 at
21.1 T. The offset of the transmitter frequency is indicated on each sub-spectrum. (c)
Experimental and simulated 23Na MAS spectra of AM-4 at 9.4 T (top); 23Na 2D 3QMAS
spectrum of AM-4 at 9.4 T (bottom). The simulated 23Na MAS spectrum was based on the
parameters obtained from 3QMAS. ...................................................................................... 207
Figure 7-7: Left: the structure of sitinakite. The hydrogen atoms and Na–O bonds are omitted
for clarity. Right: the structure of Ti4O16 cluster. ................................................................. 209
Figure 7-8: (a) Experimental 29Si MAS SSNMR spectrum of sitinakite at 9.4 T. (b)
Experimental (Echo) and simulated natural abundance 47/49Ti static SSNMR spectra of
sitinakite at 21.1 T. (c) Experimental and simulated 23Na MAS SSNMR spectra of sitinakite
at 9.4 T (top); 23Na 2D 3QMAS spectrum of sitinakite at 9.4 T (bottom). The simulated 23Na
MAS spectrum was based on the parameters obtained from 3QMAS. ................................ 210
Figure 7-9: Left: the structure of KGTS-1. The hydrogen atoms and K–O bonds are omitted
for clarity. Right: the local environment of Ti4+. The Ti–O distances of two GTS-1 phases are
shown in Å. ........................................................................................................................... 212
Figure 7-10: (a) Experimental 29Si MAS SSNMR spectrum of GTS-1 at 9.4 T. (b)
Experimental (Echo and QCPMG) and simulated natural abundance 47/49Ti static SSNMR
spectra of GTS-1 at 21.1 T. The offset of the transmitter frequency is indicated on each subspectrum. ............................................................................................................................... 213
Figure 7-11: (a) 23Na MAS SSNMR spectra of GTS-1 at 9.4 T as a function of pulse delay
(pd). (b) 23Na 3QMAS spectrum of GTS-1 at 9.4 T (bottom). The dashed lines correspond to
the slices taken for simulation. (c) Experimental and simulated 23Na MAS SSNMR spectra of
xxii

GTS-1 at 9.4 T (pd = 2 s). The simulated 23Na MAS spectrum was based on the difference
spectrum of (a). (d) Natural abundance 39K MAS SSNMR spectra of GTS-1 at 21.1 T as a
function of pulse delay (pd). (e) Experimental and simulated natural abundance 39K MAS
SSNMR spectra of GTS-1 at 21.1 T. The simulated 39K MAS spectrum was based on the
parameters obtained from the difference spectrum of (d). *: spinning sidebands. ◊: transmitter
artifact. .................................................................................................................................. 215
Figure 7-12: The structure of ETS-4. The hydrogen atoms and Na+ cations are omitted for
clarity. ................................................................................................................................... 217
Figure 7-13: (a) Experimental 29Si MAS SSNMR spectrum of ETS-4 at 9.4 T. (b)
Experimental (Echo) natural abundance 47/49Ti static SSNMR spectrum of ETS-4 at 21.1 T.
(c) Experimental and simulated 23Na MAS SSNMR spectra of ETS-4 at 9.4 T (top); 23Na
3QMAS spectrum of ETS-4 at 9.4 T (bottom). The dashed lines correspond to the slices
taken for simulation. Simulated 23Na MAS spectrum was based on the parameters obtained
from 3QMAS. ....................................................................................................................... 218
Figure 7-14: The structure of ETS-10. The bridging O atoms are omitted to show the
connectivity between Si/Si and Si/Ti. The distance a ≈ b causes the stacking defaults. The
dashed line presents the TiO6 chains. The five possible Na sites are also shown. ............... 219
Figure 7-15: (a) Experimental 29Si MAS SSNMR spectrum of ETS-10 at 9.4 T. (b)
Experimental (Echo) and simulated natural abundance 47/49Ti static SSNMR spectra of ETS10 at 21.1 T. (c) Experimental 23Na MAS SSNMR spectrum of ETS-10 at 9.4 T (top); 23Na
3QMAS spectrum of ETS-4 at 9.4 T (bottom). (d) Experimental and simulated 39K MAS
SSNMR spectra of ETS-10 at 21.1 T. *: spinning sidebands. .............................................. 221

xxiii

List of Abbreviations
1D

one-dimensional

2D

two-dimensional

3D

three-dimensional

3Q

triple-quantum

3QMAS

triple-quantum magic-angle spinning

B3LYP

Becke’s 3-parameter hybrid density exchange functional with Lee, Yang and
Parr correlation functional

BABA

back-to-back

BDC

1, 4-benzenedicarboxylate

Cp

cyclopentadienyl

CP

cross-polarization

CPMAS

cross-polarization magic-angle spinning

CPO

Coordination Polymer of Oslo

CS

chemical shielding

CSA

chemical shielding anisotropy

CT

central transition

CW

continuous-wave

DAS

dynamic-angle spinning

DFS

double-frequency sweeps

DFT

density functional theory

DMF

N,N-dimethylformamide

DOBDC

2,5-dioxido-1,4-benzenedicarboxylate

DOR

double-rotation

DQ

double-quantum

EDS

energy dispersive X-ray spectroscopy

EFG

electric field gradient

ETS

Engelhard titanosilicate

FID

free induction decay

FSLG

frequency-switched Lee-Goldberg
xxiv

FT

Fourier transformation

FWHH

full-width at half-height

GGA

Generalized Gradient Approximation

GIPAW

Gauge Including Projector Augmented Wave

GTO

Gaussian-type orbital

HB

Herzfeld-Berger

HETCOR

hetero-nuclear correlation

HTS

hydrothermal synthesis

IUPAC

International Union of Pure and Applied Chemistry

IRMOF

isoreticular metal–organic framework

MAS

magic-angle spinning

MAT

magic-angle turning

MOF

metal–organic framework

MP2

second-order Møller-Plesset perturbation theory

MQ

multiple-quantum

MQMAS

multiple-quantum magic-angle spinning

N.A.

natural abundance

NMR

nuclear magnetic resonance

NPD

neutron powder diffraction

o.d.

outer diameter

PAS

principle axis system

PBE

Perdew, Burke and Ernzerhof correlation functional

PHORMAT phase-corrected magic-angle turning
ppm

parts per million

PXRD

powder X-ray diffraction

QCPMG

quadrupolar Carr-Purcell-Meiboom-Gill pulse sequence

QE

quadrupolar echo

rf

radio frequency

S/N

signal-to-noise ratio

SEM

scanning electron microscopy

SPAM

soft-pulse-added-mixing

SQ

single-quantum
xxv

SSB

spinning sidebands

SSNMR

solid-state nuclear magnetic resonance

STS

solvothermal synthesis

SW

spectral width

THF

tetrahydrofuran

TGA

thermogravimetric analysis

TiSiO4

titanosilicate-based materials

TMS

tetramethylsilane

TOF-SIMS

time-of-flight secondary ion mass spectrometry

TPPM

two-pulse phase-modulation

TTMSS

tetrakis(trimethylsilyl)silane

WURST

wideband uniform-rate smooth truncation

XRD

X-ray diffraction

xxvi

List of Symbols

A–F

dipolar alphabets

B0

strength of the external static magnetic field

B1

strength of the radio frequency field during a pulse

C2

two-fold rotation axis

C3

three-fold rotation axis

C6

six-fold rotation axis

CQ

nuclear quadrupolar coupling constant

DIS

direct dipolar coupling constant

e

elementary electron charge (1.602 × 10-19 C)

F1, F2

indirect and direct dimensions

h

Planck constant (6.626 × 10-34 J·s)

I

nuclear spin quantum number

I

nuclear spin angular momentum vector

k

Boltzmann constant

mb

millibarn (10-31 m2)

mI

magnetic nuclear spin quantum number

M

magnetization (bulk nuclear spin magnetic moment) vector

Nα, Nβ

Boltzmann population of lower and higher energy levels

Q

nuclear electric quadrupole moment

DIS

direct dipolar coupling constant between spins I and S

rIS

internuclear distance between spins I and S

rIS

internuclear vector between spins I and S

S

spin quantum number

S

spin angular momentum vector

t1

evolution time of the indirect dimension

T

temperature

T1

longitudinal (or spin-lattice) relaxation time

T2

transverse (or spin-spin) relaxation time

xxvii

T2*

transverse (or spin-spin) relaxation time including the effects of magnetic field
inhomogeneity

V

electric field gradient tensor

VXX, VYY, VZZ principle components of the electric field gradient tensor

α, β, γ

Euler angles relating the principle axis systems of the electric field gradient
and chemical shift tensors

γ

gyromagnetic ratio

δ11, δ22, δ33

principle components of the chemical shift tensor

δiso

isotropic chemical shift

δhyp

hyperfine (paramagnetic) shift

δcon

Fermi contact shift

δdip

dipolar shift

ραβ

Fermi contact spin density

ηQ

EFG tensor asymmetry parameter

θ

angle between 2 axes

κ

chemical shift tensor skew parameter

λ

wavelength

μ

nuclear spin magnetic (dipole) moment

μ0

magnetic moment constant (4π × 107 N·Å-2)

ν0

Larmor frequency

νQ

quadrupolar frequency

νrot

magic-angle spinning frequency of rotor

σ11, σ22, σ33

principle components of the chemical shielding tensor

τ

interpulse delay

τexc

excitation time in DQ experiment

Ω

chemical shift tensor span parameter

xxviii

1

Chapter 1

1

General Introduction
The materials studied in this thesis are microporous materials. According to the

definition of International Union of Pure and Applied Chemistry (IUPAC),1 they are
porous materials containing channels and cavities with typical pore diameters larger than
2 nm. These molecular-scale pores block large molecules, but selectively allow small
molecules to pass.2 Numerous efforts have been devoted to the research of microporous
materials due to their broad applications in industry and everyday life such as ionexchangers, catalysts and sorbents.3-6 One area that attracts much attention is to
understand the structures of microporous materials including the topology of frameworks
as well as the size, shape and connectivity of pore systems by a wide range of
characterization techniques, since such structural features are of fundamental importance
to their applications. Herein, solid-state nuclear magnetic resonance (NMR) spectroscopy,
as one of the most powerful tools for the investigation of solid materials7-11, is used to
characterize various types of microporous materials.

1.1 Microporous Materials
1.1.1

Structures and Properties
The relationships between the structures of microporous materials and their

properties are described as follows using several representative compounds as examples.
The most well-known group of microporous materials is crystalline microporous
aluminosilicates (zeolites). The frameworks of zeolites are built from 4-connected AlO4
and SiO4 tetrahedra via oxygen bridges. The AlO4 and SiO4 tetrahedra of zeolites are
connected in three dimensions in many ways, giving rise to very different properties. For
example, zeolite Y can be most conveniently visualized as being formed from sodalite
cages (truncated octahedra) joined through double 6-rings (Figure 1-1).12 The pore
structure is characterized by supercages with a diameter of approximately 12 Å and an
accessible pore size of about 7.4 Å. The cages and pores allow adsorbing quite large
molecules, making this structure useful in catalytic applications.
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Figure 1-1: The structure of zeolite Y viewed down [110] direction. The bridge oxygens
are omitted for clarity.

Figure 1-2: Some unique structural features of TiSiO4 compared to zeolites.
In recent years, other types of inorganic microporous materials have received
more and more attention including various titanosilicate-based materials, TiSiO4. As
Figure 1-2 shows, the structures of TiSiO4 are distinct from zeolites in such a way that
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they can posses 5- and/or 6-coordinated Ti4+ rather than the 4-coordinated Al3+ in
zeolites.13,14 In addition, such TiO5 and TiO6 units can interconnect with each other,
forming one-dimensional edge- or corner-shared chains or clusters,14-16 whereas such Al–
O–Al connectivity is strictly forbidden in zeolites. These unique structure features of
TiSiO4 are considered to be responsible to their novel applications as nuclear waste
treatment materials,15 photocatalysts,17 and quantum wires18.

Figure 1-3: The structures of IRMOF series. (Ref. 19)
One of the most exciting advances in the field of microporous materials since
1990s is the emergence of a novel class of hybrid organic-inorganic porous materials,
known as metal–organic frameworks (MOFs).5,6 Unlike zeolites, where Al3+ are
connected to Si4+ via bridge oxygens, metal cations of MOFs are linked by organic
linkers. Therefore, MOFs could exhibit properties of both organic and inorganic
compounds in a single material, such as rich structural diversity (similar to organic
compounds) and high thermal stability (similar to inorganic compounds). In addition,
promising properties that are not available in classical organic or inorganic materials
could also be observed in MOFs including super large surface area, tunable porosity and
high adsorption selectivity. As Figure 1-3 illustrates, the structure of MOF-5 (also known
as IRMOF-1, which is the simplest member of the isoreticular MOF series) is derived
from a cubic six-connected three-dimensional net.19 The nodes of the net are built from
four ZnO4 tetrahedra which share a single O atom (µ4-O2-) in the center, forming a
regular Zn4O tetrahedron. The links of the net are 1,4-benzenedicarboxylate (BDC)
ligands. Each –COO- group of BDC connects to two neighboring ZnO4 tetrahedra. The
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pore sizes of IRMOFs can be facilely tuned by varying the length of organic linkers. The
organic linkers can be further modified to combine various functional groups into the
framework such as the –NH2 group (IRMOF-3), which is a catalyst for Knoevenagel
condensation.20

1.1.2

Syntheses
Although microporous materials (stilbite, a natural zeolite) were recognized and

described by the Swedish mineralogist A. F. Cronstedt in 1756,2 the effort to synthesize
microporous materials did not start until St. Claire reported the first hydrothermal
synthesis (HTS) of zeolite ievynite in 1862. The HTS of zeolites involves mixing the
reagents with water and heating the mixture in a sealed vessel for a period of time,
simulating the conditions under which natural zeolites were formed including high
temperatures and pressures (e.g., T > 473 K, P > 10000 kPa). HTS remains one of the
most useful methods for the synthesis of microporous materials to date. The TiSiO4based materials studied in Chapter 7 were prepared in this way.

Figure 1-4: Schematic diagram of the solvothermal synthesis of α-Mg3(HCOO)6.
A different approach was used to synthesize MOF samples studied in Chapters 2–
6. With the high polarity and solvability, water has the capacity of dissolving a wide
variety of metal salts used in the synthesis of MOFs. However, it interacts too strongly
with the metal ions. Interrupted and hydrated structures are often formed under the
aqueous conditions rather than 3D frameworks.21,22 In addition, many organic linkers are
insoluble in water. Therefore, a large amount of MOFs (including those investigated in
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this thesis) are prepared using solvothermal synthesis (STS, shown in Figure 1-4), which
is very similar to HTS but uses non-aqueous, organic solvents instead of water. The most
common solvents of STS are polar aprotic solvents such as N,N-dimethylformamide
(DMF) and tetrahydrofuran (THF), which are good solvents for both metal salts and
organic linkers.

1.1.3

Characterization
Thoroughly resolving the structure of microporous material is essential because it

allows one to understand the relationships between the structures and their properties.
Therefore, many characterization techniques2-6 have been applied to microporous
materials such as X-ray diffraction (XRD) and solid-state nuclear magnetic resonance
(SSNMR) spectroscopy. The two types of techniques can provide structural information
complementary to each other, making the combination of two methods valuable for the
study of microporous materials. Only the principle of XRD is briefly introduced here
since SSNMR spectroscopy will be discussed in detail in the next section.
XRD is the most frequently used tool to examine the phase identity and purity of
crystalline solids.23 Single-crystal XRD has been considered to be one of the most
reliable structural determination methods to date. However, due to the micro-crystalline
nature of many microporous materials, structural solutions of these materials are often
based on the more limited powder XRD data. In such case, a powder sample can be
conveniently regarded as an assembly of a large number of microcrystals with random
orientations, if it is sufficiently ground.

Figure 1-5: Schematic illustration of Bragg’s Law.
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Since the wavelength of an X-ray (e.g., 1.7902 Å for Co Kα radiation, which is
used in this thesis) has the same scale as the distance between periodic lattice planes,
shining monochromic X-rays on a crystal generates a scattering pattern characteristic of
the structure. As Figure 1-5 shows, the incident X-ray beam is partially reflected by the
first layer of atoms. The remaining X-ray beam that is not reflected by this layer
penetrates into the second layer of atoms and is reflected again. The reflected beams of
many layers superimpose. Maximum intensity (diffraction peak) occurs if the difference
in path length between reflected beams of two layers is an integer number of wavelength
λ (Bragg’s Law):
n𝜆 = 2 𝑑(ℎ𝑘𝑙) sin 𝜃

(Equation 1-1)

where θ is the angle of incidence, n is an integer, and d(hkl) is the distance between
parallel lattice planes whose orientation is indicated by the Miller indices hkl. The overall
effect is similar to how an optical grating diffracts a beam of light.
The peak positions and relative intensities of powder XRD patterns are
determined by the long-range ordering characteristic of the structure such as the crystal
symmetry, unit cell dimensions, and atomic parameters. Therefore, the structure of a
microporous material can be conveniently identified by directly comparing its
experimental powder XRD pattern with a reference pattern. However, lacking periodic
properties, many structural features of microporous materials, such as the disordered
extra-framework cations, stacking faults, disordered metal coordination spheres, and
rapid tumbling guests, are not available from XRD experiments. In addition, it is very
difficult to locate protons by XRD since X-rays are only weakly scattered by protons.

1.2 Solid-State NMR
Solid-state NMR spectroscopy has been extensively used as a powerful tool to
obtain molecular-level information about both the structure of materials and dynamics
occurring within these materials.7-11 On the one hand, SSNMR experiment is capable of
providing additional information to confirm the long-range periodicity obtained from the
single-crystal and/or powder XRD data since the number of NMR peaks should equal to
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the number of crystallographically non-equivalent sites.24,25 On the other hand, the
correlations between NMR parameters (e.g., chemical shift) and chemical bond as well as
local geometry (e.g., bond length and bond angle) have shed light on the local
environments of materials with unknown or poorly-described structures, in particular for
glassy or amorphous materials. Recently, the increasing ability to relate these NMR
parameters to the crystallographic coordinates of relevant atoms in the unit cell via
theoretical calculations allows one to refine the data from diffraction experiments and,
under favorable conditions, to solve crystal structures with little (or even no) diffraction
data.26,27 Moreover, 2H SSNMR line shape is very sensitive to the guest motions.
The acquisition and interpretation of SSNMR spectra are challenging compared to
those of solution NMR since the anisotropic (orientation-dependent) NMR interactions in
solids are typically not averaged to their isotropic (orientation-independent) values due to
the absence of rapid molecular tumbling. Therefore, the sensitivity and spectral resolution
of SSNMR spectroscopy are severely limited by the line broadening induced by these
anisotropic interactions. Nevertheless, the broad SSNMR spectra often contain valuable
structural information about the local environment around the nucleus studied, which is
unavailable from the solution NMR data.

1.2.1

Early History of Solid-State NMR
The history of nuclear magnetic resonance28,29 goes back to the early twentieth

century, when Pauli proposed that certain nuclei should possess spin angular momentum
based on the observation of hyperfine splitting in the optical spectra of particular atoms.
The idea that nuclei have magnetic moments was directly confirmed by the beam
experiments of Gerlach and Stern. The phenomenon of NMR was first observed in gases
by Rabi and co-workers (1937), using an extended version of the Stern-Gerlach apparatus
to experimentally verify theoretical concepts in quantum mechanics by accurately
measuring nuclear magnetic moments. Prior to Rabi’s experiments, Gorter had attempted
to observe an NMR signal in solid state (1936), although he was unsuccessful. A later
attempt in 1942 by Gorter and Broer failed again. The crystals used were very pure in
those experiments and the relaxation times were too long, resulting in a saturation effect
and making resonance lines “invisible”.
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The first successful NMR experiments using bulk materials were carried out
independently at the end of 1945 by Purcell et al. at Harvard University and by Bloch et
al. at Stanford University (Purcell and Bloch were both awarded the 1952 Nobel Prize in
Physics for the discovery of NMR in condensed matter). Purcell and co-workers studied
the materials in the solid state, observing the proton signals in solid paraffin; whereas
Bloch and co-workers conducted the first solution NMR experiments and found the
proton signals of liquid H2O. Both groups were aware of the importance of relaxation and
efforts were made to avoid saturation.
Many fundamental concepts of NMR spectroscopy were discovered within its
first seven years, including chemical shifts, dipolar coupling, spin-spin coupling,
quadrupolar coupling, and relaxation. The power of NMR for measuring the dynamics of
inter- and intra-molecular exchange process had also been established.
Commercial NMR spectrometers began to appear in 1952 with a 0.7 T magnet.
Since then, a significant advance in solid-state NMR has been made in hardware
technology by increasing the field strength, optimizing the probe design and improving
the performance of electronics. For example, some SSNMR spectra shown in this thesis
were acquired at a high magnetic field of 21.1 T. On the other hand, novel experimental
techniques become more and more important for solid-state NMR. It was first realized in
the 1960s that the spectral resolution in solids could be greatly enhanced by magic-angle
spinning (MAS). Combined with other new experimental methods, including spin-echo
(also referred to as Hahn-echo), cross-polarization (CP), time averaging, Fourier
transformation and spin-decoupling, high-resolution one-dimensional spectra in solids
were obtainable by the 1970s. After that, the advent of multi-dimensional NMR
spectroscopy was another milestone, by which much more information could be extracted
from solid-state NMR spectra. Spreading the information into a second (indirect)
frequency dimension allows a wide variety of correlations (e.g., the connectivity between
two nuclei) to be observed and the behavior of normally forbidden NMR transitions to be
studied. To date, solid-state NMR spectroscopy has been regarded as one of the most
important techniques in the characterization of solid materials.
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1.2.2

Physical Background
An NMR-active nucleus must have a nonzero nuclear spin angular momentum (I),

which is an intrinsic property of the nucleus. Most of the elements in the periodic table
have magnetically active isotopes (isotopes are nuclei with the same number of protons
but a different number of neutrons). Although there is no simple rule for predicting the
nuclear spin, the following guideline applies (Table 1-1):
Table 1-1: The guideline to predict the nuclear spin.
Number of protons
Even
Even
Odd
Odd

Number of neutrons
Even
Odd
Even
Odd

Spin
Zero
Half-integer
Half-integer
Integer

The nuclear spin angular momentum (I) is responsible for the appearance of
nuclear magnetic moment μ via a linear relationship,8
𝜇 = 𝛾 ×𝐈

(Equation 1-2)

where the nuclear gyromagnetic ratio γ is one of the fundamental magnetic nuclear
constants dependent on the nature of nuclei. γ can be either positive or negative, which
could play an important role in some NMR experiments. However, the consequences of
the sign can be ignored in this thesis. The nuclear magnetic moment μ is capable of
responding to external magnetic fields (including a strong static magnetic field B0 and a
small oscillating field B1), which (as well as the nuclear spin angular momentum I) can
be measured using an extended version of Stern-Gerlach experiments.30
The nuclear spin not only interacts with external magnetic fields (external
interactions) but also interacts with other spins (internal interactions). These interactions
are summarized in the general Hamiltonian of NMR8
�NMR = 𝐻
�Z + 𝐻
�CS + 𝐻
�D + 𝐻
�J + 𝐻
�Q
𝐻

(Equation 1-3)
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�Z , 𝐻
�CS , 𝐻
�D , 𝐻
�J , and 𝐻
�Q denote the Zeeman, chemical shielding, direct dipolar
where 𝐻
coupling, indirect (scalar, J-) spin-spin coupling, and quadrupolar interactions for nuclei
with spin I > 1/2, respectively.
In most experiments, the static magnetic field B0 is high enough that the Zeeman
interaction dominates, and other interactions can be treated as perturbations on the former
(the high-field approximation). The typical magnitudes of all the nuclear spin interactions
are compared in Table 1-2. The dipolar coupling and quadrupolar interactions are
averaged to zero in liquids while the chemical shielding interaction is averaged to its
isotropic value σiso due to rapid tumbling of molecules. However, these anisotropic
interactions are still present in solids, giving rise to much broader spectra compared to the
spectra of liquids.
Table 1-2: Typical magnitudes of nuclear spin interactions (Ref. 8).
Nuclear spin interactions
Zeeman
Chemical shielding
Dipolar
Scalar/J-coupling
Quadrupolar

1.2.2.1

Magnitude in liquids (Hz)
107–109
σiso
0
0
10 –103
0

Magnitude in solids (Hz)
107–109
102–105
103–105
100–103
103–107

Zeeman Interaction

The Zeeman interaction is the interaction between nuclear spins (I) and the static
external magnetic field (B0), which is typically much larger than other interactions.
According to quantum mechanics, a nucleus with nuclear spin I have 2I + 1 possible
energy levels (distinguished by the magnetic nuclear spin quantum number mI, mI = – I, –
I +1, …, I – 1, I). In the absence of external magnetic field, these energy levels are
degenerate (i.e., they have the same energy). However, when a strong magnetic field is
applied, the nuclear spin energies become non-equivalent. As Figure 1-6 illustrates, the
initially degenerate energy levels undergo splitting and this splitting energy ∆𝐸 expressed
via Equation 1-4 is proportional to the gyromagnetic ratio γ, and the strength of the
external magnetic field B0:8
∆𝐸 = ℎ𝛾𝐵0 /2𝜋

(Equation 1-4)
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where h is the Planck’s constant.

Figure 1-6: Schematic illustration of Zeeman’s energy levels that appear for spin-3/2
nucleus placed into the external magnetic field B0.
The fundamental conditions of the NMR phenomenon for an isolated nucleus (i.e.,
all internal interactions are ignored), in the presence of the external magnetic field B0, is
that it undergoes single-quantum transitions (transitions between two adjacent energy
levels, e.g., m = –1/2 ↔ 1/2) from a low energy state to a high energy state at radio
frequency irradiation with a frequency of ν0. The ν0 frequency, named the Larmor
frequency, is determined by
𝜈0 = (ℎ𝛾𝐵0⁄2𝜋)⁄ℎ = 𝛾𝐵0 /2𝜋

(Equation 1-5)

The magnitude of ∆E is responsible for the population differences between energy
levels according to the Boltzmann distribution:
𝑁β
𝑁α

−∆𝐸

= 𝑒 𝑘𝑇

(Equation 1-6)

where Nβ and Nα are the populations of the higher and lower energy levels, respectively, k
is the Boltzmann constant and T is temperature in K. It is thus obvious that magnetic field
strength, gyromagnetic ratio and temperature affect the population difference and
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therefore the intrinsic sensitivity: larger population differences lead to higher intrinsic
sensitivity.

1.2.2.2

Chemical Shielding Interaction

Chemical shielding originates from the secondary magnetic field of the electrons
induced by the external magnetic field B0.7,8 When a molecule/atom is placed in the
magnetic field, the circulation of electrons within their orbitals generates an additional
local magnetic field. The total effective magnetic field experienced by the nucleus is the
summation of this local magnetic field and the external magnetic field B0. The extent of
chemical shielding is therefore dependent on both the nature of nucleus and the structural
features of the molecules. The chemical shielding is anisotropic since the electron
distribution around a nucleus in a molecule is generally not spherically symmetric.
The chemical shielding Hamiltonian can be written as:8
�CS = −𝛾ℎ𝐼̂Z 𝜎𝐵0
𝐻

(Equation 1-7)

where 𝐼̂Z is the z-component of the spin operator, and σ is the chemical shielding tensor,

which is described by a 3 × 3 second-rank matrix. Diagonalization of this matrix yields a
tensor with three principle components in its principle axis system (PAS):

𝜎PAS

𝜎11
= �0
0

0
𝜎22
0

0
0 �
𝜎33

(Equation 1-8)

The tensor components are ordered in a way that σ11 corresponds to the least shielded
component and σ33 to the most shielded component, i.e., σ11 ≤ σ22 ≤ σ33. The chemical
shielding tensor σ illustrates the orientation dependence of chemical shielding (referred to
as chemical shielding anisotropy, CSA, shown in Figure 1-7). From Equation 1-7, the
chemical shielding is proportional to the applied external magnetic field B0, hence the
line broadening due to the CSA effect is more significant at higher fields.
The chemical shielding interaction makes the nuclei with different local
environments precess at different frequencies, and therefore have different chemical shift

13

values.7-9 Chemical shift values are reported relative to a standard reference sample, using
the following relationship between chemical shift and chemical shielding:
𝛿(sample) =

𝜎(reference) − 𝜎(sample)
≈ 𝜎(reference) − 𝜎(sample)
1 − 𝜎(reference)

(Equation 1-9)

Figure 1-7: Left: ellipsoid representation of the chemical shielding tensor, whose
principle axes coincide with the chemical shielding tensor principle axis system and the
length of each principle axis of which is proportional to the principle value of the
shielding tensor associated with that principle axis. Right: analytical simulations
(performed using DMFIT software) of theoretical
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C CSA powder patterns (δiso = 0

ppm). Ω is set to 0 ppm for the top spectrum while it is 200 ppm for the other spectra.
The approximation in Equation 1-9 holds for all the nuclei studied in this thesis.
Since chemical shielding interaction in Hz is field dependent, a field independent scale
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(ppm, parts per million) is typically used. If the isotropic chemical shift δiso > 0, the
nucleus is deshielded relative to the reference; while if δiso < 0, the nucleus is shielded.
In a solid powder sample, molecules are orientated randomly in an infinite
number of possible orientations with respect to the external magnetic field. Therefore, the
observed chemical shifts for each individual crystal are distinct, giving rise to a “CSA
powder pattern” (Figure 1-7). The shape of the CSA pattern is determined by the three
principle components of the chemical shielding tensor, which is sensitive to the local
structure around the nucleus of the interest. The Herzfeld-Berger (HB) convention is used
in this thesis to describe the chemical shift tensor which is derived from the three
principle components of δ11, δ22 and δ33 (δ11 ≥ δ22 ≥ δ33, corresponding to σ11, σ22 and σ33
of the chemical shielding tensor):31
𝛿iso = (𝛿11 + 𝛿22 + 𝛿33 )/3
𝛺 = 𝛿11 − 𝛿33 (𝛺 ≥ 0)

𝜅 = 3(𝛿22 − 𝛿iso )⁄𝛺 (−1 ≤ 𝜅 ≤ 1)

(Equation 1-10)
(Equation 1-11)
(Equation 1-12)

where δiso is the isotropic chemical shift, Ω is the span and κ is the skew.
The isotropic chemical shift, which is the most frequently reported NMR
parameter, is the average of the three principle chemical shift components, and equals to
the chemical shift value observed in solution spectra. The span determines the width of
the CSA powder pattern and the skew describes the shape of the powder pattern. When
the nucleus observed is in an axially symmetric environment, two of the three principle
components of chemical shift tensor become equivalent (Figure 1-7), yielding a skew
value of ±1.

1.2.2.3

Dipolar Coupling Interaction

Direct dipolar coupling interaction, also known as direct dipole-dipole coupling,
is a through-space interaction between the magnetic dipole moments of two spins, I and S.
7,8

The two spins involved in the dipolar interaction can be either the same (homonuclear)
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or different (heteronuclear). The strength of dipolar coupling interaction is given by the
dipolar coupling constant32,33
3
𝐷𝐼𝑆 = (−𝜇0 ℏ𝛾𝐼 𝛾𝑆 )/4𝜋𝑟𝐼𝑆

(Equation 1-13)

where μ0 denotes the vacuum permittivity, ℏ is the reduced Planck constant (h divided by

2π), γI,S are the gyromagnetic ratios of the interacting spins I and S, and rIS is their
internuclear distance. It is therefore obvious that the dipolar coupling interaction is field
independent. Transformation of the dipolar Hamiltonian into the laboratory frame with
the z-direction defined by the external magnetic field, B0, results the so-called “dipolar
alphabet” A, B, C, D, E and F:33
𝐴 = (1 − 3 cos2 𝜃)𝐼̂𝑍𝐼 𝐼̂𝑍𝑆

1
𝐵 = 2 (1 − 3 cos 2 𝜃)�𝐼̂𝑍𝐼 𝐼̂𝑍𝑆 − 𝐼̂𝐼 𝐼̂𝑆 �

3
𝐶 = − 2 sin 𝜃 cos 𝜃 𝑒 −𝑖𝜙 �𝐼̂𝑍𝐼 𝐼̂+𝑆 + 𝐼̂+𝐼 𝐼̂𝑍𝑆 �

3
𝐷 = − 2 sin 𝜃 cos 𝜃 𝑒 −𝑖𝜙 �𝐼̂𝑍𝐼 𝐼̂−𝑆 + 𝐼̂−𝐼 𝐼̂𝑍𝑆 �
3
𝐸 = − 4 sin2 𝜃 𝑒 −2𝑖𝜙 𝐼̂+𝐼 𝐼̂+𝑆
3
𝐹 = − 4 sin2 𝜃 𝑒 2𝑖𝜙 𝐼̂−𝐼 𝐼̂−𝑆

(Equation 1-14)

where the vector rIS connects the coupled spins I and S. In the dipolar alphabet, rIS is
expressed in terms of its polar coordinates (rIS, θ, φ), describing the orientation of rIS with
respect to the laboratory frame. The raising and lowering operators 𝐼̂± are defined as
𝐼̂± =

1

√2

�𝐼̂𝑋 ± 𝑖𝐼̂𝑌 �.

The shape of spectra is mainly determined by the first two secular (time-

independent) terms A and B, since terms C to F do not commute with the Zeeman
Hamiltonian and thus have negligible effects on the energy. If only the secular terms are
counted, the dipolar interaction can be divided in to a static term and an exchange term
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(detailed analyses are shown in the literature33). The static term can be viewed as the
interaction of a spin I with the dipolar field of another spin S. Depending on the
orientation, i.e., parallel or anti-parallel, of the second spin, two energy levels can be
distinguished, which means that the static term gives rise to a doublet splitting. The
energy splitting is determined by the orientation dependence ∝ (1 – 3cos2θ) (θ refers to
the angle between the internuclear vector rIS and B0) of the terms A and B. Therefore, for
a powder sample, doublet splitting arising from all of the different orientations of the
internuclear vector is observed at the same time, yielding the famous “Pake doublet”
(Figure 1-8).32 The “horns” of the Pake doublet correspond to the spin pairs whose
internuclear vector is perpendicular to the external magnetic field (θ = 90°). The “feet” of
the Pake doublet are due to the spin pairs whose internuclear vector is along the magnetic
field (θ = 0°). The former situation is most probable and has the highest intensity while
the latter situation is statistically least favorable. The exchange term is negligible if the
difference between Larmor frequencies of both nuclei is large compared to the dipolar
coupling, i.e., heteronuclear dipolar coupling.

Figure 1-8: Analytical simulations (performed using DMFIT software) of theoretical 1H–
1

H homonuclear dipolar coupling powder patterns. DIS is set to 50 kHz. For heteronuclear

dipolar coupling, the doublet splitting is DIS at 90° and 2DIS at 0°.
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1.2.2.4

J-Coupling Interaction

The J-coupling (also called scalar or indirect spin-spin coupling) is an indirect
interaction of nuclear magnetic moments mediated via the electrons in the chemical
bonds between the nuclei.7,8 The perturbation of the surrounding electrons by the first
spin, I, has an effect on the second spin, S. Therefore, J-coupling is a through-bond
interaction in contrast to dipolar coupling, which is a through-space interaction. The Jcoupling between I and S generates a splitting of the peaks in I and S spectra into 2S +1
and 2I + 1 evenly spaced peaks, respectively. Although J-coupling provides direct
information on the nature of the chemical bonds, it is typically not observed in solids
since the strength of J-coupling is much smaller than other interactions.

1.2.2.5

Quadrupolar Coupling Interaction

For a nucleus with I > 1/2 (quadrupolar nucleus), the quadrupolar coupling
interaction occurs between the nuclear quadrupole moment (Q) and the local electric field
gradient (EFG) at the nucleus.7,8 It is known that the nuclear charge distribution of
quadrupolar nucleus is non-spherical, giving rise to a quadrupole moment (Figure 1-9). In
this way, the nucleus can be conveniently visualized as an ellipsoid, where the degree of
distortion is determined by the magnitude of Q.8 The quadrupole moment is therefore an
internal property of a nucleus. The local electric field gradient is generated by the nonspherical charge distribution around the nucleus of interest.

Figure 1-9: Charge distribution in (a) spin-1/2 nuclei and (b) quadrupolar nuclei.
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Similar to chemical shielding, a second-rank EFG tensor is also used to describe
the quadruploar coupling interaction, which is diagonal in its principle axis system, with
three nonzero components VXX, VYY and VZZ.8 The three components are set such that
|VXX| ≤ |VYY| ≤ |VZZ|, and they satisfy VXX + VYY + VZZ = 0. Two EFG parameters are
typically reported, including nuclear quadrupolar coupling constant (CQ) and asymmetry
parameter (ηQ):
𝐶Q = (𝑒𝑄𝑉ZZ )/ℎ

𝜂Q = (𝑉XX − 𝑉YY )/𝑉ZZ (0 ≤ 𝜂Q ≤ 1)

(Equation 1-15)
(Equation 1-16)

Although CQ has a sign, NMR experiments can only measure its absolute value.
The magnitude of CQ indicates the strength of the quadrupolar interaction, which is
determined by the spherical geometry around the nucleus of interest: a perfectly spherical
symmetric coordination environment, including fourfold tetrahedral, sixfold octahedral,
and eightfold cubic, gives rise to a zero CQ. On the other hand, ηQ describes the axial
symmetry at the nucleus. A zero ηQ corresponds to an axial symmetry with a C3 or higher
rotation axis.
When the quadrupolar interaction is small compared to the Zeeman interaction, it
can be treated as a perturbation to the Zeeman energy levels. The condition is satisfied
when the Larmor frequency ν0 is much greater than the quadrupolar frequency34
𝜈Q = 3𝐶Q /2𝐼(2𝐼 − 1)

(Equation 1-17)

As Figure 1-10 illustrates, the 2I + 1 Zeeman energy levels are perturbed to
different extents by the quadrupolar interaction.35 Within the first-order perturbation
scheme, the central transition (CT, i.e., m = –1/2 ↔ 1/2) of half-integer quadrupolar
nuclei is unaffected; whereas all the satellite transitions (STs, e.g., m = –3/2 ↔ –1/2) are
significantly broadened. Therefore, the CT is favored in SSNMR experiments since it
generates much narrower and more intense NMR pattern than the STs. Nevertheless, the
CT is broadened by the second-order quadruploar interaction. It was demonstrated that
the total breadth for the CT in a static sample is given by34
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𝛥𝜈CT = �25 + 22𝜂Q + 𝜂Q2 �𝐴/144

(Equation 1-18)

with parameter 𝐴 = [𝐼(𝐼 + 1) − 3/4]𝜈Q2 /𝜈0. It is hence obvious that the line broadening

of the CT, due to the second-order quadrupolar interaction, is inversely proportional to
the strength of external magnetic field B0, which is opposite to the broadening from CSA.
The simulated powder patterns of the CT for a spin 5/2 nucleus (e.g., 25Mg) are shown in
Figure 1-11.

Figure 1-10: Energy level diagram of a spin-5/2 nucleus, showing how the splitting due
to the Zeeman interaction is perturbed to first- and second-order by the quadrupolar
interaction. (Ref. 34)
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Figure 1-11: Analytical simulations (performed using DMFIT software) of theoretical
25

Mg (I = 5/2) powder patterns of the CT (ν0 = 24.5 MHz, δiso = 0 ppm) at 9.4 T,

broadened by the second-order quadrupolar interaction. The effects of (a) CQ and (b) ηQ
towards the line width and shape are also illustrated.
The spectra of quadrupolar nuclei are sometimes broadened by both the CSA and
the quadrupolar interactions, giving rise to very complicated line shapes. The CSA and
EFG tensors typically do not have the same orientation. In such case, three Euler angles
are used to define their relative orientations: α, β, and γ (0° ≤ α ≤ 360°; 0° ≤ β ≤ 180°, β is
the angle between δ33 and VZZ; 0° ≤ γ ≤ 360°). These angles describe the rotations
necessary to have the principle axis systems of two tensors coincide. The so-called “z–y–
z” Rose convention36 (also known as passive rotations37) for Euler angles is used in this
thesis. All rotations are in a counter-clockwise fashion (right-handed, mathematically
positive sense).

1.2.3

Experimental Background
A wide variety of NMR-active nuclei were studied in this thesis, including both

spin-1/2 nuclei (e.g., 1H) and quadrupolar nuclei (e.g., 2H and
properties are shown in Table 1-3.38,39

25

Mg). Their nuclear
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Table 1-3: Nuclear properties of nuclei studied in this thesis.
Nuclei

Spin (I)

N.A. (%)

Q
(millibarn)

1/2
1
1/2
5/2
3/2
5/2
1/2
3/2
5/2
7/2

99.98
0.015
1.108
0.037
100
10.0
4.7
93.1
7.28
5.51

0
2.860
0
-25.58
104
199.4
0
58.5
302
247

1

H
H
13
C
17
O
23
Na
25
Mg
29
Si
39
K
47
Ti
49
Ti
2

γ (× 107
rad⋅T-1⋅s-1)
26.75
4.11
6.73
-3.63
7.08
-1.64
-5.32
1.25
-1.51054
-1.51095

ν0 (MHz)
at 9.4 T

ν0 (MHz)
at 21.1 T

400.0
61.4
100.6
54.2
105.8
24.5
79.5
18.7
22.557
22.563

900.0
138.2
226.3
122.0
238.1
55.1
178.8
42.0
50.745
50.759

The challenges of studying these nuclei by solid-state NMR spectroscopy include:
1) a low intrinsic sensitivity associated with the low-γ nucleus (e.g., 39K), 2) a low natural
abundance (e.g.,

17

O), 3) a large quadrupole moment (e.g.,

25

Mg and
47/49

NMR-active isotopes with very similar Larmor frequencies (

47/49

Ti), 4) two

Ti), 5) the strong

homonuclear dipolar coupling (1H), and 6) a narrow chemical shift range (1H and 25Mg).
Various approaches were used in this thesis to increase the sensitivity and improve the
spectral resolution.

1.2.3.1

Isotopic Enrichment/Dilution

The signal intensity in an NMR experiment is proportional to the number of
NMR-active nuclei in the sample tube. Therefore, large signal enhancement can be
readily achieved by using isotopic-enriched samples. For example, increasing the

17

O

percentage in a Mg-containing MOF, α-Mg3(HCOO)6, from 0.037% (natural abundance)
to 8.9%, allowed the acquisition of high-quality 17O spectrum in 4.3 h at 21.1 T (Chapter
6). However, the associated cost for isotopic enrichment is usually high.
Isotopic dilution, on the other hand, is a routine approach in 1H solid-state NMR
spectroscopy to improve the spectral resolution.40,41 The line broadening of 1H in solids is
dominated by the strong 1H-1H homonuclear dipolar interaction. Substitution of 1H by 2H,
whose gyromagnetic ratio is much smaller (~1/6) than that of 1H, greatly weakens the
dipolar coupling network in solids, giving rise to narrower 1H resonance lines (Chapter 4).
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1.2.3.2

High Magnetic Field

As Equation 1-6 shows, the population difference between adjacent Zeeman
energy levels increases with the applied external magnetic field. The signal intensity is
proportional to the population difference and therefore increases with applied magnetic
field. The development of ultrahigh-field magnets has made the study of many nuclei in
solids much more feasible in recent years.
The spectra obtained at different magnetic fields usually look distinct since
although chemical shielding and quadrupolar interactions are field dependent, the effects
are opposite: The chemical shielding interaction is proportional to the magnetic field
strength while the second-order quadrupolar interaction is inversely proportional to B0. In
this thesis, some nuclei were studied at 21.1 T, benefitting from higher sensitivity,
narrower second-order quadrupolar pattern, and stronger CSA effect.

1.2.3.3

Magic-Angle Spinning (MAS)

A simple, but very useful approach to obtain high-resolution solid-state NMR
spectra is to rotate the sample at an angle of 54.74° (the so-called “magic-angle”) with
respect to the external magnetic field B0 (Figure 1-12a).42,43 Many NMR interactions,
including chemical shielding, dipolar and first-order quadrupolar coupling interactions,
are averaged under the magic-angle spinning (MAS) scheme. All of these interactions
have essentially the same spatial orientational dependence of (3cos2θ - 1), where θ is the
angle between B0 and 1) the principle axis frame about which the chemical shielding
tensor is defined (chemical shielding), 2) VZZ (quadrupolar coupling), or 3) the
internuclear vector rIS (dipolar coupling). When θ = 54.74°, the term (3cos2θ - 1) is zero
thus the spatial dependencies are removed. Actually, the anisotropic interactions can only
be completely averaged out when the spinning speed of the sample, νrot, is sufficiently
high (greater than the magnitude of these interactions in Hz). If not, these interactions
will be modulated by the sample rotation, generating a series of peaks (i.e., spinning
sidebands, Figure 1-12b) which are evenly spaced with a separation equal to the spinning
speed in Hz. The spinning sideband pattern at a low spinning frequency resembles the
line shape of the static spectrum.
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Figure 1-12: (a) Schematic diagram of the magic-angle spinning (MAS) experiment.
Analytical simulations (performed using DMFIT software) of (b) theoretical 13C (I = 1/2,
ν0 = 100.6 MHz) CSA patterns and (c)

25

Mg (I = 5/2, ν0 = 24.5 MHz) quadrupolar

patterns of the CT at 9.4 T, under MAS and static conditions.
The second-order quadrupolar interaction, however, has a more complicated
spatial dependence term. Spinning the sample at a fixed angle will never completely
average out the line broadening due to the second-order quadrupolar interaction.
Nevertheless, MAS experiment is still extensively used to study quadrupolar nuclei. On
the one hand, it produces NMR spectra that are not affected by the CSA. Furthermore, the
line broadening induced by the residual second-order quadrupolar interaction is only 1/2–
1/3 of the line broadening under the static condition (Figure 1-12c), giving rise to much
better spectral resolution.7,8 The signal intensity also increases simultaneously in the
MAS experiment.
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1.2.3.4

Cross-Polarization (CP)

Figure 1-13: Pulse sequence for cross-polarization from abundant spin I to dilute spin S
with detection of the S magnetization. τ is the contact time.
Cross-polarization (CP) is a routine technique to enhance the signal of a dilute
and insensitive spin S by transferring the magnetization from an abundant spin I, which
has a higher sensitivity, via the dipolar coupling between I and S. The most common
nuclei involved in CP experiments are 1H (the source of magnetization) and another spin1/2 nucleus such as

13

C and

29

Si. The Hartmann-Hahn matching conditions are required

for the observation of CP signal:44
Static condition
MAS condition

𝛾I 𝐵1 (𝐼) = 𝛾S 𝐵1 (𝑆)

𝛾I 𝐵1 (𝐼) = 𝛾S 𝐵1 (𝑆) ± n𝜈rot

(Equation 1-19)
(Equation 1-20)

where B1 is the strength of the radio frequency field, n is an interger, and νrot is the
spinning speed. Under CP experiment, the transfer of magnetization occurs during the
contact time τ (Figure 1-13). The intensity of CP signal hence varies with the contact
time. The initial growth of CP signal is governed by the cross-polarization time constant
(TCP), which is determined by the heteronuclear dipolar coupling interaction. The decay
of the magnetization at longer contact times is dictated by the proton (if I is 1H) spinH
lattice relaxation time in the rotating frame of the reference (𝑇1𝜌
). The CP dynamics45
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(Figure 1-14) can be described by
𝑆(𝜏) = 𝑆𝑚𝑎𝑥 (1 −

𝑇𝐶𝑃 −1
𝜏
𝜏
)
[exp
�−
�
−
exp(−
)]
H
H
𝑇𝐶𝑃
𝑇1𝜌
𝑇1𝜌

(Equation 1-21)

where S(τ) is the CP intensity at the contact time τ and Smax is the maximum CP intensity.
Shorter internuclear distance corresponds to stronger dipolar coupling, and thus faster
signal build-up speed. Therefore, CP is also broadly used as a spectral editing technique.
Using a very short contact time, only the spins which are in close proximity in space can
be detected since the dipolar coupling is strongly dependent on the internuclear distance
rIS (∝ 1/ rIS3).

Figure 1-14: Plot of the CP signal intensity as a function of the contact time τ.
Heteronuclear correlation (HETCOR) experiment can be conveniently viewed as
a two-dimensional version of CP experiments.46-48 Herein, 1H-13C frequency-switched
Lee-Goldberg (FSLG) HETCOR experiments (Figure 1-15) were performed to probe the
connectivity between 1H and

13

C (Chapter 4). FSLG is a homonuclear decoupling

technique for 1H, providing excellent resolution along the indirect (1H) dimension.49,50
The application of the magic-angle pulse (θm) produces an effective field in the rotating
frame inclined at the magic-angle with respect to the static field B0. FSLG irradiation
between two magic-angle pulses makes the spin precess rapidly around this magic-angle
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axis, resulting in an average of 1H–1H homonuclear dipolar coupling interaction. Twopulse phase-modulation (TPPM) sequence51 is used for the heteronuclear decoupling,
which involves the fast alternation of the phase of the rf pulse with a length τp (i.e.,
TPPM pulse length), between two values +φ/2 and –φ/2 (φ is called TPPM angle). TPPM
has been demonstrated to greatly reduce the residual line broadening arising from
insufficient proton decoupling power.

Figure 1-15: Pulse sequence for 1H–13C FSLG-HETCOR. θm is the magic-angle pulse
(54.74°).

1.2.3.5

Quadrupolar Carr-Purcell-Meiboom-Gill (QCPMG)

Some nuclei studied in this thesis, such as

47/49

Ti, have very low gyromagnetic

ratios (γ), resulting in low intrinsic sensitivities and severe probe ringing effect (which
distorts the line shape). In addition, these nuclei usually have low natural abundances and
large quadrupole moments, giving rise to spectra extending several tens or hundreds kHz,
or even a few MHz. A sensitivity enhancement technique, quadrupolar Carr-PurcellMeiboom-Gill (QCPMG), was employed in this thesis to study these NMR-insensitive
quadrupolar nuclei.52
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Figure 1-16: (a) The QCPMG pulse sequence. The block inside the brackets is called a
Meiboom-Gill (MG) loop and it is repeated for N times. (b) An example of FID and
spectrum of the QCPMG experiment.
As Figure 1-16 illustrates, the first part of the sequence is a regular Hahn-echo
(90°-τ1-180°)53 with the τ2 (pre-acquisition delay) being adjusted so that the acquisition
starts at the echo maximum. The second part is the N-repeated units consisting of a 180°
refocusing pulse followed by sampling of the echo for a period of τa. Both τ3 and τ4 are
delays to prevent breakthrough pulses. The FID acquired in QCPMG experiment is thus a
train of several individual echoes. The spectrum after Fourier transformation shows many
“spikelets” evenly separated by 1/τa, the envelope of which resembles the line shape of a
regular Hahn-echo spectrum. Information about both “homogenous” (e.g., dipolar
coupling) and “inhomogenous” (e.g., chemical shielding and quadrupolar coupling)
interactions54 may be extracted from the QCPMG spikelet spectrum. The homogeneous
interactions affect the line shapes of the spikelets; whereas the envelope of the spikelet
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manifold is determined by the inhomogenous interactions. A considerable increase in the
overall sensitivity is achieved in the QCPMG experiment since the signal intensity is
distributed among a limited number of spikelets, rather than a continuous broad profile.
In addition, with the use of the QCPMG technique the total acquired signal is increased
by collecting multiple echoes in a single scan.55
Another problem associated with broad NMR patterns is that they are often
broader than the excitation bandwidth (typically a few tens of kHz). Two approaches
were combined with QCPMG to solve this problem. The first approach is to acquire a
series of spectra whose transmitter frequencies are varied in even increments and then
added them together, generating the final spectrum.56 The frequency step size (or offset)
has to be chosen carefully to ensure it is uniformly excited across the whole line width.
The second approach is to use the wideband uniform-rate smooth truncation (WURST)
excitation sequence.57,58 The WURST sequence exploits the usage of adiabatic pulses
which can generate a much broader excitation profile bandwidth than standard rf pulses.

1.2.3.6

Multiple-Quantum MAS (MQMAS)

Multiple-quantum (MQ) NMR experiments are two-dimensional experiments that
have four periods: excitation–evolution (t1)–reconversion–detection (t2).59 During the
excitation period, the MQ coherences are excited in different ways using a rf pulse. After
the evolution time t1, these MQ coherences are reconverted to the observable singlequantum coherences. Two types of conceptually distinct MQMAS experiments were
performed in this thesis.

1.2.3.6.1

Double-Quantum (DQ) MAS

The nuclei studied in double-quantum (DQ) MAS experiments are typically spin1/2 nuclei such as 1H. Therefore, it is counter-intuitive that how these spin-1/2 nuclei can
generate “double-quantum coherences”, since spin-1/2 nuclei only have single-quantum
transition. It is because the “double-quantum coherences” excited and observed in DQ
MAS experiments are virtually not from the DQ transition of a single spin but from spin
systems that are coupled by homonuclear dipolar interactions. The Hamiltonian for the
dipolar interaction between spin I and S can be written as33
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�D𝐼𝑆 = 𝐼̂𝐼 × 𝑫𝐼𝑆 × 𝐼̂𝑆
𝐻

(Equation 1-22)

using a coupling tensor DIS which is, in the principle axis system of the interaction,
always of symmetric form
−1/2
𝑫𝐼𝑆 = −2𝐷𝐼𝑆 × � 0
0

0
0
−1/2 0�
0
1

(Equation 1-23)

where DIS is the dipolar coupling constant defined in Equation 1-13.
In a similar way, the Hamiltonian for the quadrupolar interaction can also be
written using the coupling tensor Q in the form
�Q = 𝐼̂ × 𝑸 × 𝐼̂
𝐻

(Equation 1-24)

where Q, in the principle axis system of the interaction, is given by
1+𝜂

− 2Q
𝑸=𝛿×� 0
0

−

0

1−𝜂Q
2

0

0
0�

(Equation 1-25)

1

ηQ is the asymmetry parameter. δ is related to the quadrupolar frequency 𝜈Q by
2

𝛿 = 3 𝜈Q

(Equation 1-26)

The formal analogy of the dipolar Hamiltonian and quadrupolar Hamiltonian
(Equations 1-22 to 1-26) opens up the possibility of treating the dipolar-coupled systems
as individual quadrupolar nucleus. In this way, e.g., the three dipolar-coupled methyl
protons become formally equivalent to a spin-3/2 nucleus such as 23Na.
The pulse sequence of the back-to-back (BABA) DQ MAS experiments60,61 is
shown in Figure 1-17. The BABA pulse sequence was used during both excitation and
reconversion periods. Other pulse sequences are also employed in DQ MAS experiments,
but BABA is one of the most simple and robust schemes. Rotor-synchronization (i.e., the
increment in t1 equals to the rotor period) is always required for BABA DQ MAS
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experiments. The observed DQ coherence corresponds to two spins that are coupled by
the dipolar interaction due to their close proximity in space. The DQ coherence between
two equivalent spins AA (or BB) gives rise to a single peak (self-correlation peak)
present on the diagonal of the spectrum. However, the DQ coherence between two nonequivalent spins AB yields two DQ cross peaks with equal intensity, which are
symmetric with respect to their positions relative to the diagonal.

Figure 1-17: (a) Pulse sequence of BABA DQ MAS experiment. N is the number of
rotor cycles used for excitation and reconversion. (b) Schematic representation of the
typical pattern observed in 2D DQ MAS spectrum (Ref. 32). AA and BB are correlation
peaks from two like spins while AB is from two unlike spins.
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Figure 1-18: (a) Comparison of calculated (solid line) and experimentally (data points)
observed DQ signal intensities. The experiments were performed on tribromoacetic acid,
which is a 1H–1H spin pair model compound with a dipolar coupling of DIS = 2π × 6.5
kHz. IDQ is normalized with respect to the signal of a one-pulse experiment. (b)
Simulated DQ build-up curves for different spin systems (solid lines). The three, four,
and six spins are localized at the vertices of an equilateral triangle, a square, a tetrahedron,
and an octahedron, respectively. IDQ is normalized to the number of coupled pairs in the
respective system, and the dashed lines indicate the long-time limit for DQ intensities,
provided that only two-spin DQ coherences are excited. The two figures are taken from
Ref. 32. The dashed line in (a) or the dotted line in (b) is the leading two-spin term (IDQ ∝
(DIS)2τexc2) in the series expansion for multispin systems.
In recent years, DQ MAS experiments have been extensively used to probe the
dipolar connectivity and, under favorable conditions, to measure the internuclear distance
between two spins.62,63 As Figure 1-18a shows, the growth of DQ signal (excited using
the BABA scheme) is dependent on the strength of dipolar coupling. Although the linear
approximation IDQ ∝ (DIS)2τexc2 is only valid for weak dipolar coupling or very short
excitation times, DISτexc is a constant for maximum IDQ, meaning that spin pairs with
stronger dipolar coupling interactions always reach their maximum IDQ faster. Herein IDQ
is the double-quantum intensity normalized with respect to the signal of a one-pulse
experiment and τexc is the excitation time. However, the DQ build-up curves are also
dependent on the geometry of dipolar-coupled spin systems (Figure 1-18b). Therefore,
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unless the dipolar-coupled spins can be considered as an assembly of individual spin
pairs (i.e., the perturbation from other spins is weaker than 1/3 of the dominating
coupling of interest or the distance to perturbing spins is larger than 3/2 of the considered
pair distance),33 it is extremely challenging to quantitatively measure the internuclear
distance by DQ experiments.

1.2.3.6.2

Triple-Quantum MAS (3QMAS)

Figure 1-19: An example of 2D 3QMAS spectrum (a) before and (b) after shearing.
Triple-quantum MAS (3QMAS) is a two-dimensional MQMAS experiment
initially developed by Frydman and co-workers for spin half-integer quadrupolar nuclei
such as

23

Na (I = 3/2).64 The principle of 3QMAS is that the second-order quadrupolar

broadening of the symmetric triple-quantum transition (i.e., m = 3/2 ↔ –3/2) of halfinteger quadrupolar nuclei is related to the second-order quadrupolar broadening of the
CT by a ratio. A 2D spectrum is acquired which directly correlates 3Q coherence with SQ
coherence. As Figure 1-19 illustrates, this spectrum displays a ridge-like line shape for
each site, whose slope equals to the above-mentioned ratio of second-order quadrupolar
broadening of two transitions. A projection of the 2D spectrum perpendicular to this
slope (which is called as “shearing”) yields a spectrum free of quadrupolar broadening in
the indirect (F1) dimension.
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Figure 1-20: (a) The pulse sequence of 3QMAS experiment. (b) The coherence transfer
pathway of the two-pulse, Z-filter, and SPAM-3QMAS. The solid line is the echo
pathway while the dashed line is the anti-echo pathway. P is the coherence order.
2D 3QMAS spectra can be observed using the two-pulse sequence (Figure 120a).65,66 The first “hard” pulse (at a high power level) excites the 3Q coherences. During
the evolution time t1, the 3Q coherences evolve under second-order quadrupolar
interaction. The second “hard” pulse (at the same power level as the first pulse) converts
the 3Q coherences to the directly observable –1Q coherence. The coherence transfer
pathway is hence 0Q → ±3Q → –1Q (Figure 1-20b). The drawback of such classical
two-pulse approach is that the pure adsorption spectra can only be obtained if both ±3Q
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are simultaneously selected and if their transfers to the observable signal (–1Q) have the
same efficiencies. Unfortunately, the two coherence transfer pathways 0Q → +3Q → –
1Q and 0Q → –3Q → –1Q in two-pulse 3QMAS experiment are not symmetric and thus
generally do not have the same efficiencies. A solution to this problem is to make the
coherence transfer pathway symmetric using the Z-filter principle,67 which is done by
adding a third π/2 “soft” pulse (at a low power level) following the second π/2 “hard”
pulse. This soft pulse, also called Z-filter pulse if it is phase-cycled, makes the two
symmetric coherence transfer pathways (0Q → ±3Q → 0Q → –1Q) possessing the same
efficiencies, giving rise to pure adsorption 2D line shape.68 In addition, the signal of Zfilter 3QMAS experiment is amplitude-modulated (cosine) as a function of t1, opening up
the possibility of using the first 1D spectrum to optimize independently the lengths of the
three pulses. The optimized value is typically about 3π/2 for the first pulse and about π/2
for the second pulse. Rotor synchronization of 3QMAS experiment has additional
benefits that spinning sidebands are absent from the indirect dimension and the S/N ratio
is also improved since all F1 spinning sidebands are folded back into the center bands.68
3QMAS experiments often suffer from a low sensitivity because the excitation of
3Q coherences is quite inefficient. The maximum 3Q signal is only approximately 55%
of the CT signal for spin-3/2 nuclei and only 34% for spin-5/2 nuclei.69 The radio
frequency strength required for maximum 3Q intensity is typically ≥ 100 kHz,69 which is
not feasible for many nuclei. Therefore, 3QMAS is rarely used in the literatures to study
the low-γ quadrupolar nuclei including

25

Mg. In this thesis, a simple but very effective

approach, soft-pulse-added-mixing (SPAM),70,71 was implemented to acquire highquality 3QMAS spectra of 25Mg. SPAM-3QMAS is derived from the Z-filter 3QMAS by
eliminating the phase cycling of the Z-filter pulse. In this way, other coherence transfer
pathways including 0Q → 3Q → ±1Q → –1Q and 0Q → –3Q → ±1Q → –1Q are also
collected (Figure 1-20b), giving rise to twice or better signals. In 3QMAS experiment, the
coherence transfer pathways like 0Q → 3Q → ±1Q → –1Q generates echo signal in the
following expression
𝐸(𝑡1 , 𝑡2 ) = exp(−i𝜔1 𝑡1 )exp(i𝜔2 𝑡2 )

(Equation 1-27)
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which has opposite signs in F1 and F2 frequencies; whereas the pathways like 0Q → –3Q
→ ±1Q → –1Q generates the anti-echo signal
𝐴(𝑡1 , 𝑡2 ) = exp(i𝜔1 𝑡1 )exp(i𝜔2 𝑡2 )

(Equation 1-28)

which has identical sign in F1 and F2 frequencies. In contrast with the amplitudemodulated data collected in the Z-filter 3QMAS experiment (i.e., a linear combination of
both echo and anti-echo signals), SPAM-3QMAS data are phase-modulated and consist
of separated echo and anti-echo signals (echo/anti-echo acquisition mode). The echo/antiecho data are processed in a way that the real part of the final spectrum is the sum of the
anti-echo and complex conjugate echo, displaying pure absorption 2D line shape.72

1.2.3.7

Phase-Corrected Magic-Angle Turning (PHORMAT)

Figure 1-21: The 1H-13C PHORMAT 2D spectrum of tyrosine⋅HCl (Ref. 73).
Phase-corrected magic-angle turning (PHORMAT) technique73,74 belongs to a
large group of 2D NMR techniques that correlate the isotropic chemical shifts (along the
indirect dimension) of spin-1/2 nuclei (e.g.,

13

C) with the CSA pattern along the direct

dimension. One of the first sequences is the magic-angle hopping experiments,75 which
showed that an isotropic-shift spectrum can be obtained in the indirect dimension by
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successively positioning a sample at 120° intervals about the magic-angle axis. The
average of the three shifts at these positions is equal to the isotropic shift, independent of
the orientation of the tensor. A more straightforward approach (magic-angle turning,76
MAT) was then proposed by using continuous slow rotation of the sample and pulses
spaced at 1/3 of the rotor period to obtain the isotropic-shift evolution instead of fast
hopping of the sample. PHORMAT is the phase-corrected version of MAT experiments,
which overcomes many limitations of previous MAT implementation. A spinningsideband-free isotropic-shift spectrum is produced along the indirect dimension without
the need of spectral shearing (Figure 1-21). PHORMAT data are also collected in the
echo/anti-echo mode.

1.2.3.8

2

H NMR

Figure 1-22: (a) Energy level diagram of 2H (I = 1), showing how the splitting due to the
Zeeman interaction is perturbed to first-order by the quadrupolar interaction. (b)
Schematic illustration of the formation of a static 2H powder pattern with a typical Pake
doublet (ηQ = 0). The doublet is due to the two allowed transitions.
2

H solid-state NMR spectroscopy is one of the most extensively used tools for

studying molecular motion, since its line shape is sensitive to both how the molecule
moves and how fast it moves.7,9-11,37,77 2H (I = 1) is a quadrupolar nucleus with rather

37

small quadrupole moment (Q = 2.860 mb39). Therefore, the quadrupolar coupling
constants of 2H are small in most compounds (between 140 and 220 kHz).7 However, the
static

2

H NMR pattern is significantly broadened by the first-order quadrupolar

interaction due to the absence of the CT (Figure 1-22). Other NMR interactions including
chemical shielding and dipolar coupling are typically negligible compared to the firstorder quadrupolar interaction. The two allowed transitions (m = 1 ↔ 0 and 0 ↔ –1) give
rise to a symmetric doublet powder line shape. When ηQ = 0, the resulting 2H spectrum is
a typical Pake doublet with the horn separation equal to 0.75CQ.
A static C–2H or O–2H bond always displays a Pake doublet-like NMR pattern
because 2H is in an axial-symmetric environment (VZZ is along the bond while VXX and
VYY are equal and both are perpendicular to the bond). However, the line shape can
change when thermal motion arises. As Figure 1-23 shows, motions that change the
orientation of the EFG tensor (e.g., in-plane rotation of C6D6 about its C6 axis) starts to
affect the line shape at rates of about 104 s-1. When the rate constant increases, the line
shape evolves gradually until at about 107 s-1 or faster the line shape can be described by
an averaged effective tensor. The regimes with rate constants < 104 or > 107 s-1, in which
the observed line shape is independent of the rate constant, are called slow-limit or fastlimit regimes, respectively; while the intermediate regime is in-between. The motionally
averaged and intermediate line shapes are characteristic of the motions (Figure 1-23),
providing valuable information to aid the development of the dynamic models and
understand the guest-host interactions inside of the micropores (See Chapter 5). For
instance, in the fast-limit regime, the flip-flop of benzene-d4 about its C2 axis not only
narrows the 2H NMR pattern but also changes the line shape (ηQ ≠ 0). However, only the
line width decreases when the motion has a C3 or higher symmetry. The motionally
averaged CQ for in-plane rotation of C6D6 about its C6 axis is half of the CQ of the static
C–2H and one third for methyl C–2H rotation about its C3 axis. The 2H NMR pattern is
further narrowed if multiple motions occur at the same time.
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Figure 1-23: Analytical simulations (performed using EXPRESS software, CQ = 155
kHz, ηQ = 0.0) of theoretical 2H powder patterns for (a) different motions in the fast-limit
regime, and (b) in-plane rotation of C6D6 about its C6 axis (referred to as C6) as a function
of rate constant. The motions in (a) are C1 rotation about C–2H bond (referred to as C1),
flip-flop of benzene-d4 about its C2 axis (referred to as C2), methyl C–2H rotation about
its C3 axis (referred to as C3), and the three deuterated methyl groups of t-butyl rotate
about their C3 axes while the t-butyl group as a whole also rotate about its C3’ axis
(referred to as C3 + C3’).
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1.2.4

Theoretical calculations
During theoretical calculations, a model of a real system is built and its behavior

is explored. The model is a mathematical one and the exploration is done on a computer.
The generality of a given model is established by comparing the calculated behavior to
experimental one for a wide variety of systems. The postulates and theorems of quantum
mechanics form the solid foundation for the predication of observable properties: “If one
can solve the Schrödinger equation for something—an atom, a molecule, assemblies of
atoms in solids or liquids—one can predict every physical property”.24,78,79

1.2.4.1

The First-Principles Rationale

Since electrons are much lighter than nuclei, it is possible to freeze the positions
of the latter and only treat the former. This leads to the famous Born–Oppenheimer
approximation, in which the electronic and nuclear degrees of freedom can be separated.
The behavior of electrons governs most properties of materials. The properties of any
material from first-principles are based on fundamental physical laws and without using
free parameter, by solving the Schrödinger equation for the electrons in that material.
However, the exact solutions exist only for the system with a single electron (“oneelectron”). An approximation is obtained for systems with interacting electrons (“manybody”) by several computational approaches, for instance, the density functional theory
(DFT).

1.2.4.2

Density Functional Theory

DFT is based on two simple principles: 1) The total energy of a system of
electrons and nuclei is a unique functional of the electron density; and 2) the variational
minimum of the energy is exactly equivalent to the true ground-state energy. The
practical tools for applying DFT are the Kohn–Sham equations, which treats the electron
density as the fundamental variable and exactly maps the many-body Schrödinger
equation onto a set of N equations involving one-electron wavefunctions:24
ℏ2

− 2𝑚 ∇2 𝛹(𝒓) + 𝜐eff (𝒓)𝜓(𝒓) = 𝜀𝜓(𝒓)
𝑒

(Equation 1-29)
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where the Kohn–Sham potential, υeff(r) contains terms arising from the interaction with
the ionic charges Vion(r), the Coulomb interaction energy of the charge density interacting
with itself (i.e., the Hartree energy), and a potential Vxc, which describes the effects of
exchange and correlation between the electrons. The form of the potential Vxc is unknown
and certain type of approximations is essential, such as Becke’s 3-parameter hybrid
density exchange functional with Lee, Yang and Parr correlation functional (B3LYP) and
Perdew, Burke and Ernzerhof correlation functional (PBE).

1.2.4.3

Basis Sets

The basis set is a set of mathematical functions from which the wave function is
constructed. Each molecular orbital can be expressed as a linear combination of basis
functions. An infinite basis set permits an optimal description of the electron density.
However, the computational cost increases exponentially with the number of basis
functions used. In practice, a basis set is chosen to ensure the calculation as efficient as
possible. Different methods require different types of basis sets.

1.2.4.3.1

Gaussian-Type Orbital

DFT calculations of molecules or clusters (using the Gaussian software) employ
the atomic orbital-like basis functions with the form of a Gaussian function. The general
functional form of a normalized Gaussian-type orbital (GTO) in atom-centered Cartesian
coordinates is78
1/2

2𝛼 3/4 (8𝛼)𝑖+𝑗+𝑘 𝑖! 𝑗! 𝑘!
𝜙(𝑥, 𝑦, 𝑧; 𝑎, 𝑖, 𝑗, 𝑘) = � � �
�
(2𝑖)! (2𝑗)! (2𝑘)!
𝜋

𝑥 𝑖 𝑦 𝑗 𝑧 𝑘 𝑒 −𝛼(𝑥

2 +𝑦 2 +𝑧 2 )

(Equation 1-30)

where α is an exponent controlling the width of the GTO, and i, j, and k are non-negative
integers that represent the nature of the orbital in a Cartesian sense. For instance, when all
three indices are zero, the GTO has spherical symmetry, and is a s-type GTO. When
exactly one of the indices is one, the function has axial symmetry about a single Cartesian
axis and is a p-type GTO. There are three possibilities for which index is one,
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corresponding to the px, py, and pz orbitals. When the sum of three indices is equal to two,
it is a d-type GTO. Although there are six possible Cartesian prefactors of x2, y2, z2, xy, xz,
and yz, only five d-type functions are required to represent the d-orbitals. These five
functions are typically referred to as xy, xz, yz, x2–y2, and z2.

1.2.4.3.2

Plane Waves

DFT calculations of crystals (using the CASTEP code) employ the plane-wave
basis sets. In this method the model system is constructed as a 3D periodic supercell
which allows Bloch’s theorem to be applied to the electron wavefunctions:79
𝜓𝑛,𝑘 (𝒓) = 𝑢𝑛,𝑘 (𝒓)exp(𝑖𝒌 ∙ 𝒓)

(Equation 1-31)

where the un,k are the expansion coefficients. The function u(r) has the periodicity of the
supercell, which is a series expansion in terms of a set of plane-wave basis functions.
Therefore each single-electron wavefunction ψn,k is written as
𝜓𝑛,𝑘 (𝒓) = ∑𝐺 𝑢𝑛,𝑘 (𝑮) exp(𝑖(𝑘 + 𝑮) ∙ 𝒓)

(Equation 1-32)

where the sum is over all reciprocal lattice vectors G. To truncate the basis set, the sum is
limited to a set of reciprocal lattice vectors contained within a sphere with a radius
defined by the cutoff energy, Ecut:
ℏ2 |𝒌+𝑮|2
2𝑚

≤ 𝐸cut

(Equation 1-33)

Therefore the basis set is defined by the maximum kinetic energy component it
contains. Generally speaking, the higher the cutoff energy is, the more accuracy the
CASTEP calculation has. A fast-Fourier transformation (FFT) can be used to change the
representation of the eigenstates from a sum of Fourier components to a uniform grid of
points in the real-space unit cell.
A serious problem of a plane-wave basis set is that empty space has the same
quality of representation—and cost—as regions of interest. Pseudopotentials are used to
overcome this problem. A pesudopotential replaces both the atomic nucleus and the core
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electrons by a fixed effective potential that in a special sense reproduces the effect of the
nuclear potential and the orthogonality requirement. Therefore only the valence electrons
are considered.

1.3 Outline of the Thesis
This thesis is organized in the following way. Chapters 2–6 are focused on the
SSNMR investigations of metal–organic frameworks. Chapter 2 describes how natural
abundance

25

Mg SSNMR spectroscopy was successfully used to probe the local Mg

environments and follow the rehydration/adsorption of an important Mg-containing MOF,
CPO-27-Mg. The next chapter, Chapter 3 contains a detailed SSNMR characterization of
the multiple (four) non-equivalent Mg sites of another prototypical Mg-containing MOF,
microporous α-Mg3(HCOO)6 at natural abundance. The H and C sites of this MOF were
further resolved by SSNMR experiments in Chapter 4. In Chapter 5, the thermal motions
of water as well as several volatile organic compounds (VOCs) adsorbed on the exposed
metal centers of CPO-27-M (M = Mg, Co, Ni, Zn) were detected by variable-temperature
(VT) 2H solid-state NMR spectroscopy, providing insights into the guest-host interactions.
17

O-enriched α-Mg3(HCOO)6 and CPO-27-Mg were prepared and their non-equivalent

framework oxygens were distinguished by 17O SSNMR spectroscopy (shown in Chapter
6). A facile approach was also developed to estimate the degree of oxygen-enrichment for
these MOFs. In Chapter 7, a multinuclear solid-state NMR study of a group of novel
inorganic microporous materials (microporous titanosilicate, TiSiO4) is presented.
and
29

39

23

Na

K SSNMR spectroscopy were used to investigate the extra-framework ions, while

Si and

47/49

Ti SSNMR spectroscopy were employed to study the frameworks. Many

SSNMR spectra shown in this thesis were acquired at a high magnetic field of 21.1 T.
The results from theoretical calculations were also utilized to assist in the interpretation
of experimental spectra. Chapter 8 is the final chapter, in which a brief summary of this
thesis and some suggestions for future work are given.
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Chapter 2

2

25

Mg Solid-State NMR: A sensitive Probe of Adsorbing
Guest Molecules on a Metal Center in Metal–Organic
Framework CPO-27-Mg *

2.1 Introduction

Figure 2-1: The reversible transformation of a local Mg environment in CPO-27-Mg. For
clarity, the hydrogens of water in the channels are omitted.
Metal–organic frameworks (MOFs), an important class of porous materials, have
attracted much attention in recent years due to their promising properties such as rich
structural diversity, large surface area, tunable porosity, high thermal stability, and
selective adsorption, which make them suitable for many applications including gas
separation and storage.1 However, the guest selectivity, maximum uptake and dynamic

*

A version of this chapter has been published elsewhere: Xu, J.; Terskikh, V. V.; Huang, Y. J. Phys. Chem.
Lett. 2013, 4, 7-11. Reproduced by permission of ACS.
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storage capacity of classical MOFs (that only consist of fully coordinated metal sites) are
limited by the lack of chemical bonding between the adsorbate and metal center. Recently,
a new MOF with a coordinately unsaturated metal site, namely CPO-27-Mg2 (also
referred to as Mg-MOF-743 or Mg/DOBDC,4,5 DOBDC = 2,5-dioxido-1,4-benzenedicarboxylate), has shown to be a good candidate for gas separation and storage.5-7 As
illustrated in Figure 2-1, the framework of as-made CPO-27-Mg is based on the
interconnecting helical chains of edge-shared MgO6 units, forming one-dimensional
honeycomb channels along the c axis. In each MgO6, five of the six oxygens belong to
four organic linkers and the remaining oxygen is from a water molecule directly bound to
the Mg. This water molecule can be removed upon dehydration. The metal center can
then interact strongly with the guest species adsorbed on this coordination site vacated by
dehydration. Such interaction is considered to be responsible for good guest selectivity
and large maximum uptake.7
Due to the lack of suitable single crystals for X-ray diffraction, the structures of
as-made2 and dehydrated7 CPO-27-Mg were determined from the more limited powder
X-ray and neutron diffraction data. Because diffraction-based techniques are only
sensitive to the long-range ordering, structural information from complementary
techniques is desirable. Solid-state NMR (SSNMR) spectroscopy is a method
complementary to XRD because it is sensitive to local ordering and geometries.

25

Mg

SSNMR spectroscopy has been shown to be a sensitive probe for local Mg environments
in various materials.8-21 However, it has not been utilized to directly characterize the local
Mg environment in MOF-based materials because

25

Mg (I = 5/2) has a quadrupole

moment, a small gyromagnetic ratio (γ = -1.639 × 107 rad·s-1·T-1) and a low natural
abundance (10.0%). These unfavorable NMR properties result in low sensitivity and
broad resonances. The sensitivity in MOF systems is further decreased due to a very low
25

Mg concentration resulting from the low densities. In CPO-27-Mg, the number of 25Mg

per nm3 is 0.45 compared to the number for the dense MgO phase at 5.3. As shown by a
recent study, these problems associated with low-γ unreceptive quadrupolar nuclei in
MOFs can be alleviated by performing NMR experiments at very high magnetic fields.22
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In this work, natural abundance

25

Mg SSNMR spectroscopy is employed to

directly study the effect of dehydration and rehydration as well as adsorption of two
volatile organic compounds (VOCs) on the local Mg structure in CPO-27-Mg at an
ultrahigh magnetic field of 21.1 T.

2.2 Experimental Section
2.2.1

Sample Preparation
As-made CPO-27-Mg was synthesized following the procedure described by

Dietzel

and

co-workers.2

0.75

mmol

2,5-dioxido-1,4-benzenedicarboxylic

acid

(H4DOBDC, Sigma-Aldrich, 98%) was dissolved in 10 mL tetrahydrofuran (THF,
reagent grade, Caledon) in a Teflon-lined inlet of an autoclave (23 mL). An aqueous
sodium hydroxide solution (3 mL, 1 M) was added to this solution. 1.5 mmol magnesium
nitrate hexahydrate (Mg(NO3)2·6H2O, Sigma-Aldrich, 99%) was first dissolved in 5 mL
deionized water and then added to the Teflon inlet while stirring, upon which a yellow
precipitate formed. The autoclave was sealed and the mixture was reacting at 110 °C for
3 d. The resulting light yellow powder was filtered, repeatedly washed with THF, and
dried at room temperature (yield: 75% based on Mg). In order to obtain dehydrated CPO27-Mg, as-made sample was pre-exchanged with fresh methanol several times and
activated under dynamic vacuum at 523 K for 16 h. Rehydrated CPO-27-Mg samples
were prepared by storing the dehydrated sample over a saturated NH4Cl(aq) atmosphere
at room temperature as a function of rehydration time. The saturated adsorption of
acetone and acetonitrile in CPO-27-Mg was performed by first suspending ~0.35 g
dehydrated CPO-27-Mg powder in ~5 mL dry solvents, then stirring overnight, and
finally allowing the excess solvent to evaporate. All operations were done under a N2
atmosphere. All CPO-27-Mg samples were stored in sealed vials.

2.2.2

NMR Characterizations and Theoretical Calculations
Natural abundance

25

Mg solid-state NMR measurements were performed at 21.1

T on a 900 MHz Bruker Avance II spectrometer at the National Ultrahigh-field NMR
Facility for Solids in Ottawa, Canada, with a 25Mg Larmor frequency of 55.1 MHz. Static
25

Mg NMR spectra were acquired with the quadrupolar echo sequence23 on a home-built
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7 mm H/X low-γ probe for stationary samples with a dual resonator design. The solution
90° pulse for 1M MgCl2 aqueous solution was 9 μs, corresponding to a selective 90°
pulse of 3 μs for solids. To ensure that the results presented in Figures 2-2 and 2-4 are
semiquantitative, the pulse delay was varied. Because the spectra acquired using 1, 3, and
5 s looked the same, the pulse delay of 1 s was used. The chemical shift of

25

Mg was

referenced to the 1 M MgCl2 aqueous solution at 0 ppm. The spectral width was 200 kHz.
To semiquantitatively analyze the amount of observable

25

Mg NMR signals, all of the

spectra presented in Figures 2-2 and 2-4 were acquired under identical spectrometer
conditions, including the same number (16384) of scans, by using approximately the
same amount of CPO-27-Mg samples (205 ± 20 mg). For selected samples (dehydrated
and 0.6H2O/Mg CPO-27-Mg), the spectra were also acquired with significantly more
scans (65536 and 49152 scans for dehydrated and 0.6H2O/Mg CPO-27-Mg, respectively,
shown in Figure 2-A3) to confirm the line shape in Figures 2-2 and 2-4. All 25Mg NMR
parameters, including CQ, ηQ, and δiso, were determined by analytical simulations of
NMR spectra using the WSOLIDS simulation package.24
Ab initio calculations were performed using the Gaussian 09 program25 running
on SHARCNET (www.sharcnet.ca). 25Mg EFG tensors were calculated by employing the
B3LYP method with the 6-31G** basis set and using the GIAO method. The model
clusters used in the calculations were truncated from the periodic structure of as-made
CPO-27-Mg and terminated with H atoms, which contains one Mg center and four 2,5dioxido-1,4-benzene-dicarboxylate ligands (Figure 2-1). The

25

Mg EFG tensor

parameters were extracted from the Gaussian output files by the EFGShield program.26
Calculated

25

Mg isotropic chemical shielding (σiso) values for all CPO-27-Mg clusters

were converted to the corresponding chemical shift (δiso) values by referencing them to
Mg(H2O)62+: δiso = σref – σiso (all in ppm), where σref corresponds to the calculated
chemical shielding of Mg(H2O)62+ whose geometry was pre-optimized by MP2 method.
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2.3 Results and Discussion

Figure 2-2:

25

Mg static SSNMR spectra of CPO-27-Mg as a function of rehydration

degree. All spectra were acquired under the same spectrometer conditions, 16384 scans
and a pulse delay of 1 s. The * indicates a small amount of impurity.
As mentioned earlier, a previous powder XRD study suggests that the space group
(R-3) of CPO-27-Mg remains unchanged upon dehydration.2 The PXRD patterns of asmade and fully dehydrated CPO-27-Mg obtained in this work (Figure 2-A1, appendix)
are in good agreement with those previously reported,2,7 which clearly indicate that the
long-range ordering is preserved upon dehydration.

13

C MAS NMR spectra of CPO-27-

Mg before and after dehydration (Figure 2-A2) also look very similar, confirming that the
framework remains intact. However, the corresponding

25

Mg static SSNMR spectra

acquired at 21.1 T (Figure 2-2) are remarkably different. For as-made CPO-27-Mg, its
25

Mg static SSNMR spectrum has a well-defined second-order quadrupolar powder

pattern typical of crystalline systems, which can be well simulated with one set of 25Mg
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electric field gradient (EFG) parameters: CQ = 6.4(4) MHz, ηQ = 0.5(1) and δiso = 12(5)
ppm. The fact that the spectrum can be well simulated with a single Mg site is in
agreement with crystal structure. The nonzero ηQ value is consistent with the low Mg site
symmetry (C1). No chemical shift anisotropy was included in the simulation, indicating
that the observed spectrum is mainly dominated by the quadrupolar interaction. The δiso
falls in the normal range of Mg oxyanion compounds, but the CQ value is rather large for
a typical six-coordinated Mg.8 However, the distortion of the MgO6 octahedron is only
moderately large (the variations in the Mg–O distances and the O–Mg–O bond angles are
in the range of 1.97–2.17 Å and 80.2–99.2°, respectively). Because the quadrupolar
coupling is affected by longer-range interactions, the relatively large CQ(25Mg) must
reflect the contributions from four organic linkers bound to the Mg and their relative
orientations as well as the water molecule.
The

25

Mg static spectrum of fully dehydrated CPO-27-Mg looks distinctly

different from that of the as-made phase (Figure 2-2), where only a very weak, featureless
peak was observed. The most striking observation is that for a fully dehydrated phase
more than 80% of the Mg became NMR “invisible” upon dehydration. The large amount
of ‘invisible’ Mg is likely due to the fact that these Mg sites have large CQ’s. The Mg
ions in the dehydrated phase are indeed expected to have much larger CQ’s compared to
that in the as-made sample due to the alteration of the coordination geometry to a
distorted square-pyramid. For Mg-containing organic compounds, the CQ’s for the Mg in
the square-pyramid geometry are known to be rather large (about 13 MHz) and were only
observed using

25

Mg-enriched samples.19 The Mg in dehydrated CPO-27-Mg may well

have a comparable, if not larger, CQ, yielding a spectrum too broad to be measured at
natural abundance even at 21.1 T. Indeed, our density functional theory (DFT)
calculation confirms a large CQ(25Mg) of 14.1 MHz for the dehydrated phase. A recent
work showed that the “hidden” Mg with a large CQ in a crystalline mineral can be
observed at natural abundance by using sensitivity enhancement techniques such as
QCPMG.20 Unfortunately, our attempts to acquire QCPMG spectra of various dehydrated
samples failed due to the very short T2 (< 1 ms), although we were able to acquire a
QCPMG spectrum of the as-made sample (spectrum not shown). The observed signal of
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the dehydrated sample does not have a typical line shape arising from the quadrupolar
interaction in a crystalline phase. The peak is asymmetrically broadened with a tail at the
low-frequency side, which is likely the “tip” of a very broad distribution of CQ due to a
range of slightly different Mg environments. The NMR results suggest that although the
PXRD pattern shows that the long-range ordering is preserved upon dehydration, the
local Mg environment is disordered. The disorder is likely due to the fact that
dehydration causes the DOBDC linkers bound to a Mg to slightly change their
orientations relative to one other as well as the Mg–O bond length and O–Mg–O bond
angles. Such changes appear to vary from site to site, leading to a distribution of CQ.
Furthermore, the distortion to the square-pyramid geometry brought about by the changes
mentioned above results in a remarkable increase in the CQ(25Mg), leading to the loss of a
large amount of

25

Mg signal. The situation is somewhat reminiscent of zeolite

dehydration. The tetrahedral Al atoms in hydrated zeolites have a rather small CQ(27Al).
Dehydration leads to a dramatic increase in CQ(27Al), resulting in a large portion of the
27

Al spins becoming NMR-invisible.27 The PXRD patterns of dehydrated zeolites also

indicate high sample crystallinity, whereas
CQ(27Al). A recent
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27

Al NMR spectra show a distribution of

Zn SSNMR study also showed that the desolvation led to the

distortion of Zn environment in IRMOF-1.22
To better understand the effect of coordinated water on the Mg environment, we
systematically examined the rehydration. Figure 2-2 shows the

25

Mg static SSNMR

spectra of CPO-27-Mg as a function of a degree of rehydration. At the beginning of
rehydration (0.6H2O/Mg), although the PXRD pattern (Figure 2-A1) looks identical to
that of fully dehydrated phase, the corresponding

25

Mg NMR spectrum exhibits

observable changes. Specifically, it now shows a featureless peak (similar to that
observed in the fully dehydrated phase) superimposed on top of a very broad resonance
with a breadth of about 110 kHz. This very broad new signal is assigned to the Mg atoms
whose open sites are now occupied by the added H2O. Because local geometries of these
Mg ions are octahedral, they have smaller CQ(25Mg) and start becoming detectable. It is
worth mentioning that the breadth of this signal from newly formed MgO6 is larger than
that of the as-made phase, suggesting that the spatial arrangement of the ligands around
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the metal has not fully relaxed back to the state of fully hydrated phase. The water
exchange between Mg sites may also exist.

Figure 2-3: The plot of calculated (a) CQ(25Mg) and (b) δiso(25Mg) as a function of the
Mg–OH2 distance.
When the rehydration degree increases to approximately one water molecule per
metal center (1H2O/Mg), the broad new peak observed in the previous (0.6H2O/Mg)
sample now has a breadth similar to that of the as-made sample, implying that for these
Mg ions, the local Mg environments gradually revert back to that in the hydrated phase. It
is noticed that although in this sample every Mg, in principle, can adsorb one water
molecule, the observed

25

Mg intensity only counts for 57% of that seen in the as-made

sample. There are several possible reasons for this observation. First, under the
experimental conditions employed, the water molecules may not be homogenously
distributed within the channels. It is possible that the water initially coordinated to the
metal interacts with the water molecules subsequently entering the channel via hydrogen
bonding, leaving a significant number of five-coordinated Mg unaffected. Second, even if,
on average each Mg adsorbs one water molecule, there will be a distribution of the EFG
parameters and chemical shift if the Mg–OH2 bond length varies from site to site. To
verify this argument, we carried out the DFT calculations on the Mg(OH2)(DOBDC)43cluster (Figure 2-3). Specifically, we calculated the NMR parameters as a function of the
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Mg–OH2 bond length and the results show that (1) while the δiso changes little, the CQ
varies in a very wide range, consistent with the disordering, and (2) the large Mg–OH2
distances can lead to very large CQ(25Mg)’s, resulting in the “hidden” Mg. When the
degree of hydration is increased to 4 and 5H2O/Mg, the number of 25Mg spins observed
and their line shape change back to those of the as-made sample. The results indicate that
when a large amount of water is available, the local Mg environment can be completely
restored.

Figure 2-4:

25

Mg static SSNMR spectra of CPO-27-Mg loaded with different guest

species. All spectra were acquired under the same spectrometer conditions, 16384 scans
and a pulse delay of 1 s.
Recently, MOFs have been used as sensors to detect VOCs.1 CPO-27-Mg
certainly has a potential for such application due to the strong interactions between
analyte and the open Mg site. Therefore, understanding the effect of adsorption of VOCs
on the local Mg geometry is important. We acquired 25Mg static SSNMR spectra of CPO27-Mg loaded with acetone and acetonitrile (Figure 2-4). In order to maximize the
adsorbate effect, saturated adsorption conditions were used. While the PXRD patterns of
CPO-27-Mg loaded with two organics (Figure 2-A1) look identical to that of the as-made
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phase, the corresponding 25Mg SSNMR spectra are markedly different. The spectrum of
the sample loaded with CH3CN looks similar to that of CPO-27-Mg with 1H2O/Mg,
indicating that adsorption of CH3CN also leads to partial line narrowing due to the
formation of some octahedral Mg sites. The line shape suggests a distribution of Mg
coordination environments. Similarly, adsorption of acetone also increases the intensity
of the Mg, while the Mg environment remains disordered. The computational modeling
indicates that the EFG parameters are sensitive to both the orientation of the acetone
(Figure 2-A5) and its distance to the Mg (Figure 2-5), the observed disorder originates
mainly from the variation in the Mg–OC(CH3)2 distance from site to site. A 2H SSNMR
study of CPO-27-Mg is currently performed in our group to understand the dynamics of
water and the organics adsorbed at Mg.

Figure 2-5: The plot of calculated (a) CQ(25Mg) and (b) δiso(25Mg) as a function of the
Mg–OC(CH3)2 distance.

2.4 Conclusions
In summary,

25

Mg SSNMR spectra clearly show that upon removal of the water

molecule bound to the Mg, the local Mg structure changes from a perfectly ordered to
disordered environment, although long-range ordering of the framework remains. A large
amount of 25Mg spins become NMR invisible even at 21.1 T due to the large CQ resulting
from the distorted square-pyramid geometry. The Mg disordering persists if the sample is
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only partially rehydrated. The local ordering can only be restorted completely if enough
water is available. For the CPO-27-Mg loaded with organics, the 25Mg environments are
also disordered although their PXRD patterns indicate the samples remain highly
crystalline. The origins of the disordering are discussed based on the NMR data and
computational modeling. This work demonstrates the power of

25

Mg SSNMR

spectroscopy to characterize Mg-containing MOFs as it provides key information on the
local Mg environment complementary to XRD.
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2.6 Appendix
Section A1: Powder XRD Characterization of CPO-27-Mg Samples
The identity and purity of CPO-27-Mg samples were confirmed by powder XRD.
PXRD patterns (Figure 2-A1) were recorded on a Rigaku diffractometer equipped with a
graphite monochromator using Co Kα radiation (λ = 1.7902 Å). Diffraction data were
collected from 5° to 65° in 2θ at a step size of 0.02°.

Figure 2-A1: Powder XRD patterns of CPO-27-Mg samples.
The guest contents of CPO-27-Mg samples were measured by thermogravimetric
analysis (TGA). The samples were heated under N2 atmosphere on a Mettler Toledo
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TGA/DTA851e instrument from 25 to 500 °C at a constant heating rate of 10 °C/min.
The samples were also characterized by

13

C SSNMR experiments to confirm the

inclusion of guest species (Figure 2-A2).
Section A2: 13C Solid-State NMR Characterization of CPO-27-Mg Samples

Figure 2-A2: 13C MAS spectra of CPO-27-Mg samples. 1H→13C CP: contact time = 10
ms. * indicates spinning sidebands. ◊: residual CH3OH.
Magic-angle spinning (MAS)

13

C SSNMR spectra were collected on a Varian

Infinity Plus 400 WB spectrometer operating at 100.5 MHz at a magnetic field of 9.4 T
using a 4 mm triple-tuned T3 MAS probe with a spinning speed of 8 kHz. For 13C onepulse experiments with 1H decoupling (1pda), a 30° pulse (1.5 µs) was used. The radiofrequency field for 1H decoupling was approximately 40 kHz, and the pulse delay of 13C
was 30 s. In the case of 1H→13C cross-polarization (CP) experiments, the HartmannHahn matching conditions were calibrated on solid admantane, which is also a secondary
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reference for

13

C chemical shift (δiso = 37.8 ppm for the methylene signal). Proton 90°

pulse width was 5.3 µs, and a proton pulse delay of 10 s was used.
Three peaks were observed in the

13

C MAS spectra of the CPO-27-Mg samples.

Two of the three chemically inequivalent carbon atoms of benzene rings have very
similar chemical shifts, giving rise to an overlapping peak at 127 ppm, which could not
be resolved under the experimental conditions we used. The adsorbed acetone and
acetonitrile were also confirmed.
Section A3: Additional 25Mg Static Spectra of CPO-27-Mg Samples
Due to the spectrometer-time limit,

25

Mg spectra in Figure 2-2 and 2-4 were all

recoded with 16384 scans. To ensure all the spectral features were captured, we selected
two (dehydrated and 0.6H2O/Mg CPO-27-Mg) samples and obtained their spectra with a
better S/N ratio by acquiring them with significantly more scans (65536 and 49152 scans
for dehydrated and 0.6H2O/Mg CPO-27-Mg, respectively). The resulting spectra are
compared to those obtained with 16384 scans in Figure 2-A3. As one can see clearly, no
additional feature is identified.

Figure 2-A3: 25Mg static spectra of selected CPO-27-Mg samples at 21.1 T.
Section A4: Theoretical Calculations of 25Mg EFG Parameters
The calculated

25

Mg EFG parameters of as-made and dehydrated CPO-27-Mg

were listed in Table 2-A1. Although the DFT calculation overestimated the CQ of as-
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made CPO-27-Mg, the results do confirm the predication that the CQ(25Mg) in dehydrated
sample is significantly larger than that of the as-made sample.
Table 2-A1: Calculated 25Mg EFG tensors of as-made and dehydrated CPO-27-Mg.
Sample
As-made
Dehydrated

|CQ| (MHz)
9.11
14.10

ηQ
0.46
0.32

δiso (ppm)
0.54
6.50

Figure 2-A4: Two types of distortion used in the DFT calculations to describe the effect
of bond angle. Arrows indicate the change of guest locations.
The acetone was chosen to represent the organics loaded inside the CPO-27-Mg
samples. The effect of acetone orientations was probed by systematically: (1) varying the
O1–Mg–O4 angle from 92.8° while keeping the Mg–O distance at 2.14 Å (the values
taken from the structure of as-made CPO-27-Mg). See the distortion 1 in Figure 2-A4; (2)
altering the C1–O1–Mg–O4 dihedral angle from 49.6° in the as-made sample. See the
distortion 2 in Figure 2-A4. The results are shown in Figures 5-A5. In general, the effect
of the Mg–O bond length on NMR parameters is much larger than that of the bond angle.
Therefore, the observed distribution of the CQ(25Mg) is likely due to the distribution of
the Mg–O distances.
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Figure 2-A5: The plot of calculated CQ(25Mg) as a function of: (a) O1–Mg–O4 angle
from 92.8° and (b) C1–O1–Mg–O4 angle from 49.6°.
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Chapter 3

3

Resolving Multiple Non-Equivalent Metal Sites in
Magnesium-Containing Metal–Organic Frameworks by
Natural Abundance 25Mg Solid-State NMR
Spectroscopy†

3.1 Introduction
Metal–organic frameworks (MOFs) are a group of novel inorganic–organic
hybrid porous materials. Because of their many unique properties including rich
structural diversity, large surface area, tunable porosity, high thermal stability and
selective adsorption, MOFs are suitable for a broad range of applications, in particular for
gas separation and storage.1 In recent years, incorporating Mg2+ into MOFs has drawn
much attention since it is inexpensive, nontoxic, and especially, has low atomic weight.2
Structural characterization is very important for these MOFs. Unfortunately, due to the
difficulty in obtaining suitable single crystals for X-ray diffraction, many MOFs’
structures were determined from more limited powder XRD data. In such cases an
unambiguous structure solution requires additional information from complementary
techniques such as solid-state NMR (SSNMR) spectroscopy. The number of nonequivalent metal centers is usually determined by crystal symmetry. Therefore, it is
desirable to directly determine the number of non-equivalent Mg sites by 25Mg SSNMR
spectroscopy. However, although recent work3-17 has demonstrated that

25

Mg SSNMR

spectroscopy can be employed as a powerful tool to characterize Mg-containing minerals,
organometallics, and biomolecules, directly probing the local Mg structure in MOF-based
materials by natural abundance

25

Mg SSNMR spectroscopy is still rare.18 This is due to

several reasons: 1) the low intrinsic sensitivity arising from the unfavorable 25Mg (I = 5/2)
nuclear properties, such as a small gyromagnetic ratio (γ) of -1.639 × 107 rad·s-1·T-1 and a
relatively low natural abundance of 10.0%,19 2) a relatively large quadrupole moment of

†

A version of this chapter (except the data of the acetone sample) has been published elsewhere: Xu, J.;
Terskikh, V. V.; Huang, Y. Chem. Eur. J. 2013, 19, 4432-4436. Reproduced by the permission of John
Wiley and Sons.
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199.4 mb,20 3) a very low 25Mg concentration due to low densities of MOFs. For example,
the number of 25Mg atoms per nm3 in microporous α-Mg3(HCOO)6 (a MOF examined in
this work) is only 0.73 compared to the number for the dense MgO at 5.3. Furthermore,
25

Mg has a narrow chemical shift range, which makes it challenging to differentiate

multiple Mg sites with very similar local environments. Nevertheless, several recent
studies have demonstrated that the low-sensitivity associated with low-γ unreceptive
quadrupolar nuclei in MOFs can be alleviated by performing NMR experiments at high
magnetic fields.3-6,18,21
Herein, using microporous α-Mg3(HCOO)6, a representative Mg-containing MOF
as an example, we demonstrate that multiple (four) non-equivalent Mg sites with very
similar local structures can be directly differentiated by

25

Mg natural abundance two-

22

dimensional triple-quantum magic-angle spinning (3QMAS) at a magnetic field of 21.1
T in combination with theoretical calculations using the density functional theory (DFT)
gauge including projector augmented wave (GIPAW) method.23,24, 3a-d
Microporous α-Mg3(HCOO)6 is an important commercialized MOF (trade name
Basosive M050).25-27 It can be facilely prepared on a large scale under solvent-free
conditions using low-cost and nontoxic starting materials such as MgO and formic acid.
It displays permanent porosity up to 400 °C after desolvation (activation) as well as
exceptional stability in many solvents. Microporous α-Mg3(HCOO)6 has been
demonstrated to have great potential in gas separation such as separating C2H2 from CO2
and CO from H2.28-30 Another reason for choosing this MOF is because good single
crystal structures25 are available, against which the viability of NMR approach can be
checked.
In this work, we examined natural abundance

25

Mg SSNMR spectra of four

samples of microporous α-Mg3(HCOO)6: as-made (i.e., containing solvent DMF
molecules), activated (empty framework), acetone- and benzene-loaded phases (hereafter
referred to as DMF, activated, acetone and benzene samples, respectively).
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3.2 Experimental Section
3.2.1

Sample Preparation
As-made microporous α-Mg3(HCOO)6 (DMF sample) was prepared following

the method described by Rood and co-workers.25 A typical synthesis of as-made
microporous α-Mg3(HCOO)6 involves mixing 3 mmol Mg(NO3)2·6H2O (Sigma-Aldrich,
99%), 6 mmol formic acid (Alfa Aesar, 97%), and 10 mL N,N’-dimethylformamide
(DMF, Reagent grade, Caledon) in a 23 mL Teflon-lined autoclave and then heated at
383 K for 2 days. The product was washed with DMF and recovered by vacuum filtration
as a white powder. The activated phase was obtained by heating the DMF phase under
dynamic vacuum at 150 °C for 1 d. To prepare the acetone and benzene samples, the
crystalline activated phase was soaked in 2 mL of dry acetone or benzene and kept for 2 d.
The excess solvents were allowed to evaporate in the air. All samples were stored in
sealed vials. The purity and crystallinity of microporous α-Mg3(HCOO)6 samples were
confirmed by powder X-ray diffractions (Figure 3-A1, appendix). The PXRD patterns
were recorded on a Rigaku diffractometer equipped with a graphite monochromator using
Co Kα radiation (λ = 1.7902 Å). Diffraction data were collected from 5° to 45° in 2θ at a
step size of 0.02°. The guest content was measured by thermogravimetric analysis (TGA)
(Figure 3-A2). The samples were heated under a N2 atmosphere on a Mettler Toledo
TGA/DTA851e instrument from 25 to 500 °C at a heating rate of 10 °C/min. The
occlusion of guest species was also confirmed by 13C SSNMR experiments (Figure 3-A3).

3.2.2

NMR Characterizations and Theoretical Calculations
25

Mg solid-state NMR measurements were performed at 21.1 T (where the

Larmor frequency of

25

Mg is 55.09 MHz) on a Bruker Avance II spectrometer at the

National Ultrahigh-field NMR Facility for Solids in Ottawa, Canada. Static

25

Mg NMR

were acquired with the 90°-τ-90° echo sequence31 with continuous-wave proton
decoupling on a home-built 7 mm H/X low-γ probe for stationary samples with a dual
resonator design. The one-pulse

25

Mg MAS experiments employed a Bruker 7 mm

double resonance MAS probe with a spinning rate of 5 kHz and continuous-wave proton
decoupling. The solution 90° pulse for 1M MgCl2 aqueous solution was 9 μs,
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corresponding to a selective 90° pulse of 3 μs for solids. The interpulse delay τ in static
experiments was 200 μs. The 1H decoupling radio frequency power was about 30 kHz.
The rotor-synchronized

25

Mg 3QMAS spectra with a spinning rate of 5 kHz were

acquired using both the standard 3-pulse Z-filter sequence32 and the soft-pulse-addedmixing (SPAM) MQMAS sequence33.34 for comparison purposes. The durations of
excitation, conversion and Z-filter selective pulses were 10.0, 4.2 and 10.0 μs,
respectively. SPAM 3QMAS data were collected under the echo/anti-echo mode. In a
typical SPAM 3QMAS experiment, 2400 scans were acquired for each t1 increment, with
64 increments in F1 dimension accumulated. The total experiment time was about 48
hours per 3QMAS experiment (Table 3-A1). FID signals were Fourier-transformed and
sheared to obtain the separate F1 and F2 dimensions using the Bruker Topspin software.
The chemical shift of 25Mg was referenced to 1 M MgCl2 aqueous solution at 0 ppm. The
pulse delay of

25

Mg was checked from 0.5 s to 20 s, and 1 s was used for all

SSNMR experiments. The numbers of scans for all
listed in Table 3-A1. All

25

25

25

Mg

Mg SSNMR experiments were

Mg SSNMR spectra were simulated using the QuadFit

software.35
Gauge including projector augmented wave (GIPAW) quantum chemical
calculations were conducted using the CASTEP code (version 4.4, Accelrys Materials
Studio) running on a HP xw4400 workstation with a single Intel dual-core 2.67 GHz
processor and 8 GB DDR RAM. The NMR module was used to calculate the

25

Mg

electric field gradient (EFG) tensors. Unit cell parameters and atomic coordinates were
taken from their crystal structures.25 The calculations were performed using ultra-soft
pseudopotentials generated from the “on-the-fly” method implemented within the
CASTEP. The Generalized Gradient Approximation (GGA) with Perdew, Burke and
Ernzerhof (PBE) correlation functional was used. Because the unit cells are large (> 1000
Å3), plane-wave cut-off energy of 450 eV was applied to all calculations. The H positions
of four samples were optimized prior to the NMR calculations. The CQ(25Mg) values
were produced automatically from the EFG tensor by the CASTEP program and they
were corrected using the equation CQ(25Mg, corrected) = [CQ(25Mg, CASTEP) + 0.13] /
1.225 (in MHz) to account for overestimation.5 The isotropic chemical shift for 25Mg was

68

computed using the correlation σiso(25Mg, corrected) = [565.23 - σiso(25Mg, CASTEP)] /
1.049 (in ppm) in the above-mentioned literature.

3.3 Results and Discussion
The crystal structures of four microporous α-Mg3(HCOO)6 samples determined
from single crystal XRD data indicate that they have the same space group (P21/n),
containing four crystallographically distinct Mg sites [4(Mg1, Mg3) 2(Mg2, Mg4)].25 The
frameworks of four samples are identical in terms of their topology. As illustrated in
Figure 3-1 (using the DMF phase as an example), the framework is constructed by
interconnecting one-dimensional chains of edge-shared octahedra of Mg1 and Mg3 with
vertex-shared MgO6 octahedra of Mg2 and Mg4 via Mg1, forming narrow onedimensional zig-zag channels along the b direction with a dimension of 4.5 Å × 5.5 Å.
The coordination environments of individual Mg sites are also shown. All formate anions
adopt similar bonding modes that one oxygen bridges to two Mg centers (μ2-oxygen) and
the other one only connects to one Mg (μ1-oxygen). Although each Mg is octahedrally
bound to six different formate anions, there are three types of coordination environments
for four Mg sites: Mg1 bonds to six μ2-oxygens; both Mg2 and Mg4 bond to four μ1oxygens and two μ2-oxygens, whereas Mg3 is bound to two μ1-oxygens and four μ2oxygens.

Figure 3-1: The framework and Mg coordination environments of the DMF sample.
Hydrogen atoms of the encapsulated DMF are omitted for clarity.
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The static 25Mg spectra of four phases were first acquired at 21.1 T (Figure 3-2a).
None of the spectra exhibits the typical second-order quadrupolar line shape of the
central transition expected from a single Mg site, indicating that the observed spectra
contain overlapping signals, consistent with the fact that all samples have multiple Mg
sites. It is noteworthy that the
suggesting that the

25

25

Mg spectra of four samples look distinctly different,

Mg static NMR spectra are very sensitive to the guest species

present inside of the framework, even though their powder XRD patterns are very similar
(Figures 3-A1). Fitting the static spectra with four sites is very difficult, if not impossible,
because of the large number of variables. The small spectral widths (about 5 kHz) allow
us to apply magic-angle spinning (MAS) technique to reduce the line broadening due to
the second-order quadrupolar and chemical shielding interactions. Despite the fact that
the line widths under MAS conditions are reduced significantly (Figure 3-2b), the
multiple signals in 25Mg MAS spectra still remain unresolved due to the combination of
very similar chemical shifts and residual second-order quadrupolar interactions.

Figure 3-2: (a) Natural abundance

25

Mg static, and (b) 5 kHz MAS spectra of four

microporous α-Mg3(HCOO)6 phases at 21.1 T. *: spinning sidebands.
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To achieve higher resolution, we applied a two-dimensional (2D) triple-quantum
magic-angle spinning (3QMAS) method.22 This 2D technique can achieve highresolution by eliminating the second-order quadrupolar interaction experienced by halfinteger quadrupolar nuclei including 25Mg, and can also be employed to separate multiple
sites whose signals overlap in 1D spectra.
The 3QMAS experiment was first performed on the activated phase using the
standard Z-filter sequence.32 However, after acquiring data for nearly two days, the
signal-to-noise (S/N) ratio of the spectrum (Figure 3-A4, A5) was still too poor to resolve
individual sites. A soft-pulse-added-mixing (SPAM) modification of 3QMAS33,34 was
then used for improved sensitivity. This approach has been shown to be effective for
25

Mg in layered double hydroxides.36-38

Figure 3-3: Natural abundance

25

Mg SPAM-3QMAS spectrum of the activated sample.

The dashed lines correspond to the slices taken for simulation. The MAS spectrum
simulated with the parameters obtained from 3QMAS is also shown.
The

25

Mg SPAM-3QMAS spectrum of the activated sample clearly exhibits

several resolved peaks on the high-resolution (F1) dimension centered at 2, 5 and 7.5
ppm (Figure 3-3). The cross-sections at the chemical shift positions of the two peaks at 2
and 7.5 ppm can each be fitted with a single resonance; whereas the slice taken through
the peak at 5 ppm on F1 had to be fitted by two Mg sites. The NMR parameters,
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including quadrupolar coupling constant (CQ), asymmetry parameter (ηQ) and isotropic
chemical shift (δiso) determined in the 3QMAS experiment, are further refined by
simulating the 25Mg 1D MAS spectrum (Figure 3-3 and Table 3-1). Since 3QMAS is not
a quantitative technique, simulation of the 1D MAS spectrum also allows one to obtain
correct relative intensities of four Mg sites. Similarly, SPAM-3QMAS spectra of the
other three phases were also obtained (Figure 3-4–6) and revealed that DMF, acetone and
benzene samples also have four Mg sites. It is worth mentioning that all four Mg sites of
the acetone sample can be directly resolved in the 2D SPAM-3QMAS spectrum. The
NMR parameters of these phases are given in Table 3-1. The fact that four Mg sites were
observed in DMF, activated, acetone and benzene samples is consistent with the proposed
crystal structures based on the single crystal XRD data. It should be pointed out that for
this particular MOF, the 25Mg SSNMR spectra provide a resolution similar to that of the
13

C MAS NMR spectra. The crystal structures suggest that for all four phases, there are

six crystallographically non-equivalent framework carbons. All six carbons are identified
for DMF, activated, acetone and benzene phases. The high magnetic field allows
significant sensitivity enhancement, a substantial decrease in the residual line broadening
due to the second-order quadrupolar interaction, and an increase in the dispersion of the
chemical shift. The measured CQ values for all four sites in all four samples fall in the
range between 0.9–3.0 MHz, implying that the electric field gradients (EFGs) at Mg sites
are fairly small. Previous studies on the dense Mg(HCOO)2·2H2O showed that the Mg
site bound to six different formate ligands has a CQ of 2.4 MHz.5 All ηQ values are nonzero, indicating that the EFG tensors are not axial symmetric, which is consistent with the
low site symmetries (C1 for Mg1 and Mg3 and Ci for Mg2 and Mg4, respectively). The
δiso values (-14 to 4 ppm) are also in the normal range of Mg oxyanion compounds. Using
the EFG parameters derived from the MAS spectra, the

25

Mg static spectra can also be

simulated reasonably well without chemical shift anisotropy (Figure 3-A6), suggesting
that the static spectra are mainly dominated by the quadrupolar interactions.
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Figure 3-4: Natural abundance 25Mg SPAM-3QMAS spectrum of the DMF sample. The
dashed lines correspond to the slices taken for simulation. The MAS spectrum simulated
with the parameters obtained from 3QMAS is also shown.

Figure 3-5: Natural abundance

25

Mg SPAM-3QMAS spectrum of the acetone sample.

The dashed lines correspond to the slices taken for simulation. The MAS spectrum
simulated with the parameters obtained from 3QMAS is also shown.
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Figure 3-6: Natural abundance

25

Mg SPAM-3QMAS spectrum of the benzene sample.

The dashed lines correspond to the slices taken for simulation. The MAS spectrum
simulated with the parameters obtained from 3QMAS is also shown.

Table 3-1: Experimental and calculated 25Mg NMR parameters.
Sample

Site

DMF

Mg1
Mg2
Mg3
Mg4
Mg1
Mg2
Mg3
Mg4
Mg1
Mg2
Mg3
Mg4
Mg1
Mg2
Mg3
Mg4

activated

acetone

benzene

|CQ| [MHz]
Exptl
Calcd
0.9(1)
1.45
2.2(1)
3.49
1.8(1)
1.96
1.0(1)
2.82
2.1(1)
2.23
2.2(1)
2.48
2.4(1)
2.25
1.9(1)
2.10
1.7(1)
1.58
3.0(1)
2.51
2.0(1)
1.88
2.5(1)
2.47
1.7(1)
1.78
2.4(1)
3.05
2.1(1)
2.23
2.5(1)
3.18

ηQ
Exptl
1.0(1)
0.1(1)
1.0(1)
1.0(1)
0.3(1)
0.6(1)
0.7(1)
1.0(1)
0.4(1)
0.6(1)
0.9(1)
0.9(1)
1.0(1)
0.2(1)
1.0(1)
1.0(1)

Calcd
0.75
0.37
0.76
0.93
0.15
0.97
0.89
0.72
0.43
0.81
0.96
0.88
0.54
0.86
0.79
0.89

δiso [ppm]
Exptl
Calcd
-1(3)
3.78
-13(3)
-0.41
-1(3)
4.17
-2(3)
-0.53
-2(3)
2.41
-2(3)
-1.72
4(3)
2.71
-9(3)
-2.50
-1(3)
3.95
-2(3)
0.56
1(3)
4.87
-3(3)
-0.44
-1(3)
3.08
-12(3)
-0.80
-1(3)
3.45
-14(3)
-0.29

Area [%]
36(2)
16(2)
32(2)
16(2)
33(2)
18(2)
32(2)
17(2)
33(2)
17(2)
33(2)
17(2)
36(2)
14(2)
36(2)
14(2)
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Although four Mg sites for each sample have been identified, their assignments
are not straightforward. As mentioned earlier, the proposed crystal structures indicate the
occupancies of Mg1 : Mg2 : Mg3 : Mg4 are 2 : 1 : 2 : 1. Thus, the two resonances with
stronger relative intensities can be unambiguously assigned to Mg1 and Mg3, and the two
peaks with weaker intensities to Mg2 and Mg4. Although Mg1 and Mg3 can be
distinguished from Mg2 and Mg4, further assignment is, however, difficult. In the
literature, spectral assignment sometimes was accomplished by using the empirical
correlations between the NMR parameters (CQ and/or δiso) and local Mg geometry.
However, recent studies have shown that such empirical relationships do not always give
correct assignments for the multiple
25

25

Mg sites. Instead, first-principles calculation of

Mg NMR parameters by using GIPAW approach implemented in the CASTEP code has

proven to be a reliable method for spectral interpretation and assignment.3-6 For this
reason, we carried out the GIPAW plane-wave pseudopotential DFT calculations of 25Mg
EFG and nuclear magnetic shielding tensors for all four microporous α-Mg3(HCOO)6
samples. The results are presented in Table 3-1.
For all four phases the calculated CQcalcd(Mg3) is greater than CQcalcd(Mg1).
Therefore, we assigned the observed signal with a larger CQ to Mg3. This assignment is
further supported by the trend that the calculated chemical shifts of Mg3 are always more
deshielded than Mg1 in all four samples, which is consistent with the experimental results
(Table 3-1). Similarly, Mg2 and Mg4 can also be differentiated based on the theoretical
calculation results. For the DMF, activated, and acetone samples, the Mg resonance with
a larger CQ is assigned to Mg2, whereas for benzene sample, the assignment of Mg2 and
Mg4 is the opposite.
One special feature of MOFs is that their frameworks can be flexible.39-43 For
example, microporous α-Mn3(HCOO)6, an analogue of microporous α-Mg3(HCOO)6,
shows temperature-triggered gate opening for N2 and Ar due to dynamic opening of the
pore aperture.44 Since the GIPAW calculation is based on the crystal structure obtained at
100 K and the

25

Mg SSNMR spectra were obtained at ambient temperature, it is

necessary to check if microporous α-Mg3(HCOO)6 framework exhibits a significant
flexibility at room temperature. To this end, 2H NMR has been shown to be effective for
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the study of framework flexibility.40-43 We prepared microporous α-Mg3(DCOO)6 using
deuterated formic acid. The 2H static SSNMR spectrum of activated α-Mg3(DCOO)6
acquired at room temperature exhibits a typical Pake powder pattern (Figure 3-A7). Both
the shape of the pattern and the CQ value (155 kHz) are typical of the static C–2H bonds,
which suggests that the framework is likely rigid.

3.4 Conclusions
In conclusion, using a representative MOF, microporous α-Mg3(HCOO)6, as an
example, we have demonstrated that multiple non-equivalent Mg (four) sites can be
directly differentiated by performing

25

Mg 3QMAS SSNMR experiments at a magnetic

field of 21.1 T at natural abundance. The ability to acquire high-quality two-dimensional
25

Mg spectra at natural abundance is important since the cost of isotopic enrichment can

be prohibitively high. The capability of differentiating multiple Mg sites with very
similar local Mg environments is critical because it allows one to directly compare the
NMR spectra with the X-ray determined structure. We feel that the approach described
and the results presented in this work can be used as a benchmark for determining the
structures of Mg-containing MOFs with unknown or poorly described structures. It is
also worth mentioning that although overlapping, the 25Mg 1D MAS spectra are sensitive
to the subtle change in the local Mg environments and the spectra at 21.1 T can be
obtained in about 30 minutes at natural abundance. Therefore, 25Mg MAS NMR has the
potential to be used for in situ monitoring of changes in the MOF framework during
catalysis, adsorption and phase transition induced by temperature and pressure.
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3.6 Appendix
Section A1: Powder XRD and TGA Results

Figure 3-A1: Powder XRD patterns of four microporous α-Mg3(HCOO)6 samples.
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Figure 3-A2: TGA traces of microporous α-Mg3(HCOO)6 samples.
Section A2: SSNMR Characterizations
1

H→13C cross-polarization (CP) MAS SSNMR spectra were also collected on a

Varian Infinity Plus 400 WB spectrometer at 100.5 MHz at a magnetic field of 9.4 T
using a 4 mm triple-tuned T3 MAS probe with a spinning speed of 10 kHz. The
Hartmann-Hahn matching conditions were calibrated on solid admantane, which is also a
secondary reference for 13C chemical shift (δiso = 37.8 ppm for the methylene signal). 1H
90° pulse width was 4.3 μs, and the pulse delay of 1H was 10 s. The contact time was 5
ms. High power two-pulse phase-modulated (TPPM) decoupling was used to achieve the
high resolution of

13

C spectra. Five

13

C peaks were observed in the region between 167

ppm and 174 ppm (which are assigned to six framework carbons) for all four samples.
The solvent signals were labeled.
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Figure 3-A3: 1H→13C CPMAS spectra of four microporous α-Mg3(HCOO)6 samples. *:
spinning sidebands.
The principle of SPAM-3QMAS is briefly described in Figure 3-A4. In standard
Z-filter 3QMAS experiment, only one coherence transfer pathway is used; whereas in
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SPAM-3QMAS experiment, the other two pathways are also implemented, giving rise to
twice as much signal or even better compared to that of Z-filter 3QMAS. In this paper, a
significant improvement of the resolution of 3QMAS spectrum has been observed using
the activated sample as an example (Figure 3-A5).

Figure 3-A4: Coherence transfer pathways of the Z-filter (left) and SPAM 3QMAS
(right) experiments. Solid line: the echo pathway. Dashed line: the anti-echo pathway.

Figure 3-A5: Z-filter (left) and SPAM (right) 3QMAS spectra of the activated sample.
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Table 3-A1: The number of scans for 25Mg SSNMR experiments (pulse delay: 1 s).
Sample
Static
16384
16384
16384
16384

DMF
activated
acetone
benzene

Figure 3-A6: Simulated
samples.

25

Number of scans
MAS
2048
2048
2048
2048

SPAM-3QMAS
4320 × 48
2400 × 64
2400 × 64
3600 × 48

Mg static NMR spectra of four microporous α-Mg3(HCOO)6
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To understand the flexibility of the framework, the static 2H NMR spectrum of the
framework-deuterated microporous α-Mg3(DCOO)6 was measured on a Varian Infinity
Plus 400 WB spectrometer at 61.3 MHz at a magnetic field of 9.4 T using a horizontal 5
mm static probe and quadrupole echo sequence. The 90° pulse of 2H was 3.6 μs and the
interpulse delay τ was set to be 30 μs. The pulse delay was 2 s. The number of scans was
8160. As Figure 3-A7 illustrates, a typical Pake doublet was observed. The horn
separation of 116 kHz corresponds to a CQ(2H) of 155 kHz, indicating a C–2H bond with
the negligible motion at room temperature.

Figure 3-A7: 2H static SSNMR spectrum of the activated microporous α-Mg3(DCOO)6.
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Chapter 4

4

Determining the Numbers of Non-Equivalent H and C
Sites in Metal–Organic Framework α-Mg3(HCOO)6 by
Ultrahigh-Resolution Multinuclear Solid-State NMR at
21.1 T

4.1 Introduction
Metal–organic frameworks (MOFs) are a large group of inorganic-organic hybrid
porous materials with three-dimensional frameworks, obtained by the interconnection of
metal ions by various organic linkers. Because of their promising properties including
rich structural diversity, high thermal stability, and selective adsorption, MOFs have
attracted tremendous attention in a broad range of applications, in particular as gas
separation and storage materials.1 Understanding the relationships between the properties
of MOFs and their structures is of fundamental importance for the applications. For
instance, the selectivity of MOFs has its origin from both the long- and short- range
ordering of the structure. On one hand, the micropores of MOFs, whose size, shape and
connectivity are determined by the long-range ordering, block the large molecules and
allow the small molecules to pass (the so-called “molecular sieving effect”). On the other
hand, possible guest-framework interactions such as hydrogen bonding and Van der
Waals forces, which are at the molecular-level, can significantly enhance the selectivity.
However, the structures of many MOFs are determined from the more limited powder
XRD data due to the lack of suitable single crystals for X-ray diffraction. Moreover, even
if high-quality crystals are available, the single-crystal XRD data are typically collected
at a temperature much lower than what is used for the applications. In such cases, an
unambiguous structure solution of MOFs requires additional information from other
techniques such as solid-state NMR (SSNMR) spectroscopy.2,3
SSNMR spectroscopy is complementary to XRD because it can provide the
molecular-level information around the NMR-active nucleus of interest. One good
example is the weak C–H⋅⋅⋅O hydrogen bond.4 Due to the difficulty of locating protons
by XRD, it is not straightforward to distinguish whether an apparent close C–H⋅⋅⋅O
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proximity is virtually a bonding interaction. This question can be solved by SSNMR
experiments because 1H chemical shift is very sensitive to hydrogen bonding.5 The
typically strong 1H–1H homonuclear dipolar coupling, as the consequence of the large
gyromagnetic ratio (γ) of 1H, provides great opportunities for the measurement of 1H–1H
internuclear distances since the discovery of NMR phenomenon.6,7 Valuable long-range
structural information such as the crystal symmetry8,9 is also available from the SSNMR
data, since the number of NMR peaks of each nucleus should equal to the number of
crystallographically non-equivalent sites. In recent years, the advance of ultrahighresolution SSNMR techniques has allowed the direct comparison of the NMR spectra
with the X-ray determined structure for MOFs.10,11
SSNMR spectroscopy has been extensively used for the characterization of
MOFs.2,3 1H and

13

C SSNMR experiments have become a routine technique to study

organic linkers.12-19 2H NMR experiment is employed to examine the flexibility of the
framework and the dynamics of the guest species inside of micropores.20-23 The local
environments around several metal centers are also probed by SSNMR experiments, such
as

27

Al,24-26

45

Sc,27

71

Ga,28

25

Mg11,29 and

67

Zn10. Despite its importance, direct

determination of the number of non-equivalent sites by SSNMR experiments, in
particular H, is rare due to the poor 1H spectral resolution in solids, which is severely
limited by the narrow 1H chemical shift range and the strong 1H–1H homonuclear dipolar
coupling.30 Several approaches were used in the literature to mitigate this problem
including ultrafast magic-angle spinning (MAS)30,31 and “isotopic (2H) dilution”.32-35
Moreover, performing 1H SSNMR experiments at high magnetic fields provides an
additional benefit in spectral resolution since chemical shifts (in Hz) scale linearly with
the magnetic field strength, while 1H–1H dipolar coupling remains constant. However, the
systematic examination of the feasibility of these strategies in MOFs, which usually
consist of three-dimensional networks of dipolar coupling, is absent to date.
Herein, ultrahigh-resolution 1H SSNMR spectra of an important commercialized
MOF, microporous α-Mg3(HCOO)6 (trade name: Basosive M050),36-38 were acquired
using the above-mentioned resolution enhancement strategies. One reason for choosing
this MOF is that good single crystal structures at 110 K are available,36 including
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activated and several guest-loaded phases, against which the validity of the NMR
approach can be checked. In addition, microporous α-Mg3(HCOO)6 is one of the most
challenging MOFs for 1H SSNMR experiments since it has six non-equivalent H sites
with identical chemical environment. Finally, six H sites are bound to six different C sites,
opening up the possibilities of using the known assignment of 1H (or

13

C) peaks to

identify unknown 13C (or 1H) peaks.
In this work, five microporous α-Mg3(HCOO)6 samples were studied: activated
(desolvated) phase and four guest-loaded phases (DMF, benzene, acetone and pyridine,
hereafter referred to as activated, DMF, benzene, acetone and pyridine samples,
respectively). The frameworks of these samples were partially deuterated to weaken the
dipolar coupling network; while guest molecules were fully deuterated, eliminating the
guest signals. The single-crystal XRD data of these samples are reported in the literature
except the pyridine sample. The results indicate that multiple (six) H sites could be
differentiated by one-dimensional 1H ultrafast MAS (62.5 kHz) experiments for all
samples. Multiple (six) C sites were also resolved in 1D 1H→13C cross-polarization (CP)
MAS experiments. Their assignments were made according to 1H–1H double-quantum
(DQ) experiments using the back-to-back (BABA) sequence,39 and frequency switched
Lee-Goldberg (FSLG) 1H–13C hetero-nuclear correlation (HETCOR) experiments,40
combined with first-principle theoretical calculations (CASTEP) using the densityfunctional theory (DFT) gauge including projector augmented wave (GIPAW)
method.41,42 In addition, the 13C chemical shift anisotropy (CSA) of activated, DMF and
1

benzene samples were obtained by
(PHORMAT) experiments.43 2H and

H–13C phase-corrected magic-angle turning

25

Mg SSNMR experiments also provided valuable

structural information on selected samples.

4.2 Experimental Section
4.2.1

Sample Preparation
As-made fully protonated sample (α-Mg3(HCOO)6) was prepared following the

method described by Rood and co-workers.36 As-made deuterium-diluted sample (αMg3(H/DCOO)6, H atom% ~ 20%, measured by the mass spectrometry analysis) was

87

synthesized using the mixture of HCOOH/DCOOH (CDN Isotopes, 99% D atom%, 95%
w/w in H2O) with a molar ratio of 1 : 5 as the starting material. The activated phase was
obtained by activating the as-made phase under dynamic vacuum at 150 °C for 1 d. To
prepare the four guest-loaded phases (DMF, benzene, acetone and pyridine), ~ 0.5 g of
the crystalline activated phase was soaked in 1 mL of dry deuterated solvents (Cambridge
Isotopes, 99.5% D atom%) and kept for 1 d. The excess solvent was allowed to evaporate
under a N2 atmosphere. All samples were stored in sealed vials. The identity of the
samples was examined by powder X-ray diffraction. The PXRD patterns (Figure 4-A1,
Appendix) were recorded on a Rigaku diffractometer equipped with a graphite monochromator using Co Kα radiation (λ = 1.7902 Å). Diffraction data were collected from 5°
to 45° in 2θ at a step size of 0.02°. The unit cell parameters (Table 4-A1) were refined
from powder XRD patterns using the CRYSFIRE powder indexing system. The guest
content was measured by thermogravimetric analysis (TGA) (Figure 4-A2). The samples
were heated under a N2 atmosphere on a Mettler Toledo TGA/DTA851e instrument from
25 to 500 °C at a heating rate of 10 °C/min.

4.2.2

NMR Characterizations and Theoretical Calculations
1

H,

13

C and

25

Mg SSNMR experiments were performed at 21.1 T (where the

Larmor frequency of 1H is 899.9 MHz) on a Bruker Avance II spectrometer at the
National Ultrahigh-field NMR Facility for Solids in Ottawa, Canada.

4.2.2.1

1

H Measurements

One-pulse 1H MAS spectra were acquired using a 1.3 mm H/X MAS Bruker
probe with a spinning speed of 62.5 kHz, and a 4 mm HCN MAS Bruker probe with a
spinning speed of 18 kHz, respectively. A 1H pulse length of 1.0 μs, corresponding to the
45° pulse, was used for the MAS experiments performed on the 1.3 mm probe. A 90°
pulse (2.5 μs) of 1H was used for the MAS experiments done on the 4 mm probe. The
static 1H NMR spectra were also collected using the 90°-τ-90° echo44 for comparison
purposes. The interpulse delay τ was 60 μs. Rotor-synchronized 2D 1H–1H back-to-back
(BABA) double-quantum (DQ) experiments45 were performed using the 4 mm probe at
18 kHz MAS. 128 points were collected in the indirect DQ dimension with 16 scans.
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During excitation and reconversion, the BABA scheme was used to recouple the 1H–1H
dipolar coupling. Excitation over one rotor cycle (55.6 µs), two rotor cycles (111.1 µs)
and four rotor cycles (166.7 µs) were used. All 1H pulse lengths were measured on
adamantane and the chemical shift of 1H was also referenced to adamantane at 1.74 ppm.
13

4.2.2.2
1

C Measurements

H→13C cross-polarization (CP) MAS experiments were acquired using a 4 mm

HCN Bruker probe, with a spinning speed of 18 kHz and a contact time of 2 ms. In this
case, the

13

C signals of deuterated guest molecules were eliminated because of the

absence of nearby protons. All 1H→13C CPMAS measurements were done with highpower 1H decoupling using the two-pulse-phase-modulation (TPPM) scheme.46 The
phase increment of TPPM decoupling was 15° and the TPPM pulse length was 4.58 μs.
2D 1H–13C frequency switched Lee-Goldberg heteronuclear correlation (FSLG-HETCOR)
experiments40 were performed at 18 kHz MAS with a very short contact time of 35 μs to
avoid unwanted long-range correlations. 64 points with 6 Lee-Goldberg cycles as the
increment of indirect (1H) dimension and 256 scans for each point were collected. 2D
1

H–13C phase-corrected magic-angle turning (PHORMAT) experiments43 were carried

out on 100% H activated, DMF and benzenes samples at 2 kHz MAS with a contact time
of 2 ms. The echo delay time was 20 μs. The 2D data were collected with 96 values with
the evolution variable incremented by 33.3 μs under the echo/anti-echo mode. Fourteen
rotor cycles were used to prevent negative delays. All
on glycine and the chemical shift of

13

13

C pulse lengths were measured

C was also referenced to the –COOH group of

glycine at 176.5 ppm. Deconvolution of 1H and

13

C spectra were done under the line

fitting mode of the NUTS 2005 software with Gaussian line shapes. The full-width at
half-heights (hereafter referred to as line width) of 1H and 13C peaks were determined by
deconvolution. The Herzfeld-Berger spinning sidebands analyses47 of the extracted slices
of 2D 1H–13C PHORMAT spectra were performed using the Bruker Topspin software.

4.2.2.3

25

Mg Measurements

Static 25Mg NMR experiments were acquired with the 90°-τ-90° echo sequence44
with continuous-wave proton decoupling on a home-built 7 mm H/X low-γ probe for
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stationary samples with a dual resonator design. One-pulse

25

Mg MAS experiments

employed a Bruker 7 mm H/X MAS probe with a spinning speed of 5 kHz. The selective
90° pulse of 25Mg for solids was 3 μs, corresponding to a solution 90° pulse of 9 μs (on 1
M MgCl2 aqueous solution). The interpulse delay τ in static experiments was 200 μs. The
1

H decoupling RF power was about 30 kHz. Rotor-synchronized 2D soft-pulse-added-

mixing (SPAM) triple-quantum MAS (3QMAS) experiments48-50 were performed with a
spinning speed of 5 kHz. The durations of excitation, conversion and soft pulses were
10.0, 4.2 and 10.0 μs. SPAM-3QMAS data were collected under the echo/anti-echo mode.
3200 scans were acquired for each point of indirect dimension, with 24 increments
accumulated. FID signals were Fourier-transformed and sheared to obtain the separate F1
and F2 dimensions using the Bruker Topspin software. All

25

Mg SSNMR spectra were
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simulated using the QuadFit software. The chemical shift of 25Mg was referenced to 1
M MgCl2 aqueous solution at 0 ppm.

4.2.2.4

2

H Measurements

To understand the dynamics of benzene and pyridine, static 2H NMR spectra of

α-Mg3(HCOO)6⊃C6D6 and α-Mg3(HCOO)6⊃pyridine-d5 were measured on a Varian
Infinity Plus 400 WB spectrometer at 61.3 MHz at a magnetic field of 9.4 T using a
horizontal 5 mm static probe and quadrupole echo sequence.52 The 90° pulse of 2H was
3.6 μs and the interpulse delay τ was set to be 30 μs.
The other details of SSNMR experiments, including the numbers of scans and
pulse delays, were shown in Table 4-A2 (Appendix).

4.2.2.5

First-Principle Calculations

Gauge-including projector augmented wave (GIPAW) quantum chemical
calculations were conducted using the CASTEP code (version 4.4, Accelrys Materials
Studio) running on a HP xw4400 workstation with a single Intel dual-core 2.67 GHz
processor and 8 GB DDR RAM. The NMR module was used to calculate the NMR
parameters. Unit cell parameters and atomic coordinates of activated, DMF, benzene and
acetone samples were taken from their crystal structures,36 whereas the model structure of
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pyridine phase for CASTEP calculation has to be proposed. All theoretical calculations
were performed using ultra-soft pseudopotentials generated from the “on-the-fly” method
implemented within the CASTEP. The generalized gradient approximation (GGA) with
Perdew, Burke and Ernzerhof (PBE) functional was used. Because the unit cells are large
(> 1000 Å3), plane-wave cut-off energy of 500 eV (medium accuracy) was applied. The
proton positions were first normalized by the Mercury software and then optimized by
CASTEP prior to the calculation of NMR parameters. The isotropic chemical shielding of
1

H, 13C and 25Mg as well as the EFG parameters of 25Mg were produced automatically by

the CASTEP program. The isotropic chemical shifts for 1H and 13C were computed using
the relationships in the literature: δiso(1H) = 31.18 – σiso(1H, CASTEP) (in ppm) and

δiso(13C) = 170.1 – σiso(13C, CASTEP) (in ppm).53 The CQ(25Mg) values were corrected
using the equation CQ(25Mg, corrected) = [CQ(25Mg, CASTEP) + 0.13] / 1.225 (in MHz)
to account for overestimation.54 The isotropic chemical shift for 25Mg was obtained using
the correlation δiso(25Mg, corrected) = [565.23 – σiso(25Mg, CASTEP)] / 1.049 (in ppm).54

4.3 Results and Discussion

Figure 4-1: Left: The framework of the DMF phase. Right: Chemical environments of H,
C and Mg. Hydrogen atoms of the encapsulated DMF are omitted for clarity.
Single-crystal XRD data of activated, DMF, benzene and acetone phases indicate
that four samples belong to the same space group (P21/n).36 The frameworks of four
samples are identical in terms of their topology, containing four crystallographically nonequivalent Mg sites, six non-equivalent H sites, six non-equivalent C sites and twelve
non-equivalent O sites. The multiplicity of six H (or C) sites is equal. As shown in Figure
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4-1, the framework is constructed by linking one-dimensional chains of edge-shared
MgO6 octahedra of Mg1 and Mg3 with corner-shared octahedra of Mg2 and Mg4 via
Mg1, forming narrow 1D zig-zag channels along the b direction. The chemical
environments of six H (or C) sites are identical: all formate anions adopt the same
bonding mode that one oxygen bridges to two Mg centers (μ2-oxygen) and the other one
connects to one Mg (μ1-oxygen). Each Mg is bound to six different formate anions.
Therefore, there are three types of coordination environments for four Mg sites: Mg1
bonds to six μ2-oxygens; both Mg2 and Mg4 bond to four μ1-oxygens and two μ2oxygens, whereas Mg3 is bound to two μ1-oxygens and four μ2-oxygens.

4.3.1

Activated Phase

Figure 4-2: Illustration of the enhancement of 1H spectral resolution for the activated
sample by: (a) MAS and (b) MAS combined with the isotopic dilution. *: residual DMF
signal.
As discussed earlier, the spectral resolution of 1H SSNMR experiments is severely
limited by the line broadening induced by the strong 1H–1H dipolar coupling. For 1H, the
static spectrum of the fully protonated (100% H) activated phase at 21.1 T was first
acquired (Figure 4-2a), which consists of a broad and featureless profile with the line
width of ~ 20 kHz. The shortest distances between two framework protons, measured
from the reported crystal structure,36 are typically around 3 Å in the activated sample,
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implying efficient dipolar coupling between neighboring protons. Moreover, every proton
has several nearby protons, forming a dense, three-dimensional network of dipolar
coupling. The first resolution enhancement strategy is ultrafast MAS, since the line
broadening due to 1H–1H dipolar coupling can be markedly averaged by MAS and the
residual 1H line width is approximately inversely proportional to the spinning speed.31,55
Two spinning speeds were selected in this work to examine the effect of MAS speed
(Figure 4-2b): 18 and 62.5 kHz, which are among the highest spinning speeds of the 4
mm and 1.3 mm probe, respectively. Spinning the sample at 18 kHz yielded a spectrum
that still consists of a single profile, but has a much smaller line width (~ 700 Hz) than
the static spectrum. However, much improved spectral resolution was observed in the
62.5 kHz MAS 1H spectrum, which clearly exhibits four resolved peaks, implying the
important role of ultrafast MAS in ultrahigh-resolution 1H SSNMR experiments. The
second strategy, isotopic dilution, was then combined with ultrafast MAS to further
enhance the 1H spectral resolution. The dipolar coupling network of 1H is weakened by
the substitution of 1H by 2H, owing to the much smaller (~ 15%) gyromagnetic ratio of
2

H. After substituting ~80% of framework 1H by 2H (such sample is hereafter referred to

as the 20% H sample), five sharp 1H peaks were resolved at 62.5 kHz in a narrow
chemical shift range of ~ 0.5 ppm. Four peaks have similar intensities while the most
intense peak (at ~ 7.8 ppm) has a shoulder and can be viewed as a superimposition of two
resonances. Therefore, it seems like all six H sites have been directly differentiated.
The accurate values of 1H chemical shifts were obtained by the deconvolution of
the 62.5 kHz MAS 1H spectrum of the 20% H activated sample. As expected, six 1H
peaks were yielded with approximately equal intensities after deconvolution (Figure 43a), consistent with the crystal structure proposed by the single-crystal XRD data. The
results imply that ultrahigh-resolution 1H SSNMR spectrum could be collected using the
combination of ultrafast MAS, isotopic dilution and high magnetic field. Furthermore, the
ultrahigh-resolution spectrum acquired could be utilized to directly differentiate the six
crystallographically non-equivalent but chemically equivalent H sites. It should also be
highlighted that the 1H line widths of six H sites are 35–53 Hz (0.04–0.06 ppm) for the 20%
H sample and 79–116 Hz (0.09–0.13 ppm) for the 100% H sample, both of which are
rather small for 1H NMR in solids.
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Figure 4-3: Experimental and deconvoluted 62.5 kHz MAS (a) 1H and (b) 18 kHz
1

H→13C CPMAS (with a contact time of 2 ms) spectra of the 20% H α-Mg3(HCOO)6

samples. The protons labeled with red color exhibit significant guest-induced shifts while
the protons and carbons labeled with blue color were only tentatively assigned.
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The next question to be addressed is how to assign the six 1H NMR peaks to the
six crystallograhpic H sites. It is well-known that protons in different functional groups
have distinct chemical shift ranges characteristic of the structure.56 However, the six nonequivalent H sites have identical chemical environment. In such case, 1H spectral
assignment was sometimes accomplished by using the reported empirical correlations
between the

1

H chemical shift and local H geometry such as H–C distances.57

Unfortunately, the hydrogen atoms of the activated sample (as well as the DMF, benzene
and acetone samples) were not located by single-crystal XRD data but arbitrarily placed
on the reported positions with an equal H–C distance of 0.930 Å for all samples.
Therefore, it is not possible to assign the 1H signals based on the H–C distances from the
single-crystal XRD data. Furthermore, the H–C distance of 0.930 Å is significantly
shorter than the normal H–C distances (~1.10 Å) of formate-containing compounds.58 In
recent years, first-principle calculations of 1H chemical shifts using GIPAW method
implemented in the CASTEP code, has been proven to be a reliable method for spectral
interpretation and assignment.41,42 CASTEP calculations were performed on the activated
sample. The proton locations were optimized by the CASTEP prior to the calculation of
NMR parameters, yielding H–C distances of formate anions between 1.104 and 1.114 Å
(Table 4-A3). The calculated 1H isotropic chemical shifts of the activated sample are
presented in Table 4-1. Since they are extremely similar, a small error of the H–C
distance can result in an evident change of the 1H assignment. As a result, additional
structural information is essential to confirm and refine the 1H assignment suggested by
the CASTEP results.
A coin has two sides, a head and a tail. Although the strong 1H–1H homonuclear
dipolar coupling is the major obstacle of ultrahigh-resolution 1H SSNMR experiments, it
does open up great opportunities for the measurement of 1H–1H internuclear distance by
several NMR techniques.7 One of such techniques is 2D 1H–1H double-quantum (DQ)
experiment using the back-to-back (BABA) sequence,39 which can provide valuable
structural information in terms of the spatial proximity between two protons. As shown in
the literature, it can probe the proton pairs with the dipolar coupling constant as weak as
~ 250 Hz (distance: ~ 8 Å). In 2D 1H–1H BABA DQ experiments, the observed DQ
signal is the consequence of homonuclear dipolar coupling between protons: Peaks along

95

the diagonal (self-correlation peaks) correspond to correlations from two equivalent
protons; whereas cross peaks (along the indirect DQ dimension) are correlations from
two non-equivalent protons.

Figure 4-4: 2D 1H–1H BABA DQ spectra of the 20% H activated sample as a function of
excitation time (spinning speed: 18 kHz). Diagonals (dash lines) are drawn to illustrate
the self-correlation peaks while horizontal lines (labeled in red) indicate the cross peaks.
Only new correlations are shown at longer excitation time for clarity. Three spectra have
the same contour levels. The neighboring protons around H2 are shown at top right.
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The 2D 1H–1H BABA DQ spectra of the 20% H activated sample as a function of
excitation time (one, two, and four rotor cycles, corresponding to 55.6, 111.1, and 166.7
μs, respectively) are illustrated in Figure 4-4. Three DQ spectra were set to have the same
contour levels to conveniently compare the DQ intensity at different excitation time.
Moreover, the excitation time τexc were also set to be short enough to ensure it is in the
interval over which the DQ intensity is monotonically increasing: τexc < 0.75 / DIS, where
DIS is the dipolar coupling constant of the proton pair.30 For the activated sample, the
shortest distance between two neighboring protons is ~ 3 Å,36 resulting in a dipolar
coupling constant of ~ 4.5 kHz. The corresponding τexc range for monotonically
increasing is < 167 μs, implying that the intensity of DQ peaks is always growing in this
work. The growth rate of DQ intensity is governed by the strength of dipolar coupling:
The stronger the dipolar coupling is, the faster the DQ intensity grows.30 Therefore, the
DQ correlation of two dipolar-coupled protons with a longer 1H–1H internuclear distance
is expected to be observed in the 2D DQ spectrum (i.e., the DQ intensity is higher than
the cut-off intensity of contours) at a longer excitation time. Herein, self-correlation
peaks are first examined because there are only six possible correlations between two
equivalent protons while there are fifteen between two non-equivalent protons. At the
shortest excitation time (55.6 μs), only the peak at ~ 8.16 ppm along the single quantum
(SQ) dimension is on the diagonal, which can be unambiguously assigned to H2 because
the H2–H2 distance (2.742 Å, see Table 4-A4, in which 1H–1H distances are calculated
from the H-optimized structure) is the shortest. At longer excitation time, the two peaks
at ~ 7.95 and ~ 7.84 ppm along the SQ dimension, respectively, overlap with the diagonal.
The two self-correlation peaks must be H3 (H3–H3 distance: 4.035 Å) and H5 (H5–H5
distance: 5.869 Å). In order to distinguish H3 from H5, the cross peaks between them and
H2 are studied: As Figure 4-4 shows, there are four neighboring non-equivalent protons
around H2: H3, H4, H5, and H6. The distance between H2 and H3 (5.104 Å) is markedly
longer than those between H2 and the other protons (< 4 Å). Therefore, the peak at ~ 7.95
ppm is H3 because the cross peaks of H2–H3 can only be observed at 111.1 μs or longer.
The assignment of H1, H4, and H6 is further performed by matching the 1H–1H distances
between the known H sites (H2, H3, and H5) and them with the experimentally observed
cross peaks (Table 4-A5). For instance, the peak at ~ 8.07 ppm is assigned to H4 because
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the H3–H4 correlation (with a H3–H4 distance of 4.621 Å) can only be observed at
longer excitation time. Other details of such analysis are not shown. The final assignment
of six H sites is exhibited in Figure 4-3a and Table 4-1. The 1H isotropic chemical shifts
are all in the normal range of formate-containing materials (~ 8 ppm).56
Table 4-1: Experimental and calculated 1H and 13C isotropic chemical shifts.
Sample
activated

DMF

benzene

acetone

pyridinea

H Site
H1
H2
H3
H4
H5
H6
H1
H2
H3
H4
H5
H6
H1
H2
H3
H4
H5
H6
H1
H2
H3
H4
H5
H6
H1
H2
H3
H4
H5
H6

δiso(1H) [ppm]
Exptl
7.81
8.14
7.94
8.07
7.84
7.55
7.83
7.88
8.11
8.03
8.43
7.88
7.94
6.78
8.55
7.60
7.60
7.40
7.75
8.00
8.07
8.00
8.07
8.00
7.80
7.43
7.62
7.98
8.42
7.80

Calcd
8.37
8.66
8.31
8.77
8.30
8.22
8.41
7.95
8.61
8.65
9.01
8.38
8.04
6.58
9.15
8.18
8.02
7.77
8.17
7.87
8.28
8.44
8.40
8.34
7.43
6.86
8.72
8.15
7.55
7.46

Area [%]
16.9
14.9
15.6
18.5
17.5
16.7
14.1
18.4
16.4
17.8
14.9
18.4
14.6
13.1
15.1
21.9
21.9
13.4
16.1
16.1
17.8
16.1
17.8
16.1
15.5
15.4
17.4
24.4
11.9
15.5

C Site
C1
C2
C3
C4
C5
C6
C1
C2
C3
C4
C5
C6
C1
C2
C3
C4
C5
C6
C1
C2
C3
C4
C5
C6
C1
C2
C3
C4
C5
C6

δiso(13C) [ppm]
Exptl
170.2
170.2
172.8
172.3
171.3
167.4
170.1
171.3
173.4
172.0
173.6
169.4
172.8
171.1
173.5
170.8
170.8
168.4
169.0
172.1
172.1
173.1
171.8
170.4
171.7
170.2
171.0
172.0
173.3
168.6

Calcd
168.9
169.1
171.0
171.9
169.4
164.7
168.6
169.3
172.3
172.1
173.0
168.4
169.8
169.3
173.0
170.2
172.0
167.3
168.8
170.6
172.7
171.4
171.8
169.2
169.9
170.6
173.5
171.3
171.5
167.3

Area [%]
17.8
17.8
15.6
17.3
15.3
16.3
18.5
16.1
17.1
17.2
14.5
16.7
16.7
17.5
14.9
17.0
17.0
16.9
17.0
14.9
14.9
15.6
20.2
17.4
19.4
19.3
14.3
15.2
14.7
17.1

a: Only the assignment of H5 is unambiguous. H2 and H3 are distinguished from H1, H4 and H6 by 1H–1H
BABA DQ experiments; whereas the protons in each group can only be tentatively assigned based on the
assignment of these protons in the DMF sample.
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Figure 4-5: 2D 1H–13C FSLG-HETCOR spectrum (contact time: 35 μs) of the 20% H
activated sample (spinning speed: 18 kHz). The dashed lines indicate the direct bonding
between 1H and

13

C. The 62.5 kHz MAS 1H spectrum was used as the projection along

the indirect (1H) dimension.
Ultrahigh-resolution 1H→13C CPMAS spectrum of the 20% H activated sample
was also acquired. As Figure 4-3b illustrates, five well-resolved

13

C peaks (line width ~

40 Hz, or 0.18 ppm) are observed, four of which have approximately the same intensity
while the other one has about twice intensity. Due to very similar H–C distances,
1

H→13C CPMAS is quantitative in this case. Direct observation of six C sites with equal

population agrees well with the proposed structure based on the single-crystal XRD data.
The

13

C chemical shifts are typical of formate-containing materials (~170 ppm).59 The

assignment of

13

C peaks is then related to that of 1H peaks via 2D 1H–13C frequency

switched Lee-Goldberg heteronuclear correlation (FSLG-HETCOR) experiment with a
very short contact time of 35 μs, by which only the directly bonded H–C moiety is
probed.40 FSLG, as a 1H–1H homonuclear decoupling sequence,60 was applied during the
1

H evolution period to reduce the residual line broadening. Moreover, the 62.5 kHz MAS

1

H spectrum is used as the projection along the indirect (1H) dimension. From the 2D 1H–

13

C FSLG-HETCOR spectrum (Figure 4-5), the 1H peak of H3 correlates to only one 13C

peak at ~ 172.8 ppm. Therefore, this

13

C peak is unambiguously assigned to C3. The
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same situation occurs for H4, H5, and H6 as well. However, the 1H peaks of H1 and H2
are both related to the same 13C peak at ~ 170.2 ppm, validating that this

13

C peak does

correspond to two C sites. The final assignment of six 13C peaks is exhibited in Figure 43b and Table 4-1.

Figure 4-6: 2D 1H-13C PHORMAT spectrum of the 100% H activated sample (spinning
speed: 2 kHz). The dashed lines correspond to the slices taken for simulation.
It has been demonstrated that the CSA tensor is generally more sensitive to the
local environment than the isotropic shift.61,62 Herein,

13

C CSA tensors of the activated

sample were extracted by 2D 1H–13C phase-corrected magic-angle turning (PHORMAT)
experiments,43 which correlate the 13C CSA tensors in the direct (anisotropic) dimension
with their isotropic chemical shifts in the indirect (isotropic) dimension. In our case, six C
sites have identical chemical environment and thus similar NMR parameters, making
their spinning sideband patterns overlapped and the 1D MAS spectrum too complicated
to be simulated. As Figure 4-6 illustrates, PHORMAT experiment separates the entire 1D
MAS spinning sideband manifold into the spinning sideband pattern of individual C sites
according to their isotropic chemical shifts. The

13

C CSA tensors (Table 4-2) were then

obtained by simulating the spinning sideband patterns by the Herzfeld-Berger analysis.
The experimental 13C CSA tensors of six C sites are very similar: the spans are between

100

120.0 and 128.0 ppm and skews are between -0.10 and 0.18, both of which are in the
normal range of formate-containing materials.59
Table 4-2: Experimental and calculated 13C CSA tensors.
Sample
activated

DMF

benzene

C Site
C1
C2
C3
C4
C5
C6
C1
C2
C3
C4
C5
C6
C1
C2
C3
C4
C5
C6

Ω(13C) [ppm]
Exptl
126.9
126.9
125.7
127.7
128.0
120.0
128.3
134.1
133.1
138.8
134.9
128.3
130.6
127.9
128.8
127.9
127.9
123.3

κ(13C) [ppm]

Calcd
141.7
139.3
140.6
141.2
140.6
139.7
141.7
143.5
144.8
144.0
142.5
142.7
140.6
143.9
145.3
143.9
142.8
142.8

Exptl
0.08
0.08
0.17
0.18
0.08
-0.10
0.07
0.05
0.16
0.07
0.27
0.07
0.08
0.14
0.13
0.14
0.14
0.01

Calcd
0.05
0.07
-0.03
-0.08
0.02
0.23
0.04
-0.02
-0.07
-0.12
-0.26
-0.01
0.08
-0.07
-0.07
-0.04
-0.12
0.09

In summary, several approaches can be used to assign the 1H and 13C peaks of the
activated sample: 1) the 1H peaks are assigned by 1H–1H BABA DQ experiments while
the 13C peaks are assigned by 1H–13C FSLG-HETCOR experiments; 2) the 1H peaks are
assigned by the calculated 1H isotropic chemical shifts while the 13C peaks are assigned
by 1H–13C FSLG-HETCOR experiments; 3) the 13C peaks are assigned by the calculated
13

C isotropic chemical shifts while the 1H peaks are assigned by 1H–13C FSLG-HETCOR

experiments; 4) the
1

13

C peaks are assigned by the calculated

13

C CSA tensors while the

H peaks are assigned by 1H–13C FSLG-HETCOR experiments. However, the 1H and 13C

assignments made by different approaches are not consistent with each other. It is
believed that the first approach, which is also the one used to assign the 1H and 13C peaks
of the other samples, is most reliable. The reason is described as follow: As shown in
Table 4-1, the calculated isotropic chemical shifts of 1H (or

13

C) are in a very narrow
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range (~ 0.5 ppm for 1H or ~ 3 ppm for

13

C except C6) due to the identical chemical

environment of six H (or C) sites, implying that a small error of the CASTEP calculations
(or the crystal structure) can lead to a significant change of the 1H (or
Moreover, the calculated

13

13

C) assignment.

C CSA tensors (Table 4-2) are also fairly similar. In sharp

contrast to such calculation-based assignments, the assignment according to the 1H–1H
internuclear distances is not sensitive to the misplacement of the protons. For instance, as
Table 4-A5 illustrates, the longest distance of two non-equivalent protons whose cross
peaks can be observed at 55.6 μs is 3.830 Å (i.e., H3–H5) while the shortest distance of
two non-equivalent protons whose cross peaks can be observed at 111.1 μs is 4.278 Å
(i.e., H4–H6). Therefore, even a very large error (± 0.2 Å) of H–C distances, which is
unlikely to happen, has no effect on the identity of the two correlations. It is also worth
mentioning that although the quality of the structure such as the H–C distances has been
significantly improved by the CASTEP calculation, it can be further refined: The

13

C

spans are overestimated by ~ 15–20 ppm from the calculation results for all six C sites.
However, due to the limited computational capacity, further refinements of the crystal
structure were not performed in this work.

4.3.2

DMF, Benzene and Acetone Phases
As Figure 4-3a shows, ultrahigh-resolution 1H SSNMR spectra were also obtained

for the DMF, benzene and acetone samples, using the approach described in the former
section. It is noteworthy that their 1H spectra look distinct from each other, implying the
extremely high sensitivity of 1H NMR parameters to the local H environments. Three (for
the acetone sample) to five (for the DMF and benzene samples) 1H peaks were clearly
resolved from the 62.5 kHz MAS 1H spectra of the 20% H samples. The number of nonequivalent H sites (six) and their populations (equal population) can be directly
confirmed by the deconvolution of the 1H spectra except the populations for the benzene
sample, where the residual signal of benzene-d6 (C6D6)56 overlaps with the framework 1H
signals. It should be noticed that the 1H peak at 8.43 ppm is well separated from the other
five 1H peaks for the DMF sample while the 1H peaks at 8.55 and 6.78 ppm are well
separated from the other four 1H peaks for the benzene sample, the origin of which will
be discussed in the next section.
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Figure 4-7: 2D 1H–1H BABA DQ spectra of the 20% H DMF sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs)
of the 20% H DMF sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum
was used as the projection along the indirect (1H) dimension.
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Figure 4-8: 2D 1H–1H BABA DQ spectra of the 20% H benzene sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs)
of the 20% H benzene sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum
was used as the projection along the indirect (1H) dimension.
The assignments of 1H peaks for the DMF, benzene and acetone samples (Figure
4-3a and Table 4-1) were done based on the first approach used in the activated sample:
The self-correlation peaks were first identified in 1H–1H BABA DQ spectra (Figure 4-7–
9), and then the assignment of the other H sites was determined by relating the 1H–1H
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distances (Table 4-A4) between the H sites already assigned and these unknown H sites
with the experimentally observed cross peaks (Table 4-A5).

Figure 4-9: 2D 1H–1H BABA DQ spectra of the 20% H acetone sample as a function of
excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs)
of the 20% H acetone sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum
was used as the projection along the indirect (1H) dimension.
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Figure 4-10: 2D 1H–13C PHORMAT spectra of the 100% H DMF and benzene samples
(spinning speed: 2 kHz).
1

H→13C CPMAS spectra of the DMF, benzene and acetone samples (Figure 4-3b)

also exhibit very high resolution: Typically five

13

C peaks are well resolved. Like 1H

spectra, 13C spectra are fingerprints of these close-related, but slightly different structures.
For all three samples, the number of observed 13C NMR peaks from deconvolution equals
to the number of non-equivalent C sites, agreeing well with the proposed structure based
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on the single-crystal XRD data.36 The assignments of

13

C peaks were determined from

the assignments of 1H peaks by 1H–13C FSLG-HETCOR experiments (Figure 4-7–9). 13C
CSA tensors of DMF and benzene samples were extracted by 1H–13C PHORMAT
experiments (Figure 4-10) as well. Although the

13

C spans of the benzene sample are

very similar to those of the activated sample, they are smaller than those of the DMF
sample by ~ 10 ppm, indicating that the local C environments of formate anions undergo
relatively large changes after the adsorption of DMF compared to benzene. However,
lacking more evidence, it is not possible to understand such changes yet.

4.3.3

Guest-Induced Shifts
As mentioned earlier, SSNMR spectroscopy is very sensitive to the short-range

structural information. For example, 1H SSNMR spectroscopy has been considered to be
one of the most convenient ways to confirm the presence of weak hydrogen bonds.5 In
this section, the isotropic chemical shift of each framework H site, before and after guest
inclusion, is examined to reveal if any significant solvent-induced shift exhibits for the
DMF, benzene, and acetone samples. Such solvent-induced shifts are often a hint of
possible interaction between a guest molecule and framework protons. As Figure 4-3a
illustrates, a remarkable downfield shift of the H5 peak is observed, from 7.84 ppm in the
activated sample to 8.43 ppm in the DMF sample, which is likely due to the formation of
C–H⋅⋅⋅O hydrogen bond between framework C–H and occluded DMF molecules. A close
inspection of the local environment around DMF (Figure 4-11a) implies that there are
three framework protons (H2, H5, and H6) in close proximity (< 3 Å) of the carbonyl
oxygen (OS) of DMF. To form a C–H⋅⋅⋅O hydrogen bond, the internuclear distance
between H and O must be significantly shorter than the summation of Van der Waals
radii (2.72 Å) and the C–H⋅⋅⋅O bond angle must be greater than 130°.4,5 Therefore, among
the three nearby protons, only the C5–H5⋅⋅⋅OS meets the criteria of both the short H5–OS
distance (2.34 Å) and the large C5–H5⋅⋅⋅OS bond angle (158.1°), while the C2–H5⋅⋅⋅OS
and C6–H6⋅⋅⋅OS hydrogen bonds are unlikely to form because of their unfavorable
geometries: the C2–H2⋅⋅⋅OS angle is 87.9° and the C6–H6⋅⋅⋅OS angle is 112.4°, agreeing
well with the fact that the changes of H2 and H6 chemical shifts (both are ~ 0.3 ppm) are
much smaller than that of H5 (~ 0.6 ppm).
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Figure 4-11: Local environments around (a) DMF and (b) benzene. For benzene, the
induced magnetic field is shown to visualize the ring current effect.
For the benzene sample (Figure 4-3a), H3 has a large downfield shift from 7.94
ppm in the activated sample to 8.55 ppm in the benzene sample; whereas the H2 peak
moves in an opposite manner: from 8.14 ppm to 6.78 ppm. It should be pointed out that
such shifts are not the result of the change of the framework (the unit cell volume of the
benzene sample is ~ 6% larger than that of the activated sample36) because the shifts for
the other four protons are only ~ 0.2 ppm. As demonstrated in literature,63 the magnetic
shielding around the aromatic plane is highly anisotropic due to the ring current (namely
the ring current effect). Figure 4-11b shows the orientations of H2 and H3 with respect to
the benzene plane. H2 is above the benzene plane and thus feels an additional magnetic
shielding; whereas H3 is deshielded since it is almost co-planar with benzene (the vector
connecting H3 and the center of the aromatic ring is only 9° inclined with respect to the
benzene plane). The other protons, such as H4, are not in favorable orientations with
respect to the benzene plane. Therefore, no obvious shifts were observed for these
protons. However, it is desirable to check if the benzene plane stays static at ambient
temperature, since the above-mentioned interpretation is based on the structure
determined by single-crystal XRD experiment at 110 K. As Figure 4-12 illustrates, two
NMR experiments were carried out to probe the dynamics of benzene at ambient
temperature. In the first case, 13C CSA of benzene was obtained by performing 1H→13C
CPMAS experiments at different spinning speeds and then simulating the spinning
sideband patterns by the Herzfeld-Berger analysis (Figure 4-12a). The measured 13C CSA
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tensor of benzene is: δiso(13C) = 128.0 ppm, Ω(13C) = 157.6 ppm, and κ(13C) = 1.00. 13C
CSA tensor of static benzene is known in the literature: δiso(13C) = 130 ppm, Ω (13C) =
225 ppm, and κ(13C) = 0.20.64 Assuming an in-plane rotation of benzene about its C6 axis,
the motionally averaged 13C CSA65 is Ω(13C) = 156.5 ppm and κ(13C) = 1, consistent with
the experimental data. This motion was also confirmed by the static 2H SSNMR
experiment of α-Mg3(HCOO)6⊃C6D6 at 9.4 T (Figure 4-12b), in which a typical Pake
doublet with the horn separation of ~ 62 kHz was observed. The absence of out-plane
motions such as π flip-flop confirms that the benzene plane does remain static.

Figure 4-12: (a): 1H→13C CPMAS spectra (contact time: 2 ms) of the 20% H benzene
sample as a function of spinning speed. Simulated spinning sideband patterns of benzene
are shown. (b): Room temperature 2H static spectrum of α-Mg3(HCOO)6⊃C6D6 at 9.4 T.
A unique feature of the 1H spectrum of the benzene sample is its significantly
large line widths (~ 240 Hz, compared to ~ 45 Hz for the activated sample and ~ 75 Hz
for the DMF sample). The thermal motion of benzene provides a possible explanation for
the large residual 1H line width. At ambient temperature, the in-plane rotation of benzene
molecules generates time-dependent, rapid fluctuating local dipolar fields at framework
protons. Under such circumstance, the residual line width due to thermal motions can
only be efficiently reduced when the MAS speed (62.5 kHz in this work) is higher than
the time constant of thermal motions (at the fast limit of 2H SSNMR spectroscopy,66,67
i.e., >108 s-1), as the previous literature illustrates.68
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Due to the relatively poor spectral resolution, it is unclear if there is any evident
guest-induced shift of 1H for the acetone sample. Moreover, the changes of 13C peaks of
the three guest-loaded samples compared to the activated sample (Figure 4-3b) are also
characteristic of the structure. However, the origin of such changes is not discussed here
to avoid the overinterpretation of 13C NMR data.

4.3.4

Pyridine Phase
In the former sections it has been demonstrated that the ultrahigh-resolution 1H

and

13

C SSNMR results directly confirmed the known structures proposed by single-

crystal XRD experiments. Herein, a pyridine-loaded sample was studied to explore how
much structural information can be extracted in the absence of single-crystal XRD data.
The guest molecule, pyridine, was chosen because it is an aromatic compound with a size
comparable to benzene. Moreover, pyridine is a good hydrogen bond acceptor whose N
atom could potentially interact with framework protons, like what DMF does. Therefore,
the 1H spectrum of this sample can exhibit spectral features similar to those observed in
the benzene and DMF samples, which could assist in the spectral interpretation.

Figure 4-13: Room temperature 2H static spectrum of α-Mg3(HCOO)6⊃pyridine-d5 at
9.4 T. *: additional motions.
The powder XRD pattern of the pyridine sample (Figure 4-A1) implies that it
belongs to the P21/n space group with unit cell parameters between those of the DMF and
benzene samples (Table 4-A1). The pyridine sample therefore also has six non-equivalent
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H sites with equal population, confirmed by deconvolution of the 62.5 kHz MAS 1H
spectrum (Figure 4-3a): five peaks were yielded, among which the most intense peak at
7.80 ppm corresponds to two H sites. The 1H spectrum of the pyridine sample is similar
to that of the benzene sample that both have broad 1H peaks, and is similar to that of the
DMF sample as well that both have one downfield peak (the peaks at 8.42 ppm for the
pyridine sample and at 8.43 ppm for the DMF sample, respectively) well separated from
the others. The broadening of the 1H peaks for the pyridine sample is due to the thermal
motions of pyridine. As Figure 4-13 illustrates, the static 2H SSNMR spectrum of the
pyridine sample at ambient temperature is typical for pyridine which undergoes a rapid π
flip-flop motion about its C2 axis (CQ(2H) = 92 kHz, ηQ(2H) = 0.60).67 Since such motion
(out-plane rotation) averages the induced magnetic shielding of the aromatic ring, no ring
current effect was identified. The observed π flip-flop motion suggests that there must be
a strong interaction between pyridine and framework protons, such as a C–H⋅⋅⋅N
hydrogen bond.4 The observation of a downfield peak at 8.42 ppm provides another
evidence of the C–H⋅⋅⋅N hydrogen bond. The assignment of this peak is thus essential
because it allows one to study the details of the C–H⋅⋅⋅N hydrogen bond. According to the
1

H–1H BABA DQ spectra (Figure 4-14), this peak can be unambiguously identified as H5:

For the activated, DMF, benzene, and acetone samples, the self-correlation peak of H5 is
always observed at longer excitation time than those of H2 and H3 (Table 4-A5). In the
case of the pyridine sample, the self-correlation peak at 8.42 ppm along the SQ
dimension was observed at 166.7 µs after those at 7.62 and 7.43 ppm (observed at 55.6

µs). Therefore the former one is H5 and the latter two are H2 and H3. The peaks at 7.80
and 7.98 ppm are assigned to H1, H4 and H6. However, it is extremely challenging to
distinguish H2 from H3 (or H1 from H4 and H6, etc.), if not impossible. Herein, only the
tentative assignment of these protons (Figure 4-3a and Table 4-1) is given according to
the corresponding assignment in the DMF sample, e.g., for H2 and H3, the more shielded
peak at 7.43 ppm is H2 (7.88 ppm in the DMF sample) while the other one at 7.62 ppm is
H3 (8.11 ppm in the DMF sample).
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Figure 4-14: 2D 1H–1H BABA DQ spectra of the 20% H pyridine sample as a function
of excitation time (spinning speed: 18 kHz). Three DQ spectra were set to have the same
contour levels. Bottom right: 2D 1H–13C FSLG-HETCOR spectrum (contact time 35 μs)
of the 20% H pyridine sample (spinning speed: 18 kHz). The 62.5 kHz MAS 1H spectrum
was used as the projection along the indirect (1H) dimension. The protons and carbons
labeled with blue color were only tentatively assigned.
Figure 4-3b shows that six

13

C peaks can be directly resolved in the 1H→13C

CPMAS spectrum of the 20% H pyridine sample, consistent with the crystal symmetry
proposed by the powder XRD pattern. It is worth mentioning that the results of 1H–13C
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FSLG HETCOR experiment (Figure 4-14) can be used to examine the assignment of 1H
peaks: The integrated intensity of the peak at 7.80 ppm (31.0%, Table 4-1, assigned to
two H sites) is only slightly higher than that of the peak at 7.98 ppm (24.4%, assigned to
one H site). The validity of such assignment is confirmed by the fact that for the 1H peaks
at 7.43, 7.62 and 7.98 ppm, each peak only correlates to one 13C peak whereas for the 1H
peak at 7.80 ppm, it correlates to two

13

C peaks. The assignment of

13

C peaks was

provided based on the 1H–13C connectivity. The CASTEP calculations of 1H and

13

C

NMR parameters (Table 4-1) were performed as well on the pyridine sample for
comparison purposes, using a simple model structure: the framework coordinates were
taken from those of the DMF sample while the guest coordinates were from those of the
benzene sample. The C–H fragment of benzene in close proximity to H5 was substituted
by a nitrogen atom.
A previous report (Chapter 3) described that the four non-equivalent Mg sites of
microporous α-Mg3(HCOO)6 samples can be differentiated by natural abundance

25

Mg

SSNMR experiments at 21.1 T.11 In this work, the crystal symmetry of the pyridine
sample is also studied by 25Mg SSNMR spectroscopy. As a quadrupolar nucleus (I = 5/2),
the NMR spectrum of

25

Mg is typically broadened by quadrupolar interactions that

cannot be completely averaged by simple MAS experiments, resulting in a lower spectral
resolution than spin-1/2 nuclei (e.g.,
25

13

C). Moreover, the narrow chemical shift range of

Mg makes the spectral resolution even worse for samples with multiple Mg sites such

as microporous α-Mg3(HCOO)6. The acquisition of

25

Mg SSNMR spectra at natural

abundance is also hindered by several factors: 1) the low intrinsic sensitivity due to the
unfavorable nuclear properties of 25Mg, such as a small gyromagnetic ratio (γ) of -1.639 ×
107 rad⋅s-1⋅T-1 and a relatively low natural abundance of 10.0%;69 2) a relatively large
quadrupole moment;70 (3) a very low 25Mg concentration due to low densities of MOFs.
The number of

25

Mg per nm3 in microporous α-Mg3(HCOO)6 (0.73) is only 14%

compared to the number for the dense MgO (5.3). Nevertheless, several recent studies
have illustrated that the low sensitivity associated with low-γ unreceptive quadrupolar
nuclei in MOFs can be alleviated by performing SSNMR experiments at high magnetic

113

fields.10,11,29 The poor spectral resolution of 25Mg can be significantly enhanced by twodimensional triple-quantum MAS (3QMAS) experiments.48-50

Figure 4-15: Natural abundance (a) static, (b) 5 kHz MAS, and (c) 2D SPAM-3QMAS
25

Mg spectra of the 20% H pyridine sample. The static and MAS spectra simulated with

the parameters obtained from 3QMAS are also shown. All 25Mg NMR experiments were
performed at 21.1 T.

114

Figure 4-15 illustrates natural abundance static, 5 kHz MAS, and SPAM-3QMAS
25

Mg spectra of the pyridine sample at 21.1 T. It should be mentioned that both static and

1D MAS spectra of the pyridine sample are similar to those of the DMF sample,11
consistent with what were observed in the 1H SSNMR experiments. The SPAM-3QMAS
25

Mg spectrum of the pyridine sample clearly exhibits several resolved domains along the

high-resolution (F1) dimension. Three cross-sections were extracted for simulation. The
cross-section at 1 ppm along the F1 dimension can be fitted with a single resonance, and
the same situation occurs for the one at 7 ppm. Although the line shape of the slice at 6
ppm is distorted, it can still be fitted reasonably well using a single resonance. It seems
that the slice at 5 ppm corresponds to another Mg site but the line shape is too distorted to
be simulated (not shown). Based on the NMR parameters of the three Mg sites
determined in the 3QMAS experiment, the existence of the fourth Mg site was confirmed
by simulating the 25Mg static spectrum. The NMR parameters of the fourth Mg site were
then refined by simulating the 5 kHz MAS

25

Mg spectrum, which allows one to obtain

the correct relative intensities of four Mg sites (Table 4-3). Direct observation of four Mg
sites is consistent with the assumption that the crystal symmetry of the pyridine sample is
the same as the other samples. The assignment of four Mg sites is made according to the
approaches demonstrated in the literature.11 The experimental CQ values for Mg2 (3.2
MHz) and Mg4 (2.2 MHz) are significantly larger than those of the DMF sample (2.2
MHz for Mg2 and 1.0 MHz for Mg4, respectively) while the CQ values for Mg1 and Mg3
are not,11 implying that the local environments of Mg2 and Mg4 must undergo larger
degrees of distortion than those of Mg1 and Mg3 after the adsorption of more bulky
pyridine molecules compared to DMF molecules. Such observation agrees well with the
fact that the corner-shared MgO6 units of Mg2 and Mg4 should have more flexibility than
the edge-shared MgO6 units of Mg1 and Mg3.
Table 4-3: Experimental and calculated 25Mg NMR parameters of the pyridine sample.
Mg Site
Mg1
Mg2
Mg3
Mg4

CQ(25Mg) [MHz]
Exptl
Calcd
1.3
1.79
3.2
3.38
2.1
2.02
2.2
2.66

ηQ(25Mg)
Exptl
0.5
0.2
0.8
0.2

Calcd
0.55
0.17
0.78
0.87

δiso(25Mg) [ppm]
Exptl
-1.5
-3.0
0.9
-6.3

Calcd
3.96
-0.19
4.43
-0.25

Area [%]
34
16
34
16
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Therefore, according to the powder XRD pattern and 1H, 13C, 25Mg SSNMR data,
the crystal symmetry of the unknown sample, pyridine-loaded α-Mg3(HCOO)6, is found
to be identical with other α-Mg3(HCOO)6 samples. The pyridine molecule is undergoing
a rapid π flip-flop motion at ambient temperature due to the C5–H5⋅⋅⋅N hydrogen bond.

4.4 Conclusions
In this work, it has been demonstrated that ultrahigh-resolution 1H and

13

C

SSNMR spectra are available for MOFs. Multiple (six) crystallographically nonequivalent, but chemically equivalent H (or C) sites of an important MOF, microporous

α-Mg3(HCOO)6, can be differentiated by 1H (or

13

C) SSNMR spectroscopy. Like

fingerprints, 1H and 13C spectra are very sensitive to the guest molecules included inside
of the channels. The four non-equivalent Mg sites of the pyridine sample were also
resolved by natural abundance

25

Mg 3QMAS experiments at 21.1 T. The acquisition of

ultrahigh-resolution NMR spectra is critical since it allows one to directly compare the
NMR spectra with the structure determined by single-crystal XRD data. Among the
interesting results, the ability of achieving ultrahigh-resolution for 1H NMR in solids by
the combination of ultrafast MAS (62.5 kHz), isotopic (2H) dilution, and high magnetic
field (21.1 T) is of particular importance because the structural information from 1H
SSNMR experiments complements that from single-crystal XRD which is incapable of
accurately locating hydrogens. This work is also highlighted by the identification of weak
C–H⋅⋅⋅O and C–H⋅⋅⋅N hydrogen bonds by 1H SSNMR experiments. The aromatic current
effect was observed in the benzene sample as well. We feel that the approach described
and the results presented here, especially 1H SSNMR experiments, can be used as a
benchmark for determining the structures of MOFs and related materials with unknown
or poorly described structures.
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4.6 Appendix
Section A1: Powder XRD and TGA Results

Figure 4-A1: Powder XRD patterns of microporous α-Mg3(H/DCOO)6 samples.
Table 4-A1: Crystallographic data of microporous α-Mg3(H/DCOO)6 samples.
Sample
T (K)
a (Å)
b (Å)
c (Å)
α (°)
β (°)
γ (°)
V (Å3)

activated
SC-XRDa
PXRD
100
293
11.324
11.375
9.847
9.911
14.623
14.618
90
90
91.150
91.34
90
90
1630.2
1648

a: From the literature.36

DMF

a

SC-XRD
100
11.4007
9.9047
14.5357
90
91.317
90
1640.94

PXRD
293
11.367
9.988
14.853
90
91.51
90
1686

benzene
SC-XRDa
PXRD
100
293
11.3762
11.423
9.9831
10.093
15.0358
15.148
90
90
91.203
91.11
90
90
1707.2
1746

pyridine
PXRD
293
11.468
10.032
14.884
90
90.91
90
1712
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Figure 4-A2: TGA traces of microporous α-Mg3(HCOO)6 samples.
Section A2: SSNMR Characterizations
Table 4-A2: SSNMR experimental conditions.
Experiment
1
H static
1
H 18 kHz MAS
1
H 62.5 kHz MAS
1 1
H- H BABA DQ
1
H→13C 18 kHz CPMAS
1
H→13C FSLG-HETCOR
13
C PHORMAT
2
H static
25
Mg 5 kHz MAS
25
Mg SPAM-3QMAS

Number of scans
32
16
8
16 × 128
256
256 × 64
256 × 96
3600
2024
3200 × 48

Pulse delay (s)
2
2
120
2
3
3
2
2
1
1
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Section A3: H–C Bond Lengths Before and After H-Optimization
Table 4-A3: H–C bond lengths before and after H-optimization.
Phase

Bond

activated

H1–C1
H2–C2
H3–C3
H4–C4
H5–C5
H6–C6
H1–C1
H2–C2
H3–C3
H4–C4
H5–C5
H6–C6
H1–C1
H2–C2
H3–C3
H4–C4
H5–C5
H6–C6

DMF

benzene

Bond length (Å)
Before H-optimization
After H-optimization
0.930
1.111
0.930
1.109
0.930
1.104
0.930
1.104
0.930
1.106
0.930
1.114
0.930
1.109
0.930
1.106
0.930
1.106
0.930
1.106
0.930
1.107
0.930
1.107
0.930
1.108
0.930
1.108
0.930
1.105
0.930
1.108
0.930
1.104
0.930
1.110
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Section A4: The Shortest Distances between Two Protons
The shortest internuclear distances between two protons were measured on the Hoptimized structures.
Table 4-A4: The shortest distances between two protons.
Activated Phase
H site
H1
H2
H3
H4
H5
H6

–H1
6.712
5.609
3.598
3.515
3.931
3.354

Shortest distance between two protons (Å)
–H2
–H3
–H4
–H5
5.609
3.598
3.515
3.931
2.742
5.104
3.581
3.711
5.104
4.035
4.621
3.830
3.581
4.621
6.637
3.150
3.711
3.830
3.150
5.869
3.445
3.701
4.278
3.768

–H6
3.354
3.445
3.701
4.278
3.768
7.801

DMF Phase
H site
H1
H2
H3
H4
H5
H6

–H1
6.650
5.592
3.426
3.665
3.900
3.250

Shortest distance between two protons (Å)
–H2
–H3
–H4
–H5
5.592
3.426
3.665
3.900
2.763
5.325
3.646
3.707
5.325
4.270
4.373
3.653
3.646
4.373
6.595
3.050
3.707
3.653
3.050
5.870
3.530
3.729
3.949
3.865

–H6
3.250
3.530
3.729
3.949
3.865
7.070

Benzene Phase
H site
H1
H2
H3
H4
H5
H6

–H1
7.098
5.363
3.493
3.504
3.781
3.324

Shortest distance between two protons (Å)
–H2
–H3
–H4
–H5
5.363
3.493
3.504
3.781
3.341
5.540
3.711
3.547
5.540
4.345
4.638
3.828
3.711
4.638
6.694
3.499
3.547
3.828
3.499
5.727
3.422
3.635
3.927
4.077

–H6
3.324
3.422
3.635
3.927
4.077
7.095
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Acetone Phase
H site
–H1
6.980
5.548
3.535
3.488
3.971
3.311

H1
H2
H3
H4
H5
H6

Shortest distance between two protons (Å)
–H2
–H3
–H4
–H5
5.548
3.535
3.488
3.971
2.805
5.217
3.589
3.567
5.217
4.068
4.587
3.703
3.589
4.587
6.611
3.125
3.567
3.703
3.125
5.888
3.542
3.688
4.124
3.872

–H6
3.311
3.542
3.688
4.124
3.872
7.196

Section A5: The Relationship between DQ Correlations and 1H–1H Distances
The distances were taken from Section A4.
Table 4-A5: Observed DQ correlations and the corresponding 1H–1H distances.
Activated Phase
τexc (µs)
55.6

111.1

Not observed

N.A.a

DQ correlation
H1–H3
H1–H4
H1–H6
H2–H2
H2–H4
H2–H5
H2–H6
H3–H5
H3–H6
H4–H5
H5–H6
H1–H2
H2–H3
H3–H3
H3–H4
H4–H6
H5–H5
H1–H1
H4–H4
H6–H6
H1–H5

Distance (Å)
3.598
3.515
3.354
2.742
3.581
3.711
3.445
3.830
3.701
3.150
3.768
5.609
5.104
4.035
4.621
4.278
5.869
6.712
6.637
7.801
3.931

a: The DQ correlation of two overlapping peaks (along the SQ dimension) is not available.
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DMF Phase
τexc (µs)
55.6

111.1

166.7
Not observed

N.A.a

DQ correlation
H1–H3
H1–H4
H1–H6
H2–H2
H2–H4
H3–H5
H4–H5
H1–H5
H2–H5
H3–H6
H4–H6
H5–H6
H3–H3
H3–H4
H1–H1
H1–H2
H2–H3
H4–H4
H5–H5
H6–H6
H2–H6

Distance (Å)
3.426
3.665
3.250
2.763
3.646
3.653
3.050
3.900
3.707
3.729
3.949
3.865
4.270
4.373
6.650
5.592
5.325
6.595
5.870
7.070
3.530

a: The DQ correlation of two overlapping peaks (along the SQ dimension) is not available.
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Benzene Phase
τexc (µs)
55.6

111.1

166.7
Not observed

N.A.a

DQ correlation
H1–H3
H1–H4
H1–H5
H1–H6
H2–H2
H2–H4
H2–H5
H2–H6
H3–H5
H3–H6
H4–H6
H5–H6
H1–H2
H3–H3
H3–H4
H2–H3
H1–H1
H4–H4
H5–H5
H6–H6
H4–H5

Distance (Å)
3.493
3.504
3.781
3.324
3.341
3.711
3.547
3.422
3.828
3.635
3.927
4.077
5.363
4.345
4.638
5.540
7.098
6.694
5.727
7.095
3.499

a: The DQ correlation of two overlapping peaks (along the SQ dimension) is not available.
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Chapter 5

5

Capturing the Guest Dynamics in Metal–Organic
Frameworks CPO-27-M (M = Mg, Zn, Ni, Co) by 2H
Solid-State NMR

5.1 Introduction

Figure 5-1: Left: The channels of dehydrated CPO-27-M. Right: The local environments
of M2+ in as-made and dehydrated (activated) CPO-27-M.
The discovery of the extended family of metal–organic frameworks (MOFs) in
recent years has opened up great opportunities for the development of gas separation and
storage materials as well as sensors.1 As novel inorganic–organic hybrid porous materials,
MOFs often possess very large surface areas, giving rise to high gas storage capacity, and
channels and cavities that allow selective inclusion of guest molecules according to their
sizes and polarities. In particular, MOFs with coordinately unsaturated metal sites, such
as CPO-27-M2-5 series (M = Mg, Zn, Ni, Co, also named as M-MOF-746 or M/DOBDC7,8,
DOBDC = 2,5-dioxido-1,4-benzenedicarboxylate), have shown much improved guest
adsorption and selectivity8-22 compared to those of classical MOFs (that only consist of
fully coordinated metal sites). As Figure 5-1 illustrates, the structure of as-made CPO-27M2 consists of one-dimensional honeycomb channels with a diameter of ~ 11 Å, formed
by the interconnecting threefold helical chains of edge-sharing MO6 units. In each MO6,
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five of the six oxygens belong to four DOBDC linkers, and the remaining oxygen is from
a water molecule directly bound to the M2+ center. This water molecule can be removed
upon dehydration. The coordination site vacated by activation is known to be the
preferential adsorption site for various guest molecules,15-23 and the strong interaction
between them is considered to be responsible for good guest selectivity and large
maximum uptake. In addition, the adsorption behaviors of CPO-27-M are found to be
highly dependent on the metal centers,8,11-15,20 emphasizing the fundamental importance
of obtaining molecular-level knowledge on how the guest molecules interact with the
exposed metal centers.
The discussion of the guest-metal interactions in CPO-27-M has been based on
diffraction-based techniques,15-19 IR and Raman spectroscopy,19,21-23 thermodynamic data
such as adsorption isotherms,4,8,10-16,19-21 and theoretical modeling.11,14,18,21,22,24-32 Due to
the difficulty of obtaining suitable single crystals for X-ray diffraction, the framework
structures of CPO-27-M samples were typically determined from more limited powder
X-ray and neutron diffraction data.2-5,15-19 It is even more challenging to obtain the
molecular-level details about the guest molecules by diffraction-based techniques since
the guest molecules are often disordered and/or undergoing rapid motions. IR and Raman
spectroscopy can be utilized to probe the binding of guest molecules but the strong
background signals from the MOF itself usually dominate the spectrum, making the
analysis of weak adsorbate signals rather difficult. Thermodynamic data, as the
macroscopic properties of interfaces, provide the information on the binding strengths but
not the binding mechanisms. The results from theoretical modeling, on the other hand,
have to be validated and refined by experimental observations. Solid-state NMR
(SSNMR) spectroscopy is a method complementary to diffraction-based techniques
because it is sensitive to local ordering and geometries. A previous study has
demonstrated the power of solid-state 25Mg NMR as a sensitive probe of adsorbing guest
molecules on the Mg center in CPO-27-Mg.33 The dehydration of CPO-27-Mg induces
the local Mg structure change from a perfectly ordered to disordered environment,
although long-range ordering of the framework remains. The disordering of local Mg
environment persists if the sample is partially rehydrated or loaded with volatile organic
compounds (VOCs). The local ordering can only be completely restored if enough water
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is available.33 Two recent reports34,35 presented variable-temperature (VT)

13

C NMR

spectra, relaxation measurements, and computer simulation of CO2 adsorbed inside CPO27-Mg. One of the most striking observations is that they found the CO2 dynamics above
150 K should be interpreted as the rapid hopping between neighboring Mg centers35
rather than the localized uniaxial rotation.34
Solid-state 2H NMR has been extensively used to follow the guest dynamics
occurring inside of the porous materials.36-43 When the motion of a 2H-enriched molecule
is constrained, e.g., by guest-metal interactions in CPO-27-M, the 2H static NMR pattern
is broad and should not display the narrow line expected for isotropic motion (random
tumbling). The observed 2H line shape can be simulated using a proper dynamic model,
considering the possible interactions between the guest molecule and the host framework
as well as their geometries. The proposed dynamic model can be further confirmed by
acquiring 2H NMR spectra at various temperatures, since the 2H line shape is very
sensitive to the motion with the rate constant between 103 and 107 s-1 (i.e., the
intermediate regime).44,45 Fitting the experimental 2H line shape in the intermediate
regime allows one to obtain the activation energy of the motion. In the current work, 2H
static NMR experiments over a broad temperature range from 133 to 293 K of four guest
molecules, D2O, CD3CN, acetone-d6, and C6D6, adsorbed in CPO-27-Mg and CPO-27-Zn
were performed. D2O was studied because trace amount of water can significantly
influence the adsorption performance for other guest molecules.46,47 CH3CN, acetone and
benzene are common VOCs and consist of several prototypical functional groups that can
potentially interact with the exposed metal sites: cyano, carbonyl, and π-electrons. For
CPO-27-Ni and CPO-27-Co, only the preliminary results of C6D6-loaded samples were
shown, due to complications resulting from the presence of paramagnetic Ni2+ and Co2+
ions.

5.2 Experimental Section
5.2.1

Sample Preparation
As-made CPO-27-M (M = Mg, Zn, Co and Ni) samples were prepared following

the procedures modified from those reported in literature.2-5

130

CPO-27-Mg

([Mg2(C8H2O6)(H2O)2]⋅8H2O):

0.75

mmol

2,5-dioxido-1,4-

benzenedicarboxylic acid (H4DOBDC, Sigma-Aldrich, 98%) was dissolved in 10 mL
tetrahydrofuran (THF, reagent grade, Caledon) in a Teflon-lined inlet of an autoclave (23
mL). An aqueous sodium hydroxide solution (3 mL, 1 M) was added to this solution. 1.5
mmol magnesium nitrate hexahydrate (Mg(NO3)2·6H2O, Sigma-Aldrich, 99%) was first
dissolved in 5 mL deionized water and then added to the Teflon inlet while stirring, upon
which a yellow precipitate formed. The autoclave was sealed and the mixture was
reacting at 110 °C for 3 d. The resulting light yellow powder was filtered, repeatedly
washed with THF, and dried at room temperature (yield: 75% based on Mg).
CPO-27-Zn ([Zn2(C8H2O6)(H2O)2]⋅8H2O): 0.75 mmol H4DOBDC was dissolved
in 10 mL THF in a Teflon-lined inlet of an autoclave (23 mL). An aqueous sodium
hydroxide solution (3 mL, 1 M) was added to this solution while stirring. 1.65 mmol zinc
nitrate hexahydrate (Zn(NO3)2·6H2O, Sigma-Aldrich, 98%) was dissolved in 5 mL
deionized water and added to the Teflon inlet. After 1 hour vigorous stirring, the
autoclave was sealed and the mixture was reacting at 110 °C for 3 d. The resulting
yellow-green powder was filtered, repeatedly washed with THF, and dried at room
temperature (yield: 80% based on Zn).
CPO-27-Co ([Co2(C8H2O6)(H2O)2]⋅8H2O): 0.75 mmol H4DOBDC was dissolved
in 10 mL THF in a Teflon-lined inlet of an autoclave (23 mL). 1.5 mmol cobalt(II)
acetate tetrahydrate (Co(CH3COO)2·4H2O, Sigma-Aldrich, 98%) was dissolved in 5 mL
deionized water and added to the Teflon inlet. After 1 hour stirring, the autoclave was
sealed and the mixture was reacting at 110 °C for 3 d. The resulting red-orange powder
was filtered, repeatedly washed with THF, and dried at room temperature (yield: 75%
based on Co).
CPO-27-Ni ([Ni2(C8H2O6)(H2O)2]⋅8H2O): 0.75 mmol H4DOBDC was dissolved
in 10 mL THF in a Teflon-lined inlet of an autoclave (23 mL). 1.5 mmol nickel(II)
acetate tetrahydrate (Ni(CH3COO)2·4H2O, Sigma-Aldrich, 98%) was dissolved in 5 mL
deionized water and added to the Teflon inlet. After 1 hour stirring, the autoclave was
sealed and the mixture was reacting at 110 °C for 3 d. The resulting ochre powder was

131

filtered, repeatedly washed with THF, and dried at room temperature (yield: 73% based
on Ni).
In order to prepare dehydrated (activated) samples, as-made CPO-27-Mg was preexchanged with fresh methanol several times. After that, ~0.1 g methanol-exchanged
sample was added into a glass tube, inserted into a Schlenk tube, and then activated under
dynamic vacuum at 523 K for 6 h. The mass of dehydrated CPO-27-Mg was accurately
determined and precisely measured volume of deuterated guest molecule was injected
into the glass tube containing the dehydrated samples. The tube was flame sealed and
placed in an oven at 383 K overnight, allowing the guest molecules to disperse uniformly
throughout the sample. Prior to 2H SSNMR experiments, guest-loaded samples were
tightly packed into 5 mm o.d. glass tubes in a glove box and sealed with multi-layers of
Teflon tape. The packed samples were under N2 protection during all NMR experiments.
The 2H NMR patterns did not show any significant change after storing the packed
samples in a dessicator for six months. Guest-loaded CPO-27-Zn, Co, and Ni samples
were obtained in a similar way but using a lower activation temperature (423 K) and
without methanol pre-exchange. Theoretical loading amount was calculated according to
the ratio of guest molecules to metal centers.
The identity and crystallinity of CPO-27-M samples were examined by powder
X-ray diffraction. PXRD patterns (Figure 5-A1, appendix) were recorded on a Rigaku
diffractometer using Co Kα radiation (λ = 1.7902 Å). Samples were scanned at 5° ≤ 2θ
≤ 45° at a scan rate of 10°/min with a step-size of 0.02°.
The guest contents of CPO-27-M samples were checked by thermogravimetric
analysis (TGA). The samples were heated under N2 atmosphere on a Mettler Toledo
TGA/DTA851e instrument from 25 to 500 °C at a constant heating rate of 10 °C/min.

5.2.2

NMR Characterization
The 2H static SSNMR spectra of guest-loaded CPO-27-M samples were measured

on a Varian Infinity Plus 400 WB spectrometer at 61.3 MHz at a magnetic field of 9.4 T
using a horizontal 5 mm static probe and exorcycled quadrupole echo sequence.48 The
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90° pulse of 2H was 3.6 μs and the interpulse delay τ was set to be 30 μs. The chemical
shift of 2H was referenced to D2O at 4.8 ppm, relative to neat (CD3)4Si. The pulse delay
of 2H was between 0.5 and 2 s and the number of scans was between 2048 and 24576.
To capture all dynamic features of the system, variable-temperature (VT) 2H
SSNMR experiments were performed from 133 to 293 K. The sample temperature was
controlled by a Varian variable-temperature unit. The samples were kept at least 10 min
at a given temperature to ensure that thermal equilibrium was reached before acquiring
the NMR signal.
The line-broadening of 2H (I = 1) SSNMR spectroscopy is dominated by the firstorder quadrupolar interaction between the nuclear quadrupole moment and the electric
field gradient (EFG), denoted by the EFG tensor with three nonzero principle
components VXX, VYY, VZZ.49 The three components are ordered such that |VXX| ≤ |VYY| ≤
|VZZ|, and they satisfy VXX + VYY + VZZ = 0. Two parameters are typically reported,
𝐶Q = (𝑒𝑄𝑉ZZ )/ℎ

𝜂Q = (𝑉XX − 𝑉YY )/𝑉ZZ

(Equation 5-1)
(Equation 5-2)

where CQ is the nuclear quadrupolar coupling constant in Hz and ηQ is the asymmetry
parameter. For static C–D or O–D bonds, the largest component of the EFG tensor, VZZ,
is typically along the bond direction. The other two components are equal and
perpendicular to the bonds (i.e., axial symmetric, ηQ = 0). Any motion that causes a
reorientation of the EFG tensor can result in changes in the 2H static line shape. The 2H
NMR spectrum looks identical to that under the static condition if the reorientation is
slower than 103 s-1 (the slow-limit regime). When the rate constant increases, the line
shape evolves gradually between 103 and 107 s-1 (the intermediate regime) until at about
107 s-1 or faster (the fast-limit regime) the line shape can be described by an averaged
effective tensor. In this work, the motion is described in terms of sets of successive
(1)

rotations.50 The first set, 𝛺𝑗

(1)

(1)

(1)

= (𝛼𝑗 , 𝛽𝑗 , 𝛾𝑗 ), rotates the principle axis system of

the EFG tensor into coincidence with an intermediate jump frame, where (α, β, γ) is
Euler angles in Rose convention.51 N1 such rotations can be defined, j = 1, 2, …, N1. The
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(2)

(2)

(2)

(2)

second set, 𝛺𝑘 = (𝛼𝑘 , 𝛽𝑘 , 𝛾𝑘 ), can be then specified to rotate the intermediate
jump axes into any of N2 different orientations with respect to a crystal-fixed reference

frame.
2

H NMR patterns were simulated using EXPRESS package50 in MATLAB and

QuadFit software.52 The former was used to obtain the motionally averaged 2H EFG
parameters, including CQ and ηQ, as well as the 2H line shape in the intermediate regime;
whereas the latter was used to simulate the 2H line shape when different types of motions
coexisted. The ηQ values of static C–D and O–D bonds were assumed to be zero.

5.3 Results and Discussion
5.3.1

Dynamic Models

Figure 5-2: Schematic illustration of guest dynamics using D2O adsorbed on CPO-27-M
as an example: (a) π flip-flop of D2O about its C2 axis (i.e., internal motion) followed by
(b) uniaxial rotation of the whole D2O molecule (i.e., external motion). ϕ is the angle
between the Z axis of the intermediate frame (C2 axis of D2O) and the rotation axis.
Thermal motions of guest molecules can be classified into two groups: motions
that occur inside of a single molecule (“internal motions”), and motions of the molecule
as a whole (“external motions”). As shown in Figure 5-2, π (180°) flip-flop of D2O about
its C2 axis is a good example of internal motions while the uniaxial rotation of the whole
D2O molecule is external motion. The two types of motions often occur simultaneously
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but internal motions generally have much smaller activation energy and therefore persist
even if all external motions have been quenched at low temperature. Internal motions are
determined by the geometry of guest molecules. In this work, possible internal motions
include π flip-flop of D2O about its C2 axis (hereafter referred to as “π flip-flop”),
rotation of –CD3 group of CD3CN or acetone-d6 about its C3 axis (hereafter referred to as
“C3”), and in-plane rotation of C6D6 about its C6 axis (hereafter referred to as “C6”). For
external motions, two dynamic models are proposed: the above-mentioned uniaxial
rotation and the non-localized multiple-site hopping.

5.3.1.1

Uniaxial Rotation

It has been demonstrated in previous studies that the exposed metal centers of
CPO-27-M are the preferential binding sites.15-23 The strengths of binding, characterized
by the heat of adsorption, are particularly large (> 40 kJ⋅mol-1) for some guest molecules.
Strong chemical bonding between guest molecules and metal centers is suggested in such
cases. Therefore, an intuitive idea of external motions is that the guest molecule can be
strongly bound to a M2+ ion and undergoing rapid uniaxial rotation as a whole about a
fixed rotational angle ϕ (Figure 5-2b).

5.3.1.2

Multiple-Site Hopping

In the multiple-site hopping model, the guest molecule is not bound to a specific
M2+ ion and hence is allowed to hop rapidly between different metal ions of CPO-27-M.
During such non-localized hopping, the angle between the Z axis of the intermediate
frame and the crystallographic c axis, θ, is constant. As Figure 5-3a illustrates, there are
six M2+ chains within a single channel and the M2+ ions in each chain are related to each
other by the translation along the c axis. The hopping between different metal centers can
be divided into two types: exchange between different M2+ chains, and translation along
the M2+ chains. Only the first type causes the change of 2H line shape since the second
one has no effect on the orientation of the EFG tensors. Therefore, it seems that the
hopping of guest molecules in three dimensions is equivalent to the hopping between six
M2+ ions in the single a,b plane. Due to shorter diffusion lengths, the hopping between
two neighboring M2+ ions is much more favorable. As a result, there are only five
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possible hopping motions: two-site, three-site, four-site, five-site, and six-site hopping.
The six-site hopping can be conveniently visualized as a circular rotation of the whole
molecule on a cone with the cone angle θ; whereas the other four motions occur on an arc
with the angle of 60°, 120°, 180° and 240°, respectively (Figure 5-3b). The five hopping
motions have different effects on the 2H line shapes in the fast-limit regime (Figure 5-3c),
among which only the six-site hopping results in a typical Pake doublet.

Figure 5-3: (a) A brief schematic illustration of the non-localized multiple-site hopping
on the a,b plane. (b) In the language of NMR, the hopping of a guest molecule between
different M2+ ions in the a,b plane is equivalent to motions occurring on the base of a
cone with the cone angle of θ. (c) Analytical simulations (performed using EXPRESS
package) of 2H static powder patterns of multiple-site hopping in the fast-limit regime.
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5.3.2

D2O in CPO-27-M
As an ever-present component of many gas mixtures, water plays an important

role in the guest adsorption. There is a significant loss of the adsorption capacity when
activated CPO-27-M is exposed to the humid atmosphere (namely “water effect”).46,47
The strong water–metal interaction has been suggested to be responsible for such “water
effect”. However, it is challenging to characterize this interaction, in particular at low
water coverage, since water molecules are usually disordered and/or undergoing rapid
motions. 2H SSNMR spectroscopy is therefore very suitable to provide the molecularlevel information about this “water effect”.

Figure 5-4: Experimental 2H static spectra of D2O in CPO-27-Mg at 293 K as a function
of loading.
The 2H static spectra of D2O in CPO-27-Mg at 293 K as a function of loading are
shown in Figure 5-4. At a low loading of 0.6D2O/Mg, the 2H spectrum exhibits a single,
broad pattern with a nonzero ηQ ~ 0.8, which is a line shape typical of fast π flip-flop
about a C2 symmetry axis. According to the model shown in Figure 5-2a, where all D2O
molecules are bound to Mg2+ ions and flipping rapidly about the sector of the D–O–D
angle (104.5°, gas phase53), the experimental line shape can be simulated using the CQ of
195 kHz for static O–D bond, agreeing well with those observed in various hydrates of
inorganic compounds.54 The above-mentioned “water effect” is therefore due to the fact
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that some Mg2+ ions have been covered by strongly bound water molecules and therefore
are not accessible any more for other guest molecules. When the loading is increased to
1.0D2O per Mg2+, however, there are at least two components in the 2H spectrum. The
broad feature has a line width comparable to the pattern of 0.6D2O/Mg, indicating some
D2O are still strongly bound. The center component, exhibiting a Lorentzian line shape
with a full-width at half-height (FWHH) of ~ 24 kHz, is likely due to the disordered D2O
that only weakly interact with Mg2+ ions. The motions of such D2O are less constrained,
giving rise to a sharp and featureless profile. The direct observation of two types of D2O
molecules confirms a previous

25

Mg SSNMR study33 that the water molecules seem not

to be homogenously distributed within the channels, even though in principle every Mg2+
should adsorb one water molecule. The water initially coordinated to Mg2+ ions (i.e., the
broad component) interact with the water molecules subsequently entering the channels
(i.e., the narrow component), probably via hydrogen bonding, leaving a significant
amount of five-coordinated Mg unaffected, and resulting in an obvious loss of observed
25

Mg intensity (i.e., typically six-coordinated Mg) compared to the as-made sample.
In order to obtain more details on the nature of motion, variable temperature (VT)

2

H SSNMR experiments were performed on the 0.6D2O/Mg sample. The acquired 2H

SSNMR spectra are shown in Figure 5-5. The 2H line shape starts to evolve below 193 K
and two horns with a splitting of ~ 150 kHz emerge at 173 K. The two horns become
more evident at 153 K. The observed 2H line shapes of the 0.6D2O/Mg sample at 173 K
and 153 K are typical of π flip-flop of D2O in the intermediate regime.
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Figure 5-5: Experimental and simulated 2H static spectra of the 0.6D2O/Mg sample as a
function of temperature. The dynamic model for simulation: π flip-flop of D2O about its
C2 axis.
As Figure 5-6a illustrates, the 2H static spectrum of the 0.6D2O/Zn sample at 293
K looks distinct from that of the 0.6D2O/Mg sample but similar to that of the 1.0D2O/Mg
sample, consistent with the fact that the “water effect” is dependent on the nature of metal
ions.46 The 2H spectrum of 0.6D2O/Zn sample also consists of a broad feature, which is
identified as π flip-flop of the bound D2O, and a sharp Lorentzian-type peak with a
FWHH of ~ 12 kHz, which is attributed to the D2O that are not strongly bound to Zn2+.
The center peak of the 0.6D2O/Zn sample is even sharper than that of the 1.0D2O/Mg
sample, implying much higher mobility of D2O in CPO-27-Zn. Moreover, the existence
of large amounts of unbound D2O, at a low loading of 0.6D2O/Zn, also indicates that the
five-coordinated Zn2+ of activated CPO-27-Zn has a lower affinity to H2O than the fivecoordinated Mg2+ of activated CPO-27-Mg, agreeing with the reported thermodynamic
data and theoretical modeling results: From TGA results, it was determined that water in
CPO-27-Mg were evacuated at a higher temperature than those in CPO-27-Zn.2,3 In
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addition, the calculated hydration energy of five-coordinated Mg2+ to six-coordinated
Mg2+ (-102.6 kJ⋅mol-1) is higher than the energy for Zn2+ (-91.2 kJ⋅mol-1).55 The 2H
spectrum of the 2.0D2O/Zn sample at 293 K is unsurprisingly overwhelmed by a very
sharp Lorentzian pattern with a FWHH of only ~ 3 kHz, illustrating that most D2O
molecules are undergoing rapid isotropic tumbling within the channels.

Figure 5-6: Experimental 2H static spectra of (a) D2O in CPO-27-Zn at 293 K as a
function of loading, and (b) the 0.6D2O/Zn sample as a function of temperature.
The VT 2H static spectra of the 0.6D2O/Zn sample are shown in Figure 5-6b. The
2

H spectra always consist of a broad component and a narrow center component. When

the temperature drops, it seems that the unbound D2O molecules (i.e., the narrow
component) are gradually converted to the bound D2O molecules (i.e., the broad
component), but never completed even at 153 K, which is the lowest temperature
measured, implying a weaker interaction between D2O and exposed Zn2+ than Mg2+.
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5.3.3

CD3CN in CPO-27-M

Figure 5-7: Experimental and simulated 2H static spectra of CD3CN in CPO-27-Mg at
293 K as a function of loading. The dynamic models for simulation: rotation of methyl
C–D about its C3 axis followed by non-localized six-site (or two-site) hopping motions.
Many toxic volatile organic compounds (VOCs) such as pesticides contain cyano
groups. CH3CN serves as an interesting model of these VOCs. Furthermore, CH3CN is a
Lewis base which can interact with exposed metal centers (Lewis acids) of CPO-27-M.
The 2H static spectra of CD3CN in CPO-27-Mg at 293 K as a function of loading are
shown in Figure 5-7. At a low loading of 0.2CD3CN/Mg, the 2H spectrum exhibits a
typical Pake doublet with the horn separation of ~ 18 kHz, corresponding to a CQ of 24
kHz. This CQ value is significantly smaller than the common CQ values for the internal
motion of –CD3 group in CD3CN (~ 50 kHz54,56,57), when it is rotating rapidly about its
fixed C3 axis. Therefore, there must be additional reorientation of the whole CD3CN
molecule (external motion) occurring simultaneously, further narrowing the spectrum.
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When more CD3CN molecules are adsorbed, the 2H spectra become narrower and are the
superimposition of two components: a broad component with a non-zero ηQ, and a center
narrow Pake doublet. It is worth mentioning that the horn separation of the Pake doublet
decreases when the loading increases, from ~ 18 kHz in the 0.2CD3CN/Mg sample and ~
9 kHz in the 0.6CD3CN/Mg sample, to ~ 4 kHz in the 1.0CD3CN/Mg sample, the origin
of which is discussed as follow.

Figure 5-8: Schematic illustration of the local geometry of CD3CN adsorbed in CPO-27M as a function of loading.
Both uniaxial rotation and multiple-site hopping models can be used to simulate
the external motion of CD3CN in CPO-27-Mg. However, to exhibit the Pake doublet, a
motion with a C3 or higher axial symmetry is required. As previous literatures described,
the uniaxial rotation of guest molecules is virtually unfavorable for CPO-27-M since the
chemical environment around M2+ is not strictly axially symmetric and the “cone” for
uniaxial rotation is not of constant free energy.32,35 The non-localized six-site hopping
model has to be used, in which the whole CD3CN molecules are hopping between six
sites in the a,b plane (Figure 5-3). At higher loading, the channels of CPO-27-Mg
become more crowded. As a result, the enhanced repulsive forces between neighboring
CD3CN molecules cause them to stay apart along the channel from each other, giving rise
to a smaller angle (θ) between the C3 axis of –CD3 group (the Z axis of the intermediate
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frame) and the c axis (Figure 5-8), agreeing well with the above-mentioned experimental
observations. Another reason to use the multiple-site hopping model is that the broad
component can be fitted reasonably well with a two-site hopping model using the same θ.

Figure 5-9: Experimental 2H static spectra of the 0.6CD3CN/Mg sample as a function of
temperature. The dynamic models for simulation: rotation of methyl C–2H about its C3
axis followed by non-localized six-site (or two-site) hopping motions.
In order to determine the accurate value of θ, the 2H EFG parameters of static C–
D bond in methyl groups have to be established. 2H static spectra of the 0.6CD3CN/Mg
sample over a broad temperature range, from 293 to 153K, are shown in Figure 5-9. The
center component gradually loses its Pake doublet-like feature at lower temperatures and
eventually evolves into a Lorentzian peak (with approximately the same FWHH as the
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center component at 293 K). At the same time, the broad component becomes more and
more prominent and two new edges with the separation of ~ 78 kHz start to appear at 253
K, which are assigned to the CD3CN that are not involved in the non-localized hopping
(i.e., they are strongly bound to Mg2+ ions). With sufficient cooling, the center Lorentzian
component disappears and only the broad component is present at 153 K, which is a Pake
doublet with a CQ of 51 kHz. This CQ value is typical of the internal motion of –CD3,
indicating that all non-localized hopping motions have been quenched. With a low
activation energy, the internal motion of methyl group is still in the fast-limit regime even
at the lowest temperature measured (153 K). The EFG parameters of the internal motion
of –CD3 group obtained from this experiment are used to simulate the 2H spectra of other
CPO-27-M samples loaded with CD3CN and acetone-d6. The accurate θ values of
CD3CN/Mg samples as a function of loading are therefore shown in Figure 5-7. It should
be mentioned that the observed trend of change of 2H spectra is inconsistent with what is
expected for the six-site hopping (or any of the other multiple-site hopping models) on
the single a,b plane (Figure 5-A2–A4). A possible reason for this is given as follow
according to the crystal symmetry of CPO-27-M.

Figure 5-10: A detailed schematic illustration of the non-localized multiple-site hopping
viewed along the c axis (left) and perpendicular to the c axis (right).
The isostructural CPO-27-M MOFs crystallize in the trigonal space group R-3
(No. 148).2-5 As mentioned earlier, the one-dimensional channels of CPO-27-M are
formed by the interconnection of edge-sharing MO6 octahedra by DOBDC linkers. Figure

144

5-10 illustrates that the edge-sharing MO6 octahedra consist of three types of M2+ chains
along the c axis, labeled as chain A, chain B, and chain C, respectively, exposing to three
different channels. The M2+ ions in the same chain are related to each other by a
translation along the c axis while the M2+ ions in different chains are related to each other
by a 31 screw axis. However, only two types of M2+ chains are accessible for each
channel, e.g., chain A and chain B. Within this channel, the M2+ ions in chain A1 are
related to the M2+ ions in chain A3 and chain A5 by a C3 rotation axis; whereas the M2+
ions in chain A1 are related to the M2+ ions in chain B4 by an inversion center (same for
A3 and B6, A5 and B2). Therefore, as Figure 5-10 shows, there are two possible paths for
the “two-site” hopping (e.g., A1 ↔ B2) if all translation motions (along the c axis) have
been ignored: A1(2) (i.e., the M2+ in chain A1 and layer 2) ↔ B2(1), and A1(2) ↔ B2(4),
with diffusion lengths of 7.97 and 8.65 Å, respectively. In the fast-limit regime, the
consequences of two motions are indistinguishable and both are equivalent to that of a
“two-site” hopping on the single a,b plane, i.e., yielding the identical line shape.
Nevertheless, with different diffusion lengths, the two motions are expected to possess
very similar, but unequal activation energies. Therefore, the rate constants of two motions
are typically different at the same temperature and such difference becomes detectable
when the motions enter the intermediate regime upon cooling (Figure 5-A2). The
resulting 2H NMR line shape must be a superimposition of two patterns. In addition, if
translation motions are also taken into account, the “two-site” hopping is virtually an
ensemble of a large number of closely related motions including A1(2) ↔ B2(1), A1(2) ↔
B2(4), A1(2) ↔ A1(5) ↔ B2(4), A1(2) ↔ B2(4) ↔ B2(1), etc., with a certain distribution
of activation energy. The observed 2H spectrum hence must more or less display the
features characteristic of systems with distributions. The scenario of guest dynamics in
the intermediate regime becomes even more complicated for other “multiple-site”
hopping motions due to much more possible diffusion paths, in particular for the “six-site”
hopping. Under extreme conditions, the doublet-like features could completely disappear
and only a featureless pattern could be observed, like the center component appeared in
the 2H spectra of the 0.6CD3CN/Mg sample between 273 and 173 K. For this sample, all
multiple-site hopping of CD3CN have been quenched (i.e., in the slow-limit regime) with
sufficient cooling (153 K) and they become identical again.
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Figure 5-11: Experimental and simulated 2H static spectra of the 0.4CD3CN/Zn sample
as a function of temperature. The dynamic models for simulation: rotation of methyl C–
2

H about its C3 axis followed by non-localized six-site (or two-site) hopping motions.
The 2H static spectrum of the 0.4CD3CN/Zn sample at ambient temperature

(Figure 5-11) exhibits a typical Pake doublet, which is very similar to that of the
0.2CD3CN/Mg sample. Therefore, the motion of CD3CN in CPO-27-Zn at 293 K is also
the non-localized hopping between six sites. However, the VT 2H NMR behavior of
CD3CN adsorbed on Zn2+ is distinct from what is observed for CD3CN adsorbed on Mg2+.
Two shoulders arise below 273 K and the Pake doublet is eventually evolved into a
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pattern with a CQ of ~36 kHz and a nonzero ηQ of ~0.4 at 238 K. Spectral simulations
reveal that it corresponds to a non-localized two-site hopping with θ of 62°, which is
much smaller than the 83° at 293 K. It hence seems that the CD3CN is attracted towards
the walls at low temperatures, resulting in a smaller angle (θ) of the C3 axis with respect
to the c axis. Below 238 K, some CD3CN molecules become localized (i.e., not involved
in the multiple-site hopping). The amount of localized CD3CN increases when the
temperature decreases and the non-localized two-site hopping finally freezes at 193 K.
The internal motion of methyl group persists under all conditions.
Although very different VT 2H NMR behaviors are observed in CD3CN/Mg and
CD3CN/Zn samples, it is not straightforward to compare the relative binding strengths of
CD3CN on Mg2+ and Zn2+ based on the 2H SSNMR data. There is an observable amount
of CD3CN hopping between two adjacent sites at 293 K for CD3CN in CPO-27-Mg,
which is a hint of stronger binding. However, the conversion from the non-localized to
the localized CD3CN for CPO-27-Mg completes at a significantly lower temperature than
CPO-27-Zn (153 K compared to 193 K). More experiments are thus required to
thoroughly understand the binding of CD3CN.

5.3.4

Acetone-d6 in CPO-27-M
Acetone is one of the most extensively used probe molecules for the measurement

of the acidity for solid acid catalysts.58 Moreover, acetone is a model compound for the
large groups of carbonyl-containing compounds. The carbonyl group of acetone, acting
as a Lewis base, can coordinate with the exposed metal centers of CPO-27-M. Figure 512 illustrates the 2H static spectra of acetone-d6 ((CD3)2CO) in CPO-27-Mg at 293 K as a
function of loading. Like the samples loaded with CD3CN (at high loading), there are also
two components in the 2H spectra: a broad component with a nonezero ηQ of ~ 0.5, and a
narrow Pake doublet in the center. The broad component is assigned to the external
motion of acetone molecules with symmetry lower than C3. In literature, rapid π flip-flop
of acetone about the C=O bond also yields a non-zero ηQ but this ηQ value (~ 0.7) is
derived from the values in this work. Therefore, similar to CD3CN/Mg samples, the broad
component has to be attributed to the hopping of whole acetone between two neighboring
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Mg2+ ions. The horn separation of the center component is significantly narrower than
that of the internal motion of –CD3 group, unambiguously implying an additional
reorientation of the whole acetone molecules with high symmetry (i.e., six-site hopping).
It is worth mentioning that the horn separation enlarges with increasing loading for
(CD3)2CO/Mg samples, opposite to what is found for CD3CN/Mg samples, the origin of
which is provided in the next section.

Figure 5-12: Experimental and simulated 2H static spectra of acetone-d6 in CPO-27-Mg
at 293 K as a function of loading. The dynamic models for simulation: rotation of methyl
C–2H about its C3 axis followed by non-localized six-site (or two-site) hopping motions.
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Figure 5-13: Schematic illustration of the local geometry of acetone-d6 adsorbed in CPO27-M as a function of loading.
Firstly, the 2H spectra at 293 K imply that the two methyl groups of acetone must
be equivalent (i.e., they have identical θ, θ is the angle between the C3 axis of the methyl
group and the c axis, Figure 5-13): The two components of the 2H spectra should be
interpreted as acetone molecules have two distinct types of external motions (a two-site
hopping and a six-site hopping), rather than that the two methyl groups of the same
acetone reorientate in two different ways, since in principle their motions must possess
the same type of symmetry (i.e., both are axial symmetric or both are not axial
symmetric). Therefore, the C=O bond of acetone must be in the a,b plane (Figure 5-13).
The allowed range for θ thus varies between 32° (calculated from the C–C–C angle of
acetone in gas phase,53 116°), in which the C–C–C plane is parallel to the c axis, and 90°,
in which the C–C–C plane is perpendicular to the c axis. At a low loading, the C–C–C
plane is expected to align approximately along the c axis because under such condition
the two methyl groups of acetone are farthest away from the walls and minimize the
repulsion forces between methyl groups and the walls. When more and more acetone is
added, the repulsion forces between adjacent acetone molecules along the Mg2+ chains
(e.g., the two acetone molecules absorbed on A1(2) and A1(5), respectively, shown in
Figure 5-10) cause the acetone to rotate with respect to the C=O bond, giving rise to a
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larger θ. The second motion, corresponding to the broad feature, could be fitted as well
with a two-site hopping of acetone using the same θ.

Figure 5-14: Experimental and simulated 2H static spectra of the 0.6(CD3)2CO/Mg
sample as a function of temperature. The dynamic models for simulation: rotation of
methyl C–D about its C3 axis followed by non-localized six-site (or two-site) hopping
motions.
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Figure 5-15: Arrhenius plot for the rate constant of the two-site hopping motion between
193 and 143 K.
The 2H static spectra of the 0.6(CD3)2CO/Mg sample over the temperature range
from 293 to 143 K are shown in Figure 5-14. The shoulders of the broad component
become more and more prominent at lower temperatures. At 233 K, the six-site hopping
motion disappears and only the two-site hopping motion persists. The conversion from
the six-site hopping to the two-site hopping upon cooling is reasonable, since the six-site
hopping has a much longer diffusion length and thus must have higher activation energy.
When the temperature is further decreased, the 2H spectra exhibit two noticeable changes:
One is the emergence of two new edges at ~ ±40 kHz, corresponding to the (CD3)2CO
molecules that have been transformed into localized species;59-62 and the other change is
that the center component starts to display the line shape characteristic of the two-site
hopping in the intermediate regime. The rate constant of the two-site hopping is hence
determined by simulating the line shape of the center component. As Figure 5-15 shows,
the temperature dependence of the rate constant between 193 and 143 K shows a typical
Arrhenius dependence, with an activation energy E = 6.5 ± 0.6 kJ⋅mol-1 and a preexponential factor of k0 = (9.8 ± 0.1) × 106 s-1. Since the activation energy for the nonlocalized two-site hopping is quite low, it seems that acetone only weakly interacts with
Mg2+. From a previous study, 25Mg SSNMR data suggested there is a distribution of local
Mg environments for CPO-27-Mg loaded with acetone (or CH3CN), although powder
XRD patterns indicates the long-range ordering of the framework is retained.33 The
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interaction between the oxygen of carbonyl group and Mg2+ is not strong enough to
ensure all the adsorbed acetone molecules are perfectly ordered, i.e., they have identical
Mg–OC(CH3)2 distance. Instead, a distribution of the Mg–OC(CH3)2 distance from site to
site is expected, giving rise to an asymmetric and featureless

25

Mg line shape

characteristic of disordered systems. The same situation occurs for the CPO-27-Mg
sample loaded with CH3CN.

Figure 5-16: Experimental and simulated 2H static spectra of acetone-d6 in CPO-27-Zn at
293 K as a function of loading. The dynamic models for simulation: rotation of methyl
C–D about its C3 axis followed by non-localized six-site (or two-site) hopping motions of
the whole molecule.
In sharp contrast to the CPO-27-Mg samples, the 2H static spectra of the CPO-27Zn samples loaded with acetone-d6 at 293 K (Figure 5-17) only contain a Pake doublet
even at a high loading of 0.8(CD3)2CO per Zn2+, implying a six-site hopping motion for
acetone. The absence of two-site hopping reveals that the acetone in CPO-27-Zn is more
mobile than the acetone in CPO-27-Mg, i.e., a weaker interaction exists between acetone
and Zn2+ than 25Mg. Thermodynamic data illustrate that more energy is required to break
the Mg2+–OC(CH3)2 bond (93.3 kJ⋅mol-1) than the Zn2+–OC(CH3)2 bond (72.8 kJ⋅mol-1)63.
The horn separation enlarges with the increasing loading of (CD3)2CO in CPO-27-Zn,
similar to the (CD3)2CO/Mg samples.
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Figure 5-17: Experimental and simulated 2H static spectra of the 0.2(CD3)2CO/Zn
sample as a function of temperature. The dynamic models for simulation: rotation of
methyl C–2H about its C3 axis followed by non-localized six-site (or three-site) hopping
motions.
The VT 2H NMR spectra of the 0.2(CD3)2CO/Zn sample are shown in Figure 5-17.
A new broad component arises at about 253 K and the center Pake doublet is eventually
converted to a pattern with a nonzero ηQ at 183 K. According to the CQ (25 kHz) and ηQ
(0.44) values, it is identified as the acetone that undergo rapid three-site hopping with the
same θ (67°) as the six-site hopping at 293 K. The observation of the three-site hopping
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in the 0.2(CD3)2CO/Zn sample, rather than the two-site hopping in the 0.2(CD3)2CO/Mg
sample, again validates the higher mobility of acetone in CPO-27-Zn than CPO-27-Mg.
With sufficient cooling, the two edges of the internal motion of methyl group become
evident but the three-site hopping motion never stops even at the lowest temperature
measured (133 K), further confirming that the interaction between acetone and Zn2+ is
weaker than 25Mg.

5.3.5

C6D6 in CPO-27-M
Although CPO-27-M MOFs have been demonstrated to be promising candidates

for selective separation of alkenes from alkanes,11,15,21 only limited information is known
on the nature of the interactions between exposed metal centers and π systems. In CPO27-M, benzene can interact with exposed M2+ ions in two different ways: The six Cδ––Hδ+
bond dipoles of benzene combine to produce a region with negative electrostatic potential
on the face of the π system. Electrostatic forces facilitate a natural attraction of cations to
the surface of the π system, which is called the cation-π interaction.64 The second type of
interaction exists only for ions with unfilled d orbitals (Ni2+ or Co2+),15,21,23 which is a πdonation bond involving a process with donation of electrons from the filled π orbital of
benzene to the unfilled d orbital of ions.

5.3.5.1

CPO-27-Mg and CPO-27-Zn

As Figure 5-18 illustrates, the 2H static spectra of the 0.2C6D6/Mg sample at 293
K exhibits a Pake doublet with the CQ of 20 kHz, which is much smaller than the typical
CQ value (~ 90 kHz36-38) for in-plane rotation of benzene about its C6 axis, implying the
existence of additional external motion. When the sample is cooled down, the two horns
of the Pake doublet gradually diminish and a Lorentzian pattern with FWHH of ~16 kHz
emerges at 213 K. Two new horns are observed at ~ ±35 kHz at 203 K and become more
and more prominent at lower temperatures, which are unambiguously assigned to the inplane rotation of benzene. The center Lorentzian pattern eventually diminishes at 143 K.
The CQ of C–D bond in benzene, averaged by rapid in-plane rotation about its C6 axis, is
therefore CQ = 92 kHz and ηQ = 0, agreeing well with the literature.36-38 The external
motion observed in the 2H spectrum at 293 K is identified as the six-site hopping motion.
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It is worth mentioning that the above-mentioned trend of change is similar to that of the
center Pake doublet of the 0.6CD3CN/Mg sample, implying the same origin.

Figure 5-18: Experimental and simulated 2H static spectra of the 0.2C6D6/Mg sample as
a function of temperature. The dynamic models for simulation: in-plane rotation of
benzene about its C6 axis followed by non-localized six-site hopping.

155

The 2H static spectra of C6D6 in CPO-27-Zn at 293 K as a function of loading are
shown in Figure 5-19. At a low loading of 0.2C6D6 per Zn2+, the 2H spectrum is a typical
Pake doublet with the horn splitting of ~ 25 kHz, corresponding to the benzene molecules
that are undergoing the rapid six-site hopping motion. When the loading is increased, at
0.6C6D6 per Zn, the 2H spectrum consists of a very sharp, solution-like NMR peak in the
middle, and a broad component at the bottom. The former one is assigned to the benzene
molecules that do not interact with Zn2+ ions and thus undergo rapid isotropic tumbling
inside of the channels; whereas the latter one is due to the benzene molecules that have
strong interactions with Zn2+ ions.

Figure 5-19: Experimental 2H static spectra of C6D6 in CPO-27-Zn at 293 K as a
function of loading.
As illustrated in Figure 5-20, the 2H static spectrum of the 0.2C6D6/Zn sample at
273 K consists of a new sharp feature in the middle, which looks like a Lorentzian pattern
similar to what appeared in the VT 2H spectra of the 0.2C6D6/Mg sample. Below 273 K,
the gap between the two horns of the Pake doublet is filled by this new feature. There is
little change for the resulting “flat” top over a very broad temperature range, from 273 to
153 K. Although the flattening of two horns can be observed for certain types of motion
in the intermediate regime (e.g., the four-site hopping, Figure 5-A3), it should disappear
immediately when the temperature is varied. Therefore, the “flat” top observed here is
unlikely to be the result of a single motion. Lacking more experimental evidence, the
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details about the origin of such feature are unavailable. At 153 K, two shoulders at ~ ±35
kHz and two edges at ~ ±70 kHz become evident, indicating some benzene molecules
have attached to Zn2+ ions.

Figure 5-20: Experimental 2H static spectra of the 0.2C6D6/Zn sample as a function of
temperature. The dynamic models for simulation: in-plane rotation of benzene about its
C6 axis followed by non-localized six-site hopping.

5.3.5.2

CPO-27-Ni and CPO-27-Co

From the NMR point of view, the behaviors of CPO-27-Ni and CPO-27-Co, as
paramagnetic solids, are distinct from those of diamagnetic solids (e.g., CPO-27-Mg and
CPO-27-Zn). The large magnetic moment of the unpaired electrons of paramagnetic ions
such as Ni2+ (S = 1, S is the total spin of electrons) and Co2+ (S = 3/2) couples with the
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magnetic moment of the nucleus of interest. Such interaction is formally equivalent to
chemical shift anisotropy but quite comparable in magnitude to quadrupolar coupling.65
Herein, the effects of paramagnetic centers are analyzed in the following way.66
The coupling between an electronic and a nuclear magnetic moment, treated
similar to chemical shift anisotropy, consists of an isotropic interaction (the Fermi contact
shift) and an anisotropic dipolar interaction (the dipolar or pseudocontact shift):
𝛿hyp = 𝛿con + 𝛿dip

(Equation 5-3)

where the hyperfine shift 𝛿hyp is the chemical shift due to the paramagnetic center, 𝛿con

is the Fermi contact shift, and 𝛿dip is the dipolar shift. The two interactions differ in their

mechanism. The former one is a through-bond effect, resulting from a spin delocalization
of the unpaired electron. In the case of C6D6 in CPO-27-Ni (or CPO-27-Co), the unpaired
d electrons of Ni2+ (or Co2+) can enter the π* orbital of benzene by back donation. As a
consequence, significant Fermi contact spin density, 𝜌𝛼𝛽 , can be found at the deuterium

nuclei, inducing a large Fermi contact shift. The Fermi contact shift 𝛿con is proportional
to 𝜌𝛼𝛽 and inversely proportional to the absolute temperature T:
𝛿con = 𝑚

𝑆+1
𝑇

𝜌𝛼𝛽

(Equation 5-4)

where m is a collection of constants. Since 𝜌𝛼𝛽 can be either positive or negative, Fermi

contact shifts have different signs: positive spin density corresponds to a downfield shift
while negative spin density gives rise to an upfield shift.
Dipolar interaction, in contrast, is a through-space interaction proportional to 1/r3,
where r is the distance from the nucleus studied to the unpaired electron. The line shape
of the powder pattern is influenced by the anisotropic part of the dipolar interaction.
Under the experimental conditions applied, C6D6 molecules are undergoing rapid
motions, which could not only average the quadrupolar interactions but also the electronnucleus coupling. Only the averaged values of 𝛿hyp are reported in this chapter.
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Figure 5-21: Experimental and simulated 2H static spectra of the 0.2C6D6/Ni sample as a
function of temperature. The dynamic models for simulation: in-plane rotation of benzene
about its C6 axis followed by non-localized six-site hopping.
The 2H static spectra of the 0.2C6D6/Ni sample as a function of temperature are
shown in Figure 5-21. The 2H spectrum at ambient temperature (293 K) is significantly
distorted by the strong coupling between the unpaired electrons of Ni2+ and the magnetic
moment of 2H, giving rise to an asymmetric pattern. Simulation of this spectrum yields a
set of 2H EFG parameters: CQ = 30 kHz, ηQ = 0, and hyperfine shifts: δiso = -80 ppm, Ω =
300 ppm, κ = 1, α = 0°, β = 20°, and γ = 0°, where α, β, γ are Euler angles between the
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EFG and CSA tensors (herein hyperfine shifts are treated as chemical shifts) in Rose
convention.51 The small CQ (= 30 kHz) and axial symmetric ηQ (= 0) and κ (= 1) values
all indicate that C6D6 in CPO-27-Ni also experiences a rapid in-plane rotation about its C6
axis followed by a non-localized hopping between six sites. The FWHH of the spectrum
(28 kHz) is close to the CQ obtained from spectral simulation, opening up the possibilities
to use this value to estimate the CQ when spectral simulation is not possible.
Upon cooling, the FWHH values of the 2H spectra of the 0.2C6D6/Ni sample
change little between 293 and 213 K (Figure 5-21), illustrating that the six-site hopping
motion still dominates over this temperature range. However, the 2H spectrum at 193 K
exhibits an isosceles triangle-like line shape with a markedly larger FWHH of about 63
kHz, distinct from the 2H spectrum at 293 K. According to the FWHH, the spectrum is
interpreted as the benzene molecules which are hopping between two adjacent sites (CQ =
62 kHz and ηQ = 0.50 from EXPRESS simulation). The 2H spectra become even broader
(FWHH > 80 kHz) below 193 K. At the same time, two horns with the splitting of ~ 40
kHz emerge, although not obvious. The 2H spectrum at 133 K can be fitted with a set of
NMR parameters: CQ = 92 kHz, ηQ = 0, δiso = -110 ppm, Ω = 200 ppm, κ = 1, α = 0°, β =
20°, and γ = 0°. The CQ and ηQ values imply that all non-localized hopping motions have
been quenched at 133 K. The only motion is in-plane rotation of benzene about its C6
axis. There is a significant upfield shift (~ 30 ppm) of the 2H isotropic hyperfine shift at
133 K compared to that at 293 K, indicating that the Fermi contact spin density, 𝜌𝛼𝛽 , is

negative at deuterium nuclei and gives rise to an upfield shift at lower temperatures
(Equation 5-4). The effects from chemical shift interaction are negligible in paramagnetic
systems because 2H has a very narrow chemical shift range.
The 2H static spectra of the 0.2C6D6/Co sample as a function of temperature are

shown in Figure 5-22. The paramagnetic effects of Co2+ are expected to be more obvious
than those of Ni2+ because Co2+ has more unpaired electrons. It is confirmed by the fact
that all 2H spectra of the 0.2C6D6/Co sample completely lose their features and only
display profiles which are asymmetrically broadened along the upfield region. Without
any spectral feature, no spectral simulation can be performed. However, as mentioned
earlier, the FWHH of the 2H spectrum is a good estimation of the CQ. At 293 K, the
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FWHH is about 26 kHz, corresponding to a rapid in-plane rotation of benzene about its
C6 axis followed by a non-localized six-site hopping. The 2H spectra become broader and
broader below 213 K. The FWHH reaches ~ 93 kHz at 133 K, under which all benzene
molecules are bound to Co2+ ions and only in-plane rotation of benzene is allowed.

Figure 5-22: Experimental 2H static spectra of the 0.2C6D6/Co sample as a function of
temperature.
According to the VT 2H NMR data, most of the benzene molecules have been
converted to bound species at 153 K except CPO-27-Zn, the relative binding strengths of
benzene on exposed metal centers are therefore: Mg2+ ≈ Ni2+ ≈ Co2+ > Zn2+. The cation-π
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interaction increases when the charge density of the ion increases. Four ions have the
same charge and almost identical ionic radii. However, the small electronegativity of Mg
makes the Mg–O mainly ionic in nature; whereas there are more degrees of covalent
bonding (i.e., more charge delocalization) for other metals. Since Mg2+ has the highest
charge density, it must possess the strongest cation-π interaction. For the other three
metals, although Ni (and Co) has a larger electronegativity (and hence a weaker cation-π
interaction), the binding strength is significantly enhanced by the formation of π-donation
bond between benzene and Ni2+ (and Co2+). The total binding strength of benzene on Ni2+
(and Co2+) thus is stronger than Zn2+ and can be comparable to Mg2+.

5.3.6

A Summary of Observed Motions
The 2H NMR parameters obtained from spectral simulation (or estimated from the

FWHH) are shown in Table 5-1. The corresponding motions are also described. The
internal motions include: π flip-flop of D2O about its C2 axis (“π flip-flop”, the D–O–D
angle is 104.5°), rotation of –CD3 group about its C3 axis (“C3”), and in-plane rotation of
C6D6 about its C6 axis (“C6”). The external motions, which occur simultaneously with the
internal motions, are non-localized multiple-site hopping motions (“six-site hopping”,
etc.). During hopping, the angle θ is constant. θ is the angle between the crystallographic
c axis and the Z axis of the intermediate jump frame, which is the C3 axis of –CD3 group
(for CD3CN and actone-d6) or the C6 axis of C6D6.
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Table 5-1: Simulated 2H NMR parameters and motions.
Motions
CQ (kHz)
ηQ
π-flip flop
97.5
0.75
π-flip flop (intermediate)
97.5
0.75
1.0D2O/Mg
π-flip flop
N/A
N/A
a
free tumbling
~ 24
N/A
0.6D2O/Zn
293
π-flip flop
N/A
N/A
free tumbling
~ 12a
N/A
a
153
π-flip flop and others
~ 82
N/A
0.2CD3CN/Mg
293
C3 + six-site hopping (θ = 83°)
24
0
0.6CD3CN/Mg
293
C3 + six-site hopping (θ = 65°)
12
0
C3 + two-site hopping (θ = 65°)
35
0.45
153
C3
51
0
1.0CD3CN/Mg
293
C3 + six-site hopping (θ = 59°)
5
0
C3 + two-site hopping (θ = 59°)
37
0.38
0.4CD3CN/Zn
293
C3 + six-site hopping (θ = 83°)
24
0
238
C3 + two-site hopping (θ = 62°)
36
0.41
193
C3
51
0
0.2(CD3)2CO/Mg
293
C3 + six-site hopping (θ = 65°)
12
0
C3 + two-site hopping (θ = 65°)
35
0.45
0.4(CD3)2CO/Mg
293
C3 + six-site hopping (θ = 69°)
16
0
C3 + two-site hopping (θ = 69°)
34
0.49
0.6(CD3)2CO/Mg
293
C3 + six-site hopping (θ = 72°)
18
0
C3 + two-site hopping (θ = 72°)
34
0.51
233
C3 + two-site hopping (θ = 72°)
34
0.51
143
34
0.51
C3 + two-site hopping (θ = 72°)
(intermediate)
293
14
0
C3 + six-site hopping (θ = 67°)
0.2(CD3)2CO/Zn
183
25
0.44
C3 + three-site hopping (θ = 67°)
133
25
0.44
C3 + three-site hopping (θ = 67°)
C3
51
0
0.8(CD3)2CO/Zn
293
C3 + six-site hopping (θ = 74°)
20
0
0.2C6D6/Mg
293
C6 + six-site hopping (θ = 64°)
20
0
143
C6
92
0
0.2C6D6/Zn
293
C6 + six-site hopping (θ = 72°)
33
0
153
C6 and others
92
0
b
0.2C6D6/Ni
293
C6 + six-site hopping (θ = 70°)
30
0
133c
C6
92
0
a
0.2C6D6/Co
293
C6 + six-site hopping
~ 26
N/A
a
133
C6
~ 93
N/A
a: Estimated from the FWHH. b: The hyperfine shift: δiso = -80 ppm, Ω = 300 ppm, κ =1, α = 0°, β = 20°, γ
Sample
0.6D2O/Mg

T (K)
293
153
293

= 0°. c: The hyperfine shift: δiso = -110 ppm, Ω = 200 ppm, κ =1, α = 0°, β = 20°, γ = 0°.
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5.4 Conclusions
In summary, the dynamics of four prototypical guest molecules (D2O, CD3CN,
acetone-d6, C6D6) in the isostructural CPO-27-M (M = Mg, Zn, Ni, Co) MOFs were
examined by 2H SSNMR experiments. The internal motion of guest molecules, including

π flip-flop of D2O about its C2 axis, rotation of methyl group about its C3 axis and inplane rotation of C6D6 about its C6 axis, persists over the whole temperature range
studied. Additional reorientation of the whole molecule (external motion) is desirable for
the simulation of 2H spectra of CD3CN, acetone-d6 and C6D6 in CPO-27-M. Two models
are employed to demonstrate the external motion: the uniaxial rotation, in which the guest
molecules are strongly bound to metal centers; and the multiple-site hopping, in which
the guest molecules are allowed to jump between neighboring metal centers. The 2H
NMR data imply that the external motion should be interpreted using the multiple-site
hopping model rather than the uniaxial rotation model. Moreover, the validity of dynamic
models has been checked by varying the loading as well as the temperature. Since the
motions are constrained by the interactions between guest molecules and exposed metal
centers, different guest molecules are expected to have distinct dynamic behaviors. The
relative binding strengths of the same guest molecule on different metal centers are hence
evaluated, which are clearly dependent on the nature of metal centers. For instance, the
binding strengths of benzene on M2+ are: Mg2+ ≈ Ni2+ ≈ Co2+ > Zn2+, due to both cation-π
and π-donation interactions. It should be highlighted the local Mg environments of CPO27-Mg samples probed by a previous 25Mg SSNMR study has been directly confirmed by
the results of 2H SSNMR experiments. The approaches and the results presented in this
work are hoped to shed light on the future study of CPO-27-M and related materials: On
one hand, molecular-level information is obtained to assist one to understand the “water
effect”. On the other hand, some insights into the nature of the interactions between
several prototypical volatile organic compounds and metal centers are provided, which
are both guest-specific and metal-specific, implying that CPO-27-M can be potentially
used to selectively detect and capture a large variety of VOCs by using different metal
centers.
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5.6 Appendix
Section A1: Powder XRD Characterizations of CPO-27-M Samples

Figure 5-A1: Powder XRD patterns of as-made and activated CPO-27-M samples.
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Section A2: Simulated 2H NMR Spectra of the Two-Site Hopping Motions

Figure 5-A2: Simulated variable temperature 2H NMR spectra of two close-related twosite hopping motions (2 ↔ 1 and 2 ↔ 4 shown in Figure 5-3).

170

Section A3: Simulated 2H NMR Spectra of the other Hopping Motions

Figure 5-A3: Simulated variable temperature 2H NMR spectra of three- and four- site (in
the single a,b plane) hopping motions.
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Figure 5-A4: Simulated variable temperature 2H NMR spectra of five- and six- site (in
the single a,b plane) hopping motions.
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Chapter 6

6

Identification of Non-Equivalent Framework Oxygen
Species in Metal–Organic Frameworks by 17O SolidState NMR ‡

6.1 Introduction
One of the most exciting advances in the field of porous materials in recent years
is the emergence of a family of hybrid inorganic-organic solids known as metal–organic
frameworks (MOFs).1 MOFs are prepared via self-assembly of metal cations with organic
linkers to form 3D networks with many novel topologies. They usually have high thermal
stability, permanent porosity, and exceptionally high surface areas, leading to many
potentially important applications in areas such as ion-exchange, catalysis, molecular
recognition, drug delivery and in particular gas separation and storage. Detailed structural
characterization of these industrially relevant materials is essential because understanding
the relationship between their properties and the structures allows one to develop new
applications and improve the current performance. Although the structures of many
MOFs can be determined by single crystal X-ray diffraction, a significant number of
MOF structures have to be refined from more limited powder XRD data due to the lack
of suitable single crystals. It is even worse for activated MOFs since activation
(desolvation) may reduce the crystallinity. In such cases a reliable structure solution
requires additional information from complementary techniques such as solid-state NMR
(SSNMR) spectroscopy. Indeed, SSNMR experiments have been used extensively for
MOF characterization.2-3 1H and

13

C SSNMR spectroscopy has been routinely used for

characterization of organic linkers.4-8 2H NMR spectroscopy is employed to examine the
flexibility of the framework and the dynamics of the guest species.9-10

129

Xe NMR

spectroscopy has been utilized to study the porosity in the MOF frameworks.11-13 Very
recently, the utility of DNP (dynamic nuclear polarization)-enhanced

‡

13

C and

15

N NMR

A version of this chapter (except the static 17O NMR data) has been published as part of the paper: He, P.;
Xu, J.; Terskikh, V. V.; Sutrisno, A.; Nie, H.-Y.; Huang, Y. J. Phys. Chem. C, 2013, 117, 16953-16960.
Reproduced by permission of ACS.
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spectroscopy in MOF characterization has been reported.14 SSNMR experiments of
several metal centers such as

27

Al,7,15,16

45

Sc,17

71

Ga,18

25

Mg19,20 and

67

Zn21 has been

employed to directly characterize the local structures around metal centers.
The oxygen present in various carboxylate ligands is a key constituent of many
MOFs. The two oxygens of carboxylate groups often have different bonding modes.22,23
Certain MOFs have water molecules directly bound to the metal center23. Some organic
linkers have phenol groups and the phenol oxygen can bind to a metal ion upon
deprotonation.23 Ideally 17O SSNMR spectroscopy should be utilized for identification of
these different oxygen species because

17

O exhibits a large chemical shift range and is

also sensitive to both the electric field gradient (EFG) and the chemical shielding (CS)
tensors.24-28 However, 17O SSNMR work on MOFs has been very rare due to the very low
natural abundance (0.037%) of 17O.29
In the present work, we were able to directly synthesize two 17O-enriched MOFs
with 17O-enriched water as the 17O source, including microporous α-Mg3(HCOO)622 and
CPO-27-Mg23 (also known as Mg-MOF-7430,31 or Mg/DOBDC32, DOBDC = 2,5dioxido-1,4-benzenedicarboxylate). The two MOFs are among the most important and
frequently examined MOF systems with unique structure features. By acquiring

17

O

SSNMR spectra at the magnetic field of 21.1 T, we were able to establish the spectral
signatures of various non-equivalent framework oxygen species present in the above
mentioned MOFs. Our research is also highlighted by the development of a facile
approach to estimate the

17

O-enrichment degree by time-of-flight secondary ion mass

spectrometry (TOF-SIMS).33-35 The results will serve as a benchmark for characterizing
not only the existing MOFs, but also the new MOF-based materials yet to come.

6.2 Experimental Section
6.2.1

Sample Preparation
A typical synthesis of as-made

17

O-enriched microporous α-Mg3(HCOO)6

involves mixing 3 mmol Mg(NO3)2·6H2O (Sigma-Aldrich, 99%), 6 mmol formic acid
(Alfa Aesar, 97%), 0.25 g

17

O-enriched H2O (CortecNet, 41.8%

17

O atom) and 10 mL
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N,N’-dimethylformamide (DMF, Reagent grade, Caledon) in a 23 mL Teflon-lined
autoclave and then heated at 383 K for 2 days. The product was washed with DMF and
recovered by vacuum filtration as a white powder. The as-made α-Mg3(HCOO)6 sample
was activated under dynamic vacuum at 423 K for 1 d to obtain the activated sample.
17

O-enriched CPO-27-Mg was also synthesized solvothermally. Typically, 0.75

mmol 2,5-dioxido-1,4-benzenedicarboxylic acid (H4DOBDC, Sigma-Aldrich, 98%) was
first dissolved in a mixture of 0.25 g 17O-enriched H2O (CortecNet, 41.8% 17O atom), 3
mL 1M NaOH(aq) and 10 mL tetrahydrofuran (THF, reagent grade, Caledon). The
solution was then heated at 358 K for 12 h in a 23 mL Teflon-lined autoclave. This was
followed by slowly adding 1.5 mmol Mg(NO3)2·6H2O to the above solution. The
resulting mixture was finally heated at 383 K for 3 days. The as-synthesized CPO-27-Mg
was washed by THF and collected by vacuum filtration as a yellow powder. In order to
obtain activated CPO-27-Mg, the as-made sample was pre-exchanged with fresh
methanol three times and activated under dynamic vacuum at 623 K overnight. The
sample was allowed to cool gradually to room temperature under vacuum and sealed in a
glass tube.
The identity and phase purity of the

17

O-enriched MOFs were examined by

powder XRD. Powder XRD patterns (Figure 6-A1, appendix) were recorded on a Rigaku
diffractometer using Co Kα radiation (λ = 1.7902 Å). Samples were scanned at 5° ≤ 2θ
≤ 65° at a scan rate of 10°/min with a step-size of 0.02°.
To estimate the enrichment degrees of

17

O in the frameworks of microporous α-

Mg3(HCOO)6 and CPO-27-Mg, time-of-flight secondary ion mass spectrometry (TOFSIMS)33 was applied by measuring the ratio of 17O/16O. TOF-SIMS is a surface sensitive
analytical technique, which can accurately measure isotope ratios.34,35 The MOF samples
for TOF-SIMS measurement were prepared as follows: Activated MOF powders were
pressed in between two silicon wafers (coated with an indium layer). The two wafers
were then separated to expose a cross section of the pressed particles. An ION-TOF
(Gmbh) TOF-SIMS IV equipped with a Bi cluster liquid metal ion source was used to
determine the ratio of 17O to 16O. A 25 keV Bi3+ cluster primary pulsed ion beam (10 kHz,
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pulse width < 2 ns, target current ~1 pA) was chosen to bombard the surface of the
sample to generate secondary ions. Negative secondary ions were extracted from the
sample surface, mass separated and their arrival times were detected via a reflection timeof-flight analyzer. The arrival times of ions were converted to mass/charge ratio (m/z) via
calibration of 1H¯ and 12C¯. Secondary ion mass spectra were collected for 120 s at 128 ×
128 pixels by rastering the Bi3+ ion beam over an area (500 µm × 500 µm) at three spots
on each sample. The detailed procedures to estimate
shown in the Appendix. The

17

17

O content by TOF-SIMS were

O/16O isotope ratios were determined to be 8.2(2)% and

1.5(1)% for microporous α-Mg3(HCOO)6 and CPO-27-Mg, respectively.

6.2.2

NMR Characterizations and Theoretical Calculations
All 17O SSNMR experiments at 21.1 T (ν0(17O) = 122.0 MHz) were conducted on

a Bruker Avance II spectrometer at the National Ultrahigh-Field NMR Facility for Solids
in Ottawa, Canada. The magic-angle spinning (MAS) spectra were acquired by using the
90°-τ-180° echo sequence36 with a 4 mm H/X MAS Bruker probe. The samples were
packed in ZrO2 rotors for 12 and 18 kHz MAS experiment, respectively. The pulse delay
was 2–5 s. The static

17

O SSNMR spectrum of as-made α-Mg3(HCOO)6 was also

collected using the 90°-τ-90° echo sequence36. The 17O chemical shifts were referenced to
an external liquid sample of H2O (δiso = 0 ppm). The liquid water sample was also used
for rf power calibration. Typically, the non-selective 90° pulse length is 12 μs,
corresponding to a central transition selective 90° pulse of 4 μs. Continuous-wave proton
decoupling of a radio frequency field of 80 kHz was used in the static experiment. More
detailed spectrometer conditions used in the SSNMR experiments are listed in Table 6A1. For α-Mg3(HCOO)6 and CPO-27-Mg samples,

17

O SSNMR measurements were

performed on both as-made and activated samples. Sample-packing was done in the
atmospheric environment and no precaution was needed. However, in the case of the
activated CPO-27-Mg sample, it had to be packed into an air-tight rotor in a glove box
under nitrogen atmosphere to preventing sample from adsorbing water.
17

O NMR parameters, including quadrupolar coupling constant (CQ), asymmetry

parameter (ηQ) and isotropic chemical shift (δiso) were determined by simulations of 17O
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MAS spectra using the DMFIT program.37 The experimental error for each measured
parameter was determined by visual comparison of experimental spectra with simulations.
The parameter of concern was varied bi-directionally starting from the best-fit value and
all other parameters were kept constant, until noticeable differences between the spectra
were observed.
17

O SSNMR spectra of the MOFs were also acquired at 9.4 T on a Varian Infinity

Plus 400 WB (ν0(17O) = 54.2 MHz) spectrometer. A Varian Chemagnetics 5-mm HXY
triple-tuned T3 MAS probe was utilized for all MAS experiments (90°-τ-90° echo with
continuous-wave proton decoupling), spinning at 10 kHz. Detailed experimental
conditions are listed in Table 6-A1 and the spectra are shown in Figure 6-A4. For
microporous α-Mg3(HCOO)6, although

17

O signals were observed, the signals from

17

different O sites overlap with each other and with spinning sidebands as well due to the
limitation of the spinning speed which can be achieved. For activated CPO-27-Mg, no
signal was observed after 22 hours, which is consistent with the fact that this particular
sample has much lower degree of

17

O-enrichment. Overall, the factors such as the low

sensitivity and the larger quadrupolar broadening at lower field strength as well as the
low spinning rates limited by the probe available to us make the 17O spectra acquired at
9.4 T not suitable for analysis. Therefore, they will not be discussed further.
Gauge including projector augmented wave (GIPAW) quantum chemical
calculations38,39 of as-made and activated microporous α-Mg3(HCOO)6 phases were
conducted using the CASTEP code (version 4.4, Accelrys Materials Studio). The NMR
module was used to calculate the 17O NMR parameters. Unit cell parameters and atomic
coordinates were taken from the crystal structures of the MOFs examined.22 As described
in Chapter 3, the H positions of four samples were optimized prior to the NMR
calculations. The unit cell parameters were not allowed to change since the unit cell
dimensions are well defined from the powder XRD. The solvent DMF molecules were
kept in the pores. The calculations were performed using ultra-soft pseudopotentials
generated from the “on-the-fly” method implemented within the CASTEP. The
Generalized Gradient Approximation (GGA) with Perdew, Burke and Ernzerhof (PBE)
functional was used. The CQ(17O) values were calculated from the EFG tensor produced

177

by the CASTEP calculation using Q(17O) = -2.558×10−30 m2.40 The isotropic chemical
shift for

17

O was computed using the correlation δiso = 287.5 - σiso (all in ppm), where

287.5 ppm is the absolute shielding value of liquid H2O (δiso = 0 ppm).41
Ab initio calculations of as-made and activated CPO-27-Mg were also performed
using Gaussian 09 program42 running on SHARCNET (www.sharcnet.ca).

17

O EFG

tensors were calculated using hybrid DFT at B3LYP/6-31G** level, using the GIAO
method. The model cluster used in the calculations was truncated from the periodic
structures and terminated with H atoms.23,43 The EFG tensor parameters were extracted
from the oxygens surrounding the center Mg ion using the Gaussian output file by the
EFGShield program.44 To obtain the

17

O reference shielding, we first carried out

geometry optimization on H2O and then calculated its chemical shielding at B3LYP/631G** level.

6.3 Results and Discussion
As mentioned earlier, the major obstacle that prevents 17O SSNMR spectroscopy
from being used for MOF characterization is the extremely low natural abundance of 17O
(0.037%). 17O isotopic enrichment is hence required, with the associated high cost. In this
work, depending on the target MOF system, two strategies were used to cost-effectively
prepare

17

O-enriched MOFs, which are briefly described below. More details are

provided in the Experimental Section.
(1) A recent study reported that

17

O-enriched oxides can be economically

prepared ionothermally with ionic liquid incorporating a trace amount of

17

O-enriched

water as solvent.45 Since many MOFs are synthesized using non-aqueous solvents in the
presence of a very small amount of water, such situation can also be exploited for making
17

O-enriched MOFs effectively. Indeed, we prepared MOF microporous α-Mg3(HCOO)6,

by directly reacting solid Mg(NO3)2·6H2O and formic acid in 10 mL DMF with only 0.25
mL 17O-enriched water.
(2) The second method is similar to that used for incorporating 17O into MOF-5.29
It involves direct

17

O-exchange of carboxylate and phenol oxygens with

17

O-enriched
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water in strong basic (NaOH) solution prior to the addition of metal ions. A similar
approach was also used in this work to prepare 17O-enriched CPO-27-Mg.
Estimation of the degree of

17

O-enrichment in MOFs was a challenging task as

these MOFs do not dissolve in solvents. We established a protocol to evaluate

17

O-

enrichment in MOFs by using time-of-flight secondary ion mass spectrometry (TOFSIMS). The 17O/16O isotope ratios of the frameworks estimated for the two 17O-enriched
samples of α-Mg3(HCOO)6 and CPO-27-Mg are 8.2(2)% and 1.5(1)%, respectively.
When comparing with the 17O/16O ratio of 0.0381% at natural abundance, the degrees of
the enrichment are estimated at 215 and 39 times the natural abundance of

17

O for α-

Mg3(HCOO)6 and CPO-27-Mg, respectively. See the Supporting Information for the
detailed data analyses. The efficiency of 17O-enrichment is then evaluated by comparing
the measured

17

O/16O ratio with the theoretical value, assuming

17

O atoms are

homogeneously distributed in the reaction mixture.45 However, whether the solvent is
involved in the

17

O-exchange is very important for the calculation of theoretical

17

O-

enrichment. In the current work, stable aprotic solvents (DMF and THF) and low
temperature (383 K) conditions were used, implying that the solvents could be considered
not to be involved in the 17O-exchange. Therefore, the theoretical values of 17O/16O ratios
are 8.9% for microporous α-Mg3(HCOO)6 and 2.9% for CPO-27-Mg, which are also the
maximum

17

O-enrichment degrees that can be achieved since the incorporation of

into the frameworks are usually incomplete. It is noteworthy that the measured

17

17

O

O/16O

ratio of α-Mg3(HCOO)6 is very close to the theoretical value, whereas it is only half for
CPO-27-Mg. The observed difference in the efficiency of 17O incorporation must be due
to the difference in the reactivity of formic acid and 2,5-dioxido-1,4-benzenedicarboxylic
acid with H217O.
The 17O magic-angle spinning (MAS) spectra of the above-prepared 17O-enriched
MOFs were acquired at a magnetic field of 21.1 T. The spectra are sensitive to the
oxygen bonding mode to the metal center and can be used to distinguish chemically
different oxygen species.
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Microporous α-magnesium formate, α-Mg3(HCOO)6 represents the situation
where one of the oxygen in carboxylate group is bonded to one metal centre (μ1-O) and
the other oxygen in the same –COO- group bound to two metal ions (μ2-O). Microporous

α-Mg3(HCOO)6 was first prepared by Rood and co-workers,22 and is one of the
successfully commercialized MOFs.46-47 Its basic building unit is a MgO6 octahedron
with each Mg cation bound to six oxygens from six different formate anions (HCOO-).
The framework consists of corner- and edge-sharing MgO6 octahedra with one
dimensional channel systems (4.5×5.5 Å2) along the b direction (Figure 6-1).

Figure 6-1: Illustrations of the framework with DMF (solvent) in the pore, Mg, and O
environments of microporous α-Mg3(HCOO)6. The hydrogens of DMF are omitted for
clarity.
The

17

O 18 kHz MAS spectrum of the as-made α-Mg3(HCOO)6 spun at 18 kHz

was first acquired at the field strength of 21.1 T is shown in Figure 6-2a. It contains two
separate resonances. The spectral simulations yielded the following NMR parameters
(Table 6-1): site 1: CQ = 6.8(3) MHz, ηQ = 0.80(10), δiso = 230(5) ppm; site 2: CQ = 8.0(3)
MHz, ηQ = 0.45(10), δiso = 289(5) ppm. The chemical shifts and the CQ values are in the
range of carboxylate oxygen reported in the literature.25-26 Thus, the 17O MAS spectrum
clearly shows that there are at least two groups of non-equivalent oxygens from the
formate anions. The crystal structure indicates that there are 12 non-equivalent oxygen
sites.22 They can be further divided into two groups based on their bonding modes. Six
independent oxygens adopt μ2-O bonding mode, while the other six crystallographically
non-equivalent O sites adopt μ1-O mode. It appears that the two observed resonances
originate from μ2-O and μ1-O oxygens. To confirm this argument and further assign the
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signals, GIPAW DFT calculations were carried out and the results (Table 6-A2) clearly
show that six μ2-oxygens have very similar EFG parameters and chemical shifts: CQ =
5.98–6.80 MHz; ηQ = 0.80–0.99, δiso = 246.8–265.9 ppm and that the NMR parameters of
the six μ1-oxygens are akin to each other: CQ = 7.94–8.03 MHz; ηQ = 0.26–0.31, δiso =
307.6–319.7 ppm. Thus, we can assign the signals at 230 and 289 ppm to the six μ2- and
the six μ1-oxygens, respectively. This sample also illustrates why we had to carry out the
MAS experiment at a very high magnetic field as it is evident from Figure 6-2 that the
peaks due to different bonding modes are barely resolved even at 21.1 T. For each
bonding mode, the local environments of six crystallographically non-equivalent oxygen
sites are so close that we were not able to distinguish them further due to their very
similar NMR parameters. To separate these sites with close environments, resolutionenhancement techniques including double-rotation (DOR),48,49 multiple-quantum MAS
(MQMAS),50 and the satellite transition MAS (STMAS)51 should be used. They can also
be combined with sensitivity enhancement method such as DNP.52

Figure 6-2: Experimental and simulated

17

O (a) MAS and (b) static SSNMR spectra of

microporous α-Mg3(HCOO)6 at 21.1 T. *: spinning sidebands.
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Table 6-1: Experimental 17O NMR parameters of the MOF samples.
Sample
α-Mg3(HCOO)6

O site
μ2–COOμ1–COOPh–Oμ2–COOμ1–COO-

CQ (MHz)
6.8(3)
8.0(3)
9.1(3)
7.3(3)
7.1(3)

δiso (ppm) Ω (ppm)
230(5)
260(10)a
289(5)
220(10)b
CPO-27-Mg
87(10)
226(10)
251(10)
a: The Euler angles between CSA tensors and EFG tensors are: α = 60°, β = 0°, γ = 30°.
ηQ
0.80(10)
0.45(10)
0.60(10)
0.10(10)
0.70(10)

κ
-0.4(1)a
0.5(1)b

b: The Euler angles between CSA tensors and EFG tensors are: α = 10°, β = 10°, γ = 10°.

The 17O static spectrum of the as-made α-Mg3(HCOO)6 was also collected at 21.1
T (Figure 6-2b). The line shape simulated with the

17

O EFG parameters is distinct from

the experimental line shape, indicating that the static pattern is broadened by CSA
interactions as well. The 17O CSA tensor parameters obtained from the static experiment
are: Ω = 260(10) ppm, κ = -0.4(1) for μ2-oxygens and Ω = 220(10) ppm, κ = 0.5(1) for μ1oxygens, respectively. As mentioned earlier, it is not possible to separate the CSA
parameters for individual crystallographically non-equivalent O sites.
The

17

O 18 kHz MAS spectrum of the activated α-Mg3(HCOO)6 was acquired

and shown in Figure 6-2a. It looks almost identical with the spectrum of the as-made
sample, agreeing with the fact that the coordination modes of oxygens do not change
after activation. The calculated 17O NMR parameters are also similar to the values of the
as-made sample (Table 6-A2).

Figure 6-3: Illustrations of the framework, Mg and O environments of activated CPO27-Mg.
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Figure 6-4: Experimental and simulated 17O MAS SSNMR spectra of (a) as-made and (b)
activated CPO-27-Mg at 21.1 T. ◊: 17O background signal from ZrO2 rotor. (Ref. 53)
CPO-27-Mg is another Mg-containing MOF with potential industrial applications
due to its exceptional ability of adsorbing CO2.32 The precursor of the organic linker is
2,5-dioxido-1,4-benzenedicarboxylic acid which contains two phenol and two carboxylic
groups. Upon deprotonation, oxygens from all four groups in the same linker are bound
to the Mg atoms to form a honeycomb structure with a one-dimensional channel system
(Figure 6-3). As-made phase contains MgO6 octahedra with each metal ion bound to five
oxygens from four 2,5-dioxido-1,4-benzenedicarboxylate (DOBDC) ligands.23 The sixth
coordination site is occupied by a water molecule, which can be removed upon
dehydration. The 17O 12 kHz MAS spectrum of as-made CPO-27-Mg is overwhelmingly
dominated by a broad peak with Gaussian shape centered at around 0 ppm (Figure 6-4a).
This very strong peak is due to the large amount of water molecules occluded inside of
the channels. In order to clearly observe carboxylate and phenol oxygens, we examined
the dehydrated phase. Its 17O MAS spectrum is illustrated in Figure 6-4b, which contains
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several resonances. The peak centered at around 80 ppm is due to the phenol oxygen
bound to the Mg ions based on the shift value.25-26 The signal at about 230 ppm is
assigned to the framework carboxylate oxygen. We noticed that the intensity of the
carboxylate oxygens is much weaker than that of the phenol oxygen. We further obtained
a MAS spectrum by using a much longer pulse delay of 20 s (spectrum not shown) which
indicates that the difference in intensity is not due to spin-lattice relaxation time (T1). It is
likely that during the synthesis, the phenol oxygen undergoes a much faster exchange
with 17O in water. There is a small sharp feature at about -20 ppm which might be due to
the Mg–OH formed during the dehydration process.54 The

17

O NMR parameters of

dehydrated CPO-27-Mg simulated from the MAS spectrum are shown in Table 6-1. The
peak assignment is also confirmed by our ab initio calculation results (Table 6-A3).

6.4 Conclusions
In this work, we successfully prepared two prototypical 17O-enriched MOFs. Due
to the diversity of MOF-based materials, different types of MOFs may require different
isotopic enrichment methods to effectively incorporate 17O from 17O-enriched H2O. Two
synthetic strategies for

17

O-enrichment were discussed. Using these

17

O-enriched MOFs

we were able to acquire 17O SSNMR spectra at a magnetic field of 21.1 T. They provide
distinct spectral signatures of various key oxygen species commonly existing in
representative MOFs. We demonstrate that

17

O SSNMR spectroscopy can be used to

differentiate chemically non-equivalent oxygens. The synthetic approaches for
preparation of

17

O-enriched sample described in this paper are fairly simple and cost-

effective. The 17O-enrichment degrees were measured by using a facile approach of TOFSIMS. It is hoped that this work will encourage other researchers to use

17

O SSNMR

spectroscopy for MOF characterization.
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6.6 Appendix
Section A1: Powder XRD Characterizations of CPO-27-Mg Samples

Figure 6-A1: Powder XRD patterns of 17O-enriched MOF samples.

Section A2: The Procedures for Estimating 17O-Enrichment by TOF-SIMS
In this work, we used the O2¯ isotope pattern to estimate

17

O-enrichment. At

natural abundance, the relative intensities of the three peaks associated with O2- at m/z 32
(16O2-), 33 (16O17O-) and 34 (16O18O-) are 99.525, 0.076 and 0.399%, respectively. Thus,
at natural abundance, the ratio of 16O18O-/16O2- theoretically should be 0.401%. To check
the viability of the TOF-SIMS approach, we first performed a control experiment where
the ratio of 16O18O-/16O2- was directly measured on the α-Mg3(HCOO)6 which is not 17Olabeled. Its mass spectrum is shown in Figure 6-A2. The measured
0.418(68)%, which is consistent with the theoretical prediction.

16

O18O-/16O2- ratio is
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We then proceeded to record the mass spectra of two

17

O-enriched samples

(Figure 6-A2). Compared to the control experiment, the intensity of the peak at m/z 34
for

17

O-enriched samples increases significantly, which can be attributed to

17

O2-. Upon

removing the contribution (0.401%) from the natural abundance O2- isotopomer at m/z 34
(i.e.,

16

O18O-), we obtain ratios of

17

O2-/16O2- from the intensities of the peaks at m/z 32

and 34. Assuming 17O2-/16O2- = 17O/16O, the 17O/16O isotope ratios of the frameworks are
therefore estimated at 8.2(2)% and 1.5(1)%, corresponding to 215 and 39 times the
natural abundance of 17O for the two 17O-enriched samples of α-Mg3(HCOO)6 and CPO27-Mg, respectively.

Figure 6-A2: Secondary ion mass spectra in O2- region for the MOF samples.
Oxygen-related ion images in Figure 6-A3a obtained on a crystal of control αMg3(HCOO)6 show the natural abundance of
respectively. With the

18

O- and

16

O18O- at m/z 18 and 34,

17

O-enrichment, as shown in Figure 6-A3b, the ion intensities at

these two m/z positions increase significantly and are dominated by

17

OH- and

17

O2-,

respectively. Also shown are the abundant O- and OH- ions. The ion image of MgO2H- is
included to represent magnesium in the two α-Mg3(HCOO)6 samples. It is also evident
from the ion image that 17O was incorporated into the crystals homogenously.
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Figure 6-A3: Oxygen-related ion images obtained on a crystal on (a) the control and (b)
the 17O-enriched α-Mg3(HCOO)6. The peaks at m/z 18 and 34 in (a) are assigned to 18Oand

16

O18O-, reflecting the natural abundance of the isotopes of O and O2, respectively.

The increased intensities observed at m/z 18 and 34 in (b) are attributed to the enriched
17

O as 17OH- and 17O2-, respectively.

Section A2: Solid-State NMR Characterizations
Table 6-A1: 17O SSNMR measurement conditions.
Sample

Field (T)

νrot (kHz)

αMg3(HCOO)6
CPO-27-Mg

21.1
9.4
21.1
9.4

18
10
12
10

90° pulse
(μs)
4
2.3
4
2.3

Pulse
delay (s)
5
1
2
1

Number
of scan
3072
81920
28672
81920

Experiment
time (h)
4.2
22.2
15.6
22.2
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Figure 6-A4: 17O MAS spectra of MOFs at 9.4 T. □: transmitter artifact.
Table 6-A2: 17O NMR parameters of α-Mg3(HCOO)6 using the CASTEP code.
Sample
As-made

Activated

O site
O1
O3
O5
O7
O9
O11
O2
O4
O6
O8
O10
O12
O1
O3
O5
O7
O9
O11
O2
O4
O6
O8
O10
O12

O mode
μ2–COOμ2–COOμ2–COOμ2–COOμ2–COOμ2–COOμ1–COOμ1–COOμ1–COOμ1–COOμ1–COOμ1–COOμ2–COOμ2–COOμ2–COOμ2–COOμ2–COOμ2–COOμ1–COOμ1–COOμ1–COOμ1–COOμ1–COOμ1–COO-

|CQ| (MHz)
6.80
6.30
6.12
6.67
5.98
6.26
8.02
7.94
7.88
7.97
8.03
7.97
6.64
6.37
6.03
6.59
6.90
6.10
8.01
7.90
7.80
7.84
7.99
7.88

ηQ
0.80
0.97
0.96
0.86
0.99
0.92
0.26
0.30
0.31
0.30
0.29
0.29
0.80
0.89
0.97
0.88
0.98
0.93
0.27
0.26
0.31
0.29
0.28
0.25

δiso (ppm)
257.3
246.8
257.8
265.9
251.8
257.1
319.7
308.3
307.6
308.1
310.7
309.8
249.9
247.5
245.4
259.0
241.5
253.0
313.6
309.4
296.4
302.5
302.8
309.3
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Table 6-A3: 17O NMR parameters of CPO-27-Mg calculated using Gaussian 09.
Sample
As-made

Activated

O site
O1
O2
O3
O4
O1
O2
O3

O mode
μ1–COOμ2–COOPh–OH2O
1
μ –COOμ2–COOPh–O-

|CQ| (MHz)
7.25
7.54
9.74
10.81
6.86
6.88
8.45

ηQ
0.91
0.69
0.52
0.59
0.96
0.90
0.66

δiso (ppm)
263.0
264.7
142.7
-2.9
228.8
186.5
79.8
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Chapter 7

7

A Comprehensive Study of Microporous Titanosilicates
by Multinuclear Solid-State NMR Spectroscopy

7.1 Introduction
A variety of titanosilicate-based materials are now being extensively studied due
to their potential industrial importance in the areas of ion exchange,1-4 catalysis,5-8 and
adsorption.9,10 On one hand, medium-pore microporous titanosilicates, such as sitinakite11
and GTS-1,12-14 have been suggested as possible materials for the removal of radioactive
137

Cs+ and

90

Sr2+ from nuclear waste solutions because of their high ion selectivity and

radiation stability. On the other hand, large-pore microporous titanosilicates are another
type of materials that have also attracted tremendous attentions in the recent decades. A
large number of studies have been devoted to two well-known members, ETS-4 and ETS10,15 owing to their large twelve-member rings (12-rings). The structures of microporous
titanosilicates are distinct from classical aluminosilicate zeolites in terms of coordination
environments of framework cations: they can posses 5- and/or 6-coordinated Ti4+ rather
than the 4-coordinated Al3+ in zeolites.16 Moreover, such TiO5 and TiO6 polyhedra can
interconnect with each other, forming one-dimensional edge- or corner-shared chains or
clusters,11-14,16-19 whereas the direct Al–O–Al connectivity is strictly forbidden in zeolites.
Such unique structural features of the frameworks are considered to be responsible for the
novel properties of microporous titanosilicates.1-10 Charge-balancing extra-framework
counter cations, such as Na+ and K+, also play an important role in the properties of
microporous titanosilicates.9-14 Different cations have different affinity to the negatively
charged framework, and the change of cation locations often leads to the transformation
between different phases.12-14,20,21
Thorough structural characterization of microporous titanosilicates is therefore
essential to understand the relationship between their structures and properties. However,
for many microporous titanosilicates, it is difficult to obtain suitable crystals for singlecrystal X-ray diffractions experiments. In such cases, their crystal structures are usually
determined based on the more limited powder XRD data. The situation is even worse for
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samples with nonstoichiometric compositions,16 disordered extra-framework counter
cations,12 or disordered frameworks.15 Solid-state nuclear magnetic resonance (SSNMR)
spectroscopy, as a technique complementary to XRD, has widespread applications in the
characterization of solid materials including both crystalline and disordered phases,22
because it can capture the local structural information around the nucleus of interest.
SSNMR spectroscopy is hence very suitable for the investigation of microporous
titanosilicates:

47/49

Ti SSNMR spectroscopy can be used to probe the coordination

environment of Ti4+ cations inside of the framework; 23Na and 39K SSNMR spectroscopy
allow one to study the extra-framework Na+ and K+ species; whereas 29Si chemical shifts
are very sensitive to the nearest-neighbor cations around 4-coordinated Si4+.
Despite the importance of

47/49

Ti and 39K SSNMR spectroscopy, previous reports

of microporous titanosilicates were mainly focused on
spectroscopy.13,16,18,20,23-34

47/49

Ti35-49 and

39

29

Si and

23

Na SSNMR

K50-56 SSNMR spectroscopy are very

challenging at low magnetic fields since they are “unreceptive” quadrupolar nuclei (spin
I > 1/2) with very low gyromagnetic ratios (γ).
(7.28% for

47

Ti and 5.51% for

49

57

Ti)

47/49

Ti also have low natural abundances

and large electric quadrupole moments (Q). The

low gyromagnetic ratios as well as the low natural abundances lead to very low intrinsic
detection sensitivities. Moreover, the observed NMR pattern of quadrupolar nuclei is
typically from the central (1/2 ↔ -1/2) transition broadened by second-order quadrupolar
interactions with non-spherical electric field gradients (EFG), whose width depends on a
factor of 𝑄 2 [𝐼(𝐼 + 1) − 3/4 ]/𝛾[2𝐼(2𝐼 − 1)]2.58 Therefore, the low gyromagnetic ratios

as well as the large quadrupole moments give rise to very broad spectra, making the
spectral acquisition difficult. Furthermore,

47/49

Ti NMR experiment is also hindered by

the unique nuclear properties of titanium: the two NMR-active isotopes of titanium, 47Ti
(I = 5/2) and

49

Ti (I = 7/2), have very similar gyromagnetic ratios. The difference in

Larmor frequencies for the two isotopes is only ~ 10 kHz even at a high magnetic field of
21.1 T.57 Therefore, more often than not, both 47Ti and 49Ti resonances from the same site
are observed in the same spectrum and usually overlapping, making the spectral
interpretation complicated. However, with a smaller I and a larger Q (Q(49Ti)/Q(47Ti) =
0.8179),59 the second-order quadrupolar broadening of

47

Ti is about 3.522 times larger
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than that of

49

Ti. In the case of overlapping

component is due to

49

47/49

Ti spectra, the narrower and stronger

Ti while the broader and weaker component is attributed to

47

Ti.

Nevertheless, recent advance of spectrometers with high magnetic fields has greatly
facilitated NMR studies of such “unreceptive” quadrupolar nuclei,56,60-64 by reducing the
effects caused by second-order quadrupolar interaction and increasing the sensitivity
since the second-order quadrupolar broadening is inversely proportional to the magnitude
of external magnetic field. The sensitivity can be further enhanced by several techniques
including Quadrupolar Carr-Purcell-Meiboom-Gill (QCPMG)65 using the adiabatic wideband uniform-rate smooth truncation (WURST) pulse66 and related sequences.67-71
In this work, several prototypical titanosilicates including natisite,72 AM-1,73 AM4,17 sitinakite,20 GTS-1,12-14 ETS-4,16 and ETS-10,18,19 were studied by multinuclear (29Si,
47/49

Ti,

23

47/49

Ti spectra were acquired using quadrupolar echo and QCPMG sequences at a high

Na, and

39

K) solid-state NMR spectroscopy. In particular, natural abundance

magnetic field of 21.1 T. The WURST pulse was integrated to enhance the signal/noise
(S/N) ratio and generates a more accurate line shape of broad

47/49

Ti static spectra over

standard excitation pulses. Samples were chosen because they possess several typical
coordination environments of Ti4+ in titanosilicates: AM-1 and natisite are crystalline
phases with 5-coordinated Ti4+; AM-4, sitinakite and GTS-1 are crystalline phases as
well but contain 6-coordinated Ti4+; whereas ETS-4 (with both 5- and 6- coordinated Ti4+)
and ETS-10 (with 6-coordinated Ti4+) have disordered frameworks. Both chemical
shielding (CS) and EFG parameters of 49Ti were extracted from the experimental spectra.
Furthermore, 23Na (at 9.4 T) and 39K (natural abundance, at 21.1 T) SSNMR spectra also
provide fruitful structural information on the extra-framework cations. First-principles
calculations based on the Gauge Including Projector Augmented Wave (GIPAW) method
using plane wave basis sets and periodic boundary conditions (the CASTEP code)74,75
were performed as well to assist in the interpretation of experimental spectra.
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7.2 Experimental Section
7.2.1

Sample Preparation
Titanosilicate samples were provided by Dr. Zhi Lin (University of Aveiro,

Portugal). Natisite was synthesized as follow. 15.00 g of sodium silicate solution (27%
m/m SiO2, 8% m/m Na2O, Merck), 11.90 g of NaOH and 2.70 g of anatase (98% m/m,
Merck) were mixed well in Teflon-lined autoclaves and treated at 230 °C for 3 days
under autogenous pressure without agitation. The product was filtered off, washed at
room temperature with distilled water, and dried at 70 °C overnight. The syntheses of
other materials were carried out under hydrothermal conditions according to procedures
reported in literature for ETS-10,2,76 ETS-4,3 AM-1,23 AM-4,23 GTS-1,2 and sitinakite.77
The identity and crystallinity of titanosilicate samples were confirmed by powder
XRD experiments (Figure 7-A1, appendix). All measurements were conducted on a
Rigaku rotating anode diffractometer using graphite-monochromated Co Kα radiation
with a wavelength of 1.7902 Å. Experimental XRD patterns were recorded within the
range between 5° and 65° in 2θ at a step size of 0.02°. Simulated powder XRD patterns
were generated using the Mercury software. The Si/Ti ratios of ETS-4 and ETS-10, as
well as the Na/K ratios of GTS-1 and ETS-10, were determined by Dr. Zhi Lin using
energy dispersive X-ray spectroscopy (EDS). The water content of sitinakite was checked
by thermogravimetric analysis (TGA). The sample was heated under N2 atmosphere on a
Mettler Toledo TGA/DTA851e instrument from 25 to 500 °C at a constant heating rate of
10 °C/min.

7.2.2

NMR Characterizations and Theoretical Calculations

7.2.2.1

47/49

Ti Measurements

Natural abundance

47/49

Ti SSNMR spectra were acquired at 21.1 T on a Bruker

Avance II spectrometer at the National Ultrahigh-Field NMR Facility for Solids in
Ottawa, Canada. A 7 mm home-built single-channel wide-line NMR probe was tuned to
49

Ti with a Larmor frequency of 50.67 MHz. 47/49Ti static SSNMR spectra of natisite and

AM-1 were acquired by using the adiabatic Wide-band Uniform-Rate Smooth Truncation
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(WURST) echo sequence, where the WURST pulse can uniformly excite quadrupolar
47/49

nuclei such as

Ti across a broad bandwidth.66 A pulse width of 50 μs and a sweep

width of 1 MHz were used in the WURST pulse. An interpulse delay τ of 500 μs was
used. The

47/49

Ti static WURST-echo spectra were acquired using the WURST pulse

sweeping from both low-to-high (LTH) and high-to-low (HTL) directions. The two
spectra were then co-added to improve the signal-to-noise ratio (S/N) and the line shape.
47/49

Ti static SSNMR spectra of AM-4, sitinakite, GTS-1, ETS-4 and ETS-10 were

acquired by using the 90°-τ-90° quadruplar echo sequence.78 A 90° pulse width of 9 μs,
corresponding to a selective 90° pulse width of 1.8 μs for

49

Ti central transition, was

measured on the concentrated Cp2TiCl2/CH2Cl2 solution, which is also a secondary
standard sample. The observed
49

47/49

Ti spectra were referenced against it by setting the

Ti resonance to -773 ppm relative to 49Ti in neat, liquid TiCl4. An interpulse delay τ of

50 μs was used. The echo was recorded prior to the echo maximum and shifted to ensure
that the free induction decay (FID) used in Fourier transformation begins exactly at the
echo maximum.
For natisite, AM-1, AM-4 and GTS-1,

47/49

Ti static WURST Quadrupolar Carr-

Purcell-Meiboom-Gill (QCPMG) spectra were also collected,70 which could significantly
increase the S/N of the spectra by yielding a series of narrow ‘spikelets’ whose manifold
reproduce the SSNMR powder patterns. The enter duration of each echo was 290 μs. 128
echos were acquired with a spikelet separation of 2000 Hz. The WURST pulse width was
set to 50 μs. The broad

47/49

Ti spectra were acquired piecewise by gradually increasing

the transmitter frequency. The offsets of the transmitter frequency were set as a multiple
of spikelet separation to ensure that the spikelets can be added up for each sub-spectrum.
The sub-spectra with different frequency offsets were co-added in frequency scale (Hz).
The resulting spectrum was then treated and referenced as a single spectrum. The
conditions of 47/49Ti SSNMR experiments are shown in Table 7-A1.

7.2.2.2

39

K Measurements

Natural abundance

39

K SSNMR spectra of GTS-1 and ETS-10 were collected at

21.1 T (with a Larmor frequency of 41.99 MHz) using a 7 mm double-tuned H/X MAS
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Bruker probe. Magic-angle spinning (MAS) experiments were conducted at a spinning
speed of 5 kHz and using the rotor-synchronized 90°-τ-180° echo sequence78 with the
continuous-wave 1H decoupling. The 90° pulse width of

39

K on 1M KCl (aq) solution

(δiso = 0 ppm) was 12 μs, corresponding to a selective 90° pulse of 6 μs for

39

K central

transition. The pulse delays are 1 and 5 s for GTS-1, and 2 s for ETS-10. 8192 scans were
accumulated for GTS-1 while it was 22528 scans for ETS-10.
29

7.2.2.3

Si Measurements

29

Si MAS SSNMR experiments were performed on a Varian Infinity Plus 400

WB spectrometer operating at 79.36 MHz at a magnetic field of 9.4 T using a 7.5 mm
triple-tuned T3 MAS probe with a spinning speed of 5 kHz. All

29

Si MAS spectra were

1

acquired using the one-pulse sequence with continuous-wave H decoupling. The radio
frequency field for 1H decoupling was approximately 40 kHz. A 45° pulse (3 μs) of 29Si
and a pulse delay of 60 s were used. The

29

Si chemical shift was referenced against the

downfield peak of tris(trimethylsilyl)silane (TTMSS) at -9.8 ppm relative to the peak in
tetramethylsilane (TMS). The numbers of scans were varied from 84 to 128.

7.2.2.4
23

23

Na Measurements

Na SSNMR experiments were carried out at 105.67 MHz at 9.4 T using a 3.2

mm double-tuned MAS probe. 23Na MAS SSNMR spectra were acquired using the onepulse sequence with a spinning speed of 20 kHz. A 30° pulse (0.3 μs) of

23

Na was used

for titanosilicate samples, corresponding to a liquid 90° pulse of 1.8 μs measured on 1M
NaCl (aq) solution (δiso = 0 ppm). Rotor-synchronized

23

Na 3QMAS spectra with a

spinning rate of 20 kHz were acquired using the standard Z-filter MQMAS sequence.79
The excitation, conversion and selection pulse widths of

23

Na were optimized to 2.86,

1.03 and 10.00 μs, respectively. FID signals were Fourier-transformed and sheared to
obtain the separate F1 and F2 dimensions using the Varian Spinsight software. The
conditions of

23

Na SSNMR experiments are shown in Table 7-A2. To ensure that the

relative intensities of different Na+ sites were accurate, the spin-lattice relaxation time (T1)
of

23

Na (Table 7-A2) were measured using the inversion-recovery 180°-τ-90° sequence.
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The intensity-τ plots were fitted by a three-component equation using the Spinsight
software.
47/49

Ti static SSNMR spectra were simulated using the Ti47-49 model integrated

in the DMFIT package,80 which could simultaneously produce both 47Ti and 49Ti patterns.
39

K and 23Na MAS SSNMR spectra, as well as the extracted slices of 2D 3QMAS spectra,

were simulated using the QuadFit package.81 The experimental error for each measured
parameter was estimated by visual comparison of experimental spectra with those
simulated. The parameter of concern was varied bi-directionally starting from the best-fit
value and keeping other parameters constant, until noticeable differences between the two
spectra were observed.

7.2.2.5

First-Principle Calculations

Gauge Including Projector Augmented Wave (GIPAW) quantum chemical
calculations were conducted using the CASTEP code (version 4.4, Accelrys Materials
Studio), running on a HP xw4400 workstation with a single Intel dual-core 2.67 GHz
processor and 8 GB DDR RAM. The NMR module was used to calculate the 49Ti electric
field gradient (EFG) tensors. Unit cell parameters and atomic coordinates were taken
from their crystal structures.11,14,17,72,73 The “missing” hydrogen atoms of AM-4 were
added using the Mercury software without the reduction of the symmetry of the space
group. For sitinakite, the H2O and disordered Na2 site were removed prior to calculation.
The calculations were performed using ultra-soft pseudopotentials generated from the
“on-the-fly” method implemented within the CASTEP. The Generalized Gradient
Approximation (GGA) with Perdew, Burke and Ernzerhof (PBE) functional was used.
Various plane-wave cut-off energies (450, 500 and 550 eV for coarse, medium and fine
basis set accuracy, respectively) were applied depending on the size of the unit cell. Full
geometry optimizations were used prior to EFG predications for all samples. The
CASTEP results without geometry optimizations or with partial optimizations (H only)
were also performed for some samples for comparison purposes. The isotropic chemical
shielding of 29Si and 49Ti, the chemical shielding anisotropy (CSA) tensor of 49Ti, and the
CQ and ηQ values of 23Na and 49Ti were produced automatically by the CASTEP program.
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The isotropic chemical shielding of

29

Si were converted to the isotropic chemical shifts

using the relationships: δiso(29Si) = 323.31 - σiso(29Si, CASTEP) (in ppm), where 323.31
ppm is the absolute isotropic 29Si chemical shielding in the literature.82

7.3 Results and Discussion
7.3.1

Natisite

Figure 7-1: Left: the structure of natisite (Na–O bonds are omitted for clarity). Right:
local environments of Ti4+ and Na+. The atoms on the blue parallelograms are co-planar.
Previous single-crystal XRD data imply that natisite (Na2TiOSiO4 or Na2TiSiO5)
crystallizes in the tetragonal P4/nmm (No. 129) space group.72 As Figure 7-1 shows, the
crystal structure of natisite comprises anionic titanosilicate layers constructed by cornersharing TiO5 and SiO4 units, which are separated by charge-balancing Na+ cations. The
single Ti4+ center is located inside of a square pyramid that consists of four basal O1
atoms and one apical O2 atom. The four basal O1 atoms are shared with four neighboring
symmetry-related SiO4 tetrahedra by a C4 axis; whereas the apical O2 forms a terminal
bond with Ti, which presents on both sides of the titanosilicate layer. The bond length
between Ti and O2 (1.695 Å) is significantly shorter than those between Ti and O1
(1.990 Å), indicating that the former one is a Ti=O double bond, while the other four are
Ti–O single bonds. Indeed, the high site symmetry of Ti (C4v) suggests a zero asymmetry
parameter (ηQ) of 47/49Ti SSNMR spectrum. The distorted square-pyramidal symmetry of
Ti should result in a large quadrupolar coupling constant (CQ). As mentioned earlier, all
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SiO4 units in natisite are crystallographically equivalent. Because all four oxygens bound
to Si are shared by both Si and Ti, 29Si SSNMR spectrum of natisite is expected to exhibit
a single peak with the chemical shift typical of Si(4Ti) environment (i.e., Si4+ connects to
four Ti4+ via bridge O atoms). On the other hand, the single Na site of natisite is in a
distorted octahedral geometry: Na and four nearest O atoms (O1) are co-planar while the
other two O atoms (O2, related by an inversion center at Ti) are further away. The large
deviation of Na–O distances (Na–O1: 2.307 Å and Na–O2: 2.584 Å) and O–Na–O angles
(O1–Na–O1: 71.16° and O1–Na–O2: 87.68°) from the average values will yield a broad
23

Na SSNMR spectrum with a large CQ and a non-zero ηQ.

Figure 7-2: (a) 29Si MAS spectrum of natisite at 9.4 T. (b) Experimental (QCPMG) and
simulated natural abundance

47/49

Ti static spectra of natisite at 21.1 T. (c) Experimental

and simulated 23Na MAS spectra of natisite at 9.4 T (top); 23Na 2D 3QMAS spectrum of
natisite at 9.4 T (bottom). The dashed lines corresponds to the slices taken for simulation
(Na(I) only, since the signal of Na1 was too weak). The simulated

23

Na MAS spectrum

was based on the parameters obtained from 3QMAS. *: spinning sidebands.
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Although the 29Si MAS SSNMR spectrum of natisite has been reported by Balmer
and co-workers,24 the S/N ratio was low and as many as four peaks were observed, at 61.7, -82.1, -89.1 and -93.6 ppm, respectively. They assigned the peak at -82.1 ppm to be
the Si site of natisite and the other peaks to be impurities. In this work, a single sharp 29Si
resonance at -78.4 ppm is observed (Figure 7-2a), consistent with the fact that natisite
only has one Si site. The

29

Si chemical shift is typical of Si sites in the Si(4Ti) local

environments.24,27 Therefore, it is likely that our sample has higher crystallinity and
purity, giving rise to stronger 29Si signal free of impurity peaks.
There is a previous

47/49

Ti SSNMR study of natisite at a low magnetic field of

47

14.1 T. However, the authors only reported the 49Ti NMR parameters (CQ = 18.2 MHz,

ηQ = 0.00, and δiso = -673 ppm) without showing the NMR spectrum. Herein, natural
abundance WURST-QCPMG

47/49

Ti static spectrum of natisite at 21.1 T (Figure 7-2b)

displays a stronger and narrower pattern from ~ -400 to ~ -1400 ppm superimposed on a
weaker and broader pattern from ~ 0 to ~ -2600 ppm. The former one is assigned to the
49

Ti signal while the latter one is the

47

Ti signal. Both signals have the typical second-

order quadrupolar line shapes of the center transition expected from a single Ti site with
an axial symmetry ≥ C3 (i.e., ηQ = 0), consistent with the proposed crystal structure from
XRD data. However, as Figure 7-2b illustrates, the attempt to simulate the experimental
47/49

Ti spectrum by only considering quadrupolar interaction was not successful and the

contribution of chemical shielding anisotropy (CSA) has to be included in the simulation,
which is also axial symmetric (i.e., skew κ = 1). The resulting 49Ti NMR parameters are:
CQ(49Ti) = 10.7(2) MHz, ηQ(49Ti) = 0.05(5), isotropic chemical shift δiso(49Ti) = -740(30)
ppm, span Ω(49Ti) = 500(30) ppm, skew κ(49Ti) = 1.0(1) and (α, β, γ) = (0°, 0°, 0°),
where (α, β, γ) are Euler angles between EFG and CSA tensors in Rose convention.83
Since the

47

Ti NMR parameters can be calculated from the

49

Ti NMR parameters using

the nuclear quadrupole moment ratio and the gyromagenetic ratio difference between 47Ti
and

49

Ti, they are not shown in this work. The CQ(49Ti) value of natisite (10.7 MHz) is

quite large for Ti-containing minerals but only moderately large for those with 5coordinated Ti sites.44 The δiso(49Ti) value is also in the normal range of Ti-containing
minerals. It is noteworthy that the CQ(49Ti) value obtained in this work is derived from

202

that reported in the literature. The lower intrinsic sensitivity of

47/49

Ti NMR at 14.1 T,

resulting in a poorer spectral quality, might contribute to the large difference.
To the best of our knowledge, there is no previous
23

23

Na NMR study of natisite.

Na MAS spectrum of natisite at 9.4 T (Figure 7-2c) consists of two overlapping

resonances: a narrow one at ~ 0 ppm and a very broad one from ~ 20 to ~ -110 ppm. To
identify the two signals, 23Na triple-quantum magic-angle spinning (3QMAS) experiment
was performed, which removes the residual second-order quadrupolar broadening that is
not averaged in conventional MAS experiments and thus allows a high spectral resolution
along the high-resolution (F1) dimension.84 Two signals, centered at -1 and 6 ppm along
the F1 dimension, respectively, are clearly resolved in 2D

23

Na 3QMAS spectrum. The

cross-section at -1 ppm corresponds to the broad resonance (very weak, not shown),
while the one at 6 ppm corresponds to the narrow resonance. The 23Na NMR parameters
of the narrow resonance determined in the 3QMAS experiment, including CQ, ηQ and δiso,
are further refined by simulating the

23

Na MAS spectrum. However, the

23

Na NMR

parameters of the broad resonance can only be determined in the MAS experiment. Since
3QMAS is not a quantitative technique, simulation of MAS spectrum also allows one to
obtain correct relative intensities of different Na sites. The two sets of

23

Na NMR

parameters are: CQ(23Na) = 1.4(1) MHz, ηQ(23Na) = 0.0(1), δiso(23Na) = 3.0(6) ppm for
the narrow resonance, and CQ(23Na) = 4.5(1) MHz, ηQ(23Na) = 0.8(1), δiso(23Na) =
18.6(20) ppm for the broad resonance, respectively. The relative intensity of two
resonances is 16% (the narrow resonance) to 84% (the broad resonance). Herein the
broad resonance is assigned to the Na site resolved in the single-crystal XRD experiment
(Na1, hereafter Na1 etc. is used to describe the Na sites determined from XRD data),
because it has very high intensity and a large CQ(23Na) due to the distorted coordination
sphere of Na1. The narrow resonance (Na(I), hereafter Na(I) etc. is used to describe the
Na sites that are not determined from XRD data but from

23

Na SSNMR results) may be

owing to a small amount of sodium-rich impurities, which are unlikely associated with Si
because no impurity peak was observed in the 29Si MAS spectrum.
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7.3.2

AM-1

Figure 7-3: Left: the structure of AM-1 (The hydrogen atoms and Na–O bonds are
omitted for clarity). Right: 6-rings and local environments of Ti4+ and Na+. The atoms on
the blue parallelograms are co-planar.
AM-1 (Na4Ti2Si8O22⋅4H2O, also known as JDF-L1) is an unusual noncentrosymmetric layered titanosilicate crystallized in the tetragonal space group of P4212
(No. 90),73 which composes of [Ti2Si8O22]4- layers along the a axis (Figure 7-3, left) with
five-member rings (5-rings) built up of four SiO4 tetrahedra and one TiO5 square pyramid
and 6-rings (Figure 7-3, right) built up of four SiO4 tetrahedra and two TiO5 units. 6-rings
are along the c axis while 5-rings are along the a axis. Each TiO5 unit connects to four
symmetry-related SiO4 tetrahedra by a C4 rotation axis via corner-sharing basal O2 atoms.
Therefore, TiO5 units are isolated from each other with apex of TiO5 pointing to the
interlayer space. Unlike natisite, the apical O3 coordinates to no other atoms except Ti.
The anionic charge of titanosilicate layers is balanced by the interlamellar Na+ cations,
located over the 6-rings, which effectively blocks the entrance to the intralamellar space.
A layer of water molecules is sandwiched between two layers of Na+ cations. The
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coordination environment of the single Ti site of AM-1 (Figure 7-3, right) is similar to
that of natisite, with four long Ti–O bonds (1.951 Å) and one short Ti=O bond (1.689 Å).
The larger range of bond lengths between Ti and O of AM-1 will result in a larger
CQ(49Ti) than natisite, and the high site symmetry of Ti (C4) should give rise to a zero

ηQ(49Ti). However, the single Si site of AM-1 is in a Si(3Si, 1Ti) local environment and
the 29Si SSNMR peak should be more shielded than that of natisite. AM-1 has only one
Na site in the octahedron geometry with a smaller range of Na–O bond lengths (Na–O1:
2.519 Å, Na–O2: 2.405 Å and Na–OW: 2.378 Å, respectively, where OW is the oxygen
of water), implying AM-1 must have a smaller CQ(23Na) than natisite.

Figure 7-4: (a)

29

Si MAS SSNMR spectrum of AM-1 at 9.4 T. #: impurity. (b)

Experimental and simulated

23

Na MAS SSNMR spectra of AM-1 at 9.4 T. (c)

Experimental (QCPMG) and simulated natural abundance

47/49

Ti static SSNMR spectra

of AM-1 at 21.1 T. The offset of the transmitter frequency is indicated on each subspectrum.
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AM-1 has been previously studied by
not by

47/49

Ti SSNMR spectroscopy.

29

29

Si and

23

Na SSNMR spectroscopy23 but

Si (Figure 7-4a) and

23

Na (Figure 7-4b) MAS

spectra acquired in this work agree well with the reported spectra.23 Natural abundance
WURST-QCPMG

47/49

stronger and narrower
weaker and broader

47

Ti static spectrum of AM-1 at 21.1 T (Figure 7-4c) consists of a
49

Ti pattern from ~ -200 to ~ -1700 ppm superimposed on a

Ti pattern from ~ 0 to ~ -2600 ppm. Similar to natisite, an axial

symmetric CSA has to be included in the simulation. The resulting 49Ti NMR parameters
are: CQ(49Ti) = 13.4(2) MHz, ηQ(49Ti) = 0.05(5), δiso(49Ti) = -783(30) ppm, Ω(49Ti) =
500(30) ppm, κ(49Ti) = 1.0(1) and (α, β, γ) = (0°, 0°, 0°). The CQ(49Ti) value of AM-1
(13.4 MHz) is larger than that of natisite (10.7 MHz) due to a larger degree of distortion
of TiO5 unit. The observed ηQ and κ values are consistent with the high site symmetry of
Ti (C4). The δiso(49Ti) value is also in the normal range of Ti-containing minerals.

7.3.3

AM-4

Figure 7-5: Left: the structure of AM-4 (left, the hydrogen atoms and Na–O bonds are
omitted for clarity). Right: brookite-type zigzag TiO6 chains and the local environment of
Ti4+. The Ti–O distances are shown in Å.
The space group of layered AM-4 (Na3(Na,H)Ti2O2[Si2O6]2⋅2H2O) phase has
been previously determined to be A2/a (No. 15).17 As Figure 7-5 shows, the structure is
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built from interconnecting brookite-type TiO6 octahedra85 and SiO4 octahedra, forming
layers perpendicular to the c axis. Each layer can be viewed as a five-tier sandwich of
SiO4 : TiO6 : SiO4 : TiO6 : SiO4. TiO6 octahedra link to each other by edge-sharing,
forming brookite-type zigzag chains; while SiO4 tetrahedra connect each other by cornersharing, forming pyroxene-type chains. Both titanate and silicate chains run along the a
axis and connect each other, forming the layers. Within the titanate chains the Ti is away
from the center of octahedron due to the Ti4+⋅⋅⋅Ti4+ cation repulsion, resulting in that Ti–
O distances in the Ti octahedra vary in a wide range from 1.844 Å in Ti–O5 bond to
2.138 Å in Ti–O7 bond. The 1D pyroxene-type silicate chains in the surface and middle
of layer are independent. There are three crystallographically distinct Na+ cation sites in a
ratio of 2Na1 : 1Na2 : 1Na3. Illustrated in Figure 7-5, Na1 exist in small cages within the
layers. Na2 and water molecules are between the layers. However, the third Na (Na3)
forms NaO4 tetrahedron and these tetrahedra form a chain along the a axis via edgesharing and interact with apexes of SiO4 tetrahedra on the surface of layers.
As Figure 7-6a shows, 29Si MAS spectrum of AM-4 at 9.4 T consists of a sharper
resonance at -90.5 ppm and a broader resonance at -94.2 ppm. The two resonances are
partially overlapped. Deconvolution of this spectrum yields an intensity ratio of 54% (90.5 ppm) to 46% (-94.2 ppm), consist with the 1 : 1 ratio of two crystallographically
distinct Si sites proposed by the crystal structure.17 The

29

Si spectrum reported in the

literature is slightly different from ours:23 Three peaks were observed, two of which have
approximately the same chemical shifts as ours while the third peak at -92.1 ppm was not
observed in this work. The authors did not explain the origin of the third peak but it is
likely due to some impurity. The next question to be addressed is the assignment of the
two Si sites. As mentioned earlier,

29

Si chemical shifts are very sensitive to the nearest-

neighbor cations around 4-coordinated Si4+, e.g., the 29Si peak of natisite (-78.4 ppm) is
more deshielded than that of AM-1 (-107.6 ppm) because the Si site of natisite is in a
Si(4Ti) environment while it is Si(1Ti) for AM-1. Therefore, the peak at -90.5 ppm is
assigned to Si1 and the one at -94.2 ppm is Si2 since Si1 is in a Si(3Ti) environment
while Si2 is in a Si(1Ti) environment. The assignment is further examined by firstprinciple calculations of

29

Si chemical shifts, using GIPAW method implemented in the
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CASTEP code, which has been proven to be a reliable method for spectral interpretation
and assignment.74,75 The calculation results (-91.64 ppm for Si1 and -95.26 ppm for Si2)
confirm that Si1 is more deshielded compared to Si2.

Figure 7-6: (a) Experimental and deconvoluted 29Si MAS spectra of AM-4 at 9.4 T. (b)
Experimental (QCPMG) and simulated natural abundance

47/49

Ti static spectra of AM-4

at 21.1 T. The offset of the transmitter frequency is indicated on each sub-spectrum. (c)
Experimental and simulated 23Na MAS spectra of AM-4 at 9.4 T (top); 23Na 2D 3QMAS
spectrum of AM-4 at 9.4 T (bottom). The simulated

23

Na MAS spectrum was based on

the parameters obtained from 3QMAS.
There is no previous 47/49Ti NMR study of AM-4. In sharp contrast to natisite and
AM-1, natural abundance WURST-QCPMG

47/49

Ti static spectrum of AM-4 at 21.1 T

exhibits a broad asymmetric profile centered at ~ -900 ppm. The line shape is somewhat
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reminiscent to that of brookite,43 consistent with the known structural similarity between
the two compounds. Spectral simulation of AM-4 yields a set of

49

Ti NMR parameters:

CQ(49Ti) = 8.2(2) MHz, ηQ(49Ti) = 1.0(1), and δiso(49Ti) = -850(30) ppm. The fact that the
contribution of CSA can be neglected indicates that the 47/49Ti static spectrum of AM-4 is
mainly broadened by the second-order quadrupolar interaction. The CQ(49Ti) of AM-4 is
larger than that of brookite (6.7 MHz) due to a larger degree of distortion of TiO6 unit:
the Ti–O bond lengths of AM-4 vary from 1.844 to 2.138 Å while it is from 1.910 to
1.992 Å for brookite.85 The non-zero ηQ is attributed to the low site symmetry of Ti (C1).
The δiso(49Ti) of AM-4 is also close to that of brookite (-853 ppm).
Although both 23Na MAS and 2D 3QMAS spectra of AM-4 have been reported in
the literature,23 no spectral simulation was performed. The spectra observed in this work
(Figure 7-6c) are very similar to the reported spectra. Herein, simulations of four slices,
taken from the cross-sections of peaks at 1, 6, 8, and 12 ppm along the F1 axis,
respectively, are shown. Simulations of the other peaks along the F1 axis are not shown
due to very low S/N and/or distorted line shapes. Each of the four slices can be fitted with
a single resonance. 23Na MAS spectrum simulated using these Na sites matches with the
experimental spectrum reasonably well in the range between 0 and -30 ppm. However,
there are only three crystallographic Na sites in AM-4. In this work, the Na sites
corresponding to the peaks at 6, 8, and 12 ppm along the F1 axis are assigned to the three
crystallographic Na sites based on 1) the intensity ratio (38% : 19% : 19%) is consistent
with the 2 : 1: 1 ratio in the crystal structure; 2) their NMR parameters are comparable to
the calculated values (Na1: CQ = 2.21 MHz, ηQ = 0.80; Na2: CQ = 1.47 MHz, ηQ = 0.31;
and Na3: CQ = 3.90 MHz, ηQ = 0.88). Therefore, Na1 has a set of NMR parameters:
CQ(23Na) = 2.1(1) MHz, ηQ(23Na) = 1.0(1), and δiso(23Na) = 0.9(10) ppm. For the other
two Na sites, Na2 has a smaller CQ(23Na) than Na1: CQ(23Na) = 1.7(1) MHz, ηQ(23Na) =
0.3(1), and δiso(23Na) = -3.0(10) ppm; whereas Na3 has a CQ(23Na) larger than Na1:
CQ(23Na) = 2.5(1) MHz, ηQ(23Na) = 0.9(1), and δiso(23Na) = 0.3(10) ppm. The fourth Na
site, which is not the crystallographic Na site of AM-4, has a set of 23Na NMR parameters:
CQ(23Na) = 1.4(1) MHz, ηQ(23Na) = 0.1(1) and δiso(23Na) = 1.3(10) ppm. The other peaks
along the F1 axis may correspond to small amounts of sodium-rich impurities.
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7.3.4

Sitinakite

Figure 7-7: Left: the structure of sitinakite. The hydrogen atoms and Na–O bonds are
omitted for clarity. Right: the structure of Ti4O16 cluster.
Sitinakite (Na2Ti2SiO7⋅xH2O, x ~ 2.3 from TGA) is a microporous titanosilicate
with only one 6-coordinated Ti site.20 As Figure 7-7 shows, the most obvious structural
feature of sitinakite is the cubane-like Ti4O16 clusters, in which four TiO6 octahedra link
to each other by four 3-coordinated oxygens. The Ti4O16 clusters then connect to each
other by four bridging oxygens along the c axis; whereas in the other two dimensions,
they are connected by tetrahedrally coordinated silicon atoms through oxygen, forming
3D framework. The 1D channels are along the c axis with 8-rings. There are two types of
Na in sitinakite: One is located in the channels (exchangeable, referred to as Na(II)),
while the other one is tightly coordinated by four oxygens of the Ti–O–Si framework and
two

water

molecules

(not

exchangeable,

namely

Na(I)).

The

numbers

of

crystallographically distinct Na sites as well as their site occupancies, however, usually
are not fixed because it has been demonstrated that sitinakite can undergo phase
transformation when heated, dehydrated, or ion-exchanged without the alternation of the
framework topology.11,20 In such cases, the migrations of Na+ cations in the channels
(Na(II)) or water molecules are considered to be responsible to the phase transformation.
The distortion degree of TiO6 units indeed changes with different phases and even
different temperatures. For instance, the Ti–O bond lengths of fully-hydrated sitinakite
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vary between 1.832 and 2.073 Å at 20 K, and between 1.869 and 2.043 Å at 298 K.20
Moreover, thermally- or dehydration- induced disorder within the structure of sitinakite
were also described in literature,20 which may result in a spectrum characteristic of
disordered systems.

Figure 7-8: (a) Experimental

29

Si MAS SSNMR spectrum of sitinakite at 9.4 T. (b)

Experimental (Echo) and simulated natural abundance

47/49

sitinakite at 21.1 T. (c) Experimental and simulated

23

23

sitinakite at 9.4 T (top);

Ti static SSNMR spectra of

Na MAS SSNMR spectra of

Na 2D 3QMAS spectrum of sitinakite at 9.4 T (bottom). The

simulated 23Na MAS spectrum was based on the parameters obtained from 3QMAS.
29

Si MAS spectrum of sitinakite (Figure 7-8a) exhibits a sharp peak centered at -

82.3 ppm, which is consistent with the literature value.20,26 To the best of our knowledge,
there is no previous

47/49

Ti NMR study of sitinakite. As Figure 7-8b shows, the disorder

of the framework of sitinakite can be revealed by natural abundance 47/49Ti static SSNMR
experiments at 21.1 T. Distinct from natisite, AM-1 and AM-4, no signal can be acquired
in the WURST-QCPMG experiment due to a very short spin-spin relaxation time (T2) of
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sitinakite. A short T2 is often an indication of the local disorder around the observed
nucleus. In principle, QCPMG experiment requires a sample with high crystallinity and
thus a long T2; whereas quadrupolar echo experiment can be applied to both disordered
and crystalline systems, although it has lower sensitivity for crystalline systems compared
to QCPMG experiment. Therefore,

47/49

Ti quadrupolar echo spectrum of sitinakite was

acquired, which displays a narrow but featureless peak centered at ~ -900 ppm. This peak
is asymmetrically broadened with a long tail at the low-frequency side, which is a hint of
a distribution of

47/49

Ti NMR parameters due to a broad range of different Ti local

environments. To extract the 47/49Ti NMR parameters of sitinakite by spectral simulation,
a Gaussian distribution model (in the QuadFit package)81 was used on both CQ and ηQ.
The

49

Ti NMR parameters of sitinakite are established as: CQ(49Ti) = 13 ± 11 MHz,

ηQ(49Ti) = 0.85 ± 0.15, and δiso(49Ti) = -850 ppm.
Similar to the reported spectrum,20

23

Na MAS spectrum of sitinakite at 9.4 T

(Figure 7-8c) exhibits a profile from ~ 10 to ~ -30 ppm, centered at ~ -9 ppm with a
shoulder at ~ -13 ppm. However, no spectral simulation was performed in this literature.
The fact that the observed spectrum cannot be fitted with a single resonance implies that
there are at least two Na sites, agreeing well with the two types of Na+ environments in
sitinakite.

23

Na 3QMAS experiment was therefore performed to resolve the

23

Na peaks

that are overlapping in the MAS spectrum. As Figure 7-8c illustrates, simulation of the
slice taken from the cross-section of the shoulder at 9 ppm along the F1 axis gives rise to
a single resonance. However, simulation of the slice corresponding to the cross-section at
10 ppm along the F1 axis yields another resonance with a more deshielded chemical shift.
Using the NMR parameters obtained from 3QMAS, the

23

Na MAS spectrum can be

simulated with two Na sites: Na(I): CQ(23Na) = 1.9(1) MHz, ηQ(23Na) = 0.5(1), δiso(23Na)
= 0.4(10) ppm; and Na(II): CQ(23Na) = 1.9 ± 0.9 MHz, ηQ(23Na) = 0.9 ± 0.1, δiso(23Na) =
5.7 ppm. As described in the literature,20 Na(I) is tightly coordinated to the framework
and ordered; whereas Na(II) is in the channels and can be disordered. Therefore, the latter
Na site is assigned to Na(II) because it exhibits the line shape characteristic of disordered
systems.
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7.3.5

GTS-1

Figure 7-9: Left: the structure of KGTS-1. The hydrogen atoms and K–O bonds are
omitted for clarity. Right: the local environment of Ti4+. The Ti–O distances of two GTS1 phases are shown in Å.
GTS-1 is a group of microporous titanosilicates with identical framework
topology, isostructural to the mineral pharmacosiderite. The framework structure of GTS1 (Figure 7-9) is very similar to sitinakite in that both structures are based on the
interconnection of cubane-type Ti4O16 clusters with isolated SiO4 tetrahedra. The
difference is that in GTS-1, Ti4O16 clusters connect with SiO4 in all three crystallographic
directions, resulting in 3D channels with 8-ring windows. Similar to sitinakite, GTS-1
could undergo phase transformation as well without the alternation of the framework
topology when heated or ion-exchanged.12-14,21 The GTS-1 with K+ as the counter cation
(KGTS-1: HK3Ti4O4(SiO4)3⋅4H2O) crystallizes in the cubic space group of P-43m (No.
215) and only has one Ti site (site symmetry: C3v).12 The single K+ site is located in the
center of channel, which is coordinated to four water molecules (K–O: 3.170 Å) and eight
framework oxygens (K–O: 3.233 Å). It is worth mentioning that the water molecules are
at tetrahedral corners and the symmetry at the oxygens is higher than C2v (site symmetry:
C3v), indicating the water molecules must be disordered at ambient temperature. Because
the K+ directly coordinates to the framework, the disorder of water molecules must lead
to the disorder of the framework. Moreover, the remaining proton of KGTS-1,
HK3Ti4O4(SiO4)3⋅4H2O, is not exchangeable. The position of this proton is not available
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from the Rietveld refinement of the powder XRD pattern. However, previous study of the
acid form of KGTS-1, H4Ti4O4(SiO4)3⋅4H2O, suggests that the four protons are most
likely to bound to the oxygens involved in interconnecting the Ti octahedra of the Ti4O16
cluster. Therefore, it is likely that the proton of KGTS-1, HK3Ti4O4(SiO4)3⋅4H2O,
undergoes rapid exchange between the four oxygens, inducing the intrinsic disorder of
the framework. The Na analog of KGTS-1, NaGTS-1 (Na4Ti4O4(SiO4)3⋅6H2O), has a
reduced crystal symmetry of R3m (No. 160, a subgroup of P-43m)14 because Na+ is too
small to occupy the center of channel. The single Ti site of KGTS-1 now becomes two Ti
sites with a ratio of 1 : 3 for NaGTS-1 and there is no proton bound to the Ti4O16 clusters.
The symmetry of Ti1 remains C3v, the same as the Ti site of KGTS-1; whereas the
symmetry of Ti2 is reduced to Cs. NaGTS-1 has two Na sites: one is four-coordinate
(Na1, site symmetry: C3v) and the other one is six-coordinate (Na2, site symmetry: Cs).

Figure 7-10: (a) Experimental

29

Si MAS SSNMR spectrum of GTS-1 at 9.4 T. (b)

Experimental (Echo and QCPMG) and simulated natural abundance 47/49Ti static SSNMR
spectra of GTS-1 at 21.1 T. The offset of the transmitter frequency is indicated on each
sub-spectrum.
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As Figure 7-A1 shows, powder XRD pattern indicates that this GTS-1 sample is
virtually a mixture of KGTS-1 and NaGTS-1 (Na/K ~ 0.65 from EDS).12,14 However, 29Si
MAS spectrum (Figure 7-10a) only consists of a single broad peak centered at -85.3 ppm,
which is in the normal range of literature values.26 The observation of a single peak rather
than two illustrates that the local Si environments in two phases are very similar. Natural
abundance

47/49

Ti static spectra of GTS-1 at 21.1 T are illustrated in Figure 7-10b. It is

noteworthy that the spectra acquired using the QCPMG and quadrupolar echo techniques
have close-related but different line shapes. The QCPMG spectrum consists of a narrower
and stronger

49

Ti signal from ~ -400 to ~ -1400 ppm superimposed on a weaker and

47

broader Ti pattern from ~ 0 to ~ -3000 ppm, which are typical of a Ti site without axial
symmetry. This site can only be Ti2 of NaGTS-1 since both the single Ti site of KGTS-1
and Ti1 of NaGTS-1 are axially symmetric. In sharp contrast, an additional narrow
feature is observed in the echo spectrum centered at about -900 ppm, which is similar to
the 47/49Ti pattern of sitinakite. The narrow feature implies that the GTS-1 sample should
contain some phases with a certain degree of disordering. As discussed earlier, the
framework of KGTS-1 can be disordered due to either the disordered K+ in the channel
(which is directly bound to the framework oxygens) or the rapid exchange of proton
among the four TiO6 units in the Ti4O16 clusters. Simulation of the QCPMG spectrum
yields a set of

49

Ti NMR parameters for Ti2 of NaGTS-1: CQ(49Ti) = 11.0(5) MHz,

ηQ(49Ti) = 0.4(2), δiso(49Ti) = -900(40) ppm. The effects of CSA interaction can be
neglected in the simulation. Ti1 is not observed because it has a very large CQ(49Ti),
giving rise to a pattern too broad to be measured even at 21.1 T: the coordination sphere
of Ti1 has a significantly larger degree of distortion (Ti1–O bond lengths: 1.828–2.107 Å)
than that of Ti2 (Ti2–O bond lengths: 1.983–2.100 Å). Such prediction is further
validated by the fact that the calculated CQ(49Ti) of Ti1 (39.25 MHz) is much larger
compared to Ti2 (10.13 MHz).
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Figure 7-11: (a)
delay (pd). (b)

23

23

Na MAS SSNMR spectra of GTS-1 at 9.4 T as a function of pulse

Na 3QMAS spectrum of GTS-1 at 9.4 T (bottom). The dashed lines

correspond to the slices taken for simulation. (c) Experimental and simulated 23Na MAS
SSNMR spectra of GTS-1 at 9.4 T (pd = 2 s). The simulated

23

Na MAS spectrum was

based on the difference spectrum of (a). (d) Natural abundance 39K MAS SSNMR spectra
of GTS-1 at 21.1 T as a function of pulse delay (pd). (e) Experimental and simulated
natural abundance

39

K MAS SSNMR spectra of GTS-1 at 21.1 T. The simulated

39

K

MAS spectrum was based on the parameters obtained from the difference spectrum of (d).
*: spinning sidebands. ◊: transmitter artifact.
The local environments of Na+ were studied by 23Na SSNMR spectroscopy at 9.4
T. At first glance,

23

Na MAS spectrum of GTS-1 (Figure 7-11a) only displays a single

resonance with two horns typical of patterns broadened by second-order quadrupolar
interactions. However, the intensity of the right horn is even greater than that of the left
horn, which is abnormal for MAS spectra of quadrupolar nuclei. Moreover, the
observation of single 23Na resonance is inconsistent with the crystal structure of NaGTS-
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1. Therefore,
two

23

23

Na 3QMAS experiment was carried out to examine if there are actually

Na resonances. Unfortunately, the slice extracted from the cross-section of the

single peak along the F1 axis looks almost identical with the MAS spectrum (Figure 711b). Nevertheless, further investigation of MAS spectra as a function of pulse delay
(Figure 7-11a) does confirm the existence of two

23

Na resonances: The first one has an

axial symmetric quadrupolar line shape (ηQ ≈ 0) with a relatively long spin-lattice
relaxation time T1, while the second one does not have an axial symmetry (ηQ ≈ 1). The
observed ηQ(23Na) values agrees with the crystal structure of NaGTS-1, in which Na1 has
a C3v site symmetry while Na2 has a Cs site symmetry. The fact that the former one (Na1)
has a long T1 is indicative of high local ordering around this Na site. As shown in Figure
7-11c, using the 23Na NMR parameters of Na1 obtained from the difference spectrum, the
parameters of Na2 could also be determined: Na1: CQ(23Na) = 1.8(1) MHz, ηQ(23Na) =
0.1(1), δiso(23Na) = 6.0(10) ppm; and Na2: CQ(23Na) = 2.2(1) MHz, ηQ(23Na) = 1.0(1),

δiso(23Na) = 8.3(10) ppm.
As mentioned earlier, although the sharp feature observed in the

47/49

Ti echo

spectrum has been assigned to the KGTS-1 phase, it is still not clear if the framework of
KGTS-1 is disordered. Since K+ is directly coordinated to the oxygens of TiO6 in the
framework, the disorder of K+ must lead to the disorder of the framework as well. Herein,
natural abundance 39K MAS experiment of GTS-1 at 21.1 T was performed and the result
is shown in Figure 7-11d. Interestingly, its line shape is similar to that of

23

Na MAS

spectrum but the coexistence of two resonances is much more evident. Using the same
approach shown in the former section,

39

K NMR parameters of two resonances are

established: The one with an axial symmetry has CQ(39K) = 1.3(1) MHz, ηQ(39K) = 0.1(1),

δiso(39K) = 3(4) ppm; and the one without an axial symmetry has CQ(39K) = 1.3 ± 0.4
MHz, ηQ(39K) = 0.9 ± 0.1, δiso(39K) = -2 ppm. The second K site is disordered due to the
distribution of CQ and ηQ. Direct observation of two 39K resonances is somewhat striking
since the crystal structure of KGTS-1 only consists one crystallographic K site. However,
on one hand, the crystal structure of KGTS-1 was determined from the powder XRD data;
on the other hand, the K cations of some KGTS-1 phase could be partially substituted by
Na cations, resulting in a disorder of the K local environments. Such interpretation is
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further verified by the measured short T1 of this K site (K(I)), which is indicative of local
disorder. The other site (K1) corresponds to the single crystallographic K site of KGTS-1
because of the high site symmetry and long T1. Therefore, according to

39

K MAS

experiments, disorder of the framework does exist in KGTS-1.

7.3.6

ETS-4

Figure 7-12: The structure of ETS-4. The hydrogen atoms and Na+ cations are omitted
for clarity.
As Figure 7-12 illustrates, the framework of ETS-4 (Na8(Ti5H2Si12O39)⋅(H2O)8.45,
Si/Ti ~ 2.1 from EDS) contains distorted octahedral TiO6 chains, isolated squarepyramidal TiO5 and tetrahedral SiO4 units.16 The TiO6 octahedra (crystallographic Ti1
site) connect each other by sharing the opposite corner, forming –O–Ti–O–Ti–O– chains
along the b axis, which is different from the edge-sharing brookite-type chains in AM-4.
TiO6 octahedra are very distorted, giving rise to O–Ti–O bond angles far from 90° (63–
116°). The TiO5 square-pyramids, which are the crystallographic Ti2 site, are surrounded
by SiO4 units. A striking structure feature of ETS-4 is that the interaction between
neighboring TiO5 pyramids is through water molecules, making them part of the structure.
The anionic framework charges are compensated by extra-framework Na+ cations (two
Na sites: Na1 and Na2). Different from sitinakite and KGTS-1, whose frameworks are
disordered due to the disordering of extra-framework species (counter cations and H2O),
the framework disorder of ETS-4 is intrinsic: 1) the 12-rings are only partially occupied
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by TiO5 units (occupancy: 0.25); 2) the orientation of TiO5 units is random; and 3) water
molecules mediating the interactions between neighboring TiO5 units are also disordered.
However, such disorder does not cause the termination of TiO6 chain.

Figure 7-13: (a) Experimental

29

Si MAS SSNMR spectrum of ETS-4 at 9.4 T. (b)

Experimental (Echo) natural abundance 47/49Ti static SSNMR spectrum of ETS-4 at 21.1
T. (c) Experimental and simulated
23

23

Na MAS SSNMR spectra of ETS-4 at 9.4 T (top);

Na 3QMAS spectrum of ETS-4 at 9.4 T (bottom). The dashed lines correspond to the

slices taken for simulation. Simulated 23Na MAS spectrum was based on the parameters
obtained from 3QMAS.
Although ETS-4 has been extensively studied by

29

Si NMR experiments, it has

never been characterized by 47/49Ti NMR. 29Si MAS spectrum (Figure 7-13a) exhibits two
peaks at -90.4 and -95.3 ppm, presenting the two Si local environments in ETS-4: Si(3Ti)
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and Si(1Ti).24,27 The acquisition of natural abundance 47/49Ti static echo spectrum of ETS4 was very challenging even at 21.1 T. After performing the experiment for 16 h, the
spectrum (Figure 7-13b) consists of a weak and very broad profile from ~ 900 to ~ -2600
ppm. However, the simulation and interpretation of 47/49Ti spectrum is rather difficult due
to the poor S/N of the spectrum.
23

Na MAS spectrum of ETS-4 at 9.4 T only displays a sharp and featureless peak

centered at -11 ppm (Figure 7-13c). However, two resonances along the F1 axis have
been directly resolved in 2D

23

Na 3QMAS spectrum of ETS-4. Two sets of

23

Na NMR

parameters were produced by spectral simulation: Na1 has CQ(23Na) = 1.8(1) MHz,

ηQ(23Na) = 0.8(1), δiso(23Na) = -1.7(5) ppm; and Na2 has CQ(23Na) = 1.6(1) MHz,
ηQ(23Na) = 0.8(1), δiso(23Na) = -3.4(5) ppm, consistent with the crystal structure of ETS-4.
The two Na resonances are assigned based on the relative intensity, where the more
abundant Na site is Na2.

7.3.7

ETS-10

Figure 7-14: The structure of ETS-10. The bridging O atoms are omitted to show the
connectivity between Si/Si and Si/Ti. The distance a ≈ b causes the stacking defaults. The
dashed line presents the TiO6 chains. The five possible Na sites are also shown.
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ETS-10 ((Na2-xKx)TiSi5O13⋅4H2O, Na/K ~ 4.5 and Si/Ti ~ 4.5 from EDS) is a
large-pore microporous titanosilicate with a framework containing “TiO2” rods (Figure 714), which extend along two orthogonal directions, surrounded by tetrahedral silicate
units.18,19 The pore structure consists of 12-, 7-, 5-, and 3-rings and has a 3D large-pore
channel system, which makes it promising in many applications such as catalysis. The
intrinsic disorder of the framework of ETS-10 arises from structural faulting that the
alternating 12-rings filled with Ti and void can be broken by the voids. Therefore, it is
possible to describe the structure (Figure 7-A2) in terms of an intergrowth of two ordered
polymorphs with tetragonal (polymorph A) and monoclinic (polymorph B) symmetry,
respectively.18,19 Since ETS-10 contains corner-sharing TiO6 octahedra and SiO4
tetrahedra for every framework Ti, there is an associated -2 charge compensated by extraframework cations, in this case, Na+ and K+ in channels. The location of Na sites were
determined by lattice energy minimization calculations in the literature,30 suggesting five
possible Na sites in the structure (Figure 7-14): Na(I) and Na(II) is near the TiO6 chains,
close to the 5-ring apex on either side of the 12-ring; Na(III) is also near the TiO6 chains
but at the top (or bottom) of the 12-ring; whereas Na(IV) sits in the 12-ring filled with Ti
(or 7-ring) between two orthogonal TiO6 chains. Although there are many possibilities
for the location of Na(V), all of which are in the 12-ring and thus have very similar
energies. K+ could, in principle, occupy all the above-mentioned five Na sites. However,
previous studies show that Na(IV) and Na(V) are the most favored sites for K+
substitution.30,86
Illustrated in Figure 7-15a,

29

Si MAS spectrum of ETS-10 consist of three peaks

at -94.9, -96.9 and -104.3 ppm, respectively. According to the literature,18 the former two
are assigned to framework Si in the Si(1Ti) environment, while the latter one is assigned
to Si in the Si(0Ti) environment. Although natural abundance 47/49Ti static echo spectrum
of ETS-10 has been reported by Nakata and co-workers,41 it was recorded at a low
magnetic field of 9.4 T and thus has a rather poor S/N. Moreover, no spectral simulation
and interpretation were performed in this literature. 47/49Ti spectrum of ETS-10 at 21.1 T
(Figure 7-15b) has a much better S/N, which exhibits a typical quadrupolar pattern from
~ 1800 to ~ -4800 ppm, arising from a single Ti site. In this work, the spectrum can be
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simulated reasonably well using a set of 49Ti NMR parameters: CQ(49Ti) = 16.5(20) MHz,

ηQ(49Ti) = 0.85(10) and δiso(49Ti) = -1100(50) ppm. The fact that the spectrum can be
fitted using a single Ti site agrees with the crystal structure of ETS-10 that there is only
one type of Ti environment: TiO6 units that share their corners to form 1D chains
(namely Ti(I)). The CQ(49Ti) of ETS-10 is quite large for 6-coordinated Ti,44 confirming
that the TiO6 units is indeed highly distorted.

Figure 7-15: (a) Experimental

29

Si MAS SSNMR spectrum of ETS-10 at 9.4 T. (b)

Experimental (Echo) and simulated natural abundance
ETS-10 at 21.1 T. (c) Experimental
(top);

23

23

47/49

Ti static SSNMR spectra of

Na MAS SSNMR spectrum of ETS-10 at 9.4 T

Na 3QMAS spectrum of ETS-4 at 9.4 T (bottom). (d) Experimental and

simulated 39K MAS SSNMR spectra of ETS-10 at 21.1 T. *: spinning sidebands.
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The possible Na sites of ETS-10 have been studied in the literature,29,30,33,86
demonstrating that the occupancy of these Na sites are determined by many parameters
including the Ti/Si ratio, Na+/K+ ratio, and hydration degree.

23

Na MAS and 3QMAS

spectra of ETS-10 (Figure 7-15d) are similar to those previously reported. It seems like
all Na sites have very similar NMR parameters and it is not possible to resolve them by
23

Na NMR.
Natural abundance 39K MAS spectrum of ETS-10 at 21.1 T (Figure 7-15d) clearly

consists of two resonances: one is axial symmetric with NMR parameters of CQ(39K) =
1.8(1) MHz, ηQ(39K) = 0.1(1) and δiso(39K) = -18(4) ppm; whereas the other one is not
axial symmetric with NMR parameters of CQ(39K) = 0.95(10) MHz, ηQ(39K) = 0.6(1) and

δiso(39K) = -7(5) ppm. Observing two 39K resonances rather than five is consistent with
the literature that K+ prefers to substituting Na+ in Na(IV) and Na(V) among all five
possible Na sites.30,86 The former 39K resonance is assigned to K+ that occupies the Na(IV)
site and the latter one is assigned to K+ that occupies the Na(V) site (hereafter referred to
as K(IV) and K(V), respectively). Since K(IV) is inside of 7-rings while K(V) is inside of
12-rings, the degree of distortion for the coordination sphere of K(IV) might be greater
than K(V) due to stronger interactions between K+ and the framework, giving rise to a
larger CQ. It is also worth mentioning that

39

K NMR is very sensitive to the local

environment of counter cations, even though Na(IV) and Na(V) are not distinguishable
by 23Na NMR.
Table 7-1: Experimental 49Ti NMR parameters.
Sample
Site
Coordination
CQ [MHz]
a
natisite
Ti1
5
10.7(1)
b
AM-1
Ti1
5
13.4(1)
c
AM-4
Ti1
6
8.2(2)
sitinakite
Ti1
6
13 ± 11
NaGTS-1
Ti2
6
11.0(5)
ETS-10
Ti(I)
6
16.5(20)
a: CSA: Ω = 500(30) ppm, κ = 1.0(1), (α, β, γ) = (0°, 0°, 0°).
b: CSA: Ω = 500(30) ppm, κ = 1.0(1), (α, β, γ) = (0°, 0°, 0°).
c: Gaussian distribution.

ηQ

δiso [ppm]

0.05(5)
0.05(5)
1.0(1)
0.85 ± 0.15
0.4(2)
0.85(10)

-740(30)
-783(30)
-850(30)
-850
-900(40)
-1100(50)
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Experimental 49Ti NMR parameters of titanosilicate samples studied in this work
are shown in Table 7-1; while calculated 29Si, 23Na, and 49Ti NMR parameters are shown
in Table 7-A3–A5. The observed 47/49Ti NMR parameters of titanosilicates can be related
to their spectral features: For 5-coordinated Ti4+ (natisite and AM-1), it has a relatively
large CQ and a large CSA. For 6-coordinated Ti4+ in an edge-shared TiO4 chain (AM-4),
it has a small CQ. For 6-coordinated Ti4+ in a corner-shared Ti4O16 cluster (sitinakite and
GTS-1), the local Ti environment can be disordered. For 6-coordinated Ti4+ in a cornershared TiO4 chain (ETS-10), it has a very large CQ.

7.4 Conclusions
In this work, multinuclear SSNMR experiments, including 29Si, 23Na,
39

47/49

Ti, and

K NMR, were performed on several prototypical titanosilicates: natisite, AM-1, AM-4,

sitinakite, GTS-1, ETS-4, and ETS-10. These samples were selected because they consist
of several representative Ti local environments in titanosilicates: 5-coordinated Ti in the
square-pyramidal geometry for natisite, AM-1, and ETS-4; edge-shared brookite-type
TiO6 chain for AM-4; cubane-type Ti4O16 cluster for sitinakite and GTS-1; corner-shared
TiO6 chain for ETS-4 and ETS-10. Natural abundance 47/49Ti SSNMR spectra acquired at
21.1 T imply that the observed spectral features can be directly related to these Ti local
environments. This work is highlighted by the results from

29

Si,

23

Na, and

39

K SSNMR

29

experiments as well: high-quality Si MAS spectra without (or with very few) impurity
peaks were collected, confirming the Si local environments proposed by crystal structures;
whereas

23

Na and

39

K SSNMR experiments provide fruitful structure information about

the counter cations, which are often disordered and thus are very difficult to be
characterized by diffraction-based techniques such XRD. It should be pointed out that
natural abundance

39

K SSNMR experiments were first carried out on titanosilicates,

which has higher resolution than 23Na SSNMR experiments. First-principles calculations
of NMR parameters by the GIPAW method (the CASTEP code) also shed lights on the
interpretation of

29

Si,

23

Na, and

47/49

Ti SSNMR spectra. It is hoped that the approach

described and the results presented in this work can be used in the further investigation of
titanosilicates with unknown or poorly demonstrated structures.

224

7.5 References
(1)

Wang, L. M.; Chen, J.; Ewing, R. C. Curr. Opin. Solid State Mater. Sci. 2005, 8,
405-418.

(2)

Lopes, C. B.; Coimbra, J.; Otero, M.; Pereira, E.; Duarte, A. C.; Lin, Z.; Rocha, J.
Quim. Nova 2008, 31, 321-325.

(3)

Lopes, C. B.; Lito, P. F.; Otero, M.; Lin, Z.; Rocha, J.; Silva, C. M.; Pereira, E.;
Duarte, A. C. Microporous Mesoporous Mater. 2008, 115, 98-105.

(4)

Popa, K.; Pavel, C. C. Desalination 2012, 293, 78-86.

(5)

Murugavel, R.; Roesky, H. W. Angew. Chem., Int. Ed. 1997, 36, 477-479.

(6)

Ratnasamy, P.; Srinivas, D.; Knoezinger, H. Adv. Catal. 2004, 48, 1-169.

(7)

Uma, S.; Rodrigues, S.; Martyanov, I. N.; Klabunde, K. J. Microporous
Mesoporous Mater. 2004, 67, 181-187.

(8)

Dutta, P. K.; Severance, M. J. Phys. Chem. Lett. 2011, 2, 467-476.

(9)

Kuznicki, S. M.; Bell, V. A.; Nair, S.; Hillhouse, H. W.; Jacubinas, R. M.;
Braunbarth, C. M.; Toby, B. H.; Tsapatsis, M. Nature 2001, 412, 720-724.

(10)

Rocha, J.; Anderson, M. W. Eur. J. Inorg. Chem. 2000, 801-818.

(11)

Poojary, D. M.; Cahill, R. A.; Clearfield, A. Chem. Mater. 1994, 6, 2364-2368.

(12)

Behrens, E. A.; Poojary, D. M.; Clearfield, A. Chem. Mater. 1996, 8, 1236-1244.

(13) Poojary, D. M.; Bortun, A. I.; Bortun, L. N.; Clearfield, A. Inorg. Chem. 1996, 35,
6131-6139.
(14)

Dadachov, M. S.; Harrison, W. T. A. J. Solid State Chem. 1997, 134, 409-415.

(15)

Kuznicki, S. M. US Patent 4,853,202, 1989.

(16)

Cruciani, G.; De Luca, P.; Nastro, A.; Pattison, P. Microporous Mesoporous
Mater. 1998, 21, 143-153.

(17)

Dadachov, M. S.; Rocha, J.; Ferreira, A.; Lin, Z.; Anderson, M. W. Chem.
Commun. 1997, 1997, 2371-2372.

(18)

Anderson, M. W.; Terasaki, O.; Ohsuna, T.; Philippou, A.; MacKay, S. P.;
Ferreira, A.; Rocha, J.; Lidin, S. Nature 1994, 367, 347-351.

(19)

Anderson, M. W.; Terasaki, O.; Ohsuna, T.; Malley, P. J. O.; Philippou, A.;
MacKay, S. P.; Ferreira, A.; Rocha, J.; Lidin, S. Philos. Mag. B 1995, 71, 813841.

(20)

Thorogood, G. J.; Kennedy, B. J.; Griffith, C. S.; Elcombe, M. M.; Avdeev, M.;
Hanna, J. V.; Thorogood, S. K.; Luca, V. Chem. Mater. 2010, 22, 4222-4231.

(21)

Ferdov, S. Microporous Mesoporous Mater. 2012, 159, 96-99.

225

(22)

MacKenzie, K. J. D.; Smith, M. E. Multinuclear Solid-State NMR of Inorganic
Materials; 1st ed.; Pergamon: Oxford; New York, 2002.

(23)

Lin, Z.; Rocha, J.; Brandao, P.; Ferreira, A.; Esculcas, A. P.; Pedrosa de Jesus, J.
D.; Philippou, A.; Anderson, M. W. J. Phys. Chem. B 1997, 101, 7114-7120.

(24) Balmer, M. L.; Bunker, B. C.; Wang, L. Q.; Peden, C. H. F.; Su, Y. J. Phys. Chem.
B 1997, 101, 9170-9179.
(25)

Kostov-Kytin, V.; Mihailova, B.; Kalvachev, Y.; Tarassov, M. Microporous
Mesoporous Mater. 2005, 86, 223-230.

(26)

Kostov-Kytin, V.; Nikolova, R.; Nakayama, N.; Simova, S.; Tzvetkova, P. C. R.
Acad. Bulg. Sci. 2011, 64, 683-692.

(27)

Labouriau, A.; Higley, T. J.; Earl, W. L. J. Phys. Chem. B 1998, 102, 2897-2904.

(28)

Guo, M.; Feng, Z.; Li, G.; Hofmann, J. P.; Pidko, E. A.; Magusin, P. C. M. M.;
Guo, Q.; Weckhuysen, B. M.; Hensen, E. J. M.; Fan, F.; Li, C. Chem. Eur. J.
2012, 18, 12078-12084.

(29) Ganapathy, S.; Das, T. K.; Vetrivel, R.; Ray, S.; Sen, T.; Sivasanker, S.; Delevoye,
L.; Fernandez, C.; Amoureux, J. P. J. Am. Chem. Soc. 1998, 120, 4752-4762.
(30)

Anderson, M. W.; Agger, J. R.; Luigi, D.-P.; Baggaley, A. K.; Rocha, J. Phys.
Chem. Chem. Phys. 1999, 1, 2287-2292.

(31)

Pavel, C. C.; Vuono, D.; Catanzaro, L.; De Luca, P.; Bilba, N.; Nastro, A.; Nagy,
J. B. Microporous Mesoporous Mater. 2002, 56, 227-239.

(32)

Yang, X.; Paillaud, J. L.; van Breukelen, H. F. W. J.; Kessler, H.; Duprey, E.
Microporous Mesoporous Mater. 2001, 46, 1-11.

(33)

Southon, P. D.; Howe, R. F. Chem. Mater. 2002, 14, 4209-4218.

(34)

Zibrowius, B.; Weidenthaler, C.; Schmidt, W. Phys. Chem. Chem. Phys. 2003, 5,
773-777.

(35)

Kanert, O.; Kolem, H. J. Phys. C: Solid State Phys. 1988, 21, 3909-3916.

(36)

Dec, S. F.; Davis, M. F.; Maciel, G. E.; Bronnimann, C. E.; Fitzgerald, J. J.; Han,
S. S. Inorg. Chem. 1993, 32, 955-959.

(37) Tunstall, D. P.; Todd, J. R. M.; Arumugam, S.; Dai, G.; Dalton, M.; Edwards, P. P.
Phys. Rev. B: Condens. Matter 1994, 50, 16541-16549.
(38)

MacKenzie, K. J. D.; Meinhold, R. H.; McGavin, D. G.; Ripmeester, J. A.;
Moudrakovski, I. Solid State Nucl. Magn. Reson. 1995, 4, 193-201.

(39)

Labouriau, A.; Earl, W. L. Chem. Phys. Lett. 1997, 270, 278-284.

(40)

Bastow, T. J.; Gibson, M. A.; Forwood, C. T. Solid State Nucl. Magn. Reson.
1998, 12, 201-209.

(41)

Nakata, S.; Tanaka, Y.; Asaoka, S.; Nakamura, M. J. Mol. Struct. 1998, 441, 267281.

(42)

Bastow, T. J.; Whitfield, H. J. Chem. Mater. 1999, 11, 3518-3520.

226

(43)

Bastow, T. J.; Doran, G.; Whitfield, H. J. Chem. Mater. 2000, 12, 436-439.

(44)

Padro, D.; Howes, A. P.; Smith, M. E.; Dupree, R. Solid State Nucl. Magn. Reson.
2000, 15, 231-236.

(45)

Gervais, C.; Smith, M. E.; Pottier, A.; Jolivet, J. P.; Babonneau, F. Chem. Mater.
2001, 13, 462-467.

(46)

Bastow, T. J.; Whitfield, H. J. Solid State Commun. 2001, 117, 483-488.

(47)

Padro, D.; Jennings, V.; Smith, M. E.; Hoppe, R.; Thomas, P. A.; Dupree, R. J.
Phys. Chem. B 2002, 106, 13176-13185.

(48)

Ganapathy, S.; Gore, K. U.; Kumar, R.; Amoureux, J.-P. Solid State Nucl. Magn.
Reson. 2003, 24, 184-195.

(49)

Gervais, C.; Veautier, D.; Smith, M. E.; Babonneau, F.; Belleville, P.; Sanchez, C.
Solid State Nucl. Magn. Reson. 2004, 26, 147-152.

(50)

Lambert, J. F.; Prost, R.; Smith, M. E. Clays Clay Miner. 1992, 40, 253-261.

(51)

Krawietz, T. R.; Murray, D. K.; Haw, J. F. J. Phys. Chem. A 1998, 102, 87798785.

(52)

Thomas, P. A.; Baldwin, A.; Dupree, R.; Blaha, P.; Schwarz, K.; Samoson, A.;
Gan, Z. H. J. Phys. Chem. B 2004, 108, 4324-4331.

(53)

Carroll, D. L.; Kemp, T. F.; Bastow, T. J.; Smith, M. E. Solid State Nucl. Magn.
Reson. 2005, 28, 31-43.

(54)

Nielsen, U. G.; Majzlan, J.; Phillips, B.; Ziliox, M.; Grey, C. P. Am. Mineral.
2007, 92, 587-597.

(55)

Bowers, G. M.; Bish, D. L.; Kirkpatrick, R. J. J. Phys. Chem. C 2008, 112, 64306438.

(56)

Wu, G.; Zhu, J. Prog. Nucl. Magn. Reson. Spectrosc. 2012, 61, 1-70.

(57)

Harris, R. K.; Becker, E. D.; Cabral De Menezes, S. M.; Goodfellow, R.; Granger,
P. Pure Appl. Chem. 2001, 73, 1795-1818.

(58)

Smith, M. E.; van Eck, E. R. H. Prog. Nucl. Magn. Reson. Spectrosc. 1999, 34,
159-201.

(59)

Pyykkö, P. Mol. Phys. 2008, 106, 1965-1974.

(60)

Zhu, J.; Trefiak, N.; Woo, T. K.; Huang, Y. J. Phys. Chem. C 2009, 113, 1002910037.

(61)

Rossini, A. J.; Hung, I.; Schurko, R. W. J. Phys. Chem. Lett. 2010, 1, 2989-2998.

(62) Stebbins, J. F.; Du, L.-S.; Kroeker, S.; Neuhoff, P.; Rice, D.; Frye, J.; Jakobsen, H.
J. Solid State Nucl. Magn. Reson. 2002, 21, 105-115.
(63)

Duxson, P.; Provis, J. L.; Lukey, G. C.; van Deventer, J. S. J.; Separovic, F.; Gan,
Z. H. Ind. Eng. Chem. Res. 2006, 45, 9208-9210.

(64)

Moudrakovski, I. L.; Ripmeester, J. A. J. Phys. Chem. B 2007, 111, 491-495.

227

(65)

Larsen, F. H.; Jakobsen, H. J.; Ellis, P. D.; Nielsen, N. C. J. Phys. Chem. A 1997,
101, 8597-8606

(66)

Kupce, E.; Freeman, R. J. Magn. Reson., Ser. A 1995, 115, 273-276.

(67)

Massiot, D.; Farnan, I.; Gautier, N.; Trumeau, D.; Trokiner, A.; Coutures, J. P.
Solid State Nucl. Magn. Reson. 1995, 4, 241-248.

(68)

Brauniger, T.; Madhu, P. K.; Pampel, A.; Reichert, D. Solid State Nucl. Magn.
Reson. 2004, 26, 114-120.

(69)

Larsen, F. H.; Farnan, I.; Lipton, A. S. J. Magn. Reson. 2006, 178, 228-236.

(70)

O'Dell, L. A.; Schurko, R. W. Chem. Phys. Lett. 2008, 464, 97-102.

(71)

Perras, F. A.; Viger-Gravel, J.; Burgess, K. M. N.; Bryce, D. L. Solid State Nucl.
Magn. Reson. 2013, 51-52, 1-15.

(72)

Nyman, H.; O'Keeffe, M.; Bovin, J. O. Acta Crystallogr., Sect. B 1978, B34, 905906.

(73)

Ferdov, S.; Kolitsch, U.; Lengauer, C.; Tillmanns, E.; Lin, Z.; Sa Ferreira, R. A.
Acta Crystallogr., Sect. E 2007, E63, i186.

(74)

Charpentier, T. Solid State Nucl. Magn. Reson. 2011, 40, 1-20.

(75)

Bonhomme, C.; Gervais, C.; Babonneau, F.; Coelho, C.; Pourpoint, F.; Azais, T.;
Ashbrook, S. E.; Griffin, J. M.; Yates, J. R.; Mauri, F.; Pickard, C. J. Chem. Rev.
2012, 112, 5733-5779.

(76) Rocha, J.; Ferreira, A.; Lin, Z.; Anderson, M. W. Microporous Mesoporous Mater.
1998, 23, 253-263.
(77)

Ferdov, S.; Sa Ferreira, R. A.; Lin, Z. J. Lumin. 2008, 128, 1108-1112.

(78)

Kunwar, A. C.; Turner, G. L.; Oldfield, E. J. Magn. Reson. 1986, 69, 124-127.

(79)

Gan, Z.; Kwak, H.-T. J. Magn. Reson. 2004, 168, 346-351.

(80)

Massiot, D.; Fayon, F.; Capron, M.; King, I.; Le Calve, S.; Alonso, B.; Durand, J.O.; Bujoli, B.; Gan, Z.; Hoatson, G. Magn. Reson. Chem. 2002, 40, 70-76.

(81)

Kemp, T. F.; Smith, M. E. Solid State Nucl. Magn. Reson. 2009, 35, 243-252.

(82)

Brouwer, D. H.; Moudrakovski, I. L.; Darton, R. J.; Morris, R. E. Magn. Reson.
Chem. 2010, 48, S113-S121.

(83)

Rose, M. E. Elementary Theory of Angular Momentum; Wiley: New York, 1957.

(84)

Frydman, L.; Harwood, J. S. J. Am. Chem. Soc. 1995, 117, 5367-5368.

(85)

Pauling, L.; Sturdivant, J. H. Zeitschrift fuer Kristallographie, Kristallgeometrie,
Kristallphysik, Kristallchemie 1928, 68, 239-256.

(86)

Sankar, G.; Bell, R. G.; Thomas, J. M.; Anderson, M. W.; Wright, P. A.; Rocha, J.
J. Phys. Chem. 1996, 100, 449-452.

228

7.6 Appendix
Section A1: Powder XRD Patterns

Figure 7-A1: Powder XRD patterns of titanosilicates. *: impurity.
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Section A2: Solid-State NMR Characterizations
Table 7-A1: 47/49Ti SSNMR measurement conditions.
Sample
natisite

Experiment
WURST-echo

Pulse delay (s)
0.5

AM-1

WURST-QCPMG
WURST-echo

1
0.5

WURST-QCPMG

0.5

AM-4

quadrupolar echo
WURST-QCPMG

0.5
0.5

sitinakite
GTS-1

quadrupolar echo
quadrupolar echo
WURST-QCPMG

1
0.5
0.5

ETS-4
ETS-10

quadrupolar echo
quadrupolar echo

0.5
1

Number of scans
32768 (LTHa)
32768 (HTLb)
2048 (-80 kHzc)
49152 (LTH)
49152 (HTL)
8196 (-80 kHz)
8196 (-120 kHz)
8196 (-40 kHz)
49152
8196 (-80 kHz)
8196 (-120 kHz)
8196 (-40 kHz)
49152
123904
8196 (-80 kHz)
8196 (-120 kHz)
8196 (-40 kHz)
118784
49152

a: low-to-high direction for the WURST pulse.
b: high-to-low direction for the WURST pulse.
c: Increment (offset) of transmitter frequency.

Table 7-A2: 23Na SSNMR measurement conditions.
Sample
natisite
AM-1
AM-4
GTS-1
ETS-4
ETS-10

Experiment
MAS
3QMAS
MAS
MAS
3QMAS
MAS
3QMAS
MAS
3QMAS
MAS
3QMAS

Pulse delay (s)
2
2
2
2
2
0.2, 2
2
1
0.5
0.5
0.5

T1 (s)
0.75
0.35
0.16
0.0012
0.0013
0.0074

Number of scans
512
312 × 64
512
1024
312 × 64
512
312 × 64
1024
1368 × 64
1024
600 × 128
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Section A3: Calculated NMR Parameters
Table 7-A3: Calculated 29Si NMR parameters
Sample
natisite
AM-1
AM-4a

Site
Si1
Si1
Si1
Si2
Si1
Si1

sitinakite
NaGTS-1

Si environment
Si(4Ti)
Si(1Ti)
Si(3Ti)
Si(1Ti)
Si(4Ti)
Si(4Ti)

δiso [ppm]
-78.84
-110.76
-91.64
-95.26
-69.92
-79.51

a: The structure was not optimized.

Table 7-A4: Calculated 23Na NMR parameters
Sample
natisite
AM-1
AM-4

Site
Na1
Na1
Na1
Na2
Na3
Na(I)
Na(II)
Na1
Na2

sitinakite
NaGTS-1

Coordination
6
6
6
6
4
6
6
4
6

ηQ

CQ [MHz]
4.28
1.75
2.21
1.47
3.90
6.22
4.98
1.92
3.50

0.81
0.22
0.80
0.31
0.88
0.69
0.53
0.00
0.63

Table 7-A5: Calculated 49Ti NMR parameters
Sample
natisite
AM-1
AM-4
sitinakite
NaGTS-1

Site
Ti1
Ti1
Ti1
Ti1
Ti1
Ti2

Coordination
5
5
6
6
6
6

CQ [MHz]
9.88
17.05
11.13
8.70
39.25
10.13

ηQ

Ω [ppm]

κ

0.00
0.00
0.92
0.45
0.00
0.52

644.94
705.39
127.35
97.83
52.44
129.56

-1.00
-1.00
0.55
-0.68
1.00
0.20
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Section A4: Two Polymorphs of ETS-10

Figure 7-A2: The structures of two polymorphs of ETS-10.

232

Chapter 8

8

Summary and Future Work

8.1 Summary
Microporous materials are important functional materials due to their promising
properties such as large surface areas, selective adsorption, ion-exchange capacities, and
catalysis activities. It is thus of fundamental importance to understand the relationships
between the structures of microporous materials and their properties. In this thesis, two
types of microporous materials, metal–organic frameworks (MOFs) and titanosilicates,
were characterized by multinuclear solid-state NMR (SSNMR) spectroscopy combined
with other techniques including theoretical calculations. It has been demonstrated that 1)
the acquisition of unreceptive quadrupolar nuclei (25Mg,

39

K, and

47/49

Ti) is feasible at a

high magnetic field of 21.1 T; 2) ultrahigh-resolution 1H SSNMR spectra in MOFs can be
obtained under favorable conditions; 3)

17

O can be efficiently incorporated into the

framework of MOFs; 4) variable temperature (VT) 2H SSNMR spectroscopy allows us to
monitor the dynamic behaviors of guest molecules in CPO-27-M (M = Mg, Zn, Ni, Co);
5) theoretical calculations using CASTEP and Gaussian programs are valuable in spectral
assignment and interpretation.
In Chapter 2, the local Mg environments and rehydration/adsorption probes of an
important Mg-containing MOF, CPO-27-Mg, were probed by natural abundance

25

Mg

SSNMR spectroscopy at 21.1 T. Upon removal of the water molecule bound to the Mg,
the local Mg structure changes from a perfectly ordered to a disordered environment,
although long-range ordering of the framework remains. A large amount of

25

Mg spins

become NMR invisible due to the large CQ resulting from the distorted square-pyramid
geometry. The Mg disordering persists if the sample is only partially rehydrated. The
local ordering can only be resorted completely if enough water is available. For the CPO27-Mg loaded with organics, the

25

Mg environments are also disordered. The origins of

the disordering are discussed based on both NMR data and computational modeling.
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Chapter 3 describes that the multiple (four) non-equivalent Mg sites of another
representative MOF, microporous α-Mg3(HCOO)6, can be directly differentiated by
performing natural abundance 25Mg 3QMAS SSNMR experiments at 21.1 T. The ability
to acquire high-quality two-dimensional

25

Mg spectra at natural abundance is important

since the cost of isotopic enrichment can be prohibitively high. The capability of
differentiating multiple Mg sites with very similar local Mg environments is critical
because it allows one to directly compare the NMR spectra with the X-ray determined
structure.
As shown in Chapter 4, ultrahigh-resolution 1H and

13

C SSNMR spectra can be

collected in MOFs. Multiple (six) crystallographically non-equivalent, but chemically
equivalent H (and C) sites of microporous α-Mg3(HCOO)6, can be differentiated by 1H
(and 13C) SSNMR experiments. Like fingerprints, 1H and 13C spectra are very sensitive to
the guest molecules included inside of the channels. Among the interesting results, the
ability of achieving ultrahigh-resolution for 1H NMR in solids by the combination of
ultrafast MAS (62.5 kHz), isotopic (2H) dilution, and ultrahigh magnetic field (21.1 T) is
of particular importance because the structural information from 1H SSNMR experiments
complements that from single-crystal XRD which is incapable of accurately locating
hydrogens. This work is also highlighted by the identification of weak C–H⋅⋅⋅O and C–
H⋅⋅⋅N hydrogen bonds by 1H SSNMR spectroscopy. The aromatic current effect was
observed in the benzene sample as well.
The dynamic behavior of several prototypical guest molecules inside of CPO-27M (M = Mg, Zn, Ni, Co) was exmained in Chapter 5. The internal motion of guest
molecules, including π flip-flop of D2O about its C2 axis, rotation of methyl group about
its C3 axis and in-plane rotation of C6D6 about its C6 axis, persists over the whole
temperature range studied. Additional reorientation of the whole molecule (external
motion) is desirable for the simulation of 2H spectra of CD3CN, acetone-d6 and C6D6 in
CPO-27-M. The 2H NMR data imply that the external motion should be interpreted using
the multiple-site hopping model, in which the guest molecules are allowed to jump
between neighboring metal centers. Since the motions are constrained by the interactions
between guest molecules and exposed metal centers, different guest molecules are
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expected to possess distinct dynamic behaviors. The relative binding strengths of the
same guest molecule on different metal centers are hence evaluated. The results indicate
that the dynamic behavior is clearly dependent on the nature of metal centers. For
instance, the relative binding strengths of benzene on M2+ are: Mg2+ ≈ Ni2+ ≈ Co2+ > Zn2+,
due to both cation-π and π-donation interactions.
17

O-enriched CPO-27-Mg and α-Mg3(HCOO)6 were prepared (Chapter 6). Due to

the diversity of MOF-based materials, different types of MOFs may require different
isotopic enrichment methods to effectively incorporate 17O from 17O-enriched H2O. Two
synthetic strategies for 17O-enrichment were developed. Using these 17O-enriched MOFs
17

O SSNMR spectra can be collected at 21.1 T. They provide distinct spectral signatures

of several key oxygen species commonly existing in MOFs. The results reveal that

17

O

SSNMR spectroscopy can be used to differentiate chemically non-equivalent oxygens.
The synthetic approaches for preparation of 17O-enriched sample described in this thesis
are fairly simple and cost-effective. The

17

O-enrichment was measured by a facile

approach using TOF-SIMS.
Chapter 7 consists of a comprehensive study of titanosilicates by multinuclear
SSNMR spectroscopy. Natural abundance NMR spectra of unreceptive quadrupolar
nuclei,

47/49

Ti and

39

K, were acquired at 21.1 T.

47/49

Ti SSNMR spectroscopy provide

insights into the coordination environments of Ti inside the framework, whereas

39

K

SSNMR spectroscopy allows one to directly probe the local environment of extraframework cations in titanosilicates.

29

Si and

23

Na SSNMR spectra were also collected

and interpreted based on the crystal structure.

8.2 Suggestions for Future Work
1. It is hoped that the approach described and the results presented in this thesis
will encourage future SSNMR studies of the unreceptive quadrupolar nuclei such as 25Mg,
39

K,

47/49

Ti, 43Ca, 91Zr,

135

Ba and

137

Ba in other microporous materials. The low intrinsic

sensitivity of such nuclei can be effectively alleviated by performing SSNMR
experiments at a high magnetic field of 21.1 T. The signal-to-noise ratio can be further
improved by sensitivity enhance techniques including the QCPMG sequence.
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2. We feel that ultrahigh-resolution 1H SSNMR spectra of other MOF systems can
also be acquired using the strategy described in Chapter 4. Guest-framework interactions
such as weak hydrogen bond can be unraveled by 1H SSNMR spectroscopy.
3. Chapter 5 is mainly focused on the 2H SSNMR study of diamagnetic samples
(CPO-27-Mg and CPO-27-Zn). Since paramagnetic effects are anisotropic, they provide
additional structural information about the guest molecules. Detailed analysis of the 2H
spectra of paramagnetic samples (CPO-27-Ni and CPO-27-Co) is required.
4. The methods for preparing 17O-enriched CPO-27-Mg and α-Mg3(HCOO)6 can
be applied to other MOF systems.
5. The results in this thesis imply that the structures of materials with unknown or
poorly described structures can also be studied by multinuclear SSNMR spectroscopy in
tandem with theoretical calculations.
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