The Ontology Alignment Evaluation Initiative (OAEI) is an annual evaluation of ontology matching tools. In 2018, we have started the Knowledge Graph track, whose goal is to evaluate the simultaneous matching of entities and schemas of large-scale knowledge graphs. In this paper, we discuss the design of the track and two different strategies of gold standard creation. We analyze results and experiences obtained in first editions of the track, and, by revealing a hidden task, we show that all tools submitted to the track (and probably also to other tracks) suffer from a bias which we name the golden hammer bias.
Introduction
The Ontology Alignment Evaluation Initiative (OAEI) 1 was started in 2004 as a forum to collect benchmark datasets for ontology matching tools, and a regular evaluation of those tools [4] . Over the years, new tracks with different foci have been added, e.g., for instance matching in 2009 [7] , for multi-lingual ontology matching in 2012 [22] , for interactive matching in 2013 [23] , and for the discovery of complex alignments in 2018 [28] .
The general setup of OAEI tracks is that users can download pairs of input ontologies and have to provide the correspondences (in general: pairs of equivalent classes, properties, and/or instances). Up to 2009, participants in the challenge ran their tools on their own machines and submitted the results, which gave way to over-tuning to specific tasks (i.e., finding optimal parameter sets for individual tasks rather than developing tools that deliver decent results consistently across different tracks).
From 2010 on, the format of OAEI was subsequently changed from the submission of results to the submission of systems, which where then run centrally by the organizers using the SEALS platform [30] . This also gave way for controlled measurements of computational performance. Since 2012, all tracks of OAEI are conducted using the SEALS platform, since 2018, the HOBBIT platform is used as second platform next to SEALS [15] .
In 2018, we introduced a new track, i.e., the Knowledge Graph track [1] . Since most of the other tracks focused either on schema or instance matching, the objective was to evaluate tools that solve both tasks in a real-world setting: as more and more knowledge graphs are developed, the discovery of links both on the instance and schema level becomes a crucial task in combining such knowledge graphs [25] .
The rest of this paper is structured as follows. Section 2 describes the track, the datasets used and the two different strategies employed to create the gold standard for the 2018 and 2019 edition of the track. Section 3 discusses the results from the 2019 edition, as well as the observation of the golden hammer bias in an additional evaluation. We close with a summary and an outlook on future work.
Data for the Matching Tasks
The data for the knowledge graph matching track is taken from the DBkWik project [8, 10] . In that project, we execute the DBpedia Extraction Framework [19] on several different Wikis from Fandom 2 , which is one of the most popular Wiki Farms, comprising more than 385,000 individual Wikis totaling more than 50 million articles. The result is a multitude of disconnected knowledge graphs, i.e., one knowledge graph extracted per Wiki, where each entity is derived from one page in a Wiki. In order to fuse those into one coherent knowledge graphs, we have to identify instance matches (i.e., entities derived from pages about the same real-world entity in different Wikis) as well as schema matches (i.e., classes and properties derived from different constructs in different Wikis).
Knowledge Graphs
For the 2018 and 2019 edition of the track, we picked groups of Wikis with a high topical overlap (RuneScape, Marvel comics, Star Trek, and Star Wars). Those are depicted in table 1. The groups cover different topics (movies, games, comics, and books) 3 .
Moreover, as a hidden evaluation task for the 2019 edition, we added one more Wiki which has almost no topical overlap with the above, but a large likelihood of having many instances with the same name. To that end, we chose the Lyric Wiki, containing around 2M instances (mostly songs, albums, and artists). For example, there are multiple songs named Star Wars and Star Trek, which, however, should not be matched to the movie or series of the same name. 
Gold Standard 2018
For creating the gold standard for evaluation, we took a two-fold approach. The schema level (i.e., classes and properties) are mapped by experts.
For mapping the instance-level, we used a crowd-sourcing approach on Amazon MTurk. As shown in Fig. 1 , users were presented a page link to a Wiki page for one Wiki (these pages were randomly sampled), and asked to identify a matching page in two other Wikis. In order to ease the task, they were provided with links to the Wiki's search function and Google site search. Each task was evaluated by five crowdworkers, and we added mappings to our gold standard if the majority agreed on it. Since the task was to match an entity in one source Wiki to two target Wikis, we also add mappings between the two target Wikis if the entity is matched to both. This setting was executed for 3 groups of Wikis sharing the same domain and each Wiki of each group was used once as a source. Overall, the inter annotator agreement was 0.87 (according to [18] , this is an almost perfect agreement).
The result is a partial gold standard for nine pairs of knowledge graphs, as depicted in Table 2 . A special characteristic of this gold standard is that nonmatching entities are also contained explicitly (i.e,. crowdworkers agreed that they could not find a matching page in the other Wiki).
From table 2, it can be observed that the gold standard contains mostly trivial matches (92.6% of the class matches, 82.4% of the property matches, and 93.6% of the instance matches) which is an exact string match of the label. One possible reason is that crowdworkers were probably not motivated to search for matching pages if they could not find them easily based on matching names, and the provision of search links to ease the task might have increased that bias. Another reason might be the random sampling of source pages. In most cases the page creators give the same name to a well-known concept and only a few pages have different titles. With the given sampling method, the probability to have such pages in the resulting sample is rather low.
During OAEI 2018, five systems were evaluated on the KG track: AML [5] , POMap++ [17] , Holontology [26] , DOME [9] , and three variants of LogMap (LogMap, LogMapBio, LogMapLt) [14] . Additionally, we also used a string equivalence baseline. Due to the large number of trivial correspondences, none of the systems was able to beat the simple string equivalence baseline [1] .
Gold Standard 2019
For the 2019 edition of the knowledge graph track, we followed a different approach. While the schema level interlinks were still created by experts, we exploited explicit interlinks between Wikis for the instance level, pages in Wikis with links to a corresponding page in another Wiki. To that end, we selected five pairs of Wikis which have a large number of such interlinks.
Due to the fact that not all inter wiki links on a page link two pages aout the same entity, a few restrictions were made: 1) Only links in sections with a header containing link are used e.g. as in "External links" 4 , 2) all links are removed where the source page links to more than one page in another wiki (ensures the alignments are functional), and 3) multiple links which point to the same concept are also removed (ensures injectivity). The underlying assumption of the latter two steps is that in each wiki (similar to Wikipedia), only one page per entity (e.g., person, song, movie) exists. As a preprocessing step, for each of those links, we executed an HTTP request to resolve potential redirects. Thus we always end up with the same identifier (URL) for one concept. Like the 2018 gold standard, this gold standard is only a partial gold standard, but without any explicit negative mappings. Table 3 shows the resulting gold standard. It can be observed that the fraction of non-trivial matches is considerably larger, especially on the instance level. Moreover, the absolute number of instance matches is also two magnitudes larger than in the 2018 gold standard.
Results and Observations
The two gold standards were used in the 2018 and 2019 editions of OAEI for a new knowledge graph track. Different tools were submitted to both editions, which allowed for a variety of insights.
In both years, the evaluation was executed on a virtual machine (VM) with 32GB of RAM and 16 vCPUs (2.4 GHz), with Debian 9 operating system and Openjdk version 1.8.0 212, using the SEALS client (version 7.0.5). The alignments generated by the participating tools were evaluated based on precision, recall, and f-measure for classes, properties, and instances (each in isolation). Moreover, we report the overall precision, recall, and f-measure across all types.
As a baseline, we employed two simple string matching approaches. The source code for these baseline matchers is publicly available. 5 In 2018, only a simple string equivalence across normalized strings was used, whereas in 2019, we also incorporated similarities of the alternative labels (skos: altLabel) present in the knowledge graphs as a second baseline. These labels were generated by using all titles of redirect pages in the Wikis, and they often contain synonym or shorter versions of the original title. This should in general increase the recall but lower the precision of a matching approach. For example, Catarina redirects to Kathryn Janeway in the memoryalpha Wiki 6 , so the baseline would consider all entities with the label Catarina as matches for the entity Kathryn Janeway derived from that Wiki.
The results for OAEI 2018 are depicted in table 4. Precision was computed based on the explicit negative mappings present in the 2018 gold standard. Four key observations can be made:
1. Except for LogMap, LogMapLt, and AML, all participating systems could solve all tasks. 2. The runtime varies greatly, ranging from five minutes to almost four hours for solving all nine tasks. 3. Except for DOME, no matcher is capable of matching properties. 4. Overall, the string baseline is hard to beat. Only two matchers (DOME and LogMapBio) outperform the baseline for classes, none for properties and instances.
The first two observations show that in principle, existing ontology matching tools can actually match knowledge graphs, although with different computational behavior. The third observation is due to a special characteristic of the underlying datasets. While standard ontology matching tools expect OWL Lite or DL ontologies, in which properties are properly typed as owl:ObjectProperty and owl:DatatypeProperty, the DBkWik knowledge graphs have a very shallow schema which does not make that distinction. Instead, all properties are marked as rdf:Property.
The fourth observation may be attributed to the characteristics of the 2018 gold standard: as discussed above, a (probably overestimated) large fraction of matches is trivial, so that trivial matching approaches have an unrealistic advantage in this setup. This observation, together with the desire to have a larger-scale gold standard, lead to the new gold standard used in the 2019 edition.
Results from OAEI 2019
For the evaluation of the 2019 tracks, we did not have any explicit negative mappings. Hence, we exploited the fact that our partial gold standard contained only 1:1 correspondences, and we further assume that in each knowledge graph, only one representation of each entity exists (typically, a Wiki does not contain two pages about the same real-world entity). This means that if we have a correspondence < a, b > in our gold standard, and a matcher produces a correspondence < a, b > to a different entity, we count that as a false positive. The count of false negatives is only increased if we have a 1:1 correspondence and it is not found by a matcher. The whole source code for generating the evaluation results is also available. 7 As a pre-evaluation check, we evaluated all SEALS participants in the OAEI (even those not registered for the track) on a very small matching task. 8 This revealed that not all systems were able to handle the task, and in the end, only the following systems were evaluated: AGM [21] , AML [6] , DOME [11] , FCAMap-KG [3] , LogMap [13] , LogMapBio, LogMapKG, LogMapLt, POMap++ [16] , Wiktionary [24] . Out of those, only LogMapBio, LogMapLt and POMap++ were not registered for this track. Holontology, which participated in 2018, did not submit a system to OAEI 2019.
In comparison to 2018, more matchers participated and returned meaningful correspondences. Moreover, there are systems and system variations which especially focus on the knowledge graph track, e.g., FCAMap-KG and LogMapKG. Table 5 shows the aggregated results for all systems in 2019, including the number of tasks in which they were able to generate a non-empty alignment (#tasks) and the average number of generated correspondences in those tasks (size). Like in the previous year, three systems (AML, DOME, and LogMapLt) were not able to solve all tasks. Again, the runtime differences are drastic, ranging from less than ten minutes to more than ten hours.
In addition to the global average precision, F-measure, and recall results, in which tasks where systems produced empty alignments were counted, we also computed F-measure and recall ignoring empty alignments which are shown in parentheses in the table, where applicable.
Nearly all systems were able to generate class correspondences. In terms of F-Measure, AML is the best one (when considering only completed test cases). Many matchers were also able to beat the baseline. The highest recall is about 0.77 which shows that some class correspondences are not easy to find. In comparison to the 2018 edition, more matchers are able to produce property correspondences. Only the systems of the LogMap family and POMAP++ do not return any alignments. While Wiktionary and FCAMap-KG achieve an F-Measure of 0.98, other systems need more improvement here because they are not capable of beating the baseline (mostly due to low recall). With respect to instance correspondences, AML and DOME are the best performing systems, but they outperform the baselines only by a small margin. On average, the systems returned between 3,000 and 8,000 instance alignments. Only LogMapKG returned nearly 30,000 mappings. The latter is interesting because LogMapKG is developed to prefer 1:1 alignments, but deviates here. Thus, we conducted a deeper analysis of the alignment arity. The results are shown in table 6. To account for matchers which return a mix of 1:n, n:1 or n:m mappings, not only the arity itself is reported, but also the count how often each appear in a mapping. For computing those numbers, the source of each correspondence is analyzed. If it links to only one concept, it counts as 1:1 if no other source is mapped to it, and otherwise as n:1. If the source links to multiple targets, it counts as 1:n and if one of those targets participate in multiple correspondences, the count for n:m is increased.
A strict 1:1 mapping is only returned by AGM, DOME and POMAP++, and the string matching baseline using only labels. LogMap and LogMapBio return n:1 mappings in two test cases, whereas FCAMap-KG, Wiktionary, as well as the string matching baseline utilizing alternative labels, return a few n:m mappings in all test cases. AML and LogMapLt returned even more of those cases, and LogMapKG has the highest amount of n:m mappings. As discussed above, this is somewhat unexpected because the tool is tailored towards a track focusing only on 1:1 mappings.
For a further detailed analysis of the track results, an online dashboard 9 is implemented. The user interface is shown in figure 2 . It is mainly intended for matcher developers to analyze their results and improve their systems. The basis is a table of all correspondences together with the evaluation result. The 
Hidden Task in OAEI 2019 and the Golden Hammer Bias
So far, we have only analyzed settings in which matchers were provided with two knowledge graphs from the same domain. In other words: it is already known that some correspondences are to be found. This is the usual setup in OAEI tracks, where correspondences between the input ontologies are always expected. In many real world scenarios, we cannot make that assumption. We refer to those scenarios as open scenarios, in contrast to closed domain scenarios, where the input ontologies share a domain. All OAEI tracks evaluate the latter kind, i.e., using ontologies from the conference or medical domain etc. In contrast, the matching in DBkWik, where thousands of knowledge graphs from different domains are to be integrated, is an open scenario. In such a scenario, where thousands of knowledge graphs co-exist, a random pair of two knowledge graphs may or may not have a certain share of entities in common.
In order to find out whether tools are over-tuned towards closed-domain scenarios, we introduced a hidden track to the 2019 edition, i.e., an evaluation which we did not inform the participants about. For this track, we used the single graph within the DBkWik set with the largest number of instancesi.e., the one extracted from LyricWiki 10 , which has more than 1.7M instances (we took a sample of about one million instances to reduce the runtime of the matchers). Since the main classes are songs, albums, and music artists, we expect a rather low overlap with the other graphs in the KG track, which come from different domains. At the same time, we expect a high overlap of trivial string matches, since there are songs, albums, or artists called Star Trek, Star Wars, etc., contained in the KG.
All matchers which participated in the knowledge graph track in 2019 were executed on three test cases. Those test cases always have the lyrics Wiki has the target and the following three Wikis as a source: Marvel Cinematic Universe (mcu), Memory Alpha and Star Wars. Since we cannot rule out true positives completely, we evaluated the precision manually by sampling 50 correspondences from the result sets for each matcher and testcase, which totals more than 1k Not all matchers are able to execute this hidden task. LogMap, LogMapBio and POMAP++ find only schema mappings and DOME needs more than the provided memory (even when provided with 100 GB of RAM). AGM throws a tool exception, and LogMapKG is only able to finish one test case (in all other cases it runs into a 24 hour timeout). These findings, involving a larger knowledge graph (despite smaller than, e.g., DBpedia or Wikidata) illustrate that scalability is still an issue.
The results are shown in table 7. We can see that all matchers find a considerable amount of instance matches, on average more than one thousand per pair of knowledge graphs. At the same time, the precision is really low. If we contrast those precision figures with the ones in table 5, we can observe some crucial differences. For all matchers, including the baselines, the precision figures in the latter are significantly higher than those in the hidden track.
This illustrates that all tools make an implicit assumption that some overlap between the ontologies provided exists, and create a certain amount of nonsensical results if that assumption is not met. We can observe this very drastically in the case of matching memoryalpha to lyrics, where the tools match between 2% and 17% of the instances in the smaller Wiki, with most of those matchings being false positives.
We refer to this observation as the golden hammer bias: in evaluation setups such as the OAEI (as well as most other evaluations of matching tools), the performance of the matching tools is systematically over-estimated. In contrast, when applying a tool in an open scenario where a positive outcome is not guaranteed a priori, the approaches at hand assume such a positive outcome nevertheless, and, hence, cannot solve the task properly. In particular, this is the case for LogMapKG, which creates a very large number of mappings at a very low precision, at least for the task it is able to solve.
The case of mcu is particularly interesting, since a significant portion of true matches can actually be found here (e.g., songs used in movies). Nevertheless, the precision of all tools is much lower than the precision on tasks in pure closed domain scenarios.
As a conclusion, we can see that existing matching tools cannot be used in open domain scenarios out of the box. Further filtering or a priori class-wise or even knowledge-graph wise blocking would be necessary, although, in the latter case, a significant amount of true positives, like in the case of mcu, would be missed.
Conclusion and Outlook
In this paper, we have described the design of knowledge graph track at the OAEI which focuses on the simultaneous matching of instances and schemas. We have introduced the datasets based on the DBkWik knowledge graph extracted from thousands of Wikis, and we have discussed two different strategies for creating the gold standard for instance links -i.e., by crowdsourcing and by utilizing explicit interlinks between Wikis. Moreover, we have introduced a hidden track to inspect the effect of tools expecting a positive outcome of a task, which we named the golden hammer bias.
From the results in 2018 and 2019, we can make different observations. First, the task is inherently hard, with most of the tools outperforming a simple string matching baseline only by a small margin. Second, there are strategies for individual subtasks -i.e., matching classes, properties, and instances -which clearly outperform others, including the baseline, but no tool implements a strategy that consistently outperforms the others. Third, many tools have difficulties handling larger-scale input data, i.e., knowledge graphs with millions of instances.
An additional evaluation using a hidden track revealed yet another issue with current knowledge graph matching tools. All of them make the tacit assumptions that the knowledge graphs to be matched have something in common. When confronted with two unrelated knowledge graphs, we have shown that they produce thousands of mostly false matches. We call this effect the golden hammer biasthe tools are applied without considering whether they are actually applicable.
Since we observe a growing number of tools that use supervised methods for matching knowledge graphs, we plan to create a sub-track which supports this setting, e.g., by providing separate training, testing, and validation sets.
In sum, those findings show that the task of knowledge graph matching is far from being solved. With our ongoing evaluation efforts -the KG track will be part of OAEI 2020 again -we provide a testbed for new and improved solutions in that field. Moreover, a few approaches for the task of knowledge graph matching have been published in the recent past (e.g., [20, 27, 29] ), which have been evaluated on different datasets (and in closed domain settings only), hence, their results are not directly comparable. By providing a generic benchmark including both open and closed domain settings, we enable a more systematic comparison for such works in the future.
