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IF [a2] ADDED ON [ ] 
THEN Z(y/n)： 5/3 ⇒ 5/0  BSS=0.70 
THEN B(b1/b2)： 5/3 ⇒ 4/1  BSS=0.15
カスケードモデルからの少数ルール群選択による高性能分類器の構築 



























sum of squares)を用いる．ただし，n は支持事例数を表し，
p(a)はその属性が値 a を取る確率である．また添え字 U，














表 1 のサンプルデータに最小支持度 4 を与えたとき，カ
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図 1  アイテムセットラティス 
 
例えば図 1 のアイテムセットラティスにおいて，node [ ]，
node[a2]間のリンクに注目すると，図 2 のルールが得られ









図 2 カスケードモデルのルール表現 





セットに対する itemset X のサポート比を示す．  
  sup_y(X)/sup_n(X) 
GR(X) =   0 if sup_n(X)=0 and sup_y(X)=0 
∞ if sup_n(X)=0 and sup_y(X)≠0  
表 1のサンプルデータでGR を求めると以下の様になる．  
(1) { (A=a2) }  sup_y(X2)=5/5，sup_n(X2)=0/3 
 ∴ GR(X2) = (5/5)/(0/3) = ∞ 
(2) { (B=b2) }  sup_y(X3)=1/5，sup_n(X3)=2/3 
 ∴ GR(X3) = (2/3)/(1/5) = 3.33  
この例で，itemset{(A=a2)}は GR が∞で Z=y に特徴的で
あり，itemset{(B=b2)}は GR が 3.33 で Z=n に特徴的な EP
である．一般的には，閾値(default:1.0)を上回る EP を抽出
し，分類ルールの候補として採用する．実際に GR 順にル







節，3 節で述べた 2 種のルール導出法(カスケードモデル，
EP)を組み合わせ，表 2 に示す 4 種の分類器を構築し比較
を行う． 
表 2 ルール導出手法とルール群最適化手法の組み合わせ 
 カスケードモデル EP 
ルール優先度 CM:priority EP:priority 











































いる．目的変数は T と F の値を取り，その分布に対応し
て四角形が左右に区切られている．図 3(a)は，既得ルール
Rule1 がサポートする事例を示す．候補ルールとして，図
3(b)の Rule2，図 3(c)の Rule3 が挙げられるとする．このと










(b) Rule1+Rule2            (c) Rule1+Rule3 
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ット全体の majority によって予測値を得る． 















Machine Learning Repository に収められている Mushroom
など 16 種類のデータセットを用いる．またシステムのパ
ラメータとしては default 値を用いるが，最小支持度，BSS
の threshold，GR の threshold はデータセットによって最適
値が異なるため，パラメータを変化させながら最も良い結
果を用いることにする． 
ここでは 16 種のデータセットのうち 6 種に対する結果
を示す．表 4 が精度比較結果，表 5 がルール数比較結果で
ある．4 種の手法に加え決定木(C5.0)の結果を付記した．
なお，精度は 10-fold Cross Validation で算出した．   
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