In dynamo theory the distinction between decaying (in time) magnetic fields and those that do not is of crucial importance. Often decay is not manifest for the magnetic field itself but only for a single component or a scalar potential. Typically these auxiliary quantities satisfy evolution equations of the same type as the original induction equation. We prove here for these equations a theorem relating the decay of a solution to the decay of its higher derivatives. This result allows us to relate the decay of an auxiliary quantity to that of the magnetic field and, moreover, to relate integral decay to pointwise decay. As an application we strengthen the 'toroidal velocity theorem' in that we demonstrate pointwise decay of the magnetic field and electric current to zero under the conditions of this theorem.
Introduction
Dynamo generated magnetic fields B = (B x , B y , B z ) (B 1 , B 2 , B 3 ) resist ohmic decay by the motion v = (v 1 , v 2 , v 3 ) of a conducting fluid with magnetic diffusivity η in a domain G ⊂ R 3 . When G is bounded and surrounded by a vacuum region G := R 3 \ G that is free of further sources of magnetic field, the magnetic field components B i (i = 1, 2, 3) satisfy the following system of parabolic equations in G coupled to some exterior harmonic functions in G [1] :
1b) Temporal decay of B depends subtly on the coupling terms on the right-hand side of (1.1a) and hence on (the gradients of) v and η. Simplifying assumptions on B and/or v and η can eliminate these coupling terms thus proving decay under these assumptions. Typically, however, this decoupling occurs only for a single component, a certain combination of them or a derived scalar quantity satisfying an evolution equation derived from (1.1). A classical example for that is provided by the 'toroidal velocity theorem' [4, 2] , where a purely toroidal flow field and a uniform conductivity distribution in a spherical domain are assumed and where consequently the radial magnetic field component decouples. The term 'toroidal' refers to the second component in the representation
that expresses a solenoidal vector field B in a spherical domain by two scalar potentials, the poloidal one φ, and the toroidal one ψ [1, 12] . Here, Λ denotes the non-radial derivative operator Λ := x × ∇ and its square Λ · Λ =: L, the Laplace-Beltrami operator on the unit sphere. The potentials are uniquely determined by the conditions
where · denotes the spherical mean · := · (r) := (4πr 2 ) −1 |x|=r · ds. Toroidal fields obviously have no radial component. It is this presupposed property of the flow field v that leads to the decoupling of the magnetic field component x · B =: p from the non-radial components. With B R denoting a ball of radius R one obtains from (1.1) under the further condition η = const the following poloidal (with respect to B) sub-problem [1] : Standard energy arguments applied to (1.4) demonstrate then exponential decay of p in the energy norm to zero. As (−L) −1 is a bounded operator, this implies decay of the poloidal scalar φ; no conclusion, however, can be made as yet on the non-radial components of P . Moreover, nothing can be said so far on the decay of P in higher norms, especially in the maximum norm. Concerning the toroidal field T similar deficiencies exist. One obtains for the toroidal scalar ψ the sub-problem [1] : Supposing P = 0, exponential decay of ψ in the energy norm to zero is easy to see. Without this condition, however, the decay of ψ or even T in whatever norm is so far an open problem. It is one of the consequences of the higher-order-decay theorem we are going to prove in this paper that all these gaps can be filled. More precisely, we prove the following result that is a preliminary version of theorem 2 from section 5.
Theorem 0 Let B be a classical solution of the dynamo problem (1.1) with constant diffusivity and purely toroidal (and sufficiently smooth) flow field v in a ball B R of radius R. The magnetic field and electric current then decay pointwise and exponentially fast to zero. At the price of an increasing decay constant, the decay rate can be chosen arbitrarily close to the poloidal free decay rate; otherwise the decay constant depends on R, the initial value B 0 , and a bound on v and its derivatives (up to fourth order).
The existence of classical (decaying or not) solutions of problem (1.5) is well established and can be proved for example by a Galerkin procedure using basis functions that incorporate already the boundary condition (1.5b). Concerning problem (1.4) the idea in [10] was to view conditions (1.4b-d) as a non-local boundary condition and to construct appropriate basis functions satisfying these conditions. For problem (1.1) with G = B R suitable basis functions have been constructed in [8] using the representation (1.2) for spherical domains (these results are summarized in section 3). These basis functions, satisfying a few common properties, provide the setting of an abstract formulation that has allowed to prove the existence of solutions. Here we use this formulation to relate the decay of a solution in the energy norm to the decay of its higher derivatives and, moreover, via embedding theorems, to the decay in the maximum norm (section 4). These results are then applied to problems (1.4) and (1.5) proving, thus, pointwise decay of magnetic field and electric current to zero under the conditions of the toroidal velocity theorem (section 5). Finally, we summarize our results and discuss possible extensions and further applications (section 6). At the very beginning, however, we would like to demonstrate the essence of the method in the context of a simple model equation, which avoids most of the technicalities arising from higher dimensions, higher derivatives or non-local boundary conditions.
A heuristic model equation
Let us consider the following model problem in 1 + 1 dimensions:
where prime denotes the derivative with respect to the spatial variable x. The function f and the coefficients a, b, c may depend on x and t, where b and c satisfy the common bound |b| < K, |c| < K and a the lower bound a > a 0 > 0 with K > 0, a 0 > 0. For simplicity we assume a and c to be even functions in x and b and f to be odd. It makes therefore sense to look just for odd solutions u of (2.1) having the simple representation
Computing the L 2 -norm of u, u and u with respect to (−π, π) we find
So, higher regularity of u shows up in improved convergence of its Fourier coefficients. Note, furthermore, that {k 2 : k ∈ N} is just the spectrum of the Laplacian −∂ 2 x on (−π, π) with Dirichlet conditions. Finally, we assume exponential decay (in time) of f and u in the L 2 -norm:
with constants C f and C 0 and decay rates d f and d 0 , respectively. Let now u be a (sufficiently regular) solution of (2.1). Multiplying (2.1a) by u and integrating over (−π, π) yields
Integrating by parts on the left-hand side and applying the Cauchy-Schwartz inequality as well as the bounds on the coefficients on the right-hand side yields further:
From (2.3) one deduces the interpolation inequality
which combined with Young's inequality, 6) yields for the second term on the right-hand side of (2.5)
Simpler estimates apply to the third and fourth terms:
Thus, (2.5) can be further estimated as follows:
By (2.4) and the Poincaré-type inequality u L 2 ≥ u L 2 , which follows immediately from (2.3), inequality (2.7) takes, finally, the form of a differential inequality for 8) where λ := a 0 − ε, κ := min{d 0 , d f } and C := (3/ε) 3 (K 2 /2) + 2/ε K 2 C 2 0 + C 2 f /ε. Applying Gronwall's inequality (see (4.11) below) on (2.8) yields then the desired exponential decay to zero of the first (spatial) derivative of u in the energy norm:
Decay of even higher derivatives can be obtained along the same lines. Starting point is then a higher order 'energy balance' obtained by repeatedly differentiating (2.1a) and scalar multiplication by suitable derivatives of u. Note, finally, that L 2 -decay of higher derivatives implies pointwise decay of lower derivatives. For example (2.9) implies pointwise decay of u:
where we made use of the fact that u(x) = x −π u (y) dy is (absolutely) continuous for integrable u .
Mathematical setting
An appropriate framework for a uniform treatment of the problems (1.1), (1.2) and (1.5) is provided by the abstract initial-value probleṁ
where u denotes a mapping from the interval [0, T ), T > 0 into some function space S, whose elements are defined on the bounded domain G. The operators A and B represent (extensions of) the Laplacian and a lower-order operator, respectively, and f is a given right-hand side. All features that make the three problems different from one another (boundary condition, matching to some exterior harmonic field, divergence constraint) are built into the elements of S. This is achieved by solving suitable eigenvalue problems such that the eigenfunctions provide a Hilbert basis of L 2 (G). Considering Fourier expansions in this basis, elements of L 2 (G) are characterized by l 2 -convergence of the Fourier coefficients. Typically, improved convergence of the Fourier coefficients shows up in more regular functions exhibiting more features of the basis functions. In fact, elements of L 2 (G) with such improved convergence constitute the right spaces S for the solution of problem (3.1). This approach is well-known for problems of type (1.5) (see, e.g., [11] ) and can be summarized as follows: Let G ⊂ R n be a bounded domain with complement G := R n \ G and with smooth boundary ∂G. 1 The symbols for the function spaces
H k and L 2 refer here either to G or to R n , which is sometimes explicitly indicated and otherwise obvious from the context. A suitable eigenvalue problem is then given by
Problem (3.2) has a countable set of eigensolutions {(w n , ν n ) : n ∈ N}, where w n ∈ C ∞ (G) and (ν n ) n∈N is a non-decreasing sequence of real, positive numbers with lim n→∞ ν n = ∞.
The set {w n : n ∈ N} constitutes an orthonormal basis of L 2 (G). To measure improved convergence of a Fourier series w = ∞ n=1 d n w n we introduce the α-norm by
which gives rise to the spaces
and on W k/2 we have the norm-equalities
as well as the equivalence
On W α the Laplacian A operates particularly simply. Defining fractional powers A β (β ∈ R) by
The same approach works for problem (1.4) (see [10] ). Starting point is the eigenvalue problem
which has likewise a countable set of eigensolutions 
and spaces
denotes the integer part of r ∈ R.
we find now V 1/2 = H 1 (G) and for k > 1:
It is in this sense that ∆ i v in (3.8) denotes the harmonic extension of ∆ i v. On V k/2 we have norm-equalities and -equivalences analogous to (3.4): 10) and the Laplacian now operates according to
For the vector-type problem (1.1) this approach has been detailed so far only for threedimensional balls B R ⊂ R 3 (see [8] ). In this case the poloidal/toroidal decomposition (1.2) can be applied, which resolves the divergence constraint and reduces the problem to the two scalar problems just introduced. The right eigenvalue problem now reads
Eigenfunctions of (3.12) are either of poloidal or toroidal type and may be expressed by eigenfunctions of (3.2) and (3.7) via
where w n denotes the trivial extension of w n onto R 3 and where only those functions v m , w n are admitted that satisfy the zero-spherical-mean condition v m = w n = 0. The functions v m and w n are also eigenfunctions of the operator −L with corresponding eigenvalues τ m and σ n , which are real and positive. All eigensolutions of problem (3.12) are then given by {( P m , µ m ) : m ∈ N}∪{( T n , ν n ) : n ∈ N}, for which we use the notation {( B l , λ l ) : l ∈ N}, when ordered according to non-decreasing eigenvalues. The B l form an orthonormal set in L 2 (R 3 ) and their restrictions B l := B l | B R are complete in B := {B ∈ L 2 (B R ) : B solenoidal } = P ⊕ T =: {B ∈ B : B poloidal } ⊕ {B ∈ B : B toroidal } (for more details see [8] ). So, considering expansions
we can introduce again the α-norm by
, and corresponding spaces
with characterization for k ∈ N,
On P k/2 and T k/2 we again have norm-equalities, 4
and on B k/2 := P k/2 ⊕ T k/2 the joint norm-equivalence
The Laplacian is operating on P and T according to (3.11) and (3.6), respectively.
Decay in higher orders
According to the previous section the joint framework for problems (1.1), (1.2) and (1.5) is given by a countable set of functions {u n : n ∈ N} that is complete in L 2 (G) and orthonormal in L 2 (G) or L 2 (R n ), a non-decreasing sequence (λ n ) n∈N of positive numbers and a family of linear operators
with a constant C > 0 depending on k, n and G. · k/2 is related to the L 2 -norm of powers of the Laplacian according to (3.4) , (3.9) or (3.15) depending on the problem that is to be described.
We are interested in solutions with values in the spaces U k/2 of the initial-value probleṁ
where u and f may be vector-valued, and b i and c matrix-valued; a is a scalar quantity with a ≥ a 0 > 0. | · | means then the euclidean norm when applied to a vector and the associated matrix-norm when applied to a matrix. In order to specify bounds on derivatives of the coefficients we use multi-index notation of the form
and (4.2b) as equality in U 1/2 . The last condition makes sense since by interpolation
u is obtained as the weak limit of a sequence (u (n) ) n∈N of Galerkin approximations satisfying finite-dimensional versions of (4.2) (cf. [10, 8] ).
The following theorem proves for such weak solutions exponential decay of u(t) (k+1)/2 for any k ∈ N 0 provided that u(t) 0 and f (·, t) H k (G) decay exponentially and that the data are sufficiently smooth.
Theorem 1 Let G ⊂ R n , n ≥ 3 be a bounded domain with smooth boundary, let λ 1 be the lowest eigenvalue of the operator A with respect to G and let a 0 > 0 be a lower bound on the coefficient a. Furthermore, for some k ∈ N 0 let a,
In the case that k is odd and the norm-equivalence (3.9) applies or that k is even and (3.15) applies, the coefficient a is, additionally, required to be uniform on ∂G, a| ∂G = a 1 , where a 1 may yet depend on t. Let, finally, u 0 ∈ U (k+1)/2 and let u be the unique weak solution of (4.2). Then, L 2 -decay of u according to
implies the higher-order decay
6)
Proof: For clarity the proof is divided into five parts numbered by (i) -(v). In part (i) some well-known inequalities are listed in a form that fits our needs. The proper decay result is based on a higher-order energy balance for the solution u, from which a differential inequality for u(t) (k+1)/2 can be derived. The precise form of the energy balance depends on the norm-equality (3.4), (3.9) or (3.15), which is to be used (parts (ii) -(iv)), and on k even or k odd. Finally, in part (v) the differential inequality is derived and the proof is completed.
(i) The inequality
for non-negative numbers a n , b n follows immediately from the discrete version of Hölder's inequality. In particular, convergent series on the right-hand side of (4.7) imply convergence on the left-hand side. Young's inequality is used in the form
for a, b, ε > 0. Inequalities (4.7) and (4.8) imply the following interpolation inequality for the α-norm:
In fact, by (4.7) with p = α/β we have
, and by (4.8) with q = 2α/(α−β) and ε > 0:
Finally, Gronwall's inequality yields, for absolutely continuous functions g :
the bound
(ii) We consider the higher-order energy balance in the case (3.9) for even k first. It suffices in the following to work with the Galerkin approximations u (n) , which possess enough regularity so that the subsequent calculations are justified. For simplicity we omit the index n. Applying ∆ k/2 on (4.2a) and taking the L 2 -scalar product with ∆ k/2+1 u yields
Integation by parts yields on the left-hand side
where n denotes the exterior normal at ∂G with respect to G. The same calculation applied to the harmonic extension ∆ k/2 u in G yields
Thus, summing up (4.13) and (4.14) yields by (3.9b)
On the right-hand side of (4.12) one obtains by Schwarz' inequality and Leibniz' rule with a combinatorial factorČ =Č(k, n):
In the last line we made use of (3.9a) and (4.1). So, with the abbreviation C 1 :=Č CK, (4.12) takes the form
For odd k the appropriate energy balance looks as follows:
.
(4.17)
On the left-hand side one obtains after integrating by parts with (3.9a)
which is (up to a factor −1/2) the left-hand side in (4.16). To proceed on the right-hand side it is useful to introduce a continuous extension a of the coefficient a onto R n by setting a|
= 0 and a 0 ≤ a ≤ K on R n . By a we have the reformulation
and hence
for any v ∈ H 1 (G) with harmonic extension v. Moreover, combining (3.9b) with (4.1) for
By (4.18), (4.19) and again Leibniz' rule we can rewrite and estimate the right-hand side of (4.17) as follows:
which is (of the type of) the right-hand side in (4.16). In the last line we made use of (3.9b) and again (4.1).
(iii) In the case of the norm-equality (3.4) we proceed as in the case (3.9) to arrive at (4.16). The calculation is even simpler since the complications due to the vacuum region here do not arise, in particular, no condition on a| ∂G is needed; for integrating by parts in B R we just use the zero boundary condition.
(iv) In the case (3.15) with odd k the energy balance reads
(4.21)
On the left-hand side we distinguish between poloidal and toroidal fields. For the poloidal component one obtains by (3.15a) analogously to (4.13), (4.14):
and by (3.15c) for the toroidal component:
Thus, using the orthogonality of poloidal and toroidal fields, we end up with:
On the right-hand side of (4.21) the distinction between poloidal and toroidal components is not necessary. Using (3.15b,d) and (4.1), the right-hand side can be estimated just as in (4.15). So, combined with (4.22) we arrive again at (4.16).
For even k the energy balance reads
. (4.23)
Integrating by parts on the left-hand side one proceeds as above and obtains by (3.15b,d) the result (4.22). On the right-hand side the extension a as introduced above is again useful. By the identity ∆P = −∇ × ( ∇ × P ) one obtains
which is analogous to (4.18). Note that (4.24) holds trivially for toroidal fields T as well. So, by (4.24), (4.1), (3.15) and Leibniz' rule the right-hand side of (4.23) can be estimated analogously to (4.20):
(v) Now, applying (4.8) and (4.9) on the right-hand side of (4.16) and using the estimate u 2 k/2+1 ≥ λ 1 u 2 (k+1)/2 as well as the bounds (4.4) and (4.5) we arrive at the sought-after differential inequality for u(t) 2 (k+1)/2 :
where the constant C 2 depends now on C 0 , C f , K, n, k, G and ε > 0. Applying Gronwall's inequality (4.11) on (4.25) we obtain then the bound
Choosing ε > 0 such that d 2 = d 1 yields, finally, the assertion (4.6). 2
Remarks: 1) The condition on a| ∂G seems to be of only technical nature. It can always be avoided just by increasing k by one, i.e. at the expense of increased regularity requirements on all coefficients, f and u 0 .
2) The bound (4. Decay in the α-norm with sufficiently large α implies by (4.1) and by Sobolev embeddings decay in the C k -norm with suitable k, which implies, in particular, pointwise decay. Moreover, a, b i , c ∈ C k 1 (G × [0, T ]) and u 0 ∈ C k+1 (G) with k > 1 + n/2, together with suitable compatibility conditions, imply that the weak solution is a classical one, i.e. u ∈ C 2 1 (G×(0, T )) satisfies pointwise eq. (4.2a) (cf. [10, 8] ). The following corollaries (which are immediate consequences of theorem 1) address C k -decay of classical solutions for problems as specified in section 1.
Corollary 1 Let G ⊂ R n , n ≥ 3 be a bounded domain with smooth boundary ∂G and let w be the classical solution of the problem
) with bound (4.4) and w 0 ∈ H k+1 (G). Let, furthermore, a ≥ a 0 > 0 and let ν 1 be the lowest eigenvalue of problem (3.2). Then, L 2 -decay of w according to
Corollary 2 Let G ⊂ R n , n ≥ 3 be a bounded domain with smooth boundary ∂G and complement G := R n \ G and let v be the classical solution of the problem
) with bound (4.4) and v 0 ∈ H k+1 (G). Let, furthermore, a ≥ a 0 > 0 and, for odd k, a| ∂G = a 1 (t) and let µ 1 be the lowest eigenvalue of problem (3.7). Then,
where l < k + 1 − n/2, and, if k > n/2,
The last statement (4.32) is an immediate consequence of (4.29c) and the maximum principle for harmonic functions.
Corollary 3 Let B be the classical solution of the vector-valued problem (1.1), where G is a ball B R ⊂ R 3 of radius R and η, v ∈ C k+1 (B R ×[0, T ]), k ∈ N 0 with bound |D k+1 η| max , |D k+1 v| max < K and B 0 ∈ H k+1 (B R ). Let, furthermore, η ≥ η 0 > 0 and, for even k, η| ∂B R = η 1 (t) and let λ 1 be the lowest eigenvalue of problem (3.12). Then, L 2 -decay of B according to
and ε > 0.
The lowest eigenvalue λ 1 is well-known: λ 1 = (π/R) 2 , where R is the radius of the ball B R ⊂ R 3 .
Improved decay in the toroidal velocity theorem
The classical decay results as formulated in the toroidal velocity theorem are based on the energy balances in the problems (1.4) and (1.5) and appropriate variational inequalities. This yields in the poloidal problem (1.4) exponential decay of the poloidal scalar p and, by theorem 1, higher-order decay of p and of the other components of P . Using this information on the right-hand side of the toroidal problem (1.5) one obtains likewise energy decay and, by theorem 1, higher-order decay of the toroidal scalar ψ, and hence of T . Using Sobolev embeddings these results imply, in particular, pointwise decay to zero of the physical quantities B and J = ∇ × B.
For problem (1.4) the energy balance reads
and the associated variational problem is
where H 0 is the closure of the set {v ∈ C ∞ 0 (R 3 ) : v = 0} with respect to the gradient norm
The Euler-Lagrange equations pertaining to (5.2) are the system (3.7)
with G = B R ⊂ R 3 and the additional zero-mean condition v = 0. Explicit calculation yields in this case µ 1 = (π/R) 2 and (5.1), (5.2) yield the energy decay law
with poloidal (free) decay rate d 0 p := η(π/R) 2 . According to (1.2) and (1.3), p is related to the poloidal magnetic field P by
Because of the operator (−L) −1 , neither theorem 1 nor corollary 2 can directly be applied to obtain decay of P . Instead, we expand p into the eigenfunctions v m of (3.7), which are simultaneously eigenfunctions of L, and use (3.13) to estimate P in the energy norm:
c m c n τ
c m c n µ
In the last line we used the orthonormality of { P m : m ∈ N} in L 2 (R 3 ) and the lower bound τ m ≥ 2 for the eigenvalues τ m of −L on zero-spherical-mean functions. Stronger norms of P are related to higher α-norms of p. For instance, the maximum-norm of P can be estimated by (3.15), (3.16) and Sobolev's embedding theorem as follows:
In the last line we made use of the eigenfunctions v m and P m . Applying the maximum principle on the harmonic components of P outside B R one obtains immediately
Similarly, one obtains for J t = ∇ × P :
where we used the orthogonality property (cf. [8] )
So, by (5.3) and (5.4), one obtains from theorem 1 with k = 0 for the poloidal magnetic energy the decay law
with a constant C p depending on R, ε, p 0 H 1 (B R ) and sup B R ×R + |v|. 6
6 Note that in theorem 1 a bound on the coefficients that holds for all time implies decay for all time.
Similarly, (5.3), (5.5), (5.6) and theorem 1 with k = 3 imply
with a constant C p depending on R, ε, p 0 H 4 (B R ) and |D 3 v|. We note for later application in the toroidal energy balance that
where we made use of P H k (B R ) ≤ C p (k+1)/2 and where C p depends on k, ε, R, p 0 H k+1 (B R ) and |D k v| max .
For the toroidal problem (1.5) with poloidal source term the energy balance reads
The variational problem is now To estimate the source term in (5.10) we make use of the vector analysis identity for solenoidal fields,
and the boundedness of the operator Λ(−L) −1 on zero-spherical-mean functions according to
where we used the eigenfunctions of (3.2) and the lower bound σ n ≥ 2. We then obtain:
Inserting (5.9), (5.11) and (5.12) into (5.10) yields
The source term in (1.5a) can be estimated similarly to (5.12) . One obtains by (5.
14)
where C f depends on k, ε, R, p 0 H k+2 (B R ) and |D k+1 v| max . So, by (4.1), (5.13) and (5.14) one obtains from theorem 1 with k = 0 for the toroidal magnetic energy the decay law
where C t is a constant depending on R, ε, ψ 0 H 1 (B R ) , p 0 H 2 (B R ) and |D 1 v| max . Finally, by (4.1) and Sobolev embeddings we have
and hence by (5.14) and theorem 1 with k = 3:
We summarize these results in the following theorem.
Theorem 2 Let B be a solution of the dynamo problem (1.1) with constant diffusivity η and purely toroidal flow field v of class C 4 (B R × R + ) in a ball B R of radius R. Then, the magnetic energy R 3 B 2 dx decays in time according to (5.7), (5.15) with almost the poloidal free decay rate. Moreover, with the same decay rate, magnetic field and electric current decay also pointwise to zero (see (5.8), (5.16)). The various decay constants depend only on R, (some norm of ) the initial value B 0 , |D k v| max (in the sense of (4.3)) with at most k = 4 and the 'balance parameter' ε > 0.
Remarks: 1. When the poloidal source term in the toroidal problem (1.5) is taken into consideration one can no longer expect that the toroidal decay is governed by the toroidal free decay rate. However, according to (5.15), (5.16) the toroidal decay rate cannot fall below the poloidal free decay rate. 2. No effort has been made to determine the exact dependence of the decay constants on the various parameters. So, numerical values could be large. The parameter ε > 0 allows to balance the sizes of decay constant and decay rate against each other. As the decay constant increases in the limit ε → 0 at most with some power of ε −1 the ultimate decay of the magnetic field is bounded by a decay rate that is arbitrarily close to the poloidal free decay rate.
3. The regularity requirements on the flow field and the initial value are supposedly not optimal. Using more refined proof techniques these requirements are expected to decrease.
Conclusions
In this paper, higher-order decay (in time) of the magnetic field has been proved for the dynamo equation and two related scalar equations governing the evolution of certain derived (from the magnetic field) quantities provided that energy decay of these quantities and higherorder decay of possible inhomogeneous terms are already known. Conditions and results are primarily formulated in the energy norm; using well-known embedding theorems the decay results hold, however, in higher norms, in particular, in the maximum norm as well. To prove decay in the dynamo equation we made use of the poloidal/toroidal decomposition for solenoidal fields, which is well-established for spherical domains in R 3 . So, whereas the scalar results hold for arbitrary domains in arbitrary dimensions, the results referring to the dynamo equation are so far restricted to balls in R 3 . A more general approach bypassing the poloidal/toroidal decomposition and providing results also for non-spherical domains would be surely of some interest, in particular, in view of a growing number of dynamo experiments with non-spherical geometry.
As an application we considered the case of a purely toroidal flow field and a constant conductivity distribution; as a consequence the radial magnetic field component decouples and satisfies just the system (1.4). The well-known 'toroidal velocity theorem' predicts in this situation exponential decay of the energy of the radial magnetic field, a result that here could be extended to the total poloidal magnetic field measured in any norm. Moreover, applying our method to the toroidal sub-problem (1.5) as well, exponential decay of the total magnetic field and electric current in the maximum norm could be established.
A natural extension of the toroidal velocity theorem is the 'non-radial velocity theorem' in that the divergence constraint on the velocity field is removed but the radial component is still assumed to be zero [5] . The pertinent poloidal sub-problem differs from (1.4) only in that (1.4a) is replaced by
which, however, invalidates now the argument leading to energy decay in the toroidal-velocitycase. So far only a weaker decay result, viz. decay in the L 1 -norm, is known in the non-radial case [6] , and this is not enough to take advantage of the method presented in this paper. However, in view of (6.1) one can expect that L 1 -bounds can be improved (at least) to L 2 -bounds by Moser's iteration technique (see, e.g., [13] ), so that our method works again. The toroidal sub-problem looks essentially like system (1.5) and exponential decay of this quantity is known even in the maximum norm. So, with the above proviso exponential decay of magnetic field and electric current holds in the non-radial situation as well. Another instance to which results of this paper can profitably be applied is the axisymmetric dynamo problem. Here, it is the meridional scalar in the axisymmetric representation of the magnetic field, which satisfies a system of type (1.4) -after embedding the whole problem in R 5 to eliminate the notorious coordinate singularity inherent to axisymmetry. Energy decay of this quantity is provided by (improved versions of) Cowling's theorem [3] . Once exponential decay of the meridional magnetic field is established, the azimuthal field (satisfying a system of type (1.5)) can also be shown to decay. So, higher-order results as presented in this paper are the missing link that prevented so far a complete proof of the axisymmetric theorem [9] . Yet another instance is the 'invisible dynamo problem', which asks for purely toroidal magnetic fields as solutions of the dynamo equation; due to the boundary conditions such solutions are confined to the conductor and hence invisible for a distant observer. Exponential decay of the toroidal scalar ψ in the maximum norm has recently been proved for this case [7] ; the method of proof relied, however, on a nonlinear auxiliary equation, to which the present results cannot directly be applied. On the other hand, B = ∇ × ψx is, of course, a solution of the linear equation (1.1a) . Interpreting this equation as a homogeneous (coupled) system for the non-radial derivatives of ψ, our method can again be applied and one obtains the desired decay of B as a consequence of that of ψ.
Let us, finally, have a look on the full dynamo problem, where system (1.1) is complemented by the Navier-Stokes equation for the velocity field and possibly further equations describing the driving forces of the system. The magnetic field enters the Navier-Stokes equation via the Lorentz force term (∇ × B) × B describing the back-reaction of the magnetic field on the conducting fluid. So, in order to establish decay in the full problem control of (at least some first order) derivatives of the magnetic field is indispensable. Here, theorem 1 can bridge the gap between what is needed and what typically antidynamo theorems can provide.
