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By means of a straightforward application of empirical process theory, we
show thatS-estimators of multivariate location and covariance are asymp-
totically equivalent to a sum of independent vector and matrix valued
randomelementsrespectively.Thisprovidesanalternativeproofofasymp-
totic normality of S-estimators and clearly explains the limiting covariance
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of the length of the shortest 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1 Introduction
Let X1;X2;...be independent random vectors with a distribution on Rk with mean
vector  2 Rk and covariance matrix  2 PDSk, where PDSk denotes the class of
positive de®nite symmetric matrices of order k. Suppose that we want to estimate
;.
Multivariate S-estimators for ; are de®ned as follows. Let  : R ! R be a
function, then S-estimators Tn;Cn are de®ned as the solution to the problem of
minimizing the determinant jCj among all t 2 Rk and C 2 PDSk that satisfy
1
n
X n
i1
dXi;t;C  b 1
where dx;t;C

x ÿ t
TCÿ1x ÿ t
q
. These estimators arise in the context of
robust estimation of ; as an extension of the minimum volume ellipsoid (MVE)
estimators (Rousseeuw and Leroy, 1988). Indeed, if one takes mveyf jyj>c g
and b d  nÿk  = 2 e = n , the S-estimators coincide with the midpoint and covariance
structure of the smallest ellipsoid fx : x ÿ t
TCÿ1x ÿ tc 2gcontaining at least
bn  k  1=2c points (by dxe we mean the smallest integer greater than or equal
to x and bxc denotes the integer part of x). Also the traditional (least squares)
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1 I am indebted to the referee who pointed out that corollary 1 did not only hold true for
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220estimators for ;, i.e. sample mean and sample covariance, can be obtained with
lsy  y2 and b  k (see Gru « bel, 1988).
Results on properties of S-estimators and corresponding S-functionals can be
found in Davies (1987) and Lopuhaa « (1989).To inherit the high breakdown point of
the MVE estimators (see Lopuhaa « and Rousseeuw, 1991) as well as the limiting
behaviour of the LS estimators, i.e.

n
p
rate of convergence and a limiting normal
distribution, one must choose a bounded smooth function  that is sort of in between
mvey and lsy. If  is smooth enough, then for very general underlying
distributions F, any solution Tn;Cn of the S-minimization problem will be
asymptotically normal (see Lopuhaa « , 1989). The proof, however, does not give
much insight in how the exact expressions of the limiting covariances arise for
instance in the special case of F having an elliptical density
f x  jj
ÿ1=2hx ÿ 
Tÿ1x ÿ 
In the following we will show via a straightforward application of empirical process
theory that S-estimators Tn and Cn are asymptotically equivalent to a sum of
independent vector and matrix valued random elements respectively. This exact
asymptotic expansion is needed to obtain the limiting distribution of robustly
reweighted least squares estimators for ;, if one uses the S-estimators to assign
the weights (see Lopuhaa « , 1995). Another consequence of the expansion is that the
sums can be treated by the classical central limit theorem, so that the limiting
covariances between elements of Tn and Cn can be obtained directly from the
covariances between elements of the summands. Finally, the expansion also provides
an elementary proof of asymptotic normality of the volume of the smallest ellipsoid
that contains at least a fraction  of the data. This includes as a special case
asymptotic normality of a robust scale estimator proposed in Rousseeuw and Ler-
oy (1988), namely the length of the shortest interval that contains at least a fraction 
of the data. This latter result was already obtained in Gru « bel (1988) by means of
compact derivatives of statistical functionals (see also Einmahl and Mason, 1992).
2 De®nition and preliminaries
Suppose that X1;X2;... are independent random vectors with a distribution on Rk
that has an elliptically contoured density
f x  jj
ÿ1=2hx ÿ 
Tÿ1x ÿ ;  2 Rk;  2 PDSk 2
This means that most of the constants that will follow can be rewritten by application
of the following lemma.
Lemma 1. Let z : 0;1 ! R and write x  x1 xk
T. Then

zxTxdx 
2k=2
Gk=2
 1
0
zr2rkÿ1 dr

zxTxx2
i dx 
1
k

zxTxxTxdx
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zxTxx2
i x2
j dx 
1  2ij
kk  2

zxTxxTx
2 dx
for i;j  1;...;k, where ij denotes the Kronecker delta.
Proof: If we change to spherical coordinates the lemma follows from elementary
calculus: &
Note that lemma 1 implies that in order to let f be a probability density, the
function h must satisfy
 1
0
hr2rkÿ1 dr 
Gk=2
2k=2 3
We will also assume that h satis®es the following condition
(H) hy is decreasing and continuously dierentiable with h0y < 0.
Suppose that  : R ! R satis®es
(M1)  is symmetric, discontinuous in at most a ®nite number of points, left-
continuous on 0;1 and continuous at 0 with 0  0.
(M2) There exists a ®nite constant c > 0 such that  is nondecreasing on 0;c and
constant on c;1. Put a  sup.
The corresponding S-functionals TF;CF are de®ned as the solution to the
problem of minimizing the determinant jCj among all t 2 Rk and C 2 PDSk that
satisfy

dx;t;CdFx  b
If F has an elliptical density as in (2), where h satis®es (H), and if the constant b is
de®ned as
b 

kxkhxTxdx 4
where  satis®es (M1)±(M2), then the S-functionals are uniquely de®ned at elliptical
distributions: TF;CF  ;. Moreover, in that case any solution Tn;Cn of
the S-minimization problem with constraint (1) is consistent, i.e. Tn;Cn ! ;
with probability one (see Davies, 1987). Note that this includes the MVE estimators.
Our goal is to determine the limiting behaviour of

n
p
Tn ÿ ;Cn ÿ . This
requires more smoothness of the function . For instance if  : R ! R satis®es
(R1)  is symmetric, has a continuous derivative  , and 0  0.
(R2) There exists a ®nite constant c > 0 such that  is strictly increasing on 0;c
and constant on c;1. Put a  sup .
(R3) The function  y=y is continuous.
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n
p
Tn ÿ ;Cn ÿ  can be shown to have a normal limit distribution (see
Lopuhaa « , 1989). Note that this no longer includes the MVE estimators, which
converge at rate n1=3 towards a nonnormal limit distribution (see Davies, 1992).
Write Y  Rk  PDSk,   t;C and dx;  dx;t;C, and for C 2 PDSk
write C  B2, with B 2 PDSk. Then if  satis®es (R1)±(R2), it follows that any
solution n  Tn;Cn of the S-minimization problem with constraint (1) satis®es this
constraint with equality, i.e.
1
n
X n
i1
di  b
and must also satisfy the following equations
1
n
X n
i1
wdiBÿ1Xi ÿ t  0
1
n
X n
i1
fkwdiBÿ1Xi ÿ tXi ÿ t
TBÿ1 ÿ  didi  Ig  0
where wy   y=y and di  dXi; (see Lopuhaa « , 1989). This means that if we
de®ne
C C1x;  dx; ÿ b
C C2x;  wdx;Bÿ1x ÿ t
C C3x;  kwdx;Bÿ1x ÿ tx ÿ t
TBÿ1 ÿ  dx;dx;  I
then it follows that any solution n  Tn;Cn of the S-minimization problem must
satisfy
1
n
X n
i1
C CjXi;n  0
for j  1;2;3.
For each of the functions C Cj we can write
0 

C Cjx;ndFx

C Cjx;0 dFn ÿ Fx


C Cjx;n ÿ C Cjx;0
ÿ 
dFn ÿ Fx
5
where 0  ;. From here we can proceed as follows. The ®rst term on the right-
hand side can be approximated by a ®rst order Taylor expansion which is linear in
n ÿ 0. The second term is of the form 1=n
Pn
i1C CjXi;0 ÿ EFC CjXi;0, which
can be treated by the central limit theorem. The third term contains most of the
diculties and must be shown to be of smaller order than the other terms. This boils
down to showing that the third term is oPnÿ1=2. For this we will use a result from
empirical process theory as treated in Pollard (1984).
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Tn;Cn ! 0;I with probability one. In that case it is more convenient to
reparametrize things and to write C  I  A
2, so that the covariance S-estimator Cn
can be written as
Cn  I  An
2, with kAnk  oP1
In order to obtain the linear Taylor approximations for the ®rst term we de®ne for
j  1;2;3:
j;Ft;A 

C Cjx;t;I  A
2dFx
Then the ®rst term on the right hand side of (5) can be written as

C Cjx;ndFx  j;FTn;An
where Tn;An ! 0;0 with probability one.We will ®rst investigate the expansions
of j;Ft;A as t;A ! 0;0.
3 Expansions of  j;Ft;A
The following lemma gives the expansion for j;Ft;Aas t ! 0 and A ! 0.
Lemma 2. Let f x  hxTx satisfy (H) and let b be de®ned as in (4).
(i) Suppose that  satis®es (M1)±(M2). When t;A ! 0;0 then
1;Ft;A  1trA  o kt;Ak  
(ii) Suppose that  satis®es (R1)±(R3). When t;A ! 0;0 then
2;Ft;A  2t  o kt;Ak  
3;Ft;A  3A ÿ
3
k
trA  I  o kt;Ak  
The constants 1;2;3 are given by
1 
2k=2
Gk=2
 1
0
2
k
ÿ
r ÿ b

rk1h0r2dr
2 
2k=2
Gk=2
 1
0
2
k
 rrkh0r2dr
3 
2k=2
Gk=2
 1
0
4
k  2
 rrk2h0r2dr
Proof: (i) After transformation of coordinates we may write
1;Ft;A  jI  Aj
 ÿ
kxk ÿ b

h t  x  Ax
Tt  x  Ax
 
dx
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
kxk ÿ bh xTx  dx  0, the
derivative of 1;Ft;A at 0;0 is equal to the derivative of
 ÿ
kxk ÿ b

h t  x  Ax
Tt  x  Ax
 
dx
The derivative of x;t;A  ht  x  Ax
Tt  x  Ax with respect to t;A at
the point t0;A0 is the linear map
Dx;t0;A0 : t;A 7! 2h0 kx  t0  A0xk
2
 
x  t0  A0x
Tt  Ax
(see Dieudonne ¨ , 1969, chapter 8). According to Taylor's formula
x;t;A  x;0;0 Dx;0;0  t;A

 1
0
Dx;t;A ÿ Dx;0;0  d  t;A
Because y is bounded and h0y is continuous, and since (3) implies that

h0xtxkxk
2 dx 
2k=2
Gk=2
 1
0
h0r2rk1 dr < 1
it follows that 1;Ft;A is continuously dierentiable and that the derivative at
t0;A0  0;0 is the linear map
t;A 7! 2
 ÿ
kxk ÿ b

h0 xTx
ÿ 
xTt  xTAxdx
By symmetry this reduces to
t;A7!2
 ÿ
kxk ÿ b

xTAxh0 xTx
ÿ 
dx
Since by de®nition of b we have 1;F0;0  0, it follows that the Taylor expansion of
1;Ft;A at 0;0 is equal to
1;Ft;A  2
 ÿ
kxk ÿ b

xTAxh0xTxdx  o kt;Ak  
When we use that xTAx  trAxxT , we ®nd that the integral on the right-hand side
can be written as
2 tr A
 ÿ
kxk ÿ b

xxTh0xTxdx
 
The approximation in (i) now follows after application of lemma 1.
(ii) By a similar reasoning using that wyy   y is continuous and zero for
jyj > c, it follows that 2;Ft;A is continuously dierentiable and that the derivative
at t0;A0  0;0 is the linear map
t;A 7! 2

wkxkxxTth0 xTx
ÿ 
dx
S-estimators of location and covariance 225
#VVS, 1997By symmetry 2;F0;0  0, so that we obtain the following Taylor expansion at
t0;A0  0;0:
2;Ft;A  2

wkxkxxTth0xTxdx  o kt;Ak  
After application of lemma 1, the ®rst approximation given in (ii) follows.
By a similar reasoning using that wyy2   yy is continuous and zero on
jyj > c, it follows that 3;Ft;A is continuously dierentiable and that the derivative
at t0;A0  0;0 is the linear map
t;A 7! 2

kwkxkxxT ÿ  kxkkxk  IxTAxh0 xTx
ÿ 
dx
By symmetry and lemma 1, we have 3;F0;0  0, so that we obtain the following
Taylor expansion at t0;A0  0;0:
3;Ft;A  2

kwkxkxxT ÿ  kxkkxk  IxTAxh0xTxdx  o kt;Ak  
To simplify this, split the integral on the right-hand side into two terms:
1. 2k

wkxkxxTxTAxh0xTxdx
2. ÿ2

 kxkkxkxTAxh0xTxdx  I
First consider term 2. Since trAxxT   xTAx, we have by means of lemma 1
ÿ2

 kxkkxkxTAxh0xTxdx  ÿ 2 tr A

 kxkkxkxxTh0xTxdx
 
 ÿ 3
k  2
2k
trA
Term 1 can be simpli®ed as follows. Consider the i;j-th entry:
2k

wkxkxixjxTAxh0xTxdx 6
When i  j, then (6) is equal to
2k

wkxkx2
i x2
1a11    x2
i aii    x2
kakkh0xTxdx
and when i 6 j, then (6) is equal to
2k

wkxkxixjxixjaij  xjxiajih0xTxdx
With lemma 1 we ®nd that for all i;j  1;...;k, (6) is equal to
2k

wkxkxTx
2h0xTxdx
ij trA  2aij
kk  2
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2k

wkxkxxTxTAxh0xTxdx 

2 trA
k  2

wkxkkxk
4h0xTxdx  I 
4A
k  2

wkxkkxk
4h0xTxdx

3
2
trA  I  3A
by application of lemma 1. When we put things together we arrive at the second
expansion given in (ii). &
4 Application of empirical processes
The main problem in obtaining the limiting behaviour of S-estimators is to bound the
following expressions

n
p 
C Cjx;n ÿ C Cjx;0dFn ÿ Fx, for j  1;2;3 7
as n ! 1, where n  Tn;Cn denotes the pair of S-estimators and
0  TF;CF. For this we will use the following result from Pollard (1984).
Theorem 1. Let F be a permissible class of real valued functions with envelope
H  jj,  2 F, and suppose that 0 < EFHX
2 < 1. If the class of graphs of
functions in F has polynomial discrimination, then for each  > 0 and " > 0 there exists
a  > 0 for which
lim sup
n!1
P sup
1;22
n1=2

1x ÿ 2x dFn ÿ Fx
   
    > 
 
< "
where   f1;2 : 1;2 2 F and

1 ÿ 2
2 dFx  2g.
The theorem is not stated as such in Pollard (1984), but it is a combination of the
Approximation Lemma (p. 27), Lemma II.36 (p. 34) and the Equicontinuity Lemma
(p. 150). The polynomial discrimination of F provides a suitable bound on the
entropy of F (Approximation Lemma together with Lemma II.36). The stochastic
equicontinuity stated in theorem 1 is then a consequence of the fact that the entropy
of F is small enough (Equicontinuity Lemma). The classes of functions we will
encounter can always be indexed by the parameter set Y  Rk  PDSk, which can
be seen as a subset of Rkk2
. This means that these classes will always be permissible in
the sense of Pollard (1984).
We will apply theorem 1 to show that the three terms in (7) are all oP1. Note that
theorem 1 applies only to real valued functions, whereas the functions C C2x; and
C C3x; are vector and matrix valued respectively. This can easily be overcome by
considering the real valued components individually. The following lemma will then
be very helpful.
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  t;C and Y  Rk  PDSk, and de®ne
gx;  udx;, for  2 Y
Consider the classes F  fgx; :  2 Yg, Fj  fgx;xj :  2 Yg and Fij 
fgx;xixj :  2 Yg; for i;j  1;...;k. Denote by G, Gj and Gij the corresponding
classes of graphs of functions in F, Fj and Fij respectively. Then G, Gj and Gij all have
polynomial discrimination for i;j  1;...;k.
Proof: Because the function u is of bounded variation, it follows from Lemma 22
in Nolan and Pollard (1987) that the class G which consists of all graphs of
functions in F has polynomial discrimination.
To show the same for class Gj, suppose that Gj is not of polynomial discrimination.
This means that for every integer N there exists a set V of N points, such that all
subsets of V can be written as Dj \ V for some Dj 2 Gj. Let V  fv1;...;vNg, where
vi  yi;ai for i  1;...;N. Then for every y;a 2 V with y  y1;...;yj;...;yk, it
must hold that yj 6 0, otherwise this point cannot be separated from the other points
by an element of the class Gj. De®ne the set V 0  fy;a=yj : y;a 2 Vg. Since every
subset of V is of the form Dj \ V for some Dj 2 Gj, every subset of V 0 is of the form
D \ Vj for some D 2 G. The latter is in contradiction with the fact that the class G is of
polynomial discrimination. Therefore Gj must have polynomial discrimination.
Finally, by a similar reasoning one can show that Gij has polynomial
discrimination. &
Lemma 4. Let n  Tn;Cn and 0  0;I and suppose that the function  is of
bounded variation.
(i) If  satis®es (M1)±(M2) then

C C1x;n ÿ C C1x;0dFn ÿ Fx  oPnÿ1=2
(ii) If  satis®es (R1)±(R3) and
(R4) The functions  y=y and  yy are of bounded variation.
Then for j  2;3

C Cjx;n ÿ C Cjx;0dFn ÿ Fx  oPnÿ1=2
Proof: (i) Since y is of bounded variation, it follows from lemma 3 that the class G
of graphs of functions in the class
F  fdx; ÿ b :  2 Yg
has polynomial discrimination. The class F is permissible in the sense of Pollard
(1984) and F has a bounded envelope. As n ! 0 with probability one and
because  is discontinuous in at most a ®nite number of points it follows that
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dx;n ÿ dx;0
2 dFx ! 0 with probability one. Hence theorem 1
implies that

C C1x;n ÿ C C1x;0dFn ÿ Fx  oPnÿ1=2
(ii) For the other two assertions we ®rst show that

wdx;nÿwdx;0dFn ÿ Fx  oPnÿ1=2 8

wdx;nÿwdx;0xdFn ÿ Fx  oPnÿ1=2 9

wdx;nÿwdx;0xxT dFn ÿ Fx  oPnÿ1=2 10
Because wy is of bounded variation, it follows immediately from lemma 3 that
the classes G, Gj and Gij consisting of graphs of functions in the classes F 
fwdx; :  2 Yg, Fj  fwdx;xj :  2 Yg and Fij  fwdx;xixj :  2 Yg,
for i;j  1;...;k, all have polynomial discrimination. These classes are also
permissible in the sense of Pollard (1984). Because wy is continuous and zero
for jyj > c, the functions wy, wyy and wyy2 are bounded. Hence it follows from
theorem 1 that

wdx;nÿwdx;0dFn ÿ Fx  oPnÿ1=2

wdx;nÿwdx;0xj dFn ÿ Fx  oPnÿ1=2

wdx;nÿwdx;0xixj dFn ÿ Fx  oPnÿ1=2
for i;j  1;...;k. This implies (8)±(10).
Now write Cn  B2
n and split C C2x;n ÿ C C2x;0 into
Bÿ1
n wdx;n ÿ wdx;0x ÿ wdx;n ÿ wdx;0Bÿ1
n Tn
 Bÿ1
n ÿ Iwdx;0x ÿ wdx;0Bÿ1
n Tn
11
Because Bn ! I and Tn ! 0 it follows from (9) that
Bÿ1
n

wdx;n ÿ wdx;0xdFn ÿ Fx  oPnÿ1=2
and from (8) that

wdx;n ÿ wdx;0dFn ÿ Fx  Bÿ1
n Tn  oPnÿ1=2
After integration with respect to Fn ÿ Fx, also the last two terms in (11) are
oPnÿ1=2. This can be seen as follows. We have that Bÿ1
n ÿ I ! 0 and Bÿ1
n Tn ! 0,
and because wy and wyy are bounded, the central limit theorem applies to
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wdx;0dFn ÿ Fx 
1
n
X n
i1
wkXik ÿ EwkXik
and

wdx;0xdFn ÿ Fx 
1
n
X n
i1
wkXikXi ÿ EwkXikXi
which means that these two sums are OPnÿ1=2. This proves

C C2x;n ÿ C C2x;0dFn ÿ Fx  oPnÿ1=2
Finally, write C C3x;  C C3;1x; ÿ C C3;2x;, where
C C3;1x;  kwdx;Bÿ1x ÿ tx ÿ t
TBÿ1
C C3;2x;   dx; dx;  I
Split C C3;1x;n ÿ C C3;1x;0 into
Bÿ1
n kwdx;n ÿ kwdx;0xxTBÿ1
n
 Bÿ1
n ÿ Ikwdx;0xxTBÿ1
n  kwdx;0xxTBÿ1
n ÿ I
ÿ Bÿ1
n kwdx;n ÿ kwdx;0xT T
n Bÿ1
n  Bÿ1
n kwdx;0xT T
n Bÿ1
n
ÿ Bÿ1
n Tnkwdx;n ÿ kwdx;0xTBÿ1
n  Bÿ1
n Tnwdx;0xTBÿ1
n
 Bÿ1
n TnT T
n Bÿ1
n wdx;n ÿ wdx;0 ÿ Bÿ1
n TnT T
n Bÿ1
n wdx;0
By means of a similar reasoning as before using Bÿ1
n ÿ I ! 0, Tn ! 0, (8)±(10) and
the fact that wy, wyy and wyy2 are bounded, it follows that if we integrate with
respect to dFn ÿ Fx all terms are oPnÿ1=2, which proves

C C3;1x;n ÿ C C3;1x;0dFn ÿ Fx  oPnÿ1=2
Because  yy is bounded and continuous and of bounded variation it also follows
that

C C3;2x;n ÿ C C3;2x;0dFn ÿ Fx  oPnÿ1=2
which proves the last assertion of the lemma. &
Let Tn and Cn denote the midpoint and covariance structure of the smallest
ellipsoid
En;  fx : x ÿ Tn
0Cÿ1
n x ÿ Tn  c2g
that contains at least a fraction  of the data. They can also be obtained by means of
S-estimators in the following way. Let y  mvey  fjyj > cg and let b  1 ÿ .
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that satisfy
1
n
X n
i1
mve dXi;t;C    b 12
Let f x  hx2, where h satis®es (H). Choose c such that (4) holds, i.e.
1 ÿ  

fkxk > cghxTxdx 
2k=2
Gk=2
 1
c
hr2rkÿ1 dr 13
In this case Tn;Cn ! 0;I with probability one. Since the volume of En; is
proportional to jCnj
1=2 and jCnj
1=2  1  trAn  okAnk, we can combine lemmas 2
and 4 to obtain the limit distribution for the `volume of the smallest -fraction'.
Corollary 1. Let f x  hx2, where h satis®es (H), and let c be de®ned by (13). If
Vn is the volume of the smallest ellipsoid that contains at least a fraction  of the data,
then for n ! 1

n
p
Vn ÿ
2k=2ck
kGk=2
 

ÿ1
fc

n
p
X n
i1
fkXik  cg ÿ   oP1
This means that

n
p
Vn ÿ 2k=2ck=kGk=2
ÿ 
is asymptotically normal with mean
zero and variance 1 ÿ =f c
2.
Proof: By de®nition S-estimators Tn;Cn must satisfy
1
n
X n
i1
mve dXi;Tn;Cn    bn
where bn is the fraction of the data covered by En;. This means that n  Tn;Cn
satis®es
0 

C C1x;ndFnx  b ÿ bn 14
with C C1 de®ned in section 2 by means of   mve and b  1 ÿ . Now decompose 
C C1x;ndFnx as in (5). With lemmas 2 and 4 it follows that
0  1trAn 
1
n
X n
i1
fkXik > cg ÿ 1 ÿ   oPkAnk
 1 ÿ  ÿ bn  oPnÿ1=2
15
The constant 1 is given in lemma 2 and is equal to
1 
4k=2
kGk=2
 1
0
fjrj > cg ÿ 1 ÿ rk1h0r2dr  ÿ
2k=2ckf c
kGk=2
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2kk  3
points on its surface. This means that bn must satisfy
dne  n ÿ nbn  dne ÿ 1 
1
2
kk  3
which implies 1 ÿ  ÿ bn  Onÿ1. Since 1=n
Pn
i1
ÿ
fkXik > cg ÿ 1 ÿ 


OPnÿ1=2, by means of the central limit theorem, it ®rst follows from (15) that
trAn  OPnÿ1=2 and then, again from (15), that

n
p
trAn 
kGk=2
2k=2ckf c
1

n
p
X n
i1
fjXij > cg ÿ 1 ÿ   oP1
Note that Vn  2k=2ck=kGk=2 jCnj
1=2 and that jCnj
1=2  1  trAn  okAnk.
Because fjXij > cg ÿ 1 ÿ    ÿ fjXij  cg, we obtain the expansion stated in
the corollary. Application of the central limit theorem ®nishes the proof. &
Consider the special case k  1 and write Cn  S2
n. Then Tn and Ln  2cSn are the
midpoint and length of the shortest interval that contains at least a fraction  of the
data. In that case c  F ÿ11  =2 and according to corollary 1 we have the
following expansion for the `length of the shortest -fraction'

n
p
Ln ÿ 2F ÿ11  =2
ÿ 

ÿ1
fc

n
p
X n
i1
fjXij  cg ÿ   oP1
which means that

n
p
Ln ÿ 2F ÿ11  =2 is asymptotically normal with mean
zero and variance 1 ÿ =f c
2. This coincides with Gru « bel (1988) and Einmahl
and Mason (1992).
5 CLS for matrix valued sums
Consider the decomposition in (5) and note that

C C3x;0dFn ÿ Fx 
1
n
X n
i1
kwkXikXiXT
i ÿ  kXikkXik  I
 
Hence in order to obtain the limiting distribution of the S-estimators we ®rst have to
deal with the limiting distributions of a sum of independent matrix valued random
elements. To describe the limiting distribution of a random matrix we consider the
operator vec which stacks the columns of a matrix M on top of each other, i.e.
vecM  M11;...;M1k;...;Mk1;...;Mkk
T. We will also use the commutation
matrix Ck;k, which is a k2  k2 matrix consisting of k  k blocks: Ck;k  ij
k
i;j1,
where each i;j-th block is equal to a k  k-matrix ji, which is 1 at entry  j;i and 0
everywhere else.
Lemma 5. Let l and m be real valued functions on 0;1 and let
Mn 
1

n
p
X n
i1
lkXik
XiX T
i
kXik
2  mkXikI
" #
16
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EF lkX1k  kmkX1k    0 17
Then vecMn has a limiting normal distribution with zero mean and covariance matrix
1I  Ck;k  2vecIvecI
T
where
1 
El 2kX1k
kk  2
2 
El 2kX1k
kk  2
 Em2kX1k 
2
k
ElkX1kmkX1k
Proof:According to lemma 1 and (17), it immediately follows that every summand in
(16) has expectation zero and a ®nite second moment. According to the central limit
theorem it follows that vecMn converges in distribution to vecM, which is
normally distributed with zero mean, where M is a symmetric random matrix. It only
remains to obtain the limiting covariance matrix by computing the mutual
covariances of the variables Zij where
Zij  lkX1k
X1iX1j
kX1k
2  mkX1kij
for 1  i  k and i  j  k. According to lemma 1 it follows that if i 6 j, EZijZst  0
for all s;t  1;...;k with i;j 6 s;t, so that only two cases of interest remain.
These cases are EZijZst with
1. i  j and s  t for i  1;...;k and s  1;...;k.
2. i;j  s;t for 1  i < j  d.
In case 1 we ®nd with lemma 1 that
EZiiZss  E l2kX1k
X 2
1iX 2
1s
kX1k
4  m2kX1k  lkX1kmkX1k
X 2
1i  X 2
1s
kX1k
2
" #

1  2is
kk  2
El 2kX1k  Em2kX1k 
2
k
ElkX1kmkX1k
 2is1  2
for i;s  1;...;k. Similarly in case 2 we ®nd
EZ2
ij  El 2kX1k
X 2
1iX 2
1j
kX1k
4 
El2kX1k
kk  2
 1
for 1  i < j  k.
We conclude that the random matrix M has o-diagonal elements Mij (i 6 j) with
variance 1 which are uncorrelated with every other element of M, and that M has
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equivalent to saying that
1I  Ck;k  2vecIvecI
T
is the covariance matrix of vecM: &
6 Asymptotic expansion of S-estimators
By putting together the results of the previous sections, we obtain the following
asymptotic expansion of S-estimators.
Theorem 2 Let  satisfy (R1)±(R4). Suppose that F has an elliptically contoured
density f x  hxTx, where h satis®es (H), and suppose that b is de®ned as in (4). Let
Tn and Cn be the location and covariance S-estimators de®ned with the function . Let
1, 2 and 3 be de®ned in lemma 2. Then for n ! 1 we have
trAn  ÿ
1
n1
X n
i1
kXik ÿ b  oP1=

n
p

Tn  ÿ
1
n2
X n
i1
wkXikXi  oP1=

n
p

and An is asymptotically equivalent to
ÿ
1
n
X n
i1
kwkXik
3
XiXT
i 
kXik ÿ b
k1
ÿ
 kXikkXik
3
 
 I
 
 oP1=

n
p

Proof: According to (5) we have
0  1;FTn;An

C C1x;0 dFn ÿ Fx


C C1x;n ÿ C C1x;0dFn ÿ Fx
Together with lemma 2(i) and lemma 4(i), it follows that
0  1trAn 
1
n
X n
i1
kXik ÿ b  oPkTn;Ank  oP1=

n
p
 18
Similarly, from lemma 2(ii) and lemma 4(ii), it follows that
0  2Tn 
1
n
X n
i1
wkXikXi  oPkTn;Ank  oP1=

n
p
 19
Finally, lemma 2(ii) and lemma 4(ii) also imply that
0  3An ÿ
3
k
trAn  I 
1
n
X n
i1
kwkXikXiXT
i ÿ  kXikkXik  I
 
 oPkTn;Ank  oP1=

n
p

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0  3An 
1
n
X n
i1
kwkXikXiXT
i 
3kXik ÿ b
k1
ÿ  kXikkXik
 
 I
 
 oPkTn;Ank  oP1=

n
p

20
It only remains to show that
Tn;An  OP1=

n
p

This can be shown as follows. By means of the central limit theorem it follows that the
summations on the right hand sides of (19) and (20) are OP1=

n
p
. This means that
(19) together with (20) can be written as
0;0  2Tn;3An 1  oP1    OP1=

n
p

which means that Tn;An  OP1=

n
p
: &
Corollary 2. Suppose that the conditions of theorem 2 hold. Let Tn and Cn be the
location and covariance S-estimators de®ned with the function . Then Tn and Cn are
asymptotically independent,

n
p
Tn and has a limiting normal distribution with zero
mean and covariance matrix I where
 
1
k2
2
EF 2kX1k
and

n
p
Cn ÿ I has a limiting normal distribution with zero mean and covariance
matrix 1I  Ck;k  2vecIvecI
Twhere
1 
4k
k  22
3
E 2kXkkXk
2 21
2  ÿ
2
k
1 
4
k1
2 EkXk ÿ b
2 22
Proof: From theorem 2 we have

n
p
Tn  ÿ
1
2

n
p
X n
i1
wkXikXi  oP1
Because  y is bounded it follows from the central limit theorem that

n
p
Tn is
asymptotically normal with mean ÿ1
2 EF wkX1kX1    0 and covariance matrix
1
2
2
E 2kX1k
X1X T
1
kX1k
2 
1
k2
2
E 2kX1k  I
according to lemma 1. To obtain the limiting distribution of

n
p
Cn ÿ I ®rst note
that

n
p
Cn ÿ I 

n
p
2An  A2
n  2

n
p
An1  oP1
Therefore with theorem 2 it follows that

n
p
Cn ÿ I is equal to
ÿ
1

n
p
X n
i1
2k kXik
3kXik
XiXT
i  2
kXik ÿ b
k1
ÿ
 kXikkXik
3
 
 I
 
 oP1
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
n
p
vecCn ÿ I is
asymptotically normal with zero mean. Straightforward computation gives the
expressions of 1 and 2 in (21) and (22).
That Tn and Cn are asymptotically independent can be seen as follows. The limiting
covariance between an element of the vector

n
p
Tn and an element of the matrix 
n
p
Cn ÿ I is given by
E wkX1kX1ilkX1kX1sX1t  mkX1kst  
for i  1;...;d and s;t  1;...;d, where l and m are functions that satisfy (17).
By symmetry this is always equal to zero, which implies that Tn and Cn are
asymptotically uncorrelated. From theorem 2 it follows by means of the central
limit theorem, again using that  y,  yy and y are bounded, that 
n
p
Tn;vecCn ÿ I is asymptotically normal, so that Tn and Cn are also inde-
pendent. &
Because Tn and Cn are ane equivariant the limiting distributions for S-estimators
in the case of general  2 Rd and  2 PDSd can be obtained easily. Suppose that
X1;...;Xn are independent with density
f x  jj
ÿ1=2hx ÿ 
Tÿ1x ÿ 
Because of ane equivariance it follows immediately that

n
p
Tn ÿ  converges to a
normal distribution with zero mean and covariance matrix 1=2I1=2  , and 
n
p
Cn ÿ  converges to a normal distribution with mean zero and covariance
matrix E vec1=2M1=2vec1=2M1=2
T, where M is the random matrix with
E vecMvecM
T  1I  Ck;k  2vecIvecI
T. It follows from Lemma 5.2 in
Lopuhaa « (1989) that
E vec1=2M1=2vec1=2M1=2
T  1I  Ck;k 
   2vecvec
T
where A 
 B denotes the Kronecker product of matrices A and B, which is a k2  k2
matrix with k  k blocks, the i;j-th block equal to aijB. This means that we have the
following general corollary of theorem 2.
Corollary 3. Let  : R ! R satisfy (R1)±(R4). Suppose that X1;...;Xn are
independent with an elliptical contoured density
fx  jj
ÿ1=2hx ÿ 
Tÿ1=2x ÿ ;  2 Rk;  2 PDSk
where h : 0;1 ! 0;1 satis®es (H). Let Tn;Cn be the S-estimators de®ned by the
function  and constant b as de®ned in (4). Then Tn and Cn are asymptotically
independent,

n
p
Tn ÿ  has a limiting normal distribution with zero mean and
covariance matrix , where  is given in theorem 2 and

n
p
Cn ÿ  has a limiting
normal distribution with zero mean and covariance matrix 1I  Ck;k 
 
2vecvec
T, where 1 and 2 are given in theorem 2.
Remark 1. Multivariate M-estimators also exhibit the same type of limit behaviour,
which means that the constants , 1 and 2 can be used as an index of the asymptotic
variances. For the covariance estimator the constant 21  2 represents the limiting
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Devlin et al., 1981) that 1 suces as an index for the asymptotic variance of the
correlation matrix based upon the covariance estimator. The constants , 21  2
and 1 for several S-estimators are compared with the corresponding constants for
dierent M-estimators in Lopuhaa « (1989).
Remark 2. At ®rst glance the limiting distributions as described in corollary 3 may
seem to dier from the results found in Lopuhaa « (1989). However, if we would have
assumed that  also has a second derivative  0 then with partial integration it would
follow that
k1  ÿ E kX1kkX1k
2  ÿ E 1 ÿ 1=k kX1k=kX1k  1=k 0kX1k  
k  23  ÿ 2E  0kX1kkX1k
2  k  1 kX1kkX1k
h i
With these values the results of corollary 6.2 match with those of Corollary 5.1 in
Lopuhaa « (1989).
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