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"I love deadlines. I love the whooshing noise they make as they go by."
Douglas Adams

Résumé
Les systèmes distribués modernes à large-échelle évoluent dans des contextes variables soumis à
de nombreux aléas auxquels ils doivent s’adapter dynamiquement. Dans ce cadre, l’informatique
autonome se propose de réduire (voire supprimer) les interventions humaines lentes et coûteuses,
en leur préférant l’auto-gestion. L’adaptabilité autonome d’un système repose avant tout sur une
description adéquate de ses composants, de leurs interactions et des différents aspects ou topolo-
gies qu’il peut adopter. Diverses approches de modélisation ont étés proposées dans la littérature,
basées notamment sur des langages de descriptions spécifiques (e.g., les ADLs) ou des modèles
génériques plus ou moins formels (e.g., profils UML, graphes). Ces représentations se concentrent
en général sur certains aspects ou propriétés du système dynamique et ne permettent ainsi pas de
répondre à chacune des problématiques inhérentes à l’auto-gestion.
Ce manuscrit traite de la modélisation basée graphes des systèmes dynamiques et de son adé-
quation pour la mise en œuvre des quatre propriétés fondamentales de l’informatique autonome :
l’auto-optimisation, l’auto-protection, l’auto-guérison et l’auto-configuration. Cette thèse propose
quatre principales contributions théoriques et appliquées.
La première est une méthodologie pour la construction et la caractérisation générative de transfor-
mations correctes par construction dont l’application préserve nécessairement la correction du sys-
tème. Le maintien d’une application dans un état acceptable peut ainsi être efficacement garanti
lors de son adaptation.
La seconde contribution consiste en une extension des systèmes de réécriture de graphe permettant
de représenter, mettre à jour, évaluer et paramétrer les caractéristiques d’un système aisément et
efficacement. Ces affirmations sont soutenues par des exemples illustratifs concrets reposant sur
DIET, un répartiteur de charge distribué. Une étude expérimentale extensive révèle un net gain
d’efficacité vis à vis de méthodes classiques, en particulier celles intégrées nativement aux outils
AGG et GMTE.
La troisième contribution s’articule autour de l’élaboration d’un module de gestion de bout en bout
pour des requêtes de traitement d’évènements complexes. Elle démontre l’intérêt des graphes en
tant que représentation abstraite et haut niveau dans un contexte applicatif comprenant de mul-
tiples solutions fragmentées.
La quatrième et dernière contribution réside dans le design d’un gestionnaire autonome apte à
piloter tout système Machine-à-Machine se conformant au standard ETSI M2M. Elle illustre la mé-
thodologie relative à la correction par construction, mais également l’intégration de la représenta-
tion proposée à des approches multi-modèles incluant des problématiques de cohérence interne.
La faisabilité de l’approche est démontrée expérimentalement en s’appuyant sur une application
de compteur intelligent pour la domotique.
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Chapitre 1
Introduction
1.1 Contexte
L’informatique et ses usages se sont véritablement transfigurés au cours des dernières décades. Les
terminaux isolés sont devenus connectés. Encouragées par le succès de l’informatique en nuage et
du paradigme d’accès aux ressources en tant que services, les applications sont devenues connec-
tées. Avec l’avènement de l’internet des objets, les objets du quotidien eux-mêmes sont devenus
connectés. Nous sommes devenus hyper-connectés. Partout et tout le temps, nous accédons sans
effort, parfois même inconsciemment, à une multitude d’informations, de ressources et de services.
Sans effort ? Pour l’utilisateur peut être.
L’ouverture, la dispersion et la complexification des systèmes informatiques ont démultiplié leurs
exigences en terme d’administration. En particulier, il est devenu crucial de s’adapter dynamique-
ment afin de faire face efficacement aux attaques, aux pannes logicielles et matérielles, à l’évolution
du contexte et des besoins utilisateurs... Considérant la complexité des adaptations induites, par
soucis de réactivité, de réduction de coûts et de baisse de la probabilité d’erreur, elles ne peuvent
raisonnablement pas être conduites par des opérateurs humains. L’informatique autonome se pro-
pose de déléguer ce pilotage aux systèmes eux-mêmes en les rendant capables d’auto-gestion.
L’adaptabilité autonome d’un système repose avant tout sur une description adéquate de ses com-
posants, de leurs interactions et des différents aspects ou topologies qu’il peut adopter. En cela, l’in-
formatique autonome rejoint les problématiques de spécification et d’études des architectures logi-
cielles dynamiques. Parmi les méthodes de modélisation existantes se trouvent un certain nombre
d’approches basées sur les graphes. Ces derniers constituent un modèle universel pouvant repré-
senter une grande variété de systèmes. Ils possèdent un caractère formel couplé à un aspect visuel,
permettant ainsi de concevoir, étudier et gérer rigoureusement un système tout en facilitant une
compréhension instinctive de situation et concepts complexes.
Nous nous intéressons ainsi à la représentation basée sur les graphes de systèmes dynamiques pour
leur auto-gestion. Les contextes abordés sont multiples, reflétant les nombreux domaines applica-
tifs potentiels : traitement d’évènements complexes, gestion de tâches dans les nuages et systèmes
machine-à-machine.
1
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1.2 Problématiques
Les problématiques de cette thèse découlent de deux constats.
Premièrement, la représentation d’un système comporte plusieurs facettes souvent considérées sé-
parément : correction et performance [1] .
À son tour, le caractère dynamique des applications considérées apporte ses propres contraintes en
terme de représentation des évolutions et de leur comportement vis à vis des propriétés du sys-
tème. Or, ce caractère n’est souvent qu’insuffisamment supporté [2, 3].
Enfin, l’application de ces représentations à la gestion autonome amène encore de nouvelles exi-
gences. En effet, celle-ci possède plusieurs aspects ayant chacun ses propres besoins en terme de
modélisation, ces derniers étant largement insatisfaits par le passé [4].
Les approches reposant sur les graphes permettent de répondre à certaines de ces exigences, mais sont elles
adéquates pour l’implémentation de chacune des propriétés d’auto-gestion ? Si non, est-il possible de proposer
des solutions pour qu’elles le soient ?
Deuxièmement, les approches à base de réécriture de graphe pour la transformation de modèles
et de systèmes en général sont profondément clivées [5]. On retrouve d’un côté des solutions théo-
riques s’intéressant à des propriétés et des systèmes de réécriture de plus en plus abstraits et haut
niveau. De l’autre se situent des considérations plus concrètes visant l’implémentation et l’automa-
tisation de transformations dans le cadre de domaines applicatifs spécifiques.
Les réponses à la première problématique sont tenues de prendre en compte cette dichotomie.
Des approches et solutions génériques répondant à des besoin applicatifs concrets sont-elles envisageables ?
À cette fin et pour en faciliter la compréhension et l’usage, les solutions proposées dans ce manus-
crit seront également illustrées à l’aide d’applications réelles.
1.3 Structure du document
Le présent document est constitué de sept chapitres. Les deux premiers, l’introduction et l’état de
l’art, présentent le contexte de notre étude et ses concepts sous-jacents. Les défis liés à la représenta-
tion de systèmes dynamiques, les approches existantes et les objectifs de nos travaux sont détaillés
dans le chapitre deux.
Les quatre chapitres suivants décrivent nos contributions, chacun visant un des quatre aspects ma-
jeurs de l’auto-gestion en particulier.
Le troisième chapitre expose dans un premier temps la représentation utilisée tout au long de ce
manuscrit. Ce méta-modèle, basé sur les graphes et leur réécriture, est élaboré en formalisant et
étendant une approche existante [6]. Nous illustrons par la suite son utilisation en détaillant la
phase de modélisation et de conception d’un module de gestion de bout-en-bout pour des re-
quêtes de traitement d’évènements complexes. Ce dernier démontre l’intérêt des graphes en tant
que représentation abstraite et haut niveau dans un contexte applicatif comprenant de multiples
solutions fragmentées. Nous détaillons finalement quelques transformations intervenant dans le
cadre de politiques d’auto-optimisation.
Chapitre 1. Introduction 3
Le quatrième chapitre présente une méthodologie innovante pour la caractérisation générative et
la construction de reconfigurations correctes par construction pour un style architectural. L’utilisa-
tion de telles transformations répond avantageusement à une des deux principales problématiques
de l’auto-protection, la protection du système contre lui-même. Ici, il s’agit d’efficacement garantir
le maintien d’un système dans un état correct lors de ses reconfigurations.
Dans le cinquième chapitre, nous concevons un gestionnaire autonome apte à piloter tout système
M2M se conformant au standard ETSI M2M. Ce faisant, nous illustrons l’intégration de notre mo-
dèle au sein d’une vue architecturale multi-modèles intégrant des problématiques de cohérence
interne, de même que son adéquation vis à vis de l’auto-guérison du système.
Le sixième chapitre décrit une extension des systèmes de réécriture de graphe permettant de re-
présenter, mettre à jour, évaluer et paramétrer les caractéristiques d’un système aisément et ef-
ficacement. Ceci facilite, comme détaillé par des exemples et scénarios concrets, l’évaluation de la
qualité d’un système, sa gestion et son auto-configuration. Enfin, une étude expérimentale exten-
sive révèle un net gain d’efficacité vis à vis de méthodes classiques.
Le dernier chapitre est dédié aux conclusions et perspectives de ces travaux. Finalement, les an-
nexes décrivent les démonstrations et preuves les plus longues ainsi que le projet ANR SOP "pen-
ser Services globaux pour les Ordinateurs Personnels" 1, projet mené à bien dans le cadre de cette
thèse.
1. ANR-11-INFR-001, homepage : sop-project.org/

Chapitre 2
État de l’art
Ce chapitre présente le contexte dans lequel s’inscrit les travaux décrits plus loin dans ce manuscrit.
La première partie est dédiée à l’informatique autonome. Nous présentons tout d’abord ses motiva-
tions et ses origines, puis introduisons les principales propriétés sous-tendant la gestion autonome,
ainsi que la boucle de contrôle permettant de les implémenter. Enfin, nous nous positionnons vis
à vis de ce paradigme en fixant le cadre de notre étude à la modélisation de systèmes pour leur
gestion autonome.
Ceci va naturellement nous amener à nous intéresser dans un deuxième temps à la représentation
de systèmes dynamiques. Nous en détaillons les considérations inhérentes, dont se dégagent no-
tamment la nécessité de formalisation et de prise en compte des aspects dynamiques du système.
Ces aspects soulèvent en particulier des problématiques liées à la correction, à sa vérification en
général et sa conservation lors d’évolutions en particulier. Un rapide tour d’horizon des approches
existantes et de leurs limitations est également proposé.
Par la suite, nous introduisons une famille d’approches particulières, basées sur les graphes, pour ce
type de représentation. Nous détaillons en particulier les réponses qu’elles proposent aux diverses
problématiques identifiées, ainsi que les différentes fondations théoriques de chacun des concepts
sous-jacents. Ce faisant, nous nous positionnons et fixons nos objectifs vis à vis de ces derniers.
Finalement, nous présenterons les principaux outils et environnements de développement pour la
manipulation et la réécriture de graphes, ainsi que leurs bases théoriques. Nous identifions égale-
ment les outils qui serviront à l’implémentation et au test de certaines des contributions élaborées.
2.1 Contexte : l’informatique autonome
2.1.1 La gestion autonome
C’est en 2001 qu’IBM introduit le principe de l’informatique autonome au travers d’un manifesto [7]
désormais célèbre. Horn y fait un constat aujourd’hui largement accepté : tout en devant s’adap-
ter dynamiquement à leur environnement, les systèmes informatiques deviennent de plus en plus
complexe et leurs échelles de plus en plus larges, ce qui rend leur administration plus ardue. Horn
souhaite alors faciliter leur utilisation tout en soulageant les professionnels pour leur permettre de
se concentrer sur des considérations théoriques et conceptuelles. Quoi qu’il en soit, considérant la
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complexité de ces adaptations, leur omniprésence et leur fréquence, par soucis de réactivité, de
réduction de coûts et de baisse de la probabilité d’erreur, elles n’auraient pu raisonnablement pas
être conduites par des opérateurs humains.
Il s’inspire alors d’une métaphore reliant systèmes informatiques et corps humains : ces derniers
sont régulés par le système nerveux autonome, permettant à leurs utilisateurs (communément ap-
pelés êtres humains) de se concentrer sur des activités noétiques ou physiques sans se soucier de la
régulation de leur température, de leur rythme cardiaque... C’est ainsi que nait l’informatique au-
tonome, dont l’objectif est de rendre les systèmes informatiques autonomes, c’est à dire auto-gérés.
Pour Horn, un système autonome doit adopter huit comportements :
1. Se connaître soi-même et être constitué de composant se connaissant. Un système autonome
doit posséder une connaissance détaillée de son champ d’action et de son statut actuel, mais
également des ressources disponibles et de son voisinage, c’est à dire des systèmes avec
lesquels il peut interagir. La connaissance de son statut passe par une description précise des
ressources utilisées et, par dessus tout, des ses propres composants. Ces derniers possèdent
également une identité ; plus particulièrement, ils doivent donc maîtriser leurs interactions
avec d’autres systèmes (et donc, d’autres composants). Finalement, un tel système doit être
capable de fusionner avec d’autres systèmes et de se séparer en sous-systèmes au besoin, ne
serait-ce que temporairement.
2. Se configurer et se reconfigurer en réponse à des changements. Il s’agit, pour un système, de gérer
son propre déploiement et de l’adapter à des changements de contexte. Cela signifie arran-
ger et réarranger l’utilisation de ressources, mais également effectuer des sauvegardes de
logiciels et données afin de surmonter de potentielles erreurs et corruptions futures.
3. Toujours chercher à s’optimiser. Un système autonome doit constamment chercher à améliorer
son fonctionnement. Pour cela, il doit observer attentivement chacun de ses composants,
connaître ses objectifs et réagir à l’aide d’une boucle de contrôle avancée.
4. Se réparer ou se "soigner", c’est à dire surmonter les dysfonctionnements dus à l’exécution
de routines ou l’occurrence d’évènements extraordinaires en se reposant sur des ressources
redondantes ou sous-utilisées. Afin de corriger le problème, il doit en particulier être capable
d’en identifier la ou les source(s).
5. Détecter, identifier et se protéger contre virus et intrusions afin d’assurer la sécurité ainsi que
l’intégrité du système et des données.
6. Connaître son environnement et agir en conséquence, plus précisément adapter la transmission
d’informations au contexte. Il s’agit de comprendre les intentions des utilisateurs afin de
fournir des informations pertinentes et de les présenter de manière adéquate, en s’adaptant
par exemple à l’appareil depuis lequel le contenu est consulté.
7. Être ouvert. Considérant la multiplicité des acteurs impliqués dans un système et l’hétéro-
généité de son environnement ces systèmes doivent se reposer sur des standards ouverts.
Ces derniers facilitent la collaboration : humaine lors de leur conception et réalisation, inter-
systèmes lors de leur exécution. Une solution pour l’informatique autonome ne saurait donc
être propriétaire.
8. Anticiper les besoins. Sans rien imposer, un système autonome doit anticiper les besoins d’un
utilisateur et s’apprêter à y répondre en (ré-)organisant ses ressources. Cela peut aller du
déplacement de contenu afin d’en faciliter l’accès jusqu’à la réservation de ressource en pré-
vision d’un pic de charge.
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2.1.2 Les propriétés auto-*
Deux ans plus tard, Kephart et Chess fournirons à l’informatique autonome une réelle maturité en
publiant un article considéré aujourd’hui comme fondateur du domaine [8]. Ils réaffirment l’objec-
tif de l’informatique autonome, l’auto-gestion 1 des systèmes suivant des politiques haut niveau.
Utilisateurs et administrateurs peuvent ainsi se concentrer sur les objectifs à atteindre, sans se sou-
cier des détails de leur mise en place. Cette auto-gestion est atteinte au travers de l’implémentation
de quatre propriétés fondamentales [8, 9] raffinant les comportements précédemment décrits :
1. L’auto-configuration 2 permet à un système de s’installer et de se paramétrer, lui-même et
chacun de ses composants, selon ses objectifs ou pour répondre à des besoins clients. Il ne
s’agit pas simplement de gestion du déploiement initial, mais également de reconfiguration
et mise à jour du paramétrage suite à l’évolution de l’environnement (e.g., re-allocation de
bande passante) et à l’ajout ou la suppression de composants (effectués par le système ou
par des humains). Des composants peuvent ainsi intégrer (ou disparaitre du) système flui-
dement. Ce dernier comprends les implications de ces ajouts/suppression et peut s’adapter
en cas de besoin.
2. L’auto-guérison 3 décrit la capacité d’un système à détecter, diagnostiquer et surmonter les
problèmes pouvant survenir dans son domaine. Elle s’applique en particulier à la gestion des
bugs et pannes tant logicielles que matérielles. Cette activité peut être pro-active, anticipant
et évitant les dysfonctionnements.
3. L’auto-protection 4 permet à un système d’assurer son intégrité et sa survie. Pour ce faire, il
lutte, de manière réactive ou pro-active, contre des problèmes à large échelle provenant en
particulier d’erreurs en cascade ou d’attaques externes. Ces problèmes sont plus précisément
spécifiés comme ceux n’étant pas corrigés par des mesures d’auto-guérison.
4. L’auto-optimisation 5 réfère à l’utilisation efficace de ressources. Il ne s’agit pas nécessairement
d’effectivement atteindre un optimal, mais au moins de continuellement chercher à s’en ap-
procher. Cet optimal et cette notion d’adéquation de l’utilisation des ressources est liée à
une évaluation du système à travers différentes métriques reflétant son efficacité en terme
de performance et de coût.
Différentes réflexions portant sur les propriétés d’auto-gestion ont été depuis proposés. De nom-
breuses nouvelles propriétés ont été ainsi introduites (e.g., self-scaling, self-stabilizing, self- immu-
nity...) [10].
Néanmoins, ces quatre propriétés fondamentales sont les seules à faire l’objet d’un large consensus
et forment toujours le socle commun de l’auto-gestion.
2.1.3 La boucle de contrôle MAPE-K
IBM a suggéré un modèle de référence [8] pour la définition de gestionnaires autonomes, des mo-
dules fournissant aux composants du système un comportement autonome. Il se base, comme le
suggérait Horn [7], sur une boucle de contrôle particulière nommée boucle de contrôle autonome
ou boucle MAPE-K. La figure 2.1 présente la version re-actualisée [11] par IBM.
1. en anglais : self-management
2. en anglais : self-configuration
3. en anglais : self-healing
4. en anglais : self-protection
5. en anglais : self-optimization
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FIGURE 2.1 – La boucle de contrôle autonome MAPE-K
Un gestionnaire autonome est un module logiciel typiquement paramétré initialement par des opé-
rateurs humains qui lui fournissent des objectifs et politiques de haut-niveau lui permettant d’assu-
rer la gestion du système. Il est à l’écoute du système et de ses composants grâce à une collection de
capteurs ou senseurs lui fournissant tout type d’informations pertinentes à la gestion du système.
Grâce à sa connaissance du système, il pourra analyser ces informations et planifier des adaptations
en concordance avec les politiques haut-niveau qu’il doit mettre en œuvre. Finalement, il va veiller
à l’exécution de ces adaptations, agissant sur le système à l’aide d’un ensemble d’actionneurs.
Par la suite, nous introduisons chacune des étapes de la boucle MAPE-K. Afin de les illustrer, consi-
dérons un exemple et un scénario très simple : une pièce équipée, entre autre, d’une lampe et d’un
store. Un gestionnaire doit fournir un éclairage adéquat, et se base pour cela sur les valeurs fournies
par un capteur de luminosité et de deux actionneurs (interrupteurs) dirigeant l’état de la lampe et
du store.
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2.1.3.1 Observation - "Monitoring"
La tâche d’observation est dédiée à la surveillance du système, de ses propriétés et de son environ-
nement à travers la collecte de toute sorte d’informations. Les informations pertinentes sont ensuite
formatées et transmises à la tâche suivante sous la forme de symptômes.
Bien que l’observation se repose lourdement sur des sondes, elle ne se contente pas de simplement
transmettre les données qu’elles envoient. Afin de ne propager que les informations pertinentes,
cette tâche peut inclure des mécanismes d’agrégation et de filtrage, voir même d’analyse légère.
Par exemple, l’absence de remontée d’information peut présager de la défaillance d’un senseur et
doit donc être traitée comme une information en tant que telle.
Dans notre exemple, le module d’observation va récupérer la valeur transmise par le capteur de
luminosité. Lorsque cette dernière est inférieure à un certain seuil, il va produire et transmettre un
symptôme "faible luminosité".
2.1.3.2 Analyse
La tâche d’analyse traite les informations contenues dans les symptômes reçus en fonction de po-
litiques et stratégies de gestion haut niveau. Elle repère des écarts entre fonctionnement actuel et
fonctionnement souhaité, et génère des requêtes de changement (RFC 6) transmises à au module
suivant (Planification).
Reprenons l’illustration. Le module d’analyse compare le manque de luminosité à la politique du
système relative à la luminosité. Celle-ci spécifie que, excepté week-end, la pièce doit être éclairée à
partir d’une certaine heure déjà atteinte. L’analyse génère donc une RFC exigeant une augmentation
de la luminosité ambiante.
2.1.3.3 Planification
La tâche de planification élabore des plans d’actions décrivant la manière dont les changements
requis vont être mis en œuvre. Ces plans décrivent chacune des actions élémentaires à effectuer. Ils
comportent également une composante temporelle et établissent ainsi un ordre ou des priorités au
sein de ces actions.
Dans l’exemple, la planification doit établir une suite d’actions permettant d’augmenter la lumino-
sité de la pièce. L’heure étant trop matinale pour espérer de la lumière naturelle et la lampe étant
éteinte, la planification va demander son allumage via son interrupteur.
2.1.3.4 Exécution
Le module d’exécution est l’interface finale entre la boucle de contrôle et le système réel. Elle se
charge de mettre en œuvre les plans prévus en exécutant les actions appropriées sur les éléments
gérés par l’intermédiaire des actionneurs à sa disposition.
Finalement, la tâche d’exécution actionne l’interrupteur, allumant ainsi la lampe.
6. de l’anglais "request for change"
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2.1.3.5 Base de connaissance - "Knowledge Base"
La base de connaissance est l’épine dorsale de la boucle MAPE-K. Elle contient tout la connaissance
pertinente à la gestion du système : sa représentation, les politiques haut niveau à suivre, les mé-
triques d’évaluation, les règles d’inférences propre à chaque tâche, l’historique de fonctionnement,
les sondes et actionneurs disponibles...
Chacune des tâches peut y piocher des informations ou contribuer à cette base, dans le cadre de la
constitution d’un historique, par exemple.
Dans l’exemple illustratif,
— outre la manière de traiter des mesures de luminosité, l’observation y consulte la valeur du
seuil bas.
— l’analyse s’y informe de la politique à suivre concernant la luminosité, de la date et de l’ho-
raire courants.
— la planification récupère dans la base de connaissance la liste des actionneurs, l’heure cou-
rante et l’état actuel de la lampe.
— l’exécution y trouve les informations nécessaires à la prise de contact avec l’actionneur,
comme son adresse IP.
Cette liste souligne l’aspect central de la base de connaissance dans la boucle MAPE-K.
2.1.4 Positionnement vis à vis de l’informatique autonome
L’objectif de cette thèse n’est pas nécessairement la définition de politiques de gestion autonome,
ni même l’implémentation de gestionnaire(s), mais plutôt d’améliorer les moyens permettant de le
faire. Incidemment, la validation et l’illustration de ces améliorations va tout de même nous mener
à concevoir des gestionnaires.
Rappelons que d’après Horn, la toute première propriété d’un système à vérifier pour permettre
son adaptabilité autonome et dynamique est la connaissance de soi [7]. Cette connaissance passe
bien entendu par l’observation du système, de ses paramètres et de son environnement, mais aussi
par sa représentation. Nous nous situons donc au niveau de la base de connaissance et nous inté-
ressons à ce second aspect : la représentation, description ou modélisation d’un système.
Cette représentation doit permettre l’implémentation de chacune des quatre propriétés d’auto-
gestion et doit permettre de modéliser :
— le système
— ses composants
— leurs interactions
— les différents états ou configurations qu’ils peuvent adopter
— leurs adaptations ; c’est à dire des transformations permettant au système de changer d’état.
2.2 Représentation de systèmes dynamiques : contexte, méthodes et en-
jeux
La conception et l’étude d’architecture s’est fortement développée pour faire face à la complexité
grandissante des systèmes [12]. D’après le dernier standard ISO/IEC/IEEE-42010 [12] en vigueur,
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une architecture est définie comme les "concepts et propriétés d’un système [...] relatifs à ses composants,
leurs relations, et les principes guidant sa conception et son évolution".
Ces architectures peuvent être plus finement classifiées selon deux principaux critères [2] :
— D’après le point de vue qu’elles adoptent. Dans le domaine des architectures logicielles,
un point de vue structurel ou comportemental est le plus souvent adopté [2, 13], certains
travaux considérant les deux [2].
— D’après leur capacité à évoluer lors de l’exécution du système [14] ou non. Ce critère divise
les architectures en deux catégories respectivement qualifiées de dynamiques et statiques.
Les architectures dynamiques étant les seules à permettre l’adaptabilité d’une application, elles
seront naturellement l’objet de notre étude.
2.2.1 Architectures dynamiques : enjeux
De part leur nature profonde, la description d’architectures dynamiques ne peut se limiter à une
unique topologie statique, mais doit inclure la spécification de l’ensemble des états (aussi appelés
configurations) admissibles. Cet ensemble est généralement caractérisé par un style architectural,
défini par Garlan et Shaw [15] comme "une famille de systèmes en terme d’organisation structurelle".
Plus spécifiquement un tel style "détermine les composants et connecteurs pouvant être utilisés dans ses
instances, ainsi qu’un ensemble de contraintes spécifiant leurs combinaisons acceptables".
Naturellement, un modèle pour la spécification d’architectures dynamiques doit également propo-
ser une représentation pour les transformations elles-mêmes. Ces dernières incluent typiquement
deux facettes : conditions d’applicabilités et effets.
La considération de transformations soulève assez immédiatement la question de la correction du
système et, plus spécifiquement, de leur impact sur cette dernière. Il s’agit en particulier d’évi-
ter l’introduction d’incorrections lors de transformations. En général, on distingue deux types de
comportements acceptables : soit la préservation de la cohérence, soit son (ré-)établissement.
Outre sa correction assurant son bon fonctionnement, le système possèdent des exigences non-
fonctionnelles, intimement liées à son adéquation ou efficacité. Par exemple, des configurations
peuvent être évaluées vis à vis de leur qualité de service, leur consommation énergétique et/ou leur
robustesse face à des pannes logicielles ou matérielles. Ces objectifs sont potentiellement concur-
rents. Dans les faits, utiliser des ressources redondantes peut améliorer le critère de robustesse tout
en augmentant la consommation énergétique.
La satisfaction d’un objectif dépend des propriétés de chaque composant logiciel, tel que la ma-
chine sur laquelle il est déployé et les entités qu’il peut contacter, par exemple. Ces caractéristiques
peuvent elles-mêmes être dynamiques et interdépendantes. Par exemple, l’ensemble des entités ac-
cessibles à partir d’une autre est récursivement dépendant des entités accessibles à partir de celles
atteignables directement. Cet ensemble est sujet à évolution avec l’arrivée et le départ de compo-
sants ou connexions au sein du système.
Ainsi, modéliser un système afin d’en faciliter la gestion comporte au moins deux aspects (ou
concerns [12]) généralement considérés séparément [1] : sa correction et sa performance (i.e., son
adéquation vis à vis d’exigences non fonctionnelles). Ces considérations ont motivés la définition
de langages de description appropriés et de formalismes évitant tout ambiguïté pour la conception,
la gestion et l’analyse rigoureuse d’architectures.
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2.2.2 Transformations et vérification de la cohérence
2.2.2.1 Types de transformations
En premier lieu, nous proposons un rapide tour d’horizon des différents types de transformations.
Elles peuvent être classifiées selon :
— L’impact sur le modèle de représentation utilisé
— Les transformations exogènes (e.g., [16–19]), qualifiées aussi de transformations de mo-
dèle, impliquent un changement de représentation. Elles peuvent par exemple être utili-
sées pour générer du code automatiquement ou pour transformer un modèle graphique
en un modèle plus forme (e.g., [20]).
— Au contraire, les transformations endogènes (e.g., [21–24]) ne modifient pas le modèle de
représentation du système. Elles peuvent par exemple changer son état (sa structure, son
comportement...) ou la précision de sa description.
— L’impact sur le niveau d’abstraction considéré
— Les transformations verticales (e.g, [17–19, 24]) symbolisent des changements de granula-
rité et de niveau de précision, qualifiées d’abstractions ou de raffinements. Abstraire un
système permet par exemple de faciliter l’élaboration des preuves, tandis que le raffiner
peut permettre de se rapprocher d’une implémentation.
— Les transformations horizontales (e.g, [21–23]) ne modifient pas la précision de la vue ar-
chitecturale. Elles sont usuellement liées à la transformation de modèle ou à des évolu-
tions au sein de systèmes dynamiques.
Les transformations horizontales et endogènes, appelées reconfigurations, représentent typique-
ment les évolutions d’un système dynamique, sujets des présents travaux.
2.2.2.2 Les approches de vérification de la correction
De multiples approches de vérification ont été développées par le passé. Lukman a récemment
proposé une étude comparative de ces approches et des différentes notions de correction considé-
rées dans le cadre de la transformation de modèle [16]. Il s’intéresse donc à des transformations
exogènes, qu’elles soient verticales ou horizontales. Les classifications proposées ainsi que les ten-
dances identifiées sont transposables à la vérification de reconfigurations. Ainsi, dans le cadre de
techniques formelles, les catégories suivantes se distinguent.
"Model-checking on the fly". L’approche probablement la plus immédiate consiste à vérifier la
satisfaction d’un un ensemble de propriétés et contraintes lors de l’exécution du système. Si celui-
ci est dynamique, ce processus est typiquement conduit après chaque transformation. Assimilable
à du "model checking on the fly", elle peut entraîner des explosions combinatoires et nécessiter des
procédures d’annulation ("roll-back") lors de la découverte de l’incorrection d’un état [25].
Ce type de techniques peut être affiné lorsque l’on s’intéresse en particulier à la conservation de la
correction d’une application dynamique. Lorsqu’une transformation est appliquée à un état correct,
il s’agit, plutôt que de confronter l’intégralité du système et de ses propriétés à vérification, de
vérifier uniquement soit le sous-système impacté, soit les contraintes que cette transformation est
susceptible d’invalider.
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L’étude de Lukman [16] propose de multiples exemples dans le contexte de transformations exo-
gènes. Dans le cadre de reconfigurations, on peut citer en particulier le travail d’Hirsch [22] basé
sur le modèle tilde et la réécriture de graphe. Il propose une méthode et un modèle de haut niveau
pour vérifier la préservation d’un style architectural quelconque lors d’une reconfiguration. Les
transformations considérées sont spécifiées par un graphe, symbolisant une instance d’un style, et
une règle de réécriture de graphe. Lorsque cette seconde est appliquée au premier, elle préserve le
style si elle entraîne l’apparition (ou la non-apparition) d’un ensemble d’évènements.
Pour l’informatique autonome plus spécifiquement, Sharrock [26] adopte une telle approche lors
du déploiement de serveurs supplémentaires afin d’absorber un pic de charge dans un répartiteur
de tâches hiérarchique. Sachant qu’un composant ne peut gérer qu’un nombre limité de serveurs,
les politiques proposées vérifient que ce dernier n’est pas dépassé. Si c’est le cas, la procédure est
annulée et l’état initial du système est restauré.
Ce type d’approches réduit la complexité temporelle de la vérification, mais n’exempte pas de po-
tentielles procédures d’annulation.
"Model checking" lors de la conception. Dans le cadre de systèmes dynamiques soumis unique-
ment à des reconfigurations, il est possible de générer et vérifier un graphe d’état/transition [27, 28]
pour éviter les procédures d’annulation et mitiger la complexité de la vérification. Ceci n’est néan-
moins possible que dans le cas de systèmes à états finis, ou exhibant une forme de périodicité ou
de récurrence.
Pour l’informatique autonome en particulier, une approche similaire est proposée par la méthodo-
logie FracToy [29] basée sur des descriptions formelles en Alloy. Dans un premier temps, il s’agit
de définir une architecture ainsi que ses contraintes statiques et dynamiques. Un système auto-
configurable s’y conformant peut alors être décrit et vérifié. Cette vérification englobe en particu-
lier la conformité de ses politiques de reconfigurations. Elle se base toutefois sur la recherche de
contre-exemples et n’est donc envisageable que dans un domaine fini.
Preuves par théorèmes et correction par construction. La dernière méthode consiste à prouver
formellement la satisfaction de certaines propriétés sous la forme de théorèmes. Ce type de preuves
s’effectue typiquement en phase de conception et peuvent s’appuyer sur des assistants de preuves
(e.g., COQ [30], Isabelle [23]). Les propriétés garanties sont diverses, reflétant la variabilité des do-
maines d’intérêts impliquant des transformations. Certains travaux prouvent ainsi la conservation :
de la sémantique d’un système [31] vis à vis d’une transformation de modèle ; de l’information dans
le cadre de transformations bidirectionnelles [32] ; de la conservation de la connexion ou de la sé-
paration d’un nœud lors d’une reconfiguration [23]...
La correction par construction désigne l’application et la mise en œuvre de spécifications haut ni-
veau [33], un système correct par construction ayant été construit de sorte à respecter sa spécifica-
tion. Les méthodes de correction par construction s’appuient en général sur des preuves formelles
pour générer de tels systèmes. Ce type d’approches est particulièrement utilisé dans la transforma-
tion de modèle et la génération automatique de code (e.g., [17–19, 34–36]).
Basées sur des preuves formelles et sur un raisonnement en phase de conception, ces méthodologies
garantissent efficacement la consistance d’un système en ne requérant que peu ou pas de vérifica-
tions dans la phase d’exécution. Une stratégie permettant d’élaborer des méthodes correctes par
construction consiste à investiguer les propriétés des transformations vis à vis de la conservation
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de spécifications. Dans le cas de reconfigurations, il s’agit de prouver qu’elles préservent la correc-
tion du système. Lors de son exécution, l’application d’une telle transformation à un état correct
produira alors nécessairement un (autre) état correct.
Positionnement et objectifs vis à vis de la vérification de correction. Les preuves formelles et les
méthodes de correction par construction permettent d’efficacement assurer la validité d’un système
en ne requérant que peu ou pas de vérifications en phase d’exécution. Toutefois, ces méthodes se
positionnent principalement dans le cadre de la transformation de modèles. En particulier, elles
visent souvent à générer automatiquement du code correct pour une spécification donnée.
La transposition de telles méthodes à des systèmes adaptables consiste à caractériser des reconfi-
gurations préservant nécessairement la correction du système. Actuellement, la plupart de ces ap-
proches s’intéressent à la conservation de certaines propriétés (e.g., la connexion ou la séparation
d’un composant [23]) plutôt que d’un style architectural. En particulier et à notre connaissance, au-
cune approche ne vise la préservation d’un style architectural quelconque (i.e., dont les propriétés
et contraintes ne sont pas connues).
Ce problème, que nous tenterons de résoudre, n’est pas trivial : sans connaître les propriétés et
contraintes à satisfaire, comment garantir leur conservation ?
2.2.3 Les approches de modélisation des systèmes dynamiques
2.2.3.1 Approches basées sur des langages
Un nombre considérable de langages de description d’architectures (ADLs 7) ont été élaborés par
le passé [37]. Ces langages sont encore largement utilisés (e.g., [38–40]), bien que leur conception
remonte parfois aux années 1990. Ils proposent une syntaxe et une sémantique rigoureuse pour la
description de composants et connecteurs constituants un système, ainsi que pour l’expression de
ses propriétés structurelles et comportementales.
Les ADLs se concentrent toutefois en général sur des architectures statiques et ne fournissent pas un
support satisfaisant pour des aspects dynamiques [2, 3, 6]. Parmi les ADLs généralistes classiques
permettant la spécification d’évolutions, les plus notables sont Dynamic-ACME, Darwin, Dynamic-
Wright, Rapide et Fractal ADL.
Dynamic-ACME [41] constitue un effort d’extension d’ACME [42] se restreignant cependant à la
spécification de composants et connecteurs optionnels.
Darwin [43] implémente deux mécanismes dynamiques. Le premier, l’instanciation paresseuse,
permet de retarder l’instanciation d’un composant jusqu’à sa première utilisation. Le second est
la réplication de composants. La suppression de composants n’est par exemple pas possible.
Dynamic-Wright [44] enrichit Wright [45] pour lui permettre de considérer des architectures dy-
namiques. Il se limite toutefois à des évolutions prédéfinies, de sorte que le système doit avoir un
nombre fini de configurations et de politiques de reconfigurations connues a priori.
Rapide [46] est un ADL adoptant une représentation basée évènements. Ses aspects dynamiques
sont assez limités. Ils incluent principalement des modifications dans le routage des évènements et
de la topologie de communication, ainsi que la création et la suppression d’interfaces.
7. de l’anglais Architecture Description Langage
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Fractal ADL [47] et son extension, Fractal Aspect Component [48], intègrent des possibilités de
reconfigurations assez complètes. Le modèle de composants Fractal [49] permet de plus l’exhibi-
tion d’interfaces génériques grâce à l’encapsulation de composants. Il a par conséquent connu un
certain succès dans le cadre de l’informatique autonome en particulier. Les outils Jade [50, 51] et
Tune [52, 53], par exemple, l’adoptent pour représenter les entités du système. Sa proximité avec
l’implémentation mitige néanmoins ses capacités en terme de modélisation et de raisonnement sur
les politiques de reconfiguration, ce qui a motivé son intégration au sein d’approches hybrides dis-
cutées dans la section dédiée.
En outre, la tendance générale est à l’utilisation d’approches semi-formelles pour la description
d’architectures [54]. Sans formalisme, il ne peut néanmoins pas y avoir de vérification de cohé-
rence [55].
Le pi-ADL [56], un ADL de seconde génération, constitue une exception remarquable au sein de la
nébuleuse des ADLs. Sa gestion du dynamisme et des transformations horizontales est très com-
plète : il permet l’addition et la suppression de n’importe quel constituant d’un système. Ces mo-
difications peuvent en particulier être spécifiées en fonction des entrées du système lors de son
exécution. Les raffinements et transformations verticales sont spécifiés en pi-ARL [24].
Le pi-ADL est basé sur le pi-calcul et couplé avec pi-AAL [57], un langage expressif basé sur le µ-
calcul permettant de spécifier les propriétés structurelles et comportementales d’une architecture.
L’approche pi-ADL répond donc au besoin de formalisme permettant une vérification rigoureuse,
et possède d’ailleurs plusieurs outils logiciels le supportant. Deux approches sont ainsi envisa-
geables [57]. La première consiste à vérifier la satisfaction de propriétés et contraintes du modèle
lors de l’exécution. Nous avons vu précédemment que cette solution peut être lourde et/ou ne
détecter une incorrection que lors de son apparition.
La seconde réside dans l’élaboration de preuves par théorèmes en phase de conception. Ceci pour-
rait typiquement permettre de garantir une certaine forme de correction (i.e., la satisfaction d’un
ensemble de propriétés et contraintes) et sa préservation, sans nécessiter plus de vérification lors
de l’exécution du système. Néanmoins, ces preuves seraient difficilement transposables et généra-
lisables à une architecture quelconque dont les contraintes sont a priori inconnues.
2.2.3.2 Approches basées sur des modèles génériques et approches combinées
Des techniques de représentation reposants sur des modèles génériques haut niveau fournissent
des descriptions formelles ou semi-formelles des propriétés structurelles d’un système [4], leur
côté visuel facilitant une compréhension intuitive de situations complexes. L’adoption de modèles
largement répandus en facilite l’usage et la compréhension.
Concevoir et décrire des logiciels à l’aide d’UML, par exemple, est une pratique courante, tant dans
les milieux académiques qu’industriels. UML fournit une définition et une terminologie standar-
disée pour la description d’un système, facilitant ainsi une compréhension consistante et profonde
des architectures logicielles [58]. En dépit de son adoption massive, les descriptions basées sur
UML en particulier manquent généralement d’outils formels pour garantir efficacement la correc-
tion d’un système, dû à l’inhérente semi-formalité d’UML.
Après UML, les graphes constituent probablement le modèle le plus largement adopté pour la
spécification d’architectures logicielles. Ils bénéficient des mêmes avantages qu’UML couplés à un
aspect formel leur permettant d’être au cœur de nombreuses techniques de vérification [16].
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Néanmoins, la généricité de ces modèles peut les éloigner du système géré et les limiter parfois dans
l’expression d’intérêts plus spécifiques liés par exemple à des propriétés comportementales [25].
2.2.3.3 Approches hybrides
Pour faire face à ces restrictions, de nombreux travaux favorisent l’adoption d’approches hybrides,
en liant systématiquement des concepts architecturant décrits par une ADL (ou autre langage de
description [59]) et représentation d’un modèle générique. Ce faisant, ils proposent des approches
hybrides combinant des aspects tirés de ces deux types d’approches.
Medvidovic [60] et Kandé [61], par exemple, permettent d’enrichir UML avec des concepts de C2,
Wright ou Rapide. D’autres propositions plus récentes visent l’intégration de concepts de l’ADL
ACME au sein d’UML [40].
Dans le cadre de la gestion autonome, on retrouve par exemple des approches [21, 26, 53] basées sur
la combinaison de Fractal ADL et d’UML. UML y est utilisé pour la spécification de styles architec-
turaux, de configurations et de règles de reconfigurations pour des systèmes dont le comportement
sous-jacent est géré via une description en Fractal au sein de Tune.
2.2.3.4 Approches combinées par transformation de modèle
Plutôt que de modifier les représentations pour inclure des éléments exogènes, il est également
possible de bénéficier des avantages liés à la fois aux modèles génériques et aux ADLs en passant
d’une représentation à une autre grâce à des techniques de transformation de modèle.
Typiquement, ce type d’approches exploite les caractères visuel et familiers d’UML ou des graphes
en permettant de définir des spécifications à l’aide de ces représentations. Ces spécifications sont
ensuite traduites vers un ADL, un autre modèle, ou un quelconque formalisme. Elles bénéficient
alors de la facilité d’utilisation et d’adoption de ces premiers et des avantages de ces seconds.
Il est par exemple possible de générer des descriptions en pi-ADL à partir de profils UML [20].
2.2.3.5 Positionnement au sein des approches de modélisation pour les systèmes dynamiques
À une ou deux exceptions près, les ADLs souffrent de restrictions critiques quant au dynamisme et
à la vérification.
Les graphes et les concepts leur étant liés offrent un certain nombre de solutions intéressantes vis à
vis de ces problématiques. Celles-ci sont détaillées plus avant dans la section suivante.
Afin de se rapprocher du système géré, l’inclusion d’une modélisation basée sur les graphes au
sein d’une approche hybride n’est pas exclue. Dans ce manuscrit, nous présentons une telle repré-
sentation couplant les graphes avec un modèle ad hoc visant un contexte applicatif spécifique (les
systèmes Machine-à-Machine).
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2.3 Approches de modélisation basées sur les graphes pour la représen-
tation de systèmes dynamiques
Les graphes peuvent être, et ont été, utilisés conformément au standard ISO/IEC/IEEE-42010 [12]
pour la spécification de vues architecturales. À un instant donné, l’état d’un système peut être mo-
délisé par un graphe abstrait décrivant sa configuration actuelle. Leurs nœuds symbolisent alors
n’importe quels constituants du système. La nature de ces constituants peut varier en fonction
du système étudié et du paradigme adopté : services pour des architectures logicielles orientées
service [62] ; composants logiciels pour des architectures logicielles orientées composants [63] ; ma-
chines pour la description d’architectures physiques [63] ; ou même êtres humains [64].
Les arcs du graphe représentent les interactions, connections, interdépendances et interrelations
(utilisation, contrôle. . . ) des éléments du système. Ces liens n’étant pas nécessairement symétriques
et bidirectionnels, les graphes considérés se doivent d’être dirigés.
Un des points critiques pour la représentation de systèmes dynamiques est la spécification de leurs
évolutions. Les graphes possèdent leurs propres formalismes pour la description de ces transfor-
mations. Ces derniers sont décrits dans la section 2.3.1.
Comme signalé précédemment, la spécification d’un système dynamique se doit de préciser l’en-
semble des états qu’il peut adopter, généralement sous la forme d’un style architectural. Les mé-
thodes de définition de styles architecturaux au sein des approches basées sur les graphes sont
présentées dans la section 2.3.2.
Il est d’usage pour ces graphes d’être en outre attribués. En effet, les attributs (aussi appelés éti-
quettes ou labels) augmentent grandement l’expressivité du modèle en permettant de représenter
toutes propriétés et informations pertinentes relatives à ses éléments. L’attribution des graphes est
discutée plus avant dans la section 2.3.3.
2.3.1 Réécriture de graphe
La réécriture de graphe est une technique ayant fait l’objet de nombreux travaux [65] et ayant de
multiples applications [5, 66–68]. Une règle de réécriture spécifie à la fois une transformation de
graphe et les circonstances dans lesquelles elle peut être appliquée. À ce titre, ces règles constituent
l’outil basique pour la représentation et la gestion du dynamisme dans les représentations basées
graphe.
Il s’agit, en règle général, de remplacer un certain motif M, dit graphe mère, par un graphe fille
D 8. Pour cela, une occurrence de M (une image isomorphe) est recherchée au sein d’un graphe H,
dit hôte, avant d’être supprimée, produisant le graphe H−. Une image isomorphe de D est alors
ajoutée au sein du graphe H−. Plutôt qu’une simple juxtaposition, cet ajout est effectué selon une
certaine notion d’intégration définissant les relations entre l’image de D et le reste du graphe.
2.3.1.1 Les bases : approches SPO et DPO
Deux approches algébriques basées sur la théorie des catégories [69] se sont imposées de sorte à
servir, dans la majorité des cas, de base à la définition formelle de ces règles de réécriture. Ces
8. de l’anglais : daughter
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approches, nommées Double PushOut (DPO)[70] et Single PushOut (SPO)[71, 72], présentent de
nombreuses similitudes.
Dans les deux cas, M et D sont notés L et R et spécifient respectivement les parties gauches (Left)
et droite (Right) d’une règle. L’approche d’intégration de R au sein de H− est appelée gluing, ce
qui peux se traduire par "collage" ou "encollage". Ce collage est rendu possible par le fait que les
motifs initiaux ne sont pas complètement disjoints : il existe une relation entre les parties gauche et
droite d’une règle. Lors de l’identification du motif décrit par L dans H dans la première étape de
réécriture, seule l’image du sous-motif (de L) n’ayant pas de relation avec R est supprimée. Ainsi,
certains éléments de H− sont identifiables à des éléments de L, et donc à des éléments de R. De ce
fait, H− comprend une image d’un sous-graphe de R. Lors de la deuxième phase de réécriture, ce
sous motif est étendu afin d’obtenir une l’image de la totalité de R. Sans simplification excessive,
on peut considérer que ces approches diffèrent des deux manières suivantes [72].
a b c a c
L R
(A) Approche SPO
a b
c
a
c
a c
L K R
(B) Approche DPO
FIGURE 2.2 – Règle de réécriture : un exemple
Spécification. Une règle SPO, notée L→ R est caractérisée uniquement par L,R et un morphisme
partiel entre ces derniers. Dans le cadre de l’approche DPO, un graphe interface K est explicitement
spécifié. Une règle est alors notée L ← K → R. Le graphe K (Ker ou Kernel) spécifie la partie
invariante vis à vis de l’application de la règle.
La figure 2.2 présente un exemple d’une règle de réécriture exprimée selon l’approche SPO 2.2a
et DPO 2.2b, les morphismes étant implicites et sont associés à la fonction identité (le nœud noté
a de la partie gauche est associé au nœud noté a de la partie droite, etc). Les similitudes y sont
flagrantes, la règle exprimée selon les deux approches ayant notamment les mêmes parties L et
R. En l’occurrence, cette règle remplace une chaîne de trois nœuds en une chaîne de deux nœuds,
et ce en supprimant le maillon central puis en introduisant un arc entre le premier et le troisième
maillon.
Gestion des arcs suspendus. Supprimer un ou des nœuds d’un graphe peut conduire à l’appari-
tion d’arcs dont une ou deux des extrémités a/ont disparu. On parle alors d’arcs suspendus. Dans
l’approche DPO, une règle ne peut pas être appliquée si son exécution entraîne l’apparition de tels
arcs. Cette condition supplémentaire est appelée condition de suspension. Dans le cadre SPO, ces
arcs sont simplement effacés.
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Application d’une règle
SPO ou DPO (cf fig. 2.2)
Selon le morphisme associant
a à 1, b à 2 et c à 3
1
3
4
(A) Application d’une règle de réécriture SPO et DPO
1 2
3
1
3
4
4
G2 = G1 + 4→ 2
Application d’une règle
SPO (cf fig. 2.2)
SPO :
suppression de l’arc suspendu
Selon le morphisme associant
a à 1, b à 2 et c à 3
1
3
4
arc suspendu
X pas d’applicationDPO sur G2
(B) Gestion des arcs suspendus
FIGURE 2.3 – Application de règles de réécriture SPO et DPO : similitudes et différences
L’application des deux règles introduites précédemment est présentée dans la figure 2.3a. Initiale-
ment, deux graphes sont considérés : G1, composé des nœuds notés 1, 2, 3 et 4, ainsi que deux arcs
de 1 vers 2 et de 2 vers 3. Dans les deux approches, la règle précédente est applicable à G1 selon
le morphisme associant a à 1, b à 2 et c à 3. Son application, identique dans les deux approches,
consiste à supprimer le nœud 2 ainsi que les arcs 1→ 2 et 2→ 3, et à ajouter un arc entre 1 et 3.
La figure 2.3b illustre le comportement des mêmes règles en présence d’un arc suspendu. Le graphe
considéré est à présent G2, construit à partir de G1 en lui ajoutant l’arc de 4 vers 2 (représenté en
bleu). La règle exprimée selon l’approche DPO n’est pas applicable à G2 : son application entraî-
nerait la suspension de l’arc de 4 vers 2. C’est ici que les approches diffèrent : la règle SPO est
applicable à G2, son application étant équivalente à celle intervenant sur G1, si ce n’est que l’arc 4
→ 2 est, de plus, supprimé.
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Ainsi, les règles de réécritures de graphes peuvent être, dans le cadre des approches SPO et DPO,
graphiquement spécifiées à l’aide de deux ou trois graphes. Cet aspect visuel et intuitif cachant la
complexité intrinsèque du formalisme sur lesquelles elles reposent constitue un des facteurs clés
du succès de ces approches.
2.3.1.2 Les extensions
Un certain nombre d’extensions ont été proposées à ces fondations. Celles-ci visent soit à restreindre
l’applicabilité d’une règle soit à étendre les effets de son application. Les plus significatives sont
détaillées ci-après.
Restriction d’applicabilité. Concernant la restriction de l’applicabilité d’une règle, on peut en
particulier citer les conditions négatives d’application (NACs) 9 [73]. Les NACs définissent des mo-
tifs étendant L et dont la présence dans un graphe interdit l’application d’une règle.
Une règle considérant des NACs est donc applicable à un graphe G selon un morphisme m si
pour tout nac ∈ NAC, il n’existe pas de morphisme mnac de nac vers G étendant m (c’est à dire
associant à tout élément de L l’image de cet élément parm).
Les NACs ont plus tard été étendues aux conditions d’application imbriquées (ACs) 10 [74]. Plus
expressives que les NACs, les ACs permettent d’exprimer n’importe quelle formule logique du
premier ordre sur un graphe. Toutefois, les NACs, contrairement aux ACs, peuvent être spécifiés
visuellement sous la forme de graphes.
Extension des effets. En terme d’extension des effets d’une règle, les instructions de connexion
forment une des adjonctions les plus notables, et certainement des plus étudiées et étendues [75].
Il existe deux principales approches basiques relatifs à ces instructions : les mécanismes NLC 11 et
NCE 12. Ceux-ci s’appliquent tous deux à des graphes non dirigés aux nœuds labellisés. Ils per-
mettent de décrire l’établissement de connexions (arêtes ou arcs) entre l’image de D et H−. Les
instructions NLC et NCE sont de la forme (δ, µ) et (δ,v) respectivement, où δ et µ désignent des
labels de nœuds et v désigne un nœud du graphe fille. Elles consistent à ajouter une arête entre tout
arc libellé δ de H− et soit tout arc libellé µ de D, soit l’arc désigné par v.
Ces approches ont été par la suite étendues afin de prendre en compte des graphes dirigés (dNCE
ou dNLC, d signifiant directed) ou des labels sur les arcs (eNCE ou eNLC, e signifiant edge), les
deux pouvant être combinées en edNCE et edNLC.
Dans le cadre des approches SPO et DPO, des arcs ne peuvent être ajoutés qu’entre des nœuds
apparaissant dans R. Pour ajouter des arcs entre des nœuds pré-existant dans H et de nouveaux
nœuds, il faut donc que ces premiers apparaissent dans la partie invariante de la règle. Les instruc-
tions de connexion apportent ainsi une plus grande flexibilité. Ceci est particulièrement pertinent
lorsqu’inclure tous les nœuds au sein de la partie invariante est fastidieux : quand le nombre d’arcs
à ajouter est inconnu ou dépend du contexte, par exemple.
9. de l’anglais : Negative Application Conditions
10. de l’anglais : nested Aplication Conditions
11. Node Label Controlled
12. Neighbourhood Controlled Embedding
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Il est intéressant de noter que ces instructions de connexion sont initialement des relations d’inté-
grations au sein d’approches algorithmiques pour la réécriture de graphe. Ces approches peuvent
être considérées à la base comme concurrentes des approches algébriques (et au gluing) présentées
précédemment. Elles ne sont néanmoins pas mutuellement exclusives et peuvent être associées afin
de spécifier des règles plus expressives [6, 76].
2.3.1.3 Positionnement vis à vis des approches théoriques de réécriture de graphe
L’approche SPO est non seulement une des deux approches les plus utilisées, mais également plus
expressive que la seconde [72], l’approche DPO. Il est d’ailleurs évident que l’adjonction de NACs
permet de rétablir la condition de suspension et d’exprimer toute règle DPO sous la forme SPO.
Le principal avantage lié à l’adoption d’un point de vue se conformant à la théorie des catégories
est son caractère abstrait et haut niveau facilitant l’élaboration de preuves [65, 69, 71]. Cette vision
s’éloigne néanmoins de l’implémentation, ce qui a justifié des tentatives de traduction de l’approche
SPO d’un point de vue ensembliste et opérationnel plus classique [6].
Nous nous inscrivons dans la continuité de cette tentative de traduction en améliorant les bases du
modèle proposé dans [6].
2.3.2 Caractérisation de styles architecturaux
Pour la modélisation basée sur des graphe, deux méthodes de caractérisation de styles architectu-
raux dominent : les graphes types [62, 77] et les grammaires de graphes [22, 78, 79].
2.3.2.1 Graphe type
FIGURE 2.4 – Un graphe type.
Les graphes types [80] sont similaires aux diagrammes de classe UML [62]. La figure 2.4 illustre un
graphe type décrivant une activité de shopping tiré d’un exemple de base d’AGG [27]. La ressem-
blance est effectivement flagrante.
On y retrouve des objets, ici des clients, caddies, biens, factures, magasins, rayons et caisses. Ceux-
ci possèdent des attributs typés, chaque facture possédant par exemple un attribut entier total et un
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booléen indiquant si elle est payée ou non. Des arcs attribués symbolisent les relations entre objets,
un magasin pouvant par exemple posséder un bien.
Chaque objet et chaque relation est associé à des cardinalités minimum et maximum. Ainsi, l’ac-
tivité peut être composée de n’importe quel nombre (*) de chaque objet. Sur une relation, source
et destination possèdent des cardinalités. Par exemple, chaque client peut être lié à 0 ou 1 (0..1)
facture, chaque facture étant à son tour liée à exactement 1 client (1).
2.3.2.2 Grammaire de graphes
Les grammaires génératives [81] constituent une des fondations majeures de la théorie des lan-
gages. Elles sont très largement utilisées pour spécifier formellement divers langages, qu’ils soient
naturels ou informatiques. Cette caractérisation est à la base de la majorité des compilateurs actuels,
ainsi que de nombreuses méthodes d’analyse de langages.
De telles grammaires sont en général spécifiées par un axiome, des termes terminaux et non-
terminaux et un ensemble de règles de réécriture (de chaînes de caractères) appelées productions
de la grammaire. L’application successive de règle de productions à partir de l’axiome permet de
générer une chaîne de caractères. Si la dite chaîne est exempte de terme non terminal, c’est alors
une phrase du langage.
Grâce à la réécriture de graphes, c’est tout naturellement que ces grammaires peuvent être, et ont
été [65, 82], étendues des chaînes de caractères aux graphes. Le résultat, les grammaires de graphes,
constitue un formalisme expressif ayant une longue tradition dans le domaine de la spécification
de logiciels en général [66, 83, 84] et de styles architecturaux en particulier [22, 78, 79, 85].
Ces grammaires spécifient non plus un ensemble de phrases acceptables, c’est à dire un langage,
mais un ensemble de graphes. Dans le cadre de la description de styles architecturaux, l’ensemble
spécifié correspond typiquement aux configurations acceptables du système. Les règles de produc-
tions formalisent typiquement la procédure d’ajout d’un composant au système.
Remarques. Notons que les grammaires de graphe ont rapidement été abstraites pour donner
les systèmes de remplacements de haut niveau 13 [86]. Leur étude s’est ainsi détournée de la théorie
des langages dans laquelle elles prenaient leurs sources.
Il convient également de faire la distinction entre systèmes de réécritures et grammaires. Les deux
termes désignent le même concept, mais reflètent des axes d’études divergents. Une grammaire
est en général considérée simplement comme le moyen de spécifier un ensemble (de phrase, de
graphe), l’attention portant alors sur ce dernier. L’utilisation du terme "système de réécriture" in-
dique qu’il est l’objet principal d’intérêt, dans le cadre de l’étude de ses propriétés telles sa finition,
sa confluence...
2.3.2.3 Positionnement et objectifs vis à vis de la caractérisation de styles architecturaux
Les graphes types sont faciles à utiliser et à interpréter, en particulier grâce à leur similitude avec
UML, un modèle familier et répandu. Ils sont toutefois moins expressifs que les grammaires de
graphes, qui permettent par exemple de spécifier simplement des relations de précédence. Nous
13. en anglais : high level replacement systems
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adoptons, pour la représentation de style, ce second formalisme. Cette décision est motivée en
particulier par l’une des particularités les plus notables des grammaires de graphes : leur aspect
génératif.
En effet, un ensemble de règles de transformation (les productions) rentre dans la caractérisation
même d’un style architectural. Ces règles peuvent être considérées comme correctes par définition,
l’application d’une production p à un état acceptable (i.e., un état pouvant être atteint à partir de
l’axiome en lui appliquant une suite (pi) de règles de productions) résultant nécessairement en un
état acceptable (car pouvant être atteint à partir de l’axiome en lui appliquant (pi) + p, une suite de
règles de production).
Par conséquent, la spécification d’un style à l’aide d’une grammaire fournit un ensemble de règles
correctes par définition. Adopter cette représentation fournit donc une base de travail des plus
intéressantes pour l’étude de la conservation de la consistance dans des systèmes adaptables.
2.3.3 Attribution
Une des éléments clés des représentations basées sur les graphes est la définition de leurs attributs,
ces derniers représentant les propriétés basiques d’un élément du système.
2.3.3.1 Représentation, intégration et modification
La solution la plus complexe consiste à adopter une vue "éclatée" dans laquelle les attributs sont
intégrés comme des nœuds particuliers du graphe [28, 87]. En particulier, leur domaine de défi-
nition et leurs opérations peuvent être définis sous la forme de signatures algébriques à parités
multiples [88] SIG, de sorte que les attributs eux-même soient des éléments d’une SIG-algèbre [87].
Les attributs peuvent ainsi être naturellement manipulés à l’aide d’opérateurs prédéfinis, et ajoutés
ou supprimés comme n’importe quel nœud du graphe [28]. Cette modularité n’est pas sans consé-
quence. Augmenter de la sorte la taille du graphe augmente la taille de l’entrée du problème de
recherche de morphisme, un problème qui est, rappelons le, NP.
Dans une solution plus simple et plus immédiate, une liste de couples représentant des attributs et
leurs domaines de définition est assignée à chaque élément du graphe (i.e., chaque nœud et chaque
arc) [6, 27, 64]. Les modifications d’attributs peuvent alors soit être directement spécifiés au sein
d’une règle [27], soit au travers d’instructions de modification [6].
Dans les deux approches, une règle ne peut modifier la valeur d’un attribut que si celui-ci est dans
son champ d’application, c’est à dire s’il apparaît dans la règle. Ceci peut entraîner de multiples
applications de règles. En particulier, cela peut créer un effet domino lorsque changer la valeur
d’un attribut impacte récursivement une succession d’attributs interdépendants.
2.3.3.2 Variabilité
Considérer des attributs variables améliore grandement la flexibilité des outils de manipulation de
graphes. Dès 1979 [89], plusieurs travaux [6, 90–92] ont traité de leur intégration dans le contexte
de la recherche de motifs et de la transformation de graphes. En particulier, [92] introduit de la va-
riabilité dans les attributs des motifs, mais également dans ses nœuds et sous-graphes. Ces travaux
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sont parfois intuitifs mais informels [6, 92], et se restreignent quasi-exclusivement à la variabilité au
sein des motifs [6, 89–92]. Or, dans des systèmes réels, la valeur d’un attribut peut être inconnue,
du fait par exemple d’une décision de placement repoussée, de l’absence ou de la défaillance d’une
sonde. . .
2.3.3.3 Positionnement et objectifs vis à vis de l’attribution
Nous nous fixons en particulier deux objectifs vis à vis de l’attribution.
Premièrement, il s’agit d’enrichir le modèle proposé dans [6] qui ne considère des attributs variables
qu’au sein des motifs afin d’étendre la variabilité au graphe modèle. Ceci permet de refléter des
valeurs inconnues ou encore de proposer des approches d’instanciation paresseuse similaires à ce
que propose Darwin.
Deuxièmement, nous avons vu que les approches classiques peuvent présenter certaines restric-
tions d’applicabilité ou d’efficacité vis à vis de la modification et de l’évolution des attributs. Nous
les expliciterons plus avant et les lèveront dans ce manuscrit.
2.4 Outils et environnements de développement
De nombreux outils visent ou se reposent sur la manipulation de graphes, implémentant en parti-
culier des règles de réécritures [66].
Certains de ces outils ont été développés en visant spécifiquement un ou des cas d’utilisations
particuliers. Ces derniers incluent majoritairement des tâches d’ingénierie informatique, avec par
exemple Fujaba 14 [93, 94] et AToM3 15 [95, 96], deux outils supportant la transformation de modèle
pour la conception multi-paradigme d’applications informatiques.
Nous nous intéressons ici à la seconde catégorie d’outils et environnements de développement,
ceux génériques et ne se restreignant pas à un domaine applicatif spécifique. Cette catégorie com-
porte de nombreux outils (GrGen 16 [97], GP 17 [98],...), trois des plus éminents, AGG, Groove et
GMTE, sont détaillés ci-après.
2.4.1 AGG
AGG 18 [27] est un environnement de développement de systèmes de transformation de graphes
attribués, permettant de spécifier des grammaires de graphe. Développé en Java au sein de l’Uni-
versité Technique de Berlin 19 depuis 1997, c’est l’un des outils (si ce n’est l’outil) de transformation
de graphe les plus aboutis, les plus cités et les plus utilisés actuellement [99].
Deux facteurs ont largement contribué au succès d’AGG : son efficacité temporelle et son interface
utilisateur graphique masquant la complexité du formalisme sous-jacent.
14. From UML to Java And Back Again, homepage : fujaba.de
15. A Tool for Multi-formalism and Meta-Modelling, homepage : atom3.cs.mcgill.ca
16. Graph Rewrite Generator, homepage : www.info.uni-karlsruhe.de/software/grgen/
17. Graph Programs
18. The Attributed Graph Grammar System, homepage : user.cs.tu-berlin.de/ gragra/agg/index.html
19. Technische Universität Berlin
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2.4.1.1 Base théorique
AGG permet de manipuler des multi-graphes attribués par des classes Java. Les règles de réécriture
y sont définies suivant l’approche SPO et peuvent inclure des NACs. Elles peuvent également mo-
difier la valeur d’attributs apparaissant dans sa partie droite, les attributs pouvant être exprimés
sous la forme d’une expression analytique (ré-)évaluée à la fin de chaque transformation. AGG
accepte des relations non-injectives dans la recherche de motif, mais non au sein des règles de ré-
écritures elles-mêmes (i.e., entre L et R).
En plus de règles de réécriture, AGG permet également de spécifier des graphes types et des
contraintes de cohérence, auxquels sont confrontés automatiquement les graphes initiaux et les
règles définies par l’utilisateur. De plus, il est capable de générer, à partir d’une grammaire, un
graphe d’état correspondant aux différents état accessibles, chaque transition correspondant à l’ap-
plication d’une règle de production.
On peut donc considérer AGG, entre autre choses, comme un outil de spécification et de vérification
de grammaires de graphes acceptant comme base axiomatique, pour sa notion de correction, un
graphe type et des contraintes.
FIGURE 2.5 – Réécriture de graphe et modification d’attributs avec AGG
La figure 2.5 est une capture d’une partie de l’interface utilisateur d’AGG. Les nœuds des graphes
et leur attributs y sont représentés d’une manière analogue à UML. La partie inférieure représente
le graphe de départ, tandis que la partie supérieure détaille les trois composants d’une règle de
réécriture, de gauche à droite son NAC, sa partie gauche et sa partie droite. La règle illustrée ici
représente le paiement d’une facture par un client. Elle met à jour la valeur de l’attribut "cash" du
nœud "customer" en lui soustrayant "x", l’attribut "total" de sa facture, et passe l’attribut "paid" de
la dite facture de "false" à "true". Ces changements sont simplement stipulés dans l’expression de
la valeur de l’attribut dans la partie droite de la règle.
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2.4.1.2 Efficacité
AGG intègre deux principaux mécanismes d’optimisation liés à l’étape la plus lourde de la trans-
formation de graphe : l’identification d’un motif au sein d’un graphe cible (ou hôte). Cette iden-
tification est formalisée sous la forme d’un problème de recherche d’homomorphisme entre deux
graphes, un problème NP-complet pour des graphes quelconques (il peut être simplifié dans cer-
tains cas, comme par exemple en présence de graphes planaires).
AGG représente et résout cette recherche sous la forme d’un problème de satisfaction de contrainte,
réduisant significativement la complexité algorithmique du processus [100].
Il comporte également des mécanismes de retours en arrière intelligents 20 : la recherche de motif
est effectuée de manière incrémentale, permettant de reprendre la recherche à un sous motif valide
après avoir éliminé une extension possible.
2.4.2 GROOVE
GROOVE 21 [28] est un ensemble d’outils pour la transformation de graphe et la génération de
graphes d’états. Il est développé depuis 2004 à l’Université de Twente 22 et implémenté en Java.
GROOVE est constitué de trois composants. Le simulateur, un outil comportant une interface gra-
phique permettant la définition, l’édition et l’utilisation de graphes et de règles de réécriture. Il
intègre en particulier les fonctionnalités des deux autres composants.
Le générateur, un outil permettant de construire le graphe d’état d’une grammaire. Des stratégies
et des mécanismes de priorité permettent d’y modifier l’ordre d’application des productions.
Finalement, le vérificateur propose de confronter des propriétés de logique temporelle à un graphe
d’état.
2.4.2.1 Base théorique
GROOVE permet de manipuler des multi-graphes à l’aide de règles de réécriture décrites suivant
le formalisme SPO. Graphes et règles peuvent découler d’un graphe type. Tout comme AGG, des
relations non-injective dans la recherche de motif sont acceptables, mais pas au sein des règles de
réécritures elles-mêmes.
Ce environnement possède de nombreuses particularités intéressantes, visant en particulier la ma-
nipulation des attributs, pour lesquels il adopte une vue explosée (représentant donc les attributs
comme des nœuds particuliers). Il permet l’utilisation de nœud non attribué (et intègre donc des
mécanismes d’attribution partielle), jouant entre autre le rôle de wildcard ou "joker" dans la re-
cherche de motif. Des formules logiques relativement avancées sur les attributs peuvent également
être spécifiées, formules devant alors être satisfaites lors de l’identification de motif. En plus des
attributs, des informations sur les nœuds peuvent être représentés sous la forme de flags.
D’autres fonctionnalités pourraient encore être citées, comme la spécification de règles imbriquées,
la paramétrisation de règle de réécriture, les mécanismes de contrôle pour la génération d’un
20. smart-backtracking
21. GRaphs for Object-Oriented VErification, hompeage : groove.cs.utwente.nl/
22. Universiteit Twente
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graphe d’état, l’intégration de concepts de logique munie de quantificateurs... Une des plus remar-
quables est la possibilité de définir, dans la partie gauche d’une règle de réécriture, un arc sous la
forme d’une expression régulière. Cet arc spécifie alors des chemins, ce qui permet non seulement
de ne pas définir explicitement l’intégralité d’un motif, mais également de gérer et d’anticiper, avec
une seule règle, plusieurs cas réels.
Cette grande versatilité et ce confort dans la manipulation des attributs est probablement l’un
des arguments majeurs en faveur de GROOVE 23, mitigeant ses performances inférieures à celles
d’AGG.
2.4.2.2 Attribution éclatée et manipulation d’attributs
FIGURE 2.6 – Graphe attribuée selon une vue éclatée
Le moteur adopte une vue éclatée comme illustré dans la figure 2.6. Les attributs sont considérés
comme des nœuds particuliers. Le graphe illustré ici est composé de deux nœuds de type client et
facture, liés par un arc reflétant une relation de possession. Chaque attribut est relatif à un champ
particulier, le client, par exemple, possède deux champs nommés argent et nom dont les valeurs
sont respectivement 100 et John. Ils sont liés au nœud qu’ils qualifient via un arc attribué par le
nom de leur champ (e.g., argent ou nom).
Cette vue éclatée permet d’ajouter, supprimer et manipuler les attributs par le biais de règles de
réécriture. Notons que les attributs doivent encore une fois apparaître explicitement au sein de la
règle afin d’être modifiables.
Une règle modifiant les attributs d’un graphe est présentée dans la figure 2.7a, le résultat de son
application au graphe précédent étant illustrée dans la figure 2.7b. Cette règle décrit le paiement
d’une facture par un client, son coût étant déduit du montant qu’il possède.
Dans GROOVE, les éléments ajoutés et supprimés sont illustrés en vert gras et bleu pointillés,
respectivement. Le flag "due" est ainsi supprimé du nœud "facture", un flag "payée" y étant ajouté.
De même, un attribut est supprimé du nœud client et un autre lui est ajouté, les deux qualifiant le
même champ, "argent".
Les opérateurs sont des nœuds représentés sous la forme de losange et liés à leurs entrées et sorties
par des arcs. L’arc de la i-ème entrée est attribué par pii, tandis que l’arc de la sortie qualifie l’opéra-
teur. Ici, sub désigne l’opérateur comme étant une soustraction. Ainsi, l’attribut "argent" ajouté au
client est le résultat de la soustraction du coût de la facture à son solde précédent.
23. Le second argument majeur étant la vérification de propriétés temporelles au sein du graphe d’état.
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(A) Règle de paiement
(B) Résultat
FIGURE 2.7 – Manipulation d’attributs avec GROOVE
2.4.3 GMTE
GMTE 24 [6] est un moteur de recherche d’homomorphisme et de transformation de graphes attri-
bués développé au sein du LAAS-CNRS depuis une dizaine d’années. Implémenté en C++, il ne
possède pas d’interface graphique mais est utilisable en tant que librairie C++ ou via une API java.
2.4.3.1 Base théorique
Les graphes considérés ne sont pas simples, mais ne sont pas non plus des multi-graphes : il peut
exister un arc d’un composant vers lui-même, mais il ne peut exister plusieurs arcs ayant la même
source et la même destination.
GMTE considère des règles de transformations définies d’après le formalisme SPO mais explicitant
une partie invariante d’une manière similaire à l’approche DPO. Une règle peut de plus modifier
la valeur d’attributs apparaissant dans sa partie droite grâce à l’adjonction d’instructions de modi-
fication.
Il est intéressant de noter que, malgré l’adoption d’un paradigme de réécriture tiré de la théorie
des catégories, la représentation interne du moteur s’appuie sur une vue ensembliste et non caté-
gorielle [6]. En outre, GMTE n’admet que des relations injectives.
GMTE implémente un certain nombre d’extensions : instructions de connexion edNCE, NAC et
conditions d’application sous la forme de prédicats sur les attributs. Une autre de ses particulari-
tés est le support d’associations inexactes 25 [101], une technique rendue populaire par son utilité
dans les bases de données. Associations inexactes et instructions de connexion constituent deux
des principales originalités et intérêts majeurs de GMTE.
24. Graph Matching and Transformation Engine,
homepage : homepages.laas.fr/khalil/GMTE/index.php ?n=GMTE.HomePage
25. inexact pattern matching
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2.4.3.2 Efficacité
GMTE permet en particulier d’exécuter simultanément une règle à un graphe selon tous les homo-
morphismes acceptables. Ce mécanisme induit un net gain d’efficacité dans le cadre de transforma-
tion de modèle ou de transformation de vue architecturale [102, 103], par exemple.
Outre ces domaines, GMTE se fixe comme objectif et domaine d’efficacité la recherche de petits ou
moyens motif au sein de grand graphe. Les évaluations expérimentales présentées par Guennoun
dans [6] suggèrent que cet outil est significativement plus efficace qu’AGG dans ces conditions.
Ces comparaisons ont été néanmoins effectuées en utilisant l’interface graphique d’AGG. Guen-
noun défend ce gain temporel en avançant deux explications : le temps nécessaire à AGG pour
la traduction en problème de satisfaction de contraintes, ainsi qu’une meilleure optimisation de
l’implémentation générale du moteur.
2.4.4 Utilisation au sein de ce manuscrit
Dans les travaux présentés ici, nous serons amenés à utiliser AGG et GMTE afin d’implémenter et
tester certaines des contributions élaborées.
En particulier, l’implémentation de surcouches à ces deux outils a permis la comparaison expéri-
mentale de leurs méthodes natives pour la modification d’attributs avec une nouvelle méthodolo-
gie que nous proposons.
GROOVE présente encore quelques instabilités. Plus spécifiquement, son support des formats stan-
dards pour la définition de graphe est plus qu’erratique, ce qui complexifie le benchmarking sous la
forme de tests et comparaisons systématiques. Pour cette raison, il a dû être temporairement écarté.
2.5 Synthèse
Ce manuscrit propose une réflexion autour de la représentation de systèmes dynamiques pour leur
gestion autonome. Dans ce cadre, nous nous situons donc au niveau de la base de connaissance.
Nous adoptons une représentation basée graphe dans laquelle l’état du système à un instant donné,
ses évolutions et l’ensemble de ses états acceptables sont caractérisés par un graphe, des règles de
réécritures et une grammaire de graphe.
Pour la réécriture, nous nous inscrivons dans la continuité des tentatives de traduction de l’ap-
proche SPO en une vue opérationnelle et ensembliste, proche de l’implémentation.

Chapitre 3
Modélisation de systèmes dynamiques
Application au traitement d’évènements complexes et à
l’auto-optimisation
3.1 Introduction
Ce premier chapitre est dédié à l’introduction et l’illustration du modèle utilisé dans ces travaux.
Dans un premier temps, ses fondements sont présentés et illustrés au travers d’exemples dans la
section 3.2. Ce modèle est basé sur les graphes, ceux-ci lui conférant un aspect visuel facilitant
une compréhension instinctive de situation et concepts complexes. Du fait de sa formalité, il ne
souffre pas d’ambiguïté et permet de concevoir, étudier et gérer rigoureusement un système. Les
composants du système, leurs relations et leurs propriétés sont représentés sous la forme d’un
graphe conceptuel dirigé et attribué.
De part leur nature profonde, la description de systèmes dynamiques ne peut se restreindre à des
topologies statiques ; elle doit intégrer ses adaptations et transformations. C’est le rôle des règles
de réécriture de graphe, qui spécifient à la fois les effets d’une transformation et les circonstances
dans lesquelles elle est applicable.
Nous nous inscrivons dans la continuité de tentatives de traduction d’approches catégorielles en
une vue ensembliste et opérationnelle, concrète et plus proche de l’implémentation. Nous adoptons
ainsi les bases du modèle proposé dans [6].
Cette première partie théorique est suivie d’une section applicative illustrative dans laquelle nous
nous intéressons à un moteur de traitement d’évènements complexes 1 (CEP) en tant que service.
Le CEP est un des exemples les plus éminents des technologies permettant le traitement de flux
continus, rapides et massifs de données générés par des capteurs et technologies mobiles. Le CEP
consiste à appliquer des règles, ou requêtes, à ces flux de données afin de les manipuler. Le moteur
CEPaaS s’inscrit dans un environnement multi-clouds impliquant de multiples clients et intégrant
des problématiques d’auto-optimisation liées à la qualité de service et à la consommation énergé-
tique du système.
1. en anglais : Complex Event Processing
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La propriété d’auto-optimisation 2 permet à un système de s’adapter de manière autonome afin
d’accomplir au mieux sa fonction. La notion d’efficacité à optimiser permet de répondre à différents
critères. En particulier, il peut s’agir de trouver un compromis entre performance (rapidité, qualité
de service, qualité d’expérience...) et consommation de ressources (matérielles, énergétiques, pécu-
niaires...) (e.g., [104]).
Plus précisément, nous concevons et décrivons dans la section 3.3 le module responsable de l’ana-
lyse et la gestion de bout en bout des requêtes au sein du moteur CEPaaS. Utilisant une représen-
tation haut niveau abstrayant opérateurs et requêtes, il s’affranchit en particulier de leurs langages
de définition. Cette représentation abstraite exhibe uniquement les informations nécessaires à la
gestion du système en s’appuyant sur une classification innovante des opérateurs CEP. Ce module
intègre diverses politiques d’auto-optimisation dont un échantillon est finalement proposé.
3.2 Caractérisation formelle d’un système et de ses évolutions :
les graphes et leurs transformations
3.2.1 Graphes partiellement attribués
Les graphes constituent un formalisme décrivant l’état d’un système dont les propriétés et carac-
téristiques des éléments sont représentées par des attributs. Chaque attribut peut avoir une valeur
définie (i.e., fixée à l’instant donné) ou non, sa valeur étant représentée par une constante ou une
variable, respectivement.
Contrairement à modèle présenté dans [6], il n’est pas imposé dans ce manuscrit que chacun des
éléments d’un graphe soit attribué. Celui-ci est donc partiellement attribué.
Par la suite, les conventions suivantes sont adoptées :
Conventions et notations.
La notation canonique où, pour tout ensemble E, |E| désigne sa cardinalité est utilisée ici.
Par défaut, les intervalles considérés sont des intervalles d’entiers.
La définition ci-après formalise la notion de graphe dirigé partiellement attribué, et introduit les
notations associées.
Définition 3.1. (Graphe dirigé et partiellement attribué) Un graphe dirigé et partiellement attri-
bué G est défini comme un système (V ,E,Att) où :
1. V et E ⊆ V2 correspondent respectivement aux ensembles des nœuds et arcs du graphe 3, de
sorte que (v1, v2) désigne un arc de v1 vers v2.
Soit ELatt l’ensemble des éléments (arc ou nœud, ELatt ⊆ V ∪ E) attribués de G. Pour tout el ∈
ELatt, avec N ∈ N le nombre d’attributs lui étant liés :
— Atteli = (A
el
i ,D
el
i ) avec i ∈ [1,N], est le i-ème attribut de l’élément el. Aeli est sa valeur et
Deli sa nature ou domaine de définition tel que A
el
i ∈ Deli .
— Attel =
⋃
i∈[1,N](A
el
i ,D
el
i ) est l’ensemble des attributs de l’élément attribué el. Sa cardina-
lité |Attel| est le nombre d’attributs de el, soit N.
Finalement,
2. en anglais : self-optimization
3. V et E sont des notations canoniques provenant des termes anglais Vertexes et Edges
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2. Att =
⋃
el∈ELatt Att
el est la famille des ensembles d’attributs Attel pour tout élément attri-
bué el, de sorte que |Att| = |ELatt| < |V |+ |E|.
Afin d’éviter toute ambiguïté du fait de l’introduction d’attributs, un sous-graphe GS = (VS,ES,
AttS) du graphe G = (V ,E,Att) ayant ELatt pour ensemble d’éléments attribués est un graphe
vérifiant VS ⊆ V , ES ⊆ (E ∩ (VS)2) et AttS = {Attel|el ∈ ELatt ∩ (VS ∪ ES)}. Ainsi, les attributs
d’un élément sont conservés s’il appartient au sous-graphe.
Pour faciliter la manipulation des graphes et de leurs attributs, les conventions et notations sui-
vantes sont adoptées :
Conventions et notations.
Pour tout attribut Att = (A,D), Const(Att) ou Const(A) est un booléen égal à vrai si et seule-
ment siAtt a une valeur fixée, c’est-à-dire siA est une constante. De plus, la valeur d’un attribut
fixé sera notée entre guillemets dans les exemples.
Un nœud v1 et un arc (v1, v2) attribués peuvent être notés respectivement v(Attv1) et v1
Att(v1,v2)−−−−−−→
v2.
Un graphe attribué peut être désigné par (V , E) où V et E sont les éléments du graphe notés
comme ci-dessus.
Par défaut et à moins d’indication contraire explicite, les ensembles de nœuds de deux graphes
sont considérés disjoints.
L’exemple suivant et la figure 3.1 illustrent la notion de graphe partiellement attribué utilisée dans
ce manuscrit.
("a",{a,b})("1",N),(x,N),(z,N)
(w,N)
v1
v2
e1
e2
v3
FIGURE 3.1 – Un graphe dirigé et partiellement attribué
Exemple 3.1. Soit un graphe G = (V ,E,Att) tel qu’illustré dans la figure 3.1. D’après cette dernière, le
graphe est constitué de trois nœuds V = {v1, v2, v3} et deux arcs E = {e1 = (v1, v2), e2 = (v1, v3)}.
Trois de ces éléments, v1, v2 et e1, sont attribués. En posant ELatt = {v1, v2, e1}, on obtient donc Att =⋃
el∈ELatt Att
el. En particulier, v1 possède trois attributs (notés à l’intérieur du nœud), d’où Attv1 =⋃
i∈[1,3]Att
v1
i . Plus précisément, Att
v1 = {("1",N), (x,N), (z,N)}. Cela signifie que le premier attribut,
noté Attv11 , a pour valeur fixée A
v1
1 = 1 et comme domaine de définition D
v1
1 = N. Ses deux autres attributs
n’ont pas de valeur fixée pour le moment, celles-ci étant respectivement désignées par les deux variables x et
z.
Les autres attributs sont comme suit : Attv2 = {(w,N)} et Atte1 = {("a", {a,b})}. En particulier, le nœud
v3 et l’arc e2 ne possèdent pas d’attribut, ce que permet le caractère partiel de l’attribution de G.
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La figure 3.1 ne présente pas d’ambiguïté et définit graphiquement le graphe G dont l’expression textuelle
est établie ci-dessus. D’après la dernière convention introduite, G peut également être noté (Vatt,Eatt) où
Vatt = {v1(("1",N), (x,N), (z,N)), v2((w,N)), v3} et Eatt = {e1 = v1
("a",{a,b})−−−−−−−→ v2, e2 = v1 → v3}.
Notons que les noms des nœuds et des arcs sont purement arbitraires et conventionnels : ils ne
portent pas de valeur intrinsèque.
3.2.2 Relations entre graphes
Les transformations de graphes forment une des clés de la modélisation de système dynamiques
par des graphes. Elles nécessitent la présence de certaines relations entre graphes, liées par exemple
à l’existence d’un motif dans un graphe.
Les concepts introduits dans [6] sont parfois informels et ne permettent pas de prendre en compte
toutes les subtilités de la réécriture de graphe.
Par conséquent, nous formalisons dans cette sous-section les concepts d’unification, d’affectation
et homomorphismes définis dans [6]. Ces définitions sont également étendues afin de permettre
l’attribution partielle, la considération d’attributs variables dans le graphe cible représentant le
système (et non seulement dans les motifs) et de relations liées à des associations non injectives.
3.2.2.1 Associations d’éléments
Lors de la recherche d’un motif dans un graphe, le motif lui-même est décrit sous la forme d’un
graphe. Cette recherche fait donc intervenir des correspondances entre les éléments de ces deux
graphes. À son tour, la recherche de correspondances entre éléments entraîne des associations entre
leurs attributs. Le résultat de telles associations est décrit par un ensemble d’identifications.
Définition 3.2. (Ensemble d’identifications) Un ensemble d’identifications I est un ensemble de
couple de valeurs d’attributs.
Le terme "identification" provient du fait que l’occurrence d’un couple (A, A˜) dans I signifie que A
est identifié à A˜, de sorte que A et A˜ sont considérés équivalents.
Un ensemble d’identifications I peut être assimilé à une relation sur un ensemble de valeurs dont
la clôture transitive 4 définit une relation d’équivalence. Pour n’importe quelle valeur d’attribut A,
notons IA la classe d’équivalence à laquelle appartient A d’après la relation d’équivalence induite
par I. IA est l’ensemble des valeurs A˜ équivalent àA selon la clôture transitive de la relation induite
par I. Son expression formelle, détaillée et expliquée dans le tableau 3.1, est :
IA = {A˜|∃N ∈ [1, |I|],∃((A1k,A2k))k∈[1,N] ∈ IN,A11 = A∧ ∀j ∈ [1,N− 1],A2j = A1j+1 ∧A2N = A˜}.
En particulier et par définition, A˜ ∈ IA =⇒ IA˜ = IA.
Un ensemble d’identifications est le résultat de l’association d’éléments d’un graphe ou de leurs
attributs formalisée par la notion d’unification.
Définition 3.3. (Unification d’attributs) Deux attributs Att1 = (A1,D1) et Att2 = (A2,D2) sont
unifiables si et seulement si :
4. On appelle clôture transitive d’une relation binaire R la plus petite relation binaire transitive contenant R.
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Expression formelle Signification
IA = {A˜| IA est l’ensemble des valeurs A˜ telles que
∃N ∈ [1, |I|], il existe une suite d’éléments de I
∃(A1k,A2k))k∈[1,N] ∈ IN,
A11 = A∧ partant de A,
∀j ∈ [1,N− 1],A2j = A1j+1 telle que le second membre de tout élément
est égal au premier membre de l’élément suivant
∧A2N = A˜} et arrivant à A˜
TABLE 3.1 – Classe d’équivalence induite par un ensemble d’identifications
1. Ils ont le même type : D1 = D2
2. Si les deux ont des valeurs définies, elles sont égales :Const(A1)∧Const(A2) =⇒ A1 = A2.
Si ces attributs sont unifiables, le résultat de leur unification, notéUnif(A1,A2) ouUnif(Att1,Att2),
est l’ensemble d’identifications :
— ∅ si et seulement si A1 = A2 ;
— {(A1,A2), (A2,A1)} sinon.
Par définition, la relation induite par un ensemble d’identifications résultant d’une unification est
symétrique.
Exemple 3.2. Les attributs Att1 = (x,N) et Att2 = (y,N) sont unifiables et le résultat de leur unification,
Unif(Att1,Att2), est égal à {(x,y), (y, x)}, signifiant que x est équivalent à y.
Un ensemble d’identifications est consistant si toute classe d’équivalence de la clôture transitive de
la relation qu’il définit contient au plus une constante. En d’autres termes, aucune constante n’est
équivalente à une constante différente.
Définition 3.4. (Ensemble d’identifications consistant) Un ensemble d’identifications I est consis-
tant si et seulement si pour toute valeurA apparaissant dans I, ∀A˜ ∈ IA,Const(A)∧Const(A˜) =⇒
A = A˜.
Exemple 3.3. L’ensemble d’identifications I = {(y, "1"), ("1",y), (x,y), (y, x), (z,y), (y, z)} ne contient
qu’une seule valeur constante ; il est donc nécessairement consistant. I˜ = I∩ {(y, "2"), ("2",y)}, par exemple,
n’est pas consistant. Il impliquerait l’équivalence de y à la fois à 1 et 2, ce qui n’est pas possible.
Finalement, deux éléments sont unifiables si chacun de leurs attributs sont unifiables deux à deux,
et si leur unification produit un ensemble d’identifications consistant.
Définition 3.5. (Unification d’éléments) Deux éléments el1 et el2 sont unifiables si au moins l’un
des deux n’est pas attribué, ou si les trois conditions suivantes sont remplies :
1. |Attel1 | = |Attel2 |,
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2. ∀i ∈ [1, |Attel1 |],Attel1i et Attel2i sont unifiables et
3.
⋃
i∈[1,|Attel1 |]Unif(A
el1
i ,A
el2
i ) est consistant.
Le résultat de cette unification, notée Unif(el1, el2) est l’ensemble d’identifications :
— ∅ si au moins l’un des deux éléments n’est pas attribués ;
—
⋃
i∈[1,|Attel1 |]Uniff(A
el1
i ,A
el2
i ) dans le cas contraire.
Un élément non attribué peut par conséquent être unifié à n’importe quel élément de même nature.
En plus de leur intérêt premier, ils peuvent donc être également utilisés comme motifs génériques.
Exemple 3.4. Soient les nœuds v1(("1",N), (x,N), (z,N)) de l’exemple 3.1 et v4((y, N), (y,N), (y,N)).
L’union des ensembles d’identifications produits par l’unification de leurs attributs, notée I, est égale à
{(y, "1"), ("1",y), (x,y), (y, x), (z,y), (y, z)}. D’après l’exemple 3.3, I est consistant et les nœuds v1 et v4
sont donc unifiables.
Comme vu précédemment, identifier les éléments de graphes requiert l’association d’attributs po-
tentiellement variables. Une affectation est la fonction impactant ces identifications en substituant
à chaque variable une valeur appropriée. Chaque attribut équivalent à un autre dont la valeur est
définie voit sa valeur remplacée par la constante correspondante. Les valeurs d’attributs dont la
classe d’équivalence ne contient pas de constante sont remplacées par un représentant choisi arbi-
trairement. Ce choix est purement syntaxique. Notons IrA le représentant de la classe d’équivalence
IA de sorte que pour tout A˜ ∈ IA, (rappelons que IA˜ est alors égal à IA) IrA˜ = IrA. Cette discussion
est formalisée dans la définition ci-après.
Définition 3.6. (Affectation induite par un ensemble d’identifications consistant) Pour tout en-
semble d’identifications consistant I, l’affectation induite par I, notée AffI, est une application sur
l’ensemble des graphes, de leurs attributs et des valeurs de ces derniers, telle que pour tout graphe
G = (V ,E,Att) dont l’ensemble d’éléments attribués est S,
AffI(G) = (V ,E,AffI(Att)) où A˜tt =
⋃
el∈S,i∈[1,|Attel|](AffI(A
el
i ),D
el
i ) avec :
— AffI(Aeli ) = A
el
i si IAtteli = ∅,
— Aff(Aeli ) = A ∈ IAeli tel que Const(A) si une telle valeur existe,
— AffI(Aeli ) = I
r
Aeli
sinon.
Exemple 3.5. Avec le graphe G et l’ensemble d’identification I définis dans les exemples 3.1 et 3.3 respecti-
vement,
AffI(G) = ({v1(("1",N), ("1",N), ("1",N)), v2((w,N)), v3},E).
3.2.2.2 Recherche de motifs : morphismes de graphes
Trouver un motif décrit par un graphe à l’intérieur d’un autre, appelé graphe hôte, est habituel-
lement lié à la notion de morphisme. Un morphisme de graphe non attribué de G = (V ,E) vers
H = (VH,EH) est caractérisé par une fonction f : V → VH conservant la structure deG. Cela signifie
que s’il existe un arc entre deux nœuds de G, il doit exister un arc dans H entre leurs images par
f. En présence d’attributs variables, les éléments de graphes peuvent être assimilés via le concept
d’unification, les associations d’attributs ainsi générées devant être cohérentes. En adoptant les
conventions suivantes, ces concepts sont intégrés à la définition de morphisme comme détaillé
dans la définition 3.7.
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Conventions et notations.
Toute fonction introduite dans la suite est implicitement totale.
Par abus de notation, afin de les alléger et comme cela ne crée pas d’ambiguïté, toute fonction
f : A → B est assimilée à son extension canonique : A ∪ A2 → B ∪ B2 telle que ∀(a1,a2) ∈
A2, f((a1,a2)) = (f(a1), f(a2)).
De plus, nous adoptons les notations canoniques où Dom(f) désigne son domaine, Codom(f)
son codomaine et Im(f) l’image de Dom(f) par f. Ces notations ne prennent pas en compte
l’assimilation proposée ci-dessus, de sorte que Dom(f) = A, Codom(f) = B et Im(f) = f(A) ⊆
Codom(f).
Définition 3.7. (Morphisme cohérent de graphes partiellement attribués) Il existe un morphisme
m entre deux graphesG = (V ,E,Att) etH = (VH,EH,AttH), notéG
m−→ H si et seulement s’il existe
une fonction f : V → VH telle que :
1. ∀(va, vb) ∈ E, f((va, vb)) ∈ EH,
Ce morphisme est cohérent s’il existe un ensemble d’identifications consistant I tel que :
2. ∀el ∈ V ∪ E, v et f(v) sont unifiables,
3. ∀(ela, elb) ∈ (V ∪ E)2, f(ela) = f(elb) =⇒ ela et elb sont unifiables et
4. I ⊇ I2 ∪ I3 avec
— I2 =
⋃
el∈V∪EUnif(el, f(el))
— I3 =
⋃
(ela,elb)∈EL3 Unif(ela, elb), où EL3 est l’ensemble des couples unifiés par 3., soit
{(ela, elb) ∈ (V ∪ E)2|f(ela) = f(elb)}.
Si f est injective,m est un homomorphisme h et G est homomorphe à H.
Si f est bijective et si (f−1,Aff) est également un (homo-)morphisme,m est un isomorphisme. G et
H sont alors isomorphes.
("a",{a,b})
("1",N),(x,N),(z,N)
(w,N)
v1
v2
e1
v3e2
(y,N),(y,N),(y,N)
f
I = {(y,"1"), ("1",y), (x,y), (y,x), (z,y), (y,z)}
v4
FIGURE 3.2 – Un (homo)morphisme cohérent de graphes attribués
Une illustration de morphisme cohérent, présenté dans la figure 3.2, est détaillée dans l’exemple
suivant.
Exemple 3.6. Soient le motif défini par le graphe M = ({v4((y,N), (y,N), (y,N))}, ∅) et G le graphe
défini dans l’exemple 3.1. Soit f la fonction, représentée en bleu dans la figure 3.2, f : VM → VG telle que
f(v4) = v1. Comme vu dans l’exemple 3.4, ces nœuds sont unifiables et le résultat de leur unification et
l’ensemble d’identifications consistant I introduit dans l’exemple 3.3. m = (f, I) est donc un morphisme
cohérent deM vers G. De plus, f étant injective,m est un homomorphisme.
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Remarque 3.1. Contrairement aux morphismes classiques, la relation définie par les morphismes
cohérents n’est pas transitive, du fait d’unifications potentiellement inconsistantes. En d’autres
termes, l’existence de deux morphismes cohérents m21 = (f
2
1, I
2
1) et m
3
2 = (f
3
2, I
3
2) tels que G1
m21−−→ G2
et G2
m32−−→ G3 implique nécessairement l’existence mais pas la cohérence d’un troisième mor-
phisme m31 tel que G1
m31−−→ G3. Cependant, en posant Affji l’affectation induite par Iji, la cohé-
rence d’un morphisme m22 = (f
2
2, I
2
2)
5 de Aff21(G2) vers Aff
3
2(G2) implique la cohérence de m
3
1 =
(f32 ◦ f22 ◦ f21, I32 ∪ I22 ∪ I21). Ces considérations sont schématisées dans la figure 3.3.
Aff32(G2)
G1 G2
X
G3
(f21,I
2
1) (f
3
2,I
3
2)
(f31,I
3
1)
G1 G2 G3
(f21,I
2
1) (f
3
2,I
3
2)
Aff21(G1) Aff
2
1(G2) Aff
3
2(G3)
(f31,I
3
1)
= (f32 ◦ f22 ◦ f21, I32 ∪ I22 ∪ I31)
(f22,I
2
2)
FIGURE 3.3 – Morphismes cohérents et transitivité
Par la suite, tout morphisme introduit sera implicitement cohérent.
3.2.2.3 Compatibilité
Le collage 6 de deux graphes est une opération centrale dans les approches de transformation consi-
dérées. Afin de le formaliser opérationnellement, il est nécessaire d’introduire une autre relation
n’apparaissant pas dans [6] : la compatibilité.
La compatibilité entre deux graphes G1 et G2 revient à considérer deux de leurs sous-graphes in-
duits GS1 et G
S
2 et d’associer leurs nœuds via une fonction f. Cette association doit alors vérifier une
relation moins contrainte qu’un isomorphisme : si un arc existe entre deux nœuds de GS1 , il n’est
pas nécessaire qu’il y en ait un entre leurs images par f dans GS2 . Néanmoins, si un tel arc existe, les
deux doivent être unifiables.
Définition 3.8. (Graphes compatibles) Deux graphes G1 = (V1,E1,Att1) et G2 = (V2,E2,Att2)
sont (f, I)-compatibles si et seulement s’il existe un ensemble d’identifications consistant I et une
fonction f : VS1 ⊆ V1 → VS2 ⊆ V2, tels que :
5. f22 pouvant être la fonction identité
6. en anglais : gluing
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1. ∀v ∈ VS1 , v et f(v) sont unifiables,
2. ∀e ∈ E1 ∩ (VS1 )2, f(e) ∈ E2 =⇒ e est unifiable avec f(e),
3. ∀(ela, elb) ∈ (VS1 )2 ∪ (E1 ∩ (VS1 )2)2, f(ela) = f(elb) =⇒ ela et elb sont unifiables et
4. I ⊇ Ia ∪ Ib avec
— Ia =
⋃
el∈EL1,2 Unif(el, f(el)), où EL1,2 est l’ensemble des éléments concernés par 1. et 2.,
soit VS1 ∪ {e ∈ E1 ∩ (VS1 )2|f(e) ∈ E2}.
— Ib =
⋃
(ela,elb)∈EL3 Unif(ela, elb) où EL3 est l’ensemble des couples unifiés par 3., soit
{(ela, elb) ∈ (VS1 )2 ∪ (E1 ∩ (VS1 )2)2|f(ela) = f(elb)}.
En particulier, si G1 et G2 sont (f, I)-compatibles et si f est bijective, alors G2 et G1 sont (f−1, I)-
compatibles. Notons qu’il existe nécessairement, pour tout couple de graphes, une compatibilité C
tels que ces derniers sont C-compatibles, quitte à ce que Dom(f) = I = ∅.
(a,N)
(b,N)
("1",N) ("1",N)
(x,N)
("2",N)
(w,R)
G1 G2
(z,R)
f
v31
v11
v41
v21
v42
v12
v22
v32
I = {(a,x), (x,a),
(b,"2"), ("2",b)}
(a,N)
v51
FIGURE 3.4 – Deux graphes compatibles
La figure 3.4 offre une illustration de graphes compatibles détaillée dans l’exemple suivant. Par
soucis de lisibilité, les attributs des arcs n’ont pas été représentés. Ils seront considérés égaux et
constants (n’impactant ainsi pas le processus d’identification).
Exemple 3.7. Soient G1 et G2 les deux graphes définis dans la figure 3.4. Soient VS1 et V
S
2 les ensembles de
nœuds nommés v11, v
2
1, v
3
1, et v
4
1 et v
2
2, v
3
2, et v
4
2, respectivement.
La fonction f, représentée en bleu dans la figure, a pour domaine VS1 et pour image V
S
2 . Elle associe les nœuds
v11 à v
2
2, v
2
1 à v
4
2, v
3
1 à v
3
2 et v
4
1 à v
3
2. On notera que f n’est pas injective, v
3
2 étant l’image par f à la fois de v
3
1 et
v41.
Les éléments associés via f sont unifiables, et l’ensemble d’identification résultant de ces associations, I =
{(a, x), (x,a), (b, "2"), ("2",b)}, est consistant. G1 et G2 sont donc (f, I)-compatibles.
Néanmoins, f ne peut pas caractériser un morphisme entre le sous graphe deG1 induit par VS1 etG2. En effet,
malgré l’existence de deux arcs (v31, v
2
1) et (v
3
1, v
4
1) dans EG1 ∩ (VS1 )2, il n’existe pas d’arcs correspondants
(v32, v
4
2) et (v
3
2, v
3
2) dans G2.
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3.2.3 Transformations de graphes
Une configuration d’un système pouvant être modélisée par un graphe, ses évolutions peuvent
l’être par des transformations de graphes, généralement symbolisées par des règles de réécriture
de graphe.
L’expression opérationnelle de ces règles n’est que très informelle dans la proposition considé-
rée [6]. Pour pouvoir fournir une définition rigoureuse, nous introduisons et formalisons dans un
premier temps deux opérations sur lesquelles elles se basent.
3.2.3.1 Expansion et restriction
Les deux premières transformations présentées ici sont deux opérations binaires sur l’ensemble
des graphes : l’expansion et la restriction. La première correspond au collage ou à la fusion de
deux graphes, qui est similaire à l’union dans la théorie des ensembles classiques. La seconde est
son pendant, à rapprocher de l’intersection. Ces deux opérations reposent sur une similarité entre
éléments plutôt qu’une stricte égalité. L’identification des éléments et sous graphes analogues s’ef-
fectue grâce à la notion de compatibilité précédemment définie.
L’expansion est par conséquent un opérateur binaire sur l’ensemble des graphes. Cet opérateur
dépend d’une compatibilité, tel que défini ci-après.
Définition 3.9. (Expansion en fonction d’une compatibilité C, ↑C) Pour tous graphes C-compa-
tibles G1 et G2 avec C = (f, I), pour n’importe lesquels de leurs sous-graphes, GS1 = (V
S
1 ,E
S
1 ,Att
S
1 )
et GS2 = (V
S
2 ,E
S
2 ,Att
S
2 ) dont les éléments attribués sont respectivement EL
att
1 et EL
att
2 ,
GS1 ↑C GS2 = (V ,E,Att) où :
— V = VS2 ∪ {v ∈ VS1 |v /∈ Dom(f)∨ f(v) /∈ VS2 }.
V est l’union de l’ensemble des nœuds deGS2 avec les nœuds deG
S
1 n’ayant pas d’image par
f ou dont l’image par f n’est pas un nœud de GS2 . Ceci permet d’éviter les doublons et de
gérer le fait que f puisse ne pas être injective.
— E = {(va, vb) ∈ V2|(va, vb) ∈ ES1 ∪ ES2∨
(∃vc ∈ VS1 ∩Dom(f),P11(va, vb, vc)∨ P21(va, vb, vc))∨
(∃(vc, vd) ∈ ES1 ∩Dom(f)2,P2(va, vb, vc, vd))} où
— ∀(va, vb) ∈ V2, ∀vc ∈ VS1 ∩Dom(f),P11(va, vb, vc) = (f(vc) = va ∧ (vc, vb) ∈ ES1 ).
P11(va, vb, vc) signifie qu’il existe un arc dansG
S
1 dont la destination est vb et la source vc,
un nœud dont l’image par f est va.
— ∀(va, vb) ∈ V2, ∀vc ∈ VS1 ∩Dom(f),P21(va, vb, vc) = (f(vc) = vb ∧ (va, vb) ∈ ES1 ).
P21(va, vb, vc) signifie qu’il existe un arc dans G
S
1 dont les extrémités sont va et vc, un
nœud dont l’image par f est vb.
— ∀(va, vb) ∈ V2,∀(vc, vd) ∈ ES1 ∩Dom(f)2,P2(va, vb, vc, vd) = (f((vc, vd)) = (va, vb)).
P2(va, vb, vc, vd) signifie qu’il existe un arc (vc, vd) dans GS1 dont les extrémités ont pour
images par f les nœuds va et vb.
E contient les arcs des deux graphes sur lesquels l’opération est appliquée, ainsi que tout arc
dont une ou deux extrémités est l’image par f de l’extrémité d’un arc de GS1 .
— Att = {Attel, el ∈ V ∪ E|P3(Attel)∨ P4(Attel)∨ P5(Attel)} où ∀el ∈ V ∪ E :
— P3(Attel) = ∃i ∈ [1, 2], el ∈ ELatti ∧Attel = AffI((AttSi )el).
— P4(Attel) = el ∈ (VS2 ∪ ES2 )\ELatt2 ∧
∃ela ∈ ((VS1 ∩Dom(f)) ∪ (ES1 ∩Dom(f)2)) ∩ ELatt1 , f(ela) = el∧
Attel = AffI((Att
S
1 )
ela)).
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Tout élément non attribué étant l’image d’un élément attribué "hérite" ainsi des attributs
de ce dernier.
— P5(el) = (el = (va, vb) ∈ E\(ES1 ∪ ES2 )∧
(∃vc ∈ VS1 ∩Dom(f),P11(va, vb, vc)∧ (vc, vb) ∈ ELatt1 ∧Attel = AffI((AttS1 )(vc,vb)))∨
(∃vc ∈ VS1 ∩Dom(f),P21(va, vb, vc)∧ (va, vc) ∈ ELatt1 ∧Attel = AffI((AttS1 )(va,vc)))∨
(∃(vc, vd) ∈ ES1 ∩Dom(f)2 ∩ ELatt1 ,P2(va, vb, vc, vd)∧Attel = AffI((AttS1 )(vc,vd)))).
(a,N)
("1",N)
(w,R)
(z,R)
v32
v22
v51
v42
v12
("2",N)
FIGURE 3.5 – G1 ↑C G2, une opération d’expansion
entre les deux graphes compatibles de la figure 3.4
L’exemple suivant détaille une opération d’expansion illustrée dans la figure 3.5. Les deux graphes
compatibles sur lesquels l’opération est appliquée sont ceux représentés dans la figure 3.4. Ces deux
figures mettent en exergue l’équivalence entre une expansion et la fusion de deux graphes.
Exemple 3.8. Soit G1, G2, f, I, VS1 et V
S
2 tels que définis et illustrés dans l’exemple 3.7 et la figure 3.4. En
posant C = (f, I), G1 ↑C G2 est le graphe représenté dans la figure 3.5.
Les nœuds du graphe résultant sont ceux de G2 (v12, v
2
2, v
3
2, v
4
2) adjoint de v
5
1, l’unique nœud de G1 n’ayant
pas d’image par f dans G2.
Le nœud v22, est l’image par f de v
1
1, qui est lui même une extrémité de l’arc (v
5
1, v
1
1). L’arc (v
5
1, v
2
2) remplit donc
la condition P21 de la définition d’expansion et est par conséquent présent dans le graphe résultant. De même,
(v32, v
3
2) et (v
3
2, v
4
2) sont les images par f de deux arcs existants dans G1, (v
3
1, v
4
1) et (v
3
1, v
2
1). Ils remplissent
donc la condition P22 de la définition.
La remarque suivante décrit quelques propriétés immédiates de l’expansion.
Remarque 3.2. Pour tous graphesG1 etG2, pour toute compatibilité C = (f, I) telle queG1 etG2 sont
C-compatibles, et pour tous sous graphes GS1 de G1 et G
S
2 de G2,
1. GS1 ↑C GS2 est invariant par AffI. 7
2. il existe un morphisme, caractérisé par une certaine fonction 8 et par I, tel que GS1 → GS1 ↑C
GS2 .
3. il existe un homomorphisme, caractérisé par l’identité et par I, tel que GS2 → GS1 ↑C GS2 .
7. D’après la définition de l’expansion, GS1 ↑C GS2 intègre l’affectation AffI.
8. Cette fonction coïncide avec f sur {v ∈ Dom(f)|f(v) ∈ VS2 } et avec l’identité sur le reste de son domaine de définition.
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La restriction est un opérateur binaire sur l’ensemble des graphes. Cette opération, comparable à
une intersection de graphes, est formalisée dans la définition ci-dessous.
Définition 3.10. (Restriction en fonction d’une compatibilité C, ↓C) Pour tous graphes C-compa-
tibles G1 et G2 avec C = (f, I), pour n’importe lesquels de leurs sous-graphes, GS1 = (V
S
1 ,E
S
1 ,Att
S
1 )
et GS2 = (V
S
2 ,E
S
2 ,Att
S
2 ) dont les éléments attribués sont respectivement EL
att
1 et EL
att
2 ,
GS1 ↓C GS2 = (V ,E,Att) où :
— V = VS2 ∩ f(VS1 ∩Dom(f)).
V est l’ensemble des images de nœuds de GS1 par f étant des nœuds de G
S
2 .
— E = ES2 ∩ f(ES1 ∩Dom(f)2). E est l’ensemble des arcs de GS2 étant l’image d’au moins un arc
de GS1 par f.
— Att = {Attel, el ∈ V ∪ E|
(el ∈ ELatt2 ∧Attel = AffI((AttS2 )el))∨
(el /∈ ELatt2 ∧ (∃ela ∈ ((VS1 ∩ Dom(f)) ∪ (ES1 ∩ Dom(f)2)) ∩ ELatt1 , f(ela) = el ∧ Attel =
AffI((Att
S
1 )ela))}.
(a,N)("1",N)
v32v
2
2v
4
2
("2",N)
FIGURE 3.6 – G1 ↓C G2, une opération de restriction
entre les deux graphes compatibles de la figure 3.4
La figure 3.6 illustre le résultat d’une opération de restriction sur les deux graphes présentés dans
la figure 3.4. Elle est décrite dans l’exemple suivant.
Exemple 3.9. Soit G1, G2, f, I VS1 et V
S
2 tels que définis et illustrés dans l’exemple 3.7 et la figure 3.4. En
posant C = (f,Aff), G ↓C G˜ est représenté dans la figure 3.6.
Les éléments du graphe résultant de cette restriction sont exactement les éléments du second graphe, G2,
étant l’image par f d’au moins un élément du premier, G1. Ici, l’ensemble des nœuds d’intérêt est donc
Im(f), l’image par f du domaine de f, soit v22, v
3
2 et v
4
2. De même, le graphe obtenu contient tous les arcs de
G2 étant l’image par f d’au moins un arc de G1, soit (v42, v
2
2) et (v
2
2, v
3
2).
La remarque ci-après décrit quelques propriétés immédiates de la restriction.
Remarque 3.3. Pour tous graphesG1 etG2, pour toute compatibilité C = (f, I) telle queG1 etG2 sont
C-compatibles, et pour tous sous-graphes GS1 et G
S
2 :
1. GS1 ↓C GS2 invariant par AffI.
2. Il existe un homomorphisme tel que GS1 ↓C GS2 → GS2 .
3. Si f est injective, alors il existe un homomorphisme tel que GS1 ↓C GS2 → GS2 .
3.2.3.2 Réécriture de graphes
Une règle de réécriture de graphe spécifie à la fois une transformation de graphe et les circonstances
dans lesquelles elle peut être appliquée. À ce titre, ces règles constituent l’outil basique pour la
représentation et la gestion du dynamisme dans les modèles basés sur les graphes.
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Dans ce manuscrit, nous nous appliquons à traduire l’approche SPO d’un point de vue ensembliste
et opérationnel. Les définitions et formalisations précédentes (notamment la restriction et l’expan-
sion) permettent de prendre en compte l’attribution partielle et variable des graphes manipulés
ainsi que des morphismes non injectifs.
Au modèle utilisé comme fondation [6], il faut donc :
— ajouter la notion de morphisme partiel et non injectif entre les différentes parties d’une règle,
et étudier les conséquences de cet ajout. Un morphisme partiel deA vers B est défini comme
un morphisme d’une sous algèbre de A vers B [71]. Pour les graphes, cela peut être traduit
par l’existence d’un morphisme entre un sous-graphe de A et B.
— étudier les implications de la considération de graphes n’étant pas des multi-graphes, l’ap-
proche SPO étant définies pour ces derniers.
Définition 3.11. (Règle de réécriture de graphe) Une règle de réécriture de graphe r, notée L mr−−→ R,
est caractérisée par un couple de graphes (L = (VL,ELAttL),R = (VR,ER,AttR)) et un morphisme
mr = (fr, ∅) d’un sous graphe LI = (VIL = Dom(fr), EIL,AttIL) de L vers R.
Une règle r est applicable à un graphe G = (V ,E,Att) si les conditions suivantes sont remplies.
1. Il existe une image de L dans G. En fonction des différentes approches, la présence de cette
image peut être formalisée par un morphisme, un homomorphisme ou un isomorphisme de
sous graphe induit 9 de L vers G. Ce morphisme sera notémL = (fL, IL).
2. Le morphismemL vérifie la condition ∀(v1, v2) ∈ (VIL)2, ((v1, v2) /∈ EL∧fr((v1, v2)) ∈ ER) =⇒
fL((v1, v2)) /∈ EG. Cette condition traduit l’impossibilité d’ajouter un arc entre deux nœuds
s’il en existe déjà un 10.
3. Dans le cas général oùmr etmL sont des morphismes non injectifs, il faut que ∀(v1, v2) ∈ V2L,
fL(v1) = fL(v2) =⇒ ((v1 /∈ Dom(fr) ∧ v2 /∈ Dom(fr)) ∨ ((v1, v2) ∈ Dom(fr)2 ∧ fr(v1) =
fr(v2))). Deux nœuds de L ayant la même image par mL n’ont soit pas d’image par mr, soit
la même.
Son application consiste à :
1. Effacer dans G l’image par fL de la partie de L n’appartenant pas à LI et supprimer les
potentiels arcs suspendus. Formellement, le résultat de cette étape est un graphe intermé-
diaire Gtmp, l’unique sous graphe de G ayant pour arcs et nœuds Vtmp = V\fL(VL\VIL) et
Etmp = (E ∩ (Vtmp)2)\fL(EL\EIL).
2. Ajouter une copie isomorphe de la partie de R n’appartenant pas à l’image de LI par fr et
intégrant les affectations obtenues viamr, donnant le graphe
Gtmp ↑(f,Ir R où f : fL(Dom(fr)) → Im(fr), tel que ∀v ∈ fL(Dom(fr)), f(v) = fr(vL) avec
n’importe quel vL ∈ Dom(fr), v = fL(vL).
L’unicité de vL est dépendante de l’injectivité de fL. D’après les conditions d’application, si
vL n’est pas unique, chaque vL potentiel a la même image par fr. La fonction f est donc bien
définie.
Un élément est dit invariant vis à vis de l’application d’une règle si cette dernière ne le supprime
ni ne l’ajoute. Ces éléments sont ceux de LI et de la partie de R étant l’image par fr de LI. Par
conséquent, ces graphes décrivent la partie du graphe hôte invariante pour l’application de r (aux
fusions de nœuds et affectations d’attributs près).
9. C’est à dire que L est isomorphe à un sous graphe induit de G
10. nb : considérer des multi-graphes permet de lever cette restriction.
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Conventions et notations.
Dans la suite, nous supposons que toute variable désignant la valeur d’un attribut présent dans
la règle est muette, c’est à dire qu’elle n’apparaît pas dans le graphe hôte.
Les figures 3.7 et 3.8 offrent un exemple de règle de réécriture de graphe et illustre les étapes de son
application. Celles-ci sont détaillées dans l’exemple suivant. Par soucis de lisibilité, les attributs des
arcs n’ont pas été représentés. Ils seront considérés égaux et constants.
("1",N)
(x,N)
(b,N)
(b,N)
v4R
v1R
v2R
v3R
v4L
v3L
("1",N)
(x,N)
(b,N)
v2L
v1L
(b,N),
(c,R)v
5
L
fr
L R
FIGURE 3.7 – Une règle de réécriture de graphe
Exemple 3.10. La figure 3.7 décrit une règle de réécriture r = L mr−−→ R. fr est la fonction associée au
morphisme partielmr et représentée en bleu dans la figure et LI est le sous-graphe de L induit parDom(fr).
On notera que fr n’est pas injective, et qu’un nœud de L, nommé v4L n’est pas attribué. Il pourra donc être
associé à n’importe quel nœud.
Un nœud de L, noté v5L et représenté en rouge, ne fait pas partie du domaine de fr. Lors de l’application de r,
son image sera donc supprimée, de même que l’image de (v5L, v
1
L). Au contraire, un nœud de R, nommé v
1
R et
illustré en vert, ne fait pas partie de l’image de fr. Il sera donc ajouté lors de l’application de r.
Un exemple d’application de r à un graphe G est présenté dans la figure 3.8. La règle r est appliquée d’après
le morphisme m (qui est d’ailleurs un homomorphisme) associant les nœuds v5R à v
6
G, v
4
L à v
4
G, v
3
L à v
3
G, v
2
L
à v1G et v
1
L à v
2
G.
Dans un premier temps, les images par m de la partie de L n’étant pas dans le domaine de fr sont suppri-
mées. Cette dernière est constituée du nœud v5L et de l’arc (v
5
L, v
1
L) dont les images sont respectivement v
6
G
et (v6G, v
2
G). La suppression du nœud noté v
6
G entraîne l’apparition d’un arc suspendu, (v
5
G, v
6
G), qui est
également supprimé.
Finalement, une copie isomorphe de la partie de R ne faisant pas partie de l’image de fr, soit le nœud v1R et
l’arc (v2R, v
1
R), est ajouté. À travers l’opération d’expansion, les nœuds ayant une même image par fr sont
également fusionnés. En l’occurrence les nœuds notés v3G et v
4
G sont fusionnés pour donner le nœud v
3
R. L’arc
(v3G, v
4
G) devient par conséquent (v
3
R, v
3
R).
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(a,N)
("2",N)
("1",N)
(z,R)
v3G
v1G
v4G
v2G
(a,N)
v5G
("2",N),
("5",R)
v6G
G Application de r selon m
tel que v5L → v6G, v4L → v4G,
v3L → v3G, v2L → v1G et v1L → v2G
(a,N)
("2",N)
("1",N)
(z,R)
v3G
v1G
v4G
v2G
(a,N)
v5G
Arc suspendu
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FIGURE 3.8 – Application d’une règle de réécriture de graphe
3.3 Analyse et gestion de requêtes pour un moteur de traitement d’évè-
nements complexes en tant que service
Le traitement d’évènements complexes 11 (CEP) est un des exemples les plus éminents des technolo-
gies permettant le traitement des flux continus, rapides et massifs de données générés par capteurs
et technologies mobiles. Il consiste à appliquer des règles, ou requêtes, à ces flux de données afin de
les manipuler. Cette section exploite et illustre le formalisme présenté précédemment dans le cadre
de la réalisation d’un moteur "CEPaaS" 12, une solution de CEP en tant que service dans des envi-
ronnements multi-clouds. Ce contexte implique de multiples clients et intègre des problématiques
liées à la qualité de service (QoS) et à la consommation énergétique du système. Nous concevons et
décrivons ici le module d’analyse et de gestion de requêtes 13 (QAM).
L’objectif est de fournir à QAM une représentation haut niveau abstrayant opérateur et requête et
n’exhibant que les propriétés nécessaires à leur gestion pour palier à la fragmentation des solutions
techniques de CEP. Pour ce faire, nous examinons les étapes de vie d’une requête et identifions les
caractéristiques pertinentes au contexte en élaborant une classification innovante des opérateurs
de CEP. Cette conception modulaire et abstraite permet l’adoption de QAM par la majorité des
systèmes CEP.
11. en anglais : Complex Event Processing
12. Complex Event Processing As A Service
13. en anglais : Query Analyser and Manager
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Les travaux présentés ici ont été effectués en collaboration Wilson Akio Higashino et Miriam Ca-
pretz, dans le cadre d’une coopération avec la Western University, Ontario, Canada.
3.3.1 Contexte : Le traitement d’évènements complexes
3.3.1.1 L’approche CEP
Les capteurs et technologies mobiles au succès grandissant génèrent un flux continu, rapide et
massif de données. Leur exploitation a motivé l’élaboration de solutions innovantes, dont le CEP
est l’un des exemples les plus éminents.
Le CEP est défini comme "un ensemble d’outils et de techniques permettant d’analyser et de ma-
nipuler une suite complexe d’évènements corrélés intervenant dans les systèmes d’informations
distribués modernes" 14 [105].
Les systèmes fondés sur l’approche CEP interprètent les données entrantes sous la forme d’un flux
d’évènements. Ils lui appliquent des requêtes (ou règles) définies par leurs utilisateurs et com-
posées de différents opérateurs interconnectés. Ces opérateurs et interconnections sont souvent
représentés sous la forme de graphes d’exécution représentant ainsi une ou plusieurs règles. Ces
dernières traitent continuellement le flux entrant et dérivent de ces évènements simples des évène-
ments "complexes" sémantiquement enrichis. Ceux-ci peuvent alors être analysés afin d’établir un
diagnostic rapide du système, de déclencher diverses actions ou de lancer des plans de réactions
(e.g., l’adaptation dynamique de processus d’affaires [106]). Les systèmes de CEP peuvent être vus
et utilisés pour la réalisation de modules d’observation avancés dans le cadre de la boucle auto-
nomique MAPE-K. Ce modèle de fonctionnement a favorisé l’adoption du CEP dans de multiples
situations exigeant des réactions promptes et autonomes, telles que la gestion de réseaux ou de
maisons intelligentes.
Les systèmes CEP. Les bases du CEP ont été établies autour de systèmes et moteurs considérés
comme des classiques du domaine, tels Aurora [107] et STREAM [108]. Leurs architectures centra-
lisées les écartent toutefois du scénario de CEPaaS.
L’apparition et la prolifération des environnements et solutions de type cloud a poussé à leur
utilisation en tant qu’environnement d’exécution dans des travaux plus récents, comme TimeS-
tream [109] et StreamCloud [110]. Ces travaux se reposent néanmoins majoritairement sur des
architectures agglomérées qui ne peuvent être transposées à un outil vastement dispersé [111]. Une
réponse possible à cette problématique consiste à fédérer ces moteurs dans des environnements
distribués, comme proposé par DiCEPE 15 [112]. À l’association de moteurs hétérogènes, nous pré-
férons ici la conception d’une solution unifiée.
Les langages de définition de requêtes. Les requêtes de CEP sont en général définies dans des
langages spécifiques et propriétaires, comme CQL [113]. En dépit d’efforts de standardisation [114],
une multitude de langages de descriptions sont toujours utilisés à l’heure actuelle [111, 115].
Face à cette grande disparité et cette fragmentation des solutions techniques, une représentation
haut niveau et abstraite s’impose. Par la suite, nous proposons donc une telle représentation, tout
14. "set of tools and techniques for analysing and controlling the complex series of interrelated events that drive mo-
dern distributed information systems"
15. Distributed Complex Event Processing Engine
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en exhibant les propriétés nécessaires à la gestion des requêtes, que nous étudions en détail dans la
section 3.3.3.
Gestion autonome. La plupart des systèmes de CEP n’intègrent pas de mécanismes de bout en
bout pour la gestion de requêtes ; c’est à dire de la conception d’une requête par un utilisateur
jusqu’à son exécution. Généralement, ils ne s’y intéressent que partiellement et se restreignent à
certaines étapes du processus.
Kalyvianaki et al. [116], par exemple, décrivent un planificateur de requêtes optimisant l’exécution
de multiples requêtes en mutualisant leurs opérateurs.
Abadi et al. [117] proposent quant à eux de conduire des actions de reconfigurations dynamiques
lors de l’exécution d’un système Borealis [117], le successeur d’Aurora. L’optimisation a priori, lors
de la phase de conception, n’a été que superficiellement traitée dans la littérature, en particulier
dans le cas d’une requête isolée. En effet, la plupart des travaux existants ne s’intéressent à l’adap-
tation d’une requête qu’a posteriori, négligeant la possibilité qu’un client définisse une règle non-
optimale. Il existe néanmoins quelques exemples de travaux et de techniques se plaçant dans le
cadre de l’optimisation a priori, parmi lesquels la transformation d’une suite d’agrégateurs binaires
en un agrégateur n-aire [118] et la permutation de filtre et d’agrégateurs [113].
3.3.1.2 CEPaas : Intérêt et challenges
Un système CEPaaS fourni des fonctionnalités de CEP à la demande en utilisant des technologies de
service standardisées. Ce modèle de service, largement adopté aujourd’hui, apporte de nombreux
avantages aux utilisateurs, tels que :
1. Pas d’investissement préalable dans des infrastructures matérielles et logicielles.
2. Faible coût de maintien grâce à peu ou pas de besoins de monitoring, de maintenance et de
sauvegarde des infrastructures physiques
3. Mises à jour constantes, gratuites et sans interruption de service.
Fournir un tel service de CEP présente néanmoins de nombreux challenges, expliquant le manque
d’offre similaire actuellement :
1. Faible latence et grande réactivité ; les évènements sont non seulement continuellement gé-
nérés, mais tendent en plus à perdre très rapidement de leur intérêt. Dans le cas d’un moteur
de CEPaaS, ce critère est entravé par l’absence de maîtrise vis à vis de l’emplacement des
créateurs et consommateurs de ressources, ainsi que la multiplicité des clients.
2. Grande disponibilité, du fait des caractéristiques des cas d’utilisation du CEP.
3. Élasticité, la charge du système étant par essence imprévisible et hautement variable.
Face à ces contraintes, un environnement de déploiement multi-cloud semble être la réponse adé-
quate. En effet, une conception distribuée profite à l’extensibilité du système, la considération de
clouds publiques améliorant également son accessibilité. Finalement, l’inhérente élasticité des en-
vironnements de cloud peut ainsi être exploitée via des mécanismes classiques d’allocation et dés-
allocation de ressource en fonction de la charge du système.
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3.3.2 Analyse et gestion de requêtes de bout en bout
Afin d’accompagner les requêtes depuis leur conception jusqu’à la fin de leur cycle de vie, leur
gestion est découpée en différents stades introduits ici.
La figure 3.9 illustre informellement le cycle de vie typique d’une requête, et son passage au tra-
vers des différentes étapes de sa gestion détaillées ci-après. Tout d’abord, un utilisateur définit une
requête qui est transformée en graphe et envoyée sous cette forme au module QAM.
Cette requête passe ensuite par trois étapes successives de gestion aboutissant à son déploiement.
Son exécution est alors pilotée par QAM, réagissant de manière autonome à des changements de
contexte.
FIGURE 3.9 – Étapes pour l’analyse et la gestion de requêtes.
3.3.2.1 Optimisation de requêtes isolées
L’optimisation de requêtes isolées consiste à modifier un graphe d’exécution en conservant ses fonc-
tionnalités mais en améliorant son efficacité (vis à vis de divers critères tels que la consommation
CPU, réseau et énergétique, ou encore le temps de traitement).
Dans l’exemple de la figure 3.9, on suppose que D et E sont redondants, E annulant l’effet de D.
Ce processus entraîne alors la suppression de ces deux opérateurs dans la requête de l’utilisateur
1. Cet exemple décrit l’application d’une des politiques détaillées dans la section 3.3.4.
Cette tâche a pour objectif premier de corriger la définition de requêtes non-optimales par un client.
Elle s’effectue dans la phase de conception d’une requête (mais lors de l’exécution du moteur CE-
PaaS) directement après la création et l’enregistrement d’une requête par un client. Elle ne peut se
reposer sur la moindre information relative à l’état actuel du système et des ressources disponibles.
3.3.2.2 Optimisation de multiples requêtes
Différentes requêtes peuvent présenter des schémas opératoires communs, leurs graphes d’exécu-
tions possédant alors des sous-graphes isomorphes. Si possible, ces schémas sont alors partagés
en fusionnant les graphes d’exécution des requêtes identifiées. Cette tâche admet typiquement les
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mêmes critères d’évaluation et d’optimisation que la précédente. Elle peut être menée à bien de
manière indépendante à la réception d’une demande client ou être incluse dans le placement.
Dans l’illustration de la figure 3.9, les graphes d’exécutions des deux requêtes sont fusionnés selon
le motif commun A→ C, les opérateurs A et C étant alors partagés.
3.3.2.3 Placement
Le placement désigne communément le mappage de chaque opérateur constituant une requête
sur les ressources computationnelles (physiques ou virtuelles) disponibles. Dans le contexte d’un
système de CEP multi-cloud, différents choix sont effectués à deux niveaux de granularité :
— Premièrement, un cloud est sélectionné pour l’exécution de chaque opérateur. Cette décision
repose typiquement sur des métriques agrégées.
— Ensuite, le nombre et le type de serveur requis sont définis avant de répartir les opérateurs
sur les différents processeurs disponibles.
Cette tâche est menée à bien lors du déploiement initial du système, lorsqu’une nouvelle requête
est enregistrée et, en général, à chaque fois qu’un processus de reconfiguration le nécessite. Par
exemple, un opérateur peut être dupliqué afin de paralléliser son exécution pour absorber une
charge trop importante, requérant alors une décision de placement pour la nouvelle instance de
l’opérateur.
3.3.2.4 Gestion de l’exécution
Cette étape réfère à la gestion autonome des requêtes durant leur exécution, au sens classique du
terme. Système et requêtes sont reconfigurés en réponse à divers évènements et changements de
contexte tels que des dépassement de seuil de QoS et/ou des pannes physiques ou logicielles.
Dans l’exemple de la figure 3.9, un nouveau serveur est provisionné, sur lequel l’opérateur I est
migré.
Ces transformations sont effectuées dans la phase d’exécution et peuvent nécessiter des prises de
décisions complexes.
3.3.3 Classification des opérateurs de CEP
Afin de faire face à la fragmentation des solutions techniques pour la définition d’opérateurs CEP,
il nous faut les abstraire tout en représentant leurs propriétés pertinentes à leur manipulation. Dans
le cadre d’une modélisation basée sur des graphes, ces propriétés seront reflétées par des attributs.
Par conséquent, nous décrivons dans cette section une classification innovante des opérateurs de
CEP se focalisant sur leurs propriétés de reconfiguration. Cette classification identifie les propriétés
d’un opérateur pertinentes pour sa gestion, permettant par la suite d’abstraire les objets manipulés
en exhibant uniquement ces informations. Ainsi, il est possible de spécifier des transformations et
politiques de reconfiguration de haut niveau, génériques et extensibles, théoriquement applicables
à tout opérateur convenablement classifié.
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L’abstraction par exhibition de propriétés pertinentes seulement est au cœur de la conception d’un
modèle survolant les solutions techniques disparates. En l’occurrence, les caractéristiques néces-
saires à la gestion d’opérateurs CEP sont leur modalités de partage et de duplication, ainsi que leur
comportement vis à vis des flux traités.
3.3.3.1 Modalités de partage
Ce critère détaille la capacité des opérateurs à être partagés par plusieurs requêtes. Cette caracté-
ristique est au cœur de l’étape de gestion dite d’optimisation de multiples requêtes, dans laquelle
des schémas opératoires communs sont recherchés. Si deux sous graphes de graphes d’exécution
sont isomorphes, ils peuvent être fusionnés (via une opération d’expansion) si les opérateurs les
constituant sont partageables.
Ce critère dépend principalement de l’implémentation d’un opérateur. Il est bien entendu possible
qu’un opérateur ne puisse pas du tout être partagé. Dans le cas contraire, ses propriétés vis à vis de
deux sous-catégories doivent être identifiées :
— Données :
— Fonctionnel : l’opérateur peut être partagé entre toute requête l’utilisant pour effectuer le
même traitement (même paramètres), que les données traitées soient les mêmes ou non.
— Source : l’opérateur ne peut être partagé qu’entre requête l’utilisant pour exécuter le
même traitement sur les mêmes données (même source ou flux d’entrée).
— Utilisateur :
— Multi-utilisateurs : l’opérateur peut être partagé par des requêtes de clients différents.
— Utilisateur unique : l’opérateur ne peut être partagé qu’entre des requêtes provenant du
même utilisateur.
3.3.3.2 Modalité de duplication
Ce critère décrit la capacité d’un opérateur à être cloné pour paralléliser son exécution et la dis-
tribuer sur plus de serveurs. Lorsqu’un opérateur peut être dupliqué, deux aspects doivent être
considérés : comment dispatcher le flux entrant entre les n instances de l’opérateur et comment
fusionner à nouveau chaque sous-flux après traitement.
Un opérateur ayant un flux d’entrée et n flux de sortie, permettant de séparer et dispatcher les flux
est appelé diviseur. Quatre type de diviseurs sont considérés :
— Aléatoire : les entrées sont dispatchées de manière aléatoire ou ne dépendant pas de leurs
propriétés (e.g., en fonction de l’état des différentes cibles potentielles).
— Selon attribut : les instances destinataires sont sélectionnées de manière déterministe en fonc-
tion de la valeur de certains de leurs attributs.
— Selon requête : les entrées sont séparées en fonction de leurs requêtes d’appartenance (e.g.,
après un traitement partagé).
— Utilisateur : l’utilisateur fournit une fonction de transmission sans en détailler les propriétés.
Notons qu’un séparateur aléatoire est plus contraignant que les autres : si un opérateur admet un
séparateur aléatoire, il peut également admettre des séparateurs selon attribut et/ou requête.
Similairement, les flux peuvent être à nouveau agrégés après traitement de trois manières diffé-
rentes :
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— Union : les flux sont transmis sur le même canal de sortie dans leur ordre d’occurrence.
— Union triée : les flux sont transmis sur le même canal de sortie, dans un ordre spécifié par une
fonction de tri sur certains de leurs attributs.
— Utilisateur : l’utilisateur fournit une fonction de transmission sans en détailler les propriétés.
3.3.3.3 Comportement
Cette sous-catégorie s’intéresse aux caractéristiques fonctionnelles d’un opérateur. Ces dernières
sont limitées à deux facteurs influençant tout particulièrement les stratégies d’optimisation du sys-
tème :
— Complexité : la complexité algorithmique de l’opérateur en fonction de la taille des flux en-
trants (traitement à complexité linéaire, polynomiale, logarithmique...).
— Sélectivité : réfère au ratio de la taille des sorties sur celles des entrées. Un filtre aura typique-
ment une sélectivité inférieure à 1, ce dernier transmettant partiellement son flux d’entrées.
3.3.3.4 Exemples d’opérateurs classifiés
Nous proposons ici d’introduire quelques opérateurs communs et de les classer à titre d’exemple.
Les opérateurs considérés sont décrits dans le tableau 3.2, d’après un modèle de flux classique [113]
consistant en un multi-ensemble d’éléments σ = 〈s, t〉, où s est une collection d’objets ayant une
forme Γ particulière, et t est son horodatage.
Nom Paramètres Description
Filtre p Transmet les σ satisfaisant un prédicat p
Transformation f(Γ1, Γ2) Change la forme des s de Γ1 à Γ2 en usant de la fonction f
Tri W, A Tri les σ en fonction de leurs attributs A
Union Retransmet tous les σ entrants vers un même canal
Fusion W1,W2,A Union de deux flux ignorant les occurrences multiples de σ
ayant les mêmes attributs A sur les fenêtresW1 etW2
N-Fusion W1, . . . ,Wn,A Fusion n-aire
Motif M Transmet les σ satisfaisant le motif évènementielM
Utilisateur ? Opérateur défini par l’utilisateur
TABLE 3.2 – Exemples d’opérateurs de CEP
Les opérateurs Tri, Fusion et N-Fusion appliquent un traitement à leurs entrées en les regroupant
par fenêtres. Le paramètreW décrit les caractéristiques de ce partitionnement (taille glissante de la
fenêtre...). Ces opérateurs reçoivent également un paramètre A spécifiant une liste d’attributs sur
lesquels les opérations doivent se baser. Par exemple, l’opérateur de tri range les σ d’après une
fonction d’ordre sur A.
Le tableau 3.3 caractérise ces opérateurs d’après la classification élaborée. Ces exemples permettent
plusieurs constats :
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Nom Partage Duplication Comportement
Données Utilisateur Dupl. Sep. Agr. Complexité Sel.
Filtre fonctionnel multiple vrai aléatoire union linéaire 6 1
Transfo. fonctionnel multiple vrai aléatoire union linéaire 1
Tri source multiple vrai aléatoire union triée linéaire 1
Union sources multiple faux linéaire 1
Fusion sources multiple vrai attributs union linéaire 6 1
N-Fusion sources multiple faux sur-linéaire 6 1
Motif source multiple ? utilisateur utilisateur ? ?
Utilisateur ? Non ? utilisateur utilisateur ? ?
TABLE 3.3 – Classification des opérateurs introduits
Partage. En règle générale, tous les opérateurs sans état (Filtre, Transformation...) peuvent être
partagés entre requêtes pour traiter des flux de sources distinctes, contrairement aux opérateurs à
états. En effet, il faudrait alors qu’un opérateur à état maintienne et gère plusieurs états en parallèle,
compliquant son implémentation et sa gestion.
Les opérateurs basiques peuvent généralement être partagés entre multiples utilisateurs, tandis
qu’un opérateur propriétaire ne le sera pas.
Comportement. La plupart des opérateurs de CEP ont une complexité linéaire au moins. Une
complexité moindre est rare ; les opérateurs considèrent au moins une fois chaque élément qu’ils
reçoivent.
Il est possible de comparer la sélectivité d’un opérateur à 1, mais souvent difficile d’obtenir un
nombre exact. À la réception de n et m évènements, un opérateur de fusion, par exemple, peut en
transmettre entre 1 et n+m.
3.3.4 Transformations et politiques d’auto-optimisation
Cette section fournit un échantillon des transformations et politiques d’auto-optimisation élaborée
pour QAM. Ces exemples sont pris dans le cadre de l’optimisation d’une requête isolée à la fin de
sa conception (mais dans la phase d’exécution du moteur CEPaaS), juste après sa définition par
un utilisateur. De ce fait, très peu d’informations contextuelles (état du système, débit des flux..)
sont accessibles. Cette phase d’optimisation et les politiques proposées ont pour objectif premier
la correction de non-optimalités dans la définition d’une requête. Celles-ci peuvent par exemple
apparaître du fait d’utilisateurs néophytes du CEP et des problématiques d’optimisation en géné-
ral, lors de l’utilisation de principes de conception haut niveau, ou lors de l’application d’autres
politiques de gestion autonome.
En particulier, nous introduisons tout d’abord le processus de duplication d’opérateurs avant de
spécifier deux politiques d’optimisations : la suppression d’un motif séparation/union inutile et le
traitement parallèle de sous-flux.
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3.3.4.1 Formalisation de requêtes
Les requêtes définies par les utilisateurs sont transformées en graphes (acycliques) attribués et
dirigés. Dans le graphe résultant, les nœuds représentent des opérateurs et les arcs des flux de
données/évènements. Les attributs de ces éléments reflètent leurs propriétés pertinentes dont : le
nombre et les identifiants des sources, requêtes et utilisateurs d’appartenance pour les arcs ; pour
les opérateurs, leur caractérisation au sein de la classification proposée. Par soucis de lisibilité, les
simplifications suivantes sont adoptées, celles-ci n’introduisant ni imprécision ni ambiguïté.
Premièrement, seuls les attributs intervenant dans les transformations décrites sont représentés,
c’est à dire :
1. Id, un identifiant unique.
2. Nom (chaîne de caractères), le nom de l’opérateur.
3. Duplicable ∈ {"Vrai", "Faux"}, un booléen reflétant le caractère duplicable de l’opérateur.
4. Séparateur et 5. Agrégateur, les noms des opérateurs (de type séparateur et agrégateur, res-
pectivement) à déployer lors d’une duplication.
Les agrégateurs et séparateurs ne possèdent qu’un seul attribut : leur nom. De plus, les domaines
de définition des attributs seront implicités.
Finalement, les attributs des arcs ne sont pas illustrés. Dans le cas de l’optimisation d’une requête
isolée, les flux apparaissant proviennent nécessairement d’une même requête, et donc d’un même
client.
3.3.4.2 Duplication d’opérateurs
La duplication d’opérateurs est une procédure d’adaptation classique basique permettant de par-
tager la charge que représente l’exécution d’un opérateur sur plusieurs serveurs. Elle consiste à
cloner un opérateur, diviser son flux d’entrée entre chacun des clones puis de les fusionner après
traitement.
Ce processus peut être défini par deux transformations basiques du systèmes, c’est à dire deux actions
accomplissant un objectif spécifique de bas niveau n’améliorant pas nécessairement le système.
Duplication initiale. Il s’agit de remplacer une unique instance d’un opérateur par deux clones,
le séparateur et l’agrégateur appropriés étant alors déployés. Les extrémités des flux d’entrée et de
sortie de l’opérateur initial doivent également être modifiées, le séparateur devenant la destination
des entrées et l’agrégateur la source des sorties.
Ces modifications ne dépendent pas des attributs de l’autre extrémité ni de ceux de l’arc. Il serait
alors fastidieux et peu extensible de définir une instruction de connexion de type edNCE [65] pour
chaque combinaison d’attributs. Par conséquent, cette duplication initiale s’effectue en trois temps.
Dans un premier temps, il s’agit de déployer le motif objectif. L’opérateur initial est conservé pour
permettre la redirection des flux dans la suite. La figure 3.10 illustre les parties droite et gauche
de la règle de réécriture de graphe rinitdupli(id) spécifiant cette première étape. Le paramètre id pré-
cise (l’identifiant de) l’opérateur à dupliquer. Le morphisme associé est caractérisé par la fonction
associant le nœud v1 de sa partie droite au nœud noté v1 de sa partie gauche. Dans la suite, les mor-
phismes caractérisant chaque règle de réécriture sont implicites et associent les nœuds de même
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id, nom,
"vrai", sep, agr
id1, nom,
"vrai", sep, agr
id2, nom,
"vrai", sep, agr
sep agr
L R
v1
v3
v2
v4 v5
id, nom,
"vrai", sep, agr
v1
FIGURE 3.10 – rinitdupli(id), duplication initiale
nom. Notons que cette transformation est applicable à tout opérateur pouvant être dupliqué (son
troisième attribut étant fixé à "Vrai").
Ensuite, chaque flux d’entrée est redirigé vers le séparateur en répétant la règle rEdupli(id, id1) de la
figure 3.11a. L’agrégateur devient après la source de chacune des sorties par applications répétées
de rSdupli(id, id1) définie dans la figure 3.11b.
id1, nom,
"vrai", sep, agrsep
v2
id, nom,
"vrai", sep, agr
v1
v3
v4
id1, nom,
"vrai", sep, agrsep
v2
id, nom,
"vrai", sep, agr
v1
v3
v4
(A) rEdupli(id, id1), redirection d’une entrée
id1, nom,
"vrai", sep, agr agr
v2
id, nom,
"vrai", sep, agr
v1
v3
v4
id1, nom,
"vrai", sep, agr agr
v2
id, nom,
"vrai", sep, agr
v1
v3
v4
(B) rSdupli(id, id1), modification de la source d’une sortie
FIGURE 3.11 – Modifications des flux
Finalement, l’opérateur initial est supprimé à l’aide de la règle rfindupli(id) représentée dans la fi-
gure 3.12.
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id, nom,
"vrai", sep, agr
v1
FIGURE 3.12 – rfindupli(id), fin de duplication
Ce processus est décrit dans l’algorithme 3.1 ci-dessous.
Fonction duplication
Données : G, le graphe représentant la requête considérée.
id, l’identifiant de l’opérateur à dupliquer.
début
appliquer rinitdupli(id) à G
idClone← id1
pour chaque homomorphisme h : LrEdupli(id,idClone) → G faire
appliquer rEdupli(id, idClone) à G selon h
fin
pour chaque homomorphisme h : LrSdupli(id,idClone) → G faire
appliquer rSdupli(id, idClone) à G selon h
fin
appliquer rfindupli(id) à G
fin
ALGORITHME 3.1 - Duplication d’un opérateur
Addition d’une instance. Ce procédé consiste à incrémenter le nombre d’instances d’un opéra-
teur dupliqué.
Cette transformation est caractérisée par la règle de réécriture radddupli(id), définie dans la figure 3.13.
De même que dans la règle précédente, le paramètre id identifie l’opérateur ciblé.
id, nom,
"Vrai", sep, agr
sep agr
v1 v2 v3
v4
id, nom,
"Vrai", sep, agr
sep agr
v1
v2
v3
id1, nom,
"Vrai", sep, agr
FIGURE 3.13 – radddupli(id), copie d’un opérateur dupliqué
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3.3.4.3 Suppression d’un motif agrégateur/séparateur inutile
Cette politique d’optimisation décrit la suppression d’un motif composé d’un agrégateur suivi d’un
séparateur, noté motif A/S, lorsque ce motif est inutile. Plus particulièrement, n flux d’entrée sont
fusionnés puis directement séparés en m flux de sortie. Ce motif est superflu lorsque les deux
conditions suivantes sont remplies :
1. L’agrégateur ne modifie pas les flux le traversant. D’après la classification, seul un opérateur
Union satisfait cette condition.
2. Le séparateur ne doit pas discriminer les flux de manière à introduire des informations sup-
plémentaires dans ses sorties. Conséquemment, un séparateur selon requête (respectivement,
selon utilisateur) est acceptable si et seulement si toutes ses entrées appartiennent à la
même requête (resp. au même utilisateur). Dans le cadre de l’optimisation de requête isolée,
chaque flux appartient nécessairement à la même requête et au même utilisateur. Ainsi, les
séparateurs selon requête ou utilisateur satisfont cette condition. Les séparateurs aléatoire
sont quant à eux toujours acceptables.
Pour ne pas introduire de problématique d’équilibrage de charge, nous supposons dans la suite
que n = m.
Fonction supprAS
Données : G, le graphe représentant la requête à optimiser.
AcceptSep, l’ensemble des séparateurs acceptables.
/* Dans le cas de l’optimisation d’une requête isolée, AcceptSep = {"Aléatoire",
"Selon utilisateur", "Selon requête" } */
début
/* Étape 1 : contournement de tout motif A/S inutile */
pour chaque sep ∈ AcceptSep faire
pour chaque homomorphisme h : Lr1
A/S
(sep) → G faire
appliquer r1A/S(sep) à G selon h
fin
fin
/* Étape 2 : suppression des motifs A/S isolés */
pour chaque homomorphisme h : Lr2
A/S
→ G faire
si r2A/S est applicable à G selon h alors
appliquer r2A/S à G selon h
fin
fin
fin
ALGORITHME 3.2 - Suppression des motifs A/S inutiles
L’algorithme 3.2 détaille la procédure supprimant tous les motifs A/S inutiles. Elle se déroule en
deux étapes. Premièrement, chaque motif A/S inutile est contourné par des applications succes-
sives de la règle r1A/S(nom) définie dans la figure 3.14.
Ensuite, chaque motif isolé est supprimé en appliquant la règle r2A/S illustrée dans la figure 3.15.
Cette dernière comporte deux conditions d’application négative représentées en pointillés et tirets
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nom"Union"
v1
v2 v3
v4
nom"Union"
v1
v2 v3
v4
FIGURE 3.14 – r1A/S(nom) : contournement d’un motif A/S inutile
nom"Union"
v1 v2
v1nac v
2
nac
FIGURE 3.15 – r2A/S : suppression d’un motif A/S inutile
rouges. Elles spécifient que l’opérateur d’union n’a aucun flux d’entrée et que le séparateur (ou
agrégateur) suivant n’a pas de sortie.
L’application de cette politique est informellement illustrée dans la figure 3.9. Supposons que, dans
la requête de l’utilisateur 1, les opérateurs D et E représentent une union et un séparateur aléatoire,
respectivement. Les sorties de B et C sont directement transmises à F et G, respectivement, et le
motif D→ E est supprimé.
3.3.4.4 Traitement de sous-flux
Cette politique d’optimisation transpose au CEP une stratégie classique consistant à diviser un
problème en plusieurs sous-problèmes pour traitement. Dans le contexte actuel, nous considérons
un opérateur O traitant un flux résultant d’une agrégation de n flux. Cette situation est illustrée
dans la figure 3.16a où O est représenté par v1. Dans l’idéal, l’opération devrait être parallélisée et
conduite sur chaque flux pré-agrégation : les places d’O et de l’agrégateur devraient être échangées
afin d’atteindre une situation telle qu’illustrée dans la figure 3.16b.
Dans les faits, cette transformation est équivalente à n duplications d’O (voir figure 3.16c), suivie
de la suppression d’un motif A/S inutile. Elle est donc applicable si :
1. O peut être dupliqué.
Chapter 3. Représentation de systèmes dynamiques basée sur les graphes 58
2. le motif A/S introduit lors de la duplication d’O est inutile. Nous avons vu précédemment
qu’il faut alors :
(a) que l’agrégateur initial soit une union.
(b) que le séparateur introduit lors de la duplication d’O soit "Aléatoire", ou, dans le cas de
l’optimisation d’un requête isolée, "Selon utilisateur" ou "Selon requête"
id, nom,
"Vrai", sep, agr
"Union"
v1
v0
(A) Situation initiale
id1, nom,
"Vrai", sep, agr
agr
v1
idn, nom,
"Vrai", sep, agr
.
.
.
vn
vn+1
(B) Situation finale souhaitée
id1, nom,
"Vrai", "sep", agr
agr
v1
.
.
.
vn
vn+2
"Union" "sep"
v0
vn+1
idn, nom,
"Vrai", "sep", agr
(C) Situation intermédiaire
FIGURE 3.16 – Scénario de traitement de sous-flux
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Cette politique peut ainsi être formalisée par l’algorithme 3.3, où Ginit(sep) est le graphe de la
figure 3.16a, son paramètre fixant la valeur du nom du séparateur noté sep dans les figures.
Données : G, le graphe représentant la requête à optimiser.
AcceptSep, l’ensemble des séparateurs acceptables.
début
/* Étape 1 : détection et duplication */
pour chaque sep ∈ AcceptSep faire
pour chaque homomorphisme h : Ginit(sep)→ G faire
/* Récupération de l’id du nœud à dupliquer */
idOp← id
/* Récupération du demi degré entrant de l’union initiale (i.e., du
nombre d’arcs entrants dans le noeud représentant l’union initiale)
*/
n← |{e ∈ EG|∃v ∈ VG, e = (v,h(v0))}|
duplication(G, idOp) pour i←2 à n faire
appliquer radddupli(idOp) à G
fin
fin
fin
/* Étape 2 : suppression des motifs inutiles ainsi créés */
supprAS(G,AcceptSep)
fin
ALGORITHME 3.3 - Transformation pour traitement de sous-flux
3.3.5 Discussion
La première politique de gestion introduite décrit l’identification et la suppression d’opérateurs
inutiles. Elle améliore donc nécessairement le système, tant d’un point de vue performance par la
suppression d’opérations que de son coût par la suppression d’opérateurs.
La seconde politique transpose au CEP une stratégie d’optimisation classique, "diviser pour mieux
régner". Plus précisément, il s’agit de diviser un problème en sous-problèmes, afin d’effectuer plu-
sieurs traitements de tailles réduites. Cette stratégie comporte deux intérêts majeurs. Tout d’abord,
elle permet de paralléliser le dit traitement. Deuxièmement, elle implique un fort gain d’effica-
cité dans le cas d’un traitement dont la complexité est sur-linéaire. Rappelons à ce sujet qu’il est
extrêmement rare pour un opérateur de CEP de posséder une complexité sous-linéaire (i.e. loga-
rithmique ou constante). Cette politique améliore ainsi la performance du système, bien que le
déploiement d’opérateurs supplémentaires puissent entraîner un surcoût.
Ces deux politiques sont donc pertinentes dans le cadre de l’amélioration d’au moins un des as-
pects du système, et s’inscrivent ainsi dans le cadre de son auto-optimisation. La seule question en
suspens est l’ampleur de l’amélioration induite. Une évaluation (circonstancielle car dépendante
de la configuration, de la nature exacte des opérateurs impliqués...) n’est pas fournie ici ; elle est en
court de réalisation dans le cadre de l’implémentation de QAM, la collaboration avec la Western
University se poursuivant.
Il est également intéressant de souligner l’exemple fournit vis à vis de l’introduction, lors d’une
transformation de haut niveau, d’un motif trivialement inefficace. En effet, nous avons vu comment
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une duplication peut entraîner l’apparition d’un motif A/S inutile dans le cadre de la politique per-
mettant le traitement de sous-problèmes (sa suppression étant immédiatement prévue dans cette
politique).
3.4 Conclusion du chapitre "auto-optimisation"
Dans ce chapitre, nous élaborons les bases du méta modèle utilisé tout au long de ce manuscrit.
Ce modèle est ensuite illustré et appliqué dans le cadre de la conception d’un moteur de CEPaaS in-
cluant des problématiques d’auto-optimisation considérant les performances du système de même
que sa consommation énergétique.
L’approche adoptée est basée sur les graphes, un formalisme universel couramment utilisé pour la
spécification d’un vaste panel de systèmes. Dans ce cadre, les graphes représentent des états du sys-
tème étudié, aussi appelés configurations. Les évolutions et transformations du système peuvent
alors être caractérisées par des transformations de graphes, et en particulier des règles de réécri-
ture de graphe. Celles-ci se basent sur l’existence de relations entre graphes, liées par exemple à
l’existence de motifs communs.
Nous nous inscrivons dans la continuité de tentatives de traduction d’approches catégorielles en
une vue ensembliste et opérationnelle, concrète et proche de l’implémentation. Nous adoptons ainsi
les bases du modèle proposé dans [6] , vis à vis desquelles nous apportons un certain nombre de
contributions récapitulées dans le tableau 3.4.
Concept Contribution
Ensemble d’identifications formalisation
Unification d’attributs formalisation utilisant le concept précédent
Ensemble d’identifications consistant formalisation
Unification d’éléments 1) formalisation utilisant les concepts précédents
2) extension permettant aux deux éléments
de posséder des attributs variables
Affectation formalisation utilisant les concepts précédents
Morphisme 1) formalisation
2) extension pour intégration d’attributs
variables dans les deux graphes
3) extension pour prise en compte
d’attribution partielle
4) extension à des relations non injectives
5) introduction de la notion de cohérence pour
conserver la propriété de transitivité des morphismes
Compatibilité introduction de la relation
Restriction et Expansion introduction de l’opération
Règle de réécriture formalisation utilisant les concepts précédents
TABLE 3.4 – Récapitulatif des contributions de formalisation
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En particulier, le formalisme résultant s’étend à présent à l’attribution partielle, aux relations non
injectives et aux attributs variables. Son aspect visuel facilite une compréhension intuitive de si-
tuations complexes. En effet, une proportion significative des termes introduits sont "internes". Bien
que nécessaire à la formalisation du modèle, un architecte logiciel peut les ignorer. Le tableau 3.5
résume les principaux éléments visibles par un architecte/utilisateur et leur correspondance dans
un système réel.
Concept Formalisation
Composant/Constituant élémentaire Nœud attribué
Connexion/Relation Arc attribué
Propriété Attribut
Configuration/État du système à un instant donné Graphe partiellement attribué
Transformation/Évolution du système Règle de réécriture de graphe
TABLE 3.5 – Récapitulatif de la formalisation des différents concepts liés aux systèmes dynamiques
Après l’avoir introduit, nous appliquons et illustrons ce modèle dans le cadre de la réalisation d’un
moteur "CEPaaS", une solution innovante de traitement d’évènements complexes (CEP) en tant que
service dans des environnements multi-clouds. Plus particulièrement, nous concevons et décrivons
ici le module d’analyse et de gestion de requêtes (QAM), le gestionnaire autonome du moteur dont
une première description a fait l’objet d’une publication [119]. Grâce à une représentation haut
niveau abstrayant opérateurs et requêtes, QAM s’affranchit en particulier de leurs langages de
définition. Sa conception modulaire permet son adoption par la majorité des systèmes CEP.
Dans un premier temps, nous identifions les quatre différentes étapes du cycle de vie et de la
gestion d’une requête, à savoir : l’optimisation de requêtes isolées juste après leur définition ; l’op-
timisation de multiples requêtes par le partage de motifs opérationnels commun ; le placement des
opérateurs sur les ressources physiques disponibles ; la gestion de l’exécution. Chaque étape cor-
respond à un contexte, des problématiques et des méthodes de gestion différentes.
L’abstraction et l’exhibition d’uniquement des propriétés pertinentes est au cœur de la conception
d’un modèle survolant les solutions techniques disparates. Pour les identifier, nous proposons une
classification novatrice des opérateurs de CEP se focalisant sur leurs propriétés de reconfiguration.
Cette classification permet ainsi la spécification de transformations et politiques extensibles, in-
dépendantes des langages de description et théoriquement applicables à tout opérateur conve-
nablement classifié.
Finalement, nous détaillons trois exemples de transformations et politiques d’auto-optimisation
élaborée pour QAM dans le cadre de l’optimisation d’une requête isolée : la duplication d’un opé-
rateur ; l’identification et la suppression d’opérations inutiles ; la parallélisation de traitement.
L’implémentation de l’intégralité du gestionnaire pour répondre à l’ensemble des phases identifiés
est en cours dans le cadre d’une collaboration avec la Western University, Ontario, Canada. Nous
visons en particulier une évaluation expérimentale du temps nécessaire à la conduite d’une poli-
tique de reconfiguration ainsi que des gains et compromis qu’elle induit en terme de qualité de
service et de consommation d’énergie.

Chapitre 4
Préservation d’un style architectural par
construction
Application à l’auto-protection d’architectures dynamiques
4.1 Introduction
La propriété d’auto-protection 1 permet à un système de conserver son intégrité en se protégeant à
différents niveaux [120].
Le premier, qualifié d’auto-protection externe, consiste à se prémunir contre tout évènement exo-
gène menaçant la survie du système, comme une attaque malicieuse. Un grand nombre de mé-
thodes et techniques de sécurité vont en ce sens : détection et lutte contre les intrusions et attaques,
protection et anonymisation de données...
Au contraire, le second type d’auto-protection, dit interne, est souvent passé sous silence [120].
Proche de la sûreté de fonctionnement, il consiste à protéger le système de lui-même, ou, plus pré-
cisément, des évolutions engagées dans le cadre de sa gestion autonome : il s’agit d’assurer que
ces dernières maintiennent le système dans un état cohérent. Cette considération est sous-jacente à
chacune des propriétés self-*.
Ainsi, l’auto protection interne doit être mise en œuvre par toute politique de gestion autonome,
quelle que soit la propriété qu’elle implémente. Par conséquent, elle constitue l’objet principal des
contributions exposées dans ce chapitre.
Nous élaborons dans la suite une méthodologie permettant la construction et la caractérisation
générative de règles de transformations correctes par construction dont l’application préserve né-
cessairement la correction du système. L’auto-protection interne d’un système peut ainsi être effi-
cacement assurée en utilisant, dans les politiques autonomes de reconfiguration, uniquement des
transformations "correctes par construction".
Avant tout, il convient de fixer la notion de correction. Du fait de leur nature, la description de
systèmes dynamiques ne peut se limiter à une seule configuration ; elle doit couvrir le champ des
états acceptables. Ce champ peut être caractérisé par un style architectural, qui qualifie ce qui est
correct et ce qui ne l’est pas. La section 4.2 introduit les grammaires de graphes, le formalisme utilisé
1. en anglais : self-protection
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pour la spécification de styles architecturaux, ainsi que les divers types de corrections considérés
ici.
Les grammaires de graphes offrent une définition générative de l’ensemble des configurations cor-
rectes sous la forme d’un système de réécriture intégrant des règles de réécriture. Ainsi, la caracté-
risation d’un style architectural fournit également un ensemble initial de transformations correctes.
Il s’agit par la suite de générer, à partir de cet ensemble, de nouvelles règles correctes. Pour ce faire,
nous introduisons dans la section 4.3 des opérations sur les règles de réécriture et montrons qu’elles
préservent leur correction sous certaines conditions que nous étudions. Conformément au point de
vue ensembliste et opérationnel adopté précédemment, nous proposons des méthodes concrètes
pour l’implémentation et l’exploitation de ces opérations.
4.2 Systèmes dynamiques et correction
4.2.1 Styles architecturaux et correction
4.2.1.1 Caractérisation des styles architecturaux : les grammaires de graphes
Les grammaires de graphes, introduites dans la section 2.3.2, ont pour origine les grammaires gé-
nératives de Chomsky. De telles grammaires sont en général spécifiées par un axiome, des termes
terminaux et non-terminaux et un ensemble de règles de réécriture (de chaînes de caractères) ap-
pelées productions de la grammaire.
Exemple 4.1. Considérons une grammaire simple comportant un terme non terminal B, deux termes termi-
naux a et b ainsi que l’ensemble de productions p1 : AX→ aB, p2 : B→ bB et p3 : B→ b.
Cette grammaire caractérise le langage contenant les mots décrits par l’expression rationnelle ab+, c’est-à-
dire l’ensemble des mots composés de la lettre a suivie de n occurrences de b où n ∈ N. abbb, par exemple,
peut être obtenu à partir de l’axiome en appliquant p1, deux fois p2, puis p3.
Grâce à la réécriture de graphe, ces grammaires peuvent être transposées aux graphes comme suit.
Définition 4.1. (Grammaire de graphe) Une grammaire de graphe est définie par un système
(AX,NT , T ,P) où
1. AX est l’axiome. Il peut être représenté soit par un nœud fictif soit par un graphe symboli-
sant le motif minimal de l’application (un client et un serveur pour une application client/-
serveur, par exemple).
2. NT est l’ensemble des types de nœuds non terminaux.
3. T est l’ensemble des types de nœuds terminaux.
4. P est un ensemble de règles de réécriture de graphes appelées productions de la grammaire.
Ces règles sont constituées des termes de la grammaire, de sorte que tout nœud d’une pro-
duction est unifiable avec au moins un terme de T ou NT .
Une des particularités les plus notables de ces grammaires est leur aspect génératif. Ainsi, un en-
semble de règles de transformation rentre dans la caractérisation même d’un style architectural.
Elles sont liées à la spécification des configurations correctes comme le précise la définition sui-
vante.
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Définition 4.2. (Instance d’une grammaire de graphe) Une instance d’une grammaire (AX, NT ,
T , P) est un graphe G1 isomorphe selon (fi, Ii) à un graphe G2 pouvant être obtenu à partir de
l’axiome AX en appliquant une suite de règles de production de P, tel que G1 est invariant pour
AffIi .
Si elle est exempte de nœud unifiable avec un élément de NT , elle est dite consistante.
Afin de modéliser la génération des instances d’une grammaire de graphe, on peut s’appuyer sur
un graphe d’état. AGG [27] et GROOVE [28], par exemple, proposent la génération automatique
d’un tel graphe. Les nœuds de ce type de graphes représentent alors une instance de la grammaire
et ses arcs des transformations résultantes de l’application d’une de ses règles de production.
Définition 4.3. (Graphe de génération) Le graphe de génération d’une grammaire de graphe Gr =
(AX,NT , T ,P) est le graphe G = (V ,E,Att) où
1. V est l’ensemble des instances de Gr.
2. E ⊆ V2 est un ensemble d’arcs attribués par Att tels que :
(a) ∀e ∈ E, (|Atte| = 2)∧ (De1 = P)∧ (De2 est l’ensemble des morphismes 2) ∧Const(Atte1 )∧
Const(Atte2 ).
(b) ∀(v1, v2) ∈ V2, (v1, v2) ∈ E⇒ A(v1,v2)1 _A(v1,v2)2 (v1) = v2.
Ce graphe de génération peut être utilisé comme modèle de déploiement, considérant qu’il illustre
toutes les séquences possibles de transformations permettant de générer chaque configuration. Sa
construction peut être longue, mais elle se passe en phase de conception du système. En outre, ce
graphe est invariable pour un style donné et est indépendant du contexte et des évènements se
déroulant pendant la phase d’exécution.
4.2.1.2 Correction
Le standard ISO/IEC/IEEE-42010 [12] traitant de la description d’architectures leur prête 19 uti-
lisations fondamentales. L’une d’entre elles est la définition d’un style architectural, plus précisé-
ment "la spécification d’un groupe de systèmes [de configurations] partageant des propriétés communes
(tel qu’un style architectural)" 3. Un tel style décrit les organisations acceptables des éléments d’un
système. Ainsi, la spécification du style constitue la base axiomatique de la notion de correction ; sa
validité n’est pas questionnée. À un instant donné, un système, ou une application, est donc dans
un état correct s’il se conforme au style architectural le spécifiant. Une configuration est par consé-
quent correcte vis à vis d’un style architectural si c’est une instance de la grammaire le spécifiant.
Afin de maintenir la cohérence et la stabilité du système, ses évolutions (au moins celles gérées par
le gestionnaire autonome) doivent préserver sa correction. Une règle de réécriture est dite correcte
lorsque son application maintient nécessairement le système dans un état acceptable. En d’autres
termes, si une transformation correcte vis à vis d’un style architectural est applicable à une configu-
ration s’y conformant, le résultat de son application s’y conforme également. La définition suivante
traduit ces considérations dans le contexte présent.
Définition 4.4. (Transformation correcte) Une règle de réécriture r est dite correcte vis à vis d’une
grammaire GG (ou du style caractérisé par GG) si l’ensemble des instances de GG est clos pour r :
l’application de r à une instance de GG produit nécessairement une instance de GG.
2. homomorphismes ou isomorphismes de sous graphes, le cas échéant
3. "specifying a group of systems sharing common features (such as architectural styles)"
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En particulier et par définition, toute règle de production d’une grammaire est correcte vis à vis
du style architectural qu’elle caractérise. En effet, l’application d’une production p à un graphe
pouvant être obtenu à partir de l’axiome AX en appliquant une suite s de règles de production
résulte en un graphe pouvant être obtenu à partir de AX en appliquant la suite de productions
formée par la concaténation de p à s.
Remarque 4.1. Il est possible de renforcer la notion de correction en imposant aux instances du style
d’être en sus consistantes (c’est à dire exempte de terme non terminal). Dans le cadre particulier de
la conservation de la correction par des règles, une telle restriction importe peu. Dans ce nouveau
contexte, il suffirait, pour qu’une règle soit correcte, d’ajouter aux conditions présentées dans la
suite la non-introduction d’un terme temporaire.
4.2.2 Exemple illustratif : une application distribuée à contexte dynamique
4.2.2.1 Description
Afin de clarifier et d’illustrer les concepts introduits dans ce chapitre, une application concrète et
réelle y est utilisée comme exemple. DIET 4 [121] est un répartiteur de charge hiérarchique per-
mettant de dispatcher des tâches sur une infrastructure distribuée, telle une grille ou un nuage.
Ce logiciel, initialement développé au sein du Laboratoire de l’Informatique du Parallélisme 5, est
intégré à SysFera-DS 6, une solution industrielle pour la gestion et la fédération d’environnements
hybrides de calcul haute performance.
L’architecture de DIET est composée d’un ensemble d’agents : des agents maîtres, désignés sous le
terme MAs 7, gèrent un groupe de serveurs applicatifs fournissant divers services, nommés SEDs 8.
Cette gestion s’effectue à travers aucune, une ou plusieurs strates d’agents de couches, appelés LAs
(pour Layer Agents) et assurant la scalabilité de l’architecture. Les communications entre agents
sont assurées par un service de nommage omniRB, abrégé en OMNI. Les MAs sont à l’écoute de
requêtes clients et les assignent, à l’aide des LAs, aux meilleurs SEDs proposant les services deman-
dés. Une telle architecture se prête à l’adoption d’une vue orientée composants. En outre, son ca-
ractère distribué et la nature fluctuante des requêtes clients et des disponibilités matérielles rendent
son contexte d’exécution changeant, impliquant la nécessité d’adaptations structurelles au travers
de reconfigurations du système.
Dans [21], DIET est décrite en utilisant des diagrammes de classes. Cette caractérisation pose deux
restrictions majeures. Premièrement, la gestion de la correction s’effectue par la vérification a poste-
riori de contraintes de style. Ainsi, des roll-backs peuvent s’avérer nécessaires lorsque ces dernières
ne sont pas satisfaites. Deuxièmement, le fait qu’un LA puisse en gérer un autre ne pouvait pas
être traduit dans le diagramme de classes, excluant les configurations exhibant plusieurs strates de
LAs.
Il est à noter que, dans une architecture comportant plusieurs MAs, chaque MA gère son propre
ensemble de SEDs et de LAs. Ainsi, si l’on excepte les liaisons vers l’OMNI et celles entre MAs,
l’architecture globale présente une structure de forêt (i.e., un ensemble d’arbres). Par conséquent,
considérer une architecture simplifiée comportant un seul MA n’entraîne pas de perte de généralité.
4. Distributed Interactive Engineering Toolbox
5. www.ens-lyon.fr/LIP/
6. www.sysfera.com/sysfera-ds.html
7. Master Agents
8. SErver Daemons
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MA
LA
SEDSED
LA
SEDSED
SED
Omni
LA
MA
LA
SEDSED
LA
SEDSED
SED
LA
FIGURE 4.1 – Vue logique d’une configuration de DIET, avec et sans service de nommage.
Pour le moment, cette architecture simplifiée sera donc adoptée. Ses caractéristiques principales
sont :
1. Lors de son déploiement, chaque composant est déclaré à l’OMNI.
2. Chaque LA et chaque SED a exactement un supérieur hiérarchique, son nœud parent dans
le sous arbre du graphe.
3. Chaque MA et chaque LA gèrent au moins un composant. Cette condition peut être triviale-
ment étendu à n’importe quel nombre.
La figure 4.1 offre un exemple de l’apparence d’une configuration de DIET, avec et sans OMNI.
Les attributs suivants seront pris en considération :
1. Un identifiant unique pour chaque composant.
2. La nature de chaque composant.
3. Pour chaque SED, l’ensemble des services qu’il peut fournir.
4.2.2.2 Caractérisation
Cette section est dédiée à la définition de la grammaire de graphe spécifiant sans ambiguïté le
style architectural lié à DIET. Il s’agit, dans un premier temps, de définir les archétypes des nœuds
intervenant dans la grammaire, puis ses règles de production.
Axiome. Ici, l’axiome est purement théorique et sera représenté par un nœud noté AX.
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Termes terminaux. Ces termes définissent des types de nœud en précisant un motif d’attributs
qu’ils partagent.
Soit Nat l’ensemble des types de composants, {"OMNI", "MA", "LA", "SED"}. Soit ID l’ensemble
des valeurs que peut prendre l’identifiant unique d’un composant. Soit S l’ensemble des services
pouvant être assurés. Un SED peut potentiellement offrir plusieurs services, l’attribut correspon-
dant étant par conséquent un élément de Serv, l’ensemble des parties de S.
Le service de nommage étant unique, il ne nécessite pas d’identifiant. Son seul attribut est donc
relatif à sa nature, et l’archétype To = vo(("OMNI",Nat)).
Les agents (LA ou MA) possèdent des attributs de natures similaires : un identifiant et la nature du
composant. Ils sont regroupés sous l’archétype Ta = va( (id, ID), (nat,Nat)).
Les SEDs possèdent en sus un attribut relatif aux services fournis, qui est un élément de Serv.
L’archétype lié aux SEDs est Tsed = vsed((id, ID), ("SED",Nat), (s,Serv)).
Productions. Les règles de production de la grammaire de graphe formalisent la construction
de ses instances en définissant quand et comment un composant peut être déployé. En outre, la
grammaire sera définie telle que chaque arc entre deux composants possède deux attributs relatifs
à la nature de sa source et de sa destination.
AX
(id, ID),
("MA",Nat)
("OMNI", Nat)
("MA", Nat),
("Omni", Nat)
"Temp"
v1
v2
v3
v0
Lp1 Rp1
FIGURE 4.2 – Initialisation (p1)
La première règle (p1) à définir est l’initialisation consommant le nœud axiomatique. Le service de
nommage et le MA sont alors déployés, ainsi qu’un nœud temporaire garantissant que le MA gère
au moins un composant. Ce nœud sera instancié plus tard en un LA ou un SED. Finalement, le MA
s’enregistre au service de nommage. Cette règle p1 = (Lp1
mp1−−−→ Rp1) est illustrée dans la figure 4.2.
Son morphisme associé, mp1 est caractérisé par la fonction dont le domaine et le codomaine sont
l’ensemble vide.
La règle de production p2, représentée dans la figure 4.3, modélise l’ajout d’un nœud temporaire
géré par le MA ou un LA. Ce nœud temporaire a pour vocation à être instancié en un LA ou un
SED. Son morphisme associé,mp2 est caractérisé par la fonction associant v1 ∈ VLp2 à v1 ∈ VRp2 .
L’instanciation d’un nœud temporaire en un LA ou un SED est décrite par les règles de production
p3 et p4, introduites dans les figures 4.5 et 4.4, respectivement. Le déploiement d’un SED ou d’un
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"Temp"
v1 v2
(id, ID),
(nat, Nat)
Lp2 Rp2
(id, ID),
(nat, Nat)
v1
FIGURE 4.3 – Ajout d’un nœud temporaire (p2)
LA implique son enregistrement au service de nommage. Comme un LA doit gérer au moins un
composant, un nœud temporaire est ajouté lors de l’instanciation correspondante. Les morphismes
associés à ces règles sont ceux allant du sous graphe de la partie gauche induit par {v1, v2} dans la
partie droite de la règle.
"Temp"
v1
v2
Lp3 Rp3
(id1, ID),
(nat, Nat)
("OMNI", Nat)
v3
(id2, ID),
("SED", Nat),
(s, Serv)
v1
v2
(id1, ID),
(nat, Nat)
("OMNI", Nat)
v4
(nat, Nat),
("OMNI, Nat)
(nat, Nat),
("OMNI, Nat)
("SED", Nat),
("OMNI, Nat)
(nat, Nat),
("SED", Nat)
FIGURE 4.4 – Instanciation d’un nœud non terminal en un SED (p3)
Grammaire de graphe caractérisant DIET Considérant les notations introduites dans cette sec-
tion, GGDIET , la grammaire de graphe spécifiant formellement DIET est définie telle que GGDIET
= (AXDIET ,NTDIET , TDIET ,PDIET ) où
NTDIET = {vtemp(("Temp", {"Temp"}))}, comme cela n’introduit pas d’ambiguïté, le domaine de
définition de l’unique attribut d’un nœud temporaire sera implicite,
TDIET = {To, Ta, Tsed},
PDIET =
⋃
i∈[1,4] pi.
Remarque 4.2. Il est intéressant de noter que, puisqu’une seule règle consomme l’axiome, ce dernier
aurait pu être défini comme étant le résultat de celle-ci plutôt qu’une entité purement théorique.
L’axiome aurait alors représenté un motif minimal de l’application.
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"Temp"
v1
v2
Lp4 Rp4
(id1, ID),
(nat, Nat)
("OMNI", Nat)
v3
(id2, ID),
("LA", Nat)
v1
v2
(id1, ID),
(nat, Nat)
("OMNI", Nat)
v4
("LA", Nat),
("OMNI", Nat)
"Temp"
v5
(nat, Nat),
("LA", Nat)
(nat, Nat),
("OMNI", Nat)
(nat, Nat),
("OMNI", Nat)
FIGURE 4.5 – Instanciation d’un nœud non terminal en un LA (p4)
Génération d’instances de la grammaire La figure 4.6 représente un sous-graphe du graphe de
génération de DIET qui est étendu et détaillé dans la figure 4.7. Les domaines de définitions des
attributs ainsi que les homomorphismes selon lesquels les règles de productions sont appliquées
n’ont pas été représentés, cela n’introduisant pas d’ambiguïté.
La configuration finale, notée G6, contient un serveur de nommage et un MA gérant un LA. Ce
dernier gère à son tour un SED et un LA sous lequel se trouve un deuxième SED. G6 peut être
obtenue en appliquant successivement à l’axiome la suite de règles de production (ri)i∈[1,6] où r1 =
p1, r2 = r5 = p4, r3 = r6 = p3 et r4 = p2.
En notant hi l’homomorphisme selon lequel ri est appliqué, on obtient donc
G6 = p3_h6.p4_h5.p2_h4.p3_h3.p4_h2.p1_h1(AX).
Notons Gi chacune des instances intermédiaires. On peut également écrire AX
(p1,h1)−−−−→ G1 (p4,h2)−−−−→
G2
(p3,h3)−−−−→ G3 (p2,h4)−−−−→ G4 (p4,h5)−−−−→ G5 (p3,h6)−−−−→ G6. Finalement, bien que chaque Gi soit une instance
de la grammaire, et donc une configuration correcte de DIET, G3 et G6 sont les seules à ne pas
contenir de terme non terminal, et donc à être des instances consistantes.
AX G1 G2
G4
G3
G5G6
"p1", h1 "p4", h2 "p3", h3
"p2", h4
"p4", h5"p3", h6
FIGURE 4.6 – Sous graphe du graphe de génération relatif à DIET
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"OMNI"
"Temp"
"MA",
"OMNI"
AX
p1
id1, "MA"
id2, "LA"
"Temp"
p4
p3 p2
p4
"OMNI"
id1, "MA"
id2, "LA" "OMNI"
id1, "MA"
id3, "SED",
s1
"LA",
"SED"
"LA",
"OMNI"
"MA",
"LA"
id2, "LA" "OMNI"
id1, "MA"
"MA",
"OMNI"
id3, "SED",
s1
"SED",
"OMNI"
"LA",
"SED"
"Temp"
id4, "LA"
p3
"LA",
"LA"
id5, "SED",
s2"LA", "OMNI"
G1 G2
G3 G4
G5 G6
"MA",
"OMNI"
"LA",
"OMNI"
"MA",
"LA"
"MA",
"LA"
"MA",
"OMNI"
"LA",
"OMNI"
"SED",
"OMNI"
id2, "LA" "OMNI"
id1, "MA"
id3, "SED",
s1
"LA",
"SED"
"MA",
"LA"
"MA",
"OMNI"
"LA",
"OMNI"
"SED",
"OMNI""Temp"
"LA",
"OMNI"
"MA",
"LA"
id2, "LA" "OMNI"
id1, "MA"
"MA",
"OMNI"
id3, "SED",
s1
"SED",
"OMNI"
"LA",
"SED"
id4, "LA"
"LA",
"LA"
"LA", "OMNI"
"LA",
"SED"
"SED", "OMNI"
FIGURE 4.7 – Génération d’une configuration correcte de DIET
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4.3 Construction et caractérisation générative de transformations cor-
rectes
L’auto-protection interne d’un système peut ainsi être assurée si toute transformation intervenant
dans une politique de reconfiguration est correcte. Or, la caractérisation d’un style fournit un en-
semble de transformations correctes par définition, à savoir les productions de la grammaire. L’in-
troduction d’opérations préservant la correction des règles permet donc de générer, à partir de cet
ensemble initial, de nouvelles règles correctes. Ce mécanisme permet ainsi la caractérisation généra-
tive et la création de règles de transformations correctes par construction pour un style architectural
quelconque, étant donné une grammaire de graphe le décrivant.
Les définitions, propriétés et méthodes présentées dans la suite portant sur les règles de réécriture,
elles peuvent subtilement varier en fonction de leurs conditions d’applicabilité. En effet, la défi-
nition 3.11 stipule que, suivant les approches adoptées, l’occurrence d’un motif dans un graphe
hôte peut être conditionnée par l’existence d’un morphisme, d’un homomorphisme ou d’un iso-
morphisme de sous graphe induit. Par la suite, nous supposons que la recherche de motif est for-
malisée par l’existence d’un morphisme. Pour obtenir les versions relatives aux autres approches,
il faut, lorsqu’il est accompagné d’une astérisque, remplacer le terme morphisme (morphisme*) par
homomorphisme ou isomorphisme de sous-graphe induit.
4.3.1 Inversion
4.3.1.1 Définition et correction
L’inversion exploite la propriété d’inversibilité des règles de réécriture [65]. Elle consiste à défi-
nir une transformation inverse annulant les effets d’une autre. Intuitivement, en considérant par
exemple une opération consistant à déployer un nouveau serveur pour absorber un pic de charge,
l’inversion permet de caractériser la transformation décrivant l’extinction du dit serveur après un
retour à la normale. La non injectivité entraînant une perte d’information, une telle opération ne
peut s’effectuer que si les morphismes considérés sont injectifs (et donc des homomorphismes).
L’opération d’inversion consiste à créer, à partir d’une règle de réécriture, une règle inverse. Cette
opération est classiquement effectuée en échangeant les parties gauche et droite d’une règle, comme
formalisé dans la définition suivante.
Définition 4.5. (Règle de réécriture inverse) L’inverse d’une règle de réécriture r = Lr
hr−→ Rr avec
hr = (fr, ∅) un homomorphisme de LIr dans Rr est une règle de réécriture r−1 = Lr−1
h
r−1−−−→ Rr−1
avec hr−1 = (fr−1 , ∅) un homomorphisme de LIr−1 dans Rr−1 telle que :
1. Lr−1 = Rr.
2. Rr−1 = Lr.
3. VLI
r−1
= fr(Dom(fr)). Rappelons que VLI
r−1
est égal à Dom(fr−1) et que fr(Dom(fr)) est égal
à Im(fr) ⊆ Codom(fr).
4. ELI
r−1
= {e ∈ ERr |∃eL ∈ ELIr , fr(eL) = e}.
5. fr−1 : VLI
r−1
= Im(fr) → VR
r−1
⊇ Dom(fr) telle que ∀v ∈ VLI
r−1
, fr−1(v) est l’unique antécé-
dent de v pour fr.
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Remarque 4.3. Rappelons que pour une règle r = L hr−→ R, avec hr = (fr, Ir) : LI → R, la partie
invariante est spécifiée par LI. Dans les faits, lorsque r est appliquée à un graphe G selon un homo-
morphisme h = (f, I), les nœuds deG identifiés avec ceux de LI par f ne se retrouve pas directement
dans le graphe résultant : un tel nœud vG est "remplacé" par un nœud équivalent vR étant l’image
par fr de l’unique (dans le cas d’un homomorphisme) nœud vL dont l’image par f est vG. Afin de
simplifier les notations, est comme nous ne sommes pas à un matching fr ◦ f−1 (voire f−1 si fr est
la fonction identité) près, cette association est négligée dans cette sous-section 4.3.1.
Une telle règle r−1 est l’inverse de r et possède la propriété fondamentale suivante.
Propriété 4.1. Pour toute règle de réécriture r = Lr
hr−→ Rr, hr = (fr, ∅) : LIr → Rr et son inverse
r−1 = Lr−1
h
r−1−−−→ Rr−1 , hr−1 = (fr−1 , ∅) : LIr−1 → Rr−1 , pour tout graphe G :
s’il existe un homomorphisme (resp. un isomorphisme de sous graphe induit) hrL = (f
r
L, I
r
L) selon lequel r est
applicable à G et si cette application n’entraîne pas l’apparition d’arc suspendu,
alors il existe un homomorphisme (resp. un isomorphisme de sous graphe induit) hr
−1
L , caractérisé par la
fonction fr
−1
L coïncidant avec f
r
L ◦ fr−1 sur LIr−1 et avec la fonction identité sur le reste de son ensemble de
définition, par rapport auquel r−1 est applicable à r_hrL(G) tel que G et r
−1_hr
−1
L .r_h
r
L(G) sont isomorphes.
Notons que, sans la simplification décrite dans la remarque 4.3, fr
−1
L aurait coïncidé avec fr−1 sur
Lr
−1
.
L’inversion est la seule opération étudiée qui, seule, ne permet pas nécessairement de garantir la
conservation de la correction. Par exemple, en considérant DIET, l’application introduite dans la
sous-section 4.2.2, la règle inverse de p4 (elle-même définie dans la figure 4.5) décrit la suppression
d’un LA. Elle pourrait être appliquée à la configuration notée G4 dans la figure 4.5. Une telle ap-
plication ne produirait pas une configuration correcte, car elle laisserait un SED sans nœud père.
Ce SED est déployé par une application de la règle p3 postérieure à l’exécution de la production
p4, les effets de cette dernière étant annulés par l’utilisation de la règle inverse considérée. Or, ces
deux transformations ne sont pas indépendantes : les conditions d’applicabilité de p3 sont remplies
pour G2 grâce à cette première réécriture. L’annulation de celle-ci entraîne donc une invalidation
des dites conditions.
4.3.1.2 Concrétisation
Trois conditions sont nécessaires pour que l’inversion conserve la correction d’une règle correcte r.
Première condition. L’application de la règle correcte r ne doit pas pouvoir faire apparaître d’arc
suspendu.
Seconde condition. La règle inverse ne doit être applicable que si elle annule (théoriquement)
l’effet d’une précédente application de r.
C’est à dire que, pour tout grapheG représentant une instance d’un style S et toute règle r−1 inverse
d’une règle r correcte pour S, si r−1 est applicable à G selon un homomorphisme h, alors G peut
être obtenu à partir de l’axiome de la grammaire en appliquant une suite de règles correctes, l’une
d’entre elles étant r et les autres des productions.
Qui plus est, r−1 annule l’effet de l’application de r, c’est à dire que, en notant hrL l’homomorphisme
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selon lequel r a été appliquée, h est caractérisé par la fonction coïncidant avec frl ◦ fr−1 sur LIr−1 et
la fonction identité sur le reste de son domaine de définition (respectant ainsi la propriété 4.1).
Il convient d’insister sur le fait que si G doit pouvoir être obtenu de cette manière ; il n’est pas
nécessaire qu’il ait effectivement été produit ainsi. Le système peut avoir atteint un tel état après
un cycle de vie incluant diverses transformations.
Cette propriété est propre à GG et r. Intuitivement, pour un ensemble de productions p1 : AX→ a
et p2 : AX → ab, il est possible qu’un motif correspondant à la partie droite de la règle p1 (i.e. a)
soit présent dans un mot qui ne peut être dérivé en l’utilisant (e.g. ab).
Ce n’est toutefois pas une propriété liée au style architectural lui-même (c’est à dire de l’ensemble
des configurations correctes) mais à sa caractérisation (donc de la grammaire). En effet, la gram-
maire précédente peut être réécrite de manière à ce que chacune de ses productions vérifie la dite
propriété tout en spécifiant le même langage. Une telle réécriture peut par exemple résulter dans
la grammaire possédant B un terme non terminal,  le mot vide et l’ensemble de productions : pa :
AX→ aB, pb : B→  et pc : B→ b.
Troisième condition. Cette condition est liée à l’exemple d’inversion incorrecte présentée précé-
demment. Il s’agit, pour une transformation inverse t−1 (on considère une transformation t comme
étant l’application d’une règle sur un certain graphe selon un certain homomorphisme) annulant
l’effet d’une transformation t, de n’invalider les conditions d’applicabilité d’aucune transforma-
tion ayant eu lieu entre t et t−1. En particulier, t−1 ne doit supprimer aucun élément nécessaire à
l’application d’une telle transformation intermédiaire.
Dans la réécriture de graphe en général, cette notion de nécessité se traduit par la présence d’un
élément dans l’image de la partie gauche de la règle entrant dans la spécification de la transforma-
tion. Il s’agit donc d’implémenter un compteur de reconnaissance gardant une trace, pour chaque
élément d’une configuration, du nombre de fois où il a fait partie du motif permettant l’application
d’une transformation. Un élément peut ainsi être effacé si un tel compteur est nul.
Une grammaire peut être augmentée automatiquement afin d’implémenter ce mécanisme, sans
modifier le style architectural qu’elle caractérise, et ce de manière automatique et transparente pour
l’utilisateur en suivant l’algorithme 4.1. Cette augmentation ne peut toutefois avoir lieu que si une
règle de production ne peut supprimer un certain nœud uniquement si la valeur de son compteur
de reconnaissance est fixée (par défaut à "0").
Ainsi, cette troisième condition théorique peut en général facilement être vérifiée concrètement ; elle
se transforme néanmoins en une autre condition (plus facilement vérifiable au niveau de la gram-
maire) : "Tout élément supprimé par une règle de production a été impliqué dans l’application d’un
nombre fixé de règles de productions en apparaissant dans le motif nécessaire à leur application".
Pour GGDIET introduite dans la section 4.2.2, par exemple, seuls l’axiome (via la règle p1) et un
nœud temporaire (via p3 ou p4) peuvent être supprimés par l’application d’une règle de produc-
tion. Or, s’ils sont supprimés, leur compteur de reconnaissance est nécessairement nul, puisqu’ils
n’apparaissent dans aucune partie invariante d’une production.
En particulier ici, le fait de ne pas considérer des multi-graphes ajoute une contrainte d’applicabilité
supplémentaire : un arc ne peut être ajouté s’il existe déjà. Pour ne pas invalider les conditions
d’applicabilité des transformations intervenant entre t et t−1 , t−1 ne doit donc pas ajouter un arc
que l’une d’entre elle ajoute. Supposons que ça soit le cas, notons t2 cette autre transformation
et e l’arc ajouté par t2 et t−1. Comme t−1 est applicable, e n’est pas présent dans le graphe au
moment de son application et il existe une transformation t3 intervenant entre t2 et t−1r supprimant
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Données : GG = (AX,NT , T ,P), une grammaire de graphe.
Pré-conditions : Tout élément supprimé par une règle de production a été impliqué dans
l’application d’un nombre fixé de règles de productions en apparaissant dans le motif
nécessaire à leur application.
début
pour chaque terme ∈ NT ∪ T faire
Attterme0 = (n,N)
/* À chaque membre de T et NT est adjoint un attribut (n,N). Cet attribut
représente le compteur de reconnaissance. Il peut être caché à
l’utilisateur et est noté comme étant le 0-ième attribut de chaque
élément. */
fin
pour chaque p = (Lp
mp=(fp,∅)−−−−−−−→ Rp) ∈ P,mp : LIp → Rp faire
pour chaque elL ∈ VLp ∪ ELp faire
si elL ∈ VLIp ∪ ELIp alors
A
elIL
0 = nelL
/* Les compteurs des éléments invariants sont indépendants et
peuvent prendre n’importe quelle valeur. */
sinon
Const(AelL0 ) = "0"
/* Les compteurs des éléments effacés sont nécessairement constants
(et nuls par défaut). */
fin
fin
pour chaque elR ∈ VRp ∪ ERp faire
si ∃elL ∈ VLIp ∪ ELIp , fp(el) = elR alors
AelR0 = A
elL
0 + 1.
/* Le compteur de chaque élément invariant est incrémenté lors de
l’application d’une règle. D’une manière similaire à AGG [27],
cette modification (ici, une incrémentation) est simplement
notée dans la partie droite de la règle. */
sinon
AelR0 = "0".
/* Le compteur est initialisé à "0" lors de l’addition d’un
élément. */
fin
fin
fin
fin
ALGORITHME 4.1 - Augmentation d’une grammaire
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e. Pour pouvoir vérifier au niveau d’une grammaire que c’est impossible, on peut par exemple
imposer qu’aucune de ses règles de productions ne supprime un arc entre deux nœuds de sa partie
invariante 9.
L’inversion préserve donc la correction des règles si ces conditions sont remplies, comme formalisé
dans le théorème suivant.
Théorème 4.2. L’inversion r−1 = Lr−1
mr−1−−−→ Rr−1 d’une règle correcte r = Lr mr−−→ Rr vis à vis d’une
grammaire augmentée GG est elle même correcte vis à vis de GG si :
1. ∀p ∈ PGG, (v1, v2) ∈ VILp ∩ ELp =⇒ (v1, v2) ∈ EILp . Une production de GG ne peut supprimer
d’arc entre deux nœuds de sa partie invariante.
2. l’application de r ne peut donner lieu à l’apparition d’arc suspendus.
3. Pour toute instance G de GG, ∃h = (fh, Ih) : Rr → G =⇒
(∃n ∈ N, ∃((pi,hi))i∈[1,n],G = pn_hn.(. . . ).p1_h1(AXGG))∧
(∃k ∈ [1,n],pk = r∧ ∀j ∈ [1,n], j 6= k =⇒ pj ∈ PGG)∧
(∀v ∈ VRr , (v ∈ Dom(fr)∧ fh(v) = fhk(f−1r (v)))∨ fh(v) = v). Un motif homomorphe à Rp dans
une instance G de GG implique que G peut être obtenue à partir de l’axiome de GG en appliquant
une suite de règles, l’une d’entre elle étant p et introduisant le motif, les autres étant des productions.
La preuve de ce théorème est détaillée dans l’annexe B.
4.3.1.3 Illustration
La grammaire définie en 4.2.2.2 ne respecte pas la seconde condition de correction. Par exemple,
la règle p−12 pourrait être appliquée sur G1. Or, la configuration G1 ne peut être obtenue à partir
de l’axiome en appliquant une séquence de règles de productions contenant p2. Il convient donc
dans un premier temps de modifier la grammaire afin d’obtenir cette première propriété. Le non
respect des hypothèses vient de la dualité des significations des nœuds temporaires (respect de la
cardinalité minimal ou simple ajout). Ils sont soit ajoutés par p1 ou p4 et liés au nombre minimal
de composants gérés, soit ajoutés par p2, auquel cas ils figurent l’ajout d’un nouveau composant.
Il convient donc d’introduire un second archétype de nœud non terminal. N’importe quel nœud
non terminal peut être instancié en utilisant les règles p3 et p4. Afin de ne pas perdre d’information
lors d’une instanciation, un attribut est également ajouté aux composants pour garder la trace de la
nature du nœud temporaire duquel ils découlent.
Dans un deuxième temps, la grammaire est augmentée suivant l’algorithme 4.1. Les ajouts liés à
l’augmentation sont représentés en bleu. La grammaire résultante est décrite par :
G˜GDIET = (AXDIET , T˜DIET , P˜DIET ) , où
— N˜TDIET = {vtemp((n,N), (nt,NT = {"nt1", "nt2"})}. En plus de l’addition du compteur, deux
types de termes non terminaux ("nt1" et "nt2") sont considérés afin de respecter la première
condition.
— T˜DIET = {T˜a, T˜sed, T˜o} avec T˜a = va((n,N), (id, ID), (nat,Nat), (nt,NT)),
T˜sed = vsed((n,N), (id, ID), ("SED",Nat), (s,Serv), (nt,NT)) et
T˜o = vo((n,N), ("OMNI",Nat)). Chaque terme terminal est adjoint d’un attribut représen-
tant le compteur de reconnaissance.
— P˜DIET =
⋃
i∈[1,4] p˜i les règles définies dans la figure 4.8.
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AX
("0", N),
(id, ID),
("MA",Nat),
(nt,NT)
("OMNI", Nat)
("0", N),
("0", N),
("MA", Nat),
("Omni", Nat)
("0",N),
("nt1", NT)
v1
v2
v3
v0
Lp˜1 Rp˜1
("0",N)
("0",N),
("nt2", NT)
v1 v2
(n,N),
(id, ID),
(nat, Nat),
(nt, NT)
Lp˜2 Rp˜2
(n+ 1,N),
(id, ID),
(nat, Nat),
(nt, NT)
v1
("0",N)
("0",N),
(nta, NT)
v1
v2
Lp˜3 Rp˜3
(n2,N),
(id1, ID),
(ntb, NT)
(nat, Nat),
(n1,N),
("OMNI", Nat)
v3
("0",N),
(id2, ID),
("SED", Nat),
(s, Serv),
(nta, NT)
v1
v2
v4
("0",N),
("SED", Nat),
("OMNI, Nat)
("0",N),
(nat, Nat),
("SED", Nat)
(n1 + 1,N),
("OMNI", Nat)
(n2 + 1,N),
(id1, ID),
(nat, Nat),
(ntb, NT)
(n3 + 1,N),
(nat, Nat),
("OMNI, Nat)
(n3,N),
(nat, Nat),
("OMNI, Nat)
("0",N)
("0",N),
(nta, NT)
v1
v2
Lp˜4 Rp˜4
(n2,N),
(id1, ID),
(nat, Nat),
(ntb, NT)
(n1,N),
("OMNI", Nat)
v3
("0",N),
(id2, ID),
("LA", Nat),
(nta, NT),
v1
v2
(n2 + 1,N),
(id1, ID),
(nat, Nat),
(ntb, NT)
v4
("0",N),
("LA", Nat),
("OMNI", Nat)
("0",N),
("nt1", NT)
v5
("0",N),
(nat, Nat),
("LA", Nat)
(n3 + 1,N),
(nat, Nat),
("OMNI", Nat)
(n3,N),
(nat, Nat),
("OMNI", Nat)
(n1 + 1,N),
("OMNI", Nat)
("0",N)
("0",N)
FIGURE 4.8 – Productions de la grammaire augmentée décrivant DIET
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AX
("0", N),
(id, ID),
("MA",Nat)
(nt, NT)
("0", N)
("OMNI", Nat)
("0", N)
("MA", Nat),
("Omni", Nat)
("0", N),
("nt1", NT)
v1
v2
v3 v0
Lp˜−11
Rp˜−11
("0", N)
("0", N),
("nt2", NT)
pv1v2
Lp˜−12 Rp˜−12
(n, N),
(id, ID),
(nat, Nat)
(nt, NT)
v1
("0", N)
(n-1, N),
(id, ID),
(nat, Nat)
(nt, NT)
("0", N),
(nta, NT)
v1
v2
Lp˜−13
Rp˜−13
(n2-1, N)
(id1, ID),
(nat, Nat),
(ntb, NT)
(n1-1, N),
("OMNI", Nat)
v3
("0",N)
(id2, ID),
("SED", Nat),
(s, Serv)
(nta, NT)
v1
v2 v4
("0", N)
("SED", Nat),
("OMNI, Nat)
("0", N),
(nat, Nat),
("SED", Nat)
(n1, N),
("OMNI", Nat)
(n2, N)
(id1, ID),
(nat, Nat),
(ntb, NT)
(n3, N)
(nat, Nat),
("OMNI, Nat)
(n3-1, N)
(nat, Nat),
("OMNI, Nat)
("0", N)
("0", N),
(nta, NT)
v1
v2
Lp˜−14
Rp˜−14
(n2-1, N),
(id1, ID),
(nat, Nat)
(ntb, NT)
(n1-1, N),
("OMNI", Nat)
v5
("0", N),
(id2, ID),
("LA", Nat),
(nta, NT)
v1
v2
(n2, N),
(id1, ID),
(nat, Nat),
(ntb, NT)
v3
("0", N),
("LA", Nat),
("OMNI", Nat)
"Temp"
v4
("0", N),
(nat, Nat),
("LA", Nat)
(n3, N),
(nat, Nat),
("OMNI", Nat)
(n3-1, N),
(nat, Nat),
("OMNI", Nat)
(n1, N),
("OMNI", Nat)
("0", N)
("0", N)
FIGURE 4.9 – Inversion des productions de la grammaire augmentée décrivant DIET
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Toute règle de production de cette grammaire augmentée respecte les conditions du théorème 4.2,
et l’inversion conserve donc leur correction par rapport au style qu’elle caractérise. L’inversion
d’une règle consiste alors simplement à échanger ses parties droite et gauche. Les inverses des
productions de la grammaire G˜GDIET sont ainsi présentées dans la figure 4.9.
Notamment, comme le compteur d’un élément ajouté par une production est initialisé à 0, il appa-
raît comme étant nul dans la règle inverse décrivant sa suppression. De plus, comme le compteur
de chaque élément invariant vis à vis d’une production est incrémenté lors de son application, le
compteur de chaque élément invariant vis à vis d’une règle inverse est décrémenté lors de son
application.
9. Une contrainte plus complexe mais plus faible aurait pû être imposée. Nous privilégions ici la simplicité comme
cette contrainte n’est nécessaire qu’en l’absence de multi-graphes.
Chapitre 4. Préservation par construction de styles architecturaux 80
4.3.2 Composition
4.3.2.1 Définition et correction
D’après les définitions classiques, la composition est un opérateur binaire sur un ensemble d’opé-
rations (en général des applications) visant à conserver l’applicabilité et le résultat d’une exécution
séquentielle.
La possibilité de composer les règles de réécriture de graphe dépend du formalisme employé pour
leur spécification [122]. Elle favorise la ré-utilisabilité de règles et permet de les décomposer afin
d’améliorer leur scalabilité et de faciliter leur compréhension [123, 124]. Elle permet également
d’éviter certains états. Un état correct peut comporter des nœuds temporaires qui sont, en général,
purement logiques et n’ont pas de correspondance dans le système réel. Si la présence de tels nœuds
n’est pas souhaitée, la composition de transformations peut permettre de garantir leur absence.
Une opération de composition est le processus créant une règle de réécriture composée à partir de
deux autres règles. La définition suivante formalise la notion de règle composée.
Définition 4.6. (Règle de réécriture composée) Une règle de réécriture r est une règle composée de
deux règles p et q si, pour tout graphe G, l’existence d’un morphisme* mrL selon lequel r est appli-
cable à G implique l’existence d’un couple de morphismes* (mqL ,m
p
L) de sorte que q est applicable
à G selonmqL , que p est applicable à q_m
q
L(G) selonm
p
L et que r_m
r
L(G) = p_m
p
L.q_m
q
L(G).
Contrairement aux définitions classiques, celle-ci n’implique pas l’équivalence des applicabilités ; il
n’est pas nécessaire qu’il existe, pour toute application séquentielle, une composition équivalente. Il
suffit que l’applicabilité d’une règle composée implique l’applicabilité d’une séquence et que leurs
résultats soient similaires. Il s’agit à présent de montrer que la composition conserve effectivement
la correction des transformations.
Théorème 4.3. Une règle composée de deux règles correctes (vis à vis d’un style architectural) est également
correcte (vis à vis du même style).
Démonstration. Soit G un graphe représentant une configuration correcte d’un style architectural S
caractérisé par Gr = (AX,NT , T ,P), p et q deux règles de réécriture correctes pour S et q une règle
composée de p et q.
Supposons que r soit applicable à G selon un morphisme* mrL et prouvons que le résultat de son
application est nécessairement correct. Selon la définition 4.6, il existe un couple de morphismes*
(mqL ,m
p
L) de sorte que q est applicable à G selon m
q
L , que p est applicable à q_m
q
L(G) selon m
p
L et
que r_mrL(G) = p_m
p
L.q_m
q
L(G).
q et G étant correctes par hypothèse, q_mqL(G) est également une configuration correcte. p étant
correcte par hypothèse, p_mpL.q_m
q
L(G) , et par conséquent r_m
r
L(G), est également une configura-
tion correcte.
4.3.2.2 Concrétisation.
La composition de règles est généralement étudiée d’un point de vue catégoriel abstrait, ce der-
nier facilitant leur définition et l’élaboration de preuves [71]. Ci-après est proposée une description
concrète du processus de composition, c’est à dire des opérations à effectuer afin de construire une
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règle composée. Cette approche concrète et opérationnelle facilite l’implémentation et l’automati-
sation de l’opération.
Comme l’application d’une règle dépend de la reconnaissance d’un motif, la composition dépend
également :
1. du choix du formalisme utilisé pour cette reconnaissance (morphisme, homomorphisme ou
isomorphisme de sous graphe induit).
2. s’il peut en exister plusieurs, du motif impliqué dans l’application des deux règles à la fois.
Ce dernier est la portion de la partie droite de la première règle impliquée dans le motif
selon lequel la seconde règle est appliquée.
Les algorithmes 4.2 à 4.8 décrivent les conditions selon lesquelles la construction d’une règle com-
posée en fonction d’un motif commun aux deux règles initiales est possible, ainsi que la construc-
tion elle-même. Ils sont donnés en supposant qu’un morphisme conditionne l’applicabilité de la
règle. Les modifications à apporter pour les transposer à d’autres formalismes sont toutefois indi-
quées. Chacune des notations est considérée globale et visible par chacun des algorithmes.
L’algorithme 4.3 décrit les six pré-conditions à la composition de deux règles suivant une certaine
compatibilité. La première condition d’applicabilité stipule que s’il existe un arc de Lp dont une
seule extrémité a une image dans Rq par f, alors cette image n’est pas ajoutée lors de l’application
de q (et correspond donc à un nœud présent avant son application). En effet, directement après
l’application d’une règle (et en l’absence d’instruction de connexion), un arc ne peut exister entre
un nœud fraîchement ajouté et un nœud présent dans le graphe hôte avant sa transformation.
La seconde porte encore sur les arcs de Lp, mais cette fois sur ceux dont les deux extrémités ont
des images dans Rq par f. Elle impose que si au moins une des deux images est ajoutée lors de
l’application de q, alors il existe un arc entre ces images dans Rq. En effet, directement après l’ap-
plication d’une règle (et en l’absence d’instruction de connexion), pour qu’un arc soit présent entre
deux nœuds de sa partie droite, il doit soit être présent avant son application (auquel cas ses deux
extrémités sont invariantes pour q), soit être ajouté lors de celle-ci. Si l’une des deux extrémités est
ajoutée lors de la transformation, la première possibilité est exclue et l’arc doit donc nécessairement
être ajouté par la transformation.
La troisième condition porte sur l’applicabilité de p a priori.
La condition 3.a stipule que p ne peut ajouter un arc déjà présent du fait de q. La condition 3.b
impose que deux nœuds ayant la même image par f n’ont soit pas d’image par fp soit la même.
Cette condition est nécessairement remplie si f est injective, notamment dans le cas où la recherche
de motif est formalisée par l’existence d’un homomorphisme ou d’un isomorphisme de sous graphe
induit.
La quatrième pré-condition permet de vérifier la seconde condition d’applicabilité des règles de
réécriture. Pour rappel, cette dernière est introduite du fait que les graphes considérés ne sont
pas de multi-graphes : un arc ne peut être ajouté à un graphe dans lequel il existe déjà. Il faut
que p n’efface pas, explicitement ou implicitement, d’arc introduit par q entre deux de ses nœuds
invariants. Dans le cas contraire, la composée pourrait être applicable à un graphe possédant un tel
arc, alors que q (et par extension la séquence q puis p) ne pourrait lui être appliquée. Cela signifie
toutefois qu’il existe des cas où une séquence peut être appliquée sans qu’il existe de composition
équivalente.
Les deux autres conditions sont liées à la troisième condition d’applicabilité des règles de réécriture
relative aux associations non-injectives. La quatrième impose que tout nœud invariant pour q (et
apparaissant dans q) soit invariant pour p. Finalement, la cinquième condition impose que seuls
les nœuds ayant la même image par f puissent avoir la même image par fp.
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Données : p = (Lp
mp−−→ Rp) et q = (Lq mq−−→ Rq), deux règles de réécriture de graphe avecmp
etmq des morphismes (fp, ∅) et (fq, ∅) de LIp dans Rp et LIq dans Rq respectivement.
C = (f, I), une compatibilité telle que Lp et Rq sont C-compatibles. /* Il existe forcément
une telle compatibilité, quitte à ce que Dom(f) = Codom(f) = ∅. Dans ce cas,
les deux règles sont appliquées sur des parties indépendantes du graphe. */
/* Dans l’approche adoptant des homomorphismes, f est en plus injective. En
considérant des isomorphismes de sous graphes induits, (f, I) caractérise un
isomorphisme entre les deux sous graphes induits par Dom(f) et Im(f) plutôt
qu’une compatibilité. */
Notations
LCp ← le sous graphe de Lp induit par Dom(f).
RCq ← le sous graphe de Rq induit par Im(f).
RIq ← le sous graphe de Rq tel que ∀elR ∈ VRq ∪ ERq , elR ∈ VRIq ∪ ERIq
⇔ ∃elL ∈ VLIq ∪ ELIq , fq(elL) = elR.
/* Les éléments de RIq sont les images des éléments de LIq par fq, de sorte que
RIq est la partie invariante de q (aux fusions de nœuds près). */
L
Cq
p ← le sous graphe de LCp tel que ∀el ∈ VLCp ∪ ELCp , el ∈ VLCqp ∪ ELCqp ⇔ f(el) ∈ VRq ∪ ERq .
/* Les éléments de LCqp sont les éléments de LCp ayant une image dans Rq par f,
de sorte que LCqp est LCp privé des ses arcs n’ayant pas d’image par f dans
Rq. */
L
CIq
p ← le sous graphe de LCqp tel que ∀el ∈ VLCqp ∪ ELCqp , el ∈ VLCIqp ∪ ELCIqp ⇔ f(el) ∈ VRIq ∪ ERIq .
/* Les éléments de LC
I
q
p sont les éléments de L
Cq
p dont l’image par f est dans RIq,
c’est à dire les éléments dont l’image est dans la partie invariante de q.
*/
si Pré-conditions alors
/* La composition est possible, et son résultat est la règle p ◦C q, appelée
ici r, telle que r = Lr
mr−−→ Rr */
Lr ← Gauche
Rr ← Droite
LIr ← (Inv_V, Inv_E)
fr ←Mappingmr ← le morphisme de LIr dans Rr caractérisé par la fonction fr et l’ensemble
d’identification vide.
retourner r = Lr
mr−−→ Rr
fin
ALGORITHME 4.2 - Composition de règles de réécriture en fonction d’un motif commun, ◦C
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Pré-conditions
/* La composition de p et q en fonction de C est définie s’il est possible
qu’elles soient séquentiellement appliquées avec le motif commun C. */
/* Pour ce faire, les trois conditions suivantes doivent être remplies */
1. ∀v1 ∈ VLCp , ∀v2 ∈ VLp\VLCp , ((v1, v2) ∈ ELp ∨ (v2, v1) ∈ ELp) =⇒ f(v1) ∈ Im(fq).
2. (a) ∀(v1, v2) ∈ V2LCp , f((v1, v2)) /∈ Im(fq)
2 =⇒ ((v1, v2) ∈ ELp =⇒ f((v1, v2)) ∈ ERq)
(b) ∀(v1, v2) ∈ V2LCp , ∃(v3, v4) ∈ V
2
LIq
, fq(v3, v4) = f(v1, v2) =⇒
((v1, v2) ∈ ELp =⇒ (v3, v4) /∈ ERq ∨ (v3, v4) ∈ ERIq).
3. Les conditions d’applicabilité de p ne sont pas violées a priori :
(a) ∀(v1, v2) ∈ (VLIp ∩ VLCp )2, ((v1, v2) /∈ ELp ∧ fp((v1, v2)) ∈ ERp) =⇒ f(v1, v2) /∈ ERq .
(b) ∀(v1, v2) ∈ Dom(f)2, f(v1) = f(v2) =⇒ (v1 /∈ Dom(fp)∧ v2 /∈ Dom(fp))∨ ((v1, v2) ∈
Dom(fp)
2 ∧ fp(v1) = fp(v2)).
/* Il faut toutefois inclure trois autres conditions : */
4. ∀(v1q, v2q) ∈ V2LIq , ((v
1
q, v2q) /∈ ELq ∧ fq((v1q, v2q)) ∈ ERq) =⇒
(∀vp ∈ VLCp , (f(vp) = fq(v1q)∨ f(vp) = fq(v2q)) =⇒ vp ∈ VLIp)∧
(∀(v1p, v2p) ∈ V2LCp , f((v
1
p, v2p)) = fq((v1q, v2q)) =⇒ ((v1p, v2p) /∈ ELp ∨ (v1p, v2p) ∈ ELIp).
5. V
L
CIq
p
⊆ VLIp .
6. ∀(v1, v2) ∈ (VLCp ∩ VLIp)2, fp(v1) = fp(v2) =⇒ f(v1) = f(v2).
ALGORITHME 4.3 - Pré-conditions pour la composition
mL ← le morphisme de AffI(LC
I
q
p )→ LC
I
q
p ↓C RIq caractérisé par la restriction de f à V
L
CIq
p
et
l’ensemble d’identification vide.
/* mL est effectivement un morphisme, les éléments de L
CIq
p ayant par définition
une image par f dans RIq, la consistance étant assurée par le fait que
C = (f, I) caractérise une compatibilité. */
rL ← la règle de réécriture (AffI(LCqp ) mL−−→ LC
I
q
p ↓C RIq).
LSp ← rL_(id, I)(Lp).
/* LSp est, aux fusions de nœuds et à un isomorphisme près, Lp privé de sa
partie identifiée à des éléments ajoutés lors de l’application de q, soit
celle associée à la partie de Rq n’appartenant pas à RIq. */
retourner Lq ↑(fq,I) LSp
/* La partie gauche de la règle composée est la partie gauche de q collée à la
fraction de la partie gauche de p qui n’est pas ajoutée lors de
l’application de q. */
ALGORITHME 4.4 - Gauche, construction de la partie gauche de la règle composée
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mR ← le morphisme de LCqp ∩ LIp → Rp caractérisé par la restriction de fp aux nœuds de LCqp et
l’ensemble d’identification vide.
rR ← la règle de réécriture (LCqp mL−−→ Rp).
retourner rR_(f, I)(Rq)
/* (f, I) est bien un morphisme de LCqp dans Rp, les éléments de L
Cq
p ayant par
définition une image dans Rp par f, la consistance étant assurée par le fait
que C caractérise une compatibilité. La règle rR est applicable selon ce
morphisme grâce aux conditions d’applicabilité 3.(a) et 3.(b). */
/* La partie droite de la règle composée est la partie droite de p collée à la
fraction de la partie droite de q non supprimée lors de l’application de p.
*/
ALGORITHME 4.5 - Droite, construction de la partie droite de la règle composée
P1 ← ∀el ∈ VLr ∪ ELr ,P1(el) = ∀elp ∈ VLp ∪ ELp , f(elp) = el =⇒ elp ∈ VLIp ∪ ELIp
VLIr ← ∅
pour chaque v ∈ VLr faire
/* Par construction de Lr, un de ses nœuds est soit dans Lq, soit dans Lp,
soit dans RIq (plus précisément dans L
CIq
p ↓C RIq), cette dernière partie
commune intervenant à la fois dans p et q. */
si (v ∈ Lp ∨ v ∈ Lq) alors
/* l’appartenance à Lp ou Lq implique que l’invariance par p et q est
équivalente à l’appartenance à LIp ou LIq respectivement. Le nœud
n’intervient alors que dans une règle et il est invariant selon
celle-ci. */
si (v ∈ LIp ∨ v ∈ LIq) alors
VLIr ← {v} ∪ VLIr
fin
sinon
/* l’appartenance à RIq (et donc à L
CIq
p ↓C RIq) implique l’invariance selon
q par définition de RIq. Il est en sus également invariant vis à vis de
p si tout nœud dont il est l’image par f est dans VLIp */
si v ∈ VRIq ∧ P1(v) alors
VLIr ← {v} ∪ VLIr
fin
fin
fin
retourner VLIr
ALGORITHME 4.6 - Inv_V, construction des nœuds invariants
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ELIr ← ∅
pour chaque e = (v1, v2) ∈ ELr ∩ (VLIr)2 faire
si e ∈ (VLIp)2 ∨ e ∈ (VLIq)2 alors
/* si ses deux extrémités appartiennent à VLIp ou à VLIq, l’invariance est
équivalente à l’appartenance à ELIp ou ELIq respectivement. */
si e ∈ ELIp ∪ ELIq alors
ELIr ← {e} ∪ ELIr
fin
fin
si e ∈ (VRIq)2 alors
/* si ses deux extrémités appartiennent à VRIq, il est au moins l’image
d’un arc de ELq par fq ou l’image d’un arc de ELp par f. Pour qu’il
soit invariant, il faut que tout arc dont il est l’image par f
appartienne à ELIp et que tout arc dont il est l’image par fq
appartienne à ELIq. */
si P1(e)∧ (∀eq ∈ ELq , fq(eq) = e =⇒ eq ∈ ELIq) alors
ELIr ← {e} ∪ ELIr
fin
sinon
/* si une seule extrémité, va, est dans VRIq, l’autre, notée vb, est soit
dans Lq soit dans Lp. Il faut alors, pour que l’arc soit invariant,
que tout arc entre vb et un nœud dont va est l’image (par f ou fq) soit
dans la partie invariante de p ou q (soit ELIp ou ELIq) */
si (v1 ∈ VLIq ∧ v2 ∈ VRIq ∧ (∀vq ∈ VLIq , fq(vq) = v2 ∧ (v1, vq) ∈ ELq =⇒ (v1, vq) ∈ ELIq)∨
(v1 ∈ VRIq ∧ v2 ∈ VLIq ∧ (∀vq ∈ VLIq , fq(vq) = v1 ∧ (vq, v2) ∈ ELq =⇒ (vq, v2) ∈ ELIq)∨
(v1 ∈ VLIp ∧ v2 ∈ VRIq ∧ (∀vp ∈ VLIp , f(vp) = v2 ∧ (v1, vp) ∈ ELp =⇒ (v1, v2) ∈ ELIp)∨
(v1 ∈ VRIq ∧ v2 ∈ VLIp ∧ (∀vp ∈ VLIp , f(vp) = v1 ∧ (vp, v2) ∈ ELp =⇒ (vp, v2) ∈ ELIp) alors
ELIr ← {e} ∪ ELIr
fin
fin
fin
ALGORITHME 4.7 - Inv_E, construction des arcs invariants
Notons en particulier qu’il n’existe pas, pour toute application séquentielle, une composition équi-
valente constructible selon l’algorithme 4.2, du fait de la condition 4. et de la non injectivité de fq.
En effet, ce second fait implique qu’un nœud de Lr peut être la fusion de plusieurs nœuds de Lp.
La composée n’est donc pas applicable si ces nœuds ne sont pas identifiés avec un seul nœud du
graphe hôte.
Il s’agit à présent de montrer que la règle construite selon l’algorithme 4.2 est conforme à la défini-
tion 4.6, et donc que c’est effectivement une règle composée de p et q.
Théorème 4.4. Pour tout couple de règles (p, q) et toute compatibilité C vérifiant les conditions d’applica-
bilité de l’algorithme 4.2, r = p ◦C q est telle que pour tout graphe G, s’il existe un morphisme* mrL selon
lequel r est applicable à G :
si ∀v1 ∈ VLr ∩ VLq ,∀v2 ∈ VLr ∩ VLp , fRL(v1) 6= fRL(v2) 10
10. Notons que cette hypothèse est nécessairement remplie si fRL est injective, en particulier si la recherche de motif se
fait à l’aide d’homomorphismes ou d’isomorphismes de sous graphes induits
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fr ← la fonction de VLIr dans VRr telle que : pour chaque v ∈ VLIr faire
si v ∈ VLIp alors
fr(v) = fp(v)
fin
si v ∈ VLIq alors
fr(v) = fq(v)
fin
/* La fonction fr coïncide avec fp et fq sur VLIp et VLIq respectivement. */
si v ∈ V
L
CIq
p
↓C RIq alors
fr(v) = fp(vp) avec n’importe quel vp ∈ V
L
CIq
p
tel que f(vp) = v
fin
/* L’unicité de vp est conditionnée par l’injectivité de f. Toutefois,
d’après la condition 3.(b), si vp n’est pas unique, chaque vp potentiel a
la même image par fp. La fonction fr est donc bien définie. */
fin
ALGORITHME 4.8 - Mapping, construction de fr
alors il existe un couple de morphismes* (mqL ,m
p
L) de sorte que q est applicable à G selon m
q
L , que p est
applicable à q_mqL(G) selonm
p
L et que r_m
r
L(G) = p_m
p
L.q_m
q
L(G).
La preuve de ce théorème est détaillée dans l’annexe B.
En particulier, et d’après le théorème 4.3, si p et q sont correctes pour un certain style architectural,
une telle règle r = p ◦C q est alors une règle composée de p et q et correcte vis à vis de ce même
style si tout morphisme* selon laquelle elle peut être appliquée vérifie l’hypothèse du théorème 4.4.
Notons que cette hypothèse est immédiatement remplie si la recherche de motif se fait à l’aide
d’homomorphisme ou d’isomorphisme de sous graphe induit.
4.3.2.3 Illustration
Considérons les règles p˜2 et p˜3 de la grammaire augmentée décrivant DIET et définies dans la
figure 4.8. Elles décrivent respectivement l’ajout d’un élément temporaire sur un agent et l’instan-
ciation d’un nœud temporaire en un SED. Ces règles peuvent être composées de sorte à produire
une règle r décrivant l’ajout d’un SED sur un agent, comme présenté dans la figure 4.10.
Tout d’abord, la partie gauche de p˜3, Lp˜3 et la partie droite de p˜2, Rp˜2 contiennent toutes deux
un agent et un nœud non terminal. Lp˜3 et p˜2 sont C-compatibles, avec C = (f, I) où f et I sont
représentées en bleu.
Illustration des notations. LCp˜3 , le sous graphe de Lp˜3 induit par Dom(f) est Lp˜3 privé de v
1
2 et de
l’arc (v32, v
3
2).
RCp˜2 , le sous graphe de Rp˜2 induits par Im(f) est Rp˜2 , comme Im(f) = VRp˜2 .
RIp˜2 , le sous graphe de Rp˜2 dont les éléments sont les images des éléments de L
I
p˜2
par fq (= Id), est
le sous graphe de Rp˜2 comportant uniquement le nœud v
1
1.
L
Cp˜2
p˜3
, le sous graphe de LCp˜3 dont tous les éléments ont une image dans Rq par f, est en fait L
C
p˜3
.
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("0", N),
(ntc, NT)
v12
v22
Lp˜2
(n3, N)
(id2, ID),
(nat2, Nat)
(ntb, NT)
(n2, N),
("OMNI", Nat)
v32
("0", N),
(id3, ID),
("SED", Nat),
(s, Serv),
(ntc, NT)
v12
v32v42
("0", N),
(nat2, Nat),
("SED", Nat)
(n2+1, N),
("OMNI", Nat)
(n3+1, N)
(id2, ID),
(nat2, Nat)
(ntb, NT)
(n1, N)
(id1, ID),
(nat1, Nat),
(nta, NT)
(n1+1, N)
(id1, ID),
(nat1, Nat),
(nta, NT)
("0", N),
("nt2", NT)
v11
v11
v21
Rp˜2
Lp˜3
Rp˜3
(n4, N),
(nat2, Nat),
("OMNI", Nat)
(n4+1, N),
(nat2, Nat),
("OMNI", Nat)
("0", N),
("SED", Nat),
("OMNI", Nat)
I = {(n1+1, n3), (n3, n+1),
(id1, id2), (id2,id1),
(nat1, nat2), (nat2, nat1),
(nta, ntb), (ntb, nta),
("nt2", ntc), (ntc, "nt2")}
f
(n1, N)
(id1, ID),
(nat1, Nat)
(nta, NT)v1c = v11
v2c = v
1
2 (n2, N),
("OMNI", Nat)
(n4, N),
(nat1, Nat),
("OMNI", Nat)
("0", N)("0", N)
("0", N),
(id3, ID),
("SED", Nat),
(s, Serv),
("nt2", NT)
v2c = v
1
1
v4c = v
3
2v3c = v
4
2
("0", N),
(nat1, Nat),
("SED", Nat)
(n2+1, N),
("OMNI", Nat)
(n1+2, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
p˜2 ◦C p˜3
fr est la fonction associant
v2c = v
1
2 à fp˜3(v
1
2) = v
1
2 et v
1
c = v
1
1 à v
3
2
(n4+1, N),
(nat1, Nat),
("OMNI", Nat)
("0", N),
("SED", Nat),
("OMNI", Nat)
FIGURE 4.10 – Composition : r = p˜3 ◦C p˜2
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("0", N),
("nt2", NT)
v22
(n1+1, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
v32
(n1+1, N)
(id1, ID),
(nat1, Nat),
(nta, NT)
v11
("0", N)
AffI(L
CIp˜2
p˜3
)
mL
L
CIp˜2
p˜3AffI(L
Cp˜2
p˜3
)
FIGURE 4.11 – Règle rL = (AffI(L
Cp˜2
p˜3
)
mL−−→ LC
I
p˜2
p˜3
↓C RIp˜2 )
L
CIp˜2
p˜3
, le sous graphe de L
Cp˜2
p˜3
, constitué de tous les éléments ayant une image dans RIp˜2 par f, est le
sous graphe comportant uniquement le nœud v32.
Applicabilité. La première condition d’application de la composition, "S’il existe un arc de Lp˜3
dont une seule extrémité a une image dans Rp˜2 par f, alors cette image n’est pas ajoutée lors de
l’application de p˜2", est remplie. En effet, les deux extrémités du seul arc de Lp˜3 , (v
3
2, v
2
2), ont une
image par f dans Rp˜3 , respectivement v
1
1 et v
2
1.
La seconde condition d’application, "Pour tout arc de Lp˜3 dont les deux extrémités ont des images
dans Rp˜2 par f, si au moins une des deux images est ajoutée lors de l’application de p˜2, alors il existe
un arc entre ces images dans Rp˜2", est également respectée. Le seul couple (v1, v2) ∈ V2L
p˜C3
tel que
f((v1, v2)) /∈ Im(fp˜2)2 ∧ ((v1, v2) ∈ ELp˜3 étant (v32, v22), qui vérifie f((v32, v22)) ∈ ERp˜2 .
La règle p˜3 n’ajoutant d’arc entre aucun des nœuds qu’elle laisse invariant, la condition 3.(a) est
nécessairement remplie, de même que la condition 4. La condition 3.(b) est automatiquement rem-
plie, f étant injective.
Il n’est pas nécessaire que les conditions 5. et 6. soient remplies (la condition 5. ne l’est d’ailleurs
pas). En effet, les morphismes liés aux règles à composer sont tous deux injectifs.
Application. Dans ce contexte, le morphisme mL : AffI(L
CIp˜2
p˜3
) → LC
I
p˜2
p˜3
↓C RIp˜2 est caractérisé par
la restriction de f à v22 et l’ensemble d’identification vide. Il a pour ensemble de départ v
2
2 muni
de ses attributs intégrant l’affectation induite par I, soit, après un choix arbitraire de représentants
favorisant les variables apparaissant dans Rp˜2 , ((n1 + 1,N), (id1, ID), (nat1,Nat), (nta,NT)). Son
ensemble d’arrivée est le nœud v11.
La règle de réécriture rL = (AffI(L
Cp˜2
p˜3
)
mL−−→ LC
I
p˜2
p˜3
↓C RIp˜2) est représentée dans la figure 4.11.
La règle rL permet de générer le graphe LSr , fruit de son application à Lp˜3 selon (id, I), comme
illustré dans la figure 4.12. LSr est, à un isomorphisme près, Lp˜3 privé de sa partie identifiée à des
éléments ajoutés lors de l’application de p˜2, soit le nœud temporaire v22 et l’arc (v
3
2, v
2
2).
La partie gauche de la règle composée est représentée dans la figure 4.10. Cette dernière est égale à
Lp˜2 ↑(fp˜2 ,I) LSp, qui est à son tour égal à LSp, Lp˜2 étant restreint à un seul nœud qui a une image dans
LSp par fp˜2 (= Id).
Concernant la partie gauche de la règle composée, le morphismemR est ici tel que L
Cp˜2
p˜3
∩LIp˜3 → Rp˜3 .
Il est caractérisé par l’ensemble d’identifications vide et la restriction de fp˜3 à l’intersection de son
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("0", N),
(ntc, NT)
v12
v22
(n3, N)
(id2, ID),
(nat2, Nat)
(ntb, NT)
(n2, N),
("OMNI", Nat)
v32
(n4, N),
(nat2, Nat),
("OMNI", Nat)
("0", N)
Lp˜3
v12(n2, N),
("OMNI", Nat)
v11
(n4, N),
(nat2, Nat),
("OMNI", Nat)
(n1+1, N)
(id1, ID),
(nat1, Nat),
(nta, NT)
LSr = rL_(id, I)(Lp˜3)
FIGURE 4.12 – Application de rL à Lp˜3 suivant (id, I) :
LSr
domaine de définition avec les nœuds de L
Cp˜2
p˜3
. Le seul nœud de cette intersection est v32. La règle
de réécriture rL (L
Cp˜2
p˜3
mL−−→ Rp˜3) est présentée dans la figure 4.13.
("0", N),
(ntc, NT)
v22
(n3, N),
(id2, ID),
(nat2, Nat)
(ntb, NT)
v32
("0", N),
(id3, ID),
("SED", Nat),
(s, Serv),
(ntc, NT)
v12
v32
v42
("0", N),
(nat2, Nat),
("SED", Nat)
(n2+1, N),
("OMNI", Nat)
(n3+1, N),
(id2, ID),
(nat2, Nat)
(ntb, NT)
L
Cp˜2
p˜3 Rp˜3
(n4+1, N),
(nat2, Nat),
("OMNI", Nat) ("0", N),("SED", Nat),
("OMNI", Nat)
("0", N)
mR
FIGURE 4.13 – Règle rL :(L
Cp˜2
p˜3
mL−−→ Rp˜3 )
L’application de la règle rR entraîne la suppression d’un nœud temporaire ainsi que l’ajout d’un
SED et un OMNI. Son application à Rp˜2 selon (f, I) produit la partie droite de la règle composée
représentée dans la figure 4.10.
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La règle composée, r, ne supprime aucun élément car Lr = LIr. En effet,
v2c = v
1
2 ∈ VLIp˜3 ,
v1c = v
1
1 ∈ VRIp˜2 , et son unique antécédent par f est v
3
2 ∈ LIp˜3 , d’où P1(v1c),
(v11, v
1
2) vérifie P4, car v
3
2 est l’unique antécédent de v
1
1 par f et (v
3
2, v
1
2) ∈ ELIp˜3 .
Finalement fr est la fonction associant v2c = v12 à fp˜3(v
1
2) = v
1
2 et v
1
c = v
1
1 à v
3
2 comme v
3
2 est l’unique
nœud tel que f(v32) = v
1
1.
Rappelons que :
1. r est le résultat de p˜3 ◦C p˜2 et, trivialement, tout morphisme selon lequel elle est applicable
vérifie l’hypothèse du théorème 4.4. C’est donc une règle composée d’après le théorème 4.4,
2. p˜3 et p˜2 sont correctes pour la grammaire G˜GDIET .
La règle r est par conséquent correcte pour G˜GDIET selon le théorème 4.5.
4.3.3 Spécialisation
4.3.3.1 Définition et correction.
L’opération de spécialisation consiste à renforcer les conditions d’application d’une règle et/ou de
réduire le panel de ses résultats possibles. Cette opération a reçu moins d’attention que l’opération
inverse : AGG [27], par exemple, propose de relaxer automatiquement les contraintes d’applica-
bilité d’une règle si celles ci sont nécessairement satisfaites par la grammaire. La restriction d’une
règle est toutefois un outil pratique pour la gestion de systèmes. Elle permet, entre autres, de res-
treindre l’application d’une règle à un contexte particulier ou à une entité ayant une nature ou un
identifiant précis (se rapportant à un composant signalé comme étant défaillant, par exemple).
Une opération de spécialisation est le processus créant une règle dite spécialisé à partir d’une autre.
Un dit également que cette première règle est une spécialisation de la seconde. La définition sui-
vante formalise la relation de spécialisation.
Définition 4.7. (Spécialisation d’une règle) Une spécialisation d’une règle p est une règle q telle
que pour tout graphe G, s’il existe un morphisme* mqL selon lequel q est applicable à G, alors il
existe un morphisme* mpL selon lequel p est applicable à G tel que q_m
q
L(G) est isomorphe selon
(fi, ∅) à p_mpL(G).
Il s’agit à présent de montrer que cette opération conserve la correction des transformations.
Théorème 4.5. Une spécialisation d’une règle correcte (vis à vis d’un style architectural) est également
correcte (vis à vis du même style).
Démonstration. Soit G un graphe représentant une configuration correcte d’un style architectural S
caractérisé par Gr = (AX,NT , T ,P), p une règle de réécriture correcte pour S et q une spécialisation
de p.
Supposons que q est applicable àG selon un morphisme*mq et prouvons que le résultat de son ap-
plication est nécessairement correct. Selon la définition 4.7, il existe un morphisme*mp par rapport
auquel p est applicable à G tel que q_mqL(G) est isomorphe à p_m
p
L(G) selon un certain isomor-
phisme (f, ∅).
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p et G étant corrects par hypothèse, p_mp(G) est également une configuration correcte. Il existe
donc par définition un graphe Gc pouvant être obtenu à partir de AX en appliquant des règles de
P et un isomorphisme (fi, Ii) entre p_mp(G) et Gc tel que AffIi(p_m2(G)) = p_mp(G).
Donc il existe deux isomorphismes, q_mq(G)
(f,∅)−−−→ p_mp(G) = AffIi(p_mp(G))
(fi,Ii)−−−−→ Gc.
D’après la remarque 3.1, il existe un isomorphisme q_mq(G)
(f◦fi,Ii)−−−−−→ Gc. Comme q_mq(G) (f,∅)−−−→
AffIi(p_mp(G)), q_mq(G) est nécessairement invariant pour AffIi .
Par conséquent q_mq(G), est également une configuration correcte pour S.
4.3.3.2 Concrétisation.
Le théorème suivant décrit un ensemble de contraintes sur deux règles de réécriture permettant la
vérification automatique de la satisfaction de la relation de spécialisation. Cette vérification peut ap-
puyer la création d’une règle spécialisée ou servir à prouver automatiquement la correction d’une
règle.
Théorème 4.6. Pour toutes règles p = (Lp
mp−−→ Rp) et q = (Lq mq−−→ Rq), avec mp = (fp, Ip) et mq =
(fq, Iq) des morphismes de LIp et LIq vers Rp et Rq, si :
1. Il existe un morphisme*mL = (fL, IL) : Lp
mL−−→ Lq, fL pouvant être la fonction identité, tel que :
(a) Lq est invariant pour l’affectation induite par IL, AffIL . Ainsi, Lq a nécessairement autant ou
moins de variables libres que Lp.
(b) la restriction demL à LIp est un morphisme* de LIp vers LIq.
(c) (VLq\VLIq) = fL(VLp\VLIp). Les nœuds effacés par q sont exactement ceux supprimés par p.
(d) fL(ELp\ELIp) ⊆ (ELq\ELIq). Tout arc explicitement effacé par p est effacé par q. Comme tout
nœud effacé par p l’est également par q, les arcs suspendus implicitement effacés par p sont
également effacés par q.
(e) ∀e = (v1, v2) ∈ (ELq\ELIq), e ∈ fL(ELp\ELIp)∨ (v1 ∈ (VLq\VLIq)∨ v2 ∈ (VLq\VLIq)). Tout arc
explicitement supprimé par q est soit explicitement supprimé par p, soit supprimé implicitement
car devenant suspendu lors de la transformation (et donc également supprimé par p).
2. Il existe un homomorphisme hR = (fR, IR) : Rp
hR−−→ Rq tel que :
(a) Rq est invariant pour l’affectation induite par IR, AffIR . Ainsi, Lq a nécessairement autant ou
moins de variables libres que Rp.
(b) ∀v ∈ Dom(fp), fR(fp(v)) = fq(fL(v)).
(c) fR(Rp\fp(LIp)) = Rq\fq(LIq). L’image par fR de l’ensemble des éléments de Rp non identifiés
avec un élément de LIp à travers fp est égal à l’ensemble des éléments de Rq non identifiés avec
un élément de LIq via fq. Cela signifie que les éléments ajoutés par p sont exactement les éléments
ajoutés par q (à fR près).
3. fq est injective sur Dom(fq)\(fL(Dom(fp))). Ainsi, q n’implique pas plus de fusion d’éléments
que p.
alors q est une spécialisation de p.
La preuve de ce théorème est détaillée dans l’annexe B.
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4.3.3.3 Illustration
Considérons la règle r = p˜3 ◦C p˜2 illustrée dans la figure 4.10 et dont la construction est décrite
dans la sous section 4.3.2.3. Celle-ci spécifie une transformation permettant l’ajout d’un SED sur un
agent. Cette règle peut être spécialisée afin de caractériser la duplication d’un SED fournissant
un ensemble de services fixé sous la forme de la règle d représentée dans la figure 4.14. Cette
dernière permet, par exemple, de palier à une augmentation des demandes clients pour un service
particulier, ou d’anticiper une panne potentielle d’un SED en mitigeant ses conséquences.
(n1, N)
(id1, ID),
(nat1, Nat)
(nta, NT) v1d
v2d
(n2, N),
("OMNI", Nat)
(n4, N),
(nat1, Nat),
("OMNI", Nat)
(n3, N),
(id2, ID),
("SED", Nat),
("s1", Serv),
(ntb, NT)
(n6, N),
(nat1, Nat),
("SED", Nat)
(n5, N),
("SED", Nat),
("OMNI", Nat)
v3d
(n1+2, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
v1d
v2d
(n2+1, N),
("OMNI", Nat)
(n4+1, N),
(nat1, Nat),
("OMNI", Nat)
(n3, N),
(id2, ID),
("SED", Nat),
("s1", Serv),
(ntb, NT)
(n6, N),
(nat1, Nat),
("SED", Nat)
(n5, N),
("SED", Nat),
("OMNI", Nat)
v3d
("0", N),
(id3, ID),
("SED", Nat),
("s1", Serv),
("nt2", NT)
("0", N),
(nat1, Nat),
("SED", Nat)
v4d
("0", N),
("SED", Nat),
("OMNI", Nat)
FIGURE 4.14 – d, une spécialisation de r :
duplication d’un SED fournissant un ensemble de services fixé
Les conditions d’applications de d sont plus contraignantes que celles de r : Ld est construit à partir
de Lr en ajoutant le SED à dupliquer ainsi que les liaisons le concernant. La relation entre Lr et Ld,
et en particulier le morphisme les liant, est illustré dans la figure 4.15. La partie gauche de r étant un
sous graphe de la partie gauche de d, les conditions 1.(a) et 1.(b) du théorème 4.6 sont respectées.
De plus, comme ni p ni r ne suppriment d’élément, ces règles remplissent également les conditions
1.(c), (d) et (e).
Le résultat de l’application de d est équivalente à celle de r : Rd est construit à partir de Rr de la
manière suivante. Premièrement, l’enrichissement de la partie invariante, consistant en l’ajout du
SED à dupliquer et des liaisons le concernant, est appliqué à Rr afin de donner Rd. Ceci valide
la condition 2. (c) du théorème 4.6. Deuxièmement, le nombre de variables libres, en respectant
ainsi la condition 2. (b), est diminué ; l’ensemble des services du SED dupliqué est assigné au SED
nouvellement déployé. La relation entre Rr et Rd, et en particulier le morphisme les liant (voir
condition 2. (a)), est illustré dans la figure 4.16.
Rappelons que :
1. comme d respecte les conditions du théorème 4.6, c’est une spécialisation de r.
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(n1, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
v1r
v2r
(n2, N),
("OMNI", Nat)
(n4, N),
(nat1, Nat),
("OMNI", Nat)
(n1, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
v1d
v2d
(n2, N),
("OMNI", Nat)
(n4, N),
(nat1, Nat),
("OMNI", Nat)
(n3, N),
(id3, ID),
("SED", Nat),
("s1", Serv),
(ntb, NT) (n6, N),(nat1, Nat),
("SED", Nat)
(n5, N),
("SED", Nat),
("OMNI", Nat)
fL
v3d
IL = ∅
FIGURE 4.15 – d, une spécialisation de r :
relation entre parties gauches
2. r est correcte vis à vis de G˜GDIET (voir sous section 4.3.2.3).
La règle d est donc correcte pour G˜GDIET selon le théorème 4.5
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("0", N),
(id3, ID),
("SED", Nat),
(s, Serv),
("nt2", NT)
v2rv1r
v3r
("0", N),
(nat1, Nat),
("SED", Nat)
(n2+1, N),
("OMNI", Nat)
(n1+2, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
(n4+1, N),
(nat1, Nat),
("OMNI", Nat)
("0", N),
("SED", Nat),
("OMNI", Nat)
(n1+2, N)
(id1, ID),
(nat1, Nat)
(nta, NT)
v1d
v2d
(n2+1, N),
("OMNI", Nat)
(n4+1, N),
(nat1, Nat),
("OMNI", Nat)
(n3, N),
(id2, ID),
("SED", Nat),
("s1", Serv),
(ntb, NT)
(n6, N),
(nat1, Nat),
("SED", Nat)
(n5, N),
("SED", Nat),
("OMNI", Nat)
v3d
("0", N),
(id3, ID),
("SED", Nat),
("s1", Serv),
("nt2", NT)
("0", N),
(nat1, Nat),
("SED", Nat)
v4d
("0", N),
("SED", Nat),
("OMNI", Nat)
fR
IR = ("s1", s), (s, "s1")
FIGURE 4.16 – d, une spécialisation de r :
relation entre parties droites
Remarque 4.4. Il est intéressant de noter que l’application d’une spécialisation incrémente unique-
ment les compteur de matching des éléments apparaissant également dans la règle originale. Dans
l’exemple développé, le compteur de v3d n’est ainsi pas incrémenté. Ce comportement est normal et
cohérent avec l’équivalence des applications d’une règle et de sa spécialisation.
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4.4 Conclusion du chapitre
Dans ce chapitre, nous élaborons une méthodologie permettant la construction et la caractérisa-
tion générative de règles de transformations correctes par construction dont l’application pré-
serve nécessairement la correction du système.
Dans un premier temps, nous définissons les diverses notions de correction considérées dans ces
travaux, comme récapitulé dans le tableau 4.1. Les grammaires de graphes sont adoptées en tant
que méta-modèle (model kind) pour la formalisation de styles architecturaux dont la spécification
fournit la base axiomatique de la notion de correction ; la validité de cette caractérisation n’est elle
même pas questionnée. Une configuration est considérée correcte vis à vis d’un style si elle en est
une instance. Une transformation est à son tour considérée correcte vis à vis d’un style si elle le
préserve, c’est à dire que son application à une configuration correcte produit nécessairement une
configuration correcte.
Concept Formalisation Signification
Style architectural Grammaire de graphe Caractérisation d’un
ensemble de graphes
Correction :
Configuration Instance de la grammaire Instance du style architectural
Transformation Transformation pour laquelle Transformation préservant
l’ensemble des instances la correction
de la grammaire est stable du système
TABLE 4.1 – Récapitulatif : style architectural et correction
La méthodologie proposée se base sur l’aspect génératif du formalisme adopté pour la description
d’un style architectural. En effet, la spécification d’un style fournit un ensemble initial de trans-
formations axiomatiquement correctes (ses productions). L’introduction d’opérations préservant la
correction des règles permet donc de générer, à partir de cet ensemble initial, de nouvelles règles
correctes.
Dans ce but, nous nous intéressons à trois opérations sur les règles de réécriture et nous montrons
qu’elles préservent leur correction sous certaines conditions que nous étudions. Nous proposons
également des algorithmes et méthodes opérationnelles facilitant leur emploi.
La première, l’inversion, consiste à définir une transformation inverse annulant les effets d’une
autre. C’est également la seule opération ne conservant la correction d’une règle que sous certaines
conditions. Après avoir adapté sa définition opérationnelle au contexte de ces travaux, nous pré-
sentons ces conditions. Finalement, nous les relaxons en présentant un algorithme implémentant
un compteur de reconnaissance.
La seconde opération étudiée est une composition dans son sens classique. Après avoir démontré
qu’elle conserve la correction, nous proposons un algorithme opérationnel permettant la construc-
tion d’une règle composée.
Finalement, la spécialisation permet de restreindre les conditions d’applicabilité d’une règle de ré-
écriture et/ou de ses résultats possibles. Après avoir démontré que la spécialisation d’une règle
correcte est également correcte, nous proposons une manière concrète de vérifier automatiquement
la satisfaction de la relation de spécialisation.
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La méthodologie élaborée ici permet ainsi la caractérisation générative et la création de règles de
transformations correctes par construction pour un style architectural, étant donné une grammaire
de graphe le décrivant. L’utilisation de telles transformations dans le cadre de politiques autonomes
permet d’efficacement garantir le maintien d’un système dans un état correct lors de leur appli-
cation, et donc son auto-protection interne. En effet, cette technique présente plusieurs avantages.
Premièrement, nulle vérification ou validation n’est nécessaire pour garantir le maintien de la co-
hérence vis à vis d’une évolution. Les processus de validation et vérification sont ainsi transposés
de la phase d’exécution à la phase de conception.
Deuxièmement, une transformation correcte ne pouvant par définition produire un état incorrect,
la possibilité d’avoir à recourir à des procédures d’annulation ("roll-backs") suite à une transforma-
tion est complètement supprimée.
Chapitre 5
Intégration dans une approche
multi-modèles
Application à l’auto-guérison de systèmes Machine-à-Machine
5.1 Introduction
La propriété d’auto-guérison 1 permet à un système de gérer pannes et dysfonctionnements de ses
composants, qu’ils soient logiciels ou matériels. Dans un environnement distribué comportant de
multiples machines, la probabilité d’occurrence de tels troubles ne peut être négligée. Il est pri-
mordial que le système puisse les surmonter et maintenir son activité. Idéalement, ces dysfonc-
tionnements devraient être anticipés et ainsi évités : ce comportement est qualifié d’auto-guérison
pro-active.
Nous concevons dans la suite un gestionnaire autonome basé sur le formalisme précédemment
introduit et implémentant, entre autre, cette propriété. Ce gestionnaire, développé dans le cadre du
projet OM2M 2, porte sur tout système Machine-à-Machine (M2M) se conformant au standard ETSI
M2M [125].
Au cours des dernières années, la prolifération des appareils et réseaux de communication sans
fil a conduit à l’émergence du paradigme M2M, une des solutions les plus prometteuses pour le
futur des communications intelligentes [126]. Ce paradigme s’applique aux systèmes comprenant
un grand nombre d’appareils intelligents partageant des informations et élaborant collectivement
des décisions, et ce avec peu ou prou d’intervention humaine. La section 5.2 détaille le contexte des
travaux présentés dans ce chapitre en fournissant un tour d’horizon des solutions actuelles pour
les systèmes M2M et en introduisant le projet OM2M.
Dans un premier temps, il convient d’élaborer la vue architecturale sur laquelle s’appuie le ges-
tionnaire. Afin de concilier fonctionnalités et gestion autonome du système, nous proposons dans
la section 5.3 une vue composée de deux modèles distincts : représentation du standard ETSI et
graphes. Les mécanismes répondant aux impératifs de cohérence dans les approches multi-modèles
y sont également introduits.
1. en anglais : self-healing
2. Open Machine to Machine, eclipse.org/om2m/
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Cette représentation a permis la conception de plusieurs politiques de gestion, dont un échan-
tillon relatif à l’auto-guérison pro-active du système est présenté dans la section 5.4. Les politiques
détaillées incluent des éléments d’auto-optimisation. Ayant été élaborées conformément à la mé-
thodologie introduite dans le chapitre précédent, elles respectent également la propriété d’auto-
protection interne.
Enfin, la section 5.5 démontre la faisabilité de l’approche proposée à des applications concrètes. Se
reposant sur un premier effort d’implémentation, une politique autonome est menée et évaluée sur
un cas d’utilisation de compteur intelligent.
5.2 Contexte : Le paradigme Machine-à-Machine
5.2.1 Le paradigme Machine-à-Machine
Le paradigme M2M couvre une grande variété de systèmes ; il peut être utilisé afin de décrire toute
technologie permettant à des appareils de communiquer. Son but sous-jacent est la mise en réseau
d’appareils interconnectés et contrôlés à distance à l’aide de technologies fiables, bon marché et
extensibles à de grandes échelles. Les systèmes et communications M2M ont été exploités avec suc-
cès pour obtenir un gain d’efficacité et réduire (ou même supprimer) les interventions humaines
dans de nombreux contextes. Ils interviennent par exemple dans la spécification et l’implémenta-
tion d’applications intervenant dans les automobiles, les compteurs intelligents, la domotique et
les réseaux de distributions d’électricité intelligents. Intrinsèquement, les systèmes M2M sont su-
jets à évolution, des applications étant démarrées et interrompues, des machines découvertes et
arrêtées... Ils se doivent par conséquent d’être autonomes.
Les systèmes M2M possèdent des caractéristiques et contraintes communes [126], telles que l’hété-
rogénéité du réseau et l’intelligence des appareils. Les données produites et manipulées évoluent au
cours du temps, sont mobiles et sujettes à des contraintes temporelles (accès rapide...). Néanmoins,
les solutions techniques pour le M2M sont nombreuses, extrêmement fragmentées et généralement
dédiées à une seule application. Le développement du marché M2M en est sensiblement affecté et
freiné, tandis que les coûts de développement, de maintenance et de recherche augmentent. Face
à ces similarités et contraintes, la standardisation s’impose comme le moteur clé de la levée des
verrous techniques et de l’interopérabilité des services et réseaux de M2M.
Un grand nombre d’organismes de standardisation, tels que TIA 3, ESNA 4 et IPSO 5, tentent de
définir des architectures et services standards répondant aux problématiques de communication
M2M. Ceux-ci adoptent deux types d’approches :
— en étendant des standards existants pour répondre à ces nouveaux besoins, tels que les pro-
tocoles internet (IP) Internet Protocol pour les objets connectés intelligents.
— en créant des standards de toute pièce, comme le fait l’OMA 6.
Cependant, l’offre actuelle demeure insatisfaisante. Premièrement, de multiples groupes se re-
streignent à certaines des propriétés M2M et n’ont pas pour objectif de couvrir leur ensemble.
L’OMA, par exemple, s’intéresse uniquement à la gestion des appareils. Deuxièmement, la plupart
de ces propositions ne sont pas abouties mais plutôt en phase d’ébauche préliminaire. Les travaux
3. the Telecommunications Industry Association, tiaonline.org
4. Energy Services Network Association, esna.org
5. IP-for the connection of smart objects, ipso-alliance.org
6. Open Mobile Alliance, http ://openmobilealliance.org/about-oma/work-program/m2m-enablers/
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liés aux M2M et conduits par l’IETF 7 et la TIA sont par exemple à ranger dans cette dernière caté-
gorie.
5.2.2 Le standard ETSI M2M et le projet OM2M
L’ETSI 8, et plus particulièrement son groupe smartM2M 9, est un des seuls à avoir développé une
vue de bout en bout mature pour les communications M2M. Cette dernière facilite le déploiement
d’applications verticales et l’innovation inter-industries en exposant données et services au tra-
vers d’interfaces standardisées. Ces interfaces confèrent également une grande extensibilité aux
systèmes considérés en implémentant des échanges de données conformes au style architectural
REST 10. L’architecture de ce standard est définie au travers d’une multitude de rapports et spécifi-
cations techniques 11 précisant entre autres :
— les contraintes comportementales et fonctionnelles de chaque élément du réseau pour four-
nir une vue de bout en bout [127].
— l’architecture fonctionnelle considérée, composée de capacités de services M2M [128].
— les protocoles des diverses interfaces [129].
C’est dans ce contexte que le projet OM2M [130] 12 a vu le jour. Initié par le LAAS puis diffusé par
la fondation Eclipse, il vise à fournir une implémentation open-source de ce standard prometteur.
Les contributions présentées dans la suite de ce chapitre s’inscrivent dans ce cadre. Elles consti-
tuent plus spécifiquement la conception et un premier effort d’implémentation d’un gestionnaire
autonome pour tout système se conformant au standard ETSI M2M. En effet, eût égard au contexte
extrêmement changeant dans lequel ceux-ci évoluent, le standard prévoit une ressource "gestion-
naire" chargée de mener à bien adaptations et évolutions. Il ne fournit néanmoins aucune précision
à ce sujet, notamment sur la manière de le concevoir et de l’implémenter.
Il convient avant tout de souligner que la représentation sous-jacente au standard n’est pas appro-
priée à la spécification d’opérations d’auto-gestion. En effet, elle se concentre sur les fonctionnalités
du système, et n’offre par conséquent que peu de moyens de raisonnement et de modélisation liés
à ses transformations. Des approches multi-modèles [21, 59, 131] peuvent être adoptées lorsqu’une
seule description ne peut répondre à l’intégralité des besoins. Afin de permettre l’auto-gestion de
systèmes M2M, les concepts du standard ETSI M2M peuvent ainsi être associés à un modèle ap-
proprié, le résultat bénéficiant de chacune des deux représentations.
5.3 Une approche multi-modèles conciliant fonctionalités et gestion au-
tonome
Cette section est dédiée à la solution de modélisation élaborée dans le cadre de l’approche pro-
posée. Afin de concilier fonctionnalités et gestion autonome du système, nous proposons une vue
architecturale composée de deux modèles distincts, basés sur deux différents méta-modèles. Le
premier, s’intéressant aux aspects fonctionnels du système, est une traduction directe du standard
7. The Internet Engineering Task Force, ietf.org
8. The European Telecommunications Standards Institute, etsi.org
9. etsi.org/index.php/technologies-clusters/technologies/m2m
10. Representational state transfer
11. Ces rapports sont disponibles à l’adresse : etsi.org/technologies-clusters/technologies/m2m
12. Open M2M, eclipse.org/om2m/
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ETSI M2M. Le second, se reposant sur une meta-grammaire de graphe, permet d’assurer la gestion
autonome du système. Un modèle et les mécanismes lui étant liés seront qualifiés de "couche".
Dans le cas d’une vue architecturale comportant plusieurs modèles, et comme le précise le standard
ISO/IEC/IEEE-42010 [12], deux points doivent être pris en considération.
Premièrement, le but n’est pas de dupliquer l’intégralité des informations disponibles dans les deux
modèles. Seules celles nécessaires à l’accomplissement des objectifs d’un modèle doivent y figurer.
Deuxièmement, la multiplicité des modèles pose le problème de leur cohérence. Le système étudié
étant dynamique, chaque modèle doit évoluer pour correspondre à son état effectif. De plus, des
évolutions peuvent être initiées à travers les processus de découvertes et de reconfigurations, et
donc trouver leur origine dans chacune des deux couches du modèle. Pour assurer la cohérence
interne de la vue architecturale proposée, et donc des deux modèles qui la composent, ces transfor-
mations doivent être impactées de manière bidirectionnelle. Nous élaborons en ce but un ensemble
de communications et mises à jour inter-couches.
5.3.1 Modèle fonctionnel : le standard ETSI M2M
Dans la vision de l’ETSI, les composants de systèmes M2M sont considérés comme des ressources.
Ils sont représentés dans une structure arborescente manipulable de manière RESTful, c’est à dire
conformément au style architectural REST. Cet arbre de ressources composé de divers groupes
logiques permet d’assurer un adressage simple des ressources, une grande flexibilité et extensibilité
dans les échanges de données applicatives ainsi que des interfaces aisément exploitables.
Équipement
M2M
Équipement
ETSI M2M
Réseau de
communication
M2M
Passerelle
M2M
Applications
M2MRéseau M2M
local
C
apacités
de
service
FIGURE 5.1 – Architecture logique en domaines du standard ETSI M2M
L’ETSI a divisé les systèmes M2M en trois domaines illustrés dans la figure 5.1 :
— Le domaine applicatif 13 appliquant la logique de service. Les données relatives aux applica-
tions sont considérées comme des ressources définies dans une structure arborescente et
manipulables de manière RESTful. Cet arbre de ressources expose fonctions et services à
travers un ensemble d’interfaces ouvertes regroupées sous le terme "capacités de service".
13. en anglais : application domain
Chapitre 5. Intégration dans une approche multi-modèles 101
— Le domaine des équipements M2M 14 inclus toutes les sources et destinations de données tels
que capteurs, senseurs intelligents, microprocesseurs, passerelles... Ce sont, en résumé, les
machines communicantes du système. Selon le standard ETSI M2M, il existe trois types
d’équipement M2M : passerelles, appareils dits ETSI pouvant communiquer sur le réseau
sans passer par une passerelle et appareils contraints devant se connecter à une passerelle
pour communiquer. Ces derniers sont traités comme des ressources de la passerelle sur la-
quelle ils se connectent.
— Le domaine réseau 15 désigne une technologie permettant l’inter-connectivité et la mise en
réseau des appareils du domaine des équipements M2M.
Les capacités de services sont subdivisées en :
— NSCL 16 faisant référence aux capacités de service relatives au domaine réseau.
— GSCL 17 faisant référence aux capacités de service des passerelles M2M.
— DSCL 18 faisant référence aux capacités de services des équipements et appareils M2M.
— SCL 19, faisant référence à n’importe lequel des termes précédents (NSCL, GSCL et DSCL).
Dans les systèmes M2M, les données proviennent d’un grand nombre d’appareils distincts. Elles
sont échangées entre diverses applications au moyen de conteneurs de données. Ces derniers sont
des médiateurs/tampons stockant les données et servant d’intermédiaire lors de leur utilisation. Ils
suppriment la nécessité de connections directes et autorisent l’échange de données entre des entités
n’étant pas connectées simultanément.
Les procédures d’enregistrement et d’annonce permettent les interactions entre les composants
(équipements et applications) distribués du système en gérant la visibilité de leurs ressources.
L’enregistrement comprend deux sous-cas :
— L’enregistrement de SCLs définit l’ensemble des procédures permettant à un GSCL ou un
DSCL de s’enregistrer sur un autre SCL. Après la découverte de l’équipement concerné,
celui-ci doit s’enregistrer sur le réseau (NSCL) afin d’initier la gestion de ses ressources. Les
enregistrements pairs à pairs (i.e., équipement/équipement, passerelle/passerelle ou pas-
serelle/équipement) permettent aux équipements de communiquer directement (i.e. sans
passer par le domaine réseau) lorsque cela est possible, améliorant ainsi l’extensibilité du
système.
— L’enregistrement des applications définit l’ensemble des procédures permettant à une applica-
tion de se déclarer localement afin d’être prise en compte dans son SCL local. Cette étape est
requise pour que la dite application soit connue et visible, et qu’elle puisse ainsi échanger
des données en usant des processus RESTful.
L’annonce définit l’ensemble des procédures permettant à une ressource, c’est à dire une application
ou un conteneur, de se déclarer sur un SCL distant. Afin d’annoncer une ressource à une machine
distante, sa machine hôte et la machine cible doivent pouvoir se voir, i.e. être enregistrées l’une à
l’autre.
La représentation d’une configuration selon le modèle ESTI peut être symbolisée sur la base de
l’arbre de ressource du réseau, celui-ci voyant les SCLs de chaque équipement du système. Les
applications et conteneurs non-annoncés au réseau sont stipulés dans cette représentation bien
14. en anglais : M2M device domain
15. en anglais : network domain
16. Network Service Capabilities Layer
17. Gateway Service Capabilities Layer
18. Device Service Capabilities Layer
19. Service Capabilities Layer
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FIGURE 5.2 – Représentation d’une configuration M2M d’après le modèle ETSI
qu’absents du NSCL. La figure 5.2 illustre cette représentation pour une configuration simple com-
prenant deux équipements dont les SCLs sont notés DSCL1 et DSCL2. Un conteneur et une ap-
plication, notés cont et appli, sont déployés sur le premier et le second appareil, respectivement.
Notons que cette représentation ne permet pas, a priori, de savoir si les deux équipements sont
enregistrés l’un à l’autre ou si certaines de leurs ressources sont annoncées. Ces informations ne
sont disponibles qu’en connaissant les SCLs des deux appareils. Dans ce cas particulier, appli a
souscrit à, et écrit sur, le conteneur cont. Les appareils sont donc enregistrés et cont est annoncé au
deuxième équipement.
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5.3.2 Modèle formel pour la gestion autonome
Cette couche formelle est introduite pour faciliter le raisonnement et la gestion d’applications M2M.
Elle repose sur une grammaire de graphe "générique" caractérisant un système M2M dont le fonc-
tionnement est régulé par le standard ETSI M2M. Ces deux modèles doivent donc être consistants ;
les applications construites selon le paradigme M2M peuvent être vues comme des instances des
deux modèles à la fois, i.e. du standard ETSI M2M et de la grammaire générique élaborée ici. Dans
ce dernier cas, le terme instanciation peut prêter à confusion. Précisons donc que la dite applica-
tion est alors caractérisée par une grammaire de graphe qui est une instanciation de la grammaire
générique.
5.3.2.1 Analyse préliminaire : informations nécessaires
Afin de mener à bien la gestion autonome du système, les informations suivantes sont considérées
dans la couche formelle :
— Les équipements déployés et le type d’applications qu’ils peuvent supporter. En effet, une
application ne peut pas nécessairement être exécutée sur tout type d’appareil ; l’acquisition
de données, par exemple, ne peut être conduite sur un microprocesseur mais uniquement
sur des capteurs dédiés.
— Les connexions établies. Plus précisément, il s’agit de la visibilité que chaque appareil pos-
sède en lien avec les processus d’enregistrement et d’annonce. Les délais de propagation dus
aux routes et équipements physiques sous jacents à chaque connexion.
— Les conteneurs déployés, leur hôte et les appareils auxquels ils se sont annoncés.
— Les applications déployées, leur hôte, leur type, les appareils auxquels elles se sont annon-
cées, les conteneurs qu’elles utilisent et le type d’utilisation (lecture et/ou écriture) qu’elles
en font.
5.3.2.2 Caractérisation par une grammaire de graphe
Axiome. L’axiome est encore une fois purement théorique et représenté par un nœud noté AX.
Termes terminaux. Dans le contexte présent, ces termes caractérisent les types d’entités présentes
dans les systèmes M2M, ainsi que les informations leur étant liées. Notons ID l’ensemble des va-
leurs que peut prendre l’identifiant unique d’un composant. D’après l’analyse préliminaire précé-
dente, il existe quatre types de composants :
— Les conteneurs dont l’archétype est Tc = vc((id, ID)).
— Les applications. Les attributs de ces dernières précisent leur identifiant et leur type. En
notant Natt l’ensemble des types d’applications, l’archétype des applications est Ta = va(
(id, ID), (nat,Natt)).
— Les équipements communicants, c’est à dire les passerelles et appareils ETSI. En plus d’un
identifiant, ces derniers possèdent deux attributs reflétant leur nature et le type d’applica-
tions qu’ils peuvent supporter. En notant Nate = {"pass", "ETSIeq"} et Exec (comme exécu-
table) l’ensemble des parties de Natt, l’archétype représentant les équipements communi-
cants est Te = ve((id, ID), (nat, Nate), (exec,Exec)).
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— Le réseau, une entité abstraite figurant un réseau de communication non-local. Ce der-
nier peut également englober divers fournisseurs de ressources allant jusqu’aux data cen-
ter. Le réseau étant unique, il ne nécessite pas d’identifiant. Son archétype est alors Tr =
vr(("réseau", {"réseau"}, (exec,Exec)).
Dans le cadre de l’augmentation décrite par l’algorithme 4.1, les termes terminaux sont enrichis
d’un attribut compteur dont le domaine de définition est N.
Productions. Avant d’introduire les productions elles mêmes, considérons les relations pouvant
être établies entre les différentes entités, et donc les attributs pouvant apparaître sur des arcs.
— enregistré, noté "e" : deux instances de l’archétype équipement ou une instance de ce dernier
et une de l’archétype réseau peuvent être enregistrées l’une à l’autre.
— déployé sur, noté "d" : d’un conteneur ou une application vers l’appareil sur lequel il est
déployé. Il apparaît alors dans le SCL du dit appareil.
— annoncé à, noté "a" : d’un conteneur ou une application vers un équipement distant. Cette
relation décrit la nature annoncée et visible d’une ressource vis à vis d’un appareil distant.
Rappelons que les productions de la grammaire décrivent les conditions dans lesquelles une entité
peut être déployée ou une relation initiée, ainsi que la manière de le faire. Par soucis de clarté et de
lisibilité, les domaines de définition des attributs sont implicites dans la suite, cela n’introduisant
pas d’ambiguïté.
La règle de production p1, illustrée dans la figure 5.3, décrit l’initialisation d’un système M2M
consistant dans le déploiement du réseau abstrait.
AX "0",
"réseau", exec
v0
v1
FIGURE 5.3 – Initialisation (p1)
L’addition (ou démarrage) d’une passerelle ou d’un appareil ETSI est caractérisée par la règle p2
représentée dans la figure 5.4. Un équipement doit s’enregistrer sur le réseau et voit les ressources
du réseau de la même façon. Les délais de transmissions, notés δ, de chaque connexion établie sont
également pris en considération.
n,
"réseau",
exec1
n+1,
"réseau",
exec1
"0", id,
nat, exec2
"0","e",δ1
"0","e",δ2v1 v1 v2
FIGURE 5.4 – Addition d’un équipement communicant (p2)
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Les règles p3, p4, p5 et p6, définies respectivement dans les figures 5.5a, 5.5b, 5.5c et 5.5d, présentent
de fortes similitudes. Ces transformations formalisent le démarrage d’une application (p3 et p5) ou
le déploiement d’un conteneur (p4 et p6) sur un équipement communicant (p3 et p4) ou sur le réseau
(p5 et p6). Notons qu’une application devrait être déployée sur un appareil pouvant l’exécuter (i.e.,
nat2 ∈ exec).
n+1, id1,
nat1, exec
"0", id2,
nat2
"0", "d"n, id1,
nat1, exec
v1
v1
v2
(A) Démarrage d’une application (p3)
n+1, id1,
nat1, exec
"0", id2
"0", "d"n, id1,
nat1, exec
v1
v1
v2
(B) Création d’un conteneur (p4)
sur un équipement communicant.
n+1, nat1,
exec
"0", id,
nat2
"0", "d"n, nat1,
exec
v1
v1
v2
(C) Démarrage d’une application (p5)
n+1, nat1,
exec
"0", id
"0", "d"n, nat1,
exec
v1
v1
v2
(D) Création d’un conteneur (p6)
sur le réseau.
FIGURE 5.5 – Ajout d’une entité
n1+1, id1,
nat1, exec1
n2+1, id2,
nat2, exec2
"0",
"e",
δ1
"0",
"e",
δ2
n1, id1,
nat1, exec1
n2, id2,
nat2, exec2
v1
v2
v1
v2
FIGURE 5.6 – Enregistrement pair à pair (p7)
La production p7, représentée dans la figure 5.6, décrit l’enregistrement pair à pair d’un équipe-
ment communicant à un autre. L’application de cette règle entraîne l’ajout de deux arcs (la relation
d’enregistrement étant réflexive).
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n1+1, id1,
nat1, exec1
n2+1, id2,
nat2, exec2
Av30 ++
n5+1,
"d"
n3+1,
"e",
δ1
n4+1,
"e",
δ2
"0",
"a"
n1, id1,
nat1, exec1
n2, id2,
nat2, exec2
n5,
"d"
n3,
"e",
δ1
n4,
"e",
δ2
v2 v2
v1 v1
v3 v3
FIGURE 5.7 – Annonce d’une application ou d’un conteneur (p8)
Une application ou un conteneur peut s’annoncer à tout appareil enregistré à son équipement hôte.
Cette condition et l’annonce elle-même sont formalisées par la production p8, illustrée dans la fi-
gure 5.7. Le noeud v3 n’est pas attribué et peut par conséquent être identifié à n’importe quel nœud.
Néanmoins, ce nœud étant à la source d’un arc de type "déployé sur", seule une application ou un
conteneur peut lui être associé (lorsque p8 est appliquée à une instance de la grammaire définie ici).
Bien que v3 ne soit pas attribué, le noeud lui étant associé l’est et son compteur de matching est
incrémenté lors de l’application de la règle.
n1+1, id1,
nat1, exec
n2+1, id2,
nat2
n3+1,
id3
n5 +1, r n4+1, "d"
"0", use
v1
v2v3
n1, id1,
nat1, exec
n2, id2,
nat2
n3,
id3
n5, r n4, "d"
v1
v2v3
FIGURE 5.8 – Initialisation d’une relation d’utilisation d’une application vers un conteneur (p9)
Une application peut utiliser un conteneur, c’est à dire le lire et/ou y écrire, si l’une de ces condi-
tions est remplie :
— Les deux sont déployés sur le même hôte.
— L’application est exécutée sur un appareil auquel le conteneur est annoncé.
En d’autres termes, une application peut utiliser un conteneur si son hôte est la destination d’un arc
dont le conteneur est la source, et dont le type est soit "déployé sur" ou "annoncé à". Comme tout
arc d’un conteneur vers un équipement possède un de ces deux types, une variable r peut couvrir
les deux cas sus-cités. La production p9 illustrée dans la figure 5.8 décrit l’établissement d’une
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relation d’utilisation. L’attribut variable use reflète le type d’utilisation initiée, soit "L", "E", "L/E"
pour lecture, écriture et lecture/écriture.
Grammaire. Finalement, la grammaire de graphe caractérisant les systèmes M2M est (AX, NT ,
T , P) où :
NT = ∅,
T = {Te, Tr, Tc, Ta},
P =
⋃
i∈[1,9] pi.
Illustration. La figure 5.9 représente le graphe symbolisant la configuration dont l’illustration
utilisant le modèle ETSI est proposée dans la figure 5.2. Les compteurs de reconnaissances, invi-
sibles pour l’utilisateur, ne sont pas explicités. On y retrouve le réseau, les deux équipements, l’ap-
plication et le conteneur présents dans la représentation orientée arbre de ressources. Les relations
d’enregistrement et d’annonce sont ici explicites. Les deux couches offrent deux visions cohérentes
(c’est à dire qu’elles représentent la même configuration) et non pas identiques mais complémen-
taires : les informations contenues dans chaque couche ne sont pas les mêmes. Par exemple, au
niveau de la couche de gestion autonome, les attributs δ, nat et exec fournissent des informations
inédites. Elles sont relatives aux délais de transmission, aux types d’applications et aux types d’ap-
plications supportées, respectivement.
idapp, nat
"c""c"
"E"
δ23
δ13
δ12
δ32
δ21
δ31
"a"
"réseau",
exec3
id2,
"ETSIeq" ;
exec2
id1,
"ETSIeq" ;
exec1
idcont
FIGURE 5.9 – Représentation d’une configuration M2M d’après le modèle graphe
5.3.3 Cohérence des modèles : communications et mises à jour bidirectionnelles
La multiplicité des modèles pose le problème de leur cohérence. Des évolutions peuvent trouver
leur origine dans chacune des couches à travers les processus de découvertes et de reconfigurations.
Pour assurer la cohérence interne de la vue architecturale proposée, et donc des deux modèles qui
la composent, ces transformations doivent par conséquent être impactées de manière bidirection-
nelles.
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Il sera en plus considéré que toute évolution est la conséquence d’un de ces deux types de proces-
sus. En effet, une troisième origine pourrait être envisagée, à savoir le système réel. Néanmoins, une
évolution ayant un tel point d’origine, telle qu’une panne de machine, peut être vue comme étant
à l’initiative du gestionnaire autonome, en la ramenant à un événement géré par le gestionnaire.
Celui-ci lancera alors les reconfigurations nécessaires, incluant les conséquences de l’événement
sur le système.
5.3.3.1 De la couche fonctionnelle à la couche de gestion autonome
Lorsqu’une nouvelle entité est déployée ou rejoint le système, elle est repérée et prise en considéra-
tion grâce au protocole de découverte mené à bien dans la couche fonctionnelle. Dans les systèmes
M2M, une telle entité peut être de trois différents types : conteneur, application ou appareil. Notons
qu’un conteneur ou une application peut être découvert soit sur un appareil pré-existant, soit au
moment de la découverte de l’appareil sur lequel il est déployé.
Découverte d’un appareil. Un événement est envoyé au gestionnaire autonome, plus précisé-
ment à son module de monitoring. Celui-ci contient l’identifiant unique de l’appareil, le type d’ap-
plication qu’il peut exécuter, et sa nature (i.e. passerelle ou appareil intelligent). Les phases de mo-
nitoring, d’analyse et de planification sont triviales : l’action finalement effectuée lors de la phase
d’exécution est la mise à jour du modèle basé graphe à travers l’application de la règle de produc-
tion p2. Les valeurs des attributs id, nat et exec2 de p2 sont fixées en fonction des informations
contenues dans l’événement initial.
Remarque 5.1. Il est intéressant de noter qu’une règle dont certains attributs initialement variables
sont instanciés est en fait, à proprement parler, une spécialisation de la règle initiale. Une telle
spécialisation est extrêmement simple, les morphismes impliqués étant caractérisés par la fonction
identité accompagnée de l’ensemble d’identification fixant les valeurs concernées.
Découverte d’un conteneur. Un événement contenant les identifiants du conteneur et de sa ma-
chine hôte est envoyé au gestionnaire autonome. Encore une fois, les diverses phases du processus
de gestion autonome sont triviales, l’action finale ne dépendant que de la nature de l’hôte.
Si l’hôte est le réseau, l’action finalement effectuée est la mise à jour du modèle basé sur les graphes
via l’application de la production p6. Dans le cas contraire, la production p4 est appliquée, la valeur
de id1 étant fixée à l’identifiant reçu.
Découverte d’une application. Un événement est envoyé au gestionnaire autonome, en précisant
les identifiants de l’application et de son hôte, ainsi que le type de l’application. Après réception et
suivant la nature de l’hôte, la production p3 ou p5 est appliquée au graphe modèle par le module
d’exécution de gestionnaire autonome.
5.3.3.2 De la couche de gestion autonome à la couche fonctionnelle
Actions, transformations et reconfigurations peuvent être effectuées à la suite de l’application d’une
politique d’auto gestion. Leurs implications doivent alors être impactées sur le système réel et ses
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représentations. Ici, le système réel peut être assimilé à la couche ETSI M2M, celle-ci assurant la
gestion fonctionnelle des équipements M2M.
Ces transformations sont modélisées dans la couche de gestion autonome par des règles de réécri-
ture de graphe. Les effets de ces dernières peuvent facilement être décomposés en deux ensembles
d’éléments (nœuds et arcs) ajoutés et supprimés. Leur analyse et la détermination des actions à
effectuer sur la couche fonctionnelle peut se baser sur une telle décomposition. Chaque élément
concerné amène ainsi son lot d’opérations en fonction de son ensemble d’appartenance et de ses
attributs.
Nature des actions. Les actions à effectuer sont en fait des appels REST. À chaque élément est
associé un ensemble d’actions dépendant de sa nature comme suit :
Appareil. L’ajout ou la suppression d’un appareil dans le modèle basé sur les graphes n’implique
pas son ajout ou sa suppression dans la couche fonctionnelle, et, a fortiori, dans le système
réel. Cela entraîne plutôt un changement de son statut notifiant s’il est actif ou non. Ce
mécanisme permet de conserver les informations et enregistrements relatifs à l’appareil lors
de son arrêt.
— Ajout/Activation. Un appel UPDATE avec le statut "active" est envoyé, dans la couche
fonctionnelle, à l’arbre de ressources de l’appareil concerné.
— Suppression/Désactivation. Un appel UPDATE avec le statut "idle" est effectué de façon
similaire.
Application et/ou conteneur.
— Ajout. Un appel CREATE contenant les informations nécessaires est envoyé, dans la
couche fonctionnelle, à l’arbre de ressources de l’appareil sur lequel l’application ou le
conteneur est en cours de déploiement.
— Suppression. Un appel DELETE contenant les informations nécessaires est effectué de ma-
nière similaire.
Enregistrement. Seuls sont concernés ici les enregistrements pair-à-pair. Lorsqu’un appareil s’enre-
gistre à un autre, deux ressources, une sur chacun des protagonistes, sont créées.
— Ajout/Enregistrement. Afin d’ajouter un canal de communication pair-à-pair, un appel de
type CREATE<scl> est envoyé, dans la couche fonctionnelle, d’un équipement à l’autre.
— Suppression/Désenregistrement. Pour effacer un canal de communication pair-à-pair, un
appel DELETE<scl> doit être effectué, dans la couche fonctionnelle, d’un équipement à
l’autre.
Annonce.
— Ajout/Annonce. Un appel de type CREATE avec pour argument la ressource "applica-
tionAnnc" ou "containerAnnc" est généré dans la couche fonctionnelle et envoyé à l’arbre
de ressources de l’appareil cible.
— Suppression/Désannonce. Un appel de type DELETE ayant pour argument la ressource
"applicationAnnc" ou "containerAnnc" est envoyé, dans la couche fonctionnelle, à l’arbre
de ressources de l’appareil cible.
Utilisation. Lorsqu’une application modifie son utilisation d’un conteneur, deux appels UPDATE
doivent être effectués avec les informations correspondantes. Le premier appel, dirigé vers le
SCL de la machine sur laquelle l’application est déployée, met à jour la ressource "conteneur"
utilisée par l’application. Le second appel, dont la cible est le SCL de l’hôte du conteneur,
entraîne la mise à jour de ses droits d’accès, "accessRights".
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5.3.3.3 Priorités
Pour assurer la cohérence des transformations, découvertes et actions de reconfigurations doivent
être traitées dans un ordre spécifique.
Dans le cas d’un élément ajouté ou découvert :
1. Les actions relatives aux entités doivent être traitées en premier, dans l’ordre suivant :
(a) appareils
(b) conteneurs
(c) application
2. Les actions liées aux relations peuvent alors être exécutées, dans l’ordre suivant :
(a) enregistrement
(b) annonce
(c) utilisation
Les priorités sont simplement inversées pour les éléments supprimés (i.e., relation d’utilisation,
puis d’annonce jusqu’à la suppression d’appareils).
Il n’existe pas d’ordre particulier entre les actions découlant d’additions d’éléments et celles dé-
coulant de suppressions. Les actions de même type ne sont pas ordonnées ; par exemple, si deux
applications sont ajoutées par la même transformation, elles peuvent être démarrées dans n’im-
porte quel ordre (ou même simultanément).
5.4 Politiques de gestion autonomes
Cette section exploite la représentation proposée précédemment et démontre son adéquation en
détaillant un échantillon des politiques d’auto-gestion que nous avons élaborées dans le cadre du
projet OM2M 20. Ces dernières peuvent s’appliquer à tout système se conformant au standard ETSI
M2M. Elles rentrent dans le cadre de l’auto-guérison pro-active du système, de manière à respecter
son auto-protection interne et en incluant des éléments d’auto-optimisation.
La première politique vise à prévenir des saturations du réseau. Un trop grand nombre d’accès
distants à un conteneur peut entraîner une saturation des canaux de communication de son appa-
reil hôte. Afin de prévenir une telle issue, le conteneur ciblé doit être migré sur l’entité abstraite
"réseau". Celle-ci possède les meilleures capacités de communication du système ainsi que de mul-
tiples points d’accès, la prémunissant a priori contre de telles saturations. Chaque application uti-
lisant le conteneur initial doit être redirigée vers le nouveau, ce dernier devant avoir une visibilité
en conséquence.
La seconde politique a pour objectif la prévention de pertes de données. L’extinction d’un appa-
reil communicant suite à l’affaiblissement de sa batterie peut entraîner la perte des données qu’il
contient. Pour empêcher une telle perte, tout conteneur déployé sur un appareil ayant une bat-
terie faible est déplacé sur un autre appareil. La cible de cette migration peut impacter la qualité
du système ; une attention particulière doit par conséquent être portée à son choix. Afin de garan-
tir la continuité des services, chaque application utilisant un conteneur migré doit être redirigée
vers sa nouvelle localisation. L’hébergement de conteneur entraînant un surcoût énergétique, cette
politique permet également de prolonger la durée de vie de l’équipement en ménageant sa batterie.
20. Des politiques supplémentaires sont consultables dans [63].
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Notons que l’algorithme à appliquer peut être conçu et décomposé de différentes manières entre
chaque module de gestion. Le graphe représentant le modèle de gestion autonome est noté G =
(V ,E,ATT).
5.4.1 Observation
Nous supposons le niveau de charge des batteries de chaque appareil et les accès aux conteneurs
surveillés. Ces informations sont collectées par le module d’observation afin de générer, le cas
échéant, les deux symptômes suivants :
— "Nombreux accès distants" lorsque des applications distantes ont effectué plus de x accès à
un conteneur c en un intervalle de temps t. Outre son nom (sa catégorie), ce symptôme est
accompagné de l’identifiant idc du conteneur c.
— "Batterie faible" lorsque la batterie d’un appareil a tombe en dessous d’un seuil de x% de
charge. Ce symptôme contient l’identifiant ida de l’appareil a. Notons que a ne peut être le
réseau, ce dernier n’étant pas alimenté par une batterie à durée de vie limitée.
Chacun de ces symptômes doit être traité par le gestionnaire dans les politiques d’auto-gestion
décrites dans la suite.
5.4.2 Analyse
5.4.2.1 Réception d’un symptôme "Nombreux accès distants"
À la réception d’un symptôme "Nombreux accès distants", le module d’analyse doit créer une re-
quête de migration vers le réseau si le conteneur concerné n’y est pas déjà déployé. Ce processus
est décrit dans l’algorithme 5.1.
Données : idc, l’identifiant du conteneur concerné.
début
si idc n’est pas déployé sur le réseau alors
créer RFC type "Migration de conteneur" arguments idc et "réseau"
fin
fin
ALGORITHME 5.1 - Analyse d’un symptôme "Nombreux accès distants"
Remarque 5.2. Cette condition peut facilement être évaluée dans le contexte d’une modélisation par
des graphes ; elle est équivalente à l’existence d’un homomorphisme entre la partie droite de p4, la
valeur de id2 étant fixée à idc, et G.
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5.4.2.2 Réception d’un symptôme "Batterie faible"
Chaque conteneur déployé sur un appareil ayant une "Batterie faible" doit être déplacé vers un
appareil approprié, comme décrit dans l’algorithme suivant.
Données : ida, l’identifiant de l’appareil concerné.
début
pour chaque conteneur idc déployé sur ida faire
créer RFC type "Migration de conteneur" arguments idc et rechercheCible(idc)
fin
fin
ALGORITHME 5.2 - Analyse d’un symptôme "Batterie faible"
Remarque 5.3. Encore une fois, les conteneurs déployés sur un certain équipement peuvent facile-
ment être trouvés dans le contexte d’une modélisation par des graphes ; il s’agit de chercher des
homomorphismes entre la partie droite de p4, la valeur de id1 étant fixée à ida, et G.
La fonction rechercheCible(idc) cherche l’équipement le plus approprié pour servir de cible à une
migration du conteneur idc. Idéalement, cette fonction devrait être menée à bien par un module de
placement. Nous proposons ci-après un algorithme de recherche simple optimisant les temps de
transmission. Ce processus, décrit par l’algorithme 5.3, découle des considérations suivantes.
Le conteneur devrait être atteignable le plus rapidement possible. Par conséquent, l’emplacement
le plus approprié pour sa migration est considéré être celui minimisant la somme des délais de
transmissions à partir de chaque utilisateur (i.e., chaque application utilisant le conteneur) tout
en ayant un niveau de batterie suffisant. Ici, seuls sont connus les délais de transmission entre
appareils enregistrés l’un à l’autre. Nous considérons par conséquent uniquement les équipements
visibles depuis chaque appareil exécutant une application utilisant le conteneur initial. Dans les
faits, les enregistrements nécessaires pourraient être effectués après le choix de la cible.
Dans les systèmes réels, il est hautement probable que l’appareil approprié exécute une application
utilisant idc, puisqu’il annule ainsi un des termes de la somme à minimiser. Par conséquent, les
appareils potentiellement visés sont restreints à ceux vérifiant cette condition. Cet ensemble peut
être construit en cherchant des homomorphismes de la partie droite d’une certaine spécialisation
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de p9 vers G. Il est supposé connu et noté ciblePotentielle(idc). Les identifiants des appareils cor-
respondants sont regroupés dans l’ensemble ciblePotentielleId(idc).
Fonction rechercheCible
Données : idc, l’identifiant du conteneur concerné.
début
GS ← le sous graphe de G induit par ciblePotentielle(idc)
pour chaque id1 ∈ ciblePotentielleId(idc) faire
C← ciblePotentielleId(idc) \ {id1}
si (∀id2 ∈ C, (id2, id1) ∈ EGS) ∧ batterie(id1) > x alors
somme(id1)←
∑
id3∈C (AGS)
(id1,id2)
3
sinon
somme(id1)←∞
fin
fin
cible← id, somme(id) = mini∈ciblePotentielle(idc) somme(i)
si somme(cible) 6=∞ alors
retourner cible
sinon
retourner "réseau"
fin
fin
ALGORITHME 5.3 - Fonction cherchant un hôte approprié pour migration, rechercheCible
5.4.3 Planification
Afin de mener à bien une RFC "Migration de conteneur", le module correspondant planifie les
actions suivantes :
1. copie du conteneur à migrer vers l’appareil cible.
2. redirection des applications du conteneur initial vers sa copie.
3. suppression du conteneur initial.
L’établissement de ce plan d’actions ne nécessite pas de raisonnement particulier, comme décrit
dans l’algorithme suivant.
Données : idc, l’identifiant du conteneur à migrer.
cible, "réseau" ou l’identifiant d’un appareil communicant.
début
idnew ← un identifiant unique libre qui sera associé au nouveau conteneur.
créer action type "Copie de conteneur" arguments idc, idnew et cible
créer action type "Redirection conteneurs" arguments idc et idnew
créer action type "Suppression de conteneur" argument idc
fin
ALGORITHME 5.4 - Planification d’une "Migration de conteneur"
L’ordre des actions dans cet algorithme correspond également à leurs priorités : "Copie de conte-
neur" doit être exécutée la première, puis "Redirection conteneur", etc.
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5.4.4 Exécution
Le module d’exécution effectue finalement les actions reçues. Les transformations lancées à la fin du
processus de décision sont décrites en utilisant des règles de réécritures correctes par construction,
conformément à la méthodologie proposée dans le chapitre précédent.
Dans la suite, "MAJ couche fonctionnelle" réfère au processus décrit dans la sous section 5.3.3.2.
5.4.4.1 Copie de conteneur
Cette action, décrite dans l’algorithme suivant, repose sur deux spécialisations de p4 et p6. Le pro-
cessus de spécialisation dont ces deux règles découlent est simple ; il n’est constitué que d’une
affectation. Notons :
— p4(ida, idb) la spécialisation de p4 obtenue en lui appliquant 21 l’affectation induite par l’en-
semble d’identifications {(id1, ida), (ida, id1), (id2, idb), (idb, id2)}.
— p6(ida) la spécialisation de p6 obtenue en lui appliquant l’affectation induite par {(id, ida),
(ida, id)}.
Données : idc, l’identifiant du conteneur à copier.
idnew, l’identifiant qui sera associé au nouveau conteneur.
cible, "réseau" ou l’identifiant d’un appareil communicant.
début
si cible = "réseau" alors
appliquer p6(idc) à G
MAJ couche fonctionnelle
sinon
appliquer p4(idc, cible) à G
MAJ couche fonctionnelle
fin
copier les données de idc vers idnew
fin
ALGORITHME 5.5 - Exécution d’une "Copie de conteneur"
Le premier "MAJ couche fonctionnelle" intervient après l’application de p6(idc), cette dernière en-
traînant l’ajout d’un nœud de type "conteneur" et d’un arc de type "déployé sur". Dans ce cas par-
ticulier, la mise à jour consiste donc à effectuer les actions décrites sous "Conteneur-ajout", soit un
appel CREATE.
5.4.4.2 Redirection conteneurs
Il s’agit, dans un premier temps, d’effectuer les enregistrements et annonces rendant visible un
conteneur d depuis tout appareil exécutant une application utilisant un conteneur s. Ces applica-
tions sont ensuite redirigées vers d.
Ce processus repose sur :
— redirection(ids, idd), décrivant la redirection d’une entrée et/ou d’une sortie d’une appli-
cation de s vers d. Cette règle, illustrée dans la figure 5.10, est obtenue en spécialisant le
résultat de la composition de p9 avec p−19 . Le motif commun dont dépend la composition est
21. Plus précisément, en appliquant à ses parties gauche et droite.
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l’application ciblée par la redirection, son hôte et leur relation de déploiement. La spéciali-
sation consiste à fixer les valeurs des identifiants des conteneurs intervenant dans p9 et son
inverse à ids et idd, respectivement.
n3, id1,
nat1
n2+1, idd
n1-1, ids
"0",
use
n3, id1,
nat1
n2, iddn1, ids
"0",
use
n4, id2,
nat2, exec
n5, "d"
n4, id2,
nat2, exec
n5, "d"
n6-1,
r1
v1v2
v3 v4
v1 v2
v3 v4
n7+1,
r2
n6,
r1
n7,
r2
FIGURE 5.10 – Redirection d’une entrée et/ou d’une sortie d’une application
(redirection(ids, idd) spécialisation de p9 ◦ p−19 )
— enregistrement(ids, idd), la spécialisation de p7 représentée dans la figure 5.11a. Cette règle
décrit un enregistrement pair à pair entre l’hôte de d et tout hôte exécutant une application
utilisant s.
— annonce(ids, idd), la spécialisation de p8 représentée dans la figure 5.11b. Cette règle décrit
l’annonce de d à tout hôte exécutant une application utilisant s.
Données : ids, l’identifiant du conteneur source.
idd, l’identifiant du conteneur destination.
début
si idd n’est pas déployé sur le réseau alors
tant que il existe un homomorphisme h selon lequel enregistrement(ids, idd) est applicable à G
faire
appliquer enregistrement(ids, idd) à G selon h
MAJ couche fonctionnelle
fin
fin
tant que il existe un homomorphisme h selon lequel annonce(ids, idd) est applicable à G faire
appliquer annonce(ids, idd) à G selon h
MAJ couche fonctionnelle
fin
tant que il existe un homomorphisme h selon lequel redirection(ids, idd) est applicable à G faire
appliquer redirection(ids, idd) à G selon h
MAJ couche fonctionnelle
fin
fin
ALGORITHME 5.6 - Exécution d’une "Redirection de conteneur"
5.4.4.3 Suppression de conteneur
Cette action, décrite dans l’algorithme ci-dessous, se base sur une spécialisation de l’inversion de la
règle p4. Encore une fois, le processus de spécialisation est simple car restreint à l’application d’une
affectation. Notons sup(ida) la spécialisation de p−14 obtenue en lui appliquant l’affectation induite
par {(id2, ida), (ida, id2)}.
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n1+1, id1,
nat1, exec1
n3, id2,
nat3
n5, idd
n2+1, id2
nat2, exec2
n7, "d"
n4, ids
n6, "d"
"0",
"e",
δ1
"0",
"e",
δ2
n1, id1,
nat1, exec1
n3, id2,
nat3
n5, idd
n2, id2
nat2, exec2
n7, "d"
n4, ids
n6, "d"
(A) Enregistrement pair à pair avant redirection
(enregistrement(ids, idd) spécialisation de p7)
n1, id1,
nat1, exec1
n3, id3,
nat3
n5, idd
n2, id2
nat2, exec2
n7, "d"
n4, ids
n6, "d"
n9,
"e",
δ1
n8,
"e",
δ2
n1+1, id1,
nat1, exec1
n3, id3,
nat3
n5+1, idd
n2+1, id2
nat2, exec2
n7, "d"
n4, ids
n6+1, "d"
n9+1,
"e",
δ1
n8+1,
"e",
δ2
"0", "a"
(B) Annonce du nouveau conteneur avant redirection
(annonce(ids, idd) spécialisation de p8)
FIGURE 5.11 – Gestion de la visibilité avant redirection
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Données : idc, l’identifiant du conteneur à supprimer.
début
appliquer sup(idc) à G
MAJ couche fonctionnelle
fin
ALGORITHME 5.7 - Exécution d’une "Suppression de conteneur"
5.5 Cas d’utilisation et expérimentations : compteurs intelligents
Cette section se repose sur une implémentation effectuée dans le cadre du projet OM2M. L’objectif
est de prouver la faisabilité de l’approche proposée et d’étudier son extensibilité.
5.5.1 Configurations expérimentales
Les expérimentations présentées se basent sur le cas d’utilisation décrit dans [132]. Il s’agit d’une
application de domotique, plus précisément un système de compteur intelligent. Un tel compteur
se repose sur une infrastructure de comptage avancée 22 contenant divers équipements hétérogènes.
Ils sont mis en réseau et coopèrent pour mener à bien des objectifs pré-définis tels que l’observation
de la consommation énergétique et sa facturation.
L’installation comporte un compteur intelligent, une passerelle et un micro-contrôleur communi-
cants localement et mis en réseau. Les informations observées peuvent être consultées par l’utilisa-
teur via une application de son smartphone.
Des senseurs de température non intelligents sont mis en réseau via le micro-contrôleur. Ils sont
vus comme des applications déployées sur ce dernier. Le compteur intelligent exécute quant à lui
des applications de comptage.
Des conteneurs stockant les informations relatives à la température et la consommation électrique
sont déployés sur la passerelle, celle-ci possédant d’importantes capacités de stockage.
Les configurations considérées ont un nombre variable de conteneurs et d’applications collectant
ou consultant des données. La configuration la plus simple, comportant trois applications de col-
lecte et deux conteneurs, est illustrée dans la figure 5.12. Afin de clarifier la figure 5.12a relative
au modèle basé sur les graphes, un certain nombre de simplifications ont été adoptées. Les rela-
tions d’enregistrement ont été modélisées par une flèche double plutôt que deux flèches simples.
Les attributs "e" d’arcs représentant une relation d’enregistrement et les attributs des nœuds sont
implicites. La couche fonctionnelle est représentée dans la figure 5.12b par l’arbre de ressources du
réseau auquel a été ajouté, à des fins illustratives, les ressources qu’il ne voit pas (conteneurs et
applications).
22. en anglais, Advanced Monitoring Infrastructure
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(A) Couche de gestion : Représentation basée sur les graphes
(B) Couche fonctionnelle : Arbres de ressources
(C) Légende
FIGURE 5.12 – Configuration initiale minimale
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5.5.2 Scénario de reconfiguration
Dans ces expériences, le scénario de transformation effectué et évalué est l’application de la poli-
tique de gestion faisant suite à l’affaiblissement de la batterie de la passerelle. La configuration ré-
sultant de l’application de cette politique à la configuration initiale la plus simple (voir figure 5.12)
est illustrée dans la figure 5.13.
En l’état, l’extinction de la passerelle entraînerait la perte des données déjà collectées et rendrait im-
possible le stockage des futurs relevés. Conformément à la politique définie dans la section précé-
dente, une requête de migration est générée pour chacun des conteneurs déployés sur la passerelle
(soit tous les conteneurs du système).
Le choix de l’appareil cible est conduit par la fonction rechercheCible.
Les conteneurs relatifs à la température sont utilisés uniquement par les applications la mesurant.
Celles-ci étant toutes déployées sur le micro-contrôleur, il sera sélectionné par la fonction recher-
cheCible, annulant ainsi la somme des délais de transmissions liés à l’utilisation du conteneur.
Les historiques de consommation énergétique sont utilisés à la fois par l’application de comptage
intelligent et l’application mobile de consultation. Les hôtes de ces applications, le compteur et le
smartphone, n’étant pas enregistrés l’un à l’autre, le réseau sera la cible de cette migration.
Par la suite, chacun des conteneurs est copié sur son hôte désigné. Dans l’exemple représenté dans
la figure 5.13a, deux conteneurs relatifs à la température et à la consommation électrique sont ainsi
ajoutés sur le micro-contrôleur et le réseau, respectivement.
Les enregistrements et annonces nécessaires sont effectués, avant la redirection effective des appli-
cations les utilisant. Dans le cas de la configuration illustrée, le conteneur de consommation élec-
trique est annoncé au smartphone et au compteur intelligent comme montré dans la figure 5.13a.
Les relations d’écriture et de lecture vers les conteneurs initiaux sont supprimés (voir figure 5.12a)
et ré-établis vers les nouveaux conteneurs (voir figure 5.13a).
Les conteneurs initiaux sont finalement supprimés, comme précisé dans la figure 5.12a.
Chaque transformation est impactée sur la couche fonctionnelle dès qu’elle est effectuée. Le modèle
basé sur le standard ETSI subit donc également des modifications dont le résultat est représenté
dans la figure 5.13b.
5.5.3 Résultats expérimentaux
Les transformations de graphes utilisées dans les politiques de reconfigurations ont été implémen-
tées et exécutées en utilisant l’outil GMTE [6]. Les expériences ont été effectuées sur une machine
possédant un processeur Intel Xeon à deux cœurs (3.2 GHz, 6M cache) et 8 Go de RAM.
Ces expériences consistent à générer l’événement déclenchant le scénario précédemment décrit et
observer son déroulement. Cela constitue une première forme de validation, la politique ayant tou-
jours été menée à bien comme prévu. Afin de tester l’extensibilité de l’approche, l’expérience a
été conduite sur trois différentes configurations initiales. Le nombre de conteneurs déployés sur la
passerelle, utilisé par un nombre d’applications variant de 4 à 50, évolue entre 2 et 3. Les temps
d’exécution de la politique autonome sur ces diverses configurations sont présentés dans le ta-
bleau 5.1.
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(A) Couche de gestion : Représentation basée graphe
(B) Couche fonctionnelle : Arbres de ressources
(C) Légende
FIGURE 5.13 – Configuration finale minimale
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Conteneurs Applications Temps d’exécution (ms)
Configuration 1 2 4 850
Configuration 2 3 10 1531
Configuration 3 3 50 12655
TABLE 5.1 – Résultats expérimentaux
Évolution du temps d’exécution. De manière prévisible, le temps croît avec le nombre de conte-
neurs et d’applications. En effet, l’application d’une règle de transformation et les politiques auto-
nomes reposent sur la recherche de morphisme, un problème dépendant de la taille du graphe. En
plus, un plus grand nombre de conteneurs implique un plus grand nombre de migrations (et donc
plus de transformations). Similairement, plus d’applications entraînent plus de redirections.
Valeurs obtenues. Les temps d’exécution sont de l’ordre de la seconde, mais augmentent rapi-
dement jusqu’à une dizaine de secondes dans le dernier cas. Ces résultats de prime abord élevés
doivent être mitigés par les faits suivants :
— le cas où 50 applications utilisent simultanément des conteneurs déployés sur le même équi-
pement (hors réseau) est extrêmement improbable. Il a été traité dans un cadre purement
théorique afin de tester l’extensibilité de la solution
— le temps d’exécution de la politique autonome comprend la prise de décision optimisant
la configuration résultante, la transformation des deux modèles incluant la redirection des
applications, ainsi que la garantie d’un résultat correct de sorte qu’aucun roll-back ne puisse
être nécessaire.
— comme la concurrence d’événements et la parallélisation de leur traitement n’ont pas été
abordées dans cette étude, la reconfiguration est conduite sur un seul thread, bien que
chaque conteneur et chaque redirection d’application puissent être traités simultanément.
5.6 Conclusion du chapitre
Ce chapitre illustre l’intégration du modèle introduit précédemment au sein d’une vue architectu-
rale multi-modèles intégrant des problématiques de cohérence interne et démontre son adéqua-
tion vis à vis de l’implémentation de la propriété d’auto-guérison. Pour ce faire, nous concevons un
gestionnaire autonome apte à piloter tout système M2M se conformant au standard ETSI M2M
qui a fait l’objet de deux publications [63, 133].
L’ETSI est un des seuls instituts de standardisation proposant un standard de bout en bout mature
pour les systèmes M2M. Celui-ci facilite le déploiement d’applications verticales et l’innovation
inter-industries en exposant données et services au travers d’interfaces standardisées. Les travaux
présentés dans ce chapitre ont été effectués dans le cadre du projet OM2M, qui vise à fournir une
implémentation open-source de ce standard. Les systèmes M2M évoluant dans un contexte chan-
geant, le standard prévoit une ressource "gestionnaire autonome" chargée de mener à bien adapta-
tions et évolutions. Il ne fournit néanmoins aucune précision à ce sujet, notamment sur la manière
de le concevoir et de l’implémenter.
Il est tout d’abord nécessaire de définir la représentation du système sur laquelle repose le ges-
tionnaire autonome. La représentation sous-jacente au standard ETSI M2M n’étant pas appropriée
pour la spécification de politiques d’auto gestion, nous associons ses concepts à une formalisation
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des systèmes M2M basée sur les graphes. La vue architecturale résultante bénéficie de chacune
des représentations, conciliant ainsi fonctionnalités et gestion autonome. La multiplicité des mo-
dèles pose le problème de leur cohérence, des évolutions pouvant en plus trouver leur origine
dans chacune des couches à travers les processus de découvertes et de reconfigurations. Pour ré-
pondre à cette problématique, nous définissons un mécanisme de communications et mises à jour
bi-directionnelles assurant la cohérence interne de la vue architecturale proposée, et donc des deux
modèles qui la composent.
Cette représentation a permis l’élaboration de diverses politiques d’auto-gestion dont un aperçu
est fourni dans ce chapitre. Nous détaillons en particulier deux politiques permettant de prévenir
des saturations du réseau ou des pertes de données. Elles rentrent ainsi dans le cadre de l’auto-
guérison pro-active du système en incluant des éléments d’auto-optimisation. Élaborées confor-
mément à la méthodologie conçue dans le chapitre précédent, elles respectent de plus la propriété
d’auto-protection interne du système.
Finalement, le gestionnaire proposé est intégré à un système de compteur intelligent en simulation.
Une première expérimentation démontre la faisabilité de l’approche. Elle consiste à générer un
événement déclenchant une des politiques autonomes définies, et observer son déroulement. Les
résultats de cette étude préliminaire sont toutefois mitigés quant à l’extensibilité de l’approche. Ils
appellent à une étude plus approfondie de l’extensibilité de la transformation de graphe et de son
application à la gestion autonome, qui sera conduite dans le chapitre suivant.
Chapitre 6
Extension des systèmes de réécriture
Application à l’auto-configuration d’architectures dynamiques
6.1 Introduction
La propriété d’auto-configuration 1 permet à un système de se paramétrer et se mettre à jour. Cette
vaste propriété embrasse un large panel de considérations et procédures ; installation, démarrage,
désinstallation et arrêt de composants logiciels, allocation de ressources... Deux types de probléma-
tiques se dégagent alors.
Premièrement, la conduite des actions ayant trait au système réel. Il s’agit d’opérations typiquement
équivalentes à l’appel et à l’exécution d’une méthode ou d’un script. Le démarrage et l’enregistre-
ment d’un composant logiciel, par exemple, entrent dans cette catégorie.
Deuxièmement, les considérations relatives à la représentation du système inhérente à la base de
connaissance. Il s’agit d’y inclure les actions de la catégorie précédente et d’y modéliser, paramétrer
et mettre à jour ses propriétés.
Nous intéressant toujours, et en particulier, à la représentation du système, nous traitons dans ce
chapitre cette dernière problématique. Pour ce faire, nous élaborons une extension des systèmes de
réécriture de graphe pour la prise en compte de domaines logiciels complexes.
Ce chapitre est articulé autour d’exemples concrets reprenant l’application DIET. La section 6.2
décrit dans un premier temps des propriétés et contraintes dont l’expression facilite l’évaluation et
la gestion de cette application. Il est alors montré que les méthodes existantes basées sur les graphes
possèdent des lacunes vis à vis de l’expression et de la mise à jour de telles propriétés et contraintes.
Une extension formelle des systèmes de réécriture de graphe est ensuite proposée dans la section 6.3
afin de lever ces restrictions. Cette extension est construite autour de l’intégration de contraintes et
de mutateurs, ces derniers constituant une méthode légère pour la modification des caractéristiques
du système.
Ce modèle amélioré est utilisé dans la section 6.4 afin de caractériser DIET de manière à prendre en
compte toutes les considérations exprimées lors de son introduction. L’adéquation de cette repré-
sentation vis à vis de l’évaluation et de la gestion de DIET est alors illustrée.
1. en anglais : self-configuration
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En particulier, les caractéristiques du système sont plus facilement manipulables grâce à la combi-
naison de techniques d’évaluation à la demande, et de mise à jour à chaud lors de modifications.
Une propriété peut être évaluée lorsque sa valeur doit être connue. Afin d’éviter de trop fréquents
calculs, cette valeur peut également être gardée en mémoire et mise à jour lorsqu’elle change. La
pertinence relative de ces deux options dépend de la complexité et de la fréquence des mises à jour
et des évaluations.
Ensuite, cette représentation permet de rapidement juger une configuration et d’identifier les objec-
tifs pouvant être améliorés ainsi que les composants impliquant des viols de contraintes. La gestion
du système et de ses évolutions en est d’autant facilitée.
Finalement, l’approche proposée est extensivement évaluée expérimentalement dans la section 6.5.
Une étude de l’exécution d’un scénario de reconfiguration avec différents outils et méthodes y est
proposée. Les résultats expérimentaux dénotent un gain significatif en terme d’efficacité et d’exten-
sibilité en faveur de la solution proposée.
6.2 Exemple illustratif et énoncé du problème
6.2.1 DIET : contraintes et critères d’évaluation
Les limitations des approches de réécriture existantes, ainsi que les concepts introduits afin d’y
répondre, sont une nouvelle fois illustrés par l’intermédiaire de DIET. Nous proposons ici une vi-
sion plus complète et complexe de l’application DIET introduite dans la section4.2.2, en y intégrant
des contraintes ainsi que des critères fonctionnels et non fonctionnels facilitant l’évaluation d’une
configuration. Une telle évaluation permet de juger de la qualité d’une configuration relativement
à une autre. Ce processus est à la base des solutions d’(auto-)optimisation.
6.2.1.1 Contraintes structurelles et applicatives
Exception faite des liaisons vers l’OMNI et de celles entre MAs, l’architecture globale présente une
structure de forêt (i.e., un ensemble d’arbres). On considère dans un premier temps une architecture
simplifiée comportant un seul MA. De plus :
1. Lors de son déploiement, chaque composant est déclaré à l’OMNI.
2. Chaque LA et chaque SED a exactement un supérieur hiérarchique, son nœud parent dans
le sous arbre du graphe.
3. Chaque MA et chaque LA gèrent au minimum minFilsMA/minFilsLA et au maximum
maxFilsMA / maxFilsLA composants. Dans l’illustration des concepts, ces valeurs sont
fixées à 1 et 10, respectivement.
4. Du fait d’hypothétiques restrictions logicielles et d’un nombre limité de machines dispo-
nibles, cette architecture ne peut comporter plus de maxAgents agents, dont la valeur est
fixée à 100 dans les exemples.
6.2.1.2 Critères d’évaluation des configurations
Les propriétés introduites précédemment constituent des contraintes à coupler aux besoins nés
des requêtes clients. Naturellement, bien qu’une configuration satisfasse ces prérequis à un instant
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donné et dans un contexte particulier, une autre peut les satisfaire d’une "meilleure manière". C’est
là toute la problématique sous-jacente à la notion d’(auto-)optimisation liée aux contraintes non-
fonctionnelles. En particulier, considérons les trois critères suivants :
1. la consommation énergétique. Conformément aux travaux de Borgetto et al. [134], elle est
supposée dépendre uniquement du nombre de machines utilisées et du nombre de compo-
sants logiciels déployés.
2. la robustesse, c’est à dire la tolérance aux pannes matérielles ou logicielles. La robustesse
est un critère non fonctionnel. Elle est ramenée à trois sous-critères fonctionnels se référant,
pour chaque service s, à l’ensemble Ss des SEDs le proposant :
(a) degré de redondance (i.e., cardinalité de Ss). Il s’agit du nombre de SEDs proposant le
service s. Plus celui-ci est élevé, moins s est vulnérable aux pannes logicielles affectant
un ou plusieurs SED(s).
(b) dispersion physique (i.e., nombre de machines sur lesquelles un SED ∈ Ss est déployé).
Plus celui-ci est élevé, moins s est vulnérable aux pannes matérielles affectant une ma-
chine sur laquelle au moins un SED de Ss est déployé.
(c) dispersion logique des SEDs au sein de la structure hiérarchique arborescente et étale-
ment physique des LAs sans lien de descendance. Il s’agit ici premièrement de réduire le
nombre d’ancêtres communs à chaque couple de SEDs de Ss. Cela réduit la vulnérabilité
de s face à une panne logicielle d’un LA. Deuxièmement, il faut que les LAs n’ayant pas
de relation de descendance (c’est à dire n’appartenant pas à un même chemin du MA
vers un SED) soient déployés sur des machines distinctes. Ainsi, s est plus robuste face
à une panne matérielle affectant une machine sur laquelle est déployé un ancêtre d’au
moins un SED de Ss.
3. la qualité de service. Celle-ci est évaluée au regard de l’équilibre des charges sur les nœuds
de même profondeur. Notons LA(d) l’ensemble des LAs de profondeur d, et M(c) le nombre
d’entités gérées par le composant c. Le critère présent est relatif à la satisfaction de la condi-
tion dite d’équilibrage exigeant que, pour toute profondeur d, l’écart type de l’ensemble⋃
la∈LA(d)M(la) ne dépasse pas un seuil noté maxσ.
Il est intéressant de noter que la robustesse et la consommation énergétique sont des critères concurrents ;
déployer plus de composants logiciels ou utiliser plus de machines va à la fois améliorer le premier et dégrader
le second.
6.2.1.3 Configuration de l’application
En plus de ces nouvelles informations devant être représentées et gérées, chaque agent doit être
configuré lors de son déploiement. Pour ce faire, il est lié à un fichier de configuration contenant
les informations suivantes :
1. Son type.
2. L’adresse à laquelle l’agent peut être contacté, formée de la machine sur laquelle il est dé-
ployé et de son nom (identifiant unique).
3. Pour un LA ou un SED, le nom de l’agent père.
4. Pour un SED, la taille du buffer d’envoi de message. Celui-ci dépend directement des ser-
vices qu’il fournit.
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Notation Signification
LA(d) l’ensemble des LAs de profondeur d
M(c) le nombre d’entités gérées par le composant c
maxSonsMA le nombre maximum d’entités gérées
maxSonsLA par le MA ou un LA, respectivement
minSonsMA le nombre minimum d’entités gérées
minSonsLA par le MA ou un LA, respectivement
maxσ seuil de la condition d’équilibrage
TABLE 6.1 – Récapitulatif des notations introduites.
6.2.1.4 Informations nécessaires
Le modèle représentant DIET doit être adapté afin de permettre sa configuration et l’évaluation
des trois critères précédemment introduits de manière simple et efficace durant l’exécution. En
particulier, les informations relatives à ces critères doivent être facilement accessibles. Il est par
conséquent nécessaire de considérer les attributs suivants :
1. Un identifiant unique pour chaque composant.
2. La nature de chaque composant.
3. La profondeur de chaque LA.
4. Le nombre d’entités gérées par chaque composant c de type LA ou MA :M(c),
5. L’ensemble des services fournis par chaque SED et chaque LA. L’ensemble des services four-
nis par un LA est égal à l’ensemble des services fournis par au moins un SED descendant du
dit LA.
6. La machine sur laquelle chaque entité est déployée.
Les notations introduites dans cette première sous-section sont résumées dans le Tableau 6.1.
6.2.2 Énoncé du problème
Par la suite, nous décrivons les limitations et problèmes des approches classiques de réécriture de
graphe au regard de la modélisation de DIET et de son auto-configuration interne.
6.2.2.1 Interdépendance d’attributs
Un attribut d’un nœud v peut dépendre d’attributs relatifs à un ensemble S d’autres entités. Cette
problématique est particulièrement liée à la phase de déploiement/génération : les éléments de S
peuvent être déployés avant ou après v.
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Similitude avec un problème classique. Une distinction similaire se retrouve dans les gram-
maires (attribuées) de chaînes de caractères classiques. Les attributs y sont classifiés en deux caté-
gories. Ils sont qualifiés d’hérités si les éléments de S sont des parents ou des frères de v dans l’arbre
syntaxique abstrait découlant de l’analyse de la phrase. Dans le cas contraire, ils sont dits synthéti-
sés. Les valeurs d’attributs synthétisés ne peuvent être connues dans le contexte où ils apparaissent
pour la première fois : elles dépendent de futures applications de règles de production. Dans les
grammaires de graphes, ces règles symbolisent traditionnellement l’addition d’un nouveau com-
posant logiciel.
De même, les attributs de graphes ne peuvent être gérés de la même manière suivant qu’ils dé-
pendent d’attributs d’entités existantes ou non.
Attributs hérités. Le premier cas peut facilement être traité par l’héritage d’attribut dans les
grammaires de graphes. Par exemple, au moment du déploiement, la profondeur d’un LA peut
aisément être déduite de la profondeur de son père.
Attributs synthétisés. L’héritage ne peut s’appliquer au second cas. L’ensemble des services four-
nis par un LA, par exemple, ne peut être connu au moment de son déploiement puisqu’il dépend
de nœuds descendants qui seront ajoutés ou supprimés par la suite. Pour répondre à cette problé-
matique, les attributs peuvent être représentés de deux manières différentes.
Premièrement, les attributs peuvent être définis par, et associés à, leurs expressions analytiques
dont la valeur est calculée soit à la demande soit systématiquement lors de chaque transformation.
Le processus d’évaluation peut cependant être chronophage, voire inutile, lorsque la valeur de l’at-
tribut n’a pas changé depuis la dernière évaluation, par exemple. En outre, contrairement à ce qui
se passe dans les grammaires classiques, les transformations ne sont pas appliquées uniquement
lors d’un phase de construction/déploiement. Ici, elles décrivent aussi les évolutions et reconfigu-
rations du système. L’évaluation systématique lors de chaque transformation ne peut ainsi pas être
prise à la légère.
La seconde solution consiste à associer directement un attribut à sa valeur actuelle. Elle est alors
mise à jour lorsque nécessaire. Celle solution est immédiatement liée à la modification de la valeur
d’un attribut existant, concept discuté dans la suite.
6.2.2.2 Modification de la valeur d’un attribut existant
Comme discuté dans l’état de l’art 2.3.3, les approches classiques de réécriture de graphe per-
mettent à une règle de modifier uniquement les attributs y apparaissant.
En présence d’inter-dépendances, une telle modification doit être propagée aux attributs dépen-
dants. Ceci peut entraîner un grand nombre d’applications de règle(s). Par exemple, lors du dé-
ploiement d’un SED sous un LA, l’ensemble des services fournis par ce dernier doit être mis à jour
en conséquence. En fait, cette mise à jour doit être récursivement impactée sur chaque ancêtre du
LA, jusqu’à atteindre le MA ou un LA dont l’ensemble de services reste inchangé (car il fournissait
déjà tout service proposé par le nouveau SED).
Dans le scénario précédemment décrit, et puisqu’une modification ne peut être menée à bien que
sur un attribut apparaissant explicitement dans une règle, il y a autant d’applications que de LAs
modifiés. Ce phénomène "domino" implique une grande perte d’efficacité et d’élasticité.
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Dans les grammaires de chaînes de caractères classiques, ce type de modification peut être effec-
tuée grâce à l’adjonction, dans les règles de réécritures, d’algorithmes permettant la mise à jour
d’attributs appelés mutateurs [135].
6.2.2.3 Évaluation d’une configuration : intégration de contraintes
Des contraintes analytiques et heuristiques peuvent refléter les exigences fonctionnelles et non fonc-
tionnelles du système, respectivement. Elles permettent en particulier la description de seuils. Leur
satisfaction ou violation permet alors d’évaluer rapidement une configuration. Leur violation peut
être détectée et gérée par un gestionnaire autonome sans nécessiter de prise de décision complexe
et sans analyser l’intégralité du système.
Les contraintes, directement liées au système et à ses composants, et les attributs présentent des
similitudes ; elles dépendent d’attributs, évoluent au cours du temps, et les composants de même
types ont, en plus des mêmes attributs/propriétés, les mêmes contraintes. Leur intégration soulève
trois problématiques discutées ci-après.
Style intégrant des contraintes ou style contraint. Il est crucial de faire la distinction entre in-
tégration des contraintes au modèle, au style architectural, et contraindre un style. Les approches
existantes se basant sur des graphes se restreignent souvent à ce second cas, contraignant un style
architectural dans le seul but de réduire le spectre des états corrects. Les contraintes sont alors
intégrées au modèle du style, par exemple au graphe type dans [62], et non aux configurations
elles-mêmes.
Cette différence est lié à la considération de contraintes "fortes" ou heuristiques. Dans le premier
cas, il s’agit de chercher une configuration efficace parmi celles respectant toutes les contraintes
(e.g., [136]). Dans le second, leur satisfaction/non-satisfaction est intégrée au sein de la fonction
d’évaluation caractérisant la notion d’efficacité : la violation d’une contrainte par une configuration
ne la rend alors pas théoriquement inacceptable, mais plutôt moins efficace.
Inconnues dans les contraintes. Dans l’écrasante majorité des approches de la littérature, des
attributs variables dont la valeur est inconnue ne peuvent intervenir que dans des règles de trans-
formations. Ils sont exclus du graphe représentant le système. Lorsque considérées dans de telles
approches, les contraintes ne prennent par conséquent pas en compte ce type d’attribut.
Évaluation des contraintes. Les contraintes sont généralement soit gérées comme des post-condi-
tions à une transformation, soit exprimées via leurs expressions analytiques et évaluées à la de-
mande ou systématiquement après chaque transformation. La première solution écarte d’emblée
l’existence de contraintes heuristiques. La seconde est exactement celle proposée classiquement
pour la gestion des attributs dit "synthétisés". De manière similaire, nous proposons d’introduire
une troisième alternative consistant à mettre à jour la valeur d’une contrainte lorsqu’elle est modi-
fiée.
Objectifs et solutions. Eu égard aux similitudes entres attributs et contraintes, il est pertinent
d’intégrer ces dernières d’un manière analogue aux attributs.
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Cela permet premièrement la construction d’un ensemble de contraintes lors de la génération, du
déploiement ou de la transformation d’une configuration.
Deuxièmement, les contraintes bénéficient ainsi des fonctionnalités introduites dans ce chapitre
pour la gestion des attributs. Elles sont alors faciles à manipuler et évaluer.
6.2.2.4 Bilan
Ces trois points (attributs inter-dépendants, modification d’un attribut existant et intégration de
contraintes) soulignent les limitations des approches classiques de modélisation basées sur les
graphes vis à vis de leur propre configuration. Ils justifient la nécessité de l’extension proposée
dans ce chapitre.
L’expressivité du modèle de la base de connaissance, et en particulier la flexibilité avec laquelle il
peut être configuré et modifié, contraint à son tour l’évaluation et la configuration du système lui-
même. Cette dernière peut typiquement être effectuée via l’appel de scripts et méthodes dont les
arguments sont déduits des attributs du modèle. Le dernier objectif de ce chapitre est l’introduction,
au sein de la réécriture de graphe, d’un cadre pour la représentation explicite de ces invocations.
6.3 Introduction de contraintes et de mutateurs dans les systèmes de
réécriture de graphes
6.3.1 Attributs, contraintes et réécriture d’attributs
6.3.1.1 Attributs
Avant de s’intéresser à la manipulation des attributs du système, il convient tout d’abord de mieux
les définir en cohérence avec les propositions du chapitre 3 adoptées jusqu’ici. Il s’agit de les adap-
ter, en conservant la simplicité et l’efficacité de "lister" les attributs comme des labels, afin de per-
mettre l’application flexible d’opérateurs algébriques.
Conventions et notations.
La notation canonique où, pour tout couple d’ensemble (X, Y), YX désigne l’ensemble des appli-
cations de X vers Y est adoptée.
Définition 6.1. (Attribut) Un attribut est un couple Att = (A,D) où :
— A est sa valeur qui est soit :
— une variable.
— une constante dans D.
— une expression d’une (S, OP)-algèbre [87], où (S, OP) est une signature algébrique infinie
avec S un ensemble incluant D et OP = (D)S
+
.
— et D est son domaine de définition.
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6.3.1.2 Contraintes
Les attributs sont un moyen d’exprimer des informations sur une structure algébrique. Ceux-ci ad-
mettant des interdépendances, les contraintes peuvent elles-mêmes être vues comme des attributs
particuliers.
Définition 6.2. (Contraintes) Une contrainte Cons est un attribut (ACons, DCons) où DCons =
{"vrai", "faux", "inconnu"}.
Remarque 6.1. Une contrainte est une expression d’une logique ternaire dans le sens classique du
terme. Considérer une logique ternaire plutôt que binaire implique qu’au contraire des attributs,
les contraintes peuvent toujours être évaluées. Cette évaluation peut avoir lieu en affectant à toute
expression logique minimale ne pouvant être évaluée, du fait par exemple de la présence d’un
attribut dont la valeur est inconnue, la valeur "inconnu".
Conventions et notations.
Comme toutes les contraintes partagent le même domaine de définition, il sera implicite dans la
suite : une contrainte Cons = (ACons, DCons) sera simplement désignée par ACons.
Nous adoptons ici les principes de la logique forte de Kleene [137, 138], en particulier ses opéra-
tions logiques de bases (∨,∧,¬,⇒) et le fait que la seule valeur de vérité soit "vrai". L’unicité de
cette dernière implique que les évaluations sont pessimistes, i.e. "inconnu" est supposé faux.
Contraintes et attributs sont représentés dans deux ensembles distincts. Afin d’alléger les notations,
un objet partiellement attribué et contraint, i.e., un triplet composé d’un objet et de deux familles
d’attributs et de contraintes est appelé un AC-objet. Lors de la définition d’un AC-object consti-
tué d’AC-éléments, deux seules familles indexées par les éléments attribués et contraints seront
considérées (plutôt que de manipuler de multiples ensembles de contraintes et attributs).
Définition 6.3. (AC-objet) Un AC-objet est un triplet (obj, ATT, CONS) où obj désigne l’objet lui-
même tandis que ATT et CONS sont deux familles d’attributs et de contraintes indexées par obj
et/ou tout constituant de obj étant attribué ou contraint, respectivement.
6.3.1.3 Réécriture d’attributs
Il s’agit ici de transposer les mutateurs, une solution légère pour la modification d’attributs présen-
tée dans le paragraphe 6.2.2.2, aux grammaires de graphes.
Ce mécanisme peut également être exploité afin d’expliciter l’appel à des méthodes et scripts ex-
ternes lors d’une transformation. Ces derniers peuvent avoir un vaste champ d’action : le système
réel (e.g., dans le cadre de sa configuration), sa représentation (e.g., les communications inter-
couches abordées dans la section 5.3.3 du chapitre précédent)... Ils doivent néanmoins laisser l’objet
transformé (dans notre cas, l’ AC-graphe) inchangé.
Définition 6.4. (Mutateur sur un AC-objet) Un mutateur sur un AC-objet est un algorithme arbi-
traire :
— mettant à jour la valeur d’aucun, un ou plusieurs attributs et contraintes. Un tel mutateur
est qualifié d’interne.
— n’ayant aucun impact sur l’objet lui-même. Un tel mutateur est qualifié d’externe.
Un mutateur interne est limité à la modification de valeurs ; il ne peut modifier ni le nombre d’at-
tributs et de contraintes, ni leurs domaines de définition. Un mutateur externe correspond typique-
ment à des appels de méthodes externes.
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6.3.2 Représentation des configurations : AC-graphes
6.3.2.1 Définition
Un AC-graphe est défini à partir d’un graphe dirigé partiellement attribué présenté dans la dé-
finition 3.1. Un ensemble de contraintes y est simplement ajouté en adoptant les conventions de
notation relatives aux attributs (Coniel représente la i-ème contrainte de l’élément el). En outre, la
possibilité est donnée aux attributs et contraintes de référer au graphe lui-même en plus de ses
éléments.
Définition 6.5. (AC-graphe) Un AC-graphe G est défini comme un système (V , E, Att, Cons) où :
1. V et E ⊆ V2 correspondent respectivement aux ensembles des nœuds et arcs du graphe, de
sorte que (v1, v2) désigne un arc de v1 vers v2.
2. Att et Cons sont des familles d’attributs et de contraintes indexées par deux sous-ensembles
de V ∪ E ∪ {G}.
6.3.2.2 Représentation d’une configuration contrainte de DIET
Avant de nous intéresser aux styles architecturaux, cette sous-section offre un premier aperçu de la
représentation visée pour une configuration de DIET. Une partie des préoccupations exposées dans
la section 6.2 est exprimée à l’aide des concepts introduits dans la section 6.3. La figure 6.1 illustre
un AC-graphe représentant une configuration de DIET. Afin d’en améliorer la lisibilité, l’OMNI n’y
est pas représenté.
Notations. Les notations présentes dans la figure 6.1 sont récapitulées dans le tableau 6.2.
Notation Signification
Mach l’ensemble des machines disponibles
ID l’ensemble des identifiants possibles
Nat l’ensemble des natures possibles d’un composant logiciel
Link l’ensemble des relations possibles entre composants logiciels
S l’ensemble des services pouvant être assurés
Serv l’ensemble des parties de S
Red la contrainte de redondance
Loc la contrainte de dispersion physique
TABLE 6.2 – Notations relatives à la caractérisation d’une configuration de DIET
Dans le cas de l’architecture étudiée, Nat, l’ensemble des natures possibles d’un composant logi-
ciel, est égal à {"OMNI", "MA", "LA", "SED"}. Lien, référant à l’ensemble des relations possibles
entre composants, est ici {"ma2o", "ma2la", "ma2sed", "la2o", "la2la", "la2sed", "sed2o"}, où "o" fait
référence à l’OMNI.
Red et Loc, les contraintes de redondance et de dispersion physique, sont détaillées dans le para-
graphe dédié aux contraintes.
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(id1, ID),
("MA", Nat),
("2",N),
(m1,Mach)
(id2,ID),
("LA",Nat),
("2",N),
("1",N),
(m2,Mach),
(s1∪s2∪s3,Serv)
(id5,ID),
("SeD",Nat),
(s1,Serv),
(m5,Mach)
(id6,ID),
("SeD",Nat),
(s2,Serv),
(m6,Mach)
(id7,ID)
("SeD",Nat),
(s3,Serv),
(m7,Mach)
(id8,ID),
("SeD",Nat),
(s4,Serv),
(m8,Mach)
("ma2la", Lien)
(id4,ID),
("LA",Nat),
("2",N),
("2",N),
(m4,Mach),
(s1∪s2,Serv)
(id3,ID),
("LA",Nat),
("1",N),
("1",N),
(m3,Mach),
(s4,Serv)
m3 6= m2
∨
|s4 ∩ (s1∪s2∪s3)| =0
m2 6= m3
∨
|(s1∪s2∪s3) ∩ s4| = 0
Loc(S,2)
Red(S,3)
m4 6= m7
∨
|(s1∪s2) ∩ s3| = 0
contraintes
du graphe
"2" 6 "10"
v1
v2
v3
v4
v5
v6
v7
v8
("ma2la", Lien)
("la2la", Lien)
("la2sed", Lien)
("la2sed", Lien)
("la2sed", Lien)
("la2sed", Lien)
FIGURE 6.1 – Un AC-graphe représentant une configuration de DIET
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Description de la configuration. L’application est ici composée de huit composants symbolisés
par huit nœuds et leurs relations modélisées par des arcs, tous attribués afin de refléter leurs di-
verses propriétés. Les composants de même nature ont les mêmes types d’attributs, ceux identifiés
dans la section 6.2. Certains composants, ainsi que le graphe lui-même, sont contraints afin de re-
fléter les préoccupations décrites dans cette même section.
Les contraintes sont représentées à l’intérieur d’un cadre en pointillé, et liées à l’objet qu’elles
contraignent par une ligne en pointillé, exceptées celles relatives au graphe lui-même.
Attributs. Le premier attribut de chaque nœud représente l’identifiant unique, ou nom, du com-
posant qu’il représente. Le second, dont le domaine de définition est Nat, reflète sa nature. La
configuration comprend un MA nommé id1. Il gère deux entités et est déployé sur la machine m1,
comme décrit par ses troisième et quatrième attributs, respectivement.
Chaque LA possède deux attributs de plus, liés à sa profondeur et l’ensemble de services qu’il
fournit. Dans l’exemple, trois LAs sont déployés. Ils sont respectivement :
— représentés par v2, v3 et v4.
— nommés id2, id3 et id4.
— de profondeur 1, 1 et 2.
— pères de 2, 1 et 2 entités.
— placés sur les machines m2, m3 et m4.
— capables d’accéder aux services s1 ∪ s2 ∪ s3, s4 et s1 ∪ s2.
Finalement, quatre SEDs déployés sur m5, m6, m7 et m8 fournissent les services s1, s2, s3 et s4,
respectivement.
Contraintes. Le graphe est contraint par deux clauses Loc(S,2) et Red(S,3), reflétant le besoin de
redondance et de dispersion physique des services fournis pour améliorer la robustesse du système.
Notation Arguments Signification
Red SS ⊆ S Tout service s de SS
n ∈ N est fourni par au moins n SEDs.
Loc SS ⊆ S Tout service s de SS est fourni par des SEDs
n ∈ N déployés sur au moins nmachines .
TABLE 6.3 – Contraintes du graphe
Pour tout sous ensemble SS de S et tout entier naturel n, la contrainte de redondance, notée Red(Ss,
n), affirme que "Tout service s de SS est fourni par au moins n SEDs". Pour un graphe G = (V , E,
ATT , CONS), elle est formellement définie par :
Red(SS,n) = ∀s ∈ SS,∃(vi)i∈[1,n] ∈ Vn, ( ∀(i, j) ∈ [1,n]2, i 6= j⇒ vi 6= vj) ∧ (∀k ∈ [1,n], A2vk = "SED"
∧ s ∈ A3vk).
Pour tout sous ensemble SS de S et tout entier naturel n, la contrainte de dispersion physique,
notée Loc(SS,n), affirme que "Tout service s de SS est fourni par des SEDs déployés sur au moins n
machines". Pour un graphe G = (V ,E,ATT ,CONS), elle est formellement définie par :
Loc(SS,n) = ∀s ∈ SS, ∃(vi)i∈[1,n] ∈ Vn, ( ∀(i, j) ∈ [1,n]2, i 6= j ⇒ (vi 6= vj ∧ A4vi 6= A4vj)) ∧
(∀k ∈ [1,n], A2vk = "SED" ∧s ∈ A3vk).
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Le tableau 6.3 propose un récapitulatif de ces deux contraintes. Eu égard à la configuration consi-
dérée, cela signifie que tout service de S devrait être fourni par au moins 3 SEDs déployés sur au
moins 2 machines différentes.
Le troisième sous-critère de robustesse, la dispersion au sein de l’architecture logique, se traduit par
la présence d’une contrainte sur chaque LA. Elle spécifie qu’un LA et ses nœuds frères ne doivent
pas être déployés sur la même machine, à moins de ne pas donner accès à des services similaires.
Cette contrainte assure que, au sein d’un sous arbre, les SEDs fournissant des services similaires
(et déployés sur différentes machines grâce à la clause Loc) ne sont pas gérés par des entités elles-
mêmes déployées sur la même machine. Ainsi, un plus grand nombre de machines doivent tomber
en panne pour qu’un service ne puisse plus être proposé.
Finalement, le MA ne doit pas gérer plus de 10 entités, soulignant une des propriétés fondamentales
du style architectural.
La cardinalité maximale d’entités gérées par les LAs pourrait être prise en compte de la même
manière. Elle sera toutefois implémentée grâce à une contrainte de déploiement conditionnel. Cette
technique sera également utilisée pour garantir l’équilibrage des charges relatif au critère de qualité
de service.
Définition formelle. Le graphe de la figure 6.1 est formellement défini comme suit :
G = (V, E, ATT, CONS) où
V ={vi|i ∈ [1, 8]},
E ={ e1 = (v1, v2), e2 = (v1, v3), e3 = (v2, v4), e4 = (v2, v7), e5 = (v3, v8), e6 = (v4, v5), e7 = (v4, v6)},
ATT ={ATTel|el ∈E∪ V}, avec :
ATTv1 ={(id1, ID), ("MA", Nat), ("2", N), (m1,Mach)}.
ATTv2 ={(id2, ID), ("LA", Nat), ("1", N), ("2", N), (m2, Mach), (s1 ∪ s2 ∪ s3, Serv)},
ATTv3 ={(id3, ID), ("LA", Nat), ("1", N), ("1", N), (m3, Mach), (s4, Serv)},
ATTv4 ={(id4, ID), ("LA", Nat), ("2", N), ("2", N), (m4, Mach), (s1 ∪ s2, Serv)}.
ATTv5 ={(id5, ID), ("SED",Nat), (s1, Serv), (m5, Mach)},
ATTv6 ={(id6, ID), ("SED",Nat), (s2, Serv), (m6, Mach)},
ATTv7 ={(id7, ID), ("SED",Nat), (s3, Serv), (m7, Mach)} et
ATTv8 ={(id8, ID), ("SED",Nat), (s4, Serv), (m8, Mach)}.
CONS ={CONSG, CONSv1 , CONSv2 , CONSv3 , CONSv4}, où :
CONSG ={Loc(S,2), Red(S,3)},
CONSv1 ={A
3
v1
6 maxSonsMA},
CONSv2 ={A
5
v2
6= A5v3 ∨ (A6v2 ∩ A6v3 = ∅)},
CONSv3 ={A
5
v3
6= A5v2 ∨ (A6v3 ∩ A6v2 = ∅)} et
CONSv4 ={A
5
v4
6= A4v7 ∨ (A5v4 ∩ A3v7 = ∅)}.
À présent, les notions relatives à la caractérisation du style architectural sont adaptées afin d’assurer la
gestion des contraintes, des attributs interdépendants et de leur modification.
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6.3.3 Recherche de motifs, transformations et grammaires.
Les ensembles d’identification ainsi que l’unification d’attributs et d’éléments ne sont pas impactés
par l’extension proposée. Ils conservent donc leurs définitions initiales, nommément les défini-
tions 3.2, 3.3 et 3.5, respectivement. Toutefois, du fait de l’introduction d’opérateurs et de relations
entre attributs, les ensembles d’identification sont maintenant assimilables à des systèmes d’équa-
tions plutôt qu’à de simples relations d’équivalence. Ils sont ainsi consistants si le système d’équa-
tion correspondant admet au moins une solution.
Affectations, morphismes et compatibilités ne sont pas non plus touchés par la modification décrite
dans ce chapitre, et conservent leurs définitions (3.6, 3.7 et 3.8, respectivement).
Remarque 6.2.
Les contraintes n’affectent pas la recherche de motifs et relations entre graphes. Elles interviennent
différemment dans le processus de transformations. De même, seuls les attributs des élé-
ments d’un graphe sont considérés dans ces recherches, indépendamment de la présence ou
de l’absence d’attributs portant sur le graphe lui-même.
L’existence d’un morphisme cohérent est conditionné par la solvabilité d’un système d’équations
portant sur des attributs. Précédemment, seul un ensemble d’égalités entre attributs était
considéré. C’est également le cas dans la majorité des approches portant sur les graphes
attribués [87, 92], bien que ces égalités puissent n’apparaître qu’implicitement (e.g., dans un
morphisme des espaces d’attributs). C’est souvent la seule clause liée à l’applicabilité d’une
règle de réécriture et ne reposant que sur des attributs.
Expansions et restrictions se basent toujours sur une compatibilité dont la définition n’est pas chan-
gée par l’intégration de contraintes. Elles gèrent les contraintes similairement aux attributs, à l’ex-
ception notable que les contraintes de graphes ou d’éléments intervenant dans la compatibilité
(c’est à dire, présents dans le premier graphe et ayant une image dans le second) sont concaténées
plutôt que "fusionnées".
Soit deux AC-graphes C-compatibles G1 et G2 avec C = (f, I), et deux de leurs sous-graphes,
GS1 = (V
S
1 ,E
S
1 ,Att
S
1 ,CONS
S
1 ) et G
S
2 = (V
S
2 ,E
S
2 ,Att
S
2 ,CONS
S
2 ) dont les éléments contraints sont res-
pectivement ELcons1 et EL
cons
2 . (V ,E,Att), le résultat de l’expansion G
S
1 ↑C GS2 ou de la restriction
GS1 ↓C GS2 , vérifie alors :
— CONSG = (CONSS1 )
G∪(CONSS2 )G.
— ∀el2 ∈ ELcons2 ,∃el1 ∈ ELcons1 , f(el1) = el2 =⇒ CONSel2 = (CONS1)el2 ∪ (CONS2)el2 .
Inspiré par la théorie des langages classique [135], contraintes et mutateurs sont intégrés aux règles
de réécriture de graphe.
Les conditions d’applicabilités présentées dans la définition 3.11 sont étendues à la considération
d’un ensemble de contraintes, celui de la règle elle-même. Cet ensemble (potentiellement vide) peut
être vu comme un ensemble de prédicats sémantiques ou de pré-conditions.
Les mutateurs complètent les effets de l’application d’une règle. Ils s’exécutent à la fin de cette
application.
Théoriquement, tout formalisme de réécriture de graphes peut être augmenté afin d’inclure prédi-
cats sémantiques et mutateurs. Cette extension est décrite dans la définition suivante.
Définition 6.6. (AC-règle de réécriture de graphes) Une AC-règle de réécriture de graphe rac (in-
cluant des mutateurs) est un quadruplet (r, ATT, CONS, ACT), où r est une règle de réécriture, ATT
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et CONS les ensembles d’attributs et contraintes de la règle, respectivement, et ACT un ensemble
de mutateurs.
Applicabilité. Une AC-règle de réécriture rac est applicable à un graphe G selon un morphismem
si
— r est applicable à G selonm.
— tout contrainte c ∈ CONS est évaluable à "vrai" en intégrant l’affectation obtenue viam et en
affectant à chaque expression logique élémentaire (i.e., atomique) ne pouvant être évaluée
(du fait par exemple d’un attribut variable dont la valeur est inconnue) la valeur "inconnu",
conformément à la remarque 6.1.
Application. L’application de rac à G selonm consiste à :
— appliquer r à G selonm.
— appliquer chaque µ ∈ ACT .
Avec les définitions modifiées de l’expansion et la restriction, les AC-règles de réécriture peuvent
s’appliquer à des AC-graphes. Les contraintes d’éléments sont traitées similairement aux attributs ;
elles sont ajoutées et supprimées avec l’élément qu’elles visent.
Les définitions des grammaires de graphes 4.1 et de leurs instances 4.2 sont quasi invariantes vis à
vis de l’extension élaborée ici. La seule nouveauté réside dans le fait que les éléments de la gram-
maire (axiome, termes et productions) sont à présent attribués et contraintes, se conformant aux
définitions AC-nœuds/règles.
Accès efficace aux valeurs d’attributs : évaluation à la demande ou mise à jour lors d’une
modification.
Grâce aux mutateurs, ce formalisme autorise plusieurs moyens de considérer et d’évaluer attributs
et contraintes. Ils peuvent premièrement être explicitement caractérisés par leurs expressions ana-
lytiques. Cette expression doit alors être évaluée soit à chaque fois que sa valeur doit être connue,
soit après chaque transformation. Afin d’éviter de trop fréquents calculs, un attribut peut directe-
ment être associé à sa valeur. Cette dernière est alors mise à jour lorsque nécessaire par le biais de
mutateurs.
La pertinence relative de ces deux options dépend des complexités et de la fréquence des mises
à jour et des évaluations. L’adoption d’une solution pour la manipulation d’un attribut ou d’une
contrainte n’est pas nécessairement définitive ; il est possible de passer de l’une à l’autre suivant
l’évolution des paramètres précédemment évoqués.
6.3.4 Impact de l’extension sur la correction par construction
L’extension présentée dans ce chapitre n’est pas sans effet sur la méthodologie élaborée dans la
section 4.3 et permettant de construire des transformations correctes par construction. Dans la suite,
nous discutons ces effets et proposons des perspectives de résolution.
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6.3.4.1 Inversion
Toute contrainte sur une règle pouvant être vue comme une pré-condition, elle doit devenir une
post-condition de sa règle inverse. Par simple construction et sous réserve uniquement d’applica-
bilité d’une règle, le formalisme présent ne permet pas a priori de statuer sur la validation d’une
post-condition quelconque.
Ensuite, il faut tout d’abord que tous mutateurs d’une règle soit eux-même inversibles. De plus, la
validité de l’inversion se base sur un mécanisme de comptage régissant des modifications et basé
sur l’apparition d’un élément dans une règle. Or, les mutateurs peuvent avoir des effets de bords
en modifiant des attributs extérieurs à la règle. En l’état, les mutateurs invalident la propriété de
l’inversion relative à sa conservation de la correction. Une solution immédiate serait d’étendre le
mécanisme de comptage pour englober et restreindre la modification d’attributs par le biais de
mutateurs. Ceci réduirait néanmoins grandement la souplesse de l’inversion et l’usage qui peut en
être fait.
6.3.4.2 Composition
Dans la composition, les contraintes de la seconde règle ainsi que les mutateurs de la première
posent problème.
Ces derniers peuvent impacter le graphe de manière à modifier l’applicabilité de la seconde règle.
Cet impact est difficile à prévoir dans le cas d’un mutateur quelconque.
Deuxièmement, la seconde règle peut contenir un certain nombre de contraintes. Il ne suffit pas
de les intégrer à la règle composée. Il s’agit de trouver un ensemble de contraintes devant être
satisfaites avant application de la première règle pour que le résultat satisfasse les contraintes d’ap-
plicabilité de la seconde.
6.3.4.3 Spécialisation
Cette dernière opération est peu touchée par l’extension proposée. Rappelons qu’elle consiste à
restreindre l’applicabilité d’une règle et/ou de réduire le panel de ses résultats possibles.
Une spécialisation doit donc simplement posséder les mêmes mutateurs que la règle originelle,
ainsi que des contraintes équivalentes ou plus fortes.
6.4 Exploitation et illustration du nouveau formalisme : caractérisation,
évaluation et gestion de DIET
Cette section illustre dans un premier temps le potentiel du formalisme élaboré en proposant une
modélisation de DIET prenant en compte toutes les considérations introduites dans la section 6.2.
L’adéquation de cette description vis à vis de l’évaluation et de la gestion est par la suite démontrée
en s’appuyant sur des exemples concrets.
Chapitre 6. Extension des systèmes de réécriture 138
6.4.1 Caractérisation de DIET
6.4.1.1 Axiome
Vu la définition des règles de réécritures et grammaires de graphes, leurs instances sont des graphes
héritant des attributs et contraintes du graphe axiomatique. Dans le cas de DIET et d’après les
considérations de la section 6.2, les attributs et contraintes communs à toutes les configurations
sont :
1. la cardinalité maximum d’entités qu’un LA peut gérer (la cardinalité minimum étant direc-
tement mise en œuvre par les règles de production).
2. la cardinalité maximum d’entités qu’un MA peut gérer (idem).
3. la valeur du seuil intervenant dans la condition d’équilibrage discutée dans la section 6.2.
4. le nombre maximum d’agents.
5. le nombre courant d’agents, noté courAgents.
Les contraintes communes sont relatives aux conditions de redondance et de dispersion physiques
détaillées dans l’exemple développé au sein de la section 6.3.2.2.
Par conséquent, soit AXDIET le nœud type vAX, attribué par ATTAX = ((maxFilsLA, N), (max-
FilsMA, N), (maxσ, R+), (maxAgents, N), (courAgents, N)) et contraint par CONSAX = (Loc(S,2),
Red(S,3))).
La valeur de courAgents est initialisée à 0. Arbitrairement, maxFilsMA = maxFilsLA = 10 et maxA-
gents = 100.
Dans cette section, le graphe cible (i.e., celui sur lequel une règle de production est appliquée),
est noté G = (V, E, ATT, CONS). L’héritage d’attributs et de contraintes garantit que si G est une
instance du style architectural défini ici, ATTG = ATTAX et CONSG ⊆ CONSAX, aux modifications
induites par les mutateurs près. Ici, la valeur de courAgents est susceptible de varier.
6.4.1.2 Termes Terminaux
Encore une fois, ces termes représentent des archétypes de nœuds représentant des types de com-
posant. Du fait de l’introduction de contraintes, ils caractérisent des archétypes d’AC-nœuds, défi-
nissant non seulement un pattern d’attributs mais également de contraintes. Ce dernier est partagé
par tous les nœuds symbolisant un même type de composant ; les termes terminaux constituent
ainsi l’outil principal pour la gestion de contraintes intégrées.
Les archétypes des termes terminaux de la grammaire sont représentés dans le tableau 6.4. Ils sont
attribués conformément à la discussion de la section 6.2.
Le service de nommage n’est pas contraint et ses attributs sont limités à son identifiant, sa nature
et la machine sur laquelle il est déployé. De même, les SEDs ne sont pas contraints.
En plus des attributs spécifiés précédemment, TMA, l’archétype des MAs, est contraint, un MA ne
devant pas gérer plus de maxFilsMA = A2AX.
Finalement, un LA et ses nœuds frères ne doivent pas être déployés sur la même machine, à moins
de ne pas donner accès à des services similaires. Pour tout nœud v représentant un LA ou un SED,
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Type de Archétype Attributs Contraintes
composant
Omni TOmni (id, ID)
("Omni", Nat)
(m, Mach)
MA TMA (id, ID) (nFils 6 maxFilsMA )
("MA", Nat) soit (A3MA 6 A2AX)
(nFils, N)
(m, Mach)
LA TLA (id, ID) (CONSiLA)i∈[1,|(vLA)f|] où
("LA", Nat) (vLA)f est l’ensemble des frères du LA
(nFils, N) et CONSiLA =
(profondeur, N) AjvLA 6= Aj(vLA)if ∨ A
k
vLA
∩ Ak
(vLA)
i
f
= ∅
(m, Mach) Si A1
(vLA)
i
f
= "LA", j = 5 et k = 6.
(s, Serv) Si A1
(vLA)
i
f
= “SED" , j = 4 et k = 3.
SED TSED (id, ID)
("SED", Nat)
(s, Serv)
(m, Mach)
TABLE 6.4 – Termes terminaux de la grammaire
notons vp son père, i.e. l’unique nœud vp ∈ V , (vp, v) ∈ E, et vf l’ensemble des frères de v, i.e.
vf = {v
k
f ∈ V |(vp, vkf ) ∈ E∧ vf 6= v}. L’archétype des LAs, TLA est un noeud vLA contraint par :
CONSLA = (CONSiLA)i∈[1,|(vLA)f|], où
CONSiLA = A
5
vLA
6= Aj
(vLA)
i
f
∨ A6vLA ∩ Ak(vLA)if = ∅ avec :
j = 5 et k = 6 si A2
(vLA)
i
f
= "LA".
j = 4 et k = 3 si A2
(vLA)
i
f
= "SED".
6.4.1.3 Productions
Les productions de la grammaire formalisent, comme précédemment, la construction de ses ins-
tances en définissant quand et comment une entité peut être déployée, ainsi que les conséquences
d’un tel déploiement. Ces conséquences incluent à présent, grâce aux mutateurs, la modification
d’attributs existants, ainsi qu’un ensemble explicite d’actions externes. Ces dernières peuvent être
liées à la configuration de l’application modélisée, à des procédures de déclaration, à des mises à
jour externes (comme dans le cas d’une représentation multi-modèles)...
La première règle (p1) est similaire à celle introduite dans la section 4.2.2.2 ; elle ne diffère que par
l’introduction de contraintes et de mutateurs (ainsi que certains attributs supplémentaires). Elle
formalise l’initialisation remplaçant l’axiome par une configuration minimale. Le MA est configuré
et s’enregistre au service de nommage. Finalement, le nombre d’agents courant est mis à jour en
conséquence.
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(id2, ID),
("MA", Nat),
("1",N),
(m2,Mach)
CONSMA
v1
(id1, ID),
("Omni", Nat),
(m1,Mach)
("ma2o", Lien)AX
v0
v2
"Temp"
v3
FIGURE 6.2 – Initialisation (p1)
La production p1 est la règle illustrée dans la figure 6.2 avec les mutateurs µreg(id1,m1, id2,m2),
µinc(G, 5, 3), µconfig,type(v2, "MA") et µconfig,addr(v2, id2, m2) , où
— µreg(ido,mo, id,m) est un mutateur externe décrivant la procédure d’enregistrement d’un
composant au service de nommage. La connaissance d’une machine hôte et d’un identifiant
permet de contacter le composant correspondant. Ainsi, la procédure prend contact avec
l’OMNI (ido,mo) et lui transmet les informations nécessaires à l’enregistrement du nouveau
composant (id,m).
— µinc(el, i,n) est un mutateur interne défini par l’algorithme 6.1. Il décrit l’incrémentation du
i-ème attribut de el par n. Ici, il s’agit d’augmenter de 3 le nombre courant d’agents.
— µconfig,type(v, nat) et µconfig,addr(v, id, mach) sont des mutateurs externes de configura-
tion. Ils mettent à jour le fichier de configuration du composant représenté par v en spécifiant
son type et son adresse, respectivement.
Données : el, l’élément attribué à mettre à jour.
i, le numéro de l’attribut à modifier.
n, le nombre à ajouter.
début
Aiel← Aiel + n
fin
ALGORITHME 6.1 - µinc(el, i, n), n incrémentations du i-ème attribut de l’élément el
Les productions p2 et p3 sont illustrées dans la figure 6.3. Elles modélisent l’addition d’un nœud
non-terminal, géré par un MA et un LA, respectivement. Ceci constitue la première étape pour
l’ajout d’un composant, ce nœud temporaire étant plus tard instancié en un LA ou un SED. Pour
déployer une nouvelle entité, trois conditions doivent être remplies ; il faut respecter la condition
d’équilibrage (LA uniquement), le nombre maximum d’éléments gérables par un agent (les MAs
possèdent déjà une contrainte reflétant cette considération) et le nombre maximum d’agents. L’ap-
plication d’une de ces productions entraîne de plus l’incrémentation du nombre actuel d’agents et
du nombre de fils du nœud père.
La production p2 est contrainte par A4G >A
5
G et possède les mutateurs µinc(v2, 3, 1) (incrémentation
du nombre d’agents gérés par v2) et µinc(G, 5, 1) (incrémentation du nombre total d’agents).
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"Temp"v3
(id1, ID)
("Omni",Nat),
(m1,Mach)
("m2o", Lien)
(id2, ID)
("MA",Nat),
(nFils,N),
(m2,Mach),
v1
v2
(id1, ID)
("Omni",Nat),
(m1,Mach)
("m2o", Lien)
(id2, ID)
("MA",Nat),
(nFils,N),
(m2,Mach),
v1
v2
"Temp"
v3
(id1, ID)
("Omni",Nat),
(m1,Mach)
("la2o", Lien)
(id2,ID)
("LA",Nat),
(nFils,N),
(depth,N)
(m2,Mach),
(s,Serv)
v1
v2
(id1, ID)
("Omni",Nat),
(m1,Mach)
("la2o", Lien)
v1
v2
(id2,ID)
("LA",Nat),
(nFils,N),
(depth,N)
(m2,Mach),
(s,Serv)
p2 p3
FIGURE 6.3 – Ajout d’un nœud temporaire sur un MA (p2) ou un LA (p3)
La production p3 est contrainte par eq(v2), A3v2 < A
1
G et A
4
G > A
5
G. Ses mutateurs sont µinc(v2, 3, 1)
et µinc(G, 5, 1) .
La condition eq(v) est égale à σ((A3la)la∈LA(A4v)\{v}, A
3
v+1) < A3G, σ(s) étant l’écart type de l’en-
semble de données s.
Notons que les limitations sur le nombre d’entités gérées par un MA ou un LA ne sont pas assurées
de la même façon. Une contrainte reflétant cette restriction est ajoutée au MA. Pour un LA, ce seuil
est géré par un prédicat sémantique. Le dit prédicat réduit l’applicabilité de p3 en imposant le non
dépassement du seuil. Comme cette production est la seule permettant d’augmenter le nombre
d’entités gérées par un LA, ce seuil ne peut donc jamais être dépassé.
L’instanciation d’un nœud terminal géré par un MA ou un LA en un SED est décrite par les pro-
ductions p4 et p5, respectivement. Ces règles sont illustrées dans la figure 6.4. Après ajout, le SED
est configuré et s’enregistre au service de nommage. S’il est géré par un LA, l’ensemble des services
accessibles depuis ce dernier est mis à jour.
Les productions p4 et p5, décrites respectivement par Lp4 → Rp4 et Lp5 → Rp5 , sont munies des
mutateurs externes µreg(v4), µconfig,type(v4, "SED"), µconfig,addr(v4, id3, m3), µconfig,pere(v4, id2)
et µconfig,buffer(v4, serv). La règle p5 possède en plus le mutateur µmajServ(v2,v4,3), où
— µconfig,buffer(v, serv) est un mutateur externe configurant la taille du buffer du SED re-
présenté par v en fonction des services qu’il fournit. La taille de ce buffer est déduite des
services proposés.
— µconfig,pere(v, id) est un mutateur externe de configuration spécifiant que le père du nœud
représenté par va a pour nom id.
— µmajServ(va, vb, i) est un mutateur interne correspondant à l’algorithme 6.2. Ce processus
impacte l’ajout de nouveaux services à Aivb , l’ensemble des services fournis par (ou acces-
sibles depuis) vb. L’ensemble des services accessibles depuis son père va est alors mis à jour
si va est un LA (et non un MA). Si une modification est effectivement apportée, elle est
récursivement propagée au père de va.
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(id1,ID)
("Omni",Nat),
(m1,Mach)
v1
v2 (id2,ID),
("MA",Nat),
(nFils,N),
(m2,Mach),
(id3,ID),
("SED",Nat),
(serv,Serv)
(m3,Mach),
("sed2o",
Link)
("ma2sed",
Link)
v4"Temp"
(id1,ID),
("Omni",Nat),
(m1,Mach) v1
v2
v3
(id2, ID),
("MA",Nat),
(nFils,N),
(m2,Mach),
(id1,ID)
("Omni",Nat),
(m1,Mach)
v1
v2
(id3,ID),
("SED",Nat),
(serv,Serv)
(m3,Mach),
("sed2o",
Link)
("ma2sed",
Link)
v4
"Temp"
(id1,ID),
("Omni",Nat),
(m1,Mach) v1
v2
v3
(id2, ID),
("LA",Nat),
(depth,N)
(nFils,N),
(m2,Mach),
(s,Serv)
(id2, ID),
("LA",Nat),
(depth,N)
(nFils,N),
(m2,Mach),
(s,Serv)
p4 p5
FIGURE 6.4 – Instanciation d’un nœud temporaire géré par un MA (p4) ou un LA (p5) en un SED
Données : va, le nœud attribué à mettre à jour.
vb, le fils de va précédemment modifié.
i, le numéro de l’attribut modifié.
début
si A2va = "LA" alors
oldServ← A6va
A6va ← oldServ ∪ Aivb
si A6va 6= oldServ alors
vc← v ∈ V , (vc, va) ∈ E
µmajServ(vc, va, 6)
fin
fin
fin
ALGORITHME 6.2 - µmajServ(va, vb, i), Une extension de Aivb , l’ensemble des services acces-
sibles à partir de vb, est impacté sur son père va.
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Les deux dernières productions de la grammaire, p6 et p7, sont représentées dans la figure 6.5. Elles
décrivent l’instanciation d’un terme non terminal en un LA géré par un MA et un LA, respective-
ment. Comme un LA doit gérer au moins une entité, une telle instanciation entraîne l’ajout d’un
nœud temporaire. Ces transformations ne peuvent donc pas être conduites si un tel ajout n’est pas
possible du fait du nombre limité d’agents total. À la fin de leur application, le LA est configuré et
enregistré au service de nommage.
"Temp"
v1
v2
v5
("la2o",
Lien)
("ma2la",
Lien)
v4
(id3,ID)
("LA",Nat),
("1",N),
("1",N),
(m3,Mach),
(∅,Serv)
"Temp"
(id1,ID),
("Omni",Nat),
(m1,Mach)
v1
v3
(id2,ID)
("MA",Nat),
(nFils,N),
(m2,Mach),
v2
CONSLA
(id2,ID)
("MA",Nat),
(nFils,N),
(m2,Mach),
(id1,ID),
("Omni",Nat),
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FIGURE 6.5 – Instanciation d’un nœud temporaire géré par un MA (p6) ou un LA (p7) en un LA
Chapitre 6. Extension des systèmes de réécriture 144
Notation Expression formelle Description
Nœuds temporaires dans MA et LAs déployés avecminFilsMA
R p1 , Rp6 et Rp7 etminFilsLA nœuds temporaires
CONSMA A3MA < A
2
G Le MA est contraint afin de ne pas
nFils < maxFilsMA excéder son nombre max d’entités gérées
CONS2p3 A
4
LA < A
1
G Une nouvelle entité ne peut être gérée par un
nFils < maxFilsLA LA ayant atteint sa limite d’entités gérées
CONS1p2 A
4
G > A
5
G Gestion du nombre d’entités max :
CONS3p3 Déploiement d’un nouveau composant si
CONS1p6 le système n’a pas atteint
CONS1p7 sa limite d’entités gérables
CONS1p3 σ((A
3
la)la∈LA(A2v)\{vLA} Respect de la condition d’équilibrage
= eq(vLA) , A3vLA+1) < A
3
G
CONSiLA A
j
vLA 6= Aj(vLA)if Contrainte de dispersion
∨ AkvLA ∩ Ak(vLA)if = ∅ logique
Red(S,3) cf. 6.3.2.2 Contrainte de redondance. Tout
service est fourni par au moins 3 SEDs.
Loc(S,2) cf. 6.3.2.2 Contrainte de dispersion physique. Tout
service est conductible sur au moins 2 machines .
TABLE 6.5 – Considérations informelles et leurs expressions formelles
Les règles p6 et p7 sont toutes deux contraintes par A4G > A
5
G et possèdent les mutateurs µreg(v4),
µinc(G, 5, 1), µconfig,type(v4, "LA"), µconfig,addr(v4, id3, m3) et µconfig,pere(v4, id2).
6.4.1.4 La grammaire contrainte et attribuée caractérisant DIET
Considérant les ensembles introduits dans cette section, GGDIET , la grammaire caractérisant l’ap-
plication DIET telle qu’introduite dans la section 6.2, est définie par GGDIET =(AXDIET , NTDIET ,
TDIET , PDIET ), où
NTDIET = (vtemp, ATTtemp = (“temp",{“temp"}), CONStemp = ∅),
TDIET ={ TOmni, TMA, TLA, TSED}, et
PDIET = (pi)i∈[1,7].
Un bref récapitulatif de la façon dont chaque considération de la section 6.2 a été formellement
prise en compte est proposé dans le tableau 6.5.
Garantir des propriétés théoriques de la grammaire : terminaison. Le formalisme proposé fa-
cilite également le raisonnement sur la grammaire elle-même et sur ses propriétés théoriques. Ce
paragraphe propose d’analyser à titre d’exemple la terminaison de GGDIET . Une grammaire géné-
rative possède la propriété de terminaison, et est dite finie, s’il ne peut exister de séquence infinie
de ses règles de production.
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Théoriquement, cette propriété assure que l’ensemble des instances de la grammaire est fini, sa
construction et son exploration pouvant alors être conduites par un algorithme fini. De même, elle
assure que la construction d’une instance se fait nécessairement en temps fini.
Dans la pratique, cette propriété est consistante avec le caractère fini des ressources disponibles.
Théorème 6.1. GGDIET est finie.
Démonstration. Soit S une sequence (non vide) d’éléments de PDIET . Prouvons que ∃ N ∈ N, |S| 6
N.
Pour tout p ∈ PDIET , soit Occ(p) le nombre d’occurrences de p dans S. Ainsi,
|S| = Σp∈PDIETOcc(p). (6.1)
Considérons le système de jetons suivant :
— Jeton A : G4 - G5, le nombre d’agents pouvant encore être déployés.
— Jeton B : le nombre de nœuds non-terminaux du graphe.
Appliquer p2, p3, p6 ou p7 diminue le nombre de jetons A de 1, trois jetons A étant consommés par
p1. Par conséquent,
3 ∗Occ(p1) +Occ(p2) +Occ(p3)+
Occ(p6) +Occ(p7) 6 maxAgents.
(6.2)
L’application de p4 ou p5 consomme 1 jeton B, tandis que l’application de p1, p2 ou p3 produit un
jeton B. De fait,
Occ(p4) +Occ(p5) 6 Occ(p1) +Occ(p2) +Occ(p3). (6.3)
Comme p1 consomme l’axiome, il est évident que
Occ(p1) = 1. (6.4)
L’équation (6.2) devient alors :
Occ(p2) +Occ(p3) +Occ(p6) +Occ(p7) 6 maxAgents− 3. (6.5)
Par définition, ∀ p ∈ PDIET , Occ(p) > 0. Ainsi, les équations (6.3), (6.4) et (6.5) donnent
Occ(p4) +Occ(p5) 6 maxAgents− 2. (6.6)
Selon l’équation (6.1), |S| = Occ(p1) + (Occ(p2) + Occ(p3) + Occ(p6) + Occ(p7)) + (Occ(p4) + Occ(p5)).
Du fait des équations (6.4), (6.5) et (6.6), ceci devient |S| 6 1 + (maxAgents - 3) + (maxAgents - 2).
Finalement, |S| 6 2*maxAgents-4. Avec maxAgents = 100, on obtient |S| 6 196.
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6.4.2 Évaluation de l’adéquation des configurations
Cette représentation enrichie du système facilite sa gestion et en particulier son évaluation néces-
saire aux processus d’(auto-)optimisation.
Afin de permettre l’évaluation des différentes configurations, nous proposons d’assigner un poids
(potentiellement infini) aux contraintes. Ce poids permet de définir une fonction de coût reflétant
l’inadéquation d’une configuration. La violation d’une contrainte par une configuration implique
l’augmentation de son coût reflétant du non respect ou de l’affaiblissement d’un critère d’évalua-
tion. Plus le poids associé à une contrainte est important, plus elle est critique et plus élevé est
le surcoût lié à sa violation. La violation d’une contrainte de poids infini implique une configura-
tion de poids infini assimilable à un état incorrect. Une telle contrainte est alors analytique, une
contrainte de poids finie étant qualifiée d’heuristique.
Le coût total d’une configuration est ici calculé comme étant la somme des coûts liés à la consom-
mation énergétique et aux violations de contraintes.
Notations. Soit ξ la fonction d’évaluation logique ; ∀ cons ∈ CONS, ∀ c ∈ cons, ξ(c) = 1 si c est
égale à "vrai" et 0 sinon.
Consommation énergétique. Dans la section 6.2, il a été supposé que la consommation énergé-
tique dépend uniquement des machines utilisées et du nombre de composants logiciels déployés.
Conformément aux travaux de Borgetto et al. [134], nous supposons cette relation linéaire et notons
les coefficients correspondants λmach et λentite.
Notons que le nombre de composants logiciels déployés est un attribut du graphe. Pour faciliter
l’évaluation, le nombre de machines utilisée peut également être représenté par un attribut dont la
valeur est mise à jour quand nécessaire, i.e. lors de l’application des règles productions p1, p4, p5,
p6 ou p7. Comme ce nombre est facilement obtenable, supposons le connu et noté nmach.
L’énergie consommée par une configuration est alors :
λentite ·A5G + λmach · nmach (6.7)
Violation de contraintes. Il est clair que la contrainte reflétant la limite du nombre d’entités gérées
par un MA doit absolument être respectée et par conséquent avoir un poids infini.
Les contraintes reflétant la robustesse du système sont, au contraire, heuristiques. Des poids finis
choisis arbitrairement leurs sont assignés.
Le coût de la violation d’une contrainte de dispersion logique spécifiant qu’ "un LA et un de ses
nœuds frères ne doivent pas être déployés sur la même machine, à moins de ne pas donner accès à
des services similaires" est égal à la profondeur du dit LA.
Les contraintes de redondance et de dispersion physique ont pour poids λR et λL, respectivement.
Le coût lié à la violation de contraintes est ainsi :
λLξ(CONS
1
G) + λRξ(CONS
2
G)+∞ · Σma∈V ,A2ma="MA" ξ(CONS1ma)+
Σla∈V ,A2la="LA" (A
3
laΣi∈[1,|CONSla| ξ(CONS
i
la))
(6.8)
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Une partie de la première configuration illustrative de la figure 6.1 est arbitrairement instanciée afin
d’être évaluable. Le résultat de cette instanciation est présenté dans la figure 6.6. S, l’ensemble des
services pouvant être assuré, est {"s1", "s2", "s3"}.
(id1, ID),
("MA", Nat),
("2",N),
("m1",Mach)
(id2,ID),
("LA",Nat),
("1",N),
("1",N),
("m2",Mach),
("S",Serv)
(id5,ID), ("SeD",Nat),
({"s1","s3"},Serv),
("m2",Mach)
(id6,ID), ("SeD",Nat),
({"s1","s2"},Serv),
("m2",Mach)
(id7,ID)
("SeD",Nat),
("S",Serv),
("m3",Mach)
("ma2la", Lien)
(id4,ID),
("LA",Nat),
("2",N),
("2",N),
("m2",Mach),
("S",Serv)
(id3,ID),
("LA",Nat),
("1",N), ("1",N),
("m3",Mach),
("S",Serv)
"m3" 6= "m2"
∨
|"S"| =0
"m2" 6= "m3"
∨
|"S"| = 0
Loc(S,2)
Red(S,3)
contraintes
du graphe
"2" 6 "10"
v1
v2
v3
v4
v5
v6
v7
("ma2la", Lien)
("la2la", Lien)
("la2sed", Lien)
("la2sed", Lien)
("la2sed", Lien)
FIGURE 6.6 – AC-graphe instancié représentant une configuration de DIET
Cette configuration ne remplit pas la contrainte de redondance, comme seuls deux SEDs proposent
les services "s2" et "s3". Son coût total est égal au coût de consommation énergétique, 3λmach +
7λentite, plus celui lié à la contrainte violée, λR.
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Cette manière naturelle et immédiate de considérer les exigences heuristiques et analytiques de
l’application dérive du formalisme proposé ici. En fait, ce dernier a été explicitement conçu pour
permettre l’intégration de contraintes et pour faciliter leur manipulation ainsi que celle des ses at-
tributs. Ainsi, une fois un système correctement défini, son adéquation peut facilement être évaluée
dynamiquement.
6.4.3 Contraintes non-fonctionnelles et gestion du système
La manipulation aisée des attributs et contraintes du système renforce la pertinence du modèle
pour la gestion logicielle. En outre, les prédicats sémantiques et restrictions sur l’applicabilité des
transformations permettent de construire facilement des règles spécialisées et ainsi de traiter dyna-
miquement des objectifs particuliers.
Remarque 6.3. Rappelons que l’utilisation d’une règle spécialisée garantit la conservation du style
architectural. Néanmoins, les propriétés du système de réécriture lui-même (sa terminaison, sa
confluence...), ne sont pas nécessairement invariantes vis à vis de l’ajout d’une telle règle.
Considérons la configuration de DIET représentée dans la figure 6.6 et évaluée précédemment.
Déployer un SED peut permettre de satisfaire la contrainte de redondance et ainsi augmenter la
qualité de la configuration en réduisant son coût.
Il s’agit tout d’abord d’appliquer p2 et, ce faisant, de choisir le composant gérant le nouveau SED.
Pour trouver une solution optimale, il est possible d’explorer toutes les possibilités (i.e., v2, v3 et
v4), de trouver une solution idéale pour chaque cas et de comparer les coûts de chacune de ces
solutions. En choisissant arbitrairement d’appliquer p2, et donc déployer le nouveau SED, sur v2,
une solution optimale peut être trouvée comme suit.
Ensuite, le nœud temporaire sera instancié en un SED à l’aide de la production p5. Comme la moti-
vation de cette reconfiguration est la satisfaction de la contrainte de redondance, une spécialisation
de p5 doit être envisagée.
Premièrement, le SED déployé doit fournir les services "s2" et "s3". En notant v4p le nœud représen-
tant le SED et noté v4 lors de la définition de p5 (voir figure 6.4), {"s2", "s3"} ⊆ A3v4p .
Deuxièmement, la contrainte ("m2" 6= A3v4p) ∨ "S" = {"s1", "s2", "s3"} ∩ A
2
v4p
= ∅ ) apparaîtra sur le
nœud v4. Afin de la satisfaire, la transformation doit vérifier A3v4p 6= "m2".
Finalement, eût égard à la consommation énergétique et pour ne pas utiliser une nouvelle machine,
il est imposé que A3
v4p
∈ {"m1", "m2",m3"}.
D’après les méthodes d’évaluation adoptées pour ce style, le graphe présenté dans la figure 6.7 est
un des résultats optimums de la reconfiguration envisagée. Toutes les contraintes sont satisfaites et
le coût de la configuration est à présent limité à sa composante liée à la consommation énergétique,
3λmach + 8λentite. Ainsi, cette transformation est pertinente si et seulement si λentite < λR.
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FIGURE 6.7 – Une configuration de DIET satisfaisant toutes les contraintes définies par le style
6.5 Expérimentations : évaluation et comparaison
6.5.1 Contexte expérimental
6.5.1.1 Scénario de reconfiguration
Les expériences présentées ici sont construites autour de l’ajout d’un SED sur un LA de profondeur
maximale. Cette reconfiguration implique diverses mises à jour d’attributs :
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Premièrement, les attributs représentant le nombre d’agents du système et le nombre d’entités gé-
rées par le LA doivent être incrémentés.
Deuxièmement, l’introduction d’un SED peut étendre l’ensemble des services atteignables depuis
un ou plusieurs de ses ancêtres. Dans le scénario exécuté, le SED propose un service inédit ; l’en-
semble en question doit donc effectivement être modifié pour chacun de ses ancêtres.
Suivant la méthode introduite dans ce chapitre, cette transformation est une composition des règles
p3 et p5 présentées dans la section 6.4.1.3. Les mises à jours d’attributs sont effectuées par des
mutateurs de ces productions, µinc et µmajServ.
6.5.1.2 Configurations manipulées
FIGURE 6.8 – Style expérimental de DIET
Dans cette partie expérimentale, une architecture non-simplifiée est considérée. Le graphe type cor-
respondant est représenté dans la figure 6.8. Une configuration peut à présent comporter plusieurs
MAs connectés et par conséquent présenter des cycles. Pour correspondre à des cas réalistes et
non-simplistes, les graphes manipulés possèdent les caractéristiques suivantes :
— Chacun comporte plusieurs MAs et au moins un cycle.
— Les arbres composés des sous-graphes induits par chacun des MAs avec les LAs et les SEDs
qu’il gère n’ont pas la même hauteur. À l’intérieur de ces arbres, les SEDs n’ont pas néces-
sairement la même profondeur.
— Il n’existe pas de n tel qu’un de ces arbres est n-aire.
— Chaque LA non-intermédiaire gère au moins 100 SEDs.
Les configurations étudiées varient par leurs tailles et leurs hauteurs. La taille d’une configuration
est égale au nombre de composants la constituant. Sa hauteur est égale au plus grand nombre de
LAs entre un MA et un SED. Le plus petit graphe transformé est illustré dans la figure 6.9, dans
laquelle les cercles bleus et rouges représentent des LAs et des SEDs, respectivement. L’OMNI est
représenté sous la forme d’un rectangle rouge arrondi.
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FIGURE 6.9 – Plus petit graphe expérimental : une configuration de DIET de taille 1000 et hauteur 5
La taille et la hauteur d’un graphe influence significativement l’exécution du scénario expérimen-
tal. Pour les méthodes natives, la hauteur du graphe coïncide avec le nombre d’applications de
règles nécessaires à la conduite de la transformation.
La complexité et la durée d’exécution d’une application dépendent principalement de la taille du
graphe cible. La topologie du graphe et, donc, son nombre de MAs, constitue un autre facteur, bien
que moins impactant. Son influence n’étant pas pertinente dans la présente étude, les configura-
tions expérimentales possèdent un nombre fixe de MAs (3).
6.5.1.3 Outils et méthodes testés
Les expériences reposent sur deux outils différents : AGG [27] et GMTE [6].
AGG [27] est l’un des logiciels de transformation de graphe les plus utilisés actuellement [99] et
dont l’efficacité n’est plus à démontrer [100]. C’est donc tout naturellement qu’il a été utilisé dans
ces expériences.
Les évaluations expérimentales présentées par son créateur [6] suggèrent que GMTE est significa-
tivement plus efficace qu’AGG. Ce gain a motivé l’inclusion de ce second moteur dans la présente
étude, afin d’investiguer les bénéfices apportés par la méthode élaborée précédemment en terme
d’efficacité et d’extensibilité.
Ces deux moteurs permettent à n’importe quelle règle de modifier tout attribut apparaissant dans
sa partie droite. Pour chaque outil, le scénario de transformation est conduit suivant trois méthodes
différentes :
— "REFERENCE", un référentiel n’incluant pas de modification d’attribut. Il permet d’estimer
le surcoût temporel induit par cette modification.
— "NATIVE", la méthode native du moteur, soit une séquence d’application de règles. Premiè-
rement, le SED est ajouté sur un LA dont l’ensemble de services est mis à jour. Ensuite, une
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règle est séquentiellement appliquée afin d’impacter cette modification sur chacun des an-
cêtres du LA. Seuls les attributs apparaissant dans la règle pouvant être modifiés, chaque
application touche un unique LA.
— "MUTATEURS", La méthode proposée ici. Pour ce faire, deux sur-couches ont été implémen-
tées sur AGG et GMTE. Celles-ci mènent à bien l’exécution des règles p3 et p5 incluant leurs
mutateurs.
Considérer deux outils différents démontre l’indépendance de la méthode proposée et des conclu-
sions tirées des expérimentations vis à vis du moteur utilisé.
6.5.2 Résultats expérimentaux
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(B) GMTE : comparaison d’extensibilité
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FIGURE 6.10 – Temps d’exécution du scénario de reconfiguration
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Les figures 6.10a et 6.10c illustrent, pour GMTE et AGG respectivement, les temps d’exécution
du scénario de transformation selon les trois méthodes précédemment décrites. Les figures 6.10b
et 6.10d montrent l’évolution de ces temps pour de plus grand graphes afin d’apprécier l’exten-
sibilité des méthodes étudiées. Les temps d’exécution rapportés sont les temps médians sur 100
exécutions. Les expériences ont été conduites sur un ordinateur possédant un processeur quadri-
cœurs (4M Cache, 2.66 GHz, 1333 MHz FSB) et 8 Go de RAM. Chaque configuration est caractérisée
par sa taille et sa hauteur.
Premièrement, les résultats expérimentaux montrent que le sur-coût temporel induit par les modi-
fications d’attributs à l’aide de mutateurs (i.e., mutateurs − reference) est petit devant le temps de
transformation total si elles sont effectuées à l’aide de mutateurs. Par exemple, pour une configura-
tion de taille 1000 et hauteur 5, ces modifications constituent 7 des 325 ms et 1,2 des 24,8 ms néces-
saires à la conduite du scénario à l’aide de GMTE et AGG, respectivement. Ce sur-coût augmente
linéairement en hauteur et reste globalement invariant vis à vis de la taille du graphe transformé.
Pour une configuration de taille 2250 et hauteur 30, il équivaut à 58 ms sur 3010 avec GMTE et 2,7
ms sur 36,6 avec AGG.
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FIGURE 6.11 – Méthodes natives vs. mutateurs
Deuxièmement, les mutateurs améliorent significativement l’efficacité et l’extensibilité des modifi-
cation du système par rapport aux méthodologies classiques. La figure 6.11a montre l’évolution du
ratio des temps d’exécution des méthodes natives sur les mutateurs. Eût égard à une configuration
de taille 1750 et hauteur 20, par exemple, ce ratio est d’environ 14 pour GMTE (de 16925 à 1192 ms)
et 5,3 pour AGG (de 154 à 28,9 ms). Il augmente avec la hauteur et décroît logarithmiquement en
fonction de la taille du graphe considéré. Par exemple, le ratio atteint 27 pour GMTE (de 103796
à 3807 ms) et 8,3 pour AGG (de 330 à 39,6 ms) sur une configuration de hauteur 30 et taille 2500.
Contrairement au ratio étudié, le gain net, i.e. la différence des temps d’exécution, est strictement
croissante à la fois en taille et en hauteur, comme illustré dans la figure 6.11b.
Ces résultats peuvent être expliqués par le fait que la méthode proposée ne nécessite qu’une seule
application de règle suivie de l’exécution d’un mutateur dont la complexité temporelle est linéaire
vis à vis de la hauteur du graphe. Les méthodes natives, quant à elles, requièrent h applications de
règles pour mettre à jour les attributs d’un graphe de hauteur h. Une application de règle elle-même
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a une complexité temporelle polynomiale en fonction de la taille du graphe pour AGG, tandis
qu’elle est exponentielle pour GMTE. Le gain net augmente avec le temps nécessaire à l’application
d’une règle.
Les résultats ne sont néanmoins pas indépendants du scénario étudié. On assiste ici à une pro-
pagation de modifications constituant un exemple typique de l’effet domino évoqué dans la sec-
tion 6.2.2.2. Toutefois, ce scénario comprend également le pire cas de comparaison, l’incrémentation
du nombre de composants gérés. Comme cette modification n’impacte que les attributs apparais-
sant dans la première règle, mutateurs et méthodes natives sont alors équivalentes.
6.6 Conclusion du chapitre
Ce chapitre décrit une extension des systèmes de réécriture de graphe permettant de représenter,
mettre à jour, évaluer et paramétrer les caractéristiques du système modélisé aisément et effi-
cacement. Ces prétentions sont soutenues par des exemples illustratifs concrets ainsi que par une
étude expérimentale extensive. Le contenu de ce chapitre a fait l’objet d’une publication [25].
En référence à une application réelle, nous soulignons dans un premier temps les limitations des
approches de réécritures existantes. Celles-ci portent en particulier sur les interdépendances d’at-
tributs, la modification d’attributs existants ainsi que l’intégration de contraintes.
En conséquence, nous proposons une extension des systèmes de réécritures et grammaires de
graphes levant ces restrictions. Cette extension est construite autour de la spécification de rela-
tions admissibles ainsi que de l’intégration de contraintes et de mutateurs.
Les interdépendances entre attributs sont ainsi exprimées grâce à une signature algébrique quali-
fiant toutes leurs relations admissibles plutôt que de les restreindre à des opérateurs prédéfinis.
Les mutateurs sont introduits au sein des règles de réécriture et constituent une méthode légère
et flexibles pour la modification d’attributs et de contraintes existants. Ils permettent également
d’expliciter des opérations (de configuration) ayant trait au système lui-même plutôt qu’à sa repré-
sentation.
Finalement, afin de faciliter les opérations de management et les décisions de reconfiguration, la
qualité d’une reconfiguration au regard de critères fonctionnels et non fonctionnels est reflétée par
des contraintes. Ces dernières sont introduites comme des attributs particuliers, bénéficiant ainsi
de tous les mécanismes permettant de les manipuler. Afin de prendre en compte les attributs dont
la valeur est inconnue, elles sont définies comme des éléments d’un système logique ternaire .
L’application du formalisme résultant à la spécification de l’application illustrative démontre son
adéquation pour la gestion de systèmes sujets à des contraintes et critères de qualité, qu’ils soient
fonctionnels ou non. Des exemples et scénarios concrets sont ainsi fournis pour démontrer les pos-
sibilités de la proposition en terme d’évaluation et de gestion.
L’approche proposée est alors expérimentalement évaluée et comparée à diverses méthodes exis-
tantes à l’aide de deux outils différents, AGG et GMTE. Reconfigurer un graphe de taille 2500 avec
des mutateurs plutôt qu’en usant de méthodes classiques est, d’après étude expérimentale, jus-
qu’à 27 fois plus rapide sur GMTE et 8,3 fois sur AGG. Ce gain significatif permet d’efficacement
apprécier les caractéristiques du système en combinant évaluation à la demande et mise à jour lors
d’une modification. À son tour, cette évaluation améliorée supporte une identification et une ap-
préciation rapide de la qualité d’une configuration, des objectifs pouvant être améliorés ainsi que
des composants entraînant une violation de contrainte.
Chapitre 7
Bilan des contributions et perspectives
Dans cette thèse, nous nous sommes intéressés aux architectures logicielles dynamiques et à leur
représentation à l’aide de graphes, de règles de réécriture et de grammaires. Cette modélisation
a pour vocation d’être intégrée au sein d’une base de connaissances dans le cadre de la gestion
autonome de systèmes et applications adaptables.
Par conséquent, elle doit répondre à tous les différents aspects et exigences de l’informatique auto-
nome, afin de permettre en particulier la mise en œuvre des quatre propriétés majeures de l’auto-
gestion : auto-guérison, auto-configuration, auto-optimisation et auto-protection.
Deux aspects centraux ont particulièrement capté notre attention.
Le premier est la conservation de la correction d’un système lors de ses évolutions. Cette considéra-
tion est sous-jacente à toute adaptation, quel qu’en soit le but. Sa vérification en phase d’exécution
doit être la plus rapide possible, et, si possible, apporter des garanties a priori afin d’éviter des pro-
cédures de retour en arrière.
Le second réside dans la représentation des propriétés et contraintes non fonctionnelles du système
ainsi que la prise en compte de leur propre dynamique. Cet aspect conditionne directement l’ex-
pressivité du modèle vis à vis des éléments permettant la prise de décision au sein des politiques
autonomes.
7.1 Récapitulatif et bilan des contributions
7.1.1 Contributions théoriques
Dans un premier temps, nous avons conçu les bases de la représentation utilisée tout au long
de ce manuscrit. Ce méta-modèle, basé sur les graphes et leur réécriture, a été élaboré dans la
continuité des tentatives de traductions d’approches catégorielles d’un point de vue ensembliste
et opérationnel plus classique et plus proche de l’implémentation en formalisant et étendant une
approche existante [6].
Pour répondre à la problématique de validation et, plus précisément, à celle de l’auto-protection in-
terne, nous avons élaboré une méthodologie correcte par construction pour la préservation de
la correction d’un système adaptable. Ce type de méthodologie vise à construire des systèmes
corrects pour des spécifications données.
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Dans notre approche, ces spécifications sont caractérisées par un style architectural fournissant
ainsi la base axiomatique de la notion de correction. Une configuration est alors considérée correcte
vis à vis d’un style si elle s’y conforme (i.e, si elle en est une instance). Une transformation est à
son tour dite correcte vis à vis d’un style si elle le préserve, c’est à dire que son application à une
configuration correcte quelconque produit nécessairement une (autre) configuration correcte.
L’adoption de grammaires de graphe pour la spécification de styles architecturaux permet, grâce à
leur caractère génératif, de raisonner sur un style quelconque (i.e., dont les propriétés et contraintes
ne sont pas connues). En effet, la définition d’un style par une grammaire fournit un ensemble initial
de transformations correctes par définitions (i.e., ses productions).
Sur la base de cet ensemble initial, nous avons proposé une approche générative pour la carac-
térisation et la construction de règles correctes. Dans ce but, nous nous sommes intéressés à trois
opérations sur les règles de réécriture et nous avons montré qu’elles préservent leur correction sous
certaines conditions :
— l’inversion, opération consistant à définir une transformation inverse annulant les effets
d’une autre.
— la composition dans son sens classique, qui conserve toujours la correction des transforma-
tions.
— la spécialisation, opération conservant la correction et permettant de restreindre les condi-
tions d’applicabilité d’une règle de réécriture et/ou de ses résultats possibles.
Pour améliorer la représentation des propriétés et de leur dynamisme, nous avons proposé une extension
des systèmes de réécriture permettant de paramétrer les caractéristiques d’un système aisément
et efficacement. Ceci facilite, comme détaillé par des exemples et scénarios concrets, l’évaluation
de la qualité d’un système, sa gestion et son auto-configuration.
La nécessité de l’extension élaborée a été motivée par l’identification de restrictions au sein des
approches classiques. Elle a alors été construite autour de la spécification de relations admissibles
ainsi que de l’intégration de contraintes et de mutateurs, ces derniers constituant entre autre une
méthode légère et flexible pour la modification d’attributs et de contraintes existants.
L’approche proposée est alors expérimentalement évaluée et comparée à diverses méthodes exis-
tantes à l’aide de deux outils différents, AGG et GMTE. Reconfigurer un graphe de taille 2500 avec
des mutateurs plutôt qu’en usant de méthodes classiques est, d’après l’étude expérimentale, jus-
qu’à 27 fois plus rapide sur GMTE et 8,3 fois sur AGG. Ce gain significatif permet d’efficacement
apprécier les caractéristiques du système en combinant évaluation à la demande et mise à jour lors
d’une modification. À son tour, cette évaluation améliorée supporte une identification et une ap-
préciation rapide de la qualité d’une configuration, des objectifs pouvant être améliorés ainsi que
des composants entraînant une violation de contrainte.
7.1.2 Validation et contributions applicatives
Le modèle proposé a été plus particulièrement appliqué aux contextes du traitement d’évènements
complexes (CEP) et des systèmes Machine-à-Machine (M2M).
Pour le CEP, nous avons décrit les premiers efforts de conception du module d’analyse et de
gestion de requêtes (QAM) jouant le rôle de gestionnaire autonome dans un moteur "CEPaaS",
une solution innovante de CEP en tant que service dans des environnements multi-clouds.
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QAM repose sur une représentation haut niveau abstrayant opérateurs et requêtes et n’exhibant
que les propriétés nécessaires à leur gestion, lui permettant ainsi de palier à la fragmentation des
solutions techniques de CEP. Pour ce faire, nous avons examiné les étapes de vie d’une requête
et avons identifié les caractéristiques pertinentes en élaborant une classification innovante des
opérateurs de CEP. Cette conception modulaire et abstraite facilite l’adoption de QAM et étend
son champ d’application.
Dans le cadre des systèmes M2M, nous avons présenté un gestionnaire autonome apte à piloter
tout système se conformant au standard ETSI M2M que nous avons conçu dans le cadre du pro-
jet OM2M. Pour ce faire, nous avons élaboré une vue architecturale multi-modèles couplant la
représentation sous-jacente au standard ETSI M2M à notre modèle basé sur les graphes. Un mé-
canisme de communications et mises à jour bi-directionnelles assure la cohérence interne de la vue
proposée et des deux représentations la composant.
Cette représentation a permis l’élaboration de diverses politiques d’auto-gestion dont un aperçu
est fourni sous la forme de deux politiques permettant de prévenir des saturations du réseau ou
des pertes de données. Elles rentrent ainsi dans le cadre de l’auto-guérison pro-active du système
en incluant des éléments d’auto-optimisation. Élaborées conformément à la méthodologie pour
la construction de transformations correctes, elles respectent en sus la propriété d’auto-protection
interne du système.
Une première expérimentation reposant sur un système de compteur intelligent démontre la faisa-
bilité de l’approche.
7.1.3 Bilan
Les graphes et leurs règles de réécriture ont un intérêt certain pour la représentation de systèmes
dans le cadre de leur gestion autonome. D’un côté, leur caractère visuel facilite une compréhension
intuitive des situations mais aussi des actions et transformations envisageables. De l’autre, leur
inhérente formalité permet de raisonner rigoureusement, appuyé en cela par un nombre massif de
travaux et résultats liés à la théorie des graphes.
La complexité du problème de recherche d’homomorphismes peut rebuter a priori. L’étude expéri-
mentale menée dans le cadre de l’extension des systèmes de réécriture offre, outre des valeurs re-
latives pour comparaison, des résultats absolus en terme de temps de transformations de modèle.
Pour AGG, rechercher les sous-motifs pouvant faire l’objet d’une transformation et l’appliquer sur
l’un d’eux prends ainsi environ 30 ms pour un système comportant 2500 composants. Ceci répond
favorablement aux interrogations quant à la faisabilité et l’extensibilité d’une approche basée sur la
réécriture de graphe pour la reconfiguration de systèmes dynamiques.
En pratique, ce type de modèle haut-niveau s’éloigne du système réel. Une solution immédiate et
illustrée dans ce manuscrit consiste à intégrer les graphes au sein d’approches multi-modèles, les
associant à des représentations plus proches du réel. En particulier, on peut envisager de coupler
les graphes à Fractal en les substituant à UML dans des approches UML/Fractal.
Si l’on souhaite conserver une représentation mono-modèle, un couplage peut être atteint en s’ins-
pirant du raisonnement sous-jacent à la définition des mises à jour et communications dans l’ap-
proche multi-modèles proposée : raisonner sur les suppressions/additions au niveau modèle et les
lier à des actions vers le réel en fonction des attributs des éléments touchés.
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7.2 Perspectives
7.2.1 Perspectives directes des travaux
Les contributions proposées ouvrent des perspectives immédiates discutées dans ce manuscrit (ma-
turation et implémentation de QAM, intégration de concurrence et parallélisation dans le M2M,
résolution des conflits dus à l’impact de l’extension des systèmes de réécriture sur la méthodologie
pour la correction par construction). Outre celles-ci, trois points de développement à court terme
nous semble particulièrement intéressants.
Théoriquement, notre modèle peut être étendu pour lui permettre d’englober les multi-graphes
(i.e., la possibilité d’avoir plusieurs arcs ayant la même source et la même destination). Ceci per-
mettra de relaxer les contraintes d’applicabilité d’une règle de réécriture et, indirectement, de l’opé-
ration de composition. Avec la définition actuelle, l’applicabilité d’une règle composée implique
l’existence d’une séquence des règles ayant été composées produisant le même résultat. Grâce à
la relaxation des pré-conditions de la composition, une équivalence pourrait être atteinte plutôt
qu’une simple implication.
D’un point de vue applicatif, il semble crucial de cacher la complexité inhérente au formalisme au
sein d’un outil graphique, le caractère visuel du modèle et des opérations étudiées permettant sa
réalisation. Ce dernier devrait implémenter les algorithmes et méthodes opérationnelles proposées
tout en guidant l’utilisateur dans leur manipulation. Ceci faciliterait significativement l’adoption
et la dissémination de l’approche proposée. Un tel outil pourrait se reposer sur l’existant, en parti-
culier sur les solutions de réécriture et de vérification de modèle proposées par AGG (plus mature,
plus efficace et plus répandu que GMTE ou GROOVE).
Finalement, la méthodologie proposée permet de caractériser des règles correctes vis à vis d’un
style, mais peut-il en exister d’autres ? La réponse est oui. Pour s’en convaincre, imaginons une
grammaire munie des productions p1 = AX → aB et p2 = aB → ab. La règle p˜2 = B → b est
correcte vis à vis du langage spécifié, mais ne peut être obtenue à partir d’une composition, d’une
inversion ou d’une restriction. En fait, p2 est une restriction de p˜2 ajoutant des contraintes d’appli-
cabilité inutiles car toujours satisfaites. Notre approche ne permet pas de caractériser l’ensemble
des règles correctes pour une grammaire comportant une telle règle de production. Une deuxième
piste théorique intéressante consiste ainsi à étudier la spécification de l’ensemble des règles cor-
rectes vis à vis d’un style, et notamment toutes les conditions dans lesquelles notre approche ne
permet pas de le construire dans son intégralité.
7.2.2 Aide à la spécification d’une architecture
Dans nos travaux comme dans bien d’autres, il nous faut accepter comme base axiomatique les
spécifications d’un utilisateur, sans pouvoir certifier leur validité et en particulier leur adéquation
avec le système qu’il tente de caractériser. Cet inconvénient semble incontournable. Néanmoins, la
formalisation de ces spécifications dans ce manuscrit, les grammaires de graphe, nécessite un cer-
tain niveau d’expertise. Pour faciliter le travail des utilisateurs/architectes, cette difficulté pourrait
être atténuée.
Premièrement, il est possible de valider une grammaire en la confrontant à un niveau intermédiaire
de spécification reposant sur un modèle plus simple. En ce sens, AGG, par exemple, permet de
vérifier la cohérence d’une grammaire vis à vis d’un graphe type et d’un ensemble de contraintes.
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Précisons que plusieurs grammaires peuvent satisfaire ces spécifications et que ceci ne permet pas
d’assurer qu’une grammaire corresponde effectivement au système considéré par l’utilisateur : ce
n’est qu’un niveau de sécurité supplémentaire.
Deuxièmement, il peut être intéressant de vérifier qu’une propriété souhaitée est bel et bien remplie
par tous les états considérés comme corrects. En s’appuyant encore une fois sur le caractère géné-
ratif des grammaires, on peut envisager un couplage avec des approches basées sur des preuves
par théorème démontrant la préservation de certaines propriétés : si une propriété est satisfaite par
l’axiome d’une grammaire et si elle est conservée par chacune de ses productions, alors elle est
vérifiée par toute instance de la grammaire.
7.2.3 Évaluation et optimisation des reconfigurations
Le coût d’une configuration et son évaluation multi-critères ont été largement étudiés dans la litté-
rature. Une perspective particulièrement intéressante, qui n’est non pas introduite par nos travaux
mais plutôt laissée ouverte, est celle de l’évaluation et l’optimisation des reconfigurations elles-
mêmes. Lors de processus de décision, il s’agirait alors de confronter le coût de reconfiguration au
gain induit par la différence d’évaluation des configurations initiale et finale.
Dans nos expériences, nous investiguons principalement le coût temporel des reconfigurations.
D’autres types de coût peuvent néanmoins être considérés. Une reconfiguration peut entraîner une
surconsommation énergétique ou monétaire, lorsqu’un cloud publique est utilisé par exemple...
Un coût en terme de robustesse peut également être envisagé si la reconfiguration fait temporaire-
ment passer le système par un état intermédiaire vulnérable.
La stabilité du système dans l’état cible peut aussi être un critère pertinent. Par exemple, considé-
rons une fonction d’évaluation f et deux étatsA et B tels que f(A) < f(B). Imaginons que, du fait du
contexte du système, l’état B est instable et implique un retour vers A au bout d’un temps t. Com-
ment le gain f(B) − f(A) pendant un temps t se compare-t-il au coût des deux reconfigurations ?
L’évaluation des transformations ouvre la voie à l’optimisation du processus d’adaptation. En parti-
culier, il peut exister, entre deux états, plusieurs moyens ou chemins de reconfigurations différents.
L’étude des moyens de sélection du meilleur d’entre eux constituent une perspective intéressante.
7.2.4 Gestion des états incorrects.
Nos travaux se situent largement dans le contexte de la préservation de la cohérence. Même dans
le cadre de la guérison, les états considérés sont toujours corrects et nous ne proposons que des
techniques pro-actives permettant de prévenir de futures pertes ou inconstances.
Comment faire lorsque l’état actuel est incorrect ? Nous avons abordé une première piste de résolu-
tion en nous intéressant à la génération de points de sauvegarde 1 [139]. Une des stratégies possibles
consiste ainsi à rétablir le système dans son état au dernier point de sauvegarde.
Plutôt que de restaurer un état précédent, une méthode plus proche des travaux présentés dans ce
manuscrit réside dans la transformation du système afin d’atteindre un état correct. Il faut alors dis-
tinguer deux possibilités : soit l’historique récent du système est connu, soit non. Dans ce premier
1. en anglais : checkpoint
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cas, nous connaissons son dernier état correct ainsi que ce qui a provoqué la perte de la cohérence,
typiquement la défaillance d’un composant logiciel ou matériel. Un certain nombre de questions
restent ouvertes :
Peut-on s’inspirer de la méthodologie proposée pour la construction de règles préservant la correction pour
construire des règles la rétablissant ?
Vaut-il mieux tenter de corriger l’évènement problématique par des suppressions/déploiements/redéploie-
ments pour revenir au dernier état correct ?
En théorie, le système s’optimisant lui même, son dernier état devrait être optimal ou quasi-optimal.
Il n’est toutefois pas exclu qu’il soit un optimum local, conservé car le coût de la reconfiguration
vers un meilleur état était alors trop élevé au regard des bénéfices attendus. Le retour vers l’état
précédent pourrait toutefois constituer une heuristique acceptable. Quoi qu’il en soit, la réponse à
cette question doit également intégrer les problématiques de coût de la reconfiguration permettant
de retourner vers un état correct ainsi que celles soulevées par la question suivante.
Faut-il se diriger directement vers un nouvel état optimal ou minimiser le temps passé dans des états incor-
rects (i.e., privilégier un retour rapide vers le correct quitte à instaurer temporairement un état coûteux et
rallonger le retour à l’optimal) ?
Dans les faits, il est probable qu’aucune des deux solutions ne soit toujours la meilleure. L’adop-
tion de l’une ou l’autre doit au moins prendre en considération la criticité du système, une criticité
élevée encourageant un retour rapide dans le correct.
En outre, toutes les incorrections ne se valent pas et n’handicapent pas le système de la même fa-
çon. Dans le cas de DIET, par exemple, une panne du service de nommage est plus critique qu’une
panne d’un LA, même si cette dernière entraîne une incorrection au sens strict du terme via la non-
gestion d’un ensemble de SED devenant ainsi inatteignables. Une approche intermédiaire pourrait
ainsi être envisagée, en corrigeant au plus vite les incohérences critiques, tout en acceptant une
correction plus lente des autres.
Annexe A
penser Services globaux pour les
Ordinateurs Personnels
Le projet ANR SOP "penser Services globaux pour les Ordinateurs Personnels" 1 répond à la né-
cessité d’une informatique opérationnelle et efficace avec un minimum d’administrateurs système.
Il vise à construire un modèle de fonctionnement hybride pour l’informatique des particuliers et
du monde professionnel mélangeant les avantages des modèles d’installation et de gestion locale
autonomes avec l’utilisation de ressources distantes.
Le projet SOP a été financé par l’Agence Nationale de la Recherche. Il s’est déroulé de décembre
2011 à février 2015 et a comporté 5 partenaires : le LAAS-CNRS, l’IRIT, SysFera, Degetel et QoSde-
sign.
A.1 Contexte et objectif du projet
Nous sommes encore dans une phase de révolution dans l’accès et l’usage des technologies de
la communication et de l’information. Deux univers de plus en plus convergeant s’y côtoient : le
monde des télécommunications, et, plus particulièrement, de la téléphonie mobile d’une part et
le monde des ordinateurs personnels de l’autre. Entre ces deux milieux s’insèrent des objets à la
connectivité croissante telles que les télévisions et consoles de jeux vidéos.
Au fur et à mesure des générations, objets connectés et téléphones intègrent de plus en plus de
services liés à internet tandis que les ordinateurs personnels, via la voix sur IP et les clés 3G, pro-
posent des services de téléphonie et de mobilité. Cette convergence s’est encore accentuée avec le
franc succès des smart-phones et des tablettes numériques, conçus pour faciliter leur prise en main
par des utilisateurs novices. Cette aisance d’accès est soutenue en particulier par leur modèle d’ac-
cession aux services et applications automatisant leur installation, leur configuration et leur mise à
jour.
Pour les ordinateurs, nous sommes encore très largement sur un modèle de fonctionnement ob-
solète où l’utilisateur doit gérer sa machine et son système d’exploitation, acheter ses logiciels, les
installer, les mettre à jour... Beaucoup se retrouvent avec un ordinateur mal configuré, rarement
sauvegardé, souvent mal protégé contre les agressions ou autres virus, subissant au fil du temps
1. ANR-11-INFR-001, homepage : sop-project.org/
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une perte de performances par l’ajout de « verrues » logicielles. S’ensuit l’apparition d’une certaine
lassitude vis à vis des problèmes informatiques né de leur mécompréhension. Dans le milieu pro-
fessionnel, l’appel à une équipe de spécialistes permet d’éviter cette situation au prix de moyens
humains conséquents.
Cet environnement est propice à l’introduction d’un nouveau modèle de fonctionnement de l’in-
formatique. Si nous ne pouvons démystifier la gestion d’un système informatique telle qu’elle se
présente actuellement afin de la rendre abordable à tous, c’est à elle d’évoluer.
FIGURE A.1 – Modèles d’utilisation des ressources SOP
Le modèle hybride proposé par SOP intègre trois paradigmes d’utilisation de ressources illustrés
dans la figure A.1 : local avec les ressources de la machine utilisateur, en nuage avec des ressources
distantes situées dans des data centers dédiés et communautaire en usant des ressources disponibles
sur les machines d’autres utilisateurs. Il s’appuie pour cela sur les récents acquis de divers do-
maines :
— la téléphonie mobile en terme d’usage et d’accès aux service
— l’informatique autonome pour la réactivité et l’auto-gestion réduisant les intervenants hu-
mains
— l’informatique en nuage pour ses modèles d’accès distant aux ressources
— le développement de la virtualisation dans les centres de ressources informatiques et sur les
machines des utilisateurs
Positionnement au sein du projet SOP. La thèse dont les travaux sont présentées dans ce manuscrit
a été effectuée et financée dans le cadre du projet SOP. Dans ce contexte, et outre la co-coordination
du projet aux cotés de son porteur initial, il s’agissait principalement d’effectuer les tâches suivantes
en partenariat avec les membres du consortium :
— concevoir l’architecture logique et logicielle de la solution visée
— mettre en place et maintenir une plate-forme de démonstration
— concevoir et implémenter le gestionnaire mettant en œuvre la gestion autonome du système
résultant à l’aide du framework FrameSelf
Un aperçu des travaux menés à bien et des résultats obtenus dans le cadre du projet SOP est pré-
senté par la suite.
Annexe A. penser Services globaux pour les Ordinateurs Personnels 163
A.2 Le modèle de fonctionnement SOP
A.2.1 Introduction, vue utilisateur
Du point de vue de l’utilisateur, celui-ci pourra tout simplement souscrire à un abonnement de
type ADSL, lui permettant de recevoir une machine de type PC « léger » ou de déployer le système
sur ses propres appareils, que ce soit un ordinateur fixe, portable ou une tablette. Le particulier
connecte par la suite son terminal et choisit les applications auxquelles il veut accéder, payantes
car liées à des licences, ou libres. Dès lors, ces logiciels sont accessibles de façon transparente, sans
que l’utilisateur intervienne dans les politiques de configuration, d’installation ou d’exécution. Une
fois qu’une application a été sélectionnée par un utilisateur, elle est installée, configurée puis mise à
jour quand nécessaire de sorte à se conformer à sa machine (environnements, ressources mémoire
et CPU...).
Pour la partie service, une application logicielle est vue par ses utilisateurs comme un service ré-
seau fourni à travers internet. Ces services sont fournis grâce à des machines virtuelles (VMs 2)
déployées sur les ressources matérielles de centres de calcul, de l’utilisateur ou même d’autres par-
ticuliers, inactifs ou collectivisant leur puissance de calcul dans un esprit d’économie d’énergie. Les
machines virtuelles nécessaires à la bonne utilisation d’un logiciel sont déployées et redéployées de
manière transparente pour l’utilisateur en prenant en compte de multiples critères (caractéristiques
du logiciel, qualité de service souhaitée, consommation énergétique...).
Du point de vue administrateur, l’infrastructure logicielle permettant la mise en œuvre de ce mo-
dèle de fonctionnement est décrite dans la section suivante.
A.2.2 Architecture logique et logicielle
Dans les faits, les objectifs fixés peuvent être atteint en intégrant les machines d’utilisateurs au
sein du nuage afin de les englober dans ses fonctionnalités du nuage en terme à la fois de gestion
autonome et d’utilisation des ressources.
FIGURE A.2 – Architecture logicielle et logique simplifiée de l’intergiciel SOP
2. de l’anglais : Virtual Machine(s)
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Une vue simplifiée de l’architecture logicielle et logique proposée est illustrée dans la figure A.2.
Elle implique divers éléments :
— OpenNebula, une plate-forme d’orchestration de nuages informatiques permettant le déploie-
ment de deux types de nuages :
— des nuages et data-center classiques utilisés selon le paradigme "infrastructure en tant
que service". Ils sont possédés et mis à disposition par le fournisseur d’accès et appelés
par conséquent "Nuages fournisseurs".
— des nuages constitués des machines utilisateurs appelés "Nuages utilisateurs".
— SOPVP[140], une extension du placeur interne d’OpenNebula. SOPVP met en œuvre les
politiques d’utilisation des ressources propres au projet SOP au sein de chacun des nuages.
Il considère des contraintes de consommation énergétique et de qualité de service.
— Vishnu 3, un logiciel permettant la fédération de nuages et l’exécution de tâches en leur sein.
Vishnu intègre un méta-placeur développé pour le projet SOP. Ce dernier se base sur des
métriques agrégées pour choisir le nuage le plus approprié pour l’exécution de chaque tâche.
— Un marché d’applications guidant les utilisateurs dans leur accès aux applications et récom-
pensant le prêt de ressources.
— Un gestionnaire autonome guidant les évolutions de cette architecture.
Le gestionnaire autonome de l’intergiciel SOP a été conçu et implémenté dans le cadre de la thèse
présentée dans ce manuscrit. Il a été réalisé à l’aide de FrameSelf[141], un framework permettant
d’implémenter des gestionnaire autonomes se basant sur l’architecture proposée par IBM et pré-
sentée dans la section 2.1.3.
Un description plus détaillée de ce gestionnaire se focalisant sur ses interactions avec les autres
éléments de l’architecture SOP est proposée dans la section suivante.
A.2.3 Contribution technique : le gestionnaire autonome SOP
La figure A.3 précise la position du gestionnaire autonome au sein de l’intergiciel SOP et ses inter-
actions avec les autres briques logicielles.
Le gestionnaire peut agir :
— sur chaque instance d’OpenNebula à l’aide de requêtes dédiées. Il peut ainsi récupérer des
informations et agir sur les hôtes, les VMs, les réseaux virtuels...
— sur Vishnu à l’aide de requêtes dédiées. Il peut ainsi agir sur les tâches en les démarrant,
les arrêtant, les suspendant et les re-soumettant. Il peut également solliciter une décision du
méta-placeur pour trouver un nuage utilisable.
— directement sur les machines. Il peut ainsi éteindre une machine d’un utilisateur ou du four-
nisseur et allumer une machine d’un nuage fournisseur.
Il peut recevoir des événements :
— de chaque utilisateur, le notifiant du démarrage ou de l’arrêt d’une application, de la mise à
disposition ou non de ses ressources, de sa volonté d’arrêter sa machine...
— du placeur SOPVP, le notifiant d’un échec de placement, de la nécessité d’éteindre ou d’al-
lumer une machine d’un nuage fournisseur...
— d’OpenNebula, le notifiant de l’arrêt d’une VM.
3. Vishnu Distributed Resource Management Middleware, homepage : sysfera.github.io/Vishnu.html
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FIGURE A.3 – Gestionnaire autonome et ses interactions au sein de l’intergiciel SOP
Des scénarios d’utilisation précisant certaines de ces interactions et actions du gestionnaire auto-
nome sont détaillés dans la section suivante.
A.3 Démonstrateur et validation
Les fonctionnalités de la plate-forme résultante ont été testées et validées au travers de scénarios
d’utilisation exécutés sur d’une plateforme expérimentale de démonstration composée d’un nuage
utilisateur et d’un nuage fournisseur de 3 machines chacun.
Les trois scénarios les plus pertinents sont détaillés ci-après. Ils sont contigües : l’état final d’un
scénario est l’état initial du suivant.
Le premier scénario, illustré dans la partie gauche de la figure A.4, décrit l’installation d’une nou-
velle application. Il se déroule comme suit.
1. Pendant qu’il parcourt le marché, l’utilisateur 1 découvre scilab, une application qu’il sou-
haite utiliser. Il actionne par conséquent le bouton "télécharger & installer".
2. Une fois toutes les actions de facturation pertinentes effectuées, l’application est :
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FIGURE A.4 – Utilisation du marché et exécution communautaire
— soit téléchargée et installée sur sa machine. Ce processus est lancé si l’application peut
être exécutée localement. Pendant son installation, l’utilisateur peut également se connec-
ter à une VM distante lui permettant d’accéder sans attendre à l’application.
— soit rendue accessible à distance pour l’utilisateur. La machine SOP1 étant une tablette
comportant peu de ressources, cette option est ici choisie.
Les deux options résultent finalement en la création d’un bouton de lancement sur le bureau
de l’utilisateur.
Le second scénario, illustré dans la partie droite de la même figure, décrit le processus permettant
le lancement d’une application, i.e. le déploiement d’une VM l’exécutant.
1. L’utilisateur 1 veut lancer l’application qu’il a fraîchement acquis. Il actionne le bouton "sci-
lab" sur son bureau et sélectionne un script qu’il souhaite exécuter.
2. En fonction des données saisies par l’utilisateur, une commande Vishnu est générée avec les
paramètres appropriés.
3. Le meta-placeur intégré à Vishnu sélectionne le nuage le plus adéquat pour l’exécution de
cette tâche, et envoie une requête demandant l’instanciation d’une VM appropriée.
4. Cette VM est instanciée et déployée sur un hôte selectionné par SOPVP. La machine SOP1
étant une tablette ne possédant pas assez de ressources de calcul, SOPVP choisit ici la ma-
chine SOP2 de l’utilisateur 2.
5. Le script scilab soumis par l’utilisateur 1 à partir de sa machine SOP1 est exécuté à distance
dans cette nouvelle VM. Son résultat est mis à disposition de l’utilisateur 1 dès son obtention.
Le troisième scénario, dont l’acteur principal est le gestionnaire autonome, est illustré dans la fi-
gure A.5. Il consiste en l’extinction de la machine SOP2, ce qui induit une migration d’une VM du
nuage utilisateur vers le nuage fournisseur.
Une attention particulière est donnée à la gestion des adresses IP de chaque VM. Pour éviter le
déploiement de solutions plus complexe de type "réseau définis logiciellement" 4, les deux nuages
4. en anglais : software defined network
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FIGURE A.5 – Extinction machine et migration inter-nuages
du démonstrateur utilisent un plan d’adressage cohérent. Chaque nuage possède sa propre plage
d’adresse attribuable à une nouvelle VM.
La migration inter-nuage s’effectue alors comme suit.
1. Une VM exécutant un script scilab pour l’utilisateur 1 est toujours en cours sur la machine
de l’utilisateur 2.
2. L’utilisateur 2 veut arrêter sa machine et active le bouton correspondant, ce qui envoie un
événement au gestionnaire autonome.
3. Le gestionnaire autonome récupère la liste des VMs exécutées sur SOP2 et vérifie leurs pro-
priétaires. Si elles sont toutes possédées par l’utilisateur 2, la machine est effectivement ar-
rêtée (cf. étape 10). Si un autre utilisateur utilise les ressources de SOP2, ce qui est ici le cas,
son arrêt est suspendu pour laisser place à une migration des VMs correspondantes.
4. Différents appels à OpenNebula sont alors effectués par le gestionnaire autonome :
— la machine SOP2 est passée dans l’état "disable". Cet état n’impacte pas l’exécution des
VMs courantes, mais interdit toute nouvelle instanciation.
— une requête de migration est envoyée pour chaque VM possédée par un utilisateur autre
que le propriétaire de la machine. Ces VMs sont mises dans l’état "reschedule" et traitées
par SOPVP lors de sa prochaine boucle de placement. Ici, la seule VM concernée est celle
contenant scilab et possédée par l’utilisateur 1.
5. Comme la seule autre machine du nuage, SOP1, ne peut supporter l’exécution de la VM,
celle-ci ne peut être migrée à l’intérieur du nuage utilisateur. SOPVP notifie le gestionnaire
autonome afin qu’il initie le processus de migration inter-nuages.
6. Le gestionnaire autonome envoie une requête à OpenNebula afin de geler et sauvegarder la
VM.
7. Le gestionnaire informe Vishnu que la tâche correspondante est suspendue et demande au
meta-placeur de sélectionner un nuage cible.
8. Le gestionnaire autonome copie le point de sauvegarde de la VM sur le nuage cible et y créé
un template approprié. Ce template contient l’adresse IP de la VM d’origine, adresse qui est
libérée sur le nuage cible afin d’être rendue utilisable.
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9. Le gestionnaire autonome supprime la VM initiale et rend son adresse IP indisponible sur le
nuage utilisateur.
10. Comme aucune VM n’est exécutée sur SOP2, le gestionnaire autonome l’arrête.
11. Le gestionnaire autonome informe Vishnu que la tâche est prête à être soumise dans le nuage
cible.
12. La VM est instanciée au sein du nuage cible sur un hôte sélectionné par SOPVP.
13. La VM exécutant le script scilab pour l’utilisateur 1 est à présent instanciée sur le nuage
fournisseur.
Lors de l’arrêt d’une VM, si son template indique qu’elle est le produit d’une migration inter-nuage,
son adresse IP est bloquée sur le nuage courant et libérée sur le nuage d’origine.
Dissémination du projet
Un site web 5 a été réalisé pour le projet. Il en présente les partenaires, le contexte et les objectifs.
Une vidéo 6 présentant le projet, son architecture et son fonctionnement au travers de scénarios
d’utilisation y est également disponible.
Plusieurs articles portant chacun sur un aspect spécifique du projet ont été publiées dans son cadre.
Un article détaillant l’intégralité du projet, de son architecture et de son fonctionnement a été ac-
cepté et est à paraître dans le "Journal of Grid Computing" [142].
5. sop-project.org/
6. la vidéo sans commentaires peut être directement consultée sur : https ://youtu.be/PZwgUu-XLqY
Annexe B
Preuves des théorèmes du chapitre 4 :
auto protection
B.1 Inversion : preuve du théorème 4.2
Démonstration. Soit une grammaire augmentée GG, une règle r = Lr
hr−→ Rr avec hr : LIr → Rr
correcte pour GG et r−1 = Lr−1
h
r−1−−−→ Rr−1 avec hr−1 : LIr−1 → Rr−1 l’inverse de r.
Supposons les hypothèses du théorème 4.2 vérifiées et montrons que r−1 est correcte pour GG.
Pour cela, supposons que r−1 est applicable à une configuration G correcte pour GG et montrons
que le résultat est une autre configuration correcte.
Soit G = (V ,E) une instance de GG telle qu’il existe un homomorphisme h = (fh, IH) selon lequel
r−1 est applicable à G.
Par définition, h : Lr−1 → G et Lr−1 = Rr. D’après la troisième hypothèse du théorème :
(∃n ∈ N, ∃((pi,hi))i∈[1,n],G = pn_hn.(. . . ).p1_h1(AXGG))∧
(∃k ∈ [1,n],pk = r∧ ∀j ∈ [1,n], j 6= k =⇒ pj ∈ PGG)∧
(∀v ∈ VRr , (v ∈ Dom(fr)∧ fh(v) = fhk(f−1r (v)))∨ fh(v) = v). (i)
Pour tout i ∈ [0,n], notons :
— Gi = p(n−i)_h(n−i).(. . . ).p1_h1(AXGG)), de sorte que G0 = G
— P(i) la propriété "r−1 est applicable à Gi selon h et r−1_h(G) peut être obtenu à partir de
r−1_h(Gi) en appliquant successivement, s’il en existe, les règles (pj) avec j vérifiant n− i+
1 > j > n" suivant l’homomorphisme hj.
C’est à dire que :
— si i = 0, r−1_h(G) = r−1_h(G0),
— si i = 1, r−1_h(G) = pn_hn.r−1_h(G1),
— sinon r−1_h(G) = pn_hn.(. . . ).p(n−i+1)_h(n−i+1).r−1_h(Gi).
Par récurrence, prouvons que P(i) est vraie pour tout i ∈ N tel que n − k > i > 0. D’après (i), P(0)
est vraie. Pour n− k > j > 0, supposons P(j) et montrons que P(j+ 1).
Pour cela, montrons que r−1 est applicable à Gj+1 selon h et que
r−1_h(Gj) = pn−j_hn−j.r−1_h(Gj+1).
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B.1.1 Applicabilité de r−1
h est un homomorphisme vers Gj+1. Comme P(j), r−1 est applicable à Gj = pn−j_hn−j(Gj+1)
selon h.
Du fait de la simplification relative aux parties invariante décrite dans la remarque 4.3, il est im-
médiat que h est un homomorphisme de Lr−1 vers Gj+1 si aucun nœud ou arc matché par h dans
Gj est ajouté lors de l’application de pn−j à Gj+1. Par définition de h ,c’est un homomorphisme de
Lr−1 vers Gn−k.
Tout nœud de fh(VL
r−1
) est donc présent dansG après l’application de r àGn−k selon hk et ne peut
donc être ajouté par une règle pm tel que n > m > k. Comme n − k > j > 0, n − j > k et aucun
nœud de fh(VL
r−1
) n’est ajouté par l’application de pn−j.
Supposons qu’un arc e ∈ fh(EL
r−1
) de Gj soit ajouté par pn−j. Comme h est un homomorphisme
de Lr−1 vers Gn−k par définition, cet arc est présent dans Gn−k. Par conséquent, s’il est ajouté par
pn−j, il existe une transformation (pm,hm) avec m vérifiant n − j > m > k et supprimant l’arc e.
D’après (i), pm ∈ PGG et ceci est donc impossible selon l’hypothèse 1 du théorème.
Ainsi h est un homomorphisme de Lr−1 vers Gj+1. Sa cohérence est immédiate du fait de celle de h
de Lr−1 vers Gj+1 (Gj+1 intégrant les mêmes identifications que Gj plus celles induites par In−j).
Satisfaction de la seconde condition d’applicabilité. Supposons que h ne vérifie pas la se-
conde condition d’applicabilité pour Gj+1. Cela signifie qu’il existe (v1, v2) ∈ (VLI
r−1
)2\EL
r−1
tel
que fh((v1, v2)) ∈ EG. Comme la seconde condition d’applicabilité est vérifié par h pour r−1 et Gj,
fh((v1, v2)) /∈ EGj . L’arc fh((v1, v2)) est donc supprimé lors de l’application de pn−j. D’après (i),
pn−j ∈ PGG. Comme fh(v1) et fh(v2) sont invariants pour pn−j, ceci est impossible selon l’hypo-
thèse 1 du théorème.
L’homomorphisme h remplit dans la seconde condition d’applicabilité pour r−1 et Gj+1. Les mor-
phismes considérés étant des homomorphismes, la troisième condition est automatiquement rem-
plie. Ainsi, r−1 est applicable à Gj+1 selon h.
B.1.2 Applicabilité de pn−j
hn−j est un homomorphisme vers r−1_h(Gj+1). D’après (i), pn−j est applicable selon hn−j à
Gj+1.
Du fait de la simplification relative aux parties invariante décrite dans la remarque 4.3, il est immé-
diat que hn−j est un homomorphisme de Lpn−j vers r
−1_h(Gj+1) si aucun nœud ou arc matché par
hn−j dans Gj+1 n’est supprimé lors de l’application de r−1 à Gj selon h.
Supposons qu’un élément el ∈ fhj−1(VLpn−j) ∪ fhj−1(ELpn−j ) soit explicitement supprimé par r−1. Il
existe donc un élément elr ∈ VL
r−1
∪ EL
r−1
tel que fh(el) = el.
Comme r−1 est applicable à Gj selon h, el est nécessairement invariant vis à vis de pn−j. Ainsi,
comme GG est une grammaire augmentée, (AttGj)
el
0 = (AttGj+1)
el
0 + 1.
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Par définition de l’augmentation, Attelr0 , (AttGj)
el
0 et (AttGj+1)
el
0 sont des constantes. Comme r
−1
est applicable à la fois àGj etGj+1 selon h,Att
elr
0 est identifiable à la fois à (AttGj)
el
0 et (AttGj+1)
el
0 .
D’où (AttGj)
el
0 = (AttGj+1)
el
0 .
On obtient une contradiction et donc aucun nœud ou arc matché par hn−j dans Gj+1 n’est ex-
plicitement supprimé lors de l’application de r−1 à Gj selon h. Pour qu’un arc soit implicitement
supprimé, il faut qu’une de ses extrémités le soit également, ce qui n’est donc pas possible.
Par conséquent, hn−j est un homomorphisme de Lpn−j vers r
−1_h(Gj+1). Comme r−1 est applicable
selon h à pn−j_hn−j(Gj+1), un graphe contenant les identifications induites par In−j, In−j∪Ih n’est
pas incohérent et hn−j est un homomorphisme cohérent de Lpn−j vers r
−1_h(Gj+1).
Satisfaction de la seconde condition d’applicabilité. Supposons que hn−j ne remplisse pas la
seconde condition d’applicabilité pour pn−j et r−1_h(Gj+1).
Il existe donc un arc e ∈ fn−j(VLpj+1 )2 ajouté lors de l’application de pn−j selon hn−j et présent
dans r−1_h(Gj+1). Comme pn−j est applicable selon hn−j à Gj+1), e n’est pas présent dans Gj+1) :
il a donc été ajouté par r−1 lors de son application selon h.
Or, comme e est ajouté lors de l’application de pn−j selon hn−j, e est présent dans Gj, graphe
auquel r−1 est applicable selon h, ce qui est impossible si l’application de r−1 selon h ajoute e.
hn−j remplit donc la seconde condition d’applicabilité pour pn−j et r−1_h(Gj+1). Encore une fois,
la satisfaction de la troisième condition d’applicabilité est triviale comme les morphismes considé-
rés sont des homomorphismes.
Par conséquent, pn−j est applicable à r−1_h(Gj+1) suivant hn−j.
B.1.3 Égalité entre r−1_h(Gj) et pn−j_hn−j.r−1_h(Gj+1)
Par définition deGj, cette égalité se ramène à r−1_h.pn−j_hn−j(Gj+1) = pn−j_hn−j.r−1_h(Gj+1).
Les deux règles restant applicables selon les mêmes homomorphismes lorsqu’interchangées, il est
immédiat que les éléments explicitement supprimés ou ajoutés sont les mêmes.
Comme aucune règle ne supprime un élément matché par l’autre, elles ne peuvent pas supprimer
implicitement d’arc ajouté par l’autre.
Trivialement, r−1_h.pn−j_hn−j(Gj + 1) = pn−j_hn−j.r−1_h(Gj+1) et donc
r−1_h(Gj) = pn−j_hn−j.r−1_h(Gj+1).
Comme P(j), r−1_h(G) = pn_hn.(. . . ).p(n−j+1)_h(n−j+1).r−1_h(Gj).
D’où r−1_h(G) = pn_hn.(. . . ).p(n−j+1)_h(n−j+1).pn−j_hn−j.r−1_h(Gj+1).
Ainsi, P(j+ 1) est vraie.
—————————
Par conséquent, P(i) est vraie pour tout i ∈ N tel que n − k > i > 0. En particulier, pour i = n − k,
ceci donne :
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r−1 est applicable à r_hk(Gn−k+1) selon h (ii) et
r−1_h(G) = pn_hn.(. . . ).p(k+1)_h(k+1).r−1_h.r_hk(Gn−k+1) (iii).
Considérons la propriété 4.1. Ici, il existe un homomorphisme hk selon lequel r est applicable à
Gn−k+1 et, d’après l’hypothèse 2 du théorème, l’application de r ne peut donner lieu à l’apparition
d’arc suspendu. Alors, d’après la propriété sus-référencée, r−1 est applicable à r_hk(Gn−k+1) selon
un homomorphisme dont la caractérisation est celle de h (d’après la propriété (1)), selon lequel r−1
est applicable à r_hk(Gn−k+1) tel que Gn−k+1 et r−1_h.r_hk(Gn−k+1) sont isomorphes. Ici, du fait
de la remarque 4.3 et de la définition d’inversion, il est immédiat que l’isomorphisme en question
est caractérisé par la fonction identité et l’ensemble d’identification Ih ∪ Ik. Par conséquent,
r−1_h.r_hk(Gn−k+1) = Aff(Ih∪Ik)(Gn−k+1).
Ceci et (iii) donnent r−1_h(G) = pn_hn.(. . . ).p(k+1)_h(k+1)(Aff(Ih∪Ik)(Gn−k+1)). En intégrant Ih∪
Ik dans Ik+1 de sorte que h˜k+1 = (fk+1, Ik+1 ∪ Ih ∪ Ik), on obtient donc :
r−1_h(G) = pn_hn.(. . . ).p(k+1)_h˜(k+1)(Gn−k+1).
En remplaçant Gi par sa définition explicite, on a donc
r−1_h(G) = pn_hn.(. . . ).p(k+1)_h˜(k+1).p(k−1)_h(k−1).(. . . ).p1_h1(AXGG).
D’après (i) (qui provient de l’hypothèse 3 du théorème), ∀j ∈ [1,n], j 6= k =⇒ pj ∈ PGG. Par défini-
tion d’une instance d’une grammaire, r−1_h(G) est donc une instance deGG, i.e., une configuration
correcte pour GG.
Par conséquent, r−1 est correcte pour GG.
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B.2 Composition : preuve du théorème 4.4
Une fois encore, la preuve est donnée dans le cas le plus général où la recherche de motif est for-
malisée par la recherche d’un morphisme. La démonstration peut aisément être transposée aux
autres approches : en particulier, les conditions 5 et 6 ne seront utilisées que lorsque strictement
nécessaires.
Démonstration. Soient deux règles de réécriture p et q ainsi qu’une compatibilité C vérifiant les
conditions d’applicabilité de l’algorithme 4.2. Notons r la règle p ◦C q.
Montrons que r est bien une règle composée de p et q. Pour cela, supposons qu’il existe un mor-
phismemLr = (fLr , ILr ) selon lequel r est applicable à un graphe G quelconque.
En reprenant les notations introduites dans l’algorithme 4.2, montrons qu’il existe un couple de
morphismes (mLp,mLq) de sorte que q est applicable à G selon mLq, que p est applicable à q_mLq(G)
selonmLp et p_mLp.q_mLq(G) = r_mLr (G).
B.2.1 Il existe un morphismemLq selon lequel q est applicable à G
Existence d’un morphisme cohérent. Comme r = p ◦C q, Lr = Lq ↑(fq,I) LSp. D’après la re-
marque 3.2, Lr est invariant par AffI et il existe un morphisme, caractérisée par :
— une certaine fonction f+q , coïncidant avec fq sur {v ∈ VLq |fq(v) ∈ VLSp} et l’identité sur le reste
de VLq ,
— l’ensemble d’identification I,
tel que Lq
(f+q ,I)−−−−→ Lr et Lr = AffI(Lr).
Par hypothèse, Lr
mLr−−→ G. D’après la remarque 3.1,mLq = (fLr ◦f+q , I∪ILr ) est un morphisme cohérent
de Lq vers G.
Satisfaction de la seconde condition d’applicabilité. Supposons que mLq ne remplisse pas la
seconde condition d’applicabilité, soit ∃(vq1 , vq2 ) ∈ V2LIq , (v
q
1 , v
q
2 ) /∈ ELq ∧ fq((vq1 , vq2 )) ∈ ERq ∧
fLq((v
q
1 , v
q
2 )) ∈ EG (1). Par hypothèse,mLr remplit cette seconde condition et : ∀(vr1 , vr2) ∈ V2LIr , (v
r
1 , v
r
2) /∈
ELr ∧ fr((v
r
1 , v
r
2)) ∈ ERr) =⇒ fLr ((vr1 , vr2)) /∈ EG. (2)
Par disjonction de cas :
Supposons que vq1 /∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp} et v
q
2 /∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp} (3.1).
D’après la définition de f+q on a alors f+q ((v
q
1 , v
q
2 )) = (v
q
1 , v
q
2 ) et donc (v
q
1 , v
q
2 ) ∈ V2Lr .
Par construction de VLIr , ∀v ∈ VLr ∩ VLq , v ∈ VLIq =⇒ v ∈ VLIr . Ceci et (1) donnent (v
q
1 , v
q
2 ) ∈ V2LIr
(3.2)
Par construction de Lr et par définition de l’expansion, ∀e ∈ V2Lq ∩ V2Lr , e ∈ ELq ⇔ e ∈ ELr , comme
(1) alors (vq1 , v
q
2 ) /∈ ELr (3.3).
Supposons qu’il existe un nœud de LCqp dont l’image par f est fq(v
q
1 ) ou fq(v
q
1 ). Par définition de
RIq, ∀v ∈ VLIq , fq(v) ∈ VRIq , donc fq((v
q
1 , v
q
2 )) ∈ V2RIq . Par définition de la restriction, tout nœud de
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RIq étant l’image d’un nœud de L
Cq
p par f est dans L
Cq
p ↓(f,I) RIq. Par conséquent, fq(vq1 ) ou fq(vq2 )
est dans LCqp ↓(f,I) RIq, la partie droite de rL. Par définition des règles de réécriture et de LSp, fq(vq1 )
ou fq(v
q
2 ) est également dans L
S
p. Ceci contredit (3.1), par conséquent il n’existe pas de nœud de LCp
dont l’image par f est fq(v
q
1 ) ou fq(v
q
2 ) (3.4).
D’après (1), fq((v1, v2)) ∈ ERq et d’après (3.4), fq(vq1 ) /∈ Im(f) ∧ fq(vq2 ) /∈ Im(f). Par construction,
Rr = rR_(f, I)(Rq). Par définition des règles de réécriture, un arc ne peut être supprimé ou modifié
lors de l’application d’une règle si aucune de ses extrémités ne fait partie de l’image du morphisme
selon laquelle la règle est appliquée. Ainsi, fq((v
q
1 , v
q
2 )) ∈ ERr . Comme fr coïncide avec fq sur VLIq ,
fr((v
q
1 , v
q
2 )) ∈ ERr (3.5).
D’après (3.2), la relation (2) est vrai en particulier pour (vr1 , v
r
2) = (v1, v2) et donc, avec (3.3) et (3.5),
fLr ((v
q
1 , v
q
2 )) /∈ EG. D’après (1) fLq((vq1 , vq2 )) ∈ EG. Or fLq((vq1 , vq2 )) = fLr ◦ f+q ((vq1 , vq2 ) = fLr ((vq1 , vq2 )).
On obtient donc une contradiction et mLq remplit la seconde condition d’applicabilité pour ce type
d’arc.
Supposons que (vq1 , v
q
2 ) ∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp}2 (4.1).
Par définition de RIq, fq((v
q
1 , v
q
2 )) ∈ V2RIq (4.2) et d’après la définition de f
+
q on a alors f+q ((v
q
1 , v
q
2 )) =
fq((v
q
1 , v
q
2 )).
Par hypothèse, la pré-condition 4. de l’algorithme de composition est vérifiée et d’après (1), elle
donne, pour vq1 et v
q
2 : (∀vp ∈ VLp , (f(vp) = fq(vq1 ) ∨ f(vp) = fq(vq2 )) =⇒ vp ∈ VLIp) (4.3) ∧
(∀(vp1 , vp2 ) ∈ V2Lp , f((v
p
1 , v
p
2 )) = fq((v
q
1 , v
q
2 )) =⇒ ((vp1 , vp2 ) /∈ ELp ∨ (vp1 , vp2 ) ∈ ELIp) (4.4).
D’après (4.2) et (4.3), fq(v
q
1 ) et fq(v
q
2 ) remplissent la condition P1 de l’algorithme InvV , et donc
fq((v
q
1 , v
q
2 )) ∈ V2LIr (4.5).
Par définition des règles de réécriture, tout nœud du graphe résultant de l’application d’une règle
n’étant pas dans le graphe initial est nécessairement dans la partie droite de la règle. Or, d’après (1)
fq((v
q
1 , v
q
2 )) ∈ V2Rq , donc fq((v
q
1 , v
q
2 )) /∈ V2Lp . Par conséquent, comme fq((v
q
1 , v
q
2 ) ∈ V2LSp , fq((v
q
1 , v
q
2 )
est un couple de nœuds de la partie droite de rL, soit fq((v
q
1 , v
q
2 )) ∈ V2
L
CIq
p ↓(f,I)RIq
(4.6).
D’après (1), (vq1 , v
q
2 ) /∈ ELq donc, par définition de RIq, fq((vq1 , vq2 )) /∈ ERIq . Ceci implique, par défi-
nition de la restriction, que fq((v
q
1 , v
q
2 )) n’est pas un arc de L
CIq
p ↓(f,I) RIq, la partie droite de rL. Par
définition des règles de réécriture, pour que fq((v
q
1 , v
q
2 )) soit un arc de L
S
p, il faut qu’il soit l’image
d’un arc présent dans ELp (le graphe auquel la règle est appliquée) mais pas dans ELCqp (la partie
gauche de la règle). Soit : ∃(vp1 , vp2 ) ∈ V2Lp ∩ V2LCqp , (v
p
1 , v
p
2 ) ∈ ELp ∧ (vp1 , vp2 ) /∈ ELCqp ∧ f((v
p
1 , v
p
2 )) =
fq((v
q
1 , v
q
2 )). Or, selon (1), fq((v
q
1 , v
q
2 )) ∈ ERq , par définition de L
Cq
p , ∃(vp1 , vp2 ) ∈ V2Lp , (v
p
1 , v
p
2 ) ∈
ELp ∧ f((v
p
1 , v
p
2 )) ∈ ERq =⇒ (vp1 , vp2 ) ∈ ELCqp . On obtient donc une contradiction et par conséquent,
fq((v
q
1 , v
q
2 )) /∈ ELSp . Par définition de l’expansion, comme (v1, v2) /∈ ELq ∧ fq((v
q
1 , v
q
2 )) /∈ ELSp on
obtient fq((v
q
1 , v
q
2 )) /∈ ELq↑(fq ,I)LSp , soit fq((v
q
1 , v
q
2 )) /∈ ELr (4.7).
D’après (1) fq((v
q
1 , v
q
2 )) ∈ V2Rq ∩ ERq . D’après (4.6), ∃(v
p
1 , v
p
2 ) ∈ V2Lp , f((v
p
1 , v
p
2 )) = fq((v
q
1 , v
q
2 ). La
propriété (4.3) donne pour chacun de ces (vp1 , v
p
2 ), (v
p
1 , v
p
2 ) ∈ V2LIp . fq((v1, v2)) est donc l’image par f
de couple de nœuds de la partie invariante de rR, L
Cq
p ∩LIp, uniquement. Notons (vp1 , vp2 ) l’un de ses
couples. Par définition, fp((v
p
1 , v
p
2 )) ∈ V2Rr , l’unicité de fp((v
p
1 , v
p
2 )) étant garantie par 3. (b). Selon
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(4.4) tout arc entre (vp1 , v
p
2 ) est invariant, et comme fq((v
q
1 , v
q
2 )) ∈ ERq , fp((vp1 , vp2 )) ∈ ErR_(f,I)(Rq) =
ERr . Par définition de fr, fr((v
q
1 , v
q
2 )) = fp((v
p
1 , v
p
2 )), donc fr((v
q
1 , v
q
2 )) ∈ ERr (4.8).
D’après (4.2), la relation (2) est vrai en particulier pour (vr1 , v
r
2) = fq((v
q
1 , v
q
2 )) et donc, avec (4.7)
et (4.8), fLr (fq((v
q
1 , v
q
2 ))) /∈ EG. Or, d’après (1) fLq((v1, v2)) ∈ EG, par définition fLq = fLr ◦ f+q , et
d’après (4.2) f+q ((v1, v2)) = fq((v1, v2)). On obtient donc une contradiction etmLq remplit la seconde
condition d’applicabilité pour ce type d’arc.
Si une extrémité est dans {v ∈ Dom(fq)|fq(v) ∈ VLSp} et l’autre non, la démonstration étant
similaire dans les deux cas, supposons que vq1 ∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp} et v
q
2 /∈ {v ∈
Dom(fq)|fq(v) ∈ VLSp} (5.1). D’après la définition de f+q on a alors f+q ((v
q
1 , v
q
2 )) = (fq(v
q
1 ), v
q
2 ) (5.2).
Comme précédemment (voir (3.2) et (4.5)), on a f1q(v) ∈ VLIr et v
q
2 ∈ VLIr (5.3).
Par construction de Lr et par définition de l’expansion, ∀vr ∈ VLq ∩ VLr , ∀fq(vq) ∈ VLr , (vr, vq) /∈
ELq ⇔ (fq(vq), vr) /∈ ELr . (1) donne donc (fq(vq1 ), vq2 ) /∈ ELr (5.4).
D’après (1) fq((v
q
1 , v
q
2 )) ∈ V2Rq ∩ ERq . Le raisonnement aboutissant à (3.4) tient toujours pour v
q
2 , et
fq(v
q
2 ) /∈ Dom(f) et fq(vq2 ) ∈ VRr . De même, la démonstration de (4.8) tient partiellement et en a
vp ∈ V
L
CIq
p
∩ VLIp , f(vp) = fq(v
q
1 ). Par définition, fp(vp) ∈ VRr , l’unicité de fp(vp) étant garantie par
3. (b).
Par définition des règles de réécriture, un arc ne peut être supprimé ou modifié lors de l’application
d’une règle si une seule de ses extrémités fait partie de l’image du morphisme selon laquelle la règle
est appliquée et si celle-ci n’est pas supprimé lors de l’application. Par conséquent, (fp(vp), fq(v
q
2 ) ∈
ERr . Par définition de fr, fr((v
q
1 , v
q
2 )) = (fp(vp), fq(v
q
2 )), donc fr((v
q
1 , v
q
2 )) ∈ VEr (5.5).
D’après (5.3), la relation (2) est vrai en particulier pour (vr1 , v
r
2) = (fq(v
q
1 ), v
q
2 ) et donc, avec (5.4) et
(5.5), fLr (fq(v
q
1 ), v
q
2 )) /∈ EG. Or, fLq((vq1 , vq2 )) ∈ EG d’après (1), par définition fLq = fLr ◦ f+q , et d’après
(5.2) f+q ((v
q
1 , v
q
2 )) = (fq(v
q
1 ), v
q
2 ). On obtient donc une contradiction etm
L
q remplit la seconde condi-
tion d’applicabilité pour ce type d’arc.
Ainsi,mLq remplit la seconde condition d’applicabilité.
Satisfaction de la troisième condition d’applicabilité. Supposons que mLq ne remplisse pas la
troisième condition d’applicabilité, donc ∃(vq1 , vq2 ) ∈ Dom(fLr ◦ f+q )2, fLr (f+q (vq1 )) = fLr (f+q (vq2 )) ∧
((vq1 ∈ Dom(fq)∧ vq2 /∈ Dom(fq))∨ ((vq1 /∈ Dom(fq)∧ vq2 ∈ Dom(fq))∨ ((vq1 , vq2 ) ∈ Dom(fq)2 ∧
fq(v
q
1 ) 6= fq(vq2 )) (6).
Par hypothèse, mLr remplit cette troisième condition et : ∀(vr1 , vr2) ∈ Dom(fLr )2, fLr (vr1) = fLr (vr2) =⇒
(vr1 /∈ Dom(fr)∧ vr2 /∈ Dom(fr))∨ ((vr1 , vr2) ∈ Dom(fr)2 ∧ fr(vr1) = fr(vr2))) (7).
Supposons dans un premier temps que (vq1 ∈ Dom(fq)∧v2q /∈ Dom(fq))∨ ((vq1 /∈ Dom(fq)∧vq2 ∈
Dom(fq)). La démonstration étant similaire dans les deux cas, supposons (v
q
1 ∈ Dom(fq) ∧ vq2 /∈
Dom(fq)). Par conséquent, f+q (v
q
2 ) = v
q
2 . Par construction de L
I
r, tout nœud appartenant à VLq∩VLr
et pas à VLIq (= Dom(fq)) n’appartient pas à VLIr (= Dom(fr)). Donc v
q
2 /∈ Dom(fr). La relation (7)
étant en particulier vraie pour (f+q (v
q
1 ), f
+
q (v
q
2 )) = (f
+
q (v
q
1 ), v
q
2 ) on obtient, ((f
+
q (v
q
1 ) /∈ Dom(fr)∧vq2 /∈
Dom(fr)) ∨ ((f
+
q (v
q
1 ), v
q
2 ) ∈ Dom(fr)2 ∧ fr((f+q (vq1 )) = fr(vq2 ))). Comme vq2 /∈ Dom(fr), f+q (vq1 ) /∈
Dom(fr).
Si vq1 /∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp}, f+q (v
q
1 ) = v
q
1 et v
q
1 ∈ Dom(fq) =⇒ vq1 ∈ Dom(fr).
Sinon, f+q (v
q
1 ) = fq(v
q
1 ) et fq(v
q
1 ) ∈ V
L
CIq
p ↓CRIq
. La pré-condition 5 entraîne donc la validité de
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P1(fq(v
q
1 )) et fq(v
q
1 ) ∈ Dom(fr). On obtient donc une contradiction, et la première clause de (6)
ne peut être vraie.
Supposons donc que (vq1 , v
q
2 ) ∈ Dom(fq)2 ∧ fq(vq1 ) 6= fq(vq2 ).(8) Par disjonction des cas,
— Supposons que vq1 /∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp} et v
q
2 /∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp}. D’après
la définition de f+q on a alors f+q ((v
q
1 , v
q
2 )) = (v
q
1 , v
q
2 ) et donc (v
q
1 , v
q
2 ) ∈ V2Lr . Par construction
de VLIr , ∀v ∈ VLr ∩ VLq , v ∈ VLIq =⇒ v ∈ VLIr . D’où (v
q
1 , v
q
2 ) ∈ V2LIr et (v
q
1 , v
q
2 ) ∈ Dom(fr)2.
D’après (6), fLr (f+q (v
q
1 )) = f
L
r (f
+
q (v
q
2 )) et donc f
L
r (v
q
1 ) = f
L
r (v
q
2 ). La relation (7) donne donc
pour vq1 et v
q
2 : fr(v
q
1 ) = fr(v
q
2 ). Or, fr coïncide avec fq sur VLIq , donc fr(v
q
1 ) = fq(v
q
1 ) et
fr(v
q
2 ) = fq(v
q
2 ), et selon (8) fq(v
q
1 ) 6= fq(vq2 ). On obtient donc une contradiction et mLq
remplit donc la troisième condition d’applicabilité pour ce type de nœuds.
— Supposons que (vq1 , v
q
2 ) ∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp}2. D’après la définition de f+q on
a alors f+q ((v
q
1 , v
q
2 )) = fq((v
q
1 , v
q
2 )) et, par construction, fq((v
q
1 , v
q
2 )) ∈ V2
L
CIq
p ↓CRIq
. D’après
la condition 5, fq(v
q
1 ) et fq(v
q
2 ) satisfont P1, et (fq(v
q
1 ), fq(v
q
2 )) ∈ Dom(fr)2. D’après (6),
fLr (fq(v
q
1 )) = f
L
r (fq(v
q
2 ). La relation (7) est vraie en particulier pour fq(v
q
1 ) et fq(v
q
2 ), et donc
fLr (fq(v
v
1 )) = f
L
r (fq(v
q
2 )) =⇒ fr(fq(vq1 )) = fr(fq(vq2 )). Par définition de fr, ∀i ∈ [1, 2],
fr(fq(v
q
i )) = fp(v
p
i ) avec v
p
i ∈ V
L
CIq
p
tel que f(vpi ) = fq(v
q
i ) et donc fp(v
p
1 ) = fp(v
p
2 ). D’après
la pré-condition 6. on obtient donc f(vp1 ) = f(v
p
2 ) et fq(v
q
1 ) = fq(v
q
2 ).Ceci contredit la (8) et
mLq remplit donc la troisième condition d’applicabilité pour ce type de nœuds.
— Finalement, supposons que vq1 /∈ {v ∈ Dom(fq)|fq(v) ∈ VLSp} et v
q
2 ∈ {v ∈ Dom(fq)|fq(v) ∈
VLSp}. On a donc f
+
q (v
q
1 ) = v
q
1 , f
+
q (v
q
2 ) = fq(v
q
2 ), et comme précédemment (v
q
1 , fq(v
q
2 )) ∈ V2LIr .
D’après (6), fLr (f+q (v
q
1 )) = f
L
r (f
+
q (v
q
2 )) et donc f
L
r (v
q
1 ) = f
L
r (fq(v
q
2 )). La relation (7) donne donc
pour vq1 et v
q
2 : fr(v
q
1 ) = fr(v
q
2 ). Par définition de fr, fr(v
q
1 ) = fq(v
q
1 ) et fr(v
q
2 ) = fp(vp) avec
f(vp) = v
q
2 . Or, Im(fp) et Im(fq) sont disjoints, c’est donc impossible. m
L
q remplit donc la
troisième condition d’applicabilité pour ce type de nœuds.
Ainsi,mLq remplit la troisième et dernière condition d’applicabilité pour q et G.
B.2.2 Il existe un morphismemLp selon lequel p est applicable à q_mLq(G)
Existence d’un morphisme cohérent. Par hypothèse, Lr
mr−−→ G, donc LSp → G, et Lp et Rq sont
C-compatibles, et par définition Rq
(Id,I∪ILr )−−−−−−→ q_mLq(G).
SoitmLp = (fLp, I ∪ ILr ) avec fLp la fonction coïncidant avec f sur Dom(f) et avec fLr sur VLr ∩ VLp .
Par construction, VLr contient exactement les nœuds de VLp n’étant pas dans Dom(f) et il est im-
médiat que Dom(f) ∪ (VLr ∩ VLp) = VLp . Comme Lp et Rq sont C-compatibles et que Rq
(Id,I∪ILr )−−−−−−→
q_mLq(G), trivialementDom(f) ⊆ Vq_mLq(G). Par construction de Lr etmq, les nœuds fr((VL ∩Vp))
sont ceux n’étant pas matchés parmq et donc invariants pour l’application de q selonmLq, de sorte
que fr((VL ∩ Vp)) ⊆ Vq_mLq(G).
Montrons que mLp est bien un homomorphisme de Lp vers q_mLq(G), c’est à dire qu’il préserve les
arcs : ∀(vp1 , vp2 ) ∈ ELp , fLp(vp1 , vp2 ) ∈ Eq_mLq(G).
Si (vp1 , v
p
2 ) ∈ (VLr ∩VLp)2, fLr (vp1 , vp2 ) ∈ EG comme Lr
mr−−→ G. Comme il est invariant pour l’applica-
tion de q selonmLq (car non matché parmLq), fLr (v
p
1 , v
p
2 ) ∈ Eq_mLq(G).
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Si une extrémité est dans Dom(f) et l’autre non, la pré-condition 1. impose que cette extrémité
est invariante pour l’application de q selon mLq. L’arc est dans G comme Lr
mr−−→ G et donc dans
q_mLq(G) comme une extrémité n’est pas matché parmLq et l’autre est invariante pour l’application
de q.
Si les deux extrémités sont dans Dom(f),
— si au moins une est ajoutée par l’application de q selon mLq, la pré-condition 2. (a) impose
que l’arc est également ajouté lors de la transformation, et donc présent dans q_mLq(G).
— si les deux sont invariantes pour l’application de q, la pré-condition 2. (b) impose que l’arc
est invariant pour l’application de q et donc présent dans q_mLq(G) comme présent dans G.
mLp est donc un homomorphisme de Lp vers q_mLq(G) dont la cohérence est garantie par la cohé-
rence demLr .
Satisfaction de la seconde condition d’applicabilité. Supposons que mLp ne remplisse pas la
seconde condition d’applicabilité, soit :
∃(v1, v2) ∈ V2LIp , (v1, v2) /∈ ELp ∧ fp((v1, v2)) ∈ ERp ∧ f
L
p((v1, v2)) ∈ Eq_mLq(G) (1).
Par hypothèse,mLr remplit cette seconde condition et : ∀(vr1 , vr2) ∈ V2LIr , (v
r
1 , v
r
2) /∈ ELr ∧ fr((vr1 , vr2)) ∈
ERr) =⇒ fLr ((vr1 , vr2)) /∈ EG. (2)
Par disjonction de cas :
Si (v1, v2) ∈ Dom(f)2, la pré-condition 3.a donne f(v1, v2) /∈ ERq . Il est immédiat que (f(v1) /∈
Im(fq)∨ v2 /∈ Im(fq)) =⇒ fLp((v1, v2))(= f((v1, v2))) /∈ Eq_mLq(G) : si une règle ajoute un nœud, un
arc ne peut l’avoir pour extrémité après son application si l’arc n’apparaît pas dans sa partie droite.
Si f((v1, v2)) ∈ Im(fq)2 = V2RIq (3.1), i.e. s’ils sont invariants pour q, comme f(v1, v2) /∈ ERq ⊇ ERIq
l’arc est soit supprimé par q, auquel cas il ne peut être dans q_mLq(G), soit invariant pour q, i.e. sans
antécédents pour fq dans ELq . Avec (v1, v2) /∈ ELp ceci donne ∃(vr1 , vr2) = f((v1, v2)) ∈ V2Lr , (vr1 , vr2) /∈
ELr (3.2). Comme l’arc f(v1, v2) est invariant pour q est présent dans le résultat de son application,
il était présent dans G et fLr ((vr1 , v
r
2)) ∈ EG.(3.3)
Par construction de InvV , (3.1), (v1, v2) ∈ V2LIp et la précondition 3.(b) impliquent la validité de
P1(f(v1)) et P1(f(v2)), d’où f(v1, v2) = (vr1 , v
r
2) ∈ V2LIr .(3.4)
Par construction de Rr, fp((v1, v2)) ∈ ERp =⇒ fp((v1, v2)) ∈ ERr . Par définition de fr, fr((vr1 , vr2)) =
fp(v1, v2) (3.5). Les relations (3.2) à (3.5) contredisent la relation (2), mLp remplit donc la seconde
condition d’applicabilité dans ce cas.
Si (v1, v2) ∈ (VLr ∩ VLp)2, fLp((v1, v2)) = fLr ((v1, v2)). Par construction de Lr, (v1, v2) /∈ ELp =⇒
(v1, v2) /∈ ELr . Par construction de InvV , comme (v1, v2) ∈ V2LIp ∩ VLr , (v1, v2) ∈ V
2
LIr
. D’après (1),
fp(v1, v2) ∈ ERp et donc, par construction de Rr et de fr, fp(v1, v2) = fr(v1, v2) ∈ ERr . D’après (1),
fLp((v1, v2)) = fLr ((v1, v2)) ∈ Eq_mLq(G). Comme fLr ((v1, v2)) n’est pas matché par mLq, il est invariant
pour l’application de q et donc fLr ((v1, v2)) ∈ EG. Ceci contredit (2), et mLp remplit donc la seconde
condition d’applicabilité dans ce cas.
Si (v1 ∈ Dom(f) ∧ v2 ∈ VLr ∩ VLp) ∨ (v2 ∈ Dom(f) ∧ v1 ∈ VLr ∩ VLp)), les démonstrations étant
similaires dans les deux cas, supposons v1 ∈ Dom(f)∧ v2 ∈ VLr ∩ VLp .
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Par définition de fLp, fLp((v1, v2)) = (f(v1), fLr (v2)) et seul f(v1) est touché par l’application de q selon
mLq. Par construction de Lr, comme (v1, v2) /∈ ELp , (f(v1), v2) /∈ ELr . Comme fLr ((f(v1), v2)) n’est pas
matché par mLq, il est invariant pour l’application de q et la présence de fLp((v1, v2)) dans Eq_mLq(G)
implique que fLr ((f(v1), v2)) ∈ EG. (4.1)
D’après (1), (f(v1), fLr (v2)) ∈ Eq_mLq(G), comme fLr (v2) n’est pas matché par mLq, f(v1) ne peut être
ajouté par q, i.e., f(v1) ∈ VRIq . Par conséquent et par construction de Lr, (f(v1), v2) ∈ ELr . (4.2)
Par construction de InvV , comme f(v1) ∈ VRIq , comme d’après (1) v1 ∈ VLIp et d’après la pré-
condition 3.(b), P1(f(v1)) et f(v1) ∈ VLIr . Comme v2 ∈ VLr ∩ VLIp , v2 ∈ VLIr . (4.3)
Par construction de Rr et fr, fp((v1, v2)) ∈ ERp =⇒ fp((v1, v2)) = fr(f(v1), v2) ∈ ERr . (4.4)
Les relations (4.1) à (4.4) contredisent (2), et mLp remplit donc la seconde condition d’applicabilité
dans ce cas.
Satisfaction de la troisième condition d’applicabilité. Supposons que mLp ne remplisse pas
la troisième condition d’applicabilité, donc ∃(v1, v2) ∈ Dom(fp)2, fLp((v1)) = fLp(v2)) ∧ ((v1 ∈
Dom(fp)∧ v2 /∈ Dom(fp))∨ ((v1 /∈ Dom(fp)∧ v2 ∈ Dom(fp))∨ ((v1, v2) ∈ Dom(fp)2 ∧ fp(v1) 6=
fp(v2)) (6).
Par hypothèse,mLr remplit cette troisième condition pour G et r d’où :
∀(vr1 , vr2) ∈ Dom(fLr )2, fLr (vr1) = fLr (vr2) =⇒ (vr1 /∈ Dom(fr) ∧ vr2 /∈ Dom(fr)) ∨ ((vr1 , vr2) ∈
Dom(fr)
2 ∧ fr(v
r
1) = fr(v
r
2))) (7).
Par définition, fLp coïncide avec f sur Dom(f) et avec fLr sur VLr ∩ VLp .
Par disjonction de cas :
Si (v1, v2) ∈ Dom(f)2, fLp(vi) = f(vi) et (6) donne f(v1) = f(v2). D’après la pré-condition 3.(b),
(v1 /∈ Dom(fp)∧ v2 /∈ Dom(fp))∨ ((v1, v2) ∈ Dom(fp)2 ∧ fp(v1) = fp(v2)), ce qui contredit (6).
mLp remplit donc la troisième condition d’applicabilité dans ce cas.
Si (v1 ∈ Dom(f) ∧ v2 ∈ VLr ∩ VLp) ∨ (v2 ∈ Dom(f) ∧ v1 ∈ VLr ∩ VLp)), les démonstrations étant
similaires dans les deux cas, supposons v1 ∈ Dom(f)∧ v2 ∈ VLr ∩ VLp .
Par définition, fLp(v1) = f(v1) et avec fLp(v2) = fLr (v2).
La relation (6) donne en particulier (f(v1) = fLr (v2)). Or fLr (v2)) est présent dans G comme r est
applicable à G selon mr, donc f(v1) est présent dans G. Comme f(v1) ∈ VRq et comme les nœuds
de graphes de deux règles sont disjoints, f(v1) ne peut être présent avant l’application de q.
mLp remplit donc la troisième condition d’applicabilité dans ce cas.
Si (v1, v2) ∈ (VLr ∩ VLp)2, par définition fLp(vi) = fLr (vi).
Par construction de InvV , ∀vi ∈ VLr ∩ VLp , vi ∈ Dom(fp) ⇔ vi ∈ Dom(fr). Par conséquent, (7)
entraîne (v1 /∈ Dom(fp)∧ v2 /∈ Dom(fp))∨ (v1, v2) ∈ Dom(fp)2 (8).
Par construction de fr, ∀vi ∈ VLIr ∩ VLIp , fr(vi) = fp(vi). Donc, (v1, v2) ∈ Dom(fr)2 ∧ fr(v1) =
fr(v2) =⇒ (v1, v2) ∈ Dom(fp)2 ∧ fp(v1) = fp(v2). Ceci, 7 et 8 donnent donc (v1 /∈ Dom(fp)∧ v2 /∈
Dom(fp))∨ ((v1, v2) ∈ Dom(fp)2 ∧ fp(v1) = fp(v2)).
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mLp remplit donc la troisième condition d’applicabilité dans ce dernier cas.
B.2.3 Égalité, équivalence des applications
B.2.3.1 Équivalence des suppressions de nœuds
Tout nœud supprimé par q est supprimé par r. Un nœud v est supprimé par q si ∃vq ∈ VLq , vq /∈
VL
qI
,mqLvq = v.
Montrons que v est également supprimé par r, i.e. ∃vr ∈ VLr\VLrI ,mrL(vq) = v.
Par définition de f+q , f+q (vq) ∈ VLr et
— si vq /∈ {v ∈ VLq |fq(v) ∈ VLSp}, f+q (vq) = vq. Alors, par construction de LrI , vq ∈ VLIr ⇔ vq ∈
VLIq . Comme vq ∈ VLq\VLqI , vq /∈ VLIr . L’application de r selon mrL supprime donc mrL(vq).
Par définition demqL , il coïncide avecm
r
L sur VLr ∩ VLq etmrL(vq) = mqL(vq).
— si vq ∈ {v ∈ VLq |fq(v) ∈ VLSp}, f+q (vq) = fq(vq). Par définition de VRIq , vq /∈ VLIq =⇒ vq /∈
VRIq . fq(vq) ne satisfait donc pas P1 et fq(vq) /∈ VLIr . L’application de r selon mrL supprime
doncmrL(fq(vq)). Par définition dem
q
L , f
L
q = f
L
r ◦ f+q et fLq(vq) = frL(fq(vq)).
La règle r appliquée selonmLr supprime donc également v.
Tout nœud supprimé par l’application de q puis p est supprimé par r Un nœud v de G est
supprimé par la séquence p, q est supprimé soit par q soit il est supprimé par pmais pas ajouté par
q.
Supposons donc qu’un nœud v de q_mLq(G) est supprimé par p, i.e. ∃vp ∈ VLp\VLpI ,m
p
Lvp = v.
Montrons que soit v est également supprimé par r, soit v est invariant pour q et son antécédent par
fq est supprimé par r, soit v est ajouté par q i.e. :
(∃vr ∈ VLr , vr /∈ VLrI ∧ (mrL(vr) = v ∨ (∃vq ∈ VLIq , fq(vq) = f(vp) ∧mrL(vr) = m
q
L(vq)))) ∨(v ∈
VRq ∧ v /∈ Im(fq))
Par définition, fLp coïncide avec f sur Dom(f) et avec fLr sur VLr ∩ VLp , et :
— si vp ∈ VLr ∩ VLp : vp ∈ VLr et alors, par construction de VLIr , vp ∈ VLIr ⇔ vp ∈ VLIp . Comme
vp /∈ VLIp , vp /∈ VLIr . L’application de r selonmrL supprime doncmrL(vp). Par définition de f
p
L,
il coïncide avec frL sur VLr ∩ VLp etmrL(vp) = mpL(vp).
— si vp ∈ Dom(f) : par construction de Lr, :
— si f(vp) ∈ V
L
CIq
p
, f(vp) ∈ VLr et comme f(vp)∧ vp /∈ (VLIp ∪ ELIp), f(vp) ne satisfait pas P1,
donc f(vp) /∈ VLIr . L’application de r selon mrL supprime donc mrL(f(vp)). Par définition
demqL , f
L
q = f
L
r ◦ f+q et fLq(vq) = frL(fq(vq)) avec vq ∈ VLRIq tel que fq(vq) = f(vp).
— si f(vp) /∈ V
L
CIq
p
, f(vp) ∈ VLr . Par définition de L
CIq
p , f(vp) ∈ VRq ∧ f(vp) /∈ Im(fq). f(vp)
est donc ajouté par q, puis supprimé par p.
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Tout nœud supprimé par r est supprimé par l’application de q puis p. Un nœud v est supprimé
par r si ∃vr ∈ VLr , vr /∈ VLrI ,mrLvr = v.
Par disjonction de cas :
— si vr ∈ VLq ∪ VLp , il est immédiat que mrLvr est également supprimé par q ou p. En effet,
par construction de VLIr , ∀vr ∈ VLr , (vr ∈ VLq =⇒ ((vr) ∈ VLIr ⇔ vr ∈ VLIq)) ∧ (vr ∈
VLp =⇒ ((vr) ∈ VLIr ⇔ vr ∈ VLIp)). De plus mrL coïncide avec m
p
L sur VLp ∩ VLp et avec mqL
sur VLq ∩ VLq .
— sinon, vr ∈ V
L
CIq
p ↓CRIq
. Par définition de RIq ceci implique que ∃vq ∈ VLIq , fq(vq) = vr. Par
construction de VLIr , vr /∈ VLIr implique alors 6 P1(vr), soit ∃vp ∈ VLp , f(vp) = vr ∧ vp /∈ VLIp .
m
p
L(vp) est donc supprimé par p, et par définition dem
p
L,m
p
L(vp) = m
r
L(vr).
On obtient donc l’équivalence des suppressions de nœuds.
B.2.3.2 Équivalence des suppressions d’arcs
L’équivalence des suppressions de nœuds implique que tout arc implicitement supprimé d’un côté
est supprimé de l’autre. Intéressons nous donc aux suppressions explicites.
Tout arc explicitement supprimé par q est supprimé par r. Un arc e = (v1, v2) de G est explicite-
ment supprimé par q si ∃(v1q, v2q) ∈ V2LIq ∩ ELq , (v
1
q, v2q) /∈ ELIq ∧m
q
L((v
1
q, v2q)) = e.
Montrons que v est également supprimé par r, i.e. ∃er ∈ ELr , er /∈ ELrI ,mrL(er) = e.
Par définition de f+q , f+q ((v1q, v2q)) ∈ V2Lr et
— si v1q /∈ {v ∈ VLq |fq(v) ∈ VLSp}∧v2q /∈ {v ∈ VLq |fq(v) ∈ VLSp}, f+q ((v1q, v2q)) = (v1q, v2q). Alors, par
construction de Lr, (v1q, v2q) ∈ ELr . Par construction de LrI , (v1q, v2q) ∈ V2LIr ⇔ (v
1
q, v2q) ∈ V2LIq .
D’où (v1q, v2q) ∈ V2LIr . De même, par construction de ErI on a alors, (v
1
q, v2q) ∈ V2LIr =⇒
((v1q, v2q) ∈ ELIr ⇔ (v1q, v2q) ∈ ELIq). Par conséquent, (v1q, v2q) /∈ ELIr . L’application de r selon
mrL supprime donc m
r
L((v
1
q, v2q)). Par définition de m
q
L , il coïncide avec m
r
L sur VLr ∩ VLq et
mrL((v
1
q, v2q)) = m
q
L((v
1
q, v2q)).
— si (v1q, v2q) ∈ {v ∈ VLq |fq(v) ∈ VLSp}2, alors f+q ((v1q, v2q)) = fq((v1q, v2q)). Par construction de
Lr, fq(v1q, v2q) ∈ ELr . Par définition de mqL , fLq = fLr ◦ f+q et fLq(((v1q, v2q))) = frL(fq((v1q, v2q))).
Donc, il s’agit de montrer que r entraîne la suppression de fq((v1q, v2q)). Si fq((v1q, v2q)) /∈
V2
LIr
, la suppression est immédiate. Supposons donc fq((v1q, v2q)) ∈ V2LIr . Comme (v
1
q, v2q) /∈
ELIq , (v
1
q, v2q) /∈ RIq, par construction de ELIr fq((v1q, v2q)) /∈ ELIr .
— si ((v1q) ∈ {v ∈ VLq |fq(v) ∈ VLSp} ∧ (v2q) /∈ {v ∈ VLq |fq(v) ∈ VLSp}) ∨ ((v1q) /∈ {v ∈ VLq |fq(v) ∈
VLSp} ∧ (v
2
q) ∈ {v ∈ VLq |fq(v) ∈ VLSp}), les démonstrations étant similaires dans les deux cas,
supposons (v1q) ∈ {v ∈ VLq |fq(v) ∈ VLSp}∧ (v2q) /∈ {v ∈ VLq |fq(v) ∈ VLSp}. Alors f+q ((v1q, v2q)) =
(fq(v
1
q), v2q) et par définition dem
q
L , f
L
q = f
L
r ◦ f+q et fLq(((v1q, v2q))) = frL((fq(v1q), v2q)). Donc, il
s’agit de montrer que r entraîne la suppression de (fq(v1q), v2q). Si (fq(v1q, v2q)) /∈ V2LIr , la sup-
pression est immédiate. Supposons donc (fq(v1q), v2q) ∈ V2LIr . Ici, fq(v
1
q) ∈ VRIq et v2q ∈ VLIq . Or
(v1q, v2q) ∈ ELq∧(v1q, v2q) /∈ ELIq . Par construction de ELIr , ceci implique que (fq(v1q), v2q) ∈ ELIr .
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Tout arc explicitement supprimé par r est supprimé par l’application de q puis p. Un nœud v
de G est explicitement supprimé par la séquence p, q s’il est explicitement supprimé soit par q ou
qu’il est supprimé par pmais pas ajouté par q, ses extrémités restants invariantes.
Supposons donc qu’un arc (v1, v2) de q_mLq(G) est explicitement supprimé par p, i.e. ∃(v1p, v2p) ∈
V2
LIp
∩ ELp , (v1p, v2p) /∈ ELpI ∧m
p
L(v
1
p, v2p) = (v1, v2).
Montrons que soit (v1, v2) est également supprimé par r, soit (v1, v2) est invariant pour q et son
antécédent par fq est supprimé par r, soit (v1, v2) est ajouté par q i.e. :
(∃(v1r, v2r) ∈ ELr\ELIr ,
(mrL((v
1
r, v2r)) = (v1, v2))∨
(∃(v1q, v2q) ∈ V2LIq , fq((v
1
q, v2q)) = f((v1p, v2p))∧mrL((v
1
r, v2r)) = m
q
L((v
1
q, v2q)))∨
(∃vq ∈ VLIq , fq(vq) = f(v1p)∧mrL((v1r)) = m
q
L((v
1
q))∧m
r
L((v
2
r)) = v2)∨
(∃vq ∈ VLIq , fq(vq) = f(v2p)∧mrL((v2r)) = m
q
L((v
2
q))∧m
r
L((v
1
r)) = v1)))
∨(e ∈ ERq ∧ e /∈ ERIq))
Par définition, fLp coïncide avec f sur Dom(f) et avec fLr sur VLr ∩ VLp , et :
— Si (v1p, v2p) ∈ (VLr ∩ VLp)2, alors fLp((v1p, v2p)) = fLr ((v1p, v2p)). Comme (v1p, v2p) ∈ (VLr ∩ VLp)2,
on a alors :
par construction de VLIr , (v
1
p, v2p) ∈ V2LIr ⇔ (v
1
p, v2p) ∈ V2LIp .
par construction de Lr, (v1p, v2p) ∈ ELr ⇔ (v1p, v2p) ∈ ELp et
par construction de ELIr , (v
1
p, v2p) /∈ ELIr ⇔ (v1p, v2p) /∈ ELIp . Par conséquent, l’arc fLp((v1p, v2p)) =
fLr ((v
1
p, v2p)) est bien supprimé par r.
— Si (v1p, v2p) ∈ Dom(f)2, alors fLp((v1p, v2p)) = f((v1p, v2p)). Si f((v1p, v2p)) /∈ V2RIq ∨ f((v
1
p, v2p)) ∈
ERIq , l’arc est nécessairement ajouté par q.
Supposons donc que f((v1p, v2p)) ∈ V2RIq ∧ f((v
1
p, v2p)) ∈ ERIq . Par définition de RIq, il existe par
conséquent (vq1 , v
q
2 ) ∈ V2LIq , (v
q
1 , v
q
2 ) /∈ ELq ∧ fq((vq1 , vq2 )) = f((vp1 , vp2 )). Ainsi, f((vp1 , vp2 ) ∈
V2
L
CIq
p ↓CRIq
et, par construction de Lr, f((v
p
1 , v
p
2 )) ∈ V2Lr . Comme (v
p
1 , v
p
2 ) ∈ ELp , f((vp1 , vp2 )) ∈
ELr .
De plus, (v1q, v2q) ∈ V2LIq , fq((v
1
q, v2q)) = f((v1p, v2p)) et par définition de m
q
L , m
r
L(fq(v
1
q, v2q)) =
m
q
L((v
1
q, v2q)). Ainsi, il s’agit de prouver que r supprime bienmrL(fq(v
1
q, v2q)). Si fq(v1q, v2q) /∈
V2
LIr
, c’est immédiat.
Supposons donc que fq(v1q, v2q) ∈ V2LIr . Comme (v
1
p, v2p) /∈ ELIp ∧ f((v1p, v2p)) = fq((v1q, v2q)),
P1(fq((v
1
q, v2q))) n’est pas vraie et, par construction de ELIr , fq((v
1
q, v2q)) /∈ ELIr .
— Si (v1p ∈ (VLr ∩VLp)∧v2p ∈ Dom(f))∨ (v1p ∈ Dom(f)∧v2p ∈ (VLr ∩VLp)), les démonstrations
étant les mêmes dans les deux cas, supposons que v1p ∈ (VLr ∩ VLp) ∧ v2p ∈ Dom(f). Alors
fLp((v
1
p, v2p)) = (fLr (v1p), f(v2p)). De même que précédemment, on peut supposer que f(v2p) ∈
VRIq et (v
1
p, f(v2p)) ∈ V2LIr . Par construction de L
S
p, comme (v1p, v2p) ∈ ELp , vp1 /∈ VLCqp et
f(v2p) ∈ V
L
CIq
p ↓CRIq
, (v1p, f(v2p)) ∈ ELSp et donc (v1p, f(v2p)) ∈ ELr . Ici, on a donc v
p
1 ∈ VLIp ∧
f(vp2 ) ∈ VRIq ∧ (v
p
1 , v
p
2 ) ∈ ELp ∧ (vp1 , vp2 ) /∈ ELIp . Par construction de ELIr , (v1p, f(v2p)) /∈ ELIr , et
donc r supprime l’arc fLr ((v1p, f(v2p)). Or, comme f(v2p) ∈ VRIq , ∃vq ∈ VLIq , fq(vq) = f(v2p). Par
définition demqL ,m
q
L(vq) = m
r
L(fq(vq)) et f
L
p(v
1
p)) = f
L
r (v
1
p).
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Tout arc explicitement supprimé par r est supprimé par l’application de q puis p. Un arc (v1, v2)
est explicitement supprimé par r si ∃(v1r, v2r) ∈ V2LIr , (v
1
r, v2r) ∈ ELr ∧ (v1r, v2r) /∈ ELrI ∧mrL(v1r, v2r) =
(v1, v2).
Par disjonction de cas :
— si (v1r, v2r) ∈ V2Lq ∨ (v1r, v2r)VLp , il est immédiat que mrL(v1r, v2r) est également supprimé par q
ou p. En effet, par construction de VLIr ,∀vr ∈ VLr , (vr ∈ VLq =⇒ ((vr) ∈ VLIr ⇔ vr ∈ VLIq))∧
(vr ∈ VLp =⇒ ((vr) ∈ VLIr ⇔ vr ∈ VLIp)). Donc (v1r, v2r) ∈ V2LIq∨ (v
1
r, v2r)V2LIp . Par construction
de ELr et ELIr ,∀er ∈ ELr , (er ∈ V2Lq =⇒ er ∈ ELq ∧ (er ∈ ELIr ⇔ er ∈ ELIq))∧ (er ∈ V2Lp =⇒
er ∈ ELp ∧ (er ∈ ELIr ⇔ er ∈ ELIp)). Donc (v1r, v2r) ∈ ELq\ELIq ∨ (v1r, v2r)ELp\ELIp . Finalement,
mrL coïncide avecm
p
L sur VLp ∩ VLp et avecmqL sur VLq ∩ VLq .
— si (v1r, v2r) ∈ V2
L
CIq
p ↓CRIq
. Puisque (v1r, v2r) ∈ V2LIr , par construction de VLIr ,P1(v
1
r) et P1(v2r). Par
construction de Lp, (v1r, v2r) ∈ ELp =⇒ (∃(v1q, v2q) ∈ E2Lq , fq(v1q, v2q) = (v1r, v2r))∨ (∃(v1p, v2p) ∈
E2Lp , f(v
1
q, v2q) = (v1r, v2r)). Comme (v1r, v2r) ∈ V2LIr∧(v
1
r, v2r) ∈ ELr∧(v1r, v2r) ∈ ELIr , par construc-
tion de ELr , (v
1
r, v2r) ∈ VRIq =⇒ 6 P1((vr1 , vr2)) ∨ ∃eq ∈ ELq , fq(eq) = ((v1r, v2r)) ∧ eq /∈ ELIq .
Alors :
— Si 6 P1((vr1 , vr2)), ∃ep ∈ ELp , f(ep) = (vr1 , vr2) ∧ ep /∈ ELIp . m
p
L(ep) est donc supprimé par p,
et par définition dempL,m
p
L(ep) = m
r
L((v
r
1 , v
r
2)).
— Si ∃eq ∈ ELq , fq(eq) = ((v1r, v2r)) ∧ eq /∈ ELIq , m
q
L(eq) est donc supprimé par q, et par
définition demqL ,m
q
L(ep) = m
r
L(v
r
1 , v
r
2).
— si (v1r ∈ V
L
CIq
p ↓CRIq
∧v2r ∈ VLp)∨ (v1r ∈ V
L
CIq
p ↓CRIq
∧v2r ∈ VLq)∨ (v1r ∈ VLp∧v2r ∈ V
L
CIq
p ↓CRIq
)∨
(v1r ∈ VLq ∧ v2r ∈ V
L
CIq
p ↓CRIq
), les démonstrations étant similaires, supposons que (v1r ∈
V
L
CIq
p ↓CRIq
∧ v2r ∈ VLq). Par définition de la restriction, v1r ∈ V
L
CIq
p ↓CRIq
=⇒ v1r ∈ VRIq .
Comme (vr1 , v
r
2) ∈ V2LIr ∧ (v
r
1 , v
r
2) ∈ ELr , vr1 ∈ VRIq ∧ vr2 ∈ VLq ∧ (vr1 , vr2) /∈ ELIr =⇒ ∃vq ∈
VLIq , fq(vq) = v
r
1∧(vq, v
r
2) ∈ ELq∧(vq, vr2) /∈ ELIq . Ainsi,m
q
L((vq, v2)) est supprimé lors de
l’application de q et par définition demqL ,m
q
L((vq, v
r
2)) = m
r
L(fq(vq), v
r
2) = m
r
L(v
r
1 , v
r
2).
Ainsi, on obtient équivalence entre suppressions d’éléments découlant de l’application de r et de
celle de la séquence q puis p.
B.2.3.3 Équivalence des ajouts de nœuds
Tout élément ajouté par p est ajouté par r. Tout élément el ajouté par p est tel que el ∈ VRp ∪
ERp ∧ ∀elL ∈ VLIp ∪ ELIp , fp(elL) 6= el. (9)
Montrons que el ∈ VRr ∪ ERr . Comme LIrR = LIp ∩ LpCq ⊆ LIp, que ∀elL ∈ VLIp ∪ ELIp , fp(elL) 6= el
et que frR est une restriction de fp, alors ∀elL ∈ VLIrR ∪ ELIrR , frR(elL) 6= el. Or, RLrR = Rp, donc
el ∈ VRrR ∪ ERrR et el est ajouté lors de l’application de rR.
Par construction de Rr, on a donc el ∈ VRr ∪ ERr .
Montrons à présent que ∀elL ∈ VLIr , fr(elL) 6= el. Supposons que ça ne soit pas le cas, ∃elL ∈
VLIr , fr(elL) = el :
Annexe B. Preuves des théorèmes liés à l’auto protection 183
— supposons elL ∈ VIq. Par définition de fr, fr(elL) = fq(elL). Or el ∈ VRp et VRp ∩Im(fq) = ∅.
C’est donc impossible.
— supposons elL ∈ VIp. Par définition de fr, fr(elL) = fp(elL). Donc elL ∈ VIp ∧ fq(elL) = el,
ce qui contredit (9).
— supposons donc que elL ∈ V
L
CIq
p ↓CRIq
. Par définition de fr, fr(elL) = fp(elv) avec n’importe
quel elp ∈ V
L
CIq
p
tel que f(elp) = elL. Par définition de la restriction, si elL ∈ V
L
CIq
p ↓CRIq
un tel elp existe effectivement. Comme elp ∈ Dom(fp), elp ∈ VLIp . Ceci et fp(elp) = el
contredisent (9).
Ainsi, tout nœud ajouté par p est ajouté par r. Comme tout arc ajouté par p est présent dans Rr, il
est immédiat que tout arc ajouté par p dont au moins une extrémité est ajouté par p est également
ajouté par r.
Montrons donc que tout arc ajouté par p dont les deux extrémités sont invariantes par p est ajouté
par r. Supposons que ça ne soit pas le cas, el ∈ ERq ∩ V2RIq ∧ ∃elL ∈ ELIr , fr(elL) = el :
— si une extrémité v de elL est dans VLIq , alors une extrémité de el est son image par fq, ce qui
est impossible comme VRp ∩ Im(fq) = ∅.
— supposons elL = (v1, v2) ∈ V2LIp . Par construction de ELIr , (v1, v2) ∈ V
2
LIp
∧ (v1, v2) ∈ ELIr =⇒
ELIp . D’où elL ∈ ELIp . Or, par définition de fr, fr(elL) = fp(elL). Ces deux dernières relations
contredisent (9).
— supposons elL = (v1, v2) ∈ V2
L
CIq
p ↓CRIq
. Par construction de ELIr , P1(elL) est vraie et donc :
∀elp ∈ ELp , f(elp) = elL =⇒ elp ∈ ELIp . Par définition de la restriction, si elL ∈ VLCIqp ↓CRIq
,
∃elp ∈ V2Lp , f(elp) = elL ∧ ∃elq ∈ RIq, elL = elq. Comme elL ∈ ELr , par construction de
Lr et définition de l’expansion : un tel el est dans ELp ou un tel elq est dans ERq . Cette
deuxième possibilité et (9) invalide la pré-condition 3.(a). Il existe donc effectivement un
elp ∈ ELp , f(elp) = elL, et donc elp ∈ ELIp . Par définition de fr, on a alors fr(elL) = fp(elp).
Comme P1(elL), elp ∈ ELIp et (9) est contredite.
— Finalement, supposons qu’une extrémité de elL est dans V
L
CIq
p ↓CRIq
et l’autre dans VRIq . Les
démonstrations étant similaires dans les deux cas, supposons elL = (v1, v2) et v1 ∈ VLIp ∧
v2 ∈ VRIq . Par construction de ELIr , la propriété suivante est donc vraie : ∀vp ∈ VLIp , f(vp) =
v2 ∧ (v1, vp) ∈ ELp =⇒ (v1, vp) ∈ ELIp . (10)
Par définition de la restriction, si v2 ∈ V
L
CIq
p ↓CRIq
, ∃vp ∈ V
L
CIq
p
, f(vp) = v2. Par construction de
Lr et définition de l’expansion, comme (v1, v2) ∈ ELr , il existe un tel vp tel que (v1, vp) ∈ ELp .
D’après (10), on a donc (v1, vp) ∈ ELIp et par définition de fr, fr(v1, v2) = (fp(v1), fp(vp)).
Ceci invalide (9).
Ainsi, tout élément ajouté par p est ajouté par r.
Tout élément ajouté par l’application de q suivi de p est ajouté par r. Un élément el de G est
ajouté par la séquence d’application q puis p s’il est ajouté par p ou s’il est ajouté par q et invariant
pour p.
Montrons donc que tout élément ajouté par q et invariant pour p est ajouté par r. Pour ce faire,
montrons tout d’abord que tout élément ajouté par q et invariant pour p est dans Rr. Puis, montrons
qu’il est bien ajouté par r.
Annexe B. Preuves des théorèmes liés à l’auto protection 184
1. Montrons que tout élément ajouté par l’application de q suivi de p est dans Rr.
Un élément el est ajouté par q si et seulement si el ∈ VRq ∪ ERq ∧ (∀elL ∈ VLIq ∪ ERIq , fq(elL) 6= el).
Il est en plus invariant pour p s’il n’est pas matché par mqL (i.e. pas dans R
C
p ) ou qu’il est matché
avec un élément invariant pour p et qu’il n’est pas fusionné avec un élément invariant pour q et p,
i.e. :
el /∈ VRCp ∪ ERCp ∨
(el ∈ VRCp ∪ ERCp ∧ (∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ ((elp ∈ VLIp ∪ ELIp) ∧ (∀el
2
p ∈ (VLIp ∪
ELIp), el
2
p /∈ (VLCqp \VLCIqp ) ∪ (ELCqp \ELCIqp ) =⇒ fp(el
2
p) 6= fp(elp)))))∨
(el = (v1, v2)∧ v1 /∈ VRCp ∧ v2 ∈ VRCp ∧ ∀elp ∈ VLCqp , f(elp) = v2 =⇒ elp ∈ VLIp)∨
(el = (v1, v2)∧ v1 ∈ VRCp ∧ v2 /∈ VRCp ∧ ∀elp ∈ VLCqp , f(elp) = v1 =⇒ elp ∈ VLIp). (11)
Supposons que el est explicitement supprimé par l’application de rR à Rq selon (f, I). Cela implique
par définition, el ∈ f(Rr)∧el /∈ f(RIr), i.e., el ∈ f(VLCqp )∪f(ELCqp )∧el /∈ f(VLCqp ∩VLIp)∪f(ELCqp ∩ELIp).
Ainsi, ∃elp ∈ VLCqp ∪ ELCqp , f(elp) = el (12). Par définition de R
C
p , comme el ∈ f(VLCqp )∪ f(ELCqp ), on
a el ∈ VRCp ∪ ERCp . Alors, d’après (11), ∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ elp ∈ VLIp ∪ ELIp . Ceci et
(12) contredisent el /∈ f(V
L
Cq
p
∩ VLIp) ∪ f(ELCqp ∩ ELIp).
Supposons que el est implicitement supprimé par l’application de rR à Rq selon (f, I). Cela implique
par définition, el = (v1, v2),
(v2 /∈ f(VLCqp )∧ v1 ∈ f(VLCqp )∧ v1 /∈ f(VLCqp ∩ VLIp))∨
(v1 /∈ f(VLCqp )∧ v2 ∈ f(VLCqp )∧ v2 /∈ f(VLCqp ∩ VLIp)).
Les démonstrations étant similaires dans les deux cas, supposons que (v1 /∈ f(VLCqp )∧v2 ∈ f(VLCqp )∧
v2 /∈ f(VLCqp ∩ VLIp)). Ainsi, ∃vp ∈ VLCqp , f(vp) = v2 (13). Par définition de R
C
p , comme v2 ∈ f(VLCqp ),
on a v2 ∈ VRCp et comme v1 /∈ f(VLCqp ), on a v1 /∈ VRCp . D’après (11) on a alors ∀elp ∈ VLCqp , f(elp) =
v2 =⇒ elp ∈ VLIp . Ceci et (13) contredisent v2 /∈ f(VLCqp ∩ VLIp), car ∃vp ∈ f(VLCqp ), f(vp) =
v2(13)∧ vp ∈ VLIp .
Ainsi, tout élément ajouté par q et invariant pour p est dans Rr.
2. Montrons que tout élément ajouté par q et invariant pour p est ajouté par r.
Comme tout élément ajouté par q et invariant pour p est dans Rr, un élément el ajouté par q,
invariant pour p et qui n’est pas ajouté par r et alors nécessairement invariant pour r. Montrons
qu’un tel élément n’existe pas. Supposons qu’il existe un tel élément el, soit :
el ∈ Rq\RIq, (13)
(el /∈ VRCq ∪ ERCq ∧ ∃elL ∈ VLIr ∪ ELIr , fr(elL) = el)∨ (14)
(el ∈ VRCq ∪ ERCq ∧ (∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ ((elp ∈ VLIp ∪ ELIp) ∧ (∀el
2
p ∈ (VLIp ∪
ELIp), el
2
p /∈ (VLCqp \VLCIqp ) ∪ (ELCqp \ELCIqp ) =⇒ fp(el
2
p) 6= fp(elp)))) ∧ (∃elL ∈ VLIr ∪ ELIr , ∃el
p
L ∈
V
L
Cq
p
∪ E
L
Cq
p
, f(elpL) = el∧ fr(elL) = fp(el
p
L)))∨ (15)
(el = (v1, v2)∧v1 /∈ VRCp ∧v2 ∈ VRCp ∧ (∀vp ∈ VLCqp , f(vp) = v2 =⇒ (vp ∈ VLIp∧ (∀v ∈ VLCqp , fp(v) =
fp(vp) =⇒ (v1, f(v)) /∈ ERIq))) ∧ (∃(vL1 , vL2 ) ∈ ELIr , ∃el
p
2 ∈ VLCqp , f(el
p
2 ) = v
L
2 ∧ fr((v
L
1 , v
L
2 )) =
(vL1 , fp(v
p
2 )))∨
(el = (v1, v2) ∧ v1 ∈ VRCp ∧ v2 /∈ VRCp ∧ (∀elp ∈ VLCqp , f(elp) = v1 =⇒ (elp ∈ VLIp ∧ (∀v ∈
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V
L
Cq
p
, fp(v) = fp(vp) =⇒ (f(v), v2) /∈ ERIq))) ∧ (∃(vL1 , vL2 ) ∈ ELIr ,∃el
p
1 ∈ VLCqp , f(el
p
1 ) = v
L
1 ∧
fr((v
L
1 , v
L
2 )) = (fp(v
p
1 ), v
L
2 ))∨ (16)
(el = (v1, v2) ∧ v1 ∈ VRCp ∧ v2 /∈ VRCp ∧ (∀elp ∈ VLCqp , f(elp) = v1 =⇒ elp ∈ VLIp) ∧ (∃(v
L
1 , v
L
2 ) ∈
ELIr , ∃el
p
1 ∈ VLCqp ∪ ELCqp , f(el
p
1 ) = v
L
1 ∧ fr((v
L
1 , v
L
2 )) = (fp(v
p
1 ), v
L
2 )). (17)
Par disjonction de cas :
Supposons (14), soit el /∈ VRCq ∪ ERCq ∧ ∃elL ∈ VLIr ∪ ELIr , fr(elL) = el.
Par définition de fr, fr(elL) = el ∈ VRq ∪ ERq =⇒ elL ∈ (VLIr ∩ VLq) ∪ (ELIr ∩ ELq). De plus, par
construction de VLIr , un nœud dans Lr et dans Lq est dans L
I
r si et seulement s’il est dans LIq, donc
elL ∈ (VLIr ∩ VLq) ∪ (ELIr ∩ ELq) =⇒ elL ∈ (VLIr ∩ VLIq) ∪ (VLIr ∩ VLIq)2.
Si el ∈ VRq , on obtient donc elL ∈ VRIq et fr(elL) = fq(el), or fr(elL) = el d’après (14). Ainsi,
el ∈ VRIq et ceci contredit (13).
Si el ∈ ERq , comme elL ∈ V2LIq ∧ elL ∈ ELIr , par construction de ELIr , elL ∈ ELIq . Par définition de fr,
fr(elL) = fq(el), or fr(elL) = el d’après (14). Ainsi, el ∈ ERIq et ceci contredit (13).
Supposons (15), soit el ∈ VRCq ∪ ERCq ∧ (∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ ((elp ∈ VLIp ∪
ELIp)∧ (∀el2p ∈ (VLIp ∪ ELIp), el2p /∈ (VLCqp \VLCIqp ) ∪ (ELCqp \ELCIqp ) =⇒ fp(el
2
p) 6= fp(elp))))∧ (∃elL ∈
VLIr ∪ ELIr , ∃el
p
L ∈ VLCqp ∪ ELCqp , f(el
p
L) = el∧ fr(elL) = fp(el
p
L)).
Par définition de fr, fr(elL) ∈ VRp =⇒ elL /∈ VLIq . De même, fr(elL) ∈ ERp implique qu’aucune
extrémité de elL n’est dans VLIq .
Supposons que elL ∈ VLIp ∪ ELIp . Par construction de fr, fr(elL) = fp(elL) et, d’après (15), ∃el
p
L ∈
V
L
Cq
p
∪ E
L
Cq
p
, f(elpL) = el∧ fr(elL) = fp(el
p
L). (18)
Or, comme elL ∈ VLIp ∪ ELIp , par construction de Lr, elL ∈ LSp. Donc, par définition de LSp et de rL,
elL /∈ frL(LrL) = LCqp . Par conséquent, elL /∈ (VLCqp \VLCIqp )∪ (ELCqp \ELCIqp ). Ceci et elL ∈ (VLIp ∪ ELIp),
donnent d’après (15), ∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ fp(elp) 6= fp(elL). Ceci contredit (18).
Supposons que elL = (el1L, el
2
L) avec une extrémité dans VLIp et l’autre dans VLC
I
q
p ↓CRIq
. Les démons-
trations étant similaires dans les deux cas, supposons el1L ∈ VLIp ∧ el2L ∈ VLCIqp ↓CRIq
.
Par définition de fr, fr((el1L, el
2
L)) = (fp(el
1
L), fp(el
r
L)) avec n’importe quel el
r
p ∈ V
L
CIq
p
tel que
f(elrp) = el
2
L. Comme précédemment, el
1
L /∈ VLCqp , et donc (el
1
L, el
r
p) /∈ ELCqp \ELCIqp . Donc, d’après
(15), ∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ fp(elp) 6= fp((el
1
L, el
r
p)).
Or, d’après (15), ∃elpL ∈ VLCqp ∪ELCqp , f(el
p
L) = el∧fr(elL) = fp(el
p
L). Comme fr(elL) = fp((el
1
L, el
r
p)),
on obtient fp((el1L, el
r
p)) = fp(el
p
L) ce qui est impossible.
Supposons finalement que elL ∈ LC
I
q
p ↓C RIq. Par définition de fr et de ELIr , fr(elL) = fp(elrp) avec
n’importe quel elrp ∈ V
L
CIq
p
∪ E
L
CIq
p
∨ (elrp ∈ V2
L
CIq
p
∧ elrp /∈ ELCqp ∧ f(el
r
p) ∈ ERIq) tel que f(elrp) = elL.
Comme elrp ∈ V
L
CIq
p
∪ E
L
CIq
p
∨ (elrp ∈ V2
L
CIq
p
∧ elrp /∈ ELCqp ), immédiatement el
r
p /∈ (VLCqp \VLCIqp ) ∪
(E
L
Cq
p
\E
L
CIq
p
). Donc, d’après (15), ∀elp ∈ VLCqp ∪ ELCqp , f(elp) = el =⇒ fp(elp) 6= fp(el
r
p).(19)
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D’après (15), ∃elpL ∈ VLCqp ∪ ELCqp , f(el
p
L) = el ∧ fr(elL) = fp(el
p
L). Comme fr(elL) = fp(el
r
p), on
obtient fp(elrp) = fp(el
p
L) ce qui contredit (19).
Le cas (17) est similaire au cas (15) et sa démonstration est quasi-identique.
Supposons (16), c’est à dire que el est un arc dont une extrémité est dans VRCq et l’autre non. Les
démonstrations étant similaires, fixons cette extrémité et supposons que el = (v1, v2)∧ v1 ∈ VRCp ∧
v2 /∈ VRCp ∧(∀elp ∈ VLCqp , f(elp) = v1 =⇒ (elp ∈ VLIp∧(∀v ∈ VLCqp , fp(v) = fp(vp) =⇒ (f(v), v2) /∈
ERIq)))∧ (∃(vL1 , vL2 ) ∈ ELIr ,∃el
p
1 ∈ VLCqp , f(el
p
1 ) = v
L
1 ∧ fr((v
L
1 , v
L
2 )) = (fp(v
p
1 ), v2)).
Par définition de fr, vL2 ∈ VLIr ∩ VLIq et vL1 ∈ VLIr ∩ VLIp ∨ vL1 ∈ VLCIqp ↓CRIq
. Par construction de Lr et
par définition de l’expansion, il ne peut exister d’arc entre un nœud de VLIr ∩ VLIq et un nœud de
VLIr ∩ VLIp . Nécessairement donc, vL1 ∈ VLCIqp ↓CRIq
.
Par construction de Lr et par définition de l’expansion, (vL1 , v
L
2 ) ∈ ELr , vL2 ∈ VLIr ∩ VLIq et vL1 ∈
V
L
CIq
p ↓CRIq
impliquent que ∃v1q ∈ VLIq tel que (v1q, v2L) ∈ ELq et fq(v1q) = vL1 .
Par construction de ELIr , (v
L
1 , v
L
2 ) ∈ ELIr , vL2 ∈ VLIr ∩ VLIq et vL1 ∈ VLCIqp ↓CRIq
impliquent que ∀vq ∈
VLIq , fq(vq) = v
L
1 ∧ (vq, v
L
2 ) ∈ ELq =⇒ (vq, vL2 ) ∈ ELIq . Ainsi, (v1q, vL2 ) ∈ ELIq . Donc fq(v1q, vL2 ) ∈ ERIq
, et fq(v1q, fq(vL2 )) = (v
L
1 , fq(v2).
Par définition de fr, fr(vL1 , v
L
2 ) = (fp(vp), fq(v
L
2 )) avec n’importe quel vp ∈ VLCqp , tel que f(vp) = v
L
1 .
D’après (16), on a donc fq(vL2 ) = v2 et fp(vp) = fp(v
p
1 ). Or (v
L
1 , fq(v2)) = (f(vp), v2) et (v
L
1 , v2) ∈ ERIq .
Ceci contredit (16).
Ainsi, tout élément ajouté par l’application de q suivi de p est dans Rr et n’est pas invariant par r.
Tout élément ajouté par l’application de q suivi de p est donc ajouté par r.
Tout élément ajouté par r est également ajouté par l’application de q suivi de p. Par construc-
tion de Rr, tout élément de Rr est soit un élément de Rp, soit un élément de Rq qui n’est pas sup-
primé lors de l’application de p suivant mLp (soit non matché par mLp soit matché avec un élément
invariant), soit un arc (v1, v2) tel que :
(v1 ∈ VRq ∧ v1 /∈ VRCq ∧ v2 ∈ VRp ∧ (∃vp ∈ VLIp , fp(vp) = v2 ∧ (v1, f(vp)) ∈ ERq))∨
(v1 ∈ VRp ∧ v2 ∈ VRq ∧ v2 /∈ VRCq ∧ (∃vp ∈ VLIp , fp(vp) = v1 ∧ (f(vp), v2) ∈ ERq))∨
(v1 ∈ VRp∧v2 ∈ VRp∧(∃(v1p, v2p) ∈ V2LIp , fp((v
1
p, v2p)) = (v1, v2)∧(f(v1p), f(v2p)) ∈ ERq∧(fp((v1p, v2p)) /∈
ERp))).
Il est immédiat que tout élément de Rr est présent après l’application de q suivi de p. La règle r
peut donc ajouter un élément el que ni q ni p n’ajoutent uniquement si el est invariant pour q et p.
Supposons donc qu’il existe un tel élément. Supposons que cet élément soit dans Rq ou Rp, soit :
el ∈ Rr ∧ (∀elr ∈ LIr, fr(elL) 6= el)∧
(20) ((el ∈ Rq ∧ (∃elq ∈ LIq, fq(elq) = el))∨
(21) (el ∈ Rp ∧ (∃elp ∈ LIp, fp(elp) = el∧
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(elp ∈ LCqp =⇒ elp ∈ LC
I
q
p ) ∧ (elp = (v
1
p, v2p) ∧ (v1p ∈ VLCqp =⇒ v
1
p ∈ V
L
CIq
p
) ∧ (v2p ∈ VLCqp =⇒
v2p ∈ V
L
CIq
p
))). (22)
Par disjonction de cas,
1. si (21) et el ∈ Rq, comme Rr = rR(f, I)(Rq) et que RrR = Rp qui est disjoint de Rq, el /∈ RCq ,
et, si el est un arc, aucune de ses extrémités n’est dans RCq . Posons elq ∈ VLIq ∪ ELIq tel que
fq(elq) = el.
Par définition de la réécriture, les éléments de LSp appartenant à Rq sont ceux appartenant
à RrL , soit L
CIq
p ↓C RIq. Par définition de la restriction, ces éléments sont images par f d’un
élément de L
CIq
p . Comme el /∈ RCq et que, si el est un arc, aucune de ses extrémités n’est
dans RCq , ni el ni une de ses potentielles extrémité n’est image d’un élément de Lp par f. Par
conséquent, el /∈ LSp et si el est un arc, aucune de ses extrémité n’est dans LSp.
Par définition de l’expansion, les éléments de Lq n’appartenant pas à Lq ↑( fq, I)LSp sont ceux
dont l’image par fq, ou dont l’image d’au moins une extrémité par fq est dans LSp. Comme
fq(elq) = el et que ni el ni une de ses extrémité n’est dans LSp, elq ∈ Lq ↑( fq, I)LSp. C’est à
dire que elq ∈ Lr.
Comme elq ∈ (VLq ∩ VLr) ∪ (ELq ∩ ELr), elq ∈ VLIq ∪ ELIq =⇒ elq ∈ VLIr ∪ ELIr . Ainsi,
elq ∈ VLIq ∪ ELIq . Or par définition de fr, fr(elq) = fqelq, qui est égal à el. Ceci contredit
(20).
2. si (22) et el ∈ Rp, posons elp ∈ LIp tel que fp(el).
(a) Si elp ∈ LCqp , d’après (22) elp ∈ LC
I
q
p . Ainsi, f(elp) ∈ LC
I
q
p ↓C RIq = rIR et donc f(elp) ∈ LSp.
Alors, par définition de l’expansion, f(elp) ∈ Lq ↑( fq, I)LSp = Lr. Comme elp ∈ LIp,
la précondition 3.(b) implique la validité de P1(f(elp)). Si f(el) est un nœud, on a donc
f(elp) ∈ LIr. Si f(el) est un arc, son appartenance à L
CIq
p ↓C RIq valide la seconde portion
de la condition nécessaire à son appartenance à LIr. Donc f(elp) ∈ LIr. Par définition de
fr, fr(felp) = fp(elp) qui est elle même égale à el. Ceci contredit (20).
(b) Si elp /∈ LCqp , il est par définition dans LSp et comme il n’est pas l’image d’un élément de
Lq par fq, il est aussi dans Lr. Or elp ∈ LIp∩Lr =⇒ elp ∈ LIr∧ fr(elp) = fp(elp) et donc
= el. Ceci contredit (20).
(c) Si elp = (v1p, v2p) et qu’une de ses extrémités est dans VLCqp , les démonstrations étant
les mêmes, supposons que ce soit v1p. Comme dans 2.(b), on obtient v2p ∈ VLIr . Comme
dans 2.(a), on obtient f(v1p) ∈ VLIr . Comme elp est invariant pour p par hypothèse ∀(vp ∈
VLIp), f(vp) = f(v
1
p) ∧ (vp, v2p) ∈ ELr =⇒ (vp, v2p) ∈ ELIr , et donc (f(v1p), v2p) ∈ ELIr . Par
définition de fr, fr(f(v1p), v2p) = fp((v1p, v2p)) qui est elle même égale à el. Ceci contredit
(20).
(d) Finalement, si elp = (v1p, v2p) /∈ ELCqp ∧ elp ∈ V
2
L
Cq
p
. Comme dans 2.(a), on obtient
f(v1p) ∈ VLIr et f(v2p) ∈ VLIr . Comme elp /∈ ELCqp = LrL , elp est invariant pour rL et
son appartenance à Lp implique que f(elp) ∈ ELr . Son invariance par p et q implique
P1((f(v
1
p), f(v2p))) et ∀eq ∈ ELq , fq(eq) = (f(v1p), f(v2p)) =⇒ eq ∈ ELIq . Donc f(elp) ∈ ELIr
et par définition de fr, fr(f(elp)) = fp(elp). Comme = fp(elp) = el, ceci contredit (20).
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Supposons que ce ne soit pas un élément de Rq ou Rp. C’est donc un arc de Rr, invariant par p et q
tel que : (v1, v2) ∈ Rr ∧ (∀elr ∈ LIr, fr(elL) 6= el)∧ (23) ((v1 ∈ VRIq ∧ v1 /∈ VRCq ∧ v2 ∈ VRIp ∧ (∃vp ∈
VLIp , fp(vp) = v2 ∧ (v1, f(vp)) ∈ ERIq))∨
(v1 ∈ VRIp ∧ v2 ∈ VRIq ∧ v2 /∈ VRCq ∧ (∃vp ∈ VLIp , fp(vp) = v1 ∧ (f(vp), v2) ∈ ERIq))∨
(24) (v1 ∈ VRIp ∧ v2 ∈ VRIp ∧ (∃(v1p, v2p) ∈ V2LIp , fp((v
1
p, v2p)) = (v1, v2) ∧ (f(v1p), f(v2p)) ∈ ERIq ∧
(fp((v
1
p, v2p)) /∈ ERp)))). (25).
Supposons (24). Les démonstrations étant similaires dans les deux cas, supposons v1 ∈ VRIq ∧ v2 ∈
VRIp ∧ (∃vp ∈ VLIp , fp(vp) = v2 ∧ (v1, f(vp)) ∈ ERIq). Par définition de L
CIq
p , vp ∈ V
L
CIq
p
. Comme dans
2.(a), on obtient donc f(vp) ∈ VLIr . Par définition de RIq, ∃(v1q, v2q) ∈ V2LIq ∩ELIq tel que fq((v
1
q, v2q)) =
(v1, f(vp)). Comme dans 1. on obtient v1q ∈ VLIr .
Comme (v1q, f(vp)) ∈ V2Lq↑(fq,I)LSp(= V
2
Lr
), que fq(v1q) = f(vp) et que (v1q, v2q) ∈ ELIq , par définition
de l’expansion (v1q, f(vp)) ∈ ELq↑(fq,I)LSp et donc (v1q, f(vp)) ∈ ELr .
Comme (v1q, v2q) est invariant par q, ∀(vq1 , vq2 ) ∈ ELq , fq((vq1 , vq2 )) = fq((v1q, v2q)) =⇒ (vq1 , vq2 ) ∈
ELIq . En particulier, ceci donne ∀v
q
2 ∈ VLIq , fq(v
q
2 ) = f(vp) =⇒ (v1, vq2 ) ∈ ELIq . Avec v1q ∈ VLIr ∩ VLIq
et f(vp) ∈ VLIr ∩ VRIq , ceci donne par définition de ELIr , (v1q, f(vp)) ∈ ELIr .
Par définition de fr, fr(v1q, f(vp)) = (fq(v1q), fp(vp)), ce qui d’après (24) est égal à (v1, v2). Ceci
contredit (23).
Supposons finalement (25) (v1 ∈ VRIp ∧ v2 ∈ VRIp ∧ (∃(v1p, v2p) ∈ V2LIp , fp((v
1
p, v2p)) = (v1, v2) ∧
(f(v1p), f(v2p)) ∈ ERIq)∧ (fp((v1p, v2p)) /∈ ERp)).
Par définition de L
CIq
p , (v1p, v2p) ∈ V2
L
CIq
p
. Comme dans 2.(a), on obtient donc (f(v1p), f(v2p)) ∈ V2LSp et
(f(v1p), f(v2p)) ∈ V2LIr . Par définition de R
I
q, (f(v1p), f(v2p)) ∈ ERIq) =⇒ ∃(v1q, v2q) ∈ ELIq , fq((v1q, v2q)) =
(f(v1p), f(v2p)). Par conséquent et par définition de l’expansion, comme (f(v1p), f(v2p)) ∈ V2LSp , on ob-
tient (f(v1p), f(v2p)) ∈ ELq↑(fq ,I)LSp = ELr .
L’invariance par p et q implique P1((f(v1p), f(v2p))) et ∀eq ∈ ELq , fq(eq) = (f(v1p), f(v2p)) =⇒ eq ∈
ELIq . Par conséquent (f(v
1
p), f(v2p)) ∈ ELIr . Par définition de fr, fr((f(v1p), f(v2p))) = fp((v1p, v2p)) qui
est égal à (v1, v2) d’après (25). Ceci contredit (23).
Ainsi, tout élément invariant par l’application de q suivi de p est également invariant par r. Comme
tout élément de Rr est présent après l’application de q suivi de p, tout élément ajouté par r est
également ajouté par l’application de q suivi de p.
Finalement, l’application de r selon mLr et l’application de p_mLp.q_mLq ont les mêmes effets sur G
et p_mLp.q_mLq(G) = r_mLr (G).
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B.3 Spécialisation : preuve du théorème 4.6
Pour prouver ce théorème et s’intéresser au cas le plus général, nous supposons que la recherche
de motif se fait à l’aide d’un morphisme. La démonstration peut aisément être transposée à la
considération d’un homomorphisme ou un isomorphisme de sous graphe induit.
Démonstration. Soit un graphe G, une règle de réécriture p = (Lp
mp−−→ Rp) et une règle q = (Lq mq−−→
Rq) vérifiant les hypothèses du théorème 4.6. Reprenons les notations introduites dans le dit théo-
rème, et supposons qu’il existe un morphisme mqL = (f
q
L , I
q
L) : Lq → G tel que q est applicable à G
selonmqL .
Pour prouver le théorème, il s’agit de démontrer l’existence d’un morphismempL selon lequel p est
applicable G et tel que p_mpL(G) = q_m
q
L(G).
B.3.1 Existence et applicabilité
Existence d’un morphisme. Par hypothèse comme q et p vérifie les hypothèses du théorème, il
existe un morphisme (cohérent) mL = (fL, IL) tel que Lp
mL−−→ Lq (prop. 1) et AffIL(Lq) = Lq (prop
1. (a)).
Donc, Lp
mL−−→ AffIL(Lq) = Lq
(Id,IqL)−−−−→ AffIqL (Lq)
m
q
L−−→ G. D’après la remarque 3.1, (fqL ◦ fL, IpL ∪ IL)
est un morphisme (cohérent) de Lp vers G.
Par hypothèse, les morphismes mq et mp ont un ensemble d’identification vide, avec de plus
Lp
(fL,IL)−−−−→ Lq et Rp (fR,IR)−−−−→ Rq. Une partie de l’ensemble IR est donc contenu dans IL, toute iden-
tification touchant un attribut apparaissant dans Dom(fq) étant commune aux deux. Ainsi, toute
identification pouvant avoir un impact sur la consistance de l’ensemble IpL ∪ IL ∪ IR est contenue
dans IL (les autres identifications touchant les attributs de nœuds ajoutés lors de l’application de la
règle et dont les variables sont libres).
Par conséquent,mpL = (f
q
L = f
q
L◦fL, IpL = IpL∪IL∪IR) est un morphisme (cohérent) tel que Lp
m
p
L−−→ G.
Satisfaction de la seconde condition d’applicabilité. Supposons quempL ne remplisse pas la se-
conde condition d’applicabilité, soit ∃(v1, v2) ∈ V2LIp , (v1, v2) /∈ ELp∧fp((v1, v2)) ∈ ERp∧f
p
L((v1, v2)) ∈
EG. (i)
Dans ce cas, en notant (v3, v4) = fL((v1, v2)) ∈ V2Lq , on a f
q
L((v3, v4)) ∈ EG (ii) comme fpL((v1, v2)) ∈
EG et f
p
L = f
q
L ◦ fL.
D’après (1), (v1, v2) ∈ V2LIp . Avec l’hypothèse 1.(b) on a donc (v3, v4) ∈ V
2
LIq
(iii).
D’après l’hypothèse 2.(b) du théorème, on a fq((v3, v4)) = fR(fp((v1, v2))) (iv), avec fp((v1, v2)) ∈
ERp selon (i). Comme hR est un homomorphisme de Rp dans Rq (prop. 2), fq((v3, v4)) ∈ ERq (v).
D’après (i), fp(v1, v2) ∈ ERp\fp(ELIp). L’hypothèse 2.(c) et (iv) donnent fq((v3, v4)) ∈ ERq\fq(ELIq)
et donc (v3, v4) /∈ ELIq (vi) comme fq((v3, v4)) ∈ ERq d’après (v). Supposons que (v3, v4) ∈ ELq .
Selon (vi), l’hypothèse 1.(e) et comme (v1, v2) /∈ ELp d’après (i), on obtient v3 ∈ (VLq\VLIq) ∨ (v4 ∈
(VLq\VLIq). Ceci contredit (iii) d’où (v3, v4) /∈ ELq (vii).
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(iii), (vii), (v) et (ii) donnent (v3, v4) ∈ V2LIq ∧ (v3, v4) /∈ ELq ∧ fq((v3, v4)) ∈ ERq ∧ f
q
L((v3, v4)) ∈
EG. Comme q est applicable à G par rapport à m
q
L , ceci est impossible car contrariant la seconde
condition d’application. Par conséquent,mpL remplit la seconde condition d’applicabilité.
Satisfaction de la troisième condition d’applicabilité. Supposons que mpL ne remplisse pas la
troisième condition d’applicabilité, soit ∃(v1, v2) ∈ L2p, fpL(v1) = fpL(v2) ∧ ((v1 /∈ Dom(fp) ∧ v2 ∈
Dom(fp))∨ (v1 ∈ Dom(fp)∧ v2 /∈ Dom(fp))∨ ((v1, v2) ∈ Dom(fp)2 ∧ fp(v1) 6= fp(v2))) .
Rappelons que fpL = f
q
L ◦ fL et posons (v3, v4) = fL((v1, v2)) avec (v3, v4) ∈ VLq . Comme fpL(v1) =
f
p
L(v2), f
q
L(v3) = f
q
L(v4). Par disjonction de cas :
— Si (v1 /∈ Dom(fp) ∧ v2 ∈ Dom(fp)) ∨ (v1 ∈ Dom(fp) ∧ v2 /∈ Dom(fp)) : la démonstra-
tion étant similaire dans les deux cas, supposons (v1 /∈ Dom(fp) ∧ v2 ∈ Dom(fp). Comme
Dom(fp) = VLIp et VLIq = Dom(fq), v2 ∈ VLIp . D’après l’hypothèse 1. (b), v4 ∈ VLIq(=
Dom(fq)). m
q
L remplit la troisième condition d’applicabilité par hypothèse, d’où f
q
L(v3) =
f
q
L(v4)∧ v4 ∈ Dom(fq) =⇒ v3 ∈ Dom(fq). Donc v3 ∈ Dom(fq). D’après la condition 1. (c),
v1 /∈ Dom(fp) =⇒ fL(v1) = v3 /∈ Dom(fq). On obtient donc une contradiction.
— Si (v1, v2) ∈ Dom(fp)2 ∧ fp(v1) 6= fp(v2) : d’après l’hypothèse 1. (b) et comme (v1, v2) ∈
Dom(fp)
2 on a également (v3, v4) ∈ Dom(fq)2. Comme mqL remplit la troisième condition
d’applicabilité, ceci implique que fqL(v3) = f
q
L(v4).
D’après l’hypothèse 2. (b), fR(fp(v1)) = fq(fL(v1) et fR(fp(v2)) = fq(fL(v2)). Ainsi, on a
fR(fp(v1)) = fq(v3) et fR(fp(v2)) = fq(v4), et donc fR(fp(v1)) = fR(fp(v2)). La fonction fR
étant injective, fp(v1) = fp(v2). Ceci contredit l’hypothèse de disjonction.
Le morphismempL remplit donc la troisième condition d’applicabilité.
La règle p est par conséquent applicable à G selonmpL.
B.3.2 Égalité, équivalence des applications
Pour démontrer que q_mqL(G) = p_m
p
L(G), montrons que l’application de q selon m
q
L est équiva-
lente à l’application de p selon mpL, c’est à dire que les deux suppriment et ajoutent les mêmes
éléments (l’ajout étant à un isomorphisme près).
Équivalence des suppressions de nœuds. Supposons que l’application de q à G selon mqL en-
traîne la suppression d’un nœud v. Il existe donc vq ∈ VLq\VLIq tel que f
q
L(vq) = v. D’après l’hypo-
thèse 1.(c), ∃vp ∈ VLp\VLIp tel que fL(vp) = vq. Or par construction de f
p
L, f
p
L(vp) = f
q
L(vq) et donc
f
p
L(vp) = v. L’application de p à G selonm
p
L entraîne donc la suppression de v.
Respectivement, supposons que l’application de p àG selonmpL entraîne la suppression d’un nœud
v. Il existe donc vp ∈ VLp\VLIp tel que f
p
L(vp) = v. D’après 1.(c), fL(vp) ∈ VLq\VLIq . Or par construc-
tion de fpL, f
q
L(fL(vp)) = f
p
L(vp)(= v) et donc ∃vq(= fL(vp)) ∈ VLq\VLIq tel que f
q
L(vq) = v. L’appli-
cation de q à G selonmqL entraîne donc la suppression de v.
Les deux transformations considérées suppriment donc les mêmes nœuds de G.
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Équivalence des suppressions d’arcs. Supposons que l’application de p àG selonmpL entraîne la
suppression d’un arc e. Si la suppression est implicite (i.e., e devenant suspendu), l’équivalence des
suppressions de nœuds implique immédiatement que e est également supprimé par l’application
de q selon mqL . Si la suppression est explicite, cela signifie que ∃ep ∈ ELp\ELIp tel que f
p
L(ep) = e.
D’après 1.(d), fL(ep) ∈ ELq\ELIq . Or par construction de f
p
L, f
q
L(fL(ep)) = f
p
L(ep)(= e) et donc
∃eq(= fL(ep)) ∈ ELq\ELIq tel que f
q
L(vq) = v. L’application de q à G selon m
q
L entraîne donc la
suppression de e.
Supposons à présent que l’application de q à G selon mqL entraîne la suppression d’un arc e. Si la
suppression est implicite (i.e., e devenant suspendu), l’équivalence des suppressions de nœuds im-
plique immédiatement que e est également supprimé par l’application de p selonmpL. Si la suppres-
sion est explicite, cela signifie que ∃eq = (v1, v2) ∈ ELq\ELIq tel que f
q
L(eq) = e. D’après l’hypothèse
1.(e), on peut alors faire une disjonction de cas :
— Si eq ∈ fL(ELp\ELIP) : alors ∃ep ∈ ELp\ELIP tel que fL(ep) = eq. Or par construction de
f
p
L, f
p
L(ep) = f
q
L(fq) et donc f
p
L(ep) = e. L’application de p à G selon m
p
L entraîne donc la
suppression de e.
— Si ∃vq ∈ {v1, v2)} tel que vq ∈ VLq\VLIq : l’extrémité f
q
L(vq) de e est supprimée par l’applica-
tion de q selon mqL . Comme il y a équivalence des suppression de nœud, cette extrémité, et
donc l’arc e, sont également supprimés par l’application de p selonmpL.
Les deux transformations considérées suppriment donc les mêmes arcs de G.
En considérant les hypothèses du théorème, il est immédiat que son application est équivalente à
celle de q selonmqL (p et q supprimant et ajoutant les mêmes éléments). D’où q_m
q
L(G) = p_m
p
L(G).
Équivalence des ajout d’éléments. Supposons que l’application de p à G selon mpL entraîne
l’ajout d’un élément el. Par conséquent, el ∈ Rp\fp(Lp) et d’après 2.(c) fR(el) ∈ Rq\fq(Lq). L’ap-
plication de q à G selonmqL entraîne donc l’ajout d’un élément fR(el).
Réciproquement, supposons que l’application de q à G selon mqL entraîne l’ajout d’un élément el.
Par conséquent, el ∈ Rq\fq(Lq). D’après l’hypothèse 2.(c), ∃elp ∈ Rp\fp(Lp) tel que fR(elp) = el.
Comme fR est injective, elp est unique. Notons le f−1R . L’application de p à G selon m
p
L entraîne
donc l’ajout d’un élément f−1R (el).
Cette équivalence est vraie à fR près. Notons que si l’élément ajouté est un arc dont au moins une
extrémité est invariante pour l’application des règles, fpL = f
q
L ◦ fL et la condition 2.(b) garantit que
l’extrémité est effectivement la même dans les deux cas.
Les règles p et q se conforment donc à la définition 4.7, et q est une spécialisation de p.
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