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GENERALIZED DEMAZURE MODULES AND PRIME
REPRESENTATIONS IN TYPE Dn
VYJAYANTHI CHARI, JUSTIN DAVIS AND RYAN MORUZZI JR.
To Kolya Reshetikhin, on his 60th birthday.
Abstract. The goal of this paper is to understand the graded limit of a family of irreducible
prime representations of the quantum affine algebra associated to a simply-laced simple Lie
algebra g. This family was introduced in [19, 20] in the context of monoidal categorification
of cluster algebras. The graded limit of a member of this family is an indecomposable graded
module for the current algebra g[t]; or equivalently a module for the maximal standard para-
bolic subalgebra in the affine Lie algebra ĝ. In the case when g is of type An the problem was
studied in [4], where it was shown that the graded limit is isomorphic to a level two Demazure
module. In this paper we study the case when g is of type Dn. We show that in certain cases
the limit is a generalized Demazure module, i.e., it is a submodule of a tensor product of level
one Demazure modules. We give a presentation of these modules and compute their graded
character (and hence also the character of the prime representations) in terms of Demazure
modules of level two.
Introduction
Kirillov–Reshetikhin modules (or KR-modules) are a family of finite-dimensional modules
for the quantum affine algebra associated to a simple Lie algebra. These modules were intro-
duced and originally studied by Kirillov and Reshetikhin in [22] in connection with the closely
related Yangians. The interest in these representations arose from their study of solvable lat-
tice models which allowed them to formulate an important conjecture on the character of the
tensor products of these modules. Subsequently, with the introduction of q-characters in [14],
which was further developed in [12, 13], it became more natural and more tractable to study
the Kirillov-Reshetikhin modules for the quantum affine algebra associated to a simple Lie al-
gebra. In [29, 30] the Kirillov–Reshetikhin conjecture was solved by geometric methods when
g is simply-laced. The non-simply laced case was done in [18] using a q-character approach.
A combinatorial version of this conjecture was proved in [11]. A crystal basis approach to
these modules was first developed in [16, 17] and there is a vast literature on crystal bases for
these modules (see for instance [24, 37]). We emphasize here that our references to the topics
discussed in the introduction are nowhere near comprehensive, that would require a separate
volume!
One approach to understanding the character of KR-modules and more generally the char-
acter of finite-dimensional representations of quantum affine algebras is to study the classical
(q → 1) limit of these modules. The systematic study of this approach was begun in [9], where
VC was partially supported by DMS- 1719357, the Simons Fellows Program and by the Infosys Visiting
Chair position at the Indian Institute of Science.
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a necessary and sufficient condition for the existence of the limit was proved. All the interest-
ing representations studied in the literature admit a classical limit. The limit, when it exists,
is a finite-dimensional module for the corresponding affine Lie algebra and so also a module
for current algebra g[t] which is the Lie algebra of polynomial maps from C → g. The notion
of the graded limit of a representation of a quantum affine algebra was developed in [5, 8]. We
refer the reader to [21] for a discussion of the role of graded limits in the KR-conjecture. An
interesting problem is to give a presentation of the graded limit and to compute its graded
character; this is particularly so, because a presentation and the character of an irreducible
finite-dimensional module for the quantum affine algebra is not known in general. This prob-
lem was studied for a class of representations called minimal affinizations in [27, 33, 34] when
g is of classical type and in [25, 28] for some exceptional types.
D. Hernandez and B. Leclerc introduced in [19, 20] the notion of a monoidal categorification
of cluster algebras. They defined certain tensor subcategories of representations of the quantum
affine algebra and showed that their Grothendieck ring was a cluster algebra of Dynkin type.
The cluster variables are particular ‘prime’ irreducible modules (which we shall refer to as
HL-modules) of the quantum affine algebra and a cluster monomial is an irreducible tensor
product of HL-modules. (Recall that a representation is said to be prime if it is not isomorphic
to a tensor product of non-trivial representations). The HL-modules include some of the
well-known ones, such as certain KR-modules, but also include many new examples of non-
isomorphic prime irreducible representations which are not well-understood.
We are interested in the graded limit of HL-modules. In the case of An this problem
was studied in [3, 4] and we discuss this briefly. The results of those papers imply that the
graded limit of an HL-module is isomorphic to a Demazure module occurring in a level two
representation of the affine Lie algebra. The graded character of Demazure modules is known to
be given by the Demazure character formula. In recent work [1], the graded characters of HL-
modules in type An are given explicitly in terms of Macdonald polynomials. The appearance
of level one Demazure modules as graded limits goes back to the work of [7, 15, 32] and we
say no more about it here.
In this paper we are interested in the limits of HL–modules in type Dn. We restrict our
attention to the modules which correspond to the roots of Dn in which the simple roots
occur with multiplicity at most one. Even with this restriction, the situation is substantially
more complicated than An. We prove that the graded limit of an HL-module is a generalized
Demazure module, i.e. it occurs as a particular submodule of the tensor product of level one
Demazure modules. The study of generalized Demazure modules is not very well-developed
and in particular, no presentation or character formula is known in general for these modules.
Thus, in the first two sections we work entirely in the context of the current algebra g[t]
where g is of type Dn and give a presentation and a graded character formula for a family
of generalized Demazure modules. In the final section of the paper we explain briefly the
connection with the work of Hernandez and Leclerc. These connections are similar to the An
case which is explained in great detail in [3, 4]. There are difficulties which arise when we take
the HL-modules associated with the remaining cluster variables; namely those which involve
a simple root with multiplicity two. However, it looks likely that these will have a flag where
the successive quotients are level two Demazure modules and we hope to study this elsewhere.
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1. Generalized Demazure Modules
In this section we set up the basic notation and define the Demazure and generalized De-
mazure modules associated with an integrable highest weight representation of the untwisted
affine Lie algebra D
(1)
n . In the latter part of the section we state and prove the main result
assuming two key steps in the proof.
1.1. Throughout this paper g will denote a simple Lie algebra of type Dn and h a fixed
Cartan subalgebra. Let κ : g × g → C be the Killing form on g and ( , ) : h∗ × h∗ → C be
the induced symmetric bilinear form on h∗. Let R and W denote the set of roots and the
Weyl group respectively of the pair (g, h). Fix a set of simple roots {αi : 1 ≤ i ≤ n} where
αn−1, αn are the spin nodes and αn−2 is the trivalent node and fix a set of fundamental weights
{ωi : 1 ≤ i ≤ n} satisfying (ωi, αj) = δi,j . It will be convenient to set ω0 = 0 = ωn+1. As usual
we let Q and P be the integer span of the simple roots and fundamental weights respectively;
the sets Q+ and P+ are defined in the obvious way and we set R+ = R ∩Q+.
Set,
αi,j = αi + · · · + αj, αi,n = αi + · · · + αn−2 + αn, 1 ≤ i ≤ j ≤ n− 1,
βi,j = αi + · · ·+ αj−1 + 2(αj + · · ·+ αn−2) + αn−1 + αn, 1 ≤ i < j ≤ n− 1,
hi,j = hi + · · · + hj , 1 ≤ i ≤ j ≤ n− 1,
hi,n = hi + hi+1 + · · ·+ hn−2 + hn, 1 ≤ i ≤ n− 2.
We shall adopt the convention that αi,j = hi,j = 0 if i > j or if (i, j) = (n− 1, n). Note that
R+ = {αi,j : 1 ≤ i ≤ j ≤ n} ⊔ {βi,j : 1 ≤ i < j ≤ n− 1}.
Define a partial order on P by λ ≤ µ iff µ− λ ∈ Q+. Finally, let {x±α , hi : α ∈ R
+, i ∈ I} be a
Chevalley basis of g and set x±αi = x
±
i . Let g = n
− ⊕ h ⊕ n+ be the corresponding triangular
decomposition.
1.2. Let ĝ be the untwisted affine Lie algebra associated to g and recall that it has the
following explicit realization. Given an indeterminate t, let C[t, t−1] be the algebra of Laurent
polynomials and set
ĝ = g⊗ C[t, t−1]⊕ Cc⊕ Cd.
Define the commutator on ĝ by requiring c to be central, and
[x⊗ tr, y ⊗ ts] = [x, y]⊗ tr+s + rδr+s,0κ(x, y)c, [d, x⊗ t
r] = r(x⊗ tr), x, y ∈ g, r, s ∈ Z.
Then
ĥ = h⊕ Cc⊕ Cd
is a Cartan subalgebra of ĝ and we extend an element λ ∈ h∗ to an element of ĥ∗ by setting
λ(c) = 0 = λ(d). Define elements Λ0, δ, α0 ∈ ĥ
∗ by
Λ0(h⊕ Cd) = 0, Λ0(c) = 1, δ(h⊕ Cc) = 0, δ(d) = 1, α0 = −β1,2 + δ.
The set {αi : 0 ≤ i ≤ n} is a set of simple roots for the pair (ĝ, ĥ) and the corresponding set
of affine fundamental weights is given by {Λi : 0 ≤ i ≤ n} where
Λi = ωi + a
∨
i Λ0, a
∨
i = 2, 2 ≤ i ≤ n− 2, a
∨
i = 1, i = 1, n − 1, n.
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Let Ŵ be the affine Weyl group and note that it contains an isomorphic copy of W . Define
the affine root lattice Q̂ and affine weight lattice P̂ and the subsets Q̂+, P̂+ and the set of
affine positive roots in the natural way. Let
b̂ = ĥ⊕ (n+ ⊗ 1)⊕ (g⊗ tC[t]), p̂ = (n− ⊗ 1)⊕ b̂
be the Borel subalgebra and the standard maximal parabolic subalgebra of ĝ with respect to
R̂+. Let n̂+ be the commutator subalgebra of b̂ and note that the commutator subalgebra
of p̂ is just the current algebra g[t] = g ⊗ C[t] associated to g. The action of d induces a
canonical Z+- grading on g[t] and on its universal enveloping algebra with the grade of an
element x⊗ tr ∈ g[t] being r.
1.3. Given Λ ∈ P̂+ let V̂ (Λ) be the integrable irreducible ĝ-module generated by an
element v̂Λ with relations
n̂+v̂Λ = 0, hv̂Λ = Λ(h)v̂Λ, h ∈ ĥ,
(x−i ⊗ 1)
Λ(hi)+1v̂Λ = 0, 1 ≤ i ≤ n, (x
+
β1,2
⊗ t−1)Λ(h0)+1v̂Λ = 0.
We have
V̂ (Λ) =
⊕
Λ′∈P̂
V̂ (Λ)Λ′ , V̂ (Λ)Λ′ = {v ∈ V̂ (Λ) : hv = Λ
′(h)v, h ∈ ĥ}.
It is known that
dim V̂ (Λ)wΛ = 1, for all w ∈ Ŵ ,
and we let V̂w(Λ) be the b̂-module generated by V̂ (Λ)wΛ. The modules V̂w(Λ) are finite-
dimensional and are called the Demazure modules associated to Λ. Moreover v̂Λ ∈ V̂w(Λ) for
all w ∈ Ŵ . The following is now essentially immediate.
Lemma. Suppose that w,w′ ∈ Ŵ and Λ ∈ P̂+. Then
dimHom
b̂
(V̂w(Λ), V̂w′(Λ)) ≤ 1,
and any non-zero element of this space is injective. 
1.4. Given Λ,Λ′ ∈ P̂+ and w,w′ ∈ Ŵ we set
V̂w,w′(Λ,Λ
′) = U(b̂)(V̂ (Λ)wΛ ⊗ V̂ (Λ
′)w′Λ′).
These (along with an obvious extension to an arbitrary number of dominant integral weights
and Weyl group elements) are called the generalized Demazure modules. Further, since
dimHomĝ(V̂ (Λ)⊗ V̂ (Λ
′), V̂ (Λ + Λ′)) = 1
it is easy to see that
V̂ (Λ)wΛ ⊗ V̂ (Λ
′)wΛ′ ∼= V̂ (Λ + Λ
′)w(Λ+Λ′) and so V̂w,w(Λ,Λ
′) ∼= V̂w(Λ + Λ
′).
In this paper we shall be interested in certain special families of Demazure and generalized
Demazure modules; namely those associated to pairs (w,Λ) such that the restriction of wΛ
to h is in (−P+). This restriction guarantees that V̂w(Λ) is stable under p̂
+. Equivalently,
we can (and do) regard these modules as Z-graded modules for g[t] and call them the stable
Demazure modules. We recall a result proved independently in [23, 26].
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Theorem. Let Λ,Λ′ ∈ P̂+ and w,w′ ∈ Ŵ . If σ ∈ Ŵ is such that σ(wΛ + w′Λ′) ∈ P̂+, then
there exists a projection of ĝ-modules
V̂ (Λ)⊗ V̂ (Λ′) −→ V̂ (σ(wΛ + w′Λ′))→ 0,
which induces an isomorphism of the one-dimensional spaces
V̂ (Λ)wΛ ⊗ V̂ (Λ
′)w′Λ′ ∼= V̂ (σ(wΛ + w
′Λ′))wΛ+w′Λ′ .

The following corollary is immediate from the preceding theorem and is needed later in this
section.
Corollary. Retain the notation of the theorem. Assume that V̂w(Λ) and V̂w′(Λ
′) are stable
Demazure modules. Then V̂σ−1(σ(wΛ + w
′Λ′)) is also a stable Demazure module and there
exists a surjective map of p̂-modules
V̂w,w′(Λ,Λ
′)→ V̂σ−1(σ(wΛ + w
′Λ′))→ 0.

1.5. Let w◦ be the longest element in W . Suppose that (w,Λ) and (w
′,Λ′) are such that
Λ(c) = Λ′(c) = ℓ and λ = w◦wΛ|h = w◦w
′Λ′|h ∈ P
+. Then it is known [15, 32] that Vw(Λ) is
isomorphic to Vw′(Λ
′) as g[t]-modules up to an overall shift of the action of d. In particular
we can regard the stable Demazure modules as being indexed by a pair (ℓ, λ) ∈ N× P+.
In what follows we prefer to regard the stable (generalized) Demazure modules as Z-graded
modules for the current algebra of g[t], where the grading is given by the action of d. The
maps between graded modules will be of degree zero. Given s ∈ Z and a graded g[t]-module
we denote by τ∗s V the graded g[t]–module obtained by shifting the grades by s.
We recall a presentation of the stable Demazure modules given in [10]. Let D(ℓ, λ) be the
g[t]-module generated by an element wλ with the following defining relations: for 1 ≤ i ≤ n,
α ∈ R+, h ∈ h, we have
n+[t]wλ = 0, (h⊗ t
r)wλ = δr,0λ(h)wλ, (x
−
i ⊗ 1)
λ(hi)+1wλ = 0, (1.1)
(x−α ⊗ t
sα)wλ = 0, (x
−
α ⊗ t
sα−1)mα+1wλ = 0, (1.2)
where we write λ(hα) = ℓ(sα − 1) + mα with sα ∈ N and 0 < mα ≤ ℓ. The Z-grading on
D(ℓ, λ) is given by requiring wλ to have grade zero.
In the case ℓ = 1, 2 the relations can be further streamlined. The following was proved when
ℓ = 1 in [9] and when ℓ = 2 in [4].
Lemma. If ℓ = 1 the relations in (1.2) are a consequence of the relations in (1.1). If ℓ = 2
then the second relation in (1.2) is a consequence of the others. 
1.6. In the language of g[t]-modules developed above, a generalized Demazure module
corresponds to considering a tensor product τ∗sD(ℓ, λ)⊗τ
∗
s′D(ℓ
′, λ′) and taking the g[t]-module
through wλ⊗wλ′ . Presentations of generalized Demazure modules have not been much studied
although there is some work on the subject. They play an important role in the study of
classical limits of representations of quantum affine algebras and first arose in this context in
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[33, 34] (see [36] for other examples). In this paper we shall give a presentation of a particular
family of generalized Demazure modules, namely those of the form
D(λ, µ) := U(g[t])(wλ ⊗ wµ) ⊂ D(1, λ) ⊗D(1, µ),
with some restrictions on the pair (λ, µ) ∈ P+ × P+. Our motivations for considering this
problem was discussed extensively in the introduction and further details can also be found in
Section 3. We note the following reformulation of Corollary 1.4.
Lemma. There exists a (unique up to scalars) map ηλ,µ : D(λ, µ) → D(2, λ + µ) → 0, of
g[t]-modules extending the assignment wλ ⊗wµ → wλ+µ. 
1.7. Given λ, µ ∈ P+, let V (λ, µ) be the g[t]-module generated by an element wλ,µ satis-
fying the following defining relations:
n+[t]wλ,µ = 0, (h⊗ t
r)wλ,µ = δr,0(λ+ µ)(h)wλ,µ, (x
−
i ⊗ 1)
(λ+µ)(hi)+1wλ,µ = 0, (1.3)
(x−α ⊗ t
max{λ(hα),µ(hα)})wλ,µ = 0, (1.4)
where 1 ≤ i ≤ n, h ∈ h and α ∈ R+. Define a grading on V (λ, µ) by requiring the grade of
wλ,µ to be zero. Clearly V (λ, µ) is a graded quotient of D(1, λ + µ) and V (λ, µ) ∼= V (µ, λ).
Moreover Lemma 1.5 shows that if µ = 0 then V (λ, 0) ∼= D(1, λ). The following is immediate
from equations (1.1)-(1.4) and Lemma 1.6.
Lemma. The assignments wλ,µ → wλ+µ and wλ,µ → wλ⊗wµ define surjective maps of graded
g[t]-modules
ψλ,µ : V (λ, µ)→ D(2, λ+ µ), ϕλ,µ : V (λ, µ)→ D(λ, µ)→ 0,
and ψλ,µ = ηλ,µ ◦ ϕλ,µ. 
1.8. Let
P+(1) = {λ ∈ P+ : λ(hi) ≤ 1, 1 ≤ i ≤ n}.
It is obvious that any λ ∈ P+(1) can be written uniquely (up to order) as a sum λ = λ1 + λ2
where λs ∈ P
+(1), s = 1, 2 and satisfy the following: for 1 ≤ i ≤ j ≤ n and (i, j) 6= (n− 1, n)
λr(hi) = 1 = λr(hj) =⇒ λp(hs) = 1 for some i < s < j, {r, p} = {1, 2},
and
λ(hn−1 + hn) > 0 =⇒ λp(hn−1 + hn) = 0 for some p ∈ {1, 2}.
It will be convenient to call (λ1, λ2) ∈ P
+×P+ an interlacing pair if λ1+λ2 ∈ P
+(1) and the
preceding two conditions hold.
Examples. The pairs (ωi, 0) for 0 ≤ i ≤ n, (ωn−1 + ωn, 0) and the elements of the set
{(ωi, ωj) : 0 ≤ i 6= j ≤ n (i, j) 6= (n − 1, n)} are interlacing. The pair (ω2 + ω5, ω3 + ω6 + ω7)
is interlacing in D7 but not in D8.
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1.9. The following is the main result of this note.
Theorem. Let (λ1, λ2) ∈ P
+ × P+ be an interlacing pair. For all ν ∈ P+ the map
ϕλ1+ν,λ2+ν : V (λ1 + ν, λ2 + ν)→ D(λ1 + ν, λ2 + ν),
is an isomorphishm. Moreover D(λ1+ν, λ2+ν) admits a flag and the quotients are isomorphic
to τ∗sD(2, µ) for some s ∈ Z+, µ ∈ P
+.
Remark. One can give a precise formula for the graded character of D(λ1 + ν, λ2 + ν) and
this can be found in Section 1.8.
Remark. An analogous result was proved for An in [4] when ν = 0. In fact in that case it
was proved that
V (λ1, λ2) ∼= D(λ1, λ2) ∼= D(2, λ1 + λ2).
Our methods are different and work for An as well and prove the more general case when
ν 6= 0.
Remark. It is plausible that the map ϕλ,µ : V (λ, µ) → D(λ, µ) is always an isomorphism.
This is known to be true for sl2 and examples exist in sln (see for instance [2, 35]).
In the rest of the section we shall assume that (λ1, λ2) is an interlacing pair and λ = λ1+λ2.
Moreover the property of interlacing pairs means that we can and will assume without loss of
generality that if λ(hn−1 + hn) > 0 then λ1(hn−1) > 0. This means that if p is maximal such
that λ(hp+1) = 1 then p ≤ n− 2 and λ1(hp+1) = 1 and λ2(hp+1) = 0.
1.10. The theorem is proved in several steps. The first reduction is the following propo-
sition which gives a condition for the generalized Demazure module to be isomorphic to a
Demazure module.
Proposition. If λ(hn−1 + hn) = 1 or if λ = ωi−1 + ωi + δi+1,nωn for 1 ≤ i ≤ n − 1 then for
all ν ∈ P+ we have
V (λ1 + ν, λ2 + ν) ∼= D(2, 2ν + λ) ∼= D(λ1 + ν, λ2 + ν).
1.11. Suppose that λ(hn−1 + hn) ∈ {0, 2} and λ 6= ωi−1 + ωi + δi+1,nωn and let p ≤ n− 2
be maximal such that λ1(hp+1) = 1 = λ(hp+1). Let 1 ≤ p
′ ≤ p ≤ n − 2 be maximal so that
(λ1 − λ2)(hp′,p) = 0. Observe that if p
′ < p then the definition of interlacing pairs forces
λ2(hp) = 1 = λ1(hp′). Set
βλ = βp′,p+1 = αp′ + · · · + αp + 2(αp+1 + · · · + αn−2) + αn−1 + αn
and note that λ1(hβλ) = 3 − δp′,p and λ2(hβλ) = (1 − δp′p). It is helpful to note that the
assumption λ(hn−1 + hn) ∈ {0, 2} implies that p = n− 2 iff λ(hn−1 + hn) = 2.
Lemma. Suppose that λ(hn−1+hn) ∈ {0, 2} and λ 6= ωi−1+ωi+δi+1,nωn. Then λ1−βλ ∈ P
+
and there exists ν0 ∈ P
+ such that (λ1 − βλ − ν0, λ2 − ν0) is an interlacing pair.
Proof. It is simple to see that with our assumptions
λ1 − βλ = λ1 − ωp+1 − δp,n−2ωn − (1− δp′,p)ωp′ + ωp′−1 + (1− δp′,p)ωp ∈ P
+.
Taking ν0 = λ2(hp′−1)ωp′−1+(1− δp′,p)λ2(hp)ωp it is easy to check that (λ1−βλ− ν0, λ2− ν0)
is an interlacing pair.

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1.12. The second reduction is the following proposition which in particular, gives an upper
bound for the dimension of V (λ1 + ν, λ2 + ν).
Proposition. Suppose that λ(hn−1 + hn) ∈ {0, 2} and λ 6= ωi−1 + ωi + δi+1,nωn. There exists
a right exact sequence of g[t]-modules
τ∗(λ1+ν)(hβλ )−1
V (λ1 + ν − βλ, λ2 + ν)→ V (λ1 + ν, λ2 + ν) −→ D(2, λ+ 2ν)→ 0, (1.5)
with wλ1+ν−βλ,λ2+ν → (x
−
βλ
⊗ t(λ1+ν)(hβλ )−1)wλ1+ν,λ2+ν.
1.13. Assuming Proposition 1.10 and Proposition 1.12 we complete the proof of Theorem
1.9. The proof is by an induction with respect to the partial order on P+. The minimal ele-
ments with respect to this order are 0, ω1, ωn−1, ωn and Proposition 1.10 shows that induction
begins. Moreover the proposition also establishes the theorem if λ = ωi−1 + ωi + δi+1,nωn or
λ(hn−1+hn) = 1. Hence we have only to prove the inductive step when λ(hn−1+hn) ∈ {0, 2}
and λ 6= ωi−1 + ωi + δi+1,nωn. We shall need the following result to complete the proof of the
inductive step.
Lemma. If λ(hn−1 + hn) ∈ {0, 2} and λ 6= ωi−1 + ωi + δi+1,nωn, there exists an inclusion of
g[t]-modules
τ∗(λ1+ν)(hβλ )−1
D(1, λ1 + ν − βλ) →֒ D(1, λ1 + ν), (1.6)
which sends to wλ1+ν−βλ → (x
−
βλ
⊗ t(λ1+ν)(hβλ )−1)wλ1+ν .
Proof. By Lemma 1.5 it suffices to prove that w := (x−βλ ⊗ t
(λ1+ν)(hβλ )−1)wλ1+ν satisfies the
relations in (1.1). If βλ−αi /∈ R
+ then it is clear that (x+i ⊗t
r)w = 0 for all r ∈ Z+. Otherwise
we must have i = p+ 1, or i = p′ if p′ < p or i = n if p = n− 2 and we have to prove that
(x−βλ−αi ⊗ t
(λ1+ν)(hβλ )−1+r)wλ1+ν = 0, r ∈ Z+.
But this follows from (1.2) since in all cases λ1(hi) = 1 and so (λ1 + ν)(hβλ) − 1 ≥ (λ1 +
ν)(hβλ−αi). The second relation in (1.1) is trivial if r = 0 and if r > 0 then it follows from
(1.2) since
(h⊗ tr)w = (x−βλ ⊗ t
(λ1+ν)(hβλ )+r−1)wλ1+ν = 0.
The third relation is immediate since the modules are all finite-dimensional.

1.14. Lemma 1.6, Proposition 1.12 and the inductive hypothesis establish the following
inequalities:
dimD(λ1 + ν, λ2 + ν) ≤ dimV (λ1 + ν, λ2 + ν),
dimV (λ1 + ν, λ2 + ν) ≤ dimD(2, 2ν + λ) + dimD(λ1 + ν − βλ, λ2 + ν).
The inductive step follows if we prove that
dimD(λ1 + ν, λ2 + ν) = dimD(2, 2ν + λ) + dimD(λ1 + ν − βλ, λ2 + ν). (1.7)
For this, we observe that Lemma 1.13 gives an inclusion
0→ D(1, λ1 + ν − βλ)⊗D(1, λ2 + ν)→ D(1, λ1 + ν)⊗D(λ2 + ν),
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which sends
wλ1+ν−βλ ⊗ wλ2+ν → ((x
−
βλ
⊗ t(λ1+ν)(hβλ )−1))wλ1+ν)⊗ wλ2+ν .
Since (λ1 + ν)(hβλ)− 1 ≥ (λ2 + ν)(hβλ) we see that (1.2) gives
(x−βλ ⊗ t
(λ1+ν)(hβλ )−1)) (wλ1+ν ⊗ wλ2+ν) =
(
(x−βλ ⊗ t
(λ1+ν)(hβλ )−1)wλ1+ν
)
⊗ wλ2+ν .
It follows that we have an inclusion
ι : D(λ1 + ν − βλ, λ2 + ν) →֒ D(λ1 + ν, λ2 + ν)
and it suffices to prove that the corresponding quotient is isomorphic to D(2, 2ν + λ). By
Lemma 1.7 we have the following surjective maps
V (λ1 + ν, λ2 + ν)։ D(λ1 + ν, λ2 + ν)։ D(2, 2ν + λ).
These maps are all unique up to scalars and Proposition 1.12 shows that the kernel of the
composite map is generated by the element (x−βλ⊗t
(λ1+ν)(hβλ )−1))wλ1+ν,λ2+ν . Hence the kernel
of
D(λ1 + ν, λ2 + ν)։ D(2, 2ν + λ)
is generated by (x−βλ ⊗ t
(λ1+ν)(hβλ )−1))(wλ1+ν ⊗ wλ2+ν). But this means that the latter kernel
is precisely the image of ι and hence the corresponding quotient is isomorphic to D(2, 2ν + λ)
as needed.
1.15. Given a graded g[t]-module V = ⊕s∈ZV [s] we have,
(g⊗ tr)V [s] ⊂ V [r + s], Vµ =
⊕
s∈Z
Vµ[s], Vµ[s] = Vµ ∩ V [s],
for all r, s ∈ Z and µ ∈ P . Let Z[v, v−1][P ] be the group ring of P with coefficients in Z[v, v−1]
where v is an indeterminate. Let e(µ), µ ∈ P be a basis for the group ring and set
chgr V =
∑
µ∈P
(∑
s∈Z
dimVµ[s]v
s
)
e(µ).
Notice that in the course of proving Theorem 1.9 we also established that the right exact
sequence in Proposition 1.12 is exact. Hence we get an equality of graded characters
chgrD(λ1 + ν, λ2 + ν) = chgrD(2, 2ν + λ) + v
(λ1+ν)(hβλ )−1 chgrD(λ1 − βλ + ν, λ2 + ν). (1.8)
Using this we can derive a formula for chgrD(λ1 + ν, λ2 + ν) in terms of Demazure modules
as follows.
Given µ ∈ P+ define elements ⌊µ/2⌋ and res2 µ of P
+ by,
⌊µ/2⌋(hi) = ⌊µ(hi)/2⌋, 1 ≤ i ≤ n, res2 µ = µ− 2⌊µ/2⌋.
Then res2 µ ∈ P
+(1) and we set βµ = βres2 µ if res2 µ satisfies the conditions of Section 1.11
and otherwise set βµ = 0. Let (µ1, µ2) be the interlacing pair corresponding to res2 µ and let
rµ = ⌊µ/2⌋(hβµ) + max{µ1(hβµ), µ2(hβµ)} − 1.
Given µ ∈ P+ set
µ0 = µ, µ1 = µ0 − βµ0 , . . . , µ
s = µs−1 − βµs−1 ,
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where s is minimal so that βµs = 0. Setting rk = rµk a repeated application of (1.8) gives
chgrD(⌊µ/2⌋ + µ1, ⌊µ/2⌋+ µ2) =
s∑
k=0
vrk chgrD(2, µ
k).
2. Proof of Proposition 1.10 and Proposition 1.12.
In this section we first establish some technical results on the properties of interlacing pairs
and then prove Proposition 1.10 and Proposition 1.12.
Throughout this section we shall assume without further mention that (λ1, λ2) is an inter-
lacing pair and λ = λ1 + λ2. We shall also assume without loss of generality that there exists
p maximal with λ(hp+1) = 1 with p ≤ n− 2 and λ1(hp+1) = 1.
2.1.
Lemma. For all 1 ≤ i ≤ j ≤ n we have
|(λ1 − λ2)(hi,j)| ≤ 1 (2.1)
and hence |(λ1 − λ2)(hα)| ≤ 2 for all α ∈ R
+. Further if λ(hn−1 + hn) = 1 then
|(λ1 − λ2)(hα)| ≤ 1 for all α ∈ R
+.
Proof. Equation (2.1) is proved by induction on j− i; induction obviously begins at i = j since
λ ∈ P+(1). If j > i the inductive step is clear if λ(hi) = 0 or λ(hj) = 0. If λ(hi) = 1 = λ(hj)
then either λ(hs) = 0 for all i < s < j or there exists i < p < j minimal such that λ2(hp) = 1.
In the first case we have proved that (λ1−λ2)(hi,j) = 0 and in the second case we have proved
that (λ1−λ2)(hi,j) = (λ1−λ2)(hp+1,j) and the inductive step follows. Since βi,j = αi,n+αj,n−1
for 1 ≤ i < j ≤ n− 1 it is immediate that
|(λ1 − λ2)(βi,j)| ≤ 2 for all 1 ≤ i < j ≤ n− 1.
Moreover, if λ(hn−1+hn) = 1 our assumptions imply that λ1(hn−1) = 1 and λ2(hn−1+hn) = 0
and so using (2.1) we have
−1 ≤ (λ1 − λ2)(hi,n) = (λ1 − λ2)(hi,n−2) = (λ1 − λ2)(hi,n−1)− 1 ≤ 0,
1 ≥ (λ1 − λ2)(hj,n−1) = (λ1 − λ2)(hj,n−2) + 1 ≥ 0.
Hence we have
−1 ≤ (λ1 − λ2)(hβi,j ) = (λ1 − λ2)(hi,n) + (λ1 − λ2)(hj,n−1) ≤ 1
and the proof of the lemma is complete. 
2.2. Recall our convention that αi,j = 0 if i > j. Set
R(λ1, λ2) = {βi,j : (λ1 − λ2)(hβi,j ) = ±2}.
Note that Lemma 2.1 shows that R(λ1, λ2) = ∅ if λ(hn−1+hn) = 1 or λ = ωi−1+ωi+δi,n−1ωn.
The next result establishes the converse.
Lemma. Suppose that λ(hn−1+hn) ∈ {0, 2} and λ 6= ωi−1+ωi+δi,n−1ωn. Then βλ ∈ R(λ1, λ2)
and more generally,
βi,j ∈ R(λ1, λ2) ⇐⇒ βi,j = αi,p′−1+βλ+αj,p and (λ1−λ2)(hi,p′−1) = 0 = (λ1−λ2)(hj,p) = 0.
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Proof. Recall from Section 1.11 that βλ = βp′,p+1 where 1 ≤ p
′ ≤ p is maximal with (λ1 −
λ2)(hp′,p) = 0 and that (λ1 − λ2)(hβλ) = 2. Hence a calculation shows that
βi,j ∈ R(λ1, λ2) =⇒ i ≤ p
′ or p′ < j ≤ p+ 1,
which shows that βi,j = αi,p′−1 + βλ + αj,p.
Since βi,p+1 ∈ R
+ if i < p′ we have
(λ1 − λ2)(hβi,p+1) = (λ1 − λ2)(hi,p′−1) + 2
and Lemma 2.1 forces (λ1 − λ2)(hi,p′−1) ∈ {−1, 0}. If j < p+ 1 we have βp′,j = βp′,p+1 + αj,p
and hence a similar argument shows that (λ1 − λ2)(hj,p) ∈ {−1, 0}. Together with hypothesis
that (λ1 − λ2)(hβi,j ) = ±2 we get (λ1 − λ2)(hi,p′−1) = 0 = (λ1 − λ2)(hj,p) as needed. The
converse is obvious. 
Remark. Notice that in particular we have established (with our conventions on (λ1, λ2))
that β ∈ R(λ1, λ2) iff (λ1 − λ2)(hβ) = 2.
2.3. Assume that λ(hn−1 + hn) = 1 or that λ = ωi−1 + ωi + δi,n−1ωn. By Lemma 2.1 we
have (λ1 − λ2)(hα) ∈ {−1, 0, 1} for all α ∈ R
+, and so
max{(ν + λ1)(hα), (ν + λ2)(hα)} = ν(hα) + ⌈(λ(hα)/2⌉.
The defining relations give
V (λ1 + ν, λ2 + ν) ∼= D(2, 2ν + λ1 + λ2).
Since the maps in Lemma 1.6 and Lemma 1.7 are unique up to scalars it now follows that the
map
V (λ1 + ν, λ2 + ν)։ D(λ1 + ν, λ2 + ν)։ D(2, 2ν + λ1 + λ2),
is an isomorphism and hence all the maps are isomorphisms. Proposition 1.10 is proved.
2.4. We turn to the proof of Proposition 1.12. We have R(λ1, λ2) 6= ∅ and our conventions
imply that λ1(hβλ) = 3− δp′,p and λ2(hβλ) = 1− δp′,p. Using the remark following Lemma 2.2
we have λ1(hβ) ≥ λ2(hβ) for all β ∈ R(λ1, λ2). Hence for all β ∈ R(λ1, λ2),
(ν + λ1)(hβ) = max{(ν + λ1)(hβ), (ν + λ2)(hβ)} = ν(hβ) + ⌈(λ(hβ)/2⌉ + 1, .
An inspection of the defining relations of the modules shows that the kernel K of the canonical
map
ψλ1+ν,λ2+ν : V (λ1 + ν, λ2 + ν)→ D(2, λ+ ν)→ 0, wλ1+ν,λ2+ν → w2ν+λ,
is generated by the elements
(x−β ⊗ t
(ν+λ1)(hβ)−1)wλ1+ν,λ2+ν , β ∈ R(λ1, λ2).
The proof of Proposition 1.12 is now shown in two steps. The first step is to show that
K = U(g[t])(x−βλ ⊗ t
(ν+λ1)(hβλ )−1))wλ1+ν,λ2+ν .
For this, let β ∈ R(λ1, λ2) and write β = αi,p′−1 + βp′,p+1 + αj,p as in Lemma 2.2 and assume
that i ≤ p′ − 1 or j ≤ p (otherwise β = βλ and there is nothing to prove). The defining
relations
(x−i,p′−1 ⊗ t
(ν+λ1)(hi,p′−1))wλ1+ν,λ2+ν = 0 = (x
−
j,p ⊗ t
(ν+λ1)(hj,p))wλ1+ν,λ2+ν ,
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imply if i ≤ p′ − 1 and j ≤ p
(x−i,p′−1 ⊗ t
(ν+λ1)(hi,p′−1))(x−j,p ⊗ t
(ν+λ1)(hj,p))(x−βλ ⊗ t
(ν+λ1)(hβλ )−1)wλ1+ν,λ2+ν =
[x−i,p′−1, [x
−
j,p, x
−
βλ
]]⊗ t
(ν+λ1)(hβi,j )−1)wλ1+ν,λ2+ν = (x
−
βi,j
⊗ t
(ν+λ1)(hβi,j )−1)wλ1+ν,λ2+ν .
An obvious modification works if i ≥ p′ or j ≥ p+ 1 and the first step is proved.
The next step is to show that the element (x−βλ ⊗ t
(ν+λ1)(hβλ )−1)wλ1+ν,λ2+ν satisfies the
defining relations of the element wλ1+ν−βλ,λ2+ν ∈ V (λ1 + ν − βλ, λ2 + ν). This establishes the
existence of the map V (λ1 + ν − βλ, λ2 + ν)→ K → 0.
2.5. We prove that (x−βλ ⊗ t
(ν+λ1)(hβλ )−1)wλ1+ν,λ2+ν satisfies the relations in (1.3) with
(λ1, λ2) replaced by (λ1−βλ, λ2). Since (x
+
i ⊗ t
r)wλ1+ν,λ2+ν = 0 for 1 ≤ i ≤ n and r ∈ Z+ the
first relation in (1.3) is immediate if βλ − αi /∈ R
+. Otherwise we must prove that
(†) (x−βλ−αi ⊗ t
(ν+λ1)(hβλ )−1+r)wλ1+ν,λ2+ν = 0.
Since βλ = βp′,p+1 it follows that either i = p + 1 and if p
′ < p then we can also have i = p′
and if p = n− 2 then, in addition we can have i = n. In the first two cases we have λ1(hi) = 1
and λ2(hi) = 0 (see Section 1.11). In particular
(x−βλ−αi ⊗ t
ν(hβλ−αi)+2−δp,p′ )wλ1+ν,λ2+ν = 0,
is a defining relation and (†) follows by applying (h⊗ tr) since
(ν + λ1)(hβλ)− 1 + r = ν(hβλ) + 2− δp,p′ + r ≥ ν(hβλ−αi) + 2− δp,p′ , r ∈ Z+.
A similar argument establishes the case when p = n− 2 and i = n.
It is trivial to see that the second relation in (1.1) holds and the third is then immediate
since V (ν + λ1, ν + λ2) is finite-dimensional.
2.6. We need the following result to prove that (x−βλ ⊗ t
(ν+λ1)(hβλ )−1)wλ1+ν,λ2+ν satisfies
the relations in (1.4).
Lemma. The relation (x−α ⊗ t
ν(hα)+max{λ1(hα),λ2(hα)})wλ1+ν,λ2+ν = 0 holds in V (λ1+ν, λ2+ν)
for all α ∈ R+ iff it holds for all the elements of the set
{αi,j : 1 ≤ i ≤ j ≤ n, λ(hi) = 1 = λ(hj), λ(hi,j) = 2− δi,j}.
Proof. The forward direction of the Lemma is obvious. For the reverse direction we proceed
by induction with respect to the partial order on R+ induced by the partial order ≤ on P . If
α = αi for some 1 ≤ i ≤ n there is nothing to prove. For the inductive step choose 1 ≤ r ≤ n
so that α− αr ∈ R
+. If λ(hr) = 0 then the result follows from [x
−
r , x
−
α−αr ] = x
−
α and
(x−r ⊗ t
ν(hr))wλ1+ν,λ2+ν = 0 = (x
−
α−αr ⊗ t
ν(hα−αr )+max{λ1(hα),λ2(hα)})wλ1+ν,λ2+ν ,
where the second equality is an application of the inductive hypothesis. Otherwise, λ(hr) > 0
for all 1 ≤ r ≤ n with α− αr ∈ R
+, in which case α is one of the following:
• αi,j with λ(hi) = 1 = λ(hj),
• βi,j with i < j − 1 and λ(hi) = λ(hj) = 1,
• βj−1,j with λ(hj) = 1 .
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In the first two cases choose i < s ≤ j minimal with λ(hs) = 1 and λ(hi,s) = 2. The result
follows since Lemma 2.1 and the inductive hypothesis give
(x−i,s ⊗ t
ν(hi,s)+1)wλ1+ν,λ2+ν = 0 = (x
−
α−αi,s ⊗ t
ν(hα−αi,s )+max{λ1(hα)−1,λ2(hα)−1})wλ1+ν,λ2+ν .
In the third case if λ(hj−1) = 1 or if λ(hj−1) = 0 and there exists s > j minimal with
λ(hs) = 1 then the result follows as before by working with the pairs (αj−1,j, α− αj−1,j) and
(αj−1,s, α − αj−1,s) respectively. Otherwise we have max{λ1(hα), λ2(hα)} = 2 and the result
follows from
(x−j−1,n−1 ⊗ t
ν(hj−1,n−1)+1)wλ1+ν,λ2+ν = 0 = (x
−
j,n ⊗ t
ν(hj,n)+1)wλ1+ν,λ2+ν .

2.7. To complete the proof of the second step, we now show that (1.4) also holds. By the
preceding Lemma it suffices to prove that
(∗) (x−α ⊗ t
ν(hα)+max{(λ1−βλ)(hα),λ2(hα)})(x−βλ ⊗ t
(ν+λ1)(hβλ )−1)wλ1+ν,λ2+ν = 0
for roots of the form α = αi,j with
(∗∗) (λ− βλ)(hi) = 1 = (λ− βλ)(hj), (λ− βλ)(hs) = 0, i < s < j,
and note that this forces βλ(hi) ≤ 0 and βλ(hj) ≤ 0. We claim that (βλ, α) ≤ 0. Otherwise
we would have that βλ − α ∈ R and since α − βλ /∈ R
+ we must have βλ − α ∈ R
+. It
is elementary to see that this is only possible if αi,j = αp′,r or αp+1,r for some r 6= p and
p′ < r ≤ n. Since βp′,p+1(hp′) = 1− δp′,p, and βp′,p+1(hp+1) = 1 we see that (∗∗) forces p
′ = p
and α = αp,r. However, if p
′ = p then we have λ(hp) = 0 by definition and βλ(hp) = 0 which
again contradicts (∗∗) and the claim is proved.
If α+ βλ /∈ R
+, i.e. (α, βλ) = 0 then
(x−α ⊗ t
ν(hα)+max{(λ1−βλ)(hα),λ2(hα)})wλ1+ν,λ2+ν = 0,
is a defining relation and (∗) follows since [x−α , x
−
βλ
] = 0. If (α, βλ) < 0 then α+ βλ ∈ R
+ and
[x−α , x
−
βλ
] = x−α+βλ . It suffices to show that
(x−α+βλ ⊗ t
ν(hα)+max{(λ1−βλ)(hα),λ2(hα)}+(ν+λ1)(hβλ )−1)wλ1+ν,λ2+ν = 0.
But this holds since
max{λ1(hα+βλ), λ2(hα+βλ)} = max{λ1(hα) + 3− δp′,p, λ2(hα) + 1− δp′,p}
≤ max{λ1(hα) + 3− δp′,p, λ2(hα) + 2− δp′,p}
= max{λ1(hα) + 1, λ2(hα)}+ 2− δp′,p.
This completes the proof of Proposition 1.12.
3. Connection with the Representation theory of Quantum Affine Algebras
In this section we explain very briefly the relationship between our results and the repre-
sentation theory of quantum affine algebras. We also discuss the connection with the papers
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3.1. Let C(q) be the field of rational functions in an indeterminate q and set A = Z[q, q−1].
Let Uq(ĝ) be the quantized enveloping algebra (defined over C(q)) associated to ĝ. Let UA(ĝ)
be the A-form of Uq(ĝ) and recall that it is a free A-module and
Uq(ĝ) ∼= UA(ĝ)⊗A C(q).
Regarding C as an A-module by letting q act as 1 we have that UA(ĝ)⊗A C is an algebra over
C which has the universal enveloping algebra U(ĝ) as a canonical quotient. Finally, recall that
Uq(ĝ) is a Hopf algebra and that UA(ĝ) is a Hopf subalgebra.
Let P+
Z
be the free abelian monoid generated by elements {ωi,qr : 1 ≤ i ≤ n, r ∈ Z} and
let wt : P+ → P+ be the morphism of monoids given by wtpi =
∑n
i=1(deg πi)ωi.
Definition. Let P+
Z
(1) be the subset of P+
Z
containing the identity of the and elements of the
form ωi1,a1 · · ·ωik,ak , where 1 ≤ i1 < i2 < · · · < ik ≤ n, aj ∈ q
Z for 1 ≤ k ≤ n, and
aj/aj+1 = q
±(ij+1−ij+2), k ≥ 2,
aj/aj+1 = q
±(ij+1−ij+2) =⇒ aj+1/aj+2 = q
∓(ij+2−ij+1+2)
where the second requirement holds for all j ≤ k−2 if (ik−1, ik) 6= (n−1, n) and if (ik−1, ik) =
(n− 1, n) then it holds for j ≤ k − 3 and we require ak−1 = ak. 
Clearly wtP+
Z
(1) = P+(1).
3.2. To each element pi ∈ P+
Z
one can associate an (unique up to isomorphism) irreducible
finite dimensional representation [pi] of Uq(ĝ). The trivial representation corresponds to the
identity of the monoid. Given pi,pi′ ∈ P+
Z
(1), the tensor product [pi] ⊗ [pi′] is generically
irreducible and isomorphic to [pipi′]. However, necessary and sufficient conditions for this to
hold are not known outside the case of sl2 and motivates the interest in understanding the
prime irreducible representations. Recall that a representation is prime if it cannot be written
as a tensor product of two non-trivial representations. The following result is not hard to
prove (see for instance [3, 4] for a similar statement for An).
Lemma. The module [pi] is prime for all pi ∈ P+
Z
(1). 
The results of [5, 9], show that the representation [pi] admits an A-form denoted [piA] and
[piA]⊗A C is an indecomposable and usually reducible module for the enveloping algebra U(ĝ)
and hence also for the current algebra g[t]. Moreover if we pull-back this representation via
the automorphism of g[t] → g[t] sending x ⊗ tr → x ⊗ (t − 1)r, x ∈ g, r ∈ Z+ we get a
representation [piC] of g[t] and
(g⊗ tNC[t])[piC] = 0, N >> 0.
3.3. We now explain how to deduce the following result.
Theorem. For pi ∈ P+
Z
(1), there exists an isomorphism of g[t]-modules
[piC] ∼= D(λ1, λ2),
where wtpi = λ and (λ1, λ2) is the interlacing pair associated to λ. In particular [piC] acquires
the structure of a graded g[t]-module.
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The theorem can be proved by the same methods as the ones used in [4] for sln+1. It uses
the following idea developed in [27] where similar questions were studied for a different family
of irreducible representations.
Suppose that pi1,pi2 ∈ P
+
Z
are such that we have an injective map of Uq(ĝ)-modules
[pi1pi2] → [pi1] ⊗ [pi2]. Since UA(ĝ) is a Hopf subalgebra of Uq(ĝ), we get an injective map
[(pi1pi2)A] → [(pi1)A]⊗ [(pi2)A]. It was shown in [27, Lemma 2.20, Proposition 3.21] that ten-
soring with ⊗AC and pulling back by the automorphism of g[t] induced by t → t − 1, gives
rise to a map of g[t]-modules [piC]→ [(pi1)C]⊗ [(pi2)C]. Here are the main steps in proving the
theorem. Retain the notation of the theorem.
We prove that the choice of parameters in Definition 3.1 along with Theorem 1.9 implies
that there exists a surjective map of g[t]-modules D(λ1, λ2)→ [piC]→ 0.
Next note that one can define canonically, elements pi1,pi2 ∈ P
+
Z
(1) with wtpis = λs, s = 1, 2
and pi = pi1pi2. Moreover, using the results in ([9, 15]), one has the following isomorphisms of
graded g[t]-modules,
[(pi1)C] ∼=g[t] D(1, λ1), [(pi2)C] ∼=g[t] D(1, λ2).
The results in [6] show that there is an injective map of Uq(ĝ)-modules [pi] → [pi1] ⊗ [pi2].
As discussed earlier, one can use [27, Lemma 2.20, Proposition 3.21] to show that the image
of the induced map
[piC]→ [(pi1)C]⊗ [(pi2)C] ∼= D(1, λ1)⊗D(1, λ2)
is D(λ1, λ2). Hence we have a composition of surjective maps
D(λ1, λ2)։ [piC]։ D(λ1, λ2).
and Theorem 3.3 is proved.
3.4. The connection with the category Cξ.
We discuss the relationship of our work with that of [19, 20, 31] and restrict ourselves to
Dn. Let ξ : {1, 2, · · · , n} → Z and define the bipartite quiver on the Dynkin diagram of Dn
given by
ξ(i) = ξ(i+ 1)± 1, ξ(i) = ξ(i+ 2), ξ(n− 1) = ξ(n).
Let Cξ be the full subcategory of finite-dimensional representations of Uq(ĝ) defined as follows:
an object of Cξ has all its Jordan–Holder components of the form [pi], where pi ∈ P
+ is a
product of terms of the form ωi,a, a ∈ {q
ξ(i)±1}, 1 ≤ i ≤ n. The following was proved in
[19, 20] for D4 and in [31] for Dn.
Theorem. The category Cξ is closed under taking tensor products. The Grothendieck ring of
Cξ is a monoidal categorification of a cluster algebra of type Dn with n frozen variables. 
Recall that the cluster variables in a cluster algebra of type Dn are indexed by elements of
R+ ∪ {−αi : 1 ≤ i ≤ n}. The cluster variable associated to a root αi,j of Dn corresponds to
a representation [pi] where pi ∈ P+
Z
(1) is given by pi = ωi,aiωi+1,ai+1 · · ·ωj,aj and the aks are
determined by requiring that pi ∈ P+
Z
(1) and ai = q
ξ(i)±1 if ξ(i) = ξ(i− 1) ± 1. Theorem 3.3
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gives a character formula for the prime objects corresponding to these cluster variables. More
generally if we relax the condition that ξ define a bipartite quiver, then the elements of P+
Z
(1)
should correspond to cluster variables in a suitable monoidal categorification. This was done
in detail for An in [3] and it was non trivial to identify the cluster variable corresponding to
[pi] when ξ is not bipartite or monotonic.
For Dn, even in the bipartite case, it seems to be much more difficult to give the character
of the prime representations corresponding to roots of the form βi,j . However, preliminary
calculations suggest that the graded limits of these will also admit a flag where the successive
quotients are Demazure modules, but possibly of level bigger than two. We hope to return to
these problems elsewhere.
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