Abstract-In a child's development, the child's inherent ability to construct knowledge from new information is as important as explicit instructional guidance. Similarly, mechanisms to produce suitable learning representations, which can be transferred and allow integration of new information are important for artificial learning systems. However, equally important are modes of instructional guidance, which allow the system to learn efficiently. Thus, the challenge for efficient learning is to identify suitable guidance strategies together with suitable learning mechanisms.
Introduction
When designing systems that learn from experience, it is worthwhile to consider well working learning systems, such as humans and particularly children. This consideration can be used to draw inspiration for approaches to test and directions to pursue. More importantly, comparing effects Sweden. observed in different learning systems can lead to the discovery of inherent properties of learning systems in general.
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One key aspect of developmental learning is to replicate the ability of humans to transfer previously learned knowledge to new domains or to changed conditions. This ability of humans is captured in the theory of cognitive constructivism of Piaget [1] , which views the human learning process as knowledge construction process going through the stages of information selection, organization and integration with previous knowledge [2] . Thus, a large focus of developmental learning lies on designing learning mechanisms, which learn representations from given data. These representations aim to help solving the given task, but must also be transferable and allow integration of new information.
While devising such mechanisms is challenging, we know from human learning and human development that just possessing the ability to construct knowledge is not sufficient for efficient learning. Another crucial factor for efficient learning is the mode of instruction, which needs to fit the learner's proficiency level. For human learning, Clark et al. [3] argue that novices benefit from full and explicit instructional guidance, while experts can benefit from discovery based learning. This notion is reflected in artificial learning systems, for example, in reinforcement learning agents, which essentially perform discovery based learning without prior knowledge of the task, but which are currently unable to learn to play low reward Atari games, such as MONTEZUMA'S REVENGE without expert demonstration [4] . Thus, devising suitable modes of instruction are as important for developmental learning as the design of suitable learning representations for transfer learning.
In this paper, we describe guided machine learning (gML) with its different types of guidance as possible framework of thought for different modes of instructional guidance. Furthermore, we discuss and evaluate different forms of guidance for a simple transfer learning task and evaluate the use of the learner's uncertainty for self guided learning in form of active learning [5] .
The general learning task used in this paper is document image binarization, i.e., the separation of text foreground from page background. The used algorithm is pre-trained on a source dataset of document images from the Document Image Binarization Contests (DIBCO) [6] - [8] and the Handwritten Document Image Binarization Contests (H-(a) Image from the H-DIBCO 2016 dataset [12] .
(b)
Image from the AMADI LontarSet [13] . DIBCO) [9] - [12] , and the aim is to learn to binarize images of a target dataset from as few labeled samples as possible. The images from the source dataset show handwritten and printed text written in Latin characters on paper, as shown in Figure 1a . The target dataset, on the other hand, is written in Balinese script on palm leaves, as shown in Figure 1b .
The main contributions of this paper are:
• proposal of gML as thought framework for modes of instructional guidance
• evaluation of the learner's uncertainty as source for self guided learning
• evaluation of different instruction strategies
• proposal and evaluation of the use of uncertainty visualization to help user guidance Our results show that effects similar to the DunningKruger effect [14] interfere with the use of the learner's uncertainty for active learning. Furthermore, we show that user guided learning achieves better binarization results with the same number of labeled training data than normal supervised learning with random sample selection. However, we find that providing the user with a low level explanation of the binarization result, in form of the learner's visualized uncertainty, yields even better binarization results.
In the following, We provide background information about document image binarization and the used learning system in Section 2. Section 3 describes our ideas on gML and Section 4 discusses the estimation and potential pitfalls in estimating the learner's uncertainty. We describe the different strategies for guidance in Section 5 and describe the experiment design in Section 6. The results of the evaluations are presented in Section 7, Section 8 describes related work and Section 9 concludes this paper.
Background

Image Binarization
Image binarization is a document analysis task with the goal to separate text foreground from page background. This is achieved by labeling each pixel in an input image as either foreground or background pixel. Image binarization is a common pre-processing task for other document analysis algorithms, such as word spotting [15] or image transcription [16] . While comparatively simple in contemporary documents, image binarization becomes increasingly difficult in historical documents, due to common image degradations, such as faded ink, stains or ink bleeding through from the other side of the page. Many algorithms have been proposed to address this task, including the algorithms by Otsu [17] and Niblack [18] , as well as the more recent deep supervised network approach by Vo et al. [19] .
Recurrent Binarization
The underlying binarization algorithm of our gML system is the recurrent neural network (RNN) based algorithm by Westphal et al. [20] . This algorithm divides a given document image into blocks of 64×64 pixels. Each of these blocks is then read sequentially and individually by four separate Grid long short-term memory (LSTM) [21] network layers, each starting from one of the block's four corners. The output of these layers is combined and processed by another two Grid LSTM layers. The final binarization result is achieved through a weighted sum of the outputs of the two Grid LSTM layers, mapped into the interval between 0 and 1 by the sigmoid function. Thus, each pixel in the processed block receives a continuous value between 0 and 1. To receive the final result, each of these continuous values is rounded to either 0 (foreground) or 1 (background).
Guided Machine Learning
In this paper, guided machine learning (gML) refers to a form of interactive machine learning [22] , [23] , which is concerned only with learning algorithms allowing an external agent to steer the learning process. For defining gML in this paper, we adapt Mitchell's definition of machine learning [24] as follows: Definition 1. A computer program is said to learn through guidance G from external agent A with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves through actions performed by A with the aim to achieve such an improvement.
Thus, the main focus of gML lies on exploring different guidance mechanisms for steering the learning process. Here, we distinguish between mechanisms based on sample selection, Section 3.1, and mechanisms based on privileged information, Section 3.2. Both directions and their subcategories are described in the following sections.
Sample Selection
Mechanisms in this category guide the learning process through the selection of training samples. Common selection approaches are random, data focused a priori, learner focused a priori and learner focused adaptive.
Random selection. This approach chooses training samples randomly and the only provided guidance are the provided correct labels for the given training samples. This is the standard supervised learning approach.
Data focused a priori selection. This strategy determines the complete training set before starting the training, based on the characteristics of the training data. For example, curriculum learning [25] builds the complete training set by initially choosing easy samples and then adding more and more difficult ones to the training set. This distinction between easy and difficult samples is done based on the data set's characteristics and is independent of the learner.
Learner focused a priori selection. This method determines the complete training set before starting the training, based on the learner's characteristics. Machine teaching [26] employs this strategy by creating an optimal training set based on the knowledge of the target function to be learned and of the learner's learning mechanism.
Learner focused adaptive selection. This approach builds an initial training set, which is iteratively updated, based on the learner's current proficiency. Two approaches following this strategy are iterative machine teaching [27] and Teaching-to-Learn and Learning-to-Teach (TLLT) [28] , [29] , which aim to generate a new optimal training set after each training iteration based on the learner's current state.
Privileged Information
On the other hand, privileged information approaches, as described by Vapnik and Izmailov [30] , guide the learner by providing additional information about a training sample to the learner. However, this additional information is available only at training time, but not at test time. Here, we distinguish between a priori selected privileged feature information, a priori selected privileged target information and adaptively selected privileged information.
A priori selected privileged feature information. This strategy adds additional features to the training samples regardless of the learner's current performance. Examples for this approach are similarity control and knowledge transfer as described by Vapnik and Izmailov [30] , as well as generalized distillation [31] . Another example for this strategy is learning by demonstration as described by Rozo et al. [32] .
In their paper, the demonstrated movement trajectory used to teach collaborative behavior to a robot arm can be viewed as privileged information only available at training time.
A priori selected target information. This approach adds richer target information to the training samples regardless of the learner's current performance. One example for this form of guidance is distillation [33] , which trains a learner with lower model capacity on the outputs of a pre-trained teacher with higher model capacity.
Adaptively selected privileged information. This method adapts the provided privileged training information based on the learner's current state. Explanatory debugging, as described by Kulesza et al. [34] , for example, falls in this category. The system described in their paper illustrates the learner's state for its users by showing them the important words, which led it to classify a message in a certain way. The user can then provide privileged information by adjusting which words are used for the classification and how important those words are for a certain class.
Since we view our learner as novice in the target domain of our transfer learning task, we consider only gML strategies for this task. In this study, we focus on sample selection strategies, in particular on random selection and learner focused adaptive selection. For the latter, samples are selected by a human user by assessing the learner's current proficiency either based solely on its current output or on its output combined with a visualization of its uncertainty. However, we also evaluate the use of the learner's uncertainty for active learning, which is not a gML technique.
Estimating Network Uncertainty
The binarization algorithm used in this study labels each image pixel p i as foreground or background by first assigning to it a continuous valueŷ i ∈ [0, 1] and then deriving its label l i as l i = ŷ i + 0.5 . Since this turns the value 0.5 into the decision boundary between foreground and background, we use the distance of the predicted valuê y i from this decision boundary as measure for the network's certainty that it assigned a label correctly. Conversely, the distance betweenŷ i and the assigned label l i can be viewed as the network's uncertainty u i , with:
This pixel-level uncertainty estimate can then be used to receive an estimate of the network's labeling uncertainty for any given image by averaging over all pixel uncertainties. Being able to estimate the network's uncertainty for a given image or a particular area of an image has two potential advantages. First, it should make it possible to identify image areas, which contain many pixels with assigned labels easily changeable through training, and second it should make it possible to identify image areas, which have the highest need for change. The first advantage naturally follows from the definition of our uncertainty measure, i.e., values with high uncertainty lie close to the decision boundary and thus are easily moved across it. However, the second advantage hinges on the relationship between binarization quality and uncertainty, as it assumes a negative correlation between both.
In order to analyze this relationship, we simplify the possible states of one pixel with respect to binarization quality and uncertainty to four distinct states:
• correctly labeled -certain majority of pixels in a binarized image, we can see that the relationship between quality and uncertainty changes. As exemplified by Figure 2 , we can expect a negative correlation when the majority of pixels is either labeled correctly with high certainty or if labeled incorrectly with high uncertainty. Conversely, one would expect a positive correlation between binarization quality and uncertainty if the majority of pixels is labeled correctly with high uncertainty or labeled incorrectly with high certainty. This means however that uncertainty can be used to select image areas, which need to be improved, only if the network estimates its uncertainty correctly, i.e., assigns higher uncertainty to incorrectly labeled pixels. But since this estimate relies on the network's ability to label pixels correctly, it should become susceptible to the Dunning-Kruger effect [14] , which describes the observation that the lack of ability to perform a certain task may also impede the objective assessment of the correct execution of this task.
Learning from User Guidance
In this study, our gML system receives user guidance in form of additional training samples and uses these samples for re-training. Here, it is important to note that the used binarization algorithm binarizes and trains on blocks of 64 × 64 pixels at once. Therefore, one training sample for this algorithm is one such image block. Additional training samples for re-training can be obtained from users by letting them correct the network's shortcomings, i.e., by providing the correct labels to mislabeled pixels within one such block, and thus producing ground truth data for the block.
Since the used mechanism simply provides ground truth data for training, the question arises: What is the benefit of learning from user guidance over learning from a ground truth dataset? The answer to this question is the selection of training samples. While normal training based on a ground truth dataset would require several images to be completely labeled and would then randomly select blocks to train on, in our case of learner focused adaptive selection, blocks to train on are selected by a user and only those blocks need to be labeled. This should lead to less labeled blocks and faster improvements in binarization quality, since a user can easily identify blocks, from which the network can learn the most, i.e., blocks containing many labeling errors. On the other hand, when blocks are chosen randomly, there is no such guarantee. In fact, in this case, blocks containing only background pixels are chosen more often, since document images consist mostly of background pixels.
Additionally to providing users with the network's binarization output to select training samples, it appears reasonable to visualize the network's labeling uncertainty. Since areas of high uncertainty should be easier to change, as described in Section 4, this may help users to select blocks, which will lead to easier improvements or prevent changes in pixels for which the network has found the correct label, but is fairly uncertain about the labeling result. Such a visualization can be achieved easily by quantization of the estimated uncertainty and by mapping each of the quantization levels to a color.
As user guidance focuses on the shortcomings of the current model, a training set selected in this way may overemphasize rare failure cases, while omitting common and currently correctly labeled cases. This, in turn, may lead to worse binarization results after re-training and may increase the need for labeled training samples. One straightforward strategy to avoid this situation is to combine the new user provided training samples with training samples, which were used to build the original model. This combination can help to learn the correct labeling of identified failure cases without forgetting how to label common ones. However, this strategy relies on the fact that the document images on which the original model was trained are similar to the images of the new image collection, which may not always be the case.
Experiment Design
Experiment Setup
All experiments reported in this paper were conducted on a computer with an Intel i7-6700K quad-core CPU @ 4.00 GHz, 32 GB DDR4 RAM and an Nvidia GeForce GTX 980. The implementation of the recurrent binarization algorithm was adapted from the original TensorFlow 1 implementation by Westphal et al. [20] from GitHub 2 . The base model used as starting point for all conducted experiments has been trained on the DIBCO and H-DIBCO datasets, DIBCO 2009 [6] , H-DIBCO 2010 [9] , H-DIBCO 2012 [10] , DIBCO 2013 [8] , and H-DIBCO 2014 [11] , while the DIBCO 2011 [7] dataset was used for validation and H-DIBCO 2016 [12] for testing. While the DIBCO and H-DIBCO datasets are well suited to build a general model for binarization, due to their inhomogeneity in appearance, they are, for the same reason, not suitable for our experiments. Since the main idea of this study is to re-train a base model to fine-tune it to a particular, homogeneous image collection, a homogeneous dataset is required. Therefore, we chose the AMADI LontarSet [13] , which consists in total of 100 images with associated ground truth, and extracted two collections of visually similar images from it. These collections are the Bangli set, a collection of 14 images from the Bangli collection, and the IIIC set, a collection of 17 visually similar images taken from four different collections. Each of these two sets is split into two subsets of 7 or 8/9 images respectively, which are used for training or testing.
In all conducted experiments, the binarization quality will be assessed using only pseudo F-Measure (F ps ), which is an evaluation metric specifically designed to assess binarization quality, since it takes into consideration that certain labeling errors are less severe than others [35] . While other common binarization quality measures, such as F-Measure, peak signal-to-noise ratio (PSNR) and distance reciprocal distortion metric (DRD) [36] were considered, they are omitted here, since they either show the same result as F ps , in case of F-Measure, or overemphasize background labeling errors. This overemphasis can be problematic in initial phases of fine-tuning, as it favors labeling trade-offs, which erase text and thus make the document illegible.
Furthermore, since we are mostly interested in the improvement in binarization performance with respect to the base model, we compute the relative F ps improvement (F (t) ps ) of a re-trained model t as follows:
Here, F is trained in this way to allow an estimation of the potential room for improvement starting from the base model's performance and to put the binarization quality achieved by the evaluated guidance strategies into perspective.
Evaluating Uncertainty and Quality
In order to analyze the relationship between network uncertainty and binarization quality, we compute a model's uncertainty on all images of a given test set and measure then the binarization performance of this model. Based on these values, we can compute Pearson's correlation coefficient ρ to measure the linear correlation between uncertainty and binarization quality.
We compute this correlation coefficient for the seven used DIBCO and H-DIBCO datasets by training a model on all but two of these datasets, and use one of the held out datasets for validation and the other for testing. We then combine the results for network uncertainty and binarization quality on the test dataset from all these seven models by standardizing them, and compute their overall correlation coefficient. Similarly, we combine the two sub-collections of the Bangli and IIIC dataset by building two models per dataset, standardizing their results and then combining them.
While there is only one final model in case of the DIBCO and H-DIBCO datasets, for the Bangli and IIIC dataset, we look at the correlation coefficient for the base model, as well as for the final model, i.e., the model produced from the base model after training to convergence using the respective training dataset.
Evaluating Guidance Strategies
In this paper, we evaluate 5 different guidance strategies for selecting image blocks to train on. These strategies are supervised learning, i.e., random selection (f rnd ), selection based on readability (f r ), selection based on uncertainty and readability (f ur ), as well as a combination of blocks selected by f r or f ur with blocks from the source training set, denoted as f rc and f urc respectively. For f r , we had one user selecting an equal number of image blocks from all training set images, adding up to a total of 512 blocks per training set. These blocks were selected based on the user's perception of which mislabeled blocks affected the readability most negatively. The same number of image blocks was selected by the same user for f ur with the key difference that the user had access to the network's visualized uncertainty and could therefore make use of this knowledge during selection.
Since the overall aim of this study is to reduce the number of labeled image blocks, we analyze the impact different selection strategies have on the binarization performance when taking subsets from the 512 selected training blocks of size 32, 64, 128, 256 and 512. Each of these five subsets is then used to re-train the base model for 5 training epochs with a batch size of 8 blocks per batch. Thus, the weights of the five produced models are updated 5 · (4, 8, 16, 32, 64 ) times respectively. The produced models are then used to assess the strategy's impact on the binarization performance. While f rc and f urc use the same image blocks as f r and f ur respectively, their number of training blocks is always twice as large, since they combine, e.g., 32 blocks from f r with another 32 blocks from the base model's training set. Table 1 shows the correlation coefficients and binarization quality measured in F ps for the DIBCO/H-DIBCO, Bangli and IIIC datasets. In this table, (base) denotes the base model's binarization quality on the respective dataset, while (final) denotes the quality of the model trained on all available training samples for the respective dataset until convergence. In case of the DIBCO/H-DIBCO datasets, we can see the negative correlation between uncertainty and binarization quality, one would expect from a model proficient in labeling images from a certain dataset. This is the case, since the majority of pixels is labeled correctly with high certainty, while mislabeled pixels have a high uncertainty (cf. Figures 3a and 3b) . Thus, uncertainty could be used to identify blocks, which should be used for training. However, for the base model applied to the Bangli and IIIC dataset, we observe a positive correlation with relatively low binarization performance. This is caused by a majority of pixels being labeled either incorrectly with high certainty or correctly with high uncertainty. Figures 3c and 3d exemplify this by showing that, in case of the Bangli dataset, the base model has the tendency to mislabel foreground pixels with high confidence, explaining the low binarization performance. This resembles the Dunning-Kruger effect, since the network's lacking proficiency in finding the correct foreground labels also impedes its uncertainty estimation.
Results and Analysis
Uncertainty and Binarization Quality
While one would expect a better uncertainty estimate and thus a negative correlation between uncertainty and binarization quality after training to convergence on a collection's complete training set, this is not the case for the Bangli and IIIC dataset, as shown in Table 1 . This observation is especially striking for the Bangli dataset, as we see no change in neither correlation nor average uncertainty. However, when looking at the example images in Figures 3e  and 3f , we can see that the labeling performance changes from labeling the majority of pixels incorrectly with high certainty towards labeling the majority of pixels correctly with high uncertainty. Thus, the correlation remains positive, even though the binarization performance increases. While not visible in the shown examples, we can observe that the overall average uncertainty stays the same between base and final model, because the areas of increased uncertainty are re-distributed through training, from the dark background regions of the image towards the foreground text.
Lastly, we observe for the Bangli and IIIC dataset that foreground pixels are assigned a high uncertainty after training, compared to the DIBCO and H-DIBCO datasets (cf. Fig. 3b and 3f ). This appears to be an artifact caused by the two ground truth images per image in the AMADI LontarSet, which do not always agree with each other or with the actual source image in such a form that ground truth strokes are sometimes significantly thinner than the actual character strokes or lie outside the area of the actual character. Therefore, it is reasonable to assume that the network does not reach the same level of certainty in labeling foreground pixels than when being trained on one reliable ground truth dataset. Figure 4 shows the relative improvements in F ps for all images of the Bangli dataset, which were achieved by models trained according to the 5 evaluated strategies on 32, 64, 128, 256 or 512 training blocks. In order to find statistically significant differences between the different strategies and numbers of used training blocks, we perform the Friedman test between all strategies and training block numbers. This test shows a statistically significant difference between strategies and number of blocks used for training at the p < 0.05 level. Therefore, we perform pairwise Wilcoxon rank-sum tests with Holm correction to find differences between the strategies.
Guidance Strategies
The most interesting finding from these pairwise tests is that f r and f ur perform consistently, statistically significantly better than f rnd trained on 32 blocks, given that f r and f ur trained on more than 32 blocks. While this appears like a low bar, it is not achieved by any of the other strategies, which indicates that these two strategies produce a better binarization performance with less training samples. Furthermore, it can be seen from Figure 4 that f ur produces models, which perform more consistently and better than f r . The main reason for this may be that including considerations about the network uncertainty in the selection process lead the user to create more representative training sets, which result in better models. Additionally, one can observe from Figure 4 that f rc and f urc tend to perform worse in relation to the other strategies the more blocks are used for training. This appears to be the case due to the dissimilarity between the DIBCO/H-DIBCO datasets and the Bangli dataset, which prevents a proper finetuning to the Bangli dataset if too many DIBCO/H-DIBCO samples are used for re-training.
The results for the IIIC dataset are omitted here, since they are not sufficient to draw any conclusions about the evaluated 5 strategies. This may be the case, since the base model performs well on the IIIC dataset and training does not result in a large improvement over this initial performance, as shown in Table 1 . Therefore, the potential room for improvement may not be large enough to observe clear differences between the different strategies.
Related Work
Within document analysis, several approaches have been proposed, which incorporate user feedback to achieve better solutions to their respective analysis task. Examples for such systems are the document retrieval system by Rusiñol and Lladós [37] or the document recognition system by Carton et al. [38] . However, the work most closely related to our own is the work by Huang et al. [39] . Their proposed approach uses pixels labeled by the user to learn to remove ink bleeding through from the other side of the page. The works by Huang et al., and Rusiñol and Lladós differ from our work since their aim is to improve their approach's performance only on the current sample, while we aim to improve the overall performance of our model. While Carton et al.'s goal is similar to ours in this respect, their approach is mostly to provide aid to the user to define rules for their rule based document recognition system.
Conclusion
In this paper, we have proposed gML as source for efficient modes of instruction for systems within developmental learning. Further, we have compared different sample selection based gML strategies with each other on a simple transfer learning task. The evaluated strategies were random selection (f rnd ), i.e., supervised learning, and learner focused adaptive selection with either user selected samples based on readability (f r ) or user selected samples based on readability and uncertainty (f ur ). We show that in this case, f ur tends to perform better than the other two strategies. The reason for this tendency may be that the combination of selection based on readability with selection based on visualized uncertainty results in more representative training sets, i.e., training sets, which do not overemphasize text regions, since background regions are selected as well, due to their high uncertainty. However, further work is required to confirm this tendency for other tasks or datasets.
Apart from the evaluation of different guidance strategies, we have shown that the relationship between network uncertainty and binarization performance depends on the network's labeling proficiency. While well trained networks show a negative correlation between uncertainty and binarization quality, networks trained on images from different collection tend towards a positive correlation between these two measures. We have argued that this positive correlation is caused by the network's overconfidence in its incorrect label assignments, which is caused by the network's low proficiency -a problem reminding of the Dunning-Kruger effect. This effect prevents the use of network uncertainty as single guide for training sample selection.
