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Abstract
Estimating the average treatment causal effect in clustered data often involves deal-
ing with unmeasured cluster-specific confounding variables. Such variables may be
correlated with the measured unit covariates and outcome. When the correlations are
ignored, the causal effect estimation can be biased. By utilizing sufficient statistics,
we propose an inverse conditional probability weighting (ICPW) method, which is ro-
bust to both (i) the correlation between the unmeasured cluster-specific confounding
variable and the covariates and (ii) the correlation between the unmeasured cluster-
specific confounding variable and the outcome. Assumptions and conditions for the
ICPW method are presented. We establish the asymptotic properties of the proposed
estimators. Simulation studies and a case study are presented for illustration.
Keywords: Average causal effect; Robustness; Sufficient statistic; Unmeasured cluster-specific
confounding.
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1 Introduction
Clustered data are usually considered as groups of units that share the same or similar char-
acters. Some examples of clustered data are children in the classes or schools, family members
in the households, and animals in the feedlots or barns. Estimating the average treatment
causal effect in clustered data often involves dealing with unmeasured pre-treatment cluster-
specific confounding variables, which can bring challenges in the estimation procedures. The
cluster-specific confounding variables in the previous examples can be teachers’ experience
and school resource (e.g., Hong and Raudenbush, 2006), neighborhood environment for the
households (e.g., Brumback and He, 2011), and management and operations in the feedlots
or barns (e.g., O’Connor et al., 2005; Ramirez et al., 2012). There are two possible reasons
for why such variables are not collected into data. The first possible reason, from data col-
lection point of view, is that it may be difficult or impossible to measure a cluster-specific
confounding variable. The second possible reason, from estimation point of view, is that the
cluster-specific confounding variable may be not of interest in estimation. Usually when the
cluster-specific confounding variable is unobserved, its relationship to other measured vari-
ables may be unclear, which can result biased causal effect estimates. As shown in Figure
1, a dashed line or a dashed arrow represents an unclear relationship between two variables.
When all three kinds of relationships with respect to unmeasured cluster-specific confound-
ing variable are unknown, it is impossible for us to adjust for this unmeasured cluster-specific
confounding variable. Therefore, additional assumptions are needed for the adjustment.
One assumption we can consider is that the treatment assignment mechanism is known.
This implies the relationship between the unmeasured cluster-specific confounder and the
treatment is known. Then the corresponding arrow from “cluster-specific confounder” to
“treatment” in Figure 1 is not dashed anymore. Under such assumption, the inverse proba-
bility weighting (IPW) or inverse propensity score weighting, an important tool used in causal
inference, can be applied to both randomized experiments and observational studies. A gen-
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Figure 1: A graph illustrating possible relationships between unmeasured cluster-specific
confounder and measured variables.
eral introduction of IPW method in causal inference can be found in Herna´n and Robins
(2018, Section 2.4). The IPW method involves estimating the probability, which is also
known as a propensity score (Rosenbaum and Rubin, 1983), of a unit being applied the
treatment given some information. The method has been widely studied in causal in-
ference (e.g., Robins et al., 2000; Hirano and Imbens, 2001; Lunceford and Davidian, 2004;
Cole and Herna´n, 2008; VanderWeele, 2009; Ertefaie and Stephens, 2010; Tan, 2010; Sjo¨lander et al.,
2011; Zhang et al., 2012; Tchetgen Tchetgen and VanderWeele, 2012; Vansteelandt and Daniel,
2014; Imai and Ratkovic, 2014; Naimi et al., 2014; Austin and Stuart, 2015; Ogburn et al.,
2015; Liu et al., 2016), missing data analysis (e.g., Little, 1986; Rotnitzky and Robins, 1995;
Hogan et al., 2004; Tsiatis, 2006, Chapter 6; Chen et al., 2008; Kott and Chang, 2010;
Kim and Shao, 2013, Chapter 5; Mitra and Reiter, 2011; Miao et al., 2015; Sun and Tchetgen Tchetgen,
2017; Ding and Li, 2018; Wen and Seaman, 2018), and survey statistics (e.g., Deville and Sa¨rndal,
1992; Fuller et al., 1994; Kalton and Flores-Cervantes, 2003; Kim and Im, 2014). An early
case of IPW dates back to the Horvitz-Thompson estimator (Horvitz and Thompson, 1952),
where the probability of a binary indicator for sampling (or missingness) is used for estima-
tion.
The IPW method usually requires all information for estimation, which is challenging for
clustered data when cluster-level information is partially or completely missing. In such case,
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the assumption of no unmeasured confounder is violated. Without considering the existence
of the unmeasured confounder, the method can lead researchers to the Simpson’s paradox
(Simpson, 1951). This is described by Pearl et al. (2016, Section 3.6). Sensitivity analyses
of the IPW estimators, when no unmeasured confounder assumption is violated, has been
studied (see Brumback et al., 2004; Zhao et al., 2017).
Efforts, using the IPW method, to adjust for the unmeasured cluster-specific confounding
variable have been made in recent years. Li et al. (2013) treated the unmeasured cluster-
specific confounding variable as random effect and fixed effect in two propensity score models,
among several models they considered, to investigate the performance of the propensity score
weighting methods. As discussed by Li et al. (2013), when the number of clusters is large
and the cluster size is small, fixed effect model can lead to unstable propensity score esti-
mates due to the Neyman-Scott incidental parameter problem (Neyman and Scott, 1948).
Comparatively, the random effect model does not have such problem, but it requires the
independence between covariates and the unmeasured cluster-specific confounding variable.
However, the independence requirement can not always be guaranteed. Yuan and Little
(2007) showed biased estimation, in a missing data setting, when the outcome depends on
the unmeasured cluster-specific confounding variable which may be correlated with the co-
variates. Skinner and D’arrigo (2011) proposed an IPW method using conditional logistic
regression to overcome the bias caused by aforementioned correlations. Their method was
originated from a missing data setting, then extended to binary treatment effect estimation.
Later, Yang (2017) developed calibrated propensity scores for binary treatment effect esti-
mation, which is robust to model misspecification. Other methods using propensity score
with clustered data are matching (e.g., Arpino and Mealli, 2011; Arpino and Cannas, 2016;
Zubizarreta and Keele, 2017) and stratification (e.g., Thoemmes and West, 2011).
In this paper, we focus on a novel method when the cluster-level confounding variable is
unobserved. By utilizing the sufficient statistics, we proposed an inverse conditional prob-
ability weighting (ICPW) method, which is robust to both (i) the correlation between the
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unmeasured cluster-specific confounding variable and the covariates (i.e., the left dashed
line in Figure 1) and (ii) the correlation between the unmeasured cluster-specific confound-
ing variable and the outcome (i.e., the right dashed arrow in Figure 1).
The remainder of this paper is arranged as follows. Section 2 describes clustered data
structure, assumptions and models. In Section 3, we propose the ICPW method by utilizing
the sufficient statistics. Asymptotic properties of the proposed estimators are shown in
Section 4. Simulation studies and a case study are conducted in Section 5 and Section 6,
respectively. We conclude the paper with discussion in Section 7.
2 Basic Setup
2.1 Clustered Data Structure and Estimand of Interest
Let Yij be the observed outcome for the jth unit (j = 1, 2, . . . , ni) in the ith cluster (i =
1, 2, . . . , m). Denote by a p-dimensional vector X ij the observed unit-specific pre-treatment
covariates. Let Aij be the treatment variable with domain ΩA. For categorical treatments,
we index treatment levels by a series of integers 0 to K, where K ≥ 1. Assume there is no
hidden variations of treatments, which is one component of the stable unit treatment value
assumption (SUTVA) (Imbens and Rubin, 2015, Section 1.6). Denote the sample size by n =∑m
i=1 ni. For cluster-level notations, let Y i = (Yi1, . . . , Yini)
T , X i = (X
T
i1, . . . ,X
T
ini
)T , and
Ai = (Ai1, . . . , Aini)
T be the ith cluster-level outcome, covariate, and treatment indicator,
respectively. Also, let U i be a cluster-specific confounding variable summarizing unobserved
information of cluster-level confounders. Assume ΩU , the domain of U i, is compact.
Next, we follow the potential outcome (or called counterfactual) setup (Rubin, 1974;
Neyman, 1990). Suppose each unit has two potential outcomes, Yij(0) and Yij(1). In par-
ticular, Yij(0) is the outcome that would be realized, if the unit received control, and Yij(1)
is the outcome that would be realized, if the unit received treatment. Denote cluster-level
potential outcomes as Y i(0) = (Yi1(0), . . . , Yini(0))
T and Y i(1) = (Yi1(1), . . . , Yini(1))
T .
5
More generally, denote cluster-level potential outcome with treatment level a as Y i(a) =
(Yi1(a), . . . , Yini(a))
T , where Yij(a) is the unit potential outcome.
Our goal for binary treatment is to estimate the population average treatment effect,
τ = E{Y (1)−Y (0)}, which is the expectation of difference between two potential outcomes
over the population. There are two ways to estimate τ without modeling potential outcomes.
The first one is to calculate the unit treatment effect, namely, Y (1) − Y (0), and then take
the expectation with respect to the population. However, this method is not feasible due
to the fundamental problem of causal inference (Rubin, 1974; Holland, 1986). Specifically,
each unit can receive either treatment or control, so only one of the potential outcomes
can be observed. Therefore, the unit treatment causal effect can not be directly calculated,
which implies the first way does not work. The second way for τ estimation is first taking
the expectations of both potential outcomes over the population, namely, E{Y (0)} and
E{Y (1)}, and then calculating the difference of the two expectations for τ . Such estimand
is proposed in Rosenbaum and Rubin (1983). We also consider the latter one in the paper.
For a general notation, we are interested in estimating E{Y (a)} and E{Y (a′)} with treat-
ment levels a and a′, where a 6= a′. Then the causal effect can be constructed as a function
of E{Y (a)} and E{Y (a′)}. For example, the causal risk difference, causal relative risk, and
causal odds ratio for binary outcome can be constructed as P{Y (a) = 1} − P{Y (a′) = 1},
P{Y (a) = 1}/P{Y (a′) = 1}, and P{Y (a)=1}
1−P{Y (a)=1}
/
P{Y (a′)=1}
1−P{Y (a′)=1}
, respectively, for a 6= a′. In such
case, we are interested in estimating P{Y (a) = 1} and P{Y (a′) = 1}.
2.2 Assumptions and Propensity Score for Inverse Probability Weighting
In order to identify the population average treatment effect, we consider some assumptions
hold in the clustered data. Usually most assumptions in causal inference are listed in unit
level. However, clustered data is different in data structure. To emphasize such difference,
we consider the following assumptions (except Assumption 2) in cluster level. Besides,
all assumptions (except Assumption 3) are listed with respect to binary treatment. The
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corresponding general forms for non-binary treatments are given in the immediate discussion.
Assumption 1. {Ai,X i,Y i(0),Y i(1),U i} ⊥ {Ai′ ,X i′,Y i′(0),Y i′(1),U i′} for any i 6= i′.
Moreover, Aij ⊥ Aij′|X i,U i for all clusters and j 6= j′.
The first component in Assumption 1 assumes all clusters are independent of each other.
It satisfies the “no interference” component in the SUTVA assumption (Imbens and Rubin,
2015, Section 1.6) in cluster level. That means the treatments applied to the units in one
cluster do not affect the potential outcomes of the units in any other clusters. A more general
form of the first component is (Ai,X i, {Y i(a)}a∈ΩA ,U i) ⊥ (Ai′ ,X i′, {Y i′(a)}a∈ΩA ,U i′).
The second component in Assumption 1 describes the conditional independence of the
treatment assignment mechanism for units within one cluster. That is, given all information
of covariates X i and confounding variable U i in the cluster, treatment applied to one unit
does not affect that applied to other units within the same cluster.
Assumption 2 (Consistency). Yij = Yij(0)I{Aij = 0}+ Yij(1)I{Aij = 1}, for all i and j.
Assumption 2 sets up the linkage between observed outcome and potential outcomes
for each unit (Herna´n and Robins, 2018, Section 1.1). The meaning of this assumption is
straightforward. If one unit receives control, then potential outcome Yij(0) is observed.
Similarly, if one unit receives treatment, then potential outcome Yij(1) is observed. A more
general description of the consistency assumption is that if Aij = a ∈ ΩA, then Yij = Yij(a).
Assumption 3 (Cluster-level Positivity). The cluster-level treatment joint probability is
P (Ai = ai|X i,U i) =
∏ni
j=1 P (Aij = aij |X i,U i). It satisfies 0 < P (Aij = aij |Xi,U i) < 1,
for all i, j, and ai = (ai1, . . . , aini), with aij ∈ ΩA. When the treatment is binary, all
elements in ai are binary, and ai 6= 0 or 1.
The unit-level Positivity assumption for binary treatment is 0 < P (Aij = 0|X i,U i) < 1
and 0 < P (Aij = 1|X i,U i) < 1. It is not equivalent to Assumption 3 because of the
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constraint ai 6= 0 or 1. Such constraint excludes those clusters that all units in one clus-
ter only received treatment (or control). Besides, the equivalence P (Ai = ai|X i,U i) =∏ni
j=1 P (Aij = aij|X i,U i) is obtained from the second component in Assumption 1.
Assumption 4 (Cluster-level Ignorability). {Y i(0),Y i(1)} ⊥ Ai|X i,U i for all i.
Assumption 4 indicates that, in each cluster, all units’ treatment assignments are not
affected by the units’ potential outcomes given information of X i and U i. It is different
from the another form of Ignorability assumption, {Y i(0),Y i(1)} ⊥ Ai|Xi, which indicates
no unmeasured confounder. For clustered data, cluster-level confounding factors may be
various across clusters. Their existence should not be ignored. Instead, Assumption 4 allows
the existence of unmeasured cluster-level confounding variable. A more general form of
Assumption 4 is {Y i(a)}a∈ΩA ⊥ Ai|X i,U i for all i.
Under the aforementioned assumptions, for binary treatment, the IPW estimator for the
average treatment effect is expressed as
τIPW =
1
n
m∑
i
ni∑
j
{ AijYij
P (Aij = 1|Xi, Ui) −
(1−Aij)Yij
1− P (Aij = 1|Xi, Ui)
}
, (1)
where the propensity score P (Aij = 1|X i, Ui) is the conditional probability of being applied
the treatment given (X i, Ui). In applications, model for unit-level treatment indicator Aij
can be constructed using a generalized linear mixed effect model
P (Aij = a|X i, Ui) = g(XTijβ + Ui), (2)
for all a, where g is the link function, and β is a p-dimensional vector of parameter. For
binary treatment indicator, researchers usually choose logic link as the link function. Then
we have the following form of a logistic model,
P (Aij = 1|Xij , Ui) =
exp(XTijβ + Ui)
1 + exp(XTijβ + Ui)
. (3)
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For multiple treatments, denote by k the treatment level with range k = 0, . . . , K, where
K ≤ 1. Therefore, there are K + 1 treatment levels in total. Assume treatment assignment
follows a multinomial logistic model. That is,
P (Aij = a|X ij,U i) =
exp{∑Kk=1 I(a = k)(XTijβk + Uik)}+ I(a = 0)
1 +
∑K
h=1 exp(X
T
ijβh + Uih)
, (4)
where a = 0, . . . , K, βk is the parameter for kth treatment assignment and Uik is the
unmeasured cluster-specific variable for the kth treatment. Then we have the cluster-specific
confounding variable as U i = (Ui1, . . . , UiK) for the ith cluster, with dimension K.
We should note that propensity score formulas above involve with the knowledge of
{U i}mi=1, which is unobserved in data. Besides, the existence of unmeasured {U i}mi=1 is
nonignorable. When {U i}mi=1 are treated as fixed effects and estimated by maximizing the
overall likelihood, the estimates tends to be biased as the number of cluster m increases
(Neyman and Scott, 1948). Moreover, when {U i}mi=1 are treated as random effects, the
requirement of independence between U i and X i cannot always be guaranteed. So we are
motivated to seek an estimation procedure without directly dealing with {U i}mi=1. Besides,
we want to specify under what conditions, the method is feasible.
2.3 Two Theorems Utilizing Sufficient Statistics
Before introducing the proposed method, we introduce two theorems utilizing sufficient
statistics. These two theorems provide theoretical foundations to our proposed method.
In particular, the new method is constructed by utilizing a sufficient statistic in each cluster.
Theorem 1. Suppose Z and X are random variables with domain ΩZ and ΩX , and θ
is a parameter vector with domain Ωθ. Let Zsub = (ZJ1, . . . , ZJk) with domain ΩZsub be a
subvector of Z = (Z1, . . . , Zn), where {J1, . . . , Jk} ⊆ {1, . . . , n}. Let T be a function of Z
with domain ΩT satisfies that for each element t ∈ ΩT , there exist at least two elements,
zo, z∗ ∈ ΩZ and their corresponding subvectors zosub, z∗sub ∈ ΩZsub such that (i) zosub 6= z∗sub
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and (ii) T (zo) = T (z∗) = t. If T is sufficient for θ, and 0 < P (Z = z|X, θ) ≤ P (Zsub =
zsub|X, θ) < 1 for any z ∈ ΩZ and its corresponding subvector zsub ∈ ΩZsub , then 0 <
P{Zsub = zsub|X,T = T (z)} < 1.
The proof of Theorem 1 is in the Supplementary Materials.
Remark 1. Theorem 1 indicates that by utilizing a sufficient statistic T for θ, one can still
obtain a non-zero conditional probability of Zsub, which does not depend on θ anymore. It is
helpful, when one wants to avoid the involvement of nuisance parameter θ and maintains the
same probability range. Moreover, one should notice that the two probabilities, P (Zsub =
zsub|X, θ) and P{Zsub = zsub|X,T = T (z)}, are not necessarily the same. Besides, the
dimensions of T and θ are the same (Cox, 2006, Section 2.5). One special case of the theorem
is setting Zsub = Z. That means we are considering the range of the conditional probability
of Z, which is 0 < P{Z = z|X,T = T (z)} < 1.
When applying Theorem 1, we have to pay attention to the requirement for the sufficient
statistic T , which is stronger than surjection. If T is a surjective function, it means for any
t ∈ ΩT there exists at least one element z ∈ ΩZ and a corresponding subvector zsub ∈ ΩT sub
such that T (z) = t. In this case, the conclusion in Theorem 1 is changed to 0 < P{Zsub =
zsub|X,T = T (z)} ≤ 1. This means if T is a surjective function, the probability of Zsub
conditional on T can be 1, even though the original probability of Zsub conditional on (X, θ)
is in range (0,1). In order to make the conditional probability P{Zsub = zsub|X,T = T (z)}
not equal to 1, we have to construct T more restrictive than surjective. That is, we require
at least “two” elements rather than “one” element zo, z∗ ∈ ΩZ and corresponding subvectors
zosub, z
∗
sub ∈ ΩZsub such that zosub 6= z∗sub and T (zo) = T (z∗) = t for any t ∈ ΩT .
Theorem 2. Suppose Z1, Z2 and Z3 are random variables, and the correspoding domains
are ΩZ1, ΩZ2 and ΩZ3, respectively. Let θ be a parameter with domain Ωθ. Let T , a function
of Z1, be sufficient for θ. If Z1 ⊥ Z2|Z3, θ, then Z1 ⊥ Z2|Z3,T .
The proof of Theorem 2 is in the Supplementary Materials.
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Remark 2. Theorem 2 has great potential in applications when dealing with nuisance pa-
rameters, which are nonignorable and not of main interest in estimation. Specifically, when
two random variables are independent conditional on a nuisance parameter, one can check
whether there exist a sufficient statistic, which is a function of the random variable Z1. If
such sufficient statistic exists, then a new independence holds, which is conditional on the
sufficient statistic rather than the parameter. The new independence is usually more de-
sirable since it only involves with (Z1,Z2,Z3,T ), which are usually formed from data. To
obtain the independence conditional on the sufficient statistic via Theorem 2, we do not need
information on (i) the further requirement of sufficient statistic described in Theorem 1, or
(ii) the prior distribution of the parameter θ, or (iii) the relationship between Z2 and θ, or
(iv) the relationship between Z3 and θ. It means this theorem has a great property of suffi-
cient statistics in applications. To apply the theorem, one should note that the probability
distribution of Z1 conditioned on the parameter θ should not be misspecified. Besides, the
same as discussed in Theorem 1, the dimension of sufficient statistic T should be the same
as θ, which was indicated by Cox (2006, Section 2.5).
2.4 Assumptions Conditional on Sufficient Statistics
Sufficient statistics play an important role in the aforementioned two theorems. To utilize
them in our proposed method, we simply treat {U i}mi=1 as cluster-specific parameters in
Model (2), then we consider the following assumption for sufficient statistics existence.
Assumption 5. For each cluster, there exists a function of Ai, defined as T i = T i(Ai), is
sufficient for U i in (2). Moreover, for any value t of T i and any unit j, there exist at least
two different possible values of Aij in Ai, i.e. aij in ai and a
∗
ij in a
∗
i , such that (i) aij 6= a∗ij
and (ii) T i(ai) = T i(a
∗
i ) = t.
Recall two aforementioned assumptions in Section 2.2, Cluster-level Positivity (Assump-
tion 3) and Cluster-level Ignorability (Assumption 4). Both of them require the information
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of cluster-specific confounding variable U i in each cluster, which is not observed in data.
Assume Assumption 5 holds, by Theorems 1 and 2, Assumptions 3 and 4 can be replaced:
Assumption 3*. The treatment assignment probability conditional on sufficient statistic
satisfies 0 < P{Aij = aij |Xi,T i = T (ai)} < 1, for all i, j, and ai = (ai1, . . . , aini). When
the treatment is binary, ai 6= 0 or 1.
Assumption 4*. {Y i(0),Y i(1)} ⊥ Ai|X i,T i for all i.
The general form of Assumption 4* is {Y i(a)}a∈ΩA ⊥ Ai|X i,T i for all i. The above
two assumptions are more preferable to the original Cluster-level Positivity and Cluster-level
Ignorability in Assumptions 3 and 4. This is because, by utilizing the sufficient statistics
{T i}mi=1 in Theorems 1 and 2, the unmeasured cluster-specific confounding variables {U i}mi=1
can be ignored in Assumptions 3* and 4*. Then methods proposed under these two assump-
tions can also be relaxed from considering U i.
3 Proposed Methodology
3.1 Inverse Conditional Probability Weighted (ICPW) estimator
Our proposed estimator is constructed from a conditional probability by utilizing the suffi-
cient statistic. In particular, based on model (2), we construct a probability of Aij conditional
on X i and the sufficient statistic T i described in Assumption 5,
P (Aij = aij|X i,T i;β) =
∑
a∗∈Ωi,j
P (Ai = a
∗
i |X i,U i;β)∑
a˜∈Ω˜i
P (Ai = a˜i|Xi,U i;β) (5)
for all i, j, and any value ai in the domain Ωi. The set Ωi,j in the numerator of (5) is a set
of all possible treatments a∗ = (a∗1, · · · , a∗ni) satisfying two criteria – (i) the jth components
is the same as the observed value, i.e., a∗j = aij ; (ii) the value of T i(a
∗) equals to the value
of T i(ai) from data. In short, Ωi,j = {a∗ ∈ Ωi|a∗j = aij and T i(a∗) = T i(ai)}. The other
set Ω˜i in the denominator of (5) is defined as Ω˜i = {a˜ ∈ Ωi|T i(a˜) = T i(ai)}. In particular,
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Ω˜i contains all possible permutations of treatments within one cluster such that the function
T i of each permutation is the same as that of the observed treatments in the cluster. For all
units in the ith cluster, we assign each unit a weight defined as the inverse of the conditional
probability described in (5). The conditional probability is an important component in the
proposed method. So the inverse conditional probability weighted (ICPW) estimator for
E{Y (a)} is YICPW (a) = 1n
∑m
i=1
∑ni
j=1
I(Aij=a)
P (Aij=a|Xi,T i;β)
Yij.
Instead of unit-level unbiasedness, we show that our proposed weighting method is
cluster-level unbiased. That is, suppose E{Yij(a)} is finite for all i, j and a, then for a
cluster-level potential outcome sum
∑ni
j=1E{Yij(a)} with treatment level a,
E
{ ni∑
j=1
I(Aij = a)
P (Aij = a|X i,T i;β)Yij
}
=
ni∑
j=1
EXi,T i
[
EAij ,Yij(a)|Xi,T i
{ I(Aij = a)
P (Aij = a|X i,T i;β)Yij(a)
∣∣∣∣X i,T i}
]
=
ni∑
j=1
EXi,T i
[
EAij |Xi,T i
{ I(Aij = a)
P (Aij = a|X i,T i;β)
∣∣∣∣X i,T i}EYij(a)|Xi,T i{Yij(a)|X i,T i}
]
=
ni∑
j=1
EYij(a)[Yij(a)]. (6)
The above equation holds due to Assumptions 2, 4* and E
{
I(Aij=a)
P (Aij=a|Xi,T i;β)
∣∣∣∣X i,T i} = 1.
Therefore, for binary treatment, the corresponding ICPW estimator of the average treat-
ment causal effect based on conditional probability described in (5) is
τICPW =
1
n
m∑
i
ni∑
j
{ AijYij
P (Aij = 1|X i, Ti;β) −
(1− Aij)Yij
1− P (Aij = 1|X i, Ti;β)
}
. (7)
For the aforementioned logistic model (3), the sufficient statistic is the treatment sum in
the cluster Ti =
∑ni
j=1Aij . Then the probability conditional on sufficient statistic is
P (Aij = aij |X i,
ni∑
j=1
Aij =
ni∑
j=1
aij;β) =
exp(aijX
T
ijβ)
∑
a∗∈Vi,j
exp(
∑ni
l=1,l 6=j a
∗
lX
T
ilβ)∑
a˜∈V˜i
exp(
∑ni
l=1 a˜lX
T
ilβ)
(8)
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for all i, j, and aij = 0, 1. Set Vi,j in the numerator of (8) is a set of all possible treatments
a∗ = (a∗1, · · · , a∗ni) satisfying two criteria – (i) the jth components is the same as the observed
value, i.e. a∗j = aij ; (ii) the component sum in a
∗ equals to the unit treatment sum in one
cluster in the dataset, i.e.
∑ni
l=1 a
∗
l =
∑ni
l=1 ail. The definition notation of Vi,j is Vi,j = {a∗ ∈
{0, 1}ni|a∗j = aij and
∑ni
l=1 a
∗
l =
∑ni
l=1 ail}. The other set V˜i in the denominator of (8) has
components a˜ = (a˜1, . . . , a˜ni). The set is defined as V˜i = {a˜ ∈ {0, 1}ni|
∑ni
l=1 a˜l =
∑ni
l=1 ail}.
Specifically, V˜i contains all possible permutations of treatments within a cluster such that
the each permutation sum equals to the observed treatment sum in the cluster from data.
Moreover, because ai 6= 0, 1, the conditional probabilities, P{Ai = 0|X i,
∑ni
j=1Aij = 0} =
P{Ai = 1|Xi,
∑ni
j=1Aij = ni} = 1, are excluded in Assumption 4*. It is similar to the
method proposed by Skinner and D’arrigo (2011), where the nonresponse indicator is treated
as a binary treatment. The above ICPW method can be summarized in Algorithm 1.
Algorithm 1 Inverse conditional probability weighted (ICPW) estimator for τ with binary
treatment
0: Let the treatment Aij for unit j in cluster i follows model (3), there exists a function of
Ai, defined Ti, satisfies Assumption 5.
1: Obtain the conditional maximum likelihood estimator βˆ by maximizing the joint condi-
tional likelihood (11) with aij = 0 or 1.
2: Compute the conditional probability with the conditional maximum likelihood estimator
βˆ. That is, compute P (Aij = 1|X i, Ti; βˆ).
3: Compute the ICPW estimator τˆICPW for τ
τˆICPW =
1
n
m∑
i=1
ni∑
j=1
{ AijYij
P (Aij = 1|X i, Ti; βˆ)
− (1− Aij)Yij
1− P (Aij = 1|X i, Ti; βˆ)
}
. (9)
For multiple treatments, e.g. the aforementioned multinomial logistic model (4), the
sufficient statistic for U i is T i = (Ti0, . . . , Ti(K−1)), where Tik =
∑ni
j=1 I(Aij = k) for k =
0, . . . , K − 1. Then the conditional probability for Aij conditional on T i is
P (Aij = aij |Xij ,T i) =
exp{∑Kk=1 I(aij = k)XTijβk + I(aij = 0)}λij∑
a˜∈V˜i
exp
[∑ni
l=1{
∑K
k=1 I(a˜l = k)XTijβk + I(a˜l = 0)}
] , (10)
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where λij =
∑
a∗∈Vi,j
exp
[∑ni
l=1,l 6=j{
∑K
k=1 I(a∗l = k)XTijβk + I(a∗l = 0)}
]
. Set Vi,j in the
above equation is a set of all possible treatments a∗ = (a∗1, · · · , a∗ni) satisfying two criteria – (i)
the jth components is the same as the observed value, i.e. a∗j = aij; (ii) the component sum in
a∗ equals to the unit treatment sum in one cluster in the dataset for each treatment category
in each cluster T i(a
∗
i ) = T i(ai), i.e.
∑ni
l=1 I(a∗l = k) =
∑ni
l=1 I(ail = k) for k = 1, . . . , K.
The definition notation of Vi,j is Vi,j = {a∗ ∈ {0, 1, . . . , K}ni|a∗j = aij and
∑ni
l=1 I(a∗l =
k) =
∑ni
l=1 I(ail = k) for all k}. The set V˜i has components a˜ = (a˜1, . . . , a˜ni). It is defined
as V˜i = {a˜ ∈ {0, 1, . . . , K}ni|
∑ni
l=1 I(a˜l = k) =
∑ni
l=1 I(ail = k) for all k}. Specifically, V˜i
contains all possible permutations of treatment kth category within a cluster such that the
each permutation sum equals to the observed treatment sum in the cluster from data. The
algorithm for our proposed method is summarized in Algorithm 2.
Algorithm 2 Inverse conditional probability weighted (ICPW) estimator for E{Y (a)}
0: Let the treatment Aij for unit j in cluster i follows model (2), there exists a function of
Ai, defined Ti, satisfies Assumption 5.
1: Obtain the conditional maximum likelihood estimator βˆ by maximizing the joint condi-
tional likelihood
Lc(β) =
m∏
i=1
ni∏
j=1
P (Aij = aij |Xi, Ti;β), (11)
where P (Aij = aij |Xi, Ti;β) is described in (5).
2: Compute the conditional probability with the conditional maximum likelihood estimator
βˆ. That is, compute P (Aij = a|X i, Ti; βˆ).
3: Compute the ICPW estimator YˆICPW (a) for E{Y (a)}
YˆICPW (a) =
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
P (Aij = a|X i, Ti; βˆ)
. (12)
3.2 Robustness of ICPW estimator
An attractive property of the ICPW estimator is its robustness, which is summarized below.
Theorem 3. The proposed ICPW estimator is robust to both (i) the correlation between the
unmeasured cluster-specific confounding variable and the covariates and (ii) the correlation
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between the unmeasured cluster-specific confounding variable and the outcome.
The proof is in the Supplementary Materials.
Remark 3. Theorem 3 illustrates the unbiasedness holds no matter the correlation between
X i and U i (i.e., ρX,U in Figure 2), or the correlation between Y i and U i (i.e., ρY,U in
Figure 2), or the characteristics of U i (e.g. its distribution) is. Since U is are not observed
in the real data, the two correlations ρX,U and ρY,U in Figure 2 are usually unobserved too.
Such robust property exhibits an advantage of ICPW method in that it comes with more
flexibility and confidence in estimating the average causal effect.
X i Aij Yij
Ui
ρX,U ρY,U
Figure 2: A graph representing two possible correlations with respect to the unmeasured
cluster-specific confounding variableU i. One is the correlation (ρX,U) between the covariates
X i and U i. The other one is the correlation (ρY,U) between the outcome Yij and U i.
4 Asymptotic Properties
The main goal of this section is to show the asymptotic properties of the ICPW estimator
as n → ∞. To reach this goal, we first focus on the asymptotic properties of conditional
maximum likelihood estimator (CMLE) of β. To make sure the CMLE of β is uniquely
determined, we consider the minimal sufficient statistic T i for U i for all i. This is because,
as stated in Andersen (1970), the conditional probability has less information about U i if T i
is not minimum sufficient. Next, we prove the asymptotic properties of the ICPW estimator
of E[Y (a)] for all treatment level a ∈ ΩA. Lastly, the asymptotic properties of the ICPW
estimator of τ with binary treatment can be proved by Delta method using Taylor series
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expansion. Here we consider the asymptotic results with respect to the number of clusters.
That is, we will investigate the asymptotic properties of ICPW estimator with respect to m
when ni’s are fixed and bounded.
4.1 Asymptotic Properties of CMLE for β
Andersen (1970) proved that the conditional maximum likelihood estimates are consistent
and asymptotically normally distributed under regularity conditions. We adopt Andersen
(1970)’s results to show the asymptotic properties of CMLE for β.
Theorem 4. (Consistency of CMLE for β) Suppose that Assumption 1 and the Conditions
1-3 specified in the Web Appendix A hold, and the treatment assignment follows the cluster-
specific model in (2), and there exist sufficient statistics T i as specified in Assumption 5
and max1≤i≤m ni/n → 0 as n → ∞. The CMLE βˆ can be obtained by maximizing the
joint conditional likelihood
∏m
i=1
∏ni
j=1 P (Aij = aij |X i,T i;β), where P (Aij = aij |X i,T i;β)
is specified in (5). Therefore, βˆ is a consistent estimate for β.
Theorem 5. (Asymptotic Normality of CMLE for β) Suppose that Assumption 1 and the
Conditions 1-5 specified in the Web Appendix A hold, and the treatment assignment follows
the cluster-specific model in (2), and there exist sufficient statistics T i for all i as specified
in Assumption 5 and max1≤i≤m ni/n → 0 as n → ∞. The CMLE βˆ can be obtained by
maximizing the joint conditional likelihood
∏m
i=1
∏ni
j=1 P (Aij = aij|X i,T i;β), where P (Aij =
aij |X i,T i;β) is specified in (5). Let φij(a|X i,T i;β) represent the conditional probability
density function for P (Aij = a|X i,T i;β), which is continuous and differentiable with respect
to β at β0. Then we have
√
n(βˆ − β0) → N(0, B1(β0)) in distribution as n → ∞, where
B1(β) = {B2(β)}−1B3(β){B2(β)}−1 with
B2(β) =
1
n
m∑
i=1
ni∑
j=1
E
{ ∂
∂β∂βT
log φij(Aij |X i,T i,β)
}
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and
B3(β) =
1
n
m∑
i=1
E
[{ ni∑
j=1
∂
∂β
logφij(Aij|X i,T i,β)
}{ ni∑
j=1
∂
∂βT
logφij(Aij |X i,T i,β)
}]
.
The proofs of Theorems 4 and 5 are skipped here since they are conceptually the same as
Andersen (1970)’s proof. The difference is that Andersen’s work was not aimed to clustered
data structure. To adopt his work to clustered data, we treat the cluster-level joint proba-
bility
∏ni
j=1 φij(Aij |X i,T i;β) as the unit probability in his proof. Therefore, the consistency
result can be obtained with respect to the number of clusters (i.e. n→∞ as m→∞).
4.2 Asymptotic Properties of ICPW estimator for E[Y (a)]
In Section 3.1, we have shown in (6) that the proposed ICPW estimator is an unbiased
estimator for one cluster. Therefore, it is straight forward to show the overall unbiasedness:
E
{ 1
n
m∑
i
ni∑
j
I{Aij = a}Yij
P (Aij = a|X i,T i;β)
}
=
1
n
m∑
i
ni∑
j
E{Yij(a)} = E{Y (a)}, ∀a ∈ ΩA. (13)
The corresponding estimator for E{Y (a)}, i.e., YˆICPW (a), is defined in (12) in Algorithm 2.
The asymptotic properties of Yˆn(a) is shown in Theorem 6.
Theorem 6. (Asymptotic Normality of ICPW estimator for E[Y (a)]) Suppose
√
n(βˆ −
β0) → N(0, B1(β0)) and φij(a|X i,T i;β) is continuous and differentiable with respect to β
at β0, with
∂φij(a|Xi,T i;β)
∂β
|β=β0 6= 0. Let Yˆn(β0; a) be the ICPW estimator at β = β0, and
E{Y (a)} be the expectation of the ICPW estimator at β = β0. Assume σ21,β0 = E[Yˆn(β0; a)−
E{Y (a)}]2 is bounded. Then the ICPW estimator in (12) satisfies √nV1(β0)−1/2(YˆICPW (a)−
E{Y (a)})→ N(0, 1) in distribution as n→∞, where V1(β0) = E{H1(β0)TB1(β0)H1(β0)}
is assumed to be bounded and positive, and H1(β) =
1
n
∑m
i=1
∑ni
j=1
I{Aij=a}Yij
φ2
ij
(a|Xi,T i;β)
∂φij(a|Xi,T i;β)
∂β
.
The proof is in the Supplementary Materials.
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4.3 Asymptotic Properties of ICPW estimator for τ
Form the results in (13) in Section 4.2, we know the ICPW estimator for binary treatment
is unbiased for τ . The asymptotic properties of τˆICPW defined in (9) is presented below:
Theorem 7. (Asymptotic Normality of ICPW estimator for τ) For binary treatment, let
φij(β) represent the conditional probability density function of P (Aij = 1|Xi,T i;β). Suppose
√
n(βˆ − β0) → N(0, B1(β0)) and φij(β) is continuous and differentiable with respect to β
at β0, with
∂φij(β)
∂β
|β=β0 6= 0. τ is the true average causal effect at β = β0, and let τˆn(β0) be
the ICPW estimator at β = β0. Assume σ
2
2,β0
= E[τˆn(β0)− τ ]2 is bounded. Then the ICPW
estimator in (9) satisfies
√
nV2(β0)
−1/2(τˆICPW − τ) → N(0, 1) in distribution as n → ∞,
where V2(β0) = E{H2(β0)TB1(β0)H2(β0)}, which is assumed to be bounded and positive,
and H2(β) =
1
n
∑m
i=1
∑ni
j=1
{
Aij
φ2ij(β)
+
1−Aij
[1−φij(β)]2
}
Yij
∂φij(β)
∂β
.
The proof is in the Supplementary Materials.
5 Simulation Studies
We conduct two simulation studies to show the robustness of the ICPW estimator. In the
first simulation study, we specify the number of clusters to be m = 500, and the cluster
size (ni) to be the integer part of Di ∼ Unif(2, 6). So cluster sizes range from 2 to 5. In
comparison, the second simulation study has smaller data size. There are with 20 clusters
(m = 20) and the cluster size is the integer part of Di ∼ Unif(2, 21), indicating a range from
2 to 20. Two covariates, a continuous covariate X1,ij and a categorical covariate X2,ij, are
generated independently for each unit. In particular, X1,ij ∼ N(0, 1) and X2,ij = −1, or 0, or
1 with equal probabilities. The cluster-specific confounding variable Ui ∼ N(−ρX ,U [X¯1,i· +
X¯2,i·], 1), where X¯1,i· and X¯2,i· are the means over the units within one cluster. We change the
value of ρX,U to manipulate the correlation between the covariates and Ui’s. Note that the
expectation of Ui is always 0 for any ρX,U . The treatment assignment mechanism is P (Aij =
1|X i, Ui) = exp(X1,ij+X2,ij+Ui)/{1+exp(X1,ij+X2,ij+Ui)}. For each unit, two potential
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outcomes are generated as Yij(0) = X1,ij+X2,ij+e
0
ij and Yij(1) = X1,ij+X2,ij+τ+ρY,UUi+e
1
ij,
where τ = 2, e0ij , e
1
ij ∼ N(0, 1), and ρY,U controls the correlation between the causal effect
and Ui’s. The observed outcomes follow Assumption 2. We consider four scenarios:
1. (ρX,U , ρY,U)=(0,0). The cluster-specific confounding variable Ui is independent of both
the covariate X i and the causal effect Yij(1)− Yij(0);
2. (ρX,U , ρY,U)=(5,0). The cluster-specific confounding variable Ui is correlated of the
covariate X i, and it is independent with the causal effect Yij(1)− Yij(0);
3. (ρX,U , ρY,U)=(0,5). The cluster-specific confounding variable Ui is correlated of the
causal effect Yij(1)− Yij(0), and it is independent with the covariate X i;
4. (ρX,U , ρY,U)=(5,5). The cluster-specific confounding variable Ui is correlated with both
the covariate X i and the causal effect Yij(1)− Yij(0).
We obtain an estimator from each simulated data, i.e., τˆsimu = 1/n
∑m
i=1
∑ni
j=1{Yij(1) −
Yij(0)}. Note that τˆsimu can not be obtained from the real data due to fundamental problem
in causal inference (Rubin, 1974; Holland, 1986). Therefore τˆsimu and se(τˆsimu) are not used
for comparison to other methods, but for an illustration of the true causal effect and its
corresponding standard error obtained from simulated data.
For method comparison, we consider four estimators for τ . The first is τˆnaive, which is a
simple estimator without weight adjustment, i.e., τˆnaive = 1/n{AijYij − (1 − Aij)Yij}. The
second estimator τˆIPW,ran is an IPW estimator in (1) by specifying (2) as a logistic mixed
effects model where cluster-specific effect is random. The third estimator τˆIPW,fix is an IPW
estimator in (1) by specifying (2) as a logistic model where cluster-specific effect is fixed
effect. The last estimator τˆICPW is the proposed estimator obtained from Algorithm 1.
Simulation results are presented in Tables 1 and 2. Each simulation study is conducted
in R and are repeated 1,000 times. The simple estimator τˆnaive shows large bias in gen-
eral. The IPW estimator τˆIPW,ran is biased when Ui is correlated with either covariates or
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Method Estimate Bias to τ s.e. Method Estimate Bias to τ s.e.
Scenario 1: (ρX,U , ρY,U)=(0,0) Scenario 2: (ρX,U , ρY,U)=(5,0)
τˆsimu 2.000 0.000 0.034 τˆsimu 2.001 0.001 0.034
τˆnaive 1.594 -0.406 0.040 τˆnaive 1.370 -0.630 0.042
τˆIPW,ran 2.009 0.009 0.072 τˆIPW,ran 1.914 -0.086 0.063
τˆIPW,fix 1.843 -0.157 0.562 τˆIPW,fix 1.906 -0.094 0.522
τˆICPW 2.003 0.003 0.148 τˆICPW 2.003 0.003 0.137
Scenario 3: (ρX,U , ρY,U)=(0,5) Scenario 4: (ρX,U , ρY,U)=(5,5)
τˆsimu 2.000 0.000 0.236 τˆsimu 2.052 0.052 0.664
τˆnaive 2.022 0.022 0.140 τˆnaive 3.414 1.414 0.361
τˆIPW,ran 3.100 1.100 0.285 τˆIPW,ran 8.746 6.746 0.669
τˆIPW,fix 1.619 -0.381 1.505 τˆIPW,fix 0.996 -1.004 2.913
τˆICPW 2.005 0.005 0.400 τˆICPW 2.089 0.089 1.016
Table 1: Results of simulation study 1 based on 1,000 repetitions. Each repetition contains
500 clusters and the cluster size range from 2 to 5. The expected average causal effect
is τ = 2. For each method, the estimate, bias to the expected average causal effect, and
standard error (s.e.) are reported.
the causal effect. Its bias becomes the largest in scenario 4. In comparison, the bias of
τˆIPW,fix is not that large in both simulation studies. But τˆIPW,fix has the largest variance
across all scenarios. This is resulted from the Neyman-Scott incidental parameter problem
(Neyman and Scott, 1948). In particular, the variance of τˆIPW,fix is increased by the involve-
ment of the cluster-specific parameters. Our proposed estimator τˆICPW works well across
all scenarios in both simulation studies. This confirms Theorem 3 that the ICPW estimator
is robust when cluster-specific confounding variable is correlated with the covariates and/or
the causal effect.
6 A Case Study
For real data analysis, we apply the ICPW method to the low birth weight data from
Hosmer and Lemeshow (2000). The data was collected from 189 women in 1986. Among
these women, 59 had low-birth-weight babies and 130 had normal-weight babies. They were
grouped according to their age. We are interested in estimating the average causal effect (τ)
of mother smoking behavior (A = 1 if yes and 0 if no smoking) to the baby birth weight in
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Method Estimate Bias to τ s.e. Method Estimate Bias to τ s.e.
Scenario 1: (ρX,U , ρY,U)=(0,0) Scenario 2: (ρX,U , ρY,U)=(5,0)
τˆsimu 2.001 0.001 0.097 τˆsimu 2.006 0.006 0.097
τˆnaive 1.578 -0.422 0.144 τˆnaive 1.375 -0.625 0.163
τˆIPW,ran 1.885 -0.115 0.288 τˆIPW,ran 1.405 -0.595 0.485
τˆIPW,fix 1.981 -0.019 0.438 τˆIPW,fix 1.973 -0.027 0.618
τˆICPW 2.010 0.010 0.366 τˆICPW 2.007 0.007 0.442
Scenario 3: (ρX,U , ρY,U)=(0,5) Scenario 4: (ρX,U , ρY,U)=(5,5)
τˆsimu 1.943 0.057 1.261 τˆsimu 2.041 0.041 2.380
τˆnaive 2.280 0.280 0.761 τˆnaive 3.504 1.504 1.404
τˆIPW,ran 3.745 1.745 1.469 τˆIPW,ran 9.150 7.150 3.440
τˆIPW,fix 1.931 -0.069 1.494 τˆIPW,fix 1.850 -0.150 4.827
τˆICPW 1.989 -0.011 1.430 τˆICPW 2.029 0.029 3.423
Table 2: Results of simulation study 2 based on 1,000 repetitions. Each repetition contains
20 clusters and the cluster size range from 2 to 20. The expected average causal effect
is τ = 2. For each method, the estimate, bias to the expected average causal effect, and
standard error (s.e.) are reported.
grams (Y ) among these women. After excluding clusters that violate the Assumption 3, we
have 182 women in 20 clusters (m = 20). In each cluster, there are 2 to 18 women (ni ranges
from 2 to 18). The covariates include race (X1: white, black, and other), number of false
premature labors (X2), and standardized mother’s weight at last menstrual period (X3).
Similar to the simulation studies, four methods are considered here: (i) the simple esti-
mator, τˆnaive, without any weight adjustment; (ii) τˆIPW,ran, the IPW estimator by fitting a
logistic mixed effects model to the treatment, where the linear predictors include all three
covariates and the cluster-specific effect is random; (iii) τˆIPW,fix, the IPW estimator by fit-
ting a logistic model similar to the model in (ii) except the cluster-specific effect is fixed
effect; (iv) τˆICPW , the proposed ICPW method, where the linear predictors include all three
covariates.
Results with 100 bootstrap replicates are displayed in Table 3. Among all estimates for
the average causal effect, three estimates, except τˆIPW,ran, are negative. The negative causal
effect estimate indicates that mother smoking behavior reduces baby birth weight. The
ICPW method presents a negative causal effect estimate. The corresponding 95% confidence
interval includes zero, indicating non-significant causal effect among these women.
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Moreover, we find some similarities by comparing this case study to the scenario 4 of
simulation study 2 in the previous section. First, the number of clusters (m) and cluster
size range in both real data and simulated data are very close. Second, estimator τˆIPW,ran
shows great difference to both τˆIPW,fix and τˆICPW . Third, the standard error of τˆIPW,fix is
greater than that of τˆICPW . From these similarities, our conjecture is that the unmeasured
cluster-specific confounding factors may be correlated with the covariates and the causal
effect as the setting in scenario 4. This seems reasonable in this study that mother’s age
may be correlated with mother’s covariates and baby’s birth weight.
Method Estimate s.e. 95% c.i.
τˆnaive -705.9 46.6 (-797.7, -628.9)
τˆIPW,ran 194.2 1353.3 (-1445.9, 4787.0)
τˆIPW,fix -283.4 1898.7 (-2985.0, 2864.2)
τˆICPW -227.6 402.3 (-1108.7, 429.7)
Table 3: Results of case study based on 100 bootstrap replicates. For each method, the
estimate, standard error (s.e.), and 95% confidence interval (c.i.) are reported.
7 Discussion
The ICPW method is attractive for two reasons. First, it is robust to both correlation be-
tween Ui and the covariates, and the correlation between Ui and the outcome. Since Ui is
unmeasured in data, it is usually difficult or impossible to obtain its correlations to other
measured variables. Such correlations can result biased causal effect estimates in many meth-
ods. Comparatively, the robustness of ICPW method can overcome the unclear correlations.
Second, we do not have to make any further assumptions on Ui. Such assumptions include
assuming Ui is a random effect, or is a fixed effect, or follows a prior distribution. The
relaxedness of further assumptions on Ui makes it more adaptable in estimation.
Besides, it should be noted that our focus in this paper is the theoretical study of the
ICPW method. In additional to the appealing theoretical properties, there are still some
future work on the ICPW method that are worth exploring. First, when the cluster size is
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large, the computational load for implementing the ICPW method might increase. In partic-
ular, we need to consider all possible permutations in both the numerator and denominator
of (5). It will be a topic for future research to design numerical algorithms for computing the
ICPW estimator efficiently under large cluster sizes. Second, the proposed ICPW method is
originated from the simplest format of the IPW method. There are opportunities to make
modifications to the ICPW method under more complex settings, for example time-varying
treatment causal effect estimation.
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Supplementary Materials
A Proof of Theorem 1
Proof. For any z ∈ ΩZ and its corresponding subvector value zsub ∈ ΩZsub, let z∗ ∈ ΩZ and
its corresponding subvector value z∗sub ∈ ΩZsub satisfy (i) zsub 6= z∗sub and (ii) T (z) = T (z∗).
Because T is sufficient for θ, by Bayes rule,
P{Zsub = zsub|X,T = T (z)}
= P{Zsub = zsub|X, θ,T = T (z)}
=
P{Zsub = zsub,T = T (z)|X , θ}
P{T = T (z)|X, θ} .
Next we want to show the numerator of (14) is in range (0,1). That is,
P{Zsub = zsub,T = T (z)|X, θ} ≥ P{Z = z,Zsub = zsub,T = T (z)|X, θ} = P{Z = z|X, θ} > 0,
P{Zsub = zsub,T = T (z)|X, θ} ≤ P{Zsub = zsub|X, θ} < 1.
Therefore, 0 < P{Zsub = zsub,T = T (z)|X, θ} < 1. Last we want to show the denominator
of (14) is greater than the numerator, which is
P{T = T (z)|X, θ} ≥ P{Zsub = zsub,T = T (z)|X, θ}+ P{Zsub = z∗sub,T = T (z∗)|X, θ}
> P{Zsub = zsub,T = T (z)|X, θ}.
So we can show that 0 < P{Zsub = zsub|X,T = T (z)} < 1.
31
B Proof of Theorem 2
Proof. From Lemma 4.2 of Dawid (1979), we know that if Z1 ⊥ Z2|Z3, θ and T is a
function of Z1, then T ⊥ Z2|Z3, θ and Z1 ⊥ Z2|Z3, θ,T . Moreover, T is sufficient for θ,
then P (Z1|Z3,T ) = P (Z1|Z3,T , θ).
Let f(θ|Z3,T ) be the conditional density function for θ given Z3 and T . If Z1 ⊥
Z2|Z3, θ, the joint probability for Z1 and Z2 conditional on Z3 and T is
P (Z1,Z2|Z3,T ) =
∫
Ωθ
P (Z1,Z2, θ|Z3,T )f(θ|Z3,T )dθ
=
∫
Ωθ
P (Z1,Z2|Z3,T , θ)f 2(θ|Z3,T )dθ
=
∫
Ωθ
P (Z1|Z3,T , θ)P (Z2|Z3, T, θ)f 2(θ|Z3,T )dθ
=
∫
Ωθ
P (Z1|Z3,T )P (Z2|Z3,T , θ)f 2(θ|Z3,T )dθ
= P (Z1|Z3,T )
∫
Ωθ
P (Z2|Z3,T , θ)f 2(θ|Z3,T )dθ
= P (Z1|Z3,T )
∫
Ωθ
P (Z2, θ|Z3,T )f(θ|Z3,T )dθ
= P (Z1|Z3,T )P (Z2|Z3,T ).
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C Proof of Theorem 3
Proof. For treatment level a, we want to show the term E
{
1
n
∑m
i=1
∑ni
j=1
I(Aij=a)Yij
P (Aij=a|Xi,Ti;β)
}
is
unbiased to EY (a) and robust to both the correlation between Ui andX i and the correlation
between Ui and Y i(a).
We treat Ui as the cluster-specific parameter for all i. From Lemma 4.2 of Dawid (1979),
Ti, a function of Ai, satisfies Assumption 5. We have Y i(a) ⊥ Ai|X i, Ti, Ui for all i and a.
Therefore,
EAij |Xi,Ti,Ui
{ I(Aij = a)
P (Aij = a|X i, Ti)
∣∣∣∣X i, Ti, Ui} = EAij |Xi,Ti,Ui{ I(Aij = a)P (Aij = a|X i, Ti, Ui)
∣∣∣∣X i, Ti, Ui} = 1.
E
{ 1
n
m∑
i=1
ni∑
j=1
I(Aij = a)Yij
P (Aij = 1|X i, Ti;β)
}
=
1
n
m∑
i=1
ni∑
j=1
EAij ,Yij(a)
{ I(Aij = a)
P (Aij = a|X i, Ti)Yij(a)
}
=
1
n
m∑
i=1
ni∑
j=1
EXi,Ti,Ui
[
EAij ,Yij(a)|Xi,Ti,Ui
{ I(Aij = a)
P (Aij = a|X i, Ti, Ui)Yij(a)
∣∣∣∣X i, Ti, Ui}
]
=
1
n
m∑
i=1
ni∑
j=1
EXi,Ti,Ui
[
EAij |Xi,Ti,Ui
{ I(Aij = a)
P (Aij = a|X i, Ti, Ui)
∣∣∣∣X i, Ti, Ui}EYij(a)|Xi,Ti,Ui{Yij(a)|X i, Ti, Ui}
]
=
1
n
m∑
i=1
ni∑
j=1
EXi,Ti,Ui[EYij(a)|Xi,Ti,Ui{Yij(a)|X i, Ti, Ui}]
=
1
n
m∑
i=1
ni∑
j=1
EYij(a)[Yij(a)]
=E[Y (a)].
The above equation holds due to Assumptions 2 and 4*. Therefore, we can prove Theorem
3.
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D Conditions for the Asymptotic Properties of CMLE of β
In Andersen (1970), β is called a structural parameter and b’s are called incidental param-
eters. In our case, we treat {Ui}mi=1 as the incidental parameters and Ui ∈ ΩU , which is
compact. Moreover, ni is fixed and bounded. The following conditions are adopted from
those in Andersen (1970).
Condition 1: The log density function logφij(a|xi, ti;β) is a differentiable function of β
for all i and j, and there exists a set B of values of t with Pβ0,U(T
−1B) > 0 for all U ∈ ΩU
and an open set Ω0 containing the true value of the parameter β0 such that for any minimal
sufficient statistic t ∈ B and x ∈ ΩX , where ΩX is compact, the functions φij(a|x, t;β) and
φij(a|x, t;β′) are not identical for any pair β ∈ Ω0 and β′ ∈ Ω0.
Condition 2: The maximum likelihood estimating equation
m∑
i=1
ni∑
j=1
{∂ logφij(aij |xi, ti;β)/∂β} = 0
has a unique solution βˆn ∈ Ωβ, which is compact, for almost all values of the vector
(t1, · · · , tm).
Condition 3: For all δ ∈ ∆, where ∆ is an open set containing 0,
∞∑
i=1
σ2(δ, Ui)/i
2 <∞,
where σ2(δ, Ui) = varβ0,Ui{
∑ni
j=1 log φij(Aij |X i, Ti;β0+δ)−
∑ni
j=1 log φij(Aij |X i, Ti;β0)} for
all Ui ∈ ΩU .
Condition 4: The set of first, second, and third partial derivatives of cluster-level log
joint density function
∑ni
j=1 log φj(a|X, T ;β) exist for all β in an open set Ω0 enclosing β0.
Let
B2(β) =
1
n
m∑
i=1
ni∑
j=1
E
{ ∂
∂β∂βT
log φij(Aij |X i, Ti;β)
}
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and
B3(β) =
1
n
m∑
i=1
E
{ ni∑
j=1
∂
∂β
logφij(Aij|X i, Ti;β)
}{ ni∑
j=1
∂
∂βT
logφij(Aij |X i, Ti;β)
}
.
For all U ∈ ΩU and all β ∈ Ω0, we have
Eβ,U{
ni∑
j=1
∂ logφj(Aj|X, T ;β)/∂βk} = 0.
for k = 1, · · · , p. There further exist positive integrable functions ckl(a1, · · · , ani) such that
|
ni∑
j=1
∂3 log φj(aj |X, T ;β)/(∂βk∂βl∂βq)| ≤ ckl(a1, · · · , ani)
for β ∈ Ω0 and q = 1, · · · , p, and such that Eβ0,Uckl(A1, · · · , Ani) and varβ0,Uckl(A1, · · · , Ani)
are continuous.
Condition 5: For all a, the density function f(a|β0, U) is a continuous function of
all U ∈ ΩU and for k, l = 1, · · · , p, varβ0,U{
∑ni
j=1 ∂
2 logφj(Aj|X, T ;β0)/(∂βk∂βl)} and
Eβ0,U{
∑ni
j=1 ∂ logφij(Aij |X i, Ti;β)/∂βk}{
∑ni
j=1 ∂ log φij(Aij|X i, Ti;β)/∂βTl } are continuous
of U . In addition, the matrix B2(β) is non-singular.
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E Proof of Theorem 6
Proof. For notation convenience, let
Yˆn(βˆ; a) := YˆICPW (a) =
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
P (Aij = a|X i, Ti; βˆ)
=
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
φij(Aij |X i, Ti;β) ,
Yˆn(β0; a) :=
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
P (Aij = a|X i, Ti;β0)
=
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
φij(Aij |Xi, Ti;β0)
.
We have
√
n[YˆICPW (a)−E{Y (a)}] =
√
n[Yˆn(βˆ; a)− E{Y (a)}]
=
√
n[Yˆn(βˆ; a)− Yˆn(β0; a)] +
√
n[Yˆn(β0; a)−E{Y (a)}].
By Chebyshev’s inequality, we can show that
P{√n|Yˆn(β0; a)− E{Y (a)}| > n} <
σ21,β0
n
.
In other words,
√
n[Yˆn(β0; a)−E{Y (a)}]→ 0 in probability when n→∞. By Delta method
with Taylor series expansion,
Yˆn(βˆ; a) = Yˆn(β0; a) +
∂Yˆn(β; a)
∂β
∣∣∣
β=β0
(βˆ − β0) + op(1)
= Yˆn(β0; a)−
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
φ2ij(a|X i, Ti;β)
∂φij(a|Xi, Ti;β)
∂β
∣∣∣
β=β0
(βˆ − β0) + op(1).
Therefore, we have
√
n{YˆICPW (a)− Yˆn(β0; a)} → N(0, V1(β0))
36
in distribution as n→∞, where V1(β0) = E[H1(β0)TB1(β0)H1(β0)], and
H1(β) =
1
n
m∑
i=1
ni∑
j=1
I{Aij = a}Yij
φ2ij(a|X i, Ti;β)
∂φij(a|X i, Ti;β)
∂β
.
By Slutsky’s theorem, we conclude that
√
nV1(β0)
−1/2(YˆICPW (a)− E{Y (a)})→ N(0, 1).
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F Proof of Theorem 7
Proof. For notation convenience, let
τˆn(βˆ) :=τˆICPW
=
1
n
m∑
i=1
ni∑
j=1
{ AijYij
P (Aij = 1|X i, Ti; βˆ)
− (1−Aij)Yij
1− P (Aij = 1|X i, Ti; βˆ)
}
=
1
n
m∑
i=1
ni∑
j=1
{AijYij
φij(βˆ)
− (1−Aij)Yij
1− φij(βˆ)
}
,
τˆn(β0) :=
1
n
m∑
i=1
ni∑
j=1
{ AijYij
P (Aij = 1|X i, Ti;β0)
− (1−Aij)Yij
1− P (Aij = 1|X i, Ti;β0)
}
=
1
n
m∑
i=1
ni∑
j=1
{ AijYij
φij(β0)
− (1− Aij)Yij
1− φij(β0)
}
.
We have
√
n(τˆICPW − τ) =
√
n[τˆn(βˆ)− τˆn(β0)] +
√
n[τˆn(β0)− τ ].
By Chebyshev’s inequality, we can show that
P{√n|τˆn(β0)− τ | > n} <
σ22,β0
n
.
In other words,
√
n[τˆn(β0) − τ ] → 0 in probability when n → ∞. By Delta method with
Taylor series expansion,
τˆn(βˆ) = τˆn(β0) +
∂τˆn(β)
∂β
∣∣∣
β=β0
(βˆ − β0) + op(1)
= τˆn(β0)−
1
n
m∑
i=1
ni∑
j=1
{ AijYij
φ2ij(β0)
+
(1− Aij)Yij
[1− φij(β0)]2
}∂φij(β)
∂β
∣∣∣
β=β0
(βˆ − β0) + op(1).
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Therefore, we have
√
n{τˆICPW − τˆn(β0)} → N(0, V2(β0))
in distribution as n→∞, where V2(β0) = E[H2(β0)TB1(β0)H2(β0)], and
H2(β) =
1
n
m∑
i=1
ni∑
j=1
{ Aij
φ2ij(β)
+
1− Aij
[1− φij(β)]2
}
Yij
∂φij(β)
∂β
.
By Slutsky’s theorem, we conclude that
√
nV2(β0)
−1/2(τˆICPW − τ)→ N(0, 1).
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