INTRODUCTION
Let G be a reductive algebraic group over e, let F be a G-module, and let B be an affine G-variety, i.e., an affine variety with an algebraic action of G. Then B x F is in a natural way a G-vector bundle over B, which we denote by F. (All vector bundles here are algebraic.) A G-vector bundle over B is called trivial if it is isomorphic to F for some G-module F . From the endomorphism ring R of the G-vector bundle S, we construct G-vector bundles over B . The bundles constructed this way have the property that when added to S they are isomorphic to F EB S for a fixed G-module F. They are called stably trivial. The set of isomorphism classes of G-vector bundles over B which satisfy this condition is denoted by VEC(B, F; S) . For such a bundle E we define an invariant p(E) which lies in a quotient of R. This invariant allows us to distinguish non-isomorphic G-vector bundles. When B is a Gmodule, a G-vector bundle over B defines an action of G on affine space. We give criteria which in certain cases allow us to distinguish the underlying actions. The construction and invariants are applied to the following two problems:
Equivariant Serre Problem. Is an algebraic G-vector bundle over a G-module B trivial, i.e., isomorphic to F for some G-module F?
Linearity Problem. Is an algebraic action of a reductive group G on affine space en conjugate to a linear action?
Quillen and Suslin (see [Q] ) showed that the Equivariant Serre Problem has an affirmative solution when G is the trivial group. In particular this means that the underlying variety of a vector bundle over an affine space is itself an affine space, and hence a G-vector bundle over a G-module defines an action of G on affine space-the total space of the vector bundle. This important observation is due to Bass and Haboush. See [BHI, BH2] . They show that the Equivariant Serre Problem has an affirmative solution stably. This means that any equivariant vector bundle over a G-module becomes trivial when added to a suitable trivial vector bundle. They also give a criterion that the action on the underlying affine space of an equivariant vector bundle over a representation is not conjugate to a linear action.
Schwarz [S] used this framework to produce the first negative solutions to both problems. His results apply when the base G-module has a one dim en-sional quotient and in that context the groups must be infinite. He used the Bass-Haboush criterion to show that in some cases there is at least one nonlinearizable action on the underlying affine spaces.
Here there is no restriction on the base. Our contributions to these problems result from specializing the results here for an arbitrary base B to the case it is a G-module. For a variety of G and B, we produce families of inequivalent G-vector bundles over B and families of inequivalent non-linearizable actions of G on the affine space of the underlying vector bundle. In particular we do this for several families of finite groups, producing to our knowledge the first and only negative solutions to both problems for, finite groups. Even so, finite groups play no special role in the theory or applications. Theorems A, Band C below are illustrations of this. They treat both finite and infinite groups alike.
For th~ purpose of illustration we discuss one of the main theorems-Theorem A. It is an application of the construction of stably trivial equivariant vector bundles and the invariant p. First we describe the basic construction of equivariant vector bundles and then state Theorem A which distinguishes them. Suppose that an affine G-variety B has a distinguished fixed point which we denote by 0 even though B need not be a vector space. The ring of invariant polynomials on B is denoted &,(B)G. Let <I> : B -> F* = Hom(F, q be an algebraic equivariant map (i.e., a G-morphism) with <1>-1(0) = 
O. Let T E &,(B)G be an invariant polynomial with T(O) =1= O. Then the G-invariant hypersurface E",,(T) = {(x, y, z) E B x (F EB q I <I>(x)(y) + T(x)z = O}
is a G-vector bundle over B with the obvious projection on B. Here C is the trivial one dimensional G-module. Let H be a reductive subgroup of G. Suppose that all units of the coordinate ring &, (BH) of BH are constants. An ideal .% in &, (BH) is defined in 1.4.0 (3) (take S = C there) whose utility is determined by
Theorem A. Let T, T' E &,(B)G be two invariant polynomials with T(O) = T' (0) = 1. If FH =1= F, then the G-vector bundles E",,(T) and E",,(T') over B are isomorphic only if the restrictions of T and T' to BH are equal modulo
.%.
There is a convenient conceptual measure of the G-vector bundles produced by Theorem A. The set of G-vector bundles produced by Theorem A maps onto the image in &,(BH)j.% under restriction to BH of the set of invariant polynomials on B which take the value one at O.
Theorem A (as well as its generalization 1.4.4) leads directly to families of G-vector bundles over B for suitable G, B and choice of F . The families are parameterized by the invariant functions which take the value 1 at O. In particular Theorem A (as well as 1.4.4) produces negative answers to the Equivariant Serre Problem for several families of groups. Here is a qualitative consequence of Theorem A (see Part II for more precise information): Theorem B. There are families of inequivalent G-vector bundles over representations of the following groups: (i) infinitely many dihedral groups, (ii) infinitely many metacyclic groups, (iii) infinitely many subgroups of the semidirect product of the torus (C*)q and the symmetric group of degree q, (iv) 0(2) and (v)
SL(2) .
To produce negative solutions of the Linearity Problem, we need to add to Theorems A and 1.4.4, the tools in §1.5. Here is a qualitative statement which is amplified precisely in Part II:
Theorem C. There are families of inequivalent actions of the groups in Theorem B on affine space.
For example, here is a specific case included in Theorem C involving the dihedral groups. Let Dn be the dihedral group of order 2n (which for n equal to infinity means O( 2) ). We now present an overview of the results which lead to Theorem A and 1.4.4. First we show that
Here M = F EB S, sur (M, S) denotes the set of G-vector bundle surjections from M to S, and aut(M) denotes the group of G-vector bundle automorphisms of M. This group acts on sur (M, S) by right multiplication, and the right hand side of this isomorphism is the orbit space. This isomorphism is used in [MMP4] to settle the Equivariant Serre Problem for abelian groups. It is used here to define the invariant p which is a function (see § §I.l and 1.2):
Here R is the ring of G-vector bundle endomorphisms of S, I c R is a two sided ideal in Rand r is a subgroup of the units (R/I)* of R/ I. Observe in particular that if S is the trivial G-module C, then
For the construction of G-vector bundles we take a G-vector bundle morphism <1>: F -> S and define a subset R(<I» of R and a map
E4) : R(<I» -> VEC(B , F; S).
In fact every stably trivial G-vector bundle over B is E4)(T) for some <I> and T E R(<I». The fundamental relation between construction and invariant is
where T E R (<I» and [T] denotes its class in the quotient.
Because of this fundamental relation, a lower bound for VEC(B, F; S) is produced by solving these two problems: (1) describe R(<I» and (2) describe (R//)* /r. This paper consists of two parts. In the first part we define and develop the properties of p and E4)' Then we deal with problem (2) by mapping the complicated set (R/ 1)* /r into something simpler using the homorphism defined by restriction to the fixed set BH of a reductive subgroup H. This is discussed in §1.4. The culmination of the discussion is Theorem 4.4. Theorem A is a special case. Note that the conclusion of Theorem A involves restricting invariant functions to the fixed set of a reductive subgroup. In the setting of Theorem A, R is the ring of invariant functions and the restriction homomorphism carries
The previously mentioned Bass-Haboush criterion shows that a G-vector bundle E in certain cases defines a non-linearizable action of the affine space underlying E. In §1.5 we present criteria for distinguishing in certain cases the actions on affine space defined by G-vector bundles over a G-module B. When these criteria apply, they lead immediately to families of inequivalent actions of G on affine space. Theorem 5.5, which is the main result, allows us to distinguish actions on affine space defined by G-vector bundles.
In the second part, we begin the treatment of applications which are qualitatively summarized in Theorems Band C. In particular we answer the Equivariant Serre Problem and the Linearity Problem for the groups in Theorem B. All the applications in Part II are consequences of 1.4.4 (of which Theorem A is a special case) and 1.5.5. In particular, the main results of application are all in Part II. In view of these theorems, i.e., 1.4.4 and 1.5.5, distinguishing the G-vector bundles constructed from E<IJ and the actions of G on the underlying affine space they define depends on describing the ideal %. We do this for the groups in the families mentioned above, and this yields the applications mentioned.
Historical Remarks. The results of this paper were announced in [MPI] . Because of the long delay in publishing its details here, we note some of the history and salient features of related papers treating the Equivariant Serre Problem and the Linearity Problem. The first paper producing negative responses to these two problems was [S] by Schwarz. For a certain list of infinite groups including the classical groups, he produced families of equivariant vector bundles over representations with one dimensional algebraic quotient and showed there was at least one non-linearizable action on affine space. Shortly after that, three other manuscripts appeared: our announcement [MPl] , [KS] by Kraft and Schwarz, and [Kn] by Knop. In [MP 1] we assert for the groups in Theorem B here the existence of families of equivariant vector bundles over representations and families of inequivalent actions on affine space. There are both finite and infinite groups involved. We also produce criteria (see §5 here) which may be used to show that many of the actioil.s on affine space defined by the equivariant vector bundles are distinct. This allowed us to show that for the groups in Theorem B, there are families of inequivalent actions on affine space-not just one non-linearizable action.
The details of [S] appeared in the manuscript [KS] . That manuscript also contained elaborations of what was in [S] . Among those were applications of the criteria (in §5) mentioned above. In particular, following the same line as in [MPl] and [MMPl] , [KS] showed that the actions on affine space defined by some of the vector bundles in [S] and [Kn] in fact produced families of inequivalent actions. Some of these applications overlap what was previously done in [MPl] and [MMPl] .
There is a certain overlap between [MPl] and [S) , [KS) , involving applications to the groups 0(2) and SL(2). This is discussed in detail in § §1I.2 and 11.5. The results in those sections dealing with equivariant vector bundles were first discussed in [S) , while the results dealing with families of actions on affine space were first discussed in [MPl) and later reproduced in [KS) .
The manuscript [Kn) uses results from [S) to show the existence of families of equivariant vector bundles over the adjoint representation of any non-abelian connected reductive group, and shows also that every group in this family has a non-linearizable action on affine space.
Finally we mention a complement to Knop's result above from our joint work with Moser-Jauslin [MMP4) . If G is a reductive abelian group, any G-vector bundle over a representation is trivial. These to our knowledge are the only groups for which the Equivariant Serre Problem has an affirmative answer.
We are pleased to acknowledge many useful discussions with Lucy MoserJauslin.
PART I. GENERAL SETTING
CONSTRUCTION OF G-VECTOR BUNDLES
Let B be an arbitrary affine G-variety. Let F and S be G-modules and M = F Ef) S. Denote by M, S the trivial G-vector bundles over B whose total spaces are B x M, B x S respectively, by mor(M, S) the set of Gvector bundle morphisms from M to S, by sur(M, S) the subset of those which are surjective on fibers, and by aut(M) the group of G-vector bundle automorphisms of M. We note that if L E sur (M, S) , then its kernel E(L) is a G-vector bundle over B .
and E(L') are isomorphic as G-vector bundles if and only if there is an
Proof.
(1) The short exact sequence of G-vector bundles
splits. This exact sequence splits non-equivariantly by a well-known result of Serre because the base is affine. (This follows from [H, 111,3.7) .) A result of Bass and Haboush [BHl, 4.1) asserts then that it splits equivariantly. This means that there is a G-vector bundle isomorphism between M and E (L) Ef) S which converts L to the obvious projection of E(L) Ef) S to S.
(2) Any G-vector bundle isomorphism from E(L) to E(L') induces a Gvector bundle isomorphism from E(L) Ef) S to E(L') Ef) S which commutes with standard projection. Using the fact that both are isomorphic to M then produces a G-vector bundle automorphism of M which converts L to L'. 0
The set of G-vector bundles over B whose Whitney sum with S is isomorphic to M is denoted by' Vec (B, F; S) , and the set of isomorphism classes of these G-vector bundles is denoted by VEC (B, F; S) .
This isomorphism is central to our construction of G-vector bundles and their invariants.
Set R = end(S) = mor (S, S) . Let «P E mor(F, S) be fixed. Define 
EQUIV ARIANT VECTOR BUNDLE INY ARIANTS
Let U and V be G-modules. When we wish to emphasize the source and target of a G-vector bundle morphism D from U to V, we write such a morphism as D( U, V). For example, any A E aut(M) has components A( U, V) for U = F ,S and V = F , S , and similarly any L E sur(M, S) has components L(F, S) and L (S, S) .
Let R = end(S) as before. We denote by / the two sided ideal in R generated by mor(F, S)mor (S, F) , and the units of a ring A by A * .
(1) Since L: M -+ S is surjective, there is a G-vector bundle morphism P : S -+ M such that LP = 1 ,where 1 denotes the identity map. It follows that
Note that R is a finitely generated module over the commutative ring &(B)G. To see this note that the set of vector bundle endomorphisms of S is a finitely generated module over & (B) . It follows from [BH 1, 3.1] that R, the set of G-vector bundle endomorphisms of S, is finitely generated over &(B)G. Since R is a finitely generated module over the commutative ring &(B)G, the right inverse is also the left inverse by [M, p. 216] .
(2) This follows from AA-I = A-I A = 1.
(3) This follows from the identity
One easily checks that r is a subgroup of (R/ /)* .
which sends E(L) (L E sur (M, S) ) to the class of L (S, S) in (R/ /)* /r, is well defined. Proof. This follows from 1.2 and 2.1. 0
Let <I> E mor(F, S) and let [T] denote the class of T
This fundamental relation between the construction of equivariant vector bundles and the invariant distinguishing them is responsible for our results producing families of inequivalent G-vector bundles.
NORMALIZATION
The relation 2.3 gives a theoretical calculation of p. In general the target of We begin with a notational remark. There is a fundamental isomorphism
for any two G-modules U and V, where the right term in this isomorphism is the set of G-morphisms from B to Hom( U, V) with its conjugation action of G. By definition an element rp E mor(U, V) is a G-vector bundle morphism
We shall freely use this correspondence between rp and rp (.) . As an important example of this identification note that
In this section we assume that an affine G-variety B has a distinguished fixed point, denoted O.
Proof. Since the restriction of L to the distinguished point 0 defines a trivial G-vector bundle over the point 0, there is an automorphism A of M = F EB S which sends L I 0 to the standard projection (0, 1) : F EB S -> S by 1.1. We extend A to an automorphism A' in aut (M) by setting A' = n* A, where
We deduce a few corollaries. Let
The following corollary follows from 1.2 and 3.1.
Corollary 3.2. Any element in VEC(B, F; S) is of the form E~(T) for some eJ) E mor(F, S) with eJ)(0) = 0 and T E R(eJ)). .
Note that aut (M) . is a subgroup of aut(M) acting on sur (M, S) . by right multiplication.
Corollary 3.3. The inclusion sur(M, S). -sur(M, S) induces a bijection sur(M, S).Iaut(M). ~ sur(M, S)jaut(M) (~VEC(B, F; S)).
Proof. The surjectivity follows from 3.1, and the injectivity is easy. 0
Note that r* is also a subgroup of (Rj 1)* . By 3.3 we have a version of 2.2 in this setting.
RESTRICTION
In this section we use the composition of a restriction homomorphism and a determinant function to map the group (Rj1)* to an abelian group TI(&(BH)jJr)*. This carries the subgroup r. to an identifiable subgroup. Combining this with 3.4 gives a simple explicit condition (4.4) for distinguishing elements in VEC (B, F; S) . This condition is responsible for all our applications here in this paper.
For the remainder of this paper we make these assumptions:
Assumptions.
(1) The base B is a G-variety with distinguished fixed point denoted by O.
(2) We are given a reductive subgroup H of G such that &(BH)* = C* . (Here C· denotes the non-zero constant functions on BH .)
Let U and V be G-modules. We denote by Irr(H; U) the set of all (isomorphism classes of) irreducible H -modules which occur in U viewed as an H-module. Let i: BH _ B be the inclusion. Then tv and tv are H-vector bundles over BH. Since H acts 
trivially on B H , these H-vector bundles split
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use into the sum of their eigensubbundles, and any H-vector bundle morphism between them preserves these eigensubbundles. This means
XEIrr (H, UEl1V) where U x is the X isotypical component of U viewed as an H-module and U x is the X eigensubbundle of tU. If D E mor(U, V) , then its restriction t Dover BH is an H-vector bundle morphism from tu to tV. Let Dx denote its restriction to the X eigensubbundle. Thus we have a map t : mor(U, V) ---+ mor(tU, tV), and in particular
XEIrr (H;S) The determinant function det: end(Sx) ---+ &(BH) extends componentwise to give
where the product is over all X E Irr(H; S) .
As noted before, In particular, we set (tmor(U, V)) = J(U, V).
We now define the ideal % c &(BH). The following convention is adopted:
If D E end(U) , then det D x = 1 whenever X is an irreducible iI-module not in Irr(H; U). As is the previous sections, M = F EB S. The ideals defined below depend on Band H, but in order to avoid unnessecary notation, B and H are omitted in the notation.
and detD x is understood to be 1 unless X E Irr(H; F).
(3) % is the ideal J(F, S)J(S, F) + D(F; S) in &(BH).
where the product is over all X E Irr (H; S) . This means that the restriction map i* composed with Det induces a map
XEIrr (H;S) In order to use 3.4, we must describe the image of r* c (Rj /)* under this map.
We begin this process. In the following we assume X E Irr (H; F) n Irr (H; S) . By definition,
A(F, S)x is the X component of i* A(F , S); so (A(F, S)x) c (i* A(F , S)) c J(F, S). Likewise, (A(S, F)x) c J(S, F). Hence we have

detA(F, F)x detA(S, S)x == detA x mod J(F, S)J(S, F).
On the other hand, it follows from Ax(A-I)x = 1 that
S)J(S, F).
The lemma follows from the two congruences above. 0
Irr (H; M) .
Since A-I E aut (M) ., detA;1 is a non-zero constant and equal to dx (O) (
remember that A-I(S, S)(O) = 1). Hence detAx = dx(O)-I. On the other
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
This together with 4.2 proves the statement (1), since dx(O)-' = detA x and (S, S) jJ. = 1 by convention. In case (ii), A (S, S) jJ. = AjJ.' so detA (S, S) jJ. = detAjJ. is a non-zero constant because A is an automorphism. On the other hand, A(S, S)(O) = 1 since A E aut (M) . ; hence detA (S, S) jJ. = 1 in this case, too. This together with (1) Proof of Theorem A. To convert a special case of 4.4 to Theorem A, take S = C and 4> = 4>'. Since C is one dimensional, there is only one X in Irr (H; S) and i* T = Tx = det Tx. Hence the conclusion of 4.4 becomes i* T == i* T' mod % , which is the conclusion of Theorem A. 0
DISTINGUISHING G-VARIETIES
In this section B is a G-module. We denote by Aut(B)G the group of Gvariety automorphisms of B. From the solution of the Serre conjecture by Quillen and Suslin, every G-vector bundle E over B is trivial when we forget the action, so E defines an action of G on affine space. In this section we discuss how to distinguish actions of G defined by G-vector bundles over B. There are already two related results in this direction ([BH2] , [KrD.
Note that for any G-vector bundle over B the fiber over a fixed point in B is a G-module, and the isomorphism class of this G-module is independent of the fixed point because the fixed point set is connected. From this one sees easily that two G-vector bundles over B which are isomorphic as G-varieties have isomorphic G-modules on the fibers over O. Since G-vector bundles over B are stably trivial, any two G-vector bundles over B which are isomorphic as G-varieties lie in Vec(B, F; S) for some G-module S, where F is the common G-module on the zero fiber.
The following results are applied in later sections to exhibit families of actions of G contructed from G-vector bundles. Step 1. Suppose '" preserves the zero section B . Then the normal derivative of '" at B gives a G-vector bundle isomorphism of E and (p",z)* E' .
Step 2. We use the fact that E, E' E Vec(B, F; S) for some S as noted
where "', (x, w) E Band "'2 (x , w) EM. By the assumption, "', ( ,0)
Since ",(B) = rp(B) , the composition rp -, '" : E ---+ E' is a G-variety isomorphism which preserves the zero section B . Thus
Step 1 can be applied, and the lemma follows. Proof. By previous remarks we may suppose that E, E' E Vec (B, F; S) . The assumption means that B C = Band F C = O. Since E C is a vector bundle over B C with fiber F C , it follows that E C = B = (E')c; so any G-variety isomorphism E ---+ E' induces a G-variety automorphism of Band 5.1 (*) is satisfied. The "only if' part then follows from 5.1. The "if' part is trivial. 0
Note that C* acts on E by scalar multiplication on the fibers, so E admits an action of G x C*. For any integer k ~ 1 we define G k = G x Z/kZ and regard it as a subgroup of G x C* in a natural way. The reader may wonder whether the corollary above holds even when k = 1 . This is often the case, as is seen in 5.2. But the following example shows that it is not always the case. because there is a natural inclusion map I : B' -B such that 1"7C* is the identity. In particular, if E E VEC(B' , F; S) is non-trivial, then ~o is 7C" E E VEC(B, F; S) and hence there is no element f E Aut(B)G such that 7C" E = jF. On the other hand, 7C" E is isomorphic to F as G-varieties since we have G-variety isomorphisms
where the third isomorphism is because E is in VEC(B', F; S). 0
The example above means that 5.1 (*) is not necessarily satisfied. We shall give another sufficient condition for 5.1 (*) to hold for any G-variety isomorphism I{I. 
Proof. Since Mor(B, B)G is generated by the identity map as an &(B)G_ module, one can write
with a E &(B)G = Mor(B, qG, P E Mor(B, F)G, y E Mor(B, S)G. By 3.2 we may assume E' = Etp(T) for some <I> E mor(F, S) with <1>(0) = 0 and T E R(<I» .. ' so
<I>(a(x)x)(p(x)) + T(a(x)x)(y(x)) = O.
Suppose a is not a non-zero constant. Then there is a non-zero root x' of a = 0, as dim B ~ 2. Since <1>(0) = 0 and T(O) = 1, it follows from the identity above and (1) that y(x') = 0 = y(w(x')). Therefore l{I(x', 0, 0) = If! ( W(X') , 0, 0) , again by (1). Since If! is an isomorphism and, in particular, injective, we have x' = w(x'). But this contradicts (2) as x' ::f:. O. Therefore a must be a non-zero constant, and this verifies the assumption in 5.1. 0
Now the question becomes when we can find enough information about Aut(B)G to use these results. Since B is a G-module, multiplication by a non-zero complex number defines a G-variety automorphism of B; so c* is isomorphic to a subgroup of Aut(B)G. We sometimes regard C* as a subgroup of Aut(B)G this way. If Mor(B, B) G is generated by the identity map as an &(B)G-module (cf. 5.4), then Aut(B)G = C* , but it is difficult to compute Aut(B)G in general. The next theorem gives a way to avoid this difficulty.
We note that Aut(B)G acts on mor(F, S), etc., through its action on B.
The action of f E Aut(B)G on <I> E mor(F, S), etc., then is denoted 1*<1>.
Similarly Aut(B H ) acts on &(BH). The inclusion map i: BH ---+ B induces a homomorphism i* : Aut(B)G ---+ Aut(B H ).
We remind the reader that G k is the group G x Z/ kZ and % is the ideal defined in 4.0.
Theorem S.S. Let <1>, <1>' E mor(F, S) satisfy <1>(0) = 0 = <1>' (0), and let T E 
R(<I»*, T' E R(<I>\. Let H be a reductive subgroup of G. Suppose that there is a Gk-variety isomorphism If!: EIJ>(T) ---+ EIJ>,(T') where either k 2:: 2 or If! satisfies 5.1 (*). Then there is acE t(Aut(B)G) C Aut(B H ) such that in case
B)G such that EIJ>(T) is isomorphic to I*EIJ>,(T') as G-vectorbundles. Note I*EIJ>,(T') = ErlJ>,(f*T').
Since f restricts to an automorphism c of BH , the theorem follows from 4.4. 0
Remark. In later applications BG = {O} and BH is one dimensional, so i*(Aut(B)G) = C* .
We end this section with
Lemma S.6. Let T E R(<I»* and c E C* C Aut(B)G. If <I> is homogeneous, then c* EIJ>(T) ~ EIJ>(c* T) as G-vector bundles and EIJ>(T) ~ EIJ>(c* T) as G k -varieties
for any k 2:: 1 .
Proof. First we note that c* EIJ>(T) = Ec*lJ>(c*T).
Since <I> is homogeneous, c*<I> = cdeglJ><I>. Through an automorphism (y, z) ---+ (cdeglJ>y, z) of FEB S, one sees that Ec*lJ>(c*T) ~ EIJ>(c*T) as G-vector bundles. This proves the first statement of the lemma.
Since c*Ec'P(T) ~ Ec'P(c*T) as G-vector bundles, they are isomorphic as G kvarieties. Here c* Ec'P(T) is isomorphic to Ec'P(T) as Gk-varieties because it is the pullback of Ec'P(T) by c E Aut(B)G.
This proves the latter statement of the lemma. 0
PART II. ApPLICATIONS
In this part of the paper we present applications of the material in Part I. For certain groups, we explicitly construct families of G-vector bundles over G-modules and distinguish them up to isomorphism as G-vector bundles and as G-varieties. (These G-vector bundles define actions on affine space, and the actions defined on affine space by two G-vector bundles are distinct if and only if the G-vector bundles are distinct as G-varieties.) The key tools are I.4.4 and I.5.5 for G-vector bundles and G-varieties respectively. Three families of finite groups are treated. In addition, applications to 0(2) and SL(2) are included, illustrating that the methods of Part I apply equally to finite and infinite reductive groups. The section on SL(2) serves also as a preview of applications to semi simple groups in [MMP1] and [MMP2] .
In the applications the base space B is a G-module, so it has the origin as a distinguished fixed point and &,(BH)* = C* for any reductive subgroup H of Remember that rp E mor(U, V) determines and is determined by the G-
G. Therefore the assumptions in §1.4 are satisfied. Our applications treat the G-vector bundles Ec'P(T) E VEC(B, F; S) as T varies in R(<I»* for a fixed <I> E mor(F, S). We choose <1>, describe R(<I>t, and distinguish Ec'P(T) and Ec'P(T') as G-vector bundles and as G-varieties. To use I.4.4 to distinguish Gvector bundles we choose <I>
In this way rp is viewed as a morphism between vector spaces. Its degree is the minimal degree of its coordinate functions, and it is homogeneous of degree d if rp(cx) = cd rp(x) for c E C and x E B. We often use a matrix expression for rp(x) in which elements in U and V are regarded as column vectors. Remember also that for a (non-zero) constant c E C, c * rp denotes the morphism in mor(U, V) defined by c* rp(x) = rp(cx) for x E B.
DIHEDRAL GROUPS
Let K = ZjnZ. We fix a generator of K and denote it by g. Let U, be the one dimensional K -module given by gu = "u, where u E U r = C and , = exp(2nV-ljn). In this section G is the dihedral group Dn of order 2n, that is, a semidirect product of K = ZjnZ and H = Zj2Z. We denote by h the non-trivial element in H. Let r-:. be the two dimensional G-module defined by (PI(a, b) P2(a, b) )
where [1,2m;G) (see 1.4.0 (2)). This proves (2). 0
Since the computation of [l, r; G] is not difficult, the above 1.2 gives a practical estimate .of the ideal .%. To apply 1.4.4 it remains to choose <I> E mor(F, S) with <1>(0) = O. We consider two cases.
n without loss of generality because Vm is isomorphic to V_m and V m -n .) Define <I> E mor(F, S) by 
It is easy to see that Eq;,(T) is trivial for any T E R(<I»
It is easy to see that Eq;,(T) is trivial for any T E R(<I»
where !J.. = ab as before and 0 = aN + b N . Define ~i E end(S) by ~o = 1 and 
T(O)T(I) = T(O)T(I) mod (!J.. ,0). (2) Suppose n is even. Then Eq;,(T) 9:! Eq;,(T') as G-varieties only if there is a non-zero constant
G be the vector space spanned by !J..i for i < p. It follows from 1.4 that this vector space is mapped injectively into
by sending f E V to Eq;,( I + f~l). Thus 1.4( 1) implies that U contains a vector space of dimension p. In addition, if n is even, 1.4(2) implies that when p ~ 1, the actions defined by Eq;,( 1 + 1(1)~1) and Eq;,( 1 + T(I)~I) are equivalent only if 1(1) is in the orbit of T(I) under the C* -action on V defined by sending f to c(c* f) for f E V and c E C* ; so the isomorphism classes of these actions are parametrized by the orbit space VIC* of dimension p -1.
Hence
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Hence the integer e in 1.2 is equal to min{ m -1 , [2, 2m; G]) . Let f (resp. J) denote the one dimensional trivial (resp. non-trivial) Hmodule as before. Let w denote the coordinate of BH such that w = i* a = i* b. Then we have
and similarly for T'. Since T: T J == T£ T~ mod &,(BH)e by 1.4.4 and 1.2, the identities above show that (2) The order two subgroup in K satisfies the assumption in 1.5.2. Hence it follows from 1.5.5 together with the above argument that
t((c* T(O)) 1(1)) == t(c(c*T(I))1(o)) mod &,(BH)e_1
for some non-zero constant c. (Note that since degC;1 = 1, the coefficient of
C;I in c*T' is c(c*T(I)) ' i.e., (c*T')(I) = c(c*T(I)).) This implies (2). 0
0(2)
Let G = 1(:* ~ 7L./27L., which is isomorphic to 0(2). Let Vm denote the two dimensional G-module with weights m and -m relative to the action of 1(:* . The generator of 7L./27L. = H interchanges the two weight spaces. Then it turns out that the argument developed in the previous section works for G = 1(:* ~ 7L./27L. with little modification; in fact, the argument becomes simpler. The main difference is that &,(B)G = C[.1] (i.e., Q does not appear) and the elements C;2' C;3 of end (S) in Case 2 do not appear. In this section we give a complete (G-variety) classification of elements Ef1)(T). We consider two cases following the previous section. This satisfies (1) and (2) (O) 
Theorem 2.1 ([MP2]). Let T, T' E R(<I>t. Then (1) Etp(T) ~ Etp(T') as G-vector bundles if and only if T == T' mod (d m ). (2) Etp(T) ~ Etp(T') as G-varieties if and only if T == c*T' mod (d
mod (d k ). (2) Etp(T) ~ Etp(T') as G-varieties if and only if (c* T(O))T(I) == c(c* T(I)) 1(0)
mod (d k ) for some non-zero constant c E c* .
Remark. This was announced in [MP1, 7.0, 7.1] . Previously Schwarz [S] had announced the classification of VEC (B, F; S) in the two cases giving results related to 2.1(1) and 2.2(1). Subsequent to our announcement of 2.2(2), Kraft and Schwarz [KS, VII 5.4 (2) ] used [MP1, 4.2] to prove the same result.
METACYCLIC GROUPS
Let n, q be positive integers and a an integer such that a q == 1 mod n. In this section G denotes the metacyclic group M(n, q; a) generated by
which is a semidirect product of cyclic subgroups K = {gi I 1 .~ i ~ n} and
Note that if q = 2 and a = -1 , then G is the dihedral group of order 2n. It turns out that the argument developed in § 1 works for metacyclic groups to some extent.
Let Vm be the q-dimensional G-module defined by
where V = (vo' ... ,v q _ 1 ) E Vm = C q and, = exp2nA/n. In what follows we assume q ~ 2 and take B = JtL, F = Vm and S = C. Note that BH is the diagonal subspace of B, which is one dimensional. As in the dihedral case we introduce some notation to estimate the ideal .% .
Definition. With integers I, r we associate non-negative integers
If G is a dihedral group, i.e., q = 2 and a = -1 , then the above notation [I, r; G] agrees with that introduced in § 1 and (l, r; G) = [I, 2r; G] , so the following lemma is an extension of 1.2. In fact, the proof is almost same as that of 1.2, so we leave it to the reader. In order to make a qualitative statement it is necessary to compute the integer e above. We do it later in one case. Before that we make a general statement. M(n, q; 0') x Z/2Z is isomorphic to M(2n, q; 0') 
Here is an example of an explicit computation of the integer e defined in 3.1.
Lemma 3.3. Suppose that 0' > 0, n = L,f~OI O'i and (q, 0' - 
SUBGROUPS OF (C*)q ~ Sq
Let H be a subgroup of the symmetric group Sq on q letters which acts on (C*)q by permutation of factors. Let K be a subgroup of (C*)q which is invariant under the action of H. We take G = (H; F) . By the definition of end(F; S) (1.4.0(1)), and the fact that S = C, detD x is a non-zero constant unless X is trivial. Here Irr(H; F) contains a non-trivial X since q ~ 2. It follows that P is congruent to a non-zero constant modulo &(B H )2m and hence so is detD x for any X E Irr (H; F) . This implies (2) (see 1.4.0(2)). 0
Define <I> E mor(F, S) by and it turns out that the same statement as 4.2 holds. In fact, the proof is almost the same as that of 4.2.
SL(2)
So far we have considered groups G of the form of a semidirect product As a general remark, we note that 1.4.4 produces a family of equivariant vector bundles over a G-module B for a semisimple group G. In this section we preview the applications of results in [MMP1] and [MMP2] which distinguish these bundles and their underlying actions on affine space by treating the case
Then qx, Y] inherits an action of G and the subspace Rn of homogeneous polynomials of degree n is invariant. It is known that the G-module Rn is irreducible and self-dual, i.e. R~ = Hom(Rn' C) ~ Rn. Let H be the subgroup of G consisting of diagonal matrices, which is isomorphic to C· . Let t i denote the one dimensional H -module defined by Here is a construction of <I> E mor(F, S). Given x E B , multiplication by xk yields an element of mor(S, F) , which we denote by '¥ ,i.e., '¥(x)(z) = xk z for z E S. Since F and S are self-dual, the dual of '¥ gives an element of mor (F, S) . This is the desired element <1>. Since '¥(x) is injective when (2) The "if" part is a consequence of (1) and 1.5.6. We prove the "only if" part. Since k is even, multiplication by -Ion B satisfies the condition of the (j) 
1) Etp(T) ~ Etp(T') as G-vector bundles if and only if T(i) == T(i)
mod ( We wish to acknowledge that discussions with Lucy Moser-Jauslin about the SL(2) case have led to the application of the techniques here to (non-abelian) connected reductive groups. This work is joint with her. See [MMP1] and [MMP2] .
