Abstract-We describe our experience in obtaining significant computational improvements in the solution of large stochastic unit commitment problems. The model we use is a stochastic version of a planning model used by the California Independent System Operator, covering the entire WECC western regional grid. We solve daily hour-timestep stochastic unit commitment problems using a new progressive hedging approach that features linear subproblems and guided solves for finding feasible solutions. For stochastic problems with 5 scenarios, the algorithm produces near-optimal solutions with a 6 times improvement in serial solution time, and over 20 times improvement when run in parallel; for previously unsolvable stochastic problems, we obtain near-optimal solutions within a couple of hours. We note that although this algorithm is demonstrated for stochastic unit commitment problems, the algorithm itself is suitable for application to generic stochastic optimization problems.
I. INTRODUCTION
The state of California has embarked on an aggressive plan to produce 33% of its electric energy from renewable resources by the year 2020 [1] . The increased penetration of intermittent renewable generation needed to meet this goal will substantially increase the variability and uncertainty in generation resources available to system operators. To assess the impact of such high renewable penetrations, the California Energy Commission funded a recently completed study at Lawrence Livermore National Laboratory to couple atmospheric models capable of producing renewable generation trajectories with a stochastic day-ahead unit commitment optimization model [2] . This stochastic day-ahead unit commitment model employs at its core a deterministic unit commitment planning model developed by the California Independent System Operator (ISO) for their study of market impacts under the 33% renewable portfolio standard [3] . The deterministic model is based on a grid description and operational specifications provided by the California ISO, and is implemented using the PLEXOS power market software package [4] , which generates a mixed-integer linear programming formulation suitable for determining dayahead hourly unit commitment decisions.
The stochastic unit commitment model is formulated as a two-stage mixed-integer stochastic optimization extension of the deterministic model, where scenarios are defined by different renewable generation trajectories, unit commitment states for long-start generators are treated as first-stage decisions (common across all scenarios), and economic dispatch values and unit commitment states for short-start generators are treated as second-stage decisions (one for each scenario).
A. Model Description and Prior Computational Performance
The model representation of the Western Energy Coordinating Council (WECC) grid developed by the California ISO includes more than 2,400 generating units, over 42 zones in 11 states, with 120 transmission lines between zones (a zonal model). Wind and solar (PV) inputs are included at a zonal level, aggregated from numerous individual real and proposed wind and solar sites. The California ISO model calculates hourly day-ahead unit commitments for all 2,400 generating units, with integer commitments for all (several hundred) generation units in California, and fractional commitments elsewhere. As a result, the deterministic day-ahead mixed-integer program (MIP) is already fairly large, including roughly 400,000 constraints, 600,000 continuous variables, 10,000 general integer variables and 2,000 binary variables.
Variables and constraints in the stochastic version of the model are (roughly) linear multiples of the corresponding values in the deterministic model, scaling with the number of scenarios used. Thus, the computational burden associated with solving such problems becomes prohibitive for even very powerful systems. In the California Energy Commission study [2] , it was found that for only 8 scenarios, each dayahead stochastic unit commitment problem already required an average of 5 hours to solve, and no solutions at all were found for 20 or more scenarios. It was for this reason the original study was downscaled to include only 5 scenarios [2] .
B. Contributions
We propose in Section III a new method for solving two-stage stochastic optimization problems that significantly reduces the solution time of the aforementioned stochastic unit commitment problems. As detailed in Section IV, this method allows us to solve individual unit commitment problems roughly 6 times faster than previously achievable, while a parallel implementation of this method (many of its stages are parallelizable) solves the problems more than 20 times faster. Figure 3 
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• Figure 1 . The deterministic equivalent formulation of the stochastic problem has a specific block-angular structure that allows for dual decomposable schemes.
II. DUAL DECOMPOSABLE SCHEMES FOR STOCHASTIC OPTIMIZATION PROBLEMS
We begin by reviewing stochastic optimization problems, and briefly describe schemes for solving such problems. We then consider the Progressive Hedging (PH) algorithm in detail, highlighting many of its strengths and some weaknesses.
A. Stochastic Optimization: An overview
A stochastic optimization problem is often formulated as a two-stage optimization problem. Given a set of scenarios ω s , s ∈ [1, S] with corresponding probabilities p s , the samplebased MIP is formulated as in Figure 1 This formulation is often referred to as dual decomposable, since by eliminating the coupling constraints (1a) the problem can be decomposed into a separate subproblem for each scenario; see Figure 1 (b). Many dual decomposition approaches have been applied to such problems, including Lagrangian [5] , and augmented Lagrangian methods [6] , branch and price approaches based on Dantzig-Wolfe decomposition [7] , and the Progressive Hedging (PH) algorithm proposed in [8] . An alternate deterministic equivalent formulation uses coupling first-stage variables that are common for all scenario blocks, yielding a primal decomposable problem that can be solved by schemes such as Benders' when all second-stage variables are continuous. Extensions have been proposed, but these tend to be computationally impractical, especially when both stages have continuous and integer variables [9] .
Progressive Hedging (PH) was designed specifically for stochastic programming problems and combines the idea of augmented Lagrangian methods with a scenario-based decomposition. Unlike branch and price and other approaches based on column generation, the subproblems in PH are updated without needing to iteratively solve a master problem.
B. The Progressive Hedging Algorithm
For convex optimization problems, such as stochastic linear programs, PH is guaranteed to converge to the optimal solution [10] , even if the subproblems are solved approximately [11] . In our case, since both first and second stage decisions contain integer variables, theoretical convergence is lost. Nevertheless, PH can be applied to non-convex stochastic integer programs (such as ours) to obtain heuristic solutions [12] .
In PH, for iteration i, a subproblem is defined for each scenario s as:
Denoting the optimal solution to subproblem s in iteration i as x * i s , the penalty functionf s (x s , i) is defined as: 
(6) At each iteration of the algorithm, problem SP i s is solved for every scenario, and the optimal solutions x * s are used to update the penalty function. The goal of the penalty function is to ultimately guide all first-stage variables x * to satisfy constraint (1a), giving a feasible solution.
PH halts execution when convergence is reached for all the first-stage variables. In a commonly used termination criterion [13] , PH terminates when the norm
drops below a certain parametric threshold. In this case δ is a measure of the "distance from convergence". As we discuss later, we also consider termination criteria based on the gap between the best-known upper bound (from feasible solutions) and the best-known lower bound (obtained by combining the solutions of the subproblems for the first iteration). In practice, many problems also consider a global execution time limit. The main drawbacks of PH are that the common penalty function produces a quadratic integer program for each subproblem, which can present computational challenges; furthermore, the PH scheme does not provide feasible solutions to the stochastic problem until it converges (or at least all the integer-first stage variables converge). Even then, there is no guarantee that a feasible solution exists for the original problem with fixed first-stage integer variables. We address both these shortcomings in mPH, our modified PH-based algorithm for solving two-stage stochastic optimization problems.
III. MPH: A PH-BASED HEURISTIC FOR TWO-STAGE STOCHASTIC PROBLEMS
We motivate our introduction of mPH, a modified version of PH effective in solving large real-world stochastic problems, by detailing our approach in overcoming the drawbacks of PH.
A. Linear subproblems
The penalty function defined in (3) and (4) [14] , but this does not apply in our unit commitment problems. When the size of the problem increases, the quadratic subproblems quickly become difficult to solve if not intractable. In theory, the presence of the quadratic term ensures convergence to an optimal solution for the convex case (as in stochastic linear programs). From our perspective, losing the convergence property by modifying the penalty function is acceptable since the proof of convergence does not extend to the case of nonconvex stochastic integer programs.
As illustrated in Figure 2 (a), the quadratic term inf s (x s , i) pushes the first-stage variables to assume values that are near the averagex i . In a linear penalty function obtained by removing the quadratic term, the deviation fromx i is not penalized, causing oscillatory behavior of the variables and impacting convergence of the algorithm. Therefore, instead of removing the quadratic term, we approximate the quadratic distance fromx i with the absolute distance, as in Figure 2 (b). To the best of our knowledge, this is a new technique in the context of PH. For a generic scenario s, we define the following penalty function:
The intent behind the definition off s (x s , i) is to mitigate the oscillatory behaviour and allow the solution of linear subproblems at the same time. Note that with the linear penalty the overall cost of a given first-stage variable x s,j has a minimum atx Figure 2(c) ). Choosing the correct penalty factor for the original quadratic penalty function is critical and is often data dependent ( [12] , [15] ). Whenf s (x s , i) is used instead off s (x s , i), the smoothness of the quadratic penalization is lost and choosing the correct penalty factor is as critical as in the quadratic case.
Penalty factor: We extend the element-specific penalty factor first proposed in [12] . The authors define a penalty factor, for each iteration i and each first-stage variable j, as follows:
. With absolute distances, using the same definition results in a weak penalty factor and, consequently, slow convergence of the algorithm. Instead, we use the vector
2 and n is the number of first-stage variables.
Inf s (x s , i), any ρ > 0 guarantees that the subproblems are bounded. This is not the case when we consider absolute distances. To overcome this, for every unbounded first-stage variable j, we adjustρ 
B. Guided MIP Solves for feasible solutions
PH does not directly provide feasible solutions until complete convergence is attained. For difficult to solve instances, it is highly likely that convergence will not occur within a given time limit. Existing strategies typically stop the algorithm before convergence is reached for all the first stage variables and then search for global feasible solutions by fixing some variables. Our new approach searches for feasible solutions while the algorithm iterates. Our ability to find good feasible solutions even after the first iteration is particularly useful for instances such as ours with large and difficult subproblems, in which a single iteration of mPH requires a considerable computational effort. Moreover, different iterations of the algorithm may generate different feasible solutions by exploring different parts of the feasibility region.
Guided solves: We refer to first-stage variables that have the same value in the solutions of all subproblems for a given iteration as "agreed" variables. We obtain feasible solutions by optimizing SU C with agreed variables fixed to the common value. We call this problem SU C and its solution as a For continuous first-stage variables, we define a tolerance in which two first-stage variables can be considered equal and therefore agreed. For any > 0, we denote by " −agreed" all the variables for which the variance from a common value is less than . All the −agreed variables can then be fixed at their average valuex i . If is smaller than the feasibility tolerance of the MIP solver used for the guided solves, then the definition of agreed and -agreed variables coincide.
SU C feasibility:
Observe that Problem SU C is obtained by adding constraints to the original SU C formulation; thus the feasibility region of SU C is contained in the region of SU C. On the other hand, there is no guarantee that SU C has feasible solutions even if SU C does. In fact, it is not always possible to satisfy the non-anticipativity constraints for all nonfixed first-stage variables for all agreed variables. However, if a combination of first-stage variables is known to be feasible for all scenarios if it is feasible for one scenario, then is possible to state a-priori that SU C is always feasible if SU C is feasible.
-strategies: The parametric definition of -agreed variables suggests certain natural strategies. When the number of agreed first-stage variables is low, the guided solve requires a computational effort similar to the original SU C formulation. In this case, considering integer variables that have similar (unequal) values as -agreed may help. This causes an increased number of fixed variables in SU C , with consequent reduction of required computation and, potentially, solution quality.
Conversely, one may want to reduce the number of fixed first-stage variables, when easy to solve SU C problems return poor or infeasible solutions. One strategy is to fix variables that converged only in the previous iteration. This idea arises from the fact that some generation resources are used only when uncertainty is considered. For example, the subproblems solved separately may not use such resources in the initial iterations, even if they are used in the optimal solution. In this case, fixing such resources to zero will cut off the optimum.
IV. COMPUTATIONAL RESULTS

Instances and Experimental Setup:
We evaluate our mPH algorithm on a testbed containing twelve 5-scenario instances and one 20-scenario instance. Each instance corresponds to an hour-timestep unit commitment problem for a single day in the simulated year 2020, as described in Section I-A. We ran our mPH algorithm on a Power7 processor, with 8 cores running at 
A. Results
We compare mPH with "direct" solutions of the SUC formulation using CPLEX 12.4 with standard parameters except for "relative MIP gap tolerance" which is set to 0.05%. We use the same version of CPLEX and the same parameter settings to solve SU C in mPH, but we set the relative MIP gap tolerance to 0.5% for the subproblems SP i s . To reduce the computational requirements for solving SU C , we fixed some second-stage variables in addition to the first-stage " -agreed" variables. Any second-stage variable that assumes the same value in the optimal solutions of all the subproblems is fixed to this agreed value in SU C .
Five scenarios instance:
In Table I we summarize the quality of the results achieved for the 5-scenarios instances. In column "It. 1" and "It. 2" we report the gap, in percentage, between the optimal solutions obtained using the direct approach and the feasible solutions returned by the guided solves after the first two iterations. In our experiments, we stopped mPH after two iterations since we obtained solutions comparable to the optimum in just two iterations. We did obtain infeasible SU C problems in two cases, but the overall performance was not compromised since for every instance it was possible to reach a feasible solution in either the first or second iteration. Table II compares the solution times (in seconds) for the 5-scenario problems. We achieve a 6 times speedup in the average serial solution time. We also tested a parallel implementation that solves all the subproblems in parallel, under which the guided solve subsequent to iteration i is also carried out in parallel with the subproblems of i + 1. In this implementation, we find a 22 times average speedup.
In our experiments, we observed a decrease in subproblem solution times for the second iteration, which is partially due to information from the first iteration and partially due to a different (penalizing) objective function. We also observe a reduction in solution time for the guided solves, averaging a 40% improvement. In our experiments, the guided solve reoptimized from scratch at every iteration, with no information Table III  RESULTS FOR THE 20-SCENARIOS INSTANCE used from the previous iteration, so the reduced solution times can only be attributed to the different fixed variables in SU C . Table III lists mPH execution times and solution quality for the 20-scenario instance. Time columns are the same as in the 5-scenario case, and the rows represent the iteration number. The gap between the solutions from the guided solves and the best known lower bound is reported in column "Gap % SU C i -LB". It is clear from the results that the solutions provided by the guided solves are extremely close to optimal. The feasible solutions returned by mPH are the only valid upper bound in this case as the 20-scenarios instance is intractable when solved with the direct approach (no feasible solution was found in 24 hours).
Twenty scenarios instance:
Convergence: While mPH provided near optimal solutions after 2 iterations, the convergence of the algorithm depends on the effectiveness of the linear penalty functionf s (x s , i).
To gauge this, we ran the algorithm for ten iterations for the 5-scenarios instances and seven iterations for the 20-scenario instance; there were no cases of complete convergence.
In Figure 3 we report the values of δ. After the first iteration the value of δ in the 5-scenarios instances becomes very small and remains there. In the 20-scenario instance, we observed a slight but constant reduction of δ in the following iterations.
To achieve complete algorithmic convergence, one could fix the agreed variables both in SU C and also in the subproblems of following iterations. Alternatively, one could use a definition of i that increases when the iterations of i increases.
V. CONCLUSIONS
Our mPH algorithm produces near-optimal solutions for our stochastic unit commitment problems, with a 6 times improvement in serial solution time over the standard approach, and a 22 times improvement in parallel. We can now solve stochastic problems with many more renewable scenarios than previously achievable, including the solution of the formerly intractable 20-scenario case. Given the recent interest in the power industry for stochastic unit commitment models as a way of managing uncertainty [16] , these results represent a solid tool that can be used to mitigate the computational burden of such problems. The methods proposed here suggest several areas for further analysis. First, as mentioned in the -strategies paragraph, there are different possible definitions of the agreed variables. Second, when feasible solutions are available there is the possibility (not exploited in this work) to use these solutions to help convergence of PH or speed up the resolution process in general. For example, if in a given iteration SU C returns a particularly good feasible solution, it may be advantageous to fix some of the agreed variables in the subproblems. This will help produce easier subproblems, with a consequent reduction of computation, and may also help convergence of the algorithm by progressively fixing more variables.
