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ABSTRACT
Signal detection and pattern recognition for online grouping huge
amounts of data and retrospective analysis is becoming increas-
ingly important as knowledge based standards, such as XML and
advanced MPEG, gain popularity. Independent component analy-
sis (ICA) can be used to both cluster and detect signals with weak
a priori assumptions in multimedia contexts. ICA of real world
data is typically performed without knowledge of the number of
non-trivial independent components, hence, it is of interest to test
hypotheses concerning the number of components or simply to
test whether a given set of components is significant relative to a
“white noise” null hypothesis. It was recently proposed to use the
so-called Bayesian information criterion (BIC) approximation, for
estimation of such probabilities of competing hypotheses. Here,
we apply this approach to the understanding of chat. We show that
ICA can detect meaningful context structures in a chat room log
file.
1. INTRODUCTION
In [7] we initiated a development of a signal detection theory based
on testing a signal for dynamic component contents. The approach
is based on an approximate Bayesian framework for computing
relative probabilities over a set of relevant hypotheses, hence ob-
taining control of both type I and type II errors. In this contribu-
tion we give additional detail and furthermore apply the approach
to detection of dynamic components in a chat room log file.
Chats are self-organized narratives that develop with very few
rules from the written interaction of a dynamic group of people
and as a result often appear quite chaotic. When a new user enters
a chat room a natural first action is to explore which topics that are
being discussed.
Are chats simply a waste of time or is it possible to process
chats to extract meaningful components? This paper is an attempt
at modeling chat dynamics. There are numerous possible real-
world applications of this type of analysis. One application is to
provide retrospective segmentation of a chat log in order to judge
whether a chat is worth engaging, another application would be to
survey a large number of chats for interesting bits.
Our approach is unsupervised, with emphasis on keeping a low
computational complexity in order to provide swift analyzes. This
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is achieved using a modified version of the independent compo-
nent analysis (ICA) algorithm proposed by Molgedey and Schuster
[14]. Our text representation is based on the vector space concept
used e.g., in connection with latent semantic analysis (LSA) [2].
LSA is basically principal component analysis of text and LSA
will be used for dimensional reduction in this work.
Independent component analysis of text was earlier studied in
[8] and used for static text classification in [9]. We here extend this
research to the ICA of text based on dynamic components [10].
Using the Molgedey and Schuster approach, the ICA solution
is achieved by solving the eigenvalue problem of a quotient ma-
trix, of the size of K2, where K is the number of components.
The notion of dynamic components was put forward by Attias and
Schreiner [1]. Attias and Schreiner’s approach is more general and
includes both dynamic and non-linear separation, however, at the
price of a considerably more complex algorithm and significantly
longer estimation times than the approach used here. Comparisons
between the two schemes in a neuroimaging context are provided
in [16].
Molgedey and Schuster proposed an approach based on dy-
namic decorrelation which can be used if the independent source
signals have different autocorrelation functions [14, 4, 6]. The
main advantage of this approach is that the solution is simple and
constructive, and can be implemented in a fashion that requires
minimal user intervention (parameter tuning). In [6] we applied
the Molgedey-Schuster algorithm to image mixtures and proposed
a symmetrized version of the algorithm that relieves a problem of
the original approach, namely that it occasionally produces com-
plex mixing coefficients and source signals. In extension to this
work we present a computational fast way of determining the lag
parameter  of the model.
2. PROBABILISTIC MODELING
Let a set of hypotheses about the structure of a signal be indexed by
m = 0;    ;M , where m = 0 is a null-hypothesis, correspond-
ing data being generated by a white noise source. Bayes optimal
decision rule (under 0/1 loss function) leads to the optimal model,
m
opt
= argmax
m
p(mjX): (1)
The probability of a specific hypothesis given the observed data X
is denoted by P (mjX), using Bayes’ relation this can be written
as,
P (mjX) =
P (Xjm)P (m)
P
m
P (Xjm)P (m)
; (2)
where P (Xjm) is the evidence and P (m) is the prior probability
which reflects our prior beliefs in the specific model in relation to
the other models in the set, if no specific belief is relevant we will
use a uniform distribution over the set P (m) = 1=(M + 1).
A model will typically be defined in terms of a set of param-
eters  so that we have a so-called generative model density (like-
lihood) P (Xj;m), this density is often given by the observation
model. We then have the relation
P (Xjm) =
Z
P (X; jm) d =
Z
P (Xj;m)P (jm) d:
(3)
The P (jm) distribution carries possible prior beliefs on the level
of parameters, often we will assume so-called vague priors that
have no or little influence on the above integral, except making it
finite in the case X is empty (i.e., P (jm) is normalizable).
The integral in equation (3) is often too complicated to be eval-
uated analytically. Various approximation schemes have been sug-
gested, here we will use the Bayesian Information Criterion (BIC)
approximation [12]. This approximates the integral by a Gaussian
in the vicinity of the parameters that maximize the integrant (the
so-called maximum posterior parameters ). With this approxi-
mation the integral becomes
P (Xjm)  P (Xj

;m)P (

;m)

2
N

d=2
; (4)
where d is the dimension of the parameter vector and N is the
number of training samples. High-dimensional models (large d)
are exponentially penalized, hence, can only be accepted if they
provide highly likely descriptions of data.
3. VECTOR SPACE REPRESENTATION OF TEXT
In the vector space model Salton [17] introduced the idea that text
documents could be represented by vectors, e.g. of word frequency
histograms, and that similar documents would be close in Eu-
clidean distance in the vector space. This approach is principled,
fast, and language independent. Deerwester et al. [2], suggested to
analyze sets of documents by principal component analysis of the
associated vectors and dubbed the approach latent semantic analy-
sis (LSA). The eigenvectors of the co-variance matrix correspond
to “typical” histograms in the document sets. Scatterplots of the
projections of documents onto the most significant principal com-
ponents form a very useful explorative means of spotting topics
in text databases, see e.g., Figure 1. This was extended to both
supervised and unsupervised probabilistic descriptions as in, e.g.,
[5, 11, 15]
For the LSA approach the temporal ordering of documents is
arbitrary. So in order to explore dynamical aspects of text we gen-
eralize the vector space representation as illustrated in the upper
part of Figure 3. We consider a single contiguous text. A set of
pseudo documents are formed by extracting fixed length windows
(number of words L) from the contiguous text. We will let win-
dows overlap by 50%. Each text window (pseudo document) is
then processed as in standard vector space representation, using a
list of terms. In particular we filter the text to remove terms in a
list of stop words and non-standard characters, see e.g., [9]. From
each such filtered document a term histogram based on P terms is
generated and normalized to unit length. The total set of window
documents form the P N term/document matrix denoted X
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Fig. 1. The left panel shows a scatterplot of document in the LSA
basis, while the right shows the similar plot based on the ICA com-
ponents. The “ray-like” structure strongly indicates that we should
use non-orthogonal basis vector in the decomposition of the data
matrix. In the similar plot based on the ICA components the group
structure is well-aligned with the axes. The gray shading of the
dots show the ICA classification discussed later.
3.1. ICA Text Model
When applying ICA technology to text analysis we seek a decom-
position of the term/document matrix,
X = AS; X
j;t
=
K
X
k=1
A
j;k
S
k;t
; (5)
where X
j;t
is the frequency of the j’th term in document (time) t,
A is the P K mixing matrix, and S
k;t
the k’th source signal in
document (time) t.
The interpretation is that the columns of the mixing matrix
A are “standard histograms” defining the weighting of the terms
for a given context, while the independent source signals quantify
how strongly each topic is expressed in the t’th document. Here
we are specifically interested in temporally correlated source sig-
nals in order to detect contexts that are active in the chat room for
extended periods of time.
4. MOLGEDEY SCHUSTER SEPARATION
Let X

= fX
j;t+
g be the time shifted data matrix. The delayed
correlation approach for square mixing matrix is based on solving
the simultaneous eigenvalue problem for the correlation matrices
X

X
> and XX>. Originally it was done in [14] by solving the
eigenvalue problem of the quotient matrixQ  X

X
>
(XX
>
)
 1
,
but having a none square mixing matrix we need to extend the al-
gorithm, see [6] for a more detailed derivation.
Using singular value decomposition (SVD) to find the princi-
pal component subspace, we decompose X = UDV>, where U
is P N , D is N N , and V is N N when assuming P > N
(in the case of text mining P  N ). The quotient matrix can now
be written as,
b
Q 
1
2
D(V
>

V + V
>
V

)D
 1 (6)
= 
 1
: (7)
We have an option here for regularization by projecting onto small
K-dimensional latent space by reducing the dimension of the SVD,
i.e. also reducing the number of sources. U is then P  K and
constituted by the first K columns, likewise, S is K K, and V
gets N  K. In  we have the rectangular (K  K) ICA basis
projection onto the PCA subspace and U holds the projection from
the PCA subspace to the original term/document space. The esti-
mates of the mixing matrix and the source signals then are given
by,
A = U; (8)
S = 
 1
DV
>
: (9)
The BIC approach for ICA signal detection consists in perform-
ing Molgedey-Schuster separation for a range of subspace dimen-
sions, K = 0;    ; K
max
and compute the approximate probabil-
ities over the corresponding K +1 hypotheses in accordance with
Eqs. (2),(4). In [7] simulation examples in fact showed that the
BIC detector was more efficient than a test set based detector.
5. DYNAMIC COMPONENT LIKELIHOOD FUNCTION
PCA is used remove noise by projecting to a sparse latent space
and thereby enhancing generalizability. We deploy the PCA model
introduced in [3] and further elaborated in [13], where the sig-
nal space spanned by the first K eigenvectors has full covariance
structure. The noise space E spanned by the remaining P   K
eigenvectors is assumed to be isotropic, i.e., diagonal covariance
with noise variance estimated by 2
"
= (P   L)
 1
P
N
i=K+1
D
2
ii
.
Assuming independence of signal and noise space we model
P (Xj;K) = P (Y j; K)P (Ej
2
"
): (10)
where  are model parameters, Y = U>X is the signal space in
which ICA is performed.
In order to compute the likelihood involved in the BIC model
selection criterion Eq. (4) the likelihood for Y and E is required.
It is easily verified [13] that
P (Ej
2
"
) = (2
2
"
)
 N(P K)=2
 exp( N(P   L)=2) (11)
The dynamic components S are assumed to be well described
by their second statistics, hence, can be modeled by multi-variate
normal colored signals, as would result from filtering independent,
unit variance, white noise signals, by unknown, and source specific
filters.
Given that no noise is present the following ICA model can be
assumed where,
P (Y j; K) =
Z
dS(Y   S)P (S): (12)
The source distribution is given by,
P (S) =
Y
k
1
p
j2
s
j
exp
0
@
 
1
2
X
t;t
0
S
k;t
(
 1
s
)
t;t
0
S
k;t
0
1
A
; (13)
where the source covariance matrix is estimated as

s
i
= Toeplitz([
s
i
(0); :::; 
s
i
(N   1)]): (14)
where 
s
i
(m) =
P
N m
n=1
s
i
(n)s
i
(n + m), m = [0; : : : ; N  
1], are estimated source autocorrelation functions, which form a
Toeplitz matrices under the model assumptions. Evaluating the
integral in equation (12) provides the expression
P (Y j;m) =
Y
k
1
p
j2
s
j

1
kk

N
exp
0
@
 
1
2
X
t;t
0
S
k;t
(
 1
s
)
t;t
0
S
k;t
0
1
A
: (15)
with kk being the absolute value of the determinant of , while
we use the notation bS
k;t
, for the sources estimated from A;Y
b
S
k;t
=
P
l
(
 1
)
k;l
Y
l;t
.
<Zeno> shooby   hey but you were in school then.  :)
<Sharonelle> Zeno - oh, I don't recall exactly - just statements like that - over the past
few weeks.
<Miez> heyy seagate
<Recycle> denise: he deserved it for stealing os code in his early days
<Zeno> ok Sharonelle
<denise> LOL @ Recycle
<HaleyCNN> Join Book chat at 10am ET in #auditorium. Chat with Robert Ballard
author of "Eternal Darkness: A Personal History of Deep-Sea Exploration," after his
appearance on CNN Morning News at 9:30am ET.
<heartattackagain> Smith Jones....lol....We might have an operating system that
doesn't crash every thirty minits....lololol.....
<EdShore> Shooby, I don't believe you.  I've been doing this sine PET, TRS-80, and
PIRATES!  Don't tell me you've been CHATTING!  PROVE IT!
<Zeno> Recycle   LOL ethical and criminal laws are different for the business world
<_Seagate_> Recycle, thats what the technology business is all about.
<tribe> I heard a local radio talk show host saying last night that he has noticed
everytime this Elian issue slows down, something happens to either the family in
Miami or in Cuba to put it right back in the headlines. He mentioned the cousin's
hospitalization as just the latest saga
<Diogenes> If Bill Gates was in Silicon Valley never a word would you have ever
heard.
<Zeno> SJ  you may have been doing sine but i have been doing cosine.
<shooby> Smith Jones: Compuserve since, heck, 76?
<Zeno> i mean Smith Jones
<Recycle> rumor has it that he was even dumpster diving at school for code
Fig. 2. The chat consists of a mixture of contributors discussing
multiple concurrent subjects. The figure shows a small sample of
the a CNN News Cafe chat line on April 5, 2000.
6. DETECTION OF DYNAMIC COMPONENTS IN CHAT
In this paper we present a retrospective analysis of a day-long chat
in a CNN chat room. This chat is mainly concerned with a discus-
sion of that particular days news stream. We show that persistent,
and recurrent narratives in the form of independent dynamic com-
ponents emerge during the day. These components have straight-
forward interpretations in terms of that particular days “top sto-
ries”.
In conventional text mining the tasks of topic detection and
tracking refer to automatic techniques for finding topically related
material in streams of data such as newswire and broadcast news.
The data is given as individual “meaningful units”, whereas in the
case of chat contributions are much less structured. The approach
we propose for chat analysis share features with topic detection
and tracking, however note that our approach is completely unsu-
pervised.
The data set was generated from the daily chat at CNN.com in
channel #CNN. In this particular chat room daily news topics are
discussed by lay-persons. A CNN moderator supervises the chat to
prevent non-acceptable contributions and to offer occasional com-
ments.
All chat was logged in a period of 8.5 hours on April 5, 2000,
generating a data set of 4900 lines with a total of 128 unique names
participating. We do not know whether users logged on at different
times with different names. The data set was cleaned by removal
of non-user generated text, all users names, stop words and non-
alphabetic characters. After cleaning the vocabulary consisted of
P = 2498 unique terms.
The remaining text was merged into one string and a win-
dow of size 300 characters was used to segment the contiguous
text in pseudo-documents. The window was moved forward ap-
proximately 150 characters between each line (without breaking
words apart), leaving an overlap of approximately 50% between
each window. A term histogram was generated from each pseudo-
document forming the term/document matrix. We have performed
a number of similar experiments with different window sizes, and
also letting a document be defined simply as one user contribution.
The latter provides a larger inhomogeneity in the document length.
We found the best reproducibility for 300 character windows. This
procedure produced a total of N = 1114 (pseudo-)documents.
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Fig. 3. The text analysis process is roughly divided into tree
phases: Data extraction and construction of the term histograms;
modeling where the vector dimension is reduced and topics segre-
gated and the analysis where the group structure is visualized and
the dynamic components presented.
6.1. Optimal number of components
Using equation (1) we performed an exhaustive search for the op-
timal combination of the two parameters K;  , leading to the op-
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Fig. 4. Molgedey Schuster analyzes for K = 0   7 component
with  = 169, for the chat data set. The most likely hypothesis
contains four dynamic components.
timal values  = 169, and K = 4. In figure 4 we show the spec-
trum of probabilities (2) over the set of hypotheses K = 0 : 7. We
hereby detect a signal with four independent components.
6.2. Determination of 
In numerous experiments with data of different nature it turned
out that selection of the algorithm lag parameter  is significant.
A direct approach is to use equation (2) and test for all reasonable
values of  . This, however, does require a fairly large amount of
computation and therefore not really attractive for online purposes.
As stated earlier, the ability of the algorithm to separate the dy-
namic components, is driven by exploiting the difference between
the autocorrelations of the sources, 
s
i
(m). Comparing the auto-
correlations with the Bayes optimal model selection from (2), we
observed a clear reduction in probability when the autocorrelation
of the sources where overlapping, see Figure 5. Investigating this
further, we formulated a objective function  for identification of 
enforcing sources with autocorrelation values which are as widely
distributed as possible.
For a specific  ,  is given by,
( ) =
K 1
X
i=1
j
s
i+1
( )  
s
i
() 
1
K   1
j; (16)
where 
s
i+1
( ) > 
s
i
( ) are the sorted normalized autocorrela-
tions 
s
i
(m) = 
s
i
(m)=
s
i
(0).
Comparing the selection according to ( ) and the Bayes opti-
mal model selection procedure clearly showed identical behavior,
as demonstrated in Figure 5.
The procedure for determination of  thus consists of 1) esti-
mating the sources and associated normalized autocorrelation func-
tions for a initial value, e.g.  = 1. 2) Select the  with the
smallest ( ), and reestimate the ICA. In principle this procedure
is iterated until the value of  stabilizes, which in experiments was
obtained in less than 5 iterations.
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Fig. 5. The Bayesian scheme (middle) for estimating the opti-
mal lag value  is compared with a computationally much sim-
pler approach (bottom), where the  is chosen to be equal to the
lag of which provides the most widely distributed autocorrelation
function values of the sources (top). The best  for was for the
Bayesian approach was  = 169, and for the -function  = 172.
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Fig. 6. The figure shows the result of the ICA classification into
topic groups, as function of linear time during the 8.5 hours of
chat. We used a simple magnitude based assignment after having
normalized all components to unit variance, forming four topics
T
1
;    ; T
4
and a reject group R. The reject group was assigned
whenever there was a small difference between the largest compo-
nent and the runner up.
6.3. Retrospective event detection
In order to better understand the nature of the dynamic components
we group the document stream. This is done by assuming equal
variance between components, and labeling a specific document s
i
with i = [1;    ; K] to the IC component closest in angle. In prac-
tice this amounts to selecting the index i as label for the compo-
nent with largest magnitude, as shown in Figure 6, see [9] for fur-
ther details. Note that the component sequences show both short
and long time scale rhythms. To interpret the individual IC com-
ponents found, we analyzed their normalized basis (U)
i
with
i = [1;    ; K] for the most 30% dominant words, that hereby
made up a specific topic. The content of the topics spotted by this
four-component ICA are characterized by keywords in Table 1.
The first topic is dominated by the CNN moderator and immediate
keywords
Topic 1 chat join pm cnn board message allpolitics
visit check america
Topic 2 gun show
Topic 3 susan smith mother children kid life
Topic 4 people census elian state clinton
government thing year good father time
Table 1. Projection of the independent components found in Fig-
ure 6 back to the term (histogram) space produces a histogram for
each IC component. We select the terms with the highest back
projections to produce a few keywords for each component. The
first topic is dominated by the CNN moderator and immediate re-
sponses to these contributions. The second is a discussion on gun
control. The third is concerned with the Susan Smith killings and
her mother who appeared live on CNN, and finally the fourth is an
intense discussion of the Cuban boy Elian’s case.
responses to these contributions, the second is a discussion on gun
control, the third is concerned with the Susan Smith killings and
her mother who appeared live on CNN, and the fourth is an intense
discussion of the Cuban boy Elian’s case. Hence, the approach has
located topics of significant public interest.
7. CONCLUSION
By formulating independent component analysis in a Bayesian sig-
nal detection framework we can detect signals in complex multi-
media signals with weak priors. Basically, we are detecting corre-
lated structures against a white noise background. When applying
the technology for analysis of a CNN chat log file we detected four
interesting and highly relevant dynamic components that suggest
that the approach may be of great help in navigating the web.
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