Abstract. We consider Berezin-Toeplitz operators whose multipliers are compactly supported densities carried by a submanifold Γ ⊂ C N . We compute asymptotically the moments of their spectral measures, and we prove Szegö limit theorems in cases when Γ is isotropic or co-isotropic, from which Weyl estimates follow. We also obtain asymptotics of the Schatten norms of such operators. Rescaled versions of these operators can be thought of as quantum mechanical mixed states, and our results give the semi-classical limit of their entropy.
Introduction and statements of the main results
We will consider operators on the weighted Bargmann space (1) B k = ψ ∈ L 2 (C N , dL) ; ψ(z) = f (z)e −k|z| 2 /2 ,∂f = 0 where dL denotes Lebesgue measure.
Let Γ ⊂ C N ∼ = R 2N be a smooth submanifold. Although some of our examples of Γ are noncompact, we will only be considering symbols or amplitudes on Γ that are compactly supported.
As a motivation for the type of operators we consider in this article, let dσ be the measure induced on Γ by Lebesgue measure and L 2 (Γ) the corresponding L 2 space. Let
be the restriction operator, which is bounded, and let
be its adjoint. Then the self-adjoint operator (2)
is an example of what we will call a singular Toeplitz operator, since it can be considered as a Toeplitz operator with a multiplier that is a distribution supported on Γ, as the following lemma shows:
Lemma 1.1. Let Π k (z, w) be the reproducing kernel for B k , that is, the Schwartz kernel of the projection Π k L 2 (C) → B k . Then ∀ψ ∈ B k T Γ (ψ)(z) = Γ Π k (z, w) ψ(w) dσ(w).
Proof. We compute R * . Let ϕ ∈ L 2 (Γ) and ψ ∈ B k . Then R * (ϕ) , ψ = ϕ , R(ψ) = Γ ϕ(ζ)ψ(ζ) dσ(ζ).
Now use the reproducing property:
and using Fubini's theorem we get that
Since this is true for all ψ,
as desired.
More generally, in this paper we consider the following operators: In the theory of Bergman spaces, one considers the holomorphic parts of the functions in B k , that is, the Fock space B k for k > 0, consisting of all entire functions f on C N such that f ∈ L 2 (C N , dL k ), where
It is clear that the multiplication operator M k f (z) = e Therefore our results have direct translations to corresponding Toeplitz operators in the Fock space. We chose to work on B k for convenience.
A second motivation for the study of these operators comes from quantum mechanics. for each w ∈ C N consider the coherent state at w, e w ∈ B k : e w (z) = Π k (z, w).
The orthogonal projection P w onto the line spanned by e w is (7) P w (ψ)(z) = 1 Π k (w, w) ψ(w) Π k (z, w) = ψ(w) e kzw e In other words, up to an overall normalization factor, T adσ is a weighted superposition of the rank-one projectors P w over Γ. From the expression (8) it follows that If a > 0, the operator (10) ρ a := 1 Tr(T adσ )
T adσ is non-negative and of trace one. In the language of quantum mechanics ρ is a mixed state or a density matrix.
Mixed states of this kind (with Γ Lagrangian) have been studied by Yohann Le Floch in [9] , with C N replaced by a compact quantized Kähler manifold. (This work of Le Floch focuses on estimating the so-called fidelity of such states.) Quantum mechanically, they are partial traces of a pure state shared by the Bargmann space and by L 2 (Γ). In a standard interpretation, by taking a partial trace over L 2 (Γ), the latter is acting as the host of the (unknown) background state space. If {ψ j } is an orthonormal basis of eigenfunctions of ρ a with eigenvalues p j (so that p j ≥ 0 and j p j = 1), a possible quantum mechanical interpretation of ρ a is that ∀j it represents the state ψ j with probability p j , see [6] §19.3. Since the greatest eigenvalue of T Γ is (11) λ max (k) = sup
(as follows from (2)), the the eigenvector corresponding to the greatest probability p j is the function ψ ∈ B k that is most concentrated on Γ in the L 2 sense. Incidentally, the case Γ Lagrangian is special in that the restriction operator R is injective since Γ is then totally real and middle-dimensional.
In this paper we study the asymptotics of the spectrum of T adσ and related operators in the semi-classical limit, that is, as k → ∞. We will obtain the asymptotic behavior of the moments of their spectral measure, and Szegö limit theorems of normalizations of these operators for special classes of submanifolds Γ. We now turn to stating our main results.
1.1. The norm estimate. Our first result is an upper bound on the operator norm of T adσ :
Then there exists C > 0 such that the operator norm of T adσ satisfies
As we will see this estimate is sharp in general. A Szegö limit theorem applies to a family of operators whose spectra are contained on a fixed interval, and this result sets the dependence on k of the normalization one needs to make on the T adσ in order to obtain such a theorem.
1.2.
The trace of a multiple composition. Next we state a general theorem on the asymptotics of the composition of n operators of the form T adσ associated to an arbitrary submanifold Γ ⊂ C N . To state our result we need to introduce an endomorphism of the tangent bundle of Γ which we denote by K : T Γ → T Γ and is defined as follows. Let Π w : R 2N → T w Γ be the orthogonal projection. Then K w : T w Γ → T w Γ, is defined by
Specifically, the right-hand side is the dot product: In complex notation u · v = N j=1 u j v j , and, in accordance with (5), J is multiplication by √ −1. One can say that K is the projection of J on the tangent spaces of Γ. K w is skew-adjoint with respect to the Euclidean inner product on T w Γ, and therefore its eigenvalues are purely imaginary and come in conjugate pairs. Let us write the non-zero eigenvalues with multiplicities as
Here r is half the rank of K w . In general the λ and r depend on the base point w ∈ Γ, but we have suppressed that dependence from the notation, for simplicity.
We can now state:
. . , n, and consider the composition
If we specialize to the case a 1 = a 2 = · · · = a n = a, this theorem gives us the asymptotics of the moments of the spectral measure of T adσ . This theorem is proved by the method of stationary phase, and ∆ n arises as a factor of the square root of the Hessian of the phase. ∆ n will be constant (with respect to w ∈ Γ) and explicit in the special cases we will consider below. Its dependence on n however introduces a new feature with respect to the "standard" Szegö limit theorem, which is the previous theorem in the case Γ = C N :
Proof. Since d = 2N , the constant in front of the integral in (15) evaluates to 2
On the other hand in this case K = J, so r = N and all the λ are equal to one. Therefore ∆ n = 2 N (n−1) , and the powers of 2 cancel each other out.
This Theorem is stated in [2] with C N replaced by a compact Kähler manifold. It is a "folk" theorem in the C N case, and it clearly holds for more general amplitudes a, for example for a in the Schwartz class. We were not able to find a reference for it in the literature.
More generally, in case Γ is a complex submanifold of real dimension d = 2r, all λ are equal to one which implies (by a similar argument as before) that ∆ n = 2 r(n−1) , and Theorem 1.4 in turn implies that
This indicates that T adσ is really a standard Berezin-Toeplitz operator on a Kähler manifold of real dimension d = 2r except that it has a large kernel, corresponding to all holomorphic functions vanishing on Γ.
1.3. The Szegö limit theorem. We now specialize Theorem (1.4) to certain classes of submanifolds Γ, which will allow us to obtain finer results. We begin by recalling some notions from symplectic geometry. Given a subspace V ⊂ R 2N ∼ = C N , let us denote its symplectic annihilator by
If we denote by V ⊥ the subspace perpendicular to V with respect to the Euclidean inner product, it is easy to check that
and conversely. It follows that if we define K : V → V as above, namely
This will be a useful fact. Definition 1.6. V is isotropic (resp. co-isotropic, resp. Lagrangian) if and only if
A submanifold Γ is isotropic (resp. co-isotropic, resp. Lagrangian) if and only if ∀w ∈ Γ the tangent space T w Γ is isotropic (resp. co-isotropic, resp. Lagrangian).
By the skew symmetry of ω it is automatic that any curve is isotropic and any hypersurface is co-isotropic.
We now assume that Γ is isotropic or co-isotropic. The Szegö limit theorem in both cases can be stated at the same time, if we introduce the following Notation: Let d be the dimension of Γ. Then we let
In order to obtain a Szegö limit theorem we have to normalize T adσ as follows: In both the isotropic and co-isotropic cases, define
By the norm estimate S adσ = O(1).
We will prove that Theorem 1.4 implies the following: Theorem 1.7. Let Γ be isotropic or co-isotropic, and a ≥ 0 a smooth function of compact support on Γ.
Let ϕ be any function such that for some
where O −α is the operator 
where |Γ| = Γ dσ is the volume of Γ.
For α > 0 this follows from the change of variables x = p log(t/s):
Remark 1.11. If d > 0, the right-hand side of (20) equals
By Fubini's theorem we can also express this as the integral of ϕ with respect to an absolutely continuous measure
with a density given a.e. by Remark 1.12. The previous Theorem includes the extreme co-isotropic case Γ = C N . Since O 0 is the identity, the limit of the spectral measure of S adL is just the push-forward by a of the volume form on R 2N . A similar statement can be derived in the case when Γ is a complex submanifold, but we will not write it explicitly.
1.4. Corollaries and further results. 
Proof. N I (k) = Tr [1 I (S adσ )] where 1 I is the characteristic function of I. It is easy to construct two sequences of trapezoidal functions {ϕ n } and {ψ n } such that ∀n ϕ n ≤ 1 I ≤ ψ n and such that lim n→∞ ϕ n = 1 I = lim n→∞ ψ n pointwise except at the endpoints of I. For each n and for each k we have
Now multiply through by 2 d /2 π k d/2 and take limits as k → ∞ to get that, for each n,
where we have used the notation
By the Lebesgue dominated convergence theorem (recalling that D a (s) ds is absolutely continuous)
and the result follows.
In case a ≡ 1
An integration by parts allows one to compute the integral. The result is as follows:
Corollary 1.14. Assume Γ is compact, isotropic or co-isotropic, and
and let N I (k) denote the number of eigenvalues of S dσ in I. Then
Asymptotics of the Schatten norms. We will also prove the following result on the Schatten norms:
Theorem 1.15. Let Γ be isotropic or co-isotropic and let a be smooth compactly supported complexvalued function on Γ. Then for every 0 < p < ∞,
In particular
where S adσ p is the Schatten p-norm of S adσ .
1.4.3.
The limit of the entropy of a mixed state. As a corollary of the Szegö theorem we can estimate the entropy of the mixed states mentioned above. Let us fix Γ ⊂ R 2N either an isotropic or coisotropic submanifold with d > 0, and a ∈ C ∞ 0 (Γ) such that a ≥ 0 and Γ a dσ = 1. Then
is a mixed state. Let us denote by p 1 ≥ p 2 ≥ · · · ≥ 0 the eigenvalues of ρ a listed with multiplicities. We are interested in the information entropy of ρ a , that is
Our Szegö limit theorems are on the spectra of the operators
where
Taking traces in (27) one gets
By the Szegö theorem using the test function ϕ(s) = s log(s) (which is in our class of test functions),
and therefore the second term in (28) is O(1). However the first term is universal (it only depends on d). After a short calculation of constants one can conclude:
This result has the same form as the general relationship between the differential entropy of a continuous distribution and the entropy of its discretization in bins of size
Incidentally, we can directly apply Theorem (1.15) to obtain the limit of the trace distance between two mixed states associated with the same Γ; it is just the L 1 distance:
Remark 1.17. We finish this subsection with the following general remark. In all the previous statements, the only difference between the isotropic and the co-isotropic cases is that, in the latter, d is the codimension of Γ instead of its dimension. This can be interpreted as follows. Assume Γ is co-isotropic. Then Γ is foliated by leaves tangent to the spaces T w Γ • , w ∈ Γ. The dimension of the leaves is the codimension of Γ, and the leaves are isotropic submanifolds of R 2N . It is clear from the definition that in this case T adσ can be thought of (albeit non rigorously) as an integral of singular Toeplitz operators, one for each isotropic leaf. By Theorem 1.7 the "crossed terms" between these isotropic operators do not contribute to the asymptotics of Tr[ϕ(S)].
The fact that the co-isotropic case formally boils down to a sum of isotropic cases indicates that the construction of mixed states, as we are considering here, is more naturally adapted to the isotropic setting. This is in agreement with the general philosophy that single quantum states aren't naturally associated with co-isotropic submanifods. Rather, if the null foliation of a co-isotropic is fibrating, π : Γ → X, then X is symplectic and to Γ one ought to associate the equivalent of the quantizaton of X-worth of quantum states ("quantization commutes with reduction").
Examples. We present here some examples. (For examples with C
N replaced with a compact Kähler manifold see [9] , where the harmonic oscillator is also treated.) 1.5.1. The harmonic oscillator. The simplest example is N = 1 and Γ = {w ∈ C ; |w| = r} parametrized by w = re it so that dσ = rdt. Straightforward calculations show that, with
Clearly T Γ must commute with the S 1 representation on B k induced by its action on C, so it is diagonal on the monomial basis consisting of
One computes that
, from where it follows that (30) Tr(T Γ ) = 2kr, the length of the circle times k/π, in agreement with (9) . The associated mixed sate is ρ Γ := 1 2kr T Γ . Its eigenvalues are just
With respect to n, p n is exactly a Poisson distribution with λ = kr 2 . To estimate the operator norm of T Γ we find the maximum eigenvalue λ max (the mode of the Possion distribution). For this one considers the quotients
n . It follows that λ max corresponds to n ∼ = kr 2 , which, in the present context, can be seen as a kind of Bohr-Sommerfeld condition. In fact if we impose that k be of the form k = r 2 /n, n = 1, 2 · · · , then T Γ and has greatest eigenvalue ∼ 1, and the Szegö limit theorem, in this case, reads
for all functions ϕ such that ϕ(s)/s p is continuous on [0, 1] for some p > 0.
We can generalize the previous example to a product of d circles in C N :
Once again the monomials
are eigenfunctions of T Γ . The eigenvalues are simply the product of the one-dimensional eigenvalues, namely
where |r| 2 = r 2 j , n! = n j !, |n| = n j . Once again estimating the greatest eigenvalue shows that the operator norm of
showing that in general (12) is sharp.
1.5.2.
A symplectic but non-complex example. This example shows that ∆ n (w) does not have to be constant with respect to w ∈ Γ. Let z = (z 1 , z 2 ) be the variable in C 2 , and let z j = x j + √ −1y j . Let Γ be defined by the equations:
Γ :
and y 2 = 0.
, 0 is a parametrization of Γ, and { 1, 0, x 1 , 0 , 0, 1, 0, 0 } is the moving frame associated to it. Clearly Γ is a symplectic submanifold. An elementary calculation shows that the matrix of K in the parametrization is 0 − 
by the identity (109).
The paper is organized as follows. In the next section we compute the covariant symbol of T adσ and its kernel, and derive some easy consequences. Theorem 1.3 is proved in §3. In §4 we establish Theorem 1.4 and the Szegö theorem (Theorem 1.7), first for polynomials and then for general test functions ϕ. A key step in this extension is to show that for every p
), which we do in §4.3. In §5 we prove the Theorem on the Schatten norms. Finally, in §6 we consider the case when Γ is a Lagrangian submanifold satisfying the Bohr-Sommerfeld condition and obtain lower bounds for the maximum eigenvalue of T adσ , by using as test functions Lagrangian pure states associated with Γ (see Proposition 6.4).
Our proofs are direct, based on the explicit formula for the reproducing kernel and the method of stationary phase. It is expected however that there is a symbol calculus for a class of operators that includes the operators treated here, and generalizations. (For example, one can envision forming mixed states by integrating projectors over more general coherent states.) The symbols will be symplectic spinors, as in [4] and [7] . Such a symbol calculus will allow us to deal with many other issues related to these operators, for example propagation under a quantum Hamiltonian, as well as the extension of the theory to quantized compact Kähler manifolds. Since the Szegö projector on such manifolds has the same form asymptotically as in the Euclidean case, it is clear that the results presented here will take the same general form in that setting.
Symbols and kernels
We keep the notation of the previous section.
2.1. The covariant symbol. By definition, the covariant (Wick or Berezin) symbol of T adσ is the function
A straightforward calculation shows:
Note that in particular aσ k is exponentially small as k → ∞ unless z ∈ Γ. Moreover, the knowledge of aσ k for every k determines adσ. In fact the previous expression shows that aσ k is the heat evolution at t = 1/4k of the measure adσ in C N , and therefore
from which one can easily recover (9) .
Another general formula due to Berezin is that the trace of the composition of two operators is the integral of the product of the covariant symbol of one times the Toeplitz (or anti-Wick or contravariant) symbol of the other. This leads to:
Below we generalize (35) to a composition of n operators.
It is straightforward to estimate the trace of an ordinary Berezin-Toeplitz operator composed with T adσ . Let H : C N → C be smooth and, say, of polynomial growth as well as all its derivatives.
which, by the method of stationary phase, implies the following:
(in fact there is a full asymptotic expansion of this trace).
The Wick kernel.
Let A : B k → B k be any bounded operator. By the reproducing property of the coherent states
This shows that (37) K A (z, w) := A(e w ) , e z acts as the Schwartz kernel for A : B → B. We will refer to K A as the (Wick or Berezin) kernel of A. It is easy to check that if B : B k → B k is another operator, then
Furthermore, (34) is equivalent to
The following is immediate:
Lemma 2.3. Let Γ ⊂ C n be a submanifold and dσ a fixed positive measure on it. For each a ∈ C ∞ 0 (Γ), the Berezin kernel (37) of T adσ is
For future use we record here a formula for the trace of a composition of n singular Toeplitz operators associated with the same Γ ⊂ C N :
Proposition 2.4. For n ≥ 2 and smooth functions
and ω is the symplectic form ω(z, w) = 
The desired trace, (41), is the integral C N K(z, z) dL(z). Using the reproducing property
Proof of the norm estimate
We now prove Theorem 1.3. We need the following:
where γ(s) = Proof. Let S be the unit sphere in C N , τ the Lebesgue measure in S so that Θ N = τ (S). Then the sub-harmonicty of the function of w,
for a and ρ fixed implies that
Proof. (of Theorem (1.3)) Assume without loss of generality that a ≥ 0. Let r > 0 and and {z n } a numbering of the lattice rZ 2N in C N . For every λ > 0, there exists a number L ∈ N such that no more than L balls B(z n , λr) intersect for any n. The constant L is independent of r. Let dµ = adσ. Notice that since Γ is smooth and a ∈ L ∞ then
Since C ⊂ ∪ n B(z n , 2N r) (the diameter of a cube in R 2N of side r is √ 2N r), then if we let L correspond to β = (2N + 1)r in the argument above we have,
If we choose kr 2 = 1 we obtain that for a constant C > 0
for every ψ ∈ B k and the proposition follows.
Proof of the Szegö limit theorem
The proof of Theorem 1.7 begins with the proof of Theorem 1.4. After that we show that the traces of the S operators are bounded, and a final argument concludes the proof.
4.1. Proof of Theorem 1.4. The starting point of the proof is the expression (41) for the trace of Υ, which we recall for convenience:
We will estimate this trace using the method of stationary phase.
Note first that the imaginary part of Φ is non-negative and is zero precisely on the diagonal
For this reason one can easily show that the integrand of (41), integrated over the complement of any neighborhood of Γ ∆ , is exponentially decreasing. Therefore, asymptotically to all polynomial orders we can restrict our attention to a small neighborhood of Γ ∆ . In addition we will show that ( * ) Γ ∆ is a non-degenerate manifold of critical points of Φ.
In particular, in a sufficiently small neighborhood of Γ ∆ any critical point of Φ is in Γ ∆ . will be useful in the proof. Let G(t) = (g ij (t)) be the metric of Γ, that is g ij (t) = γ i (t) · γ j (t), and let dµ(t)dt = det(G) dt denote the volume element on Γ. Let t, s 1 , · · · s n−1 be variables in R d so that, for example
Choosing small enough, this is a parametrization of an open set V ⊂ Γ n intersecting the diagonal in U ∆ . This intersection corresponds to s 1 = · · · = s n−1 = 0.
Let χ ∈ C ∞ 0 (V). We begin by calculating the asymptotic expansion as k → ∞ of (47)
computing in the parametrization Ξ. We will do stationary phase with respect to the s = (s 1 , . . . , s n−1 ) variables for each t, and then integrate over t.
be the phase in coordinates, and write
We claim that for t fixed ψ has a critical point at s = 0. In fact, let
and
In addition
For ψ 2 we have as before for i = 1, n − 1
and for i = 1, n − 1
It follows that ∇ s ψ(t, 0) = 0.
We can calculate directly from (50),(51),(52) the Hessian matrix ψ 1 (t, ·) (0) with respect to the s variables at s = 0. It is the (n − 1)d
We now compute the Hessian of ψ 2 , using (53) and (54). Obviously the partial derivative 
because terms containing second derivatives of γ appear in pairs that cancel each other out, by the skew symmetry of ω. It follows that the Hessian of
where H is the d × d skew-symmetric matrix (58) H(t) = ω( γ i (t, 0), γ j (t, 0)) .
In conclusion, the Hessian of the full phase ψ = iψ 1 + ψ 2 with respect to the s variables is the block tri-diagonal Toeplitz matrix Hess n−1 (t) = iS n−1 (t) where (59)
It is shown in the appendix (see (110)) that
In particular the determinant of this matrix is positive. Since the s variables are variables normal to Γ ∆ , this proves the claim ( * ).
Choose > 0 so that s = 0 is the only critical point of the phase with respect to the s variables and let h χ (t, s) = χ • Ξ(t, s). Then, by the stationary phase method,
Notice that the factor of det(G) n−1 in the square root of (60) cancels the Jacobian factors dµ(t).
Integrating the last expression on B(0, ) with respect to dµ(t)dt we obtain
where χ ∆ (ζ) = χ(ζ, ζ, . . . , ζ).
We now let {χ α } denote a partition of unit of a neighborhood of Γ ∆ in Γ n so that α χ α ≡ 1 in a neighborhood of the support of n j=1 a j (ζ j ), subordinated to a cover for which the previous calculations apply. Then
and using (61) we obtain
since α χ ∆ = 1 in the support of j a j . .
4.2.
The Szegö limit theorem for polynomials. We now specialize to the case when Γ is isotropic or co-isotropic.
. . , n, and assume Γ is isotropic or co-isotropic. Then
Proof. First assume that Γ is isotropic. Then d = d and
T aj dσ , and so by (15)
Moreover, by (17) the endomorphism K is identically zero, and therefore
Let us now assume that Γ is co-isotropic, so that d = 2N − d and
Once again by (15) we can conclude that
We now compute ∆ n . By (17), at each point in Γ
Recall that r is half the rank of K, and since T w Γ • and T w Γ have complementary dimension the dimension of Γ must equal d = N + r. In particular r is constant. Note that d = N − r.
To continue we need a lemma from linear algebra:
If V is co-isotropic, the image E of K is the maximal complex subspace of V :
Proof. The inclusion ⊃ is obvious. To prove the reverse inclusion, let v = Π(J(u)) with u ∈ V . Then v = J(u) + w with w ∈ V ⊥ = J(V • ). Therefore ∃a ∈ V • such that w = J(a) and finally v = J(u + a) with u + a ∈ V . Therefore V = E ⊕ V
• and the mapping K : V → V is diagonal with respect to this decomposition. It is zero on V
• and agrees with J on E. Therefore, there exists a basis of V where the matrix for the transformation K is the canonical one, namely
In particular all the eigenvalues λ are equal to one, and one computes
It follows that
As the constant in front of the integral is 2
, the proposition is proved.
Taking a 1 = a 2 = · · · = a n = a, using the linearity of the trace and since O −n/2 (s n )(t) = t n n d/2 , we immediately obtain: Corollary 4.3. The Szegö limit Theorem 1.7 holds for ϕ a polynomial without constant term.
4.3.
Bounding the traces. Let us now assume that a ≥ 0 and that Γ is isotropic or co-isotropic. The next step in order to obtain Theorem 1.7 is to show that the rescaled traces k −d/2 Tr (S p adσ ) are bounded as k → ∞. If p ≥ 1 this clearly follows from Corollary 4.3. Our immediate goal is to extend this bound to 0 < p < 1. We will prove: Lemma 4.4. Assume a ≥ 0 is compactly supported and that Γ is isotropic or co-isotropic. Then for every p ∈ (0, 1) there is C > 0 such that for all k
As we will see the proof reduces to estimating the integral
as k → ∞.
4.3.1.
Localization to a tubular neighborhood. Let us introduce a tubular neighborhood of Γ,
where d(z, Γ) = min w∈Γ |z − w| is the distance from z to Γ, and > 0 is small enough so that N is a bundle N → Γ whose fibers are (2N − d)-dimensional disks. We will prove:
Lemma 4.5.
Proof. Let W N = C N \ N be the complement of N , and partition it as follows,
where R > 0 is chosen large enough so that |z| ≥ R and w ∈ Γ ⇒ |z − w| ≥ |z|/2.
It is clear that there is C > 0 such that
and therefore
is negligeable. Furthermore, for some constants C, c > 0,
and it is not hard to see that the last integral is O(k −∞ ) as well.
4.3.2.
Integration over N . Using a (finite) partition of unit we can assume without loss of generality that the support of a is contained in the image of a parametrization of Γ,
Let us introduce coordinates s = (s 1 , . . . , s d ) ∈ R d and z = (x 1 , . . . , x 2N ) ∈ R 2N ∼ = C N . Also introduce smooth orthonormal vector fields E j , j = 1, . . . ν := 2N − d, defined on the image of γ which, at each point p ∈ Γ span the normal space T p Γ ⊥ . We will regard the E j as functions of s via the parametrization. Letting B(0, ) = {t ∈ R ν ; |t| < }, we can define a parametrization of
. We now apply the method of stationary phase to the integral
where h(u)du = dσ. Choosing small enough we can guarantee that the only critical point of the phase is at u = s, which is the minimum of the function u → |z(s, t) − γ(u)| 2 . Since the normal moving frame {E j } is orthonormal
and the method of stationary phase gives that
uniformly in (s, t). Here H(s, t) is the determinant of the Hessian of the phase at u = s. On the other hand, by the assumption on the support of a,
where W (s, t)ds dt = dL(z). Therefore, for k sufficiently large
Recalling that ν = 2N − d, we obtain: Lemma 4.6. There is C > 0 such that for all k sufficiently large
Proof of Lemma 4.4. Let T p be the Berezin transform (or Berezin symbol) of T p , namely,
where k z = e z / e z are the normalized coherent states. Then
On the other hand, for 0 < p ≤ 1 we have that if e is a unit vector then T p (e) , e ≤ T (e) , e p (see for example [11] Proposition 1.31). Therefore
If we recall that
we see that
4.4.
End of the proof of Theorem 1.7. Let us fix a ∈ C ∞ 0 (Γ), a ≥ 0. In the remainder of this section we denote S adσ simply by S.
We begin by introducing the functional that appears on the right-hand side of (20), namely
We will need:
Lemma 4.7. The functional F is well-defined in the class of functions
Proof. It suffices to check the case d > 0. Notice that since s µ | log(s)| if bounded in (0, R], for any
s is finite and
From this the lemma follows.
Lemma 4.8. Let a ≥ 0 and p > 0. Let f be a polynomial without a constant term. Then
Proof. Let [0, R] be an interval containing the spectra of S adσ for all k, and let (g j ) a sequence of polynomials such that lim
We can estimate
Letf be the polynomial whose coefficients are the absolute values of the coefficients of f . Then Tr (|f (S)|) ≤ Tr f (S) and therefore, using the Szegö theorem for polynomials (or just the estimates for the traces of powers of S), we have
for some C > 0 and all k. Let > 0. There exists j large enough so that
The first of these conditions together with (75) implies that I < /3. Now for each j the quantity II tends to zero as k → ∞, by Corollary 4.3. Therefore the left-hand side of (74) is less than if k is large enough.
End of the proof of Theorem 1.7. Let ϕ ∈ C, that is, for some p ∈ (0, 1), the function
In the argument below p can be arbitrary in (0, 1). Therefore, without loss of generality we can assume that ψ(0) = 0.
Let (f ) be a sequence of polynomials such that
Without loss of generality we can assume that f (0) = 0 for all . We have that
in the operator norm uniformly in S provided S remains bounded. Also, by Lemma 4.7
We can now estimate:
By Lemma 4.4 the numbers k −d/2 Tr(S p ) are bounded. Therefore there exists C > 0 such that
that is,
uniformly in k. Applying Lemma 4.8 (which is possible since f (0) = 0 for all ) and exchanging the limits → ∞, k → ∞ we get
Asymptotics of the Schatten norms
When Γ is isotropic or co-isotropic one has (64), that is
Hence for any polynomial p such that p(0) = 0,
Recall that a bounded operator S in a Hilbert space belongs to the Schatten class S r , with r > 0 if
where |S| = (S * S) 1/2 . S r is a norm for r ≥ 1, and for 0 < r < 1 After these preliminary remarks we now prove Theorem 1.15.
Proof. For a = a 1 + ia 2 a smooth complex function in Γ we can write
where C = a ∞ so all the operators in this linear combination have positive symbols. From (80) and Lemma 4.4, it follows that k −d/2 Tr (S * adσ S adσ ) r/2 is bounded in k for any r > 0. Denote A = S * adσ S adσ . Let > 0 and consider a polynomial p 1 (t) such that
Tr (|p 1 (A)|) < ∞ and let p 2 be a polynomial such that
Thus we have found a polynomial p = p 1 p 2 such that
Notice that we can choose the p i so that
Finally, by (79) there exists M such that if k > M
, we have by (81), (82) and (83) 
if k > M and the proof is complete.
Estimating λ max when Γ is a Bohr-Sommerfeld Lagrangian
In this section we obtain an asymptotic lower bound for the greatest eigenvalue of T adσ , under the assumption that a is real-valued and Γ satisfies a Bohr-Sommerfeld condition. We begin by recalling that the greatest eigenvalue of T adσ is (84) λ max (k) = sup
The Bohr-Sommerfeld condition allows us to construct a sequence {ψ k ∈ B k ; k = 1, 2, · · · } whose micro-support is Γ, and the lower bound is obtained by considering the asymptotics as k → ∞ of
In this section we work with the symplectic form on
(q j − ip j ) becomes Ω = j dp j ∧ dq j . This rescaling of ω of course does not change the notions of isotropic/co-isotropic.
The reproducing kernel of B k is now
We will also need the potential one-form
so that Ω = dη. Denote by ι : Γ → C N the inclusion. By the hypothesis that Γ is isotropic we have:
that is, ι * η is a closed one-form on Γ. It is rare that it is an exact form. However the following is relatively more common: Definition 6.1. We will say that Γ satisfies the Bohr-Sommerfeld condition iff there is a smooth map Φ : Γ → S 1 such that
We henceforth assume that this condition holds. It will be convenient to introduce the notation
where Γ → Γ is the universal cover of Γ. We will abuse the notation and write Φ(w) = e iϑ(w) , identifying Γ with a fundamental domain in Γ. Condition (86) now reads
Definition 6.2. Let α : Γ → R be a smooth function. With the previous notation we let ∀k = 1, 2, · · ·
More specifically,
By the compactness of Γ it is clear that ψ k ∈ B k . In fact, comparing with equation (3), we see that
We can estimate the norm of ψ k as follows in case Γ is lagrangian (for an analogous result on compact Kähler manifolds see [3] ):
Proof. By the reproducing property
Now apply the method stationary phase in the inner integral (with respect to w 1 ) with w 2 fixed, that is, to
In a local parametrization of Γ w 1 = w 1 (t), t ∈ U ⊂ R N an open set, the derivative of the phase is
where we letẇ 1 = ∂ ∂tj w 1 (t) for simplicity. This shows that the critical points of the phase in (92) are the values of t such that
It is not hard to see that, in real terms,
where T ⊥ Γ is the metric orthogonal to T Γ and
is the symplectic annihilator of T Γ. In the lagrangian case
w1 Γ = 0, and therefore the only critical point of (92) is the value t 0 such that w 1 (t 0 ) = w 2 . The hessian matrix of the phase at the critical point is
To proceed, let us assume without loss of generality that the parametrization of Γ is such that the matrix (g ij ) of the metric is the identity matrix at t = t 0 . Together with the assumption that Γ is isotropic this implies that 
That (92) equals (96) gives the pointwise estimate
where the constants implicit in the O estimate can be taken uniformly on z ∈ Γ by compactness. Therefore All blocks consist of d×d matrices. Since H is skew-symmetric B is Hermtian and M q is symmetric. We will prove that det(M q ) = ∆
In the calculation of det(S q ), we follow the approach of [10] . Let R be the ring of d × d complex matrices generated by the identity and the matrix
Clearly R is a commutative ring (in particular [B, B ] = 0). The matrix M q is a q × q matrix with entries in R. Any such matrix has a determinant, which we denote with a capital D, that is an element in R; in particular Det(M q ) ∈ R.
Det is defined by the usual formula which is unambigous since R is commutative. All the usual rules for computing determinants carry over to computing Det, and one has the theorem that for any d × d matrix L with entries in R, its numerical determinant equals det(L) = det(Det(L)).
We will use this result to compute det(M q ), first recursively and later in closed form. Since det(S q ) = det(G) q det(M q ),
we will obtain a formula for det(S q ).
Lemma A.1. Let Z = BB = I + W 2 .
Then one has q + 1 2j + 1 (−1) j W 2j .
Next we show:
Lemma A.4. For each t, W (t) is the matrix of the transformation
in the basis {γ i (t)}.
Proof. The definition of the matrix W is equivalent to GW = H, where G = (γ i · γ j ) and H = (ω(γ i , γ j )).
Since ω(v, w) = v · J(w), we can re-write this in the form ∀i,
Since {γ i } is a basis of V , this is equivalent to ΠJ(γ k ) = j W jk γ j .
As we already saw in §1, at any tangent space V of Γ K is skew-adjoint. We have denoted its non-zero eigenvalues (with multiplicities) as ± iλ , 0 < λ 1 ≤ · · · ≤ λ r . 
