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Abstract
Blasiak verified a conjecture of White for graphic matroids by showing
that the toric ideal of a graphic matroid is generated by quadrics. In
this paper, we extend this result by showing that the same holds for
the frame matroids.
Keywords : Matroid, toric ideal, frame matroid.
AMS Subject Classifications (2012) : 05D99,05B35.
1 Introduction
When possible, we shall follow the terminology and notation of [2] for graphs.
For a graph G and vertex v ∈ V (G), we let EG(v) denote the set of edges
incident with v, and we let dG(v) denote its degree. For a subset of edges
X ⊆ E(G) or a subset of vertices X ⊆ V (G), we let G[X] denote the
subgraph induced by X. For all basic concepts and definitions pertaining to
matroids, we refer the reader to [9]. For a matroid M, we let B(M) denote
the set of bases in M. For B ∈ B(M) and e ∈ E(M)\B, we let C(e,B)
denote the fundamental circuit with respect to B which contains e. For
e ∈ B, we let C∗(e,B) denote the fundamental cocircuit with respect to B
which contains e. For convenience, if we create a new base from a base B by
deleting X ⊂ B and adding elements of Y, then we denote the resulting base
by B −X + Y . In the case where X = {x1, . . . , xk} and Y = {y1, . . . , yk},
we will often write the new base as B − x1 − · · · − xk + y1 + · · · + yk. For
example, if X = {e} and Y = {f}, then the new base is just B − e + f.
∗Research supported by NSERC discovery grant
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For a pair of bases B1, B2 ∈ B(M) we have the well-known symmetric
exchange property; that is, for all e ∈ B1, there exists f ∈ B2 such
that B′1 = B1 − e + f and B
′
2 = B2 − f + e are bases of M. We say that
two sequences of sets (X1, . . . ,Xk) and (Y1, . . . , Yk) are compatible if as
multisets, ∪ki=1Xi = ∪
k
i=1Yi. In [14], White made the follow well-known
conjecture:
1.1 Conjecture (White )
If (A1, . . . , Ak) and (B1, . . . , Bk) are compatible sequences of bases in B(M),
then one can transform (A1, . . . , Ak) into (B1, . . . , Bk) by a sequence of
symmetric exchanges.
The above conjecture can be rephrased in terms of generators of Toric
ideals. For all elements e ∈ E(M) we associated an indeterminant xe, and
for each base B, we associated an indeterminant yB. Let K be a field and let
SM be the polynomial ringK[yB
∣∣ B ∈ B(M)]. The toric idealIM of SM is
defined to be the kernel of the homomorphism θM : SM → K[xe
∣∣ e ∈ E(M)]
where θM (yB) =
∏
e∈B xe for each base B ∈ B(M). It is known (see [12])
that IM is generated by binomials; that is, polynomials yB1yB2 · · · yBk −
yB′1yB
′
2
· · · yB′
k
which are the difference of two monomials. Conjecture 1.1
implies the following:
1.2 Conjecture
For any matroid M , the toric ideal IM is generated by quadratic bino-
mials yB1yB2 − yB′1yB′2 , where B
′
1, B
′
2 are bases obtained from B1, B2 by a
symmetric exchange.
Kashiwaba [7] verified Conjecture 1.1 for rank three matroids. Schweig
[10] showed that the conjecture holds for lattice path matroids, and Lason´
and Micha lek [8] verified it for strongly base orderable matroids. This class
includes all transversal matroids. Perhaps the best known result relating
to White’s conjecture is a result of Blasiak [1] who verified the conjecture
for graphic matroids. In this paper, we shall extend Blasiak’s result by
verifying Conjecture 1.1 for frame matroids. The class of such matroids
includes graphic matroids, bicircular matroids, Dowling matroids, signed
graphic matroids and more generally, biased matroids obtained from group-
labelled graphs. Frame matroids are a well-studied object – see Funk [5]
for a good, concise overview. They are also important concept in the graph
minors project initiated by Geelen, Gerards, and Whittle [6].
2
1.1 Biased Graphs
Biased graphs, introduced by Zaslavsky [15], have been widely studied, not
least in the context of matroids. A theta graph is a graph consisting of
three cycles Ci, i = 1, 2, 3 such that for all distinct i, j, k ∈ {1, 2, 3} we
have Ci△Cj = Ck. Let G be a graph, and let C be a subset of cycles of G.
The pair (G,C ) is defined to be a biased graph if it satisfies the following
property:
Theta Property: If two cycles in a theta graph belong to C , then the
third cycle must also belong to C .
Synonymously, we say that C is linear if it satisfies the theta property.
Each cycle in C is referred to as a balanced cycle; cycles not in C are said
to be unbalanced. The pair Ω = (G,C ) is referred to as a biased graph.
1.2 Frame Matroids
In [16], it was first shown that frame matroids can be defined in terms of a
biased graph. The frame matroid of a biased graph Ω = (G,C ), denoted
MF (Ω), is the matroid whose circuits are the edge sets represented by one
of the subgraphs below:
(i) A balanced cycle.
(ii) Two unbalanced cycles sharing exactly one vertex.
(iii) Two vertex disjoint unbalanced cycles joined by a path.
(iv) A theta graph all of whose cycles are unbalanced.
A second matroid associated with Ω, is called the lift matroid, and
is denoted ML(Ω). The circuits of this matroid are defined in nearly the
same way, except that we replace (iii) above with subgraph consisting of
two vertex disjoint unbalanced cycles. Examples of frame and lift matroids
include graphic matroids, bicircular matroids, and even cycle matroids. The
bases ofMF (Ω) are just the maximal collections of edges A ⊆ E(G) for which
each component of the induced graph G[A] contains at most one cycle, which
if present, must be unbalanced. The bases for ML(Ω) differ slightly in that
they are the maximal subsets of edges A ⊆ E(G) where G[A] contains at
most one component having a (unbalanced) cycle. When C contains all
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cycles of G, then MF (Ω) =ML(Ω) is just the graphic matroid M(G). When
C = Ø, MF (Ω) is seen to be the bicircular matroid of G.
We shall use the following (easily proven) observation about a linear
collection of cycles: If C is a linear collection of cycles and C is a cycle
where C = C1△C2△· · ·△Ck where Ci ∈ C , i = 1, . . . , k, then C ∈ C . For
a collection A of cycles of G, we define a set C (A ) to be a collection of
cycles where
i) A ⊆ C (A ),
ii) C (A ) has the theta property and
iii) C (A ) is minimal with respect to i) and ii).
It is easy to see that C (A ) is unique. We call C (A ) the completion of A
and refer to (G,C (A )) as the biased graph induced by A . It can be (easily)
shown C ∈ C (A ) if and only if there exist cycles C1, C2, . . . , Ck ∈ A such
that C = C1△C2△· · ·△Ck.
1.3 The Main Theorem
Our matroids M will be assumed to be such that M = M(Ω) where Ω =
(G,C ) is a biased graph. Suppose B = (B1, . . . , Bk) and B
′ = (B′1, . . . , B
′
k)
are compatible sequences of bases. Furthermore, suppose there exist i, j ∈
{1, . . . , k} and e ∈ Bi and f ∈ Bj such that B
′ = (B1, . . . , Bi−1, Bi − e +
f,Bi+1, . . . , Bj−1, Bj−f+e,Bj+1, . . . , Bk).We say that B
′ is obtained from
B by a single symmetric exchange and write B ∼1 B
′. If B′ is a sequence
of bases obtained from B by a sequence of symmetric exchanges, then we
write B ∼ B′. Building on the methods of Blasiak [1], we shall prove the
following:
1.3 Theorem
Let M = M(Ω) be a frame matroid where Ω = (G,C ) and r = r(M) ≥ 2.
For all k ≥ 2, and for any two compatible sequences of k bases B and B′
of M , we have that B ∼ B′.
As a result of the above we obtain the following:
1.4 Theorem
Let M = M(Ω) be a frame matroid where Ω = (G,C ). Then the toric
ideal IM of SM is generated by the quadratic binomials yB1yB2 − yB′1yB′2
where the bases B′i, i = 1, 2 are obtained from Bi, i = 1, 2 by a symmetric
exchange.
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It should be mentioned that if B = (B1, B2) and B
′ = (B′1, B
′
2) are
compatible sequences of bases of a graphic matroid M , then it was shown
by Farber et al [4] that B ∼ B′.
1.4 Extended Base Sequences
Let Ω = (G,C ) be a biased graph and let M = M(Ω) where r(M) =
n = |V (G)|. Suppose |E(M)| = kn + 1 and let u ∈ V (G). Let B =
(B1, . . . , Bk) be a sequence of pairwise disjoint bases in M where {h} =
E(M)\(B1 ∪ · · · ∪Bk) and h ∈ EG(u). We refer the pair B
+ = (B, h) as an
u−extended base sequence ofM (or just extended base sequence when u
is implicit). Let B′+ = (B′, h′) be another u-extended base sequence where
B′ = (B′1, . . . , B
′
κ). We say that B
′+ is obtained from B+ by an exchange
if B′+ is obtained from B+ by one of the two operations below:
(BB) A symmetric exchange between Bi and Bj , for some 1 ≤ i < j ≤ κ,
where for some e ∈ Bi and f ∈ Bj , B
′
i = Bi− e+ f, B
′
j = Bj − f + e,
and h′ = h.
(EB) An edge exchange between h and B, where for some i ∈ {1, . . . , k} and
some e ∈ Bi ∩ EG(u), B
′
i = Bi − e+ h, B
′
j = Bj, ∀j ∈ {1, . . . , k}\{i},
and h′ = e.
If a u-extended base sequence B′+ can be obtained from B+ by a single
exchange, then we write B+ ∼1 B
′+. If B′+ is obtained from B+ by a
sequence of exchanges, then we write B+ ∼ B′+. Later in this paper, we
shall prove the following theorem:
1.5 Theorem Let B+i = (Bi, hi), i = 1, 2 be u-extended base sequences
where Bi = (Bi1, . . . , Bik). If dG(u) = 2k + 2, then B
+
1 ∼ B
+
2 .
1.5 Overview of the Proof of Theorem 1.3
Due to the length of this paper, we shall give a rough blueprint describing
its organization and the proof of Theorem 1.3. Our basic template is the
inductive strategy employed in Blasiak’s proof of the graphic matroid case,
where we shall use induction on r(M), the rank of M. Adapting Blasiak’s
approach to frame matroids turns out to be remarkably complex, even for the
case of two bases. Suppose Bi = (Bi1, . . . , Biκ), i = 1, 2 are two compatible
sequences of bases in a frame matroid M = M(Ω), where Ω = (G,C ), n =
|V (G)|. Our goal is to show that B1 ∼ B2. By duplicating edges, we may
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assume that for i = 1, 2, the bases of Bi partition E(G). By averaging,
there is vertex v ∈ V (G) for which dG(v) ≤ 2n. We shall use this vertex in
the initial reduction step. In Section 6, we show that Bi, i = 1, 2 can be
transformed into v-reduced base sequences. That is, there are base sequences
B′i = (B
′
i1, . . . , B
′
ik), i = 1, 2 where B
′
i ∼ Bi and each base B
′
ij has at most
two edges incident with v. We assume that Bi, i = 1, 2 are v-reduced. We
associate a matching graph MBi with Bi, the matching edges corresponding
to pairs of edges belonging to bases in Bi. In Section 7, we show that via
symmetric exchanges, the (v-reduced) base sequences Bj, i = 1, 2 can be
chosen so that MBi , i = 1, 2 differ by at most one edge. In Section 3, we
construct a new biased graph Ω̂ = (Ĝ, Ĉ ) and a biased matroid M̂ =M(Ω̂)
where V (Ĝ) = V (G)\{v}. Using the matching graphs MBi , i = 1, 2, we
associate base sequences B̂i, i = 1, 2 in M̂ to Bi, i = 1, 2 When MB1 =
MB2 , the sequences B̂i, i = 1, 2 are compatible. In this case, assuming
Theorem 1.3 holds for M̂, we have B̂1 ∼ B̂2. Thus there are sequences of
bases B̂1 = D̂1 ∼1 D̂2 ∼1 · · · ∼1 D̂p = B̂2. IfMB1 6= MB2 , then B̂i, i = 1, 2
are no longer compatible in M̂. In this case, we change the sequences slightly,
yielding new base sequences B̂′i, i = 1, 2 which are compatible in M̂. Arguing
with B̂′i, i = 1, 2 in place of B̂i, i = 1, 2, there are sequences of bases
B̂′1 = D̂
′
1 ∼1 D̂
′
2 ∼1 · · · ∼1 D̂
′
p = B̂
′
2. This will complete the reduction phase
of the proof.
In the pull-back step of the proof, we define the pull-back of a base se-
quence B̂ in M̂ ; that is, a collection of base sequences in M which are
associated with B̂. This is described in Section 5. For the base sequences
Bi, i = 1, 2 described above, if MB1 = MB2 , then our goal is to cre-
ate base sequences Di, i = 1, . . . , p associated with the base sequences
D̂i, i = 1, . . . , p where D1 ∼ D2 ∼ · · · ∼ Dp. Otherwise, if MB1 6= MB2 ,
then our goal to create sequences D ′i , i = 1, . . . , p associated with the base
sequences D̂ ′i , i = 1, . . . , p where D
′
1 ∼ D
′
2 ∼ · · · ∼ D
′
p. While the task of
constructing D1 ∼ D2 ∼ · · · ∼ Dp, is relatively easy, the pull-back procedure
faces a significant technical hurdle when MB1 6= MB2 , the biggest single ob-
stacle when extending Blasiak’s theorem from graphic matroids to frame
matroids. In this case, some of the base sequences D̂ ′i , i = 1, . . . , p may
not even have a pull-back. Because of this, we must consider perturbations
D̂ ′′i , i = 1, . . . , p of the sequences D̂
′
i , i = 1, . . . , p, a concept we intro-
duce in Section 10. We proceed by constructing pull-backs D ′′i , i = 1, . . . , p
of D̂ ′′i , i = 1, . . . , p and show that D
′′
1 ∼ D
′′
2 ∼ · · · ∼ D
′′
p . To guarantee
that such perturbations exist, we need to the look at the switchability and
amenability of base sequences, concepts which are introduced in Section 4.
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The above pull-back procedure is complex, even in the case where we
have base sequences with two bases. Because of this, we need to strengthen
the statement we prove in the induction step. Our strategy is to prove
Theorems 1.3 and 1.5 simultaneously. Assuming Theorems 1.3 and 1.5 are
true for all k ≤ κ, we shall first show that Theorem 1.3 is true for k = κ+1.
We then use this to prove that Theorem 1.5 holds for k = κ+ 1.
2 Cycle properties in biased graphs
We shall need a few lemmas pertaining to balanced cycles in biased graphs.
Let Ω = (G,C ) be a biased graph. For a spanning tree T in G, and an edge
e 6∈ E(T ), let CG(T, e) denote the fundamental cycle containing e in T ∪{e}.
When G is implicit, we shall simply write C(T, e) in place of CG(T, e).
2.1 Lemma
Let T be a spanning tree and let Pi, i = 1, 2 be two internally vertex-
disjoint (u, v)-paths where E(P1) ⊆ E(T ) and E(P2) ∩ E(T ) = Ø. If for
each e ∈ E(P2), C(T, e) is a balanced cycle, then C = P1 ∪ P2 is also a
balanced cycle.
Proof. Let C = △e∈E(P2)C(T, e) and C
′ = P1 ∪ P2. We have that P2 is a
subgraph of C and C is a edge-disjoint union of cycles. This means that
C△C ′ is a subgraph of T. If C 6= C ′, then C△C ′ is an edge-disjoint union
of cycles contained in T. This is impossible since T is a tree. Thus C = C ′
and it follows by the linearity of C that C ′ is balanced.
We have the following useful lemma:
2.2 Lemma
Suppose C is an unbalanced cycle and T is a spanning tree where E(C) ∩
E(T ) = Ø. Then there exists e ∈ E(C) such that C(T, e) is unbalanced.
Proof. Let C ′ = △e∈E(C)C(e, T ). Then C is a subgraph of C
′. Suppose
C 6= C ′. Then C△C ′ is a disjoint union of cycles, and furthermore, C△C ′
is a subgraph of T. However, this is impossible since T is as tree. Thus
C = C ′. Since C is unbalanced, it follows by the linearity of C that at least
one of the fundamental circuits C(e, T ), e ∈ E(C) is unbalanced.
We shall need the following more technical lemma:
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2.3 Lemma
Let C1 and C2 be cycles in G where the edges of E(C1) ∩ E(C2) induce
a path P between vertices u and v. Let Pi, i = 1, 2 be paths such that
Ci = Pi ∪ P, i = 1, 2. Let e1 ∈ E(P ) and suppose T is a spanning tree
where E(C1)\{e1} ⊆ E(T ) and E(P2) ∩ E(T ) = Ø. Suppose that C(T, e)
is balanced for all e ∈ E(P2). Then C1 is balanced if and only if C2 is
balanced.
Proof. Let C = △e∈E(P2)C(e, T ). Then we see that C
′ = C△C2 is a sub-
graph of T ∪{e1}. Given that C
′ is an edge-disjoint union of cycles, it follows
that C ′ = C(e1, T ) = C1. Thus C1 = C△C2 and hence C2 = C△C1 as well.
By the linearity of C , it follows that C1 is balanced iff C2 is balanced.
3 The Biased Graph Ω̂ = (Ĝ, Ĉ )
Suppose Ω = (G,C ) is a biased graph where C contains no balanced loops.
Let v ∈ V (G). We shall describe a new biased graph Ω̂ = (Ĝ, Ĉ ) obtained
from Ω where Ĉ contains no balanced loops and V (Ĝ) = V (G)\{v}. Let
{e1, . . . , em} be the edges incident with v, and for i = 1, . . . ,m let ei = vv(ei)
where v(ei) ∈ V (G), possibly v(ei) = v, when ei is a loop. We shall define
a graph Ĝ where V (Ĝ) = V (G)\{v} and E(Ĝ) = E(G − v) ∪ Ê, the set Ê
which we will now define. For all i, j ∈ {1, . . . ,m}, i 6= j where at least one
of ei or ej is not a loop, we shall associate an edge êij with the pair of edges
{ei, ej} as follows:
• If ei = vv(ei) and ej = vv(ej) are not loops, then let êij = v(ei)v(ej)
be an edge of Ĝ having endvertices v(ei) and v(ej).
• If exactly one of ei or ej is a loop, say ej , then let êij be a loop at the
vertex v(ei). We call êij a stem loop.
We define Ê := {êij | i, j ∈ {1, . . . ,m}}. We now define the pull-back E(ê) of
an edge ê ∈ E(Ĝ). For all edges ê ∈ E(Ĝ)\Ê, let E(ê) = {ê}. For all ê ∈ Ê,
if ê = êij , then we define E(ê) := {ei, ej}. For a subset F̂ ⊆ E(Ĝ), we define
the pull-back of F̂ to be E(F̂ ) := △
f̂∈F̂
E(f̂); that is, E(F̂ ) is the symmetric
difference of the sets E(f̂), f̂ ∈ F̂ . For each subgraph Ĥ of Ĝ, the subgraph
H of G induced by the edges of E(E(Ĥ)) is referred to as the pullback of
Ĥ. In short, we write H = E(Ĥ).
We shall now define a set of cycles Â of Ĝ. Let Ĉ be a cycle of Ĝ and
let C = E(Ĉ). Suppose that E(Ĉ) ∩ Ê 6= Ø and Ĉ is not a stem loop. If
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E(C) 6= Ø, then C has a unique cycle decomposition C = C1∪· · ·∪Ct where
V (Ci) ∩ V (Cj) = {v}, for all i, j where 1 ≤ i < j ≤ t. The cycles C1, . . . , Ct
are referred to as the petals of C. See Figure 1. We define a subset of cycles
Â in Ĝ as follows: suppose Ĉ is a cycle in Ĝ which is not a stem loop, and
let C = E(Ĉ). Then Ĉ ∈ Â if and only if one of the following holds:
• Ĉ ∈ C .
• E(C) = Ø.
• E(Ĉ) ∩ Ê 6= Ø, E(C) 6= Ø, and each petal of C is balanced.
Let Â ′ be the collection resulting from deleting all balanced loops from Â .
We define Ĉ := C (Â ′), the completion of Â ′ in Ĝ and we define Ω̂ := (Ĝ, Ĉ )
to be the biased graph induced by Â ′.We refer to Ω̂ as the v-deleted biased
graph obtained from Ω. Note that each stem loop of Ĝ is unbalanced in Ω̂.
3.1 Lemma
For all cycles Ĉ in Ĝ, if C = E(Ĉ) is an unbalanced cycle in Ω, then Ĉ is an
unbalanced cycle in Ω̂.
Proof. Suppose that Ĉ is a cycle in Ĝ such that C = E(Ĉ) is an un-
balanced cycle in Ω. Suppose to the contrary that Ĉ is balanced. Then
Ĉ = Ĉ1△· · ·△Ĉk for some cycles Ĉi ∈ Â , i = 1, . . . , k. Let Ci = E(Ĉi), i =
1, . . . , k. Then for i = 1, . . . , k, either Ci is a disjoint union of cycles in C or
E(Ci) = Ø. Given Ĉ = Ĉ1△· · ·△Ĉk, we see that C = C1△· · ·△Ck. One
now sees that C = C∗1△C
∗
2△· · ·△C
∗
l , where for i = 1, . . . , l, C
∗
i = Cj for
some j, or C∗i is a petal of some Cj. Since Ĉi ∈ Ĉ , i = 1, . . . , k, it follows
that C∗i ∈ C , i = 1, . . . , l. Hence it follows by linearity that C ∈ C . This
yields a contradiction. Therefore, Ĉ is unbalanced.
4 Changing Bases in M̂ = M(Ω̂)
Let Ω̂ = (Ĝ, Ĉ ) be the v-deleted biased graph described in Section 3. Let
M̂ =M(Ω̂) be the frame matroid associated with Ω̂. In this section, we will
introduced some lemmas which describe how bases in M̂ can be changed.
This will be important later on when we introduce perturbations.
Let I ⊆ {1, . . . ,m} and let SI denote the set of permutations of I. Let ĤI
denote the subgraph of Ĝ induced by the edges in {êij
∣∣ i, j ∈ I}. For a base
B̂ ∈ B(M̂), let F̂I(B̂) = {ê ∈ E(Ĥ)
∣∣ (B̂\E(Ĥ))∪ {ê} ∈ B(M̂)}. Note that
if B̂ ∩ E(ĤI) = {ê}, then ê ∈ F̂I(B̂). Also, F̂I(B̂) 6= Ø iff |B̂ ∩ E(ĤI)| = 1.
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GĜ
C3
C1 C2
Ĉ
v
Petals C1, C2, C2
Ĉ ∈ Ĉ if C1, C2, C3 ∈ C
Figure 1: Petals of a cycle Ĉ
4.1 Lemma
Let I = {i, j, k} where i < j < k and suppose B̂ ∈ B(M̂) is such that
B̂ ∩ E(ĤI) = {ê}. Then F̂I(B̂)\{ê} 6= Ø.
Proof. Without loss of generality, we may assume that I = {1, 2, 3} and
B̂ ∩ E(ĤI) = {ê12}. By case checking, one can show that Ĥ is either a 3-
cycle or, a 2-cycle and a loop or, two stem loops joined by an edge or, two
stem loops meeting at a vertex or, three loops meeting at a vertex. It is
straightforward to show that in each of these cases there is a circuit Ĉ in
M̂ for which Ĉ ⊆ E(ĤI) and ê12 ∈ Ĉ. Then there exists ê
′
12 ∈ Ĉ\{ê12} for
which B̂ − ê12 + ê
′
12 is a base. Thus F̂I(B̂)\{ê12} 6= Ø.
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Let I ⊆ {1, 2, . . . ,m} and let B̂ ∈ B(M̂). We say that B̂ is I-cyclic if
there exists a cycle σ ∈ SI of length |I| such that êiσ(i) ∈ F̂I(B̂), ∀i ∈ I. We
say that B̂ is I- singular if there exists i ∈ I such that êij ∈ F̂I(B̂), ∀j ∈
I\{i}. Moreover, B̂ is strictly I-cyclic (respectively, strictly I-singular)
if B̂ is I -cyclic (respectively, I -singular) but not I-singular (respectively, I
-cyclic).
4.2 Lemma
Let I ⊆ {1, . . . ,m} where |I| = 4. Let B̂ ∈ B(M̂) where B̂ ∩ E(ĤI) = {ê}.
Then B̂ is I-cyclic or I-singular. Moreover, either
i) there is a 4-cycle σ ∈ SI such that ê ∈
{
êiσ(i)
∣∣ i ∈ I} ⊆ F̂I(B̂), or
ii) for some i ∈ I, ê ∈
{
êij
∣∣ j ∈ I\{i}} ⊆ F̂I(B̂).
Proof. It suffices to prove the lemma for I = {1, 2, 3, 4} and ê = ê12. Let
F̂ = F̂I(B̂). By Lemma 4.1, either ê13 ∈ F̂ or ê23 ∈ F̂ . Without loss of
generality, we may assume that ê23 ∈ F̂ . Let B̂
′ = B̂ − ê12 + ê23. Then
F̂ ′ = F̂I(B̂
′) = F̂ . It follows by Lemma 4.1 that either ê24 ∈ F̂
′ or ê34 ∈ F̂
′.
If ê24 ∈ F̂
′, then ê24 ∈ F̂ and hence ii) holds with i = 2. Suppose ê34 ∈ F̂
′.
Then ê34 ∈ F̂ . Since ê12 ∈ F̂ , it follows by Lemma 4.1 that either ê24 ∈ F̂
or ê14 ∈ F̂ . If the former holds, then ii) holds with i
′ = 2. If the latter
holds, then we see that for σ = (1, 2, 3, 4), êiσ(i) ∈ F̂ , ∀i ∈ I, and hence i)
holds.
4.1 Switchability and Amenability of Base Pairs in M̂
Let B̂i ∈ B(M̂), i = 1, 2 be disjoint bases. Let I = {i1, i2, i3, i4} ⊆
{1, . . . ,m} and let Ĥ = ĤI . Suppose that |(B̂1 ∪ B̂2) ∩ E(Ĥ)| = 2. We
say that the pair (B̂1, B̂2) is êi1i2 , êi3i4-amenable if there exist disjoint
bases B̂′i ∈ B(M̂), i = 1, 2 such that B̂
′
i\E(Ĥ) = B̂i\E(Ĥ), i = 1, 2
and (B̂′i ∪ B̂
′
2) ∩ E(Ĥ) = {êi1i2 , êi3i4}. We say that the pair (B̂1, B̂2) is
êi1i2, êi3i4-switchable if there exist disjoint bases B̂
′
i ∈ B(M̂), i = 1, 2
such that (B̂1\E(Ĥ), B̂2\E(Ĥ)) is compatible with (B̂
′
1\E(Ĥ), B̂
′
2\E(Ĥ))
and either (B̂′1, B̂
′
2) is êi1i3 , êi2i4-amenable or êi1i4 , êi2i3-amenable. From
the above definitions, it follows that for any disjoint bases (B̂′1, B̂
′
2) where
(B̂1\E(Ĥ), B̂2\E(Ĥ)) is compatible with (B̂
′
1\E(Ĥ), B̂
′
2\E(Ĥ)) we have
that (B̂1, B̂2) is êi1i2 , êi3i4-switchable if and only if (B̂
′
1, B̂
′
2) is êi1i2 , êi3i4-
switchable. We shall need the following lemma.
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4.3 Lemma
Let I = {i1, i2, i3, i4} ⊂ {1, 2, . . . ,m} and let B̂i ∈ B(M̂), i = 1, 2 be disjoint
bases where |B̂i ∩ E(Ĥ)| = 1, i = 1, 2. If (B̂1, B̂2) is not ê, f̂ -amenable for
all {ê, f̂} ∈ {{êi1i3 , êi2i4}, {êi1i4 , êi2i3}}, then either
i) B̂i, i = 1, 2 are strictly I-singular and for some i ∈ I, F̂I(B̂1) =
F̂I(B̂2) = {êij
∣∣ j ∈ I\{i}}, or
ii) B̂i, i = 1, 2 are strictly I-cyclic and
{F̂I(B̂1), F̂I(B̂2)} = {{êi1i2 , êi3i4 , êi1i3 , êi2i4}, {êi1i2 , êi3i4 , êi1i4 , êi2i3}}.
Proof. For convenience, we may assume that ij = j, j = 1, 2, 3, 4 and
(B̂1, B̂2) is not ê, f̂ -amenable for all {ê, f̂} ∈ {{ê13, ê24}, {ê14, ê23}}. Let
F̂i = F̂I(B̂i), i = 1, 2. It follows by Lemma 4.2 that for i = 1, 2, B̂i is either
I-cyclic or I-singular. Suppose that B̂1 is I-singular. Without loss of gen-
erality, we may assume that ê1j ∈ F̂1, ∀j ∈ {2, 3, 4}. If B̂2 is also I-singular,
then for some i ∈ I, êij ∈ F̂2, ∀j ∈ I\{i}. If i ∈ {2, 3}, then ê14 ∈ F̂1, and
ê23 ∈ F̂2. If i = 4, then ê13 ∈ F̂1, and ê24 ∈ F̂2. In both cases, (B̂1, B̂2)
is ê, f̂ -amenable for some {ê, f̂} ∈ {{ê13, ê24}, {ê14, ê23}}, contradicting our
assumptions. It follows that i = 1 and ê1j ∈ F̂1 ∩ F̂2, j = 1, 2, 3. Suppose
instead that B̂2 is I-cyclic. Then it is seen that either {ê13, ê24} ⊂ F̂2 or
{ê14, ê23} ⊂ F̂2. In the former case, ê13 ∈ F̂1 and ê24 ∈ F̂2, implying that
(B̂1, B̂2) is ê13, ê24-amenable, a contradiction. In the latter case, ê14 ∈ F̂1
and ê23 ∈ F̂2, implying that (B̂1, B̂2) is ê14, ê23-amenable, a contradiction.
We conclude that if B̂1 is I-singular, then B̂2 is strictly I-singular and
F̂1 = F̂2 (and moreover, B̂1 is strictly I-singular). From this it also fol-
lows that if B̂1 is I-cyclic, then both B̂i, i = 1, 2 are strictly I-cyclic and
{F̂I(B̂1), F̂I(B̂2)} = {{ê12, ê34, ê13, ê24}, {ê12, ê34, ê14, ê23}}.
4.4 Lemma
Let B̂ ∈ B(M̂) and let ê ∈ B̂ and let ê′ ∈ E(M̂ )\B̂. Suppose B̂′ = B̂ − ê+
ê′ ∈ B(M̂). Let I ⊆ {1, . . . ,m} and let Ĥ = ĤI . Suppose B̂∩E(Ĥ) = {êij}
and F̂I(B̂
′) 6= Ø.
i) If F̂I(B̂)\F̂I(B̂
′) 6= Ø, then B̂ − êij + ê
′ ∈ B(M̂).
ii) If êi′j′ ∈ F̂I(B̂)\F̂I (B̂
′), then B̂ − ê+ êi′j′ ∈ B(M̂).
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Proof. We first remark that if êij 6∈ B̂
′, then ê = êij and f̂ ∈ F̂I(B̂
′) (since
F̂I(B̂
′) 6= Ø). This would imply that F̂I(B̂) = F̂I(B̂
′), which is contrary
to our assumptions. Thus êij ∈ B̂
′. To prove i), let Ĉ = C(ê′, B̂) be the
fundamental circuit with respect to B̂ containing ê′. We observe that ê ∈ Ĉ.
We shall show that êij ∈ Ĉ, from which is will follow that B̂ − êij + ê
′ ∈
B(M̂). Suppose to the contrary that êij 6∈ Ĉ. Let êi′j′ ∈ F̂I(B̂)\F̂I(B̂
′).
Let Ĉ ′ = C(ê′ij , B̂
′), the fundamental circuit with respect to B̂′ containing
êi′j′ . We observe that êij 6∈ Ĉ
′ since êi′j′ 6∈ F̂I(B̂
′). However, ê′ ∈ Ĉ ′; for
otherwise, Ĉ ′ ⊆ B̂ − êij + êi′j′ , implying that êi′j′ 6∈ F̂I(B̂), contradicting
our assumptions. By the circuit elimination property, there exists a circuit
Ĉ ′′ ⊆ (Ĉ∪Ĉ ′)\{ê′} where êi′j′ ∈ Ĉ
′′.However, we see that Ĉ ′′ ⊆ B̂−êij+êi′j′ ,
implying that êi′j′ 6∈ F̂I(B̂), again contradicting our assumptions. Thus
êij ∈ Ĉ. This completes the proof of i).
To prove ii), suppose to the contrary that B̂′′ = B̂ − ê + êi′j′ 6∈ B(M̂).
Then ê 6∈ Ĉ = C(êi′j′ , B̂). Furthermore, since êi′j′ ∈ F̂I(B̂), it follows that
êij ∈ Ĉ. Since êi′j′ 6∈ F̂I(B̂
′), it follows that êij 6∈ Ĉ
′ = C(êi′j′ , B̂
′). By
the circuit elimination property, there exists a circuit Ĉ ′′ ⊆ (Ĉ ∪ Ĉ ′)\{êi′j′}
where êij ∈ Ĉ
′′. However, Ĉ ′′ ⊆ B̂′, a contradiction. Thus B̂′′ ∈ B(M̂).
This proves ii).
The following is an important theorem which we will need later:
4.1 Theorem
Let B̂i ∈ B(M̂), i = 1, 2 and let I = {i1, i2, i3, i4}. Let F̂i = F̂I(B̂i), i =
1, 2 and assume that êi1i2 ∈ F̂1 and êi3i4 ∈ F̂2. Let Ĥ = ĤI . Suppose
that (B̂1, B̂2) is not (êi1i2 , êi3i4)-switchable. Let (B̂
′
1, B̂
′
2) be a pair of bases
obtained from performing one symmetric exchange between B̂1 and B̂2 and
let F̂ ′i = F̂I(B̂
′
i), i = 1, 2. Then either {F̂
′
1, F̂
′
2} = {F̂1, F̂2} or F̂
′
1 = F̂
′
2 = Ø.
Proof. For convenience, we may assume that ij = j, j = 1, 2, 3, 4 and
(B̂1, B̂2) is not ê12, ê34-switchable. By Lemma 4.3, B̂i, i = 1, 2 are strictly I-
cyclic, and we may assume F̂1 = {ê12, ê34, ê23, ê14}, F̂2 = {ê12, ê34, ê13, ê24}.
We may also assume that ê12 ∈ B̂1 and ê34 ∈ B̂2. We observe that F̂i =
E(Ĥ)\cl
M̂
(B̂i\E(Ĥ)), i = 1, 2. Since (B̂
′
1, B̂
′
2) is obtained from B̂1 and B̂2
by a single symmetric exchange, we have that B̂′1 = B̂1 − ê + f̂ and B̂
′
2 =
B̂2 − f̂ + ê for some ê ∈ B̂1 and f̂ ∈ B̂2. Let F̂
′
i = FI(B̂
′
i), i = 1, 2. We may
assume that F̂ ′i 6= Ø, i = 1, 2. It remains to show that {F̂
′
1, F̂
′
2} = {F̂1, F̂2}.
We first note that (B̂′1, B̂
′
2) is not ê12, ê34-switchable. Thus it follows by
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Lemma 4.3 that B̂′i, i = 1, 2 are strictly I-singlular, or they are strictly I-
cyclic. If the latter holds, then it follows that {F̂ ′1, F̂
′
2} = {F̂1, F̂2}. Suppose
the former holds. Given that (B̂′1, B̂
′
2) is not ê12, ê34-switchable, we may
assume that for i = 1, 2, F̂ ′i = {ê12, ê13, ê14}.
Since F̂1\F̂
′
1 6= Ø, it follows by Lemma 4.4 i) that B̂1− ê12+ f̂ ∈ B(M̂).
Since ê13 ∈ F̂2, it follows that D̂2 = B̂2− ê34+ ê13 ∈ B(M̂). We observe that
F̂I(D̂2) = F̂2. Furthermore, D̂
′
2 = D̂2 − ê + f̂ ∈ B(M̂) since ê13 ∈ F̂
′
2. We
also observe that F̂I(D̂
′
2) = F̂
′
2. Thus ê24 ∈ F̂I(D̂2)\F̂I(D̂
′
2). It now follows
by Lemma 4.4 ii) that D̂2 − f̂ + ê24 = B̂2 − f̂ − ê34 + ê13 + ê24 ∈ B(M̂).
Now the pair of bases B̂1 − ê12 + f̂ and B̂2 − f̂ − ê34 + ê13 + ê24 contradict
the assumption that (B̂1, B̂2) is not ê12, ê34-switchable. This completes the
proof.
5 The Pull-Back Operation
In this section, we describe the pull-back operation where we associate to
each base B̂ ∈ B(M̂) a collection of bases BM (B̂) ⊆ B(M).
5.1 The Base-Set Pull-Back of B̂
For a subset X̂ ⊆ E(Ĝ), we let X̂ = X̂\Ê. Let B̂ ∈ B(M̂). If B̂ ∩ Ê = Ø,
we define BM (B̂) = {B̂ ∪ {e}
∣∣ e ∈ EG(v)}. If B̂ ∩ Ê 6= Ø, we define
BM (B̂) = {B̂ ∪A
∣∣ A ⊆ ⋃
ê∈B̂∩Ê
E(ê), B̂ ∪A ∈ B(M)}.
From the definition, we see that BM (B̂) ⊆ B(M). We call BM (B̂) the
base-set pullback of B̂.
5.1 Lemma For all B̂ ∈ B(M̂), BM (B̂) 6= Ø.
Proof. We first observe that the lemma holds if B̂ ∩ Ê = Ø. Thus we may
assume that B̂ ∩ Ê 6= Ø. Let Ĝi, i = 1, . . . , s be the components of Ĝ[B̂]
and let Ĉi be the (unbalanced) cycle contained in Ĝi. We claim that there
exists A ⊆
⋃
ê∈B̂∩Ê
E(ê) where |A| = |B̂ ∩ Ê| + 1 and B̂ ∪ A ∈ B(M). Let
Êi = E(Ĝi)∩ Ê, i = 1, . . . , s. We may assume that Ê1 6= Ø. If E(Ĉ1)∩ Ê1 =
Ø, then it is easy to see that one can choose a set A1 ⊂
⋃
ê∈Ê1
E(ê) where
|A1| = |Ê1|+1 and the subgraphG1 induced by (E(Ĝ1)\Ê1)∪A1 is connected
and contains exactly one (unbalanced) cycle, namely Ĉ1. It is straightforward
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to show that for i = 2, . . . , s one can choose Ai ⊂
⋃
ê∈Êi
E(ê) such that |Ai| =
|Êi| and all the components of the subgraph Gi induced by (E(Ĝi)\Êi)∪Ai,
with the exception of the component containing v (which contains no cycles),
contain exactly one unbalanced cycle. Then A = A1∪ · · · ∪As is the desired
set. On the other hand, suppose that E(Ĉ1) ∩ Ê 6= Ø. Let C1 = E(Ĉ1)
and let C1 = C11 ∪ C12 ∪ · · · ∪ C1t be the cycle decomposition for C1; that
is C11, . . . , C1t are the petals of C1. Since Ĉ1 6∈ Ĉ , it follows that C1j 6∈ C
for some j ∈ {1, . . . , t}. Without loss of generality, we may assume that
C11 6∈ C (i.e. C11 is unbalanced). In this case, we may choose A1 such that
E(C11) ∩ EG(v) ⊆ A1, |A1| = |Ê1| + 1, and the subgraph G1 induced by
(E(Ĝ1)\Ê1)∪A1 is connected and contains exactly one (unbalanced) cycle,
namely C11. For i = 2, . . . , s we can choose Ai ⊂
⋃
ê∈Êi
E(ê) as before. Then
A = A1 ∪ · · · ∪As is the desired set.
5.2 The Base-Set Pull-Back of B̂
For a κ-tuple of disjoint bases B̂ = (B̂1, . . . , B̂κ) in M̂ , we define the base-
set pullback BM (B̂) of B̂ to be the set of κ-tuples (B1, B2, . . . , Bκ) ∈
BM (B̂1) ×BM (B̂2) × · · · ×BM (B̂k) where Bi ∩ Bj = Ø, for all i 6= j. We
note that because of the requirement that the bases B1, . . . , Bκ be pairwise
disjoint, it is possible that BM (B̂) = Ø.
6 The Biased Graph Ωκ = (Gκ,Cκ) and V -Reduced
Sequences of Bases
In this section, we initiate the reduction step of the proof of Theorem 1.3.
Let Ω = (G,C ) be a biased graph and let κ be an integer where κ ≥ 2
and n = |V (G)|. Let M = M(Ω). Given that Theorem 1.3 is true for
graphic matroids, we shall assume that M is non-graphic. Furthermore,
we may assume that G is connected and hence r(M) = |V (G)| = n. Let
Bi = (Bi1, . . . , Biκ), i = 1, 2 be two compatible sequences of bases. We
shall define another biased graph Ωκ = (Gκ,Cκ) using Ω as follows: Let
V (Gκ) = V (G). For all edges e ∈ E(G) let e ∈ E(Gκ) and furthermore,
add ω(e) − 1 parallel edges to e where ω(e) is the number of bases in B1
(or B2) which contain the edge e. When e is a loop, each parallel edge is
a loop at the same vertex as e. Let EGκ(e) denote the set of ω(e) parallel
edges (which includes e) and let C ′κ denote the set of 2-cycles C
′ where
E(C ′) ⊆ EGκ(e) for some e ∈ E(G). Let Cκ be the completion of C ∪ C
′
κ
and let Ωκ = (Gκ,Cκ) and Mκ =M(Ωκ).
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Let Bi = (Bi1, . . . , Biκ), i = 1, 2 be the corresponding base sequences in
Mκ where the bases of Bi partition E(Mκ).
6.1 Lemma There exists v ∈ V (Gκ) such that dGκ(v) ≤ 2κ.
Proof. Since the base sequences Bi, i = 1, 2 partition E(Gκ), we have
|E(Gκ)| = κr(M) = κn. Thus
∑
u∈V (Gκ)
dGκ(u) = 2|E(Gκ)| = 2κn. Ac-
cordingly, the average degree of Gκ is 2κ and hence there is a vertex of
degree at most 2κ.
6.1 V -Reduced Sequences
For the remainder, we shall assume that v is a vertex of Gκ having m
incident edges where m ≤ 2κ. Let EGκ(v) = {e1, . . . , em}. We say that a
base B ∈ B(Mκ) is v-reduced if |B∩EGκ(v)| ≤ 2. Moreover, a sequence of
disjoint bases B = (B1, . . . , Bκ) in Mκ is v-reduced if for i = 1, . . . , κ, Bi, is
v-reduced. Let Ω̂κ = (Ĝκ, Ĉκ) be the v-deleted biased graph obtained from
Ωκ and let M̂κ =M(Ω̂κ).
6.1 Lemma
Let B = (B1, . . . , Bκ) be a sequence of disjoint bases of Mκ. Then there
exists a v-reduced sequence of bases B′ for which B ∼ B′.
Proof. For i = 1, . . . , κ, let Gi = Gκ[Bi] denote the subgraph of Gκ induced
by Bi. We may assume that B is not v-reduced and contains a base, say
B1, where |B1 ∩ EGκ(v)| ≥ 3. Since m ≤ 2κ, there is a base in B, say
B2, for which |B2 ∩ EGκ(v)| = 1. Let B1 ∩ EGκ(v) = {e1, . . . , es} and let
B2 ∩ EGk(v) = {f}. We remark that {e1, . . . , es} may contain at most one
loop, and if it does, then we shall assume that it is e1. Let ei = vvi, i =
1, . . . , s and let f = vu, noting that possibly v1 = v. It suffices to show
that we can replace Bi, i = 1, 2 in B with bases B
′
i, i = 1, 2 such that
(B′1, B
′
2) ∼ (B1, B2), and |B
′
i ∩ EGκ(v)| = |Bi ∩EGκ(v)| + 2i− 3, i = 1, 2.
Let K1, . . . ,Kp (resp. L1, . . . , Lq) denote the components of Gκ[B1]
(resp. Gκ[B2]). We may assume that v ∈ V (K1) and v ∈ V (L1). For
i = 1, . . . , p let Ci denote the (unbalanced) cycle in Ki and for i = 1, . . . , q,
let Di denote the (unbalanced) cycle in Li. Let K1i, i = 1, . . . , s
′ denote the
components of K1 − v.
Case 1: Suppose v 6∈ V (C1).
In this case, s′ = s ≥ 3 and there exists i ∈ {1, . . . , s} such that u 6∈
V (K1i) and C1 is not contained in K1i. We may assume vi ∈ V (K1i). By the
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symmetric exchange property, there exists e ∈ B2 such B
′
1 = B1−ei+e and
B′2 = B2− e+ ei are bases in Mκ. Since u 6∈ V (K1i) and C1 is not contained
in K1i, it follows that e 6= f. Thus B
′
i, i = 1, 2 are seen to be the desired
bases.
Case 2: Suppose v ∈ V (C1).
If e1 is a loop, then E(C1) = {e1} and none of the components K1i, i =
1, . . . , s′ contain C1. Also, s
′ ≥ 2, and hence there is a component K1i where
u 6∈ V (K1i). Now we can find B
′
i, i = 1, 2 as in Case 1.
By the above, we may assume that e1 is not a loop, and hence none
of e1, . . . , es are loops. Without loss of generality, we may assume e1, e2 ∈
E(C1). If s > 3, then s
′ ≥ 3 and we can argue as in Case 1. Thus we
may assume that s′ = 2, C1 is a subgraph of K11, and u, v3 ∈ V (K12).
For convenience, we shall let f = e4 and u = v4. We see that B̂1 =
(B1\{e1, e2, e3})∪ {ê12, ê23} and B̂2 = B2− f are bases in M̂κ. By the sym-
metric exchange property, there exists e ∈ B2 such that B
∗
1 = B1 − e1 + e
and B∗2 = B2 − e+ e1 are bases. If e 6= e4, then B
∗
i , i = 1, 2 are the desired
bases. Thus we may assume that e = e4 and consequently B
∗
1 = B1−e1+e4
and B∗2 = B2 − e4 + e1. We observe that since v3, v4 ∈ V (K12), e3 and e4
belong to a cycle in Gκ[B
∗
1 ], say C, which must be unbalanced. However,
this implies that Ĉ = (C\{e3, e4})∪{ê34} is an unbalanced cycle in Ω̂κ, im-
plying that B̂′1 = B̂1− ê23+ ê34 ∈ B(M̂κ). Applying the symmetric exchange
property to B̂′1 and B̂2, there exists ê ∈ B̂2 such that B̂
′′
1 = B̂
′
1− ê34+ ê and
B̂′2 = B̂2− ê+ ê34 are bases in M̂κ. Now B
′
1 = B1−e3+ ê and B
′
2 = B2− ê+e3
are seen to be the desired bases.
7 The Graph M of a v-reduced Sequence
Following Blasiak’s proof for graphic matroids, we shall construct amatching
graph of a v-reduced sequence of bases. Let B = (B1, . . . , Bκ) be a v-reduced
sequence of bases of Mκ. Let EGκ(v) = {e1, . . . , em}. We shall construct a
graphM = MB for B as follows: Let V (M) = {x1, . . . , xm}. For i = 1, . . . , κ:
• If Bi ∩ EGκ(v) = {ej}, then xj will be an isolated vertex.
• If Bi∩EGκ(v) = {ej , ek}, then there is an edge from xj to xk, denoted
xjxk.
We see that each vertex in M has degree 0 or 1. Ideally, we would like to
show that if Bi, i = 1, 2 are two v-reduced, compatible sequences of bases,
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then there exist v-reduced sequences B′i, i = 1, 2 such that Bi ∼ B
′
i, i = 1, 2
and MB′1 = MB′2 . In [1], Blasiak was able to do this in the case where M is
graphic. Unfortunately, this is not always possible for frame matroids. The
main goal of this section is to show that one can find B′i, i = 1, 2 for which
MB′1
and MB′2 differ by at most two edges.
For v-reduced sequences of bases B and B′, we observe that |E(MB)| =
|E(MB′)|. Let E(B,B
′) = E(MB)∩E(MB′) and let ε(B,B
′) = |E(B,B′)|.
We let MB△MB′ denote the graph where V (MB△MB′) = {x1, . . . , xm}
and E(MB△MB′) = E(MB)△E(MB′). We observe that the non-trivial
components of MB△MB′ are either paths or even cycles whose edges al-
ternate between. MB and MB′ . The main theorem of this section is the
following:
7.1 Theorem
Let Bi, i = 1, 2 be v-reduced sequences of bases. Then there exist v-
reduced sequences of bases B′i, i = 1, 2 where B
′
i ∼ Bi, i = 1, 2 and either
MB′1
= MB′2 or MB′1 6= MB′2 and MB′1△MB′2 has exactly one non-trivial
component which is a 4-cycle.
For a v-reduced sequence of bases B = (B1, . . . , Bκ) and edges e =
xixj and f = xi′xj′ in MB, we say that e, f are B-switchable if there is
a v-reduced sequence B′ = (B′1, . . . , B
′
κ) for which B ∼ B
′ and MB′ =
(MB\{e, f}) ∪ {e
′, f ′}, where e′ = xixi′ and f
′ = xjxj′, or e
′ = xixj′ and
f ′ = xjxi′ .
The following lemma will be instrumental in proving the main theorem.
7.1 Lemma
Let B = (B1, . . . , Bκ) be a v-reduced sequence of bases in Mκ. For all edges
e = xixj ∈ E(MB) there is at most one edge f = xkxl ∈ E(MB) for which
e, f are not B-switchable.
Proof. Suppose the lemma is false. Without loss of generality, we may
assume that for i = 1, 2, x1x2 and x2i+1x2(i+i) are not B-switchable and
{e2i−1, e2i} ⊂ Bi, i = 1, 2, 3. Let Ω̂κ = (Ĝκ, Ĉκ) be the v-deleted biased
graph obtained from Ωκ and let M̂κ = M(Ω̂κ). Consider the sequence of
bases B̂ = (B̂1, . . . , B̂κ) ∈ B(M̂κ) where B ∈ BMκ(B̂). Then ê(2j−1)2j ∈
B̂j , j = 1, 2, 3. Given that x1x2 and x2i+1x2(i+i) are not B-switchable, for
i = 1, 2, it follows that (B̂1, B̂i+1) is not ê, f̂ -amenable for all {ê, f̂} ∈{
{ê1(2i+2), ê2(2i+1)}, {{ê1(2i+1) , ê2(2i+2)}
}
. Let I1 = {1, 2, 3, 4}, I2 = {1, 2, 5, 6}
18
and let
Ê1 = {ê12, ê34, ê23, ê14}, Ê2 = {ê12, ê34, ê13, ê24}
Ê3 = {ê12, ê56, ê25, ê16}, Ê4 = {ê12, ê56, ê15, ê26}
.
Let
B̂′1 = B̂1 − ê12 + ê56
B̂′2 = B̂2 − ê34 + ê12, B̂
′′
2 = B̂2 − ê34 + ê56
B̂′3 = B̂3 − ê56 + ê12, B̂
′′
3 = B̂3 − ê56 + ê34
.
By Lemma 4.3, we have that {F̂I1(B̂1), F̂I1(B̂2)} = {Ê1, Ê2} and
{F̂I2(B̂1), F̂I2(B̂3)} = {Ê3, Ê4}. Thus B̂
′
i, i = 1, 2, 3 are bases. Letting B̂
′
3
play the role of B̂1 and B̂
′
1 play the role of B̂3, it follows by Lemma 4.3 that
{F̂I1(B̂
′
3), F̂I1(B̂2)} = {Ê1, Ê2}. In particular, we see that B̂
′′
3 ∈ B(M̂κ).
Since {F̂I1(B̂1), F̂I1(B̂2)} = {Ê1, Ê2}, it follows that F̂I1(B̂1) = F̂I1(B̂
′
3). On
the other hand, letting B̂′2 and B̂
′
1 play the roles of B̂1 and B̂3, it follows by
Lemma 4.3 that {F̂I2(B̂
′
2), F̂I2(B̂
′
1)} = {Ê3, Ê4}. Thus B̂
′′
2 ∈ B(M̂κ). Now
letting B̂′′3 and B̂
′′
2 play the roles of B̂2 and B̂3, we see that (by Lemma 4.3)
{F̂I1(B̂1), F̂I1(B̂
′′
3 )} = {Ê1, Ê2}. However, this is impossible since F̂I1(B̂1) =
F̂I1(B̂
′
3) = F̂I1(B̂
′′
3 ).
For a graph G, let C0(G) denote the set of components ofG and let C1(G)
denote the set of non-trivial components of G. Let c0(G) = |C0(G)|, c1(G) =
|C1(G)|, and c2(G) =
∑
C∈C1(G)
|V (C)|2. Let B be a v-reduced sequence
of bases in Mκ and let xixj, xkxl ∈ E(MB). Suppose that xixj , xkxl are
B-switchable. If B′ is a v-reduced sequence of bases where E(MB′) =
(E(MB)\{xixj , xkxl}) ∪ {xixk, xjxl}, then we write B 
xi xk
xj xl
B′. If B′ is a v-
reduced sequence of bases whereE(MB′) = (E(MB)\{xixj , xkxl})∪{xixl, xjxk}
then we write B ⊲⊳
xi xk
xj xl
B′. If B 
xi xk
xj xl
B′ or B ⊲⊳
xi xk
xj xl
B′, then we write B ⊠
xi xk
xj xl
B′.
Suppose xixj ∈ E(MB) and let xk be an isolated vertex of MB . If there ex-
ists a v-reduced sequence B′ such that E(MB′) = (E(MB)\{xixj})∪{xjxk},
then we write B ⩗
xi xk
xj
B′. We write B ✄
xi
xj
xk B′ if either B ⩗
xi xk
xj
B′ or
B ⩗
xj xk
xi
B′.
7.2 Lemma
Let B = (B1, . . . , Bκ) be a v-reduced sequence of bases of M and let xixj ∈
E(MB). If xl is an isolated vertex of MB , then there exists a v-reduced
sequence B′ = (B′1, . . . , B
′
κ) such that B ∼ B
′ and B ✄
xi
xj
xk B′.
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Proof. Let Ω̂κ = (Ĝκ, Ĉκ) be the v-deleted biased graph obtained from Ωκ
and let M̂κ = M(Ω̂κ). We may assume that ei, ej ∈ B1 and ek ∈ B2.
Then B̂1 = (B1\{ei, ej}) ∪ {êij} ∈ B(M̂κ). By Lemma 4.1, either B̂
′
1 =
B̂1 − êij + êik or B̂
′′
1 = B̂1 − êij + êjk are bases in M̂κ. If B̂
′
1 ∈ B(M̂κ), then
B′1 = B1 − ej + ek and B
′
2 = B2 − ek + ej , are bases in Mκ. Otherwise, if
B̂′′1 ∈ B(M̂κ), then B
′
1 = B1 − ei + ek and B
′
2 = B2 − ek + ei are bases in
Mκ. Let B
′ = (B′1, . . . , B
′
κ), where B
′
i = Bi, i = 3, . . . , κ. Then B
′ ∼ B
and B ✄
xi
xj
xk B′.
7.3 Lemma
Let Bi, i = 1, 2 be v-reduced sequence of bases. Let B
′
i, i = 1, 2 be v-
reduced sequence of bases where
(i) Bi ∼ B
′
i, i = 1, 2,
(ii) ε(B′1,B
′
2) is maximum, and
(iii) c2(MB′1△MB′2) is minimum subject to (i) and (ii).
Then either MB′1 = MB′2 , or MB′1△MB′2 has exactly one non-trivial com-
ponent which is either a 4-cycle or a 4-path.
Proof. Assume MB′1 6= MB′2 and M
′ = MB′1△MB′2 . As noted before, the
non-trivial components of M′ are either paths or even cycles. By Lemma
7.1, each edge of MB′i , i = 1, 2 is B
′
i-switchable with all other edges of MB′i ,
with the exception of at most one edge.
Claim 1 Every cycle of M′ is a 4-cycle.
Proof. Let C ∈ C1(M
′) where C is a cycle. We may assume
C = x1f1x2 · · · x2kf2kx1. We may also assume that fi ∈ E(MB′1) (resp. fi ∈
E(MB′2)) when i is odd (resp. even). Suppose k ≥ 3. We have that either
x1x2, x3x4 are B
′
1-switchable, or x1x2, x2k−1x2k are B
′
1-switchable. Suppose
the former occurs and let B′′1 be a v-reduced sequence where B
′
1 ⊠
x1 x3
x2 x4
B′′1 . If
B′1 ⊲⊳
x1 x3
x2 x4
B′′1 , then x2x3 ∈ E(B
′′
1 ,B
′
2) and hence ε(B
′′
1 ,B
′
2) > ε(B
′
1,B
′
2), con-
tradicting the choice of B′1 and B
′
2 (by (ii)). It follows that B
′
1 
x1 x3
x2 x4
B′′1 . We
also have that either x2x3, x4x5 or x2x3, x2kx1 are B
′
2-switchable. Suppose
x2x3, x4x5 are B
′
2-switchable, and let B
′′
2 be a v-reduced sequence such that
B′2 ⊠
x2 x4
x3 x5
B′′2 . If B
′
2 ⊲⊳
x2 x4
x3 x5
B′′2 , then x3x4 ∈ E(B
′
1,B
′′
2 ) and hence ε(B
′
1,B
′′
2 ) >
ε(B′1,B
′
2), a contradiction. If B
′
2 
x2 x4
x3 x5
B′′2 , then x2x4 ∈ E(B
′′
1 ,B
′′
2 ) and
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hence ε(B′′1 ,B
′′
2 ) > ε(B
′
1,B
′
2), a contradiction. If x2x3, x2kx1 are B
′
2-
switchable, then we obtain a contradiction using similar arguments
Claim 2 M′ does not contain components P and Q which are paths where
a terminal vertex of P is an isolated vertex in MB′2 and a terminal vertex
of Q is an isolated vertex in MB′1 .
Proof. Suppose to the contrary that such components P and Q exists. We
may assume that P = x1f1x2f2 · · · xk−1fk−1xk where x1 is an isolated ver-
tex in MB′2 . It follows that x1x2 ∈ E(MB′1). Let xl be the terminal ver-
tex of Q which is an isolated vertex in MB′1 . We may assume that the
length of Q is at least the length of P (otherwise, we can simply inter-
change the roles of B′1 and B
′
2). By Lemma 7.2, there exists a v-reduced
sequence B′′1 such that B
′
1 ✄
x1
x2
xl B′′1 . We have ε(B
′′
1 ,B
′
2) = ε(B
′
1,B
′
2).
However, given that the length of Q is at least the length of P, it follows
that c2(MB′′1△MB′2) > c2(MB′′1△MB′2), contradicting our choice of B
′
1 and
B′2 (for which (iii) applies). Thus no such paths P and Q can exist.
As a result of the above claim, we obtain the following:
Claim 3 M′ has no component which is an odd path.
Proof. Suppose to the contrary that P is a component of M′ which is an
odd path. Then it is seen that both of the terminal vertices in P are either
isolated vertices in MB′1 or they are isolated vertices in MB′2 . Without loss
of generality, we may assume that both terminal vertices are isolated vertices
in MB′1 . Since MB′1 and MB′2 have the same number of edges, they have the
same number of isolated vertices. Now it follows by a simple parity argument
that there exists a component of M′ which is an odd path Q whose terminal
vertices are isolated vertices in MB′2 . However, P and Q contradict Claim
2. Thus no such path P exists.
Claim 4 M′ does not contain two or more components which are paths.
Proof. Suppose P and Q are components of M′ which are paths. Then by
Claim 3, they are even paths. Now it is seen that one terminal vertex of
P belongs to MB′1 , and the other belongs to MB′2 . The same applies to Q.
However, P and Q contradict Claim 2.
Claim 5 M′ has at most one non-trivial component.
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Proof. Suppose to the contrary that M′ contains two non-trivial compo-
nents, say C and P . By Claims 1 and 4, we may assume that C is a 4-cycle.
Furthermore, we may assume C = x1f1x2f2x3f3x4f4x1 where x1x2, x3x4 ∈
E(MB′1). Suppose P is a path. By Claim 3, P is an even path. Then one of
the terminal vertices of P is an isolated vertex inMB′1 , say xl. By Lemma 7.2,
there exists a v-reduced sequence B′′1 such that B
′
1 ✄
x1
x2
xl B′′1 . However, one
sees that ε(B′′1 ,B
′
2) = ε(B
′
1,B
′
2) and c2(MB′′1△MB′2) > c2(M
′), contradict-
ing our choice of B′1 and B
′
2. Suppose P is a cycle. Then by Claim 1, P is a
4-cycle. We may assume x5x6 ∈ E(P ) and x5x6 ∈ E(MB′1). We observe that
either x1x2, x5x6 is B
′
1-switchable, or x3x4, x5x6 is B
′
1-switchable. Without
loss of generality, we may assume x1x2, x5x6 is B
′
1-switchable. Then there ex-
ists a v-reduced sequence B′′1 such that B
′
1 ⊠
x1 x5
x2 x6
B′′1 . However, one sees that
ε(B′′1 ,B
′
2) = ε(B
′
1,B
′
2) and c2(MB′′1△MB′2) > c2(M
′), contradicting our
choice of B′1 and B
′
2. Thus M
′ has at most one non-trivial component.
Claim 6 If P is a non-trivial component of M′ which is a path, then it is
a 4-path.
Proof. Suppose P is a component of M′ which a path. Then by Claim 3,
P is an even path. We may assume P = x1f1x2f2 · · · x2kf2kx2k+1 where
fi ∈ E(MB′1) (resp. fi ∈ E(MB′2)) when i is odd (resp. even). Suppose
k ≥ 3. We observe that either x1x2, x3x4 are B
′
1-switchable or x3x4, x5x6 are
B′1-switchable.
Suppose x1x2, x3x4 are B
′
1-switchable. Then there exists a v-reduced
sequence B′′1 such that B
′
1 ⊠
x1 x3
x2 x4
B′′1 . If B
′
1 ⊲⊳
x1 x3
x2 x4
B′′1 , then x2x3 ∈ E(B
′′
1 ,B
′
2)
and hence ε(B′′1 ,B
′
2) > ε(B
′
1,B
′
2), contradicting the choice of B
′
1 and
B′2. Thus B
′
1 
x1 x3
x2 x4
B′′1 . Observing that x1 is an isolated vertex of MB′2 ,
if follows by Lemma 7.2 that there exists a v-reduced sequence B′′2 for
which B′2 ✄
x2
x3
x1 B′′2 . If B
′
2 ⩗
x3 x1
x2
B′′2 , then x1x2 ∈ E(B
′
1,B
′′
2 ) and hence
ε(B′1,B
′′
2 ) > ε(B
′
1,B
′
2), a contradiction. Thus B
′
2 ⩗
x2 x1
x3
B′′2 . However, we
now see that x1x3 ∈ E(B
′′
1 ,B
′′
2 ) and hence ε(B
′′
1 ,B
′′
2 ) > ε(B
′
1,B
′
2), a con-
tradiction.
Suppose x3x4, x5x6 are B
′
1-switchable. Then there exists a v-reduced
sequence B′′1 for which B
′
1 ⊠
x3 x5
x4 x6
B′′1 . If B
′
1 ⊲⊳
x3 x5
x4 x6
B′′1 , then x4x5 ∈ E(B
′′
1 ,B
′
2)
and hence ε(B′′1 ,B
′
2) > ε(B
′
1,B
′
2), contradicting the choice of B
′
1 and B
′
2.
Thus B′1 
x3 x5
x4 x6
B′′1 . We observe that either x2x3, x4x5 are B
′
2-switchable
or x4x5, x6x7 are B
′
2-switchable. Suppose the former is true. There there
exists a v-reduced sequence B′′2 such that B
′
2 ⊠
x2 x4
x3 x5
B′′2 . If B
′
2 ⊲⊳
x2 x4
x3 x5
B′′2 ,
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then x3x4 ∈ E(B
′
1,B
′′
2 ), and hence ε(B
′
1,B
′′
2 ) > ε(B
′
1,B
′
2), a contradiction.
Thus B′2 
x2 x4
x3 x5
B′′2 . However, one sees that x3x5 ∈ E(B
′′
1 ,B
′′
2 ) and hence
ε(B′′1 ,B
′′
2 ) > ε(B
′
1,B
′
2), a contradiction.
If x4x5, x6x7 are B
′
2-switchable, then we obtain a contradiction in a
similar fashion. Thus k ≤ 2. Suppose k = 1. Then P = x1f1x2f2x3. There
are v-reduced sequences B′′i , i = 1, 2 where B
′
1 ✄
x1
x2
x3 B′′1 and B
′
2 ✄
x2
x3
x1 B′′2 .
As before, we may assume B′1 ⩗
x2 x3
x1
B′′1 and B
′
2 ⩗
x2 x1
x3
B′′2 . However, we see
that x1x3 ∈ E(B
′′
1 ,B
′′
2 ) and hence ε(B
′′
1 ,B
′′
2 ) > ε(B
′
1,B
′
2), a contradiction.
We conclude that k = 2 and P is a 4-path.
The proof of the lemma now follows by Claims 1, 5, and 6.
7.1 Proof of Theorem 7.1
By Lemma 7.3, there exist v-reduced sequences B′i, i = 1, 2 such that
B′i ∼ Bi, i = 1, 2 and either MB′1 = MB′2 , or MB′1△MB′2 has exactly one
non-trivial component, say P , which is either a 4-path or a 4-cycle. Suppose
P is a 4-path. We may assume P = x1f1x2f2x3f3x4f4x5 where fi ∈ E(MB′1)
(resp. fi ∈ E(MB′2)) when i is odd (resp. even). In particular, x1 is an
isolated vertex of MB′2 and x5 is an isolated vertex of MB′1 . By Lemma 7.2,
there exist v-reduced sequences B′′i , i = 1, 2 such that B
′
1 ✄
x1
x2
x5 B′′1 and
B′2 ✄
x4
x5
x1 B′′2 . If B
′
1 ⩗
x1 x5
x2
B′′1 , then we see that MB′′1△MB′2 has exactly one
non-trivial component which is a 4-cycle. Thus we may assume B′1 ⩗
x2 x5
x1
B′′1 .
Similarly, we may assume B′2 ⩗
x4 x1
x5
B′′2 . Now MB′′1△MB′′2 has exactly one
non-trivial path Q = x2f2x3f3x4 where x2x3 ∈ E(MB′′2 ) and x3x4 ∈ E(MB′′1 ).
Thus x4 is an isolated vertex in MB′′2 and thus (by Lemma 7.2), there exists
a v-reduced sequence B′′′2 such that B
′′
2 ✄
x2
x3
x4 B′′′2 . Similarly, there exists
a v-reduced sequence B′′′1 such that B
′′
1 ✄
x3
x4
x1 B′′′1 . If B
′′
2 ⩗
x2 x4
x3
B′′′2 , then
MB′′1
= MB′′′2 . Thus we may assume B
′′
2 ⩗
x3 x4
x2
B′′′2 . Likewise, we may assume
B′′1 ⩗
x3 x2
x4
B′′′1 . However, we now see that MB′′′1 = MB′′′2 . This completes the
proof.
8 Linked Sequences
A base B ∈ B(Mκ) is said to be v-anchored if B contains exactly one
edge of EGκ(v) (which could be a loop); otherwise, B is v-unanchored.
For all bases B ∈ B(Mκ), let B˜ = B\EGκ(v). For compatible sequences of
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bases B = (B1, . . . , Bκ) and B
′ = (B′1, . . . , B
′
κ), we say that B and B
′ are
linked if exist j, j′ ∈ {1, . . . , κ} such that either Bj = B
′
j′ or Bj and Bj′ are
v-anchored and B˜j = B˜j′ . We write B ≏ B
′. We shall need the following
theorem.
8.1 Theorem
Assuming |EGκ(v)| = m = 2κ and Theorems 1.3 and 1.5 hold for all k < κ,
if B ≏ B′, then B ∼ B′.
Proof. Suppose B ≏ B′. Suppose first that for some j, j′ ∈ {1, . . . , κ},
we have Bj = B
′
j′. Let D (resp. D
′) be the sequence of bases resulting
from deleting Bj (resp. B
′
j′). Then D and D
′ are seen to be compatible
sequences of κ− 1 bases. By assumption, Theorem 1.3 holds for k = κ − 1
and consequently D ∼ D ′. It now follows that B ∼ B′. Suppose instead
that for some j, j′ ∈ {1, . . . , κ}, Bj and Bj′ are v-anchored and B˜j = B˜j′ .
Let {h} = Bj ∩ EGκ(v) and {h
′} = Bj′ ∩ EGκ(v). As before, let D (resp.
D ′) be the sequence of base resulting from deleting Bj (resp. B
′
j′). Now
we construct v-extended base sequences D+ = (D , h) and D ′+ = (D ′, h′),
noting that |dGκ(v)| = m = 2κ and D
+ and D ′+ each contain κ − 1 bases.
Let G′κ = Gκ\B˜j . Then dG′κ(v) = dGκ(v) = 2κ. Since Theorem 1.5 holds
for k = κ − 1, it follows that D+ ∼ D ′+. However, given that Bj and Bj′
are v-anchored, we see that for all e ∈ EGκ(v), B˜j ∪ {e} ∈ B(Mκ) and
B˜′j′ ∪ {e} ∈ B(Mκ). Thus it is seen that B ∼ B
′.
8.1 Non-Incidental Bases in M̂κ
We say that two subsets of edges Ŝ ⊆ Ê and T̂ ⊆ Ê are non-incidental if
for all ê ∈ Ŝ and f̂ ∈ T̂ , we have E(ê)∩E(f̂) = Ø. We say that a sequence of
bases B̂ = (B̂1, . . . , B̂κ) in M̂κ is non-incidental if for all distinct i, j the
sets B̂i ∩ Ê and B̂j ∩ Ê are non-incidental. It follows from Lemma 5.1 and
the definition of the pull-back that for any non-incidental sequence of bases
B̂, BMκ(B̂) 6= Ø.
8.1 Lemma
Assume that |EGκ(v)| = m = 2κ. Furthermore, assume that Theorem 1.5
holds for all k < κ and Theorem 1.3 holds for all k < κ, if κ ≥ 3. Then for
all B,B′ ∈ BMκ(B̂), B ∼ B
′.
Proof. Let B,B′ ∈ BMκ(B̂) whereB = (B1, . . . , Bκ) and B
′ = (B′1, . . . , B
′
κ).
We observe that B˜j = B˜
′
j, j = 1, . . . , κ since B,B
′ ∈ BMκ(B̂). If κ = 2,
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then it is seen that |B′1\B1| ≤ 1 and hence B ∼1 B
′. We may assume κ ≥ 3
and Theorem 1.3 holds for all k < κ. If Bi is v-anchored for some i, then
B′i is also v-anchored and given that B˜i = B˜
′
i, it follows that B ≏ B
′. Thus
B ∼ B′ (by Theorem 8.1). Assuming that B (and hence also B′) has no
v-anchored bases, it follows that |B̂i ∩ Ê| = 1, for all i. It follows by the
construction of the pullback that for all i, Bi = B
′
i and hence B = B
′. We
conclude that B ∼ B′.
8.2 Induced Sequences of Bases
Suppose B̂ = (B̂1, . . . , B̂κ) and B̂
′ = (B̂′1, . . . , B̂
′
κ) are non-incidental se-
quences of bases in M̂ . Let B = (B1, . . . , Bκ) ∈ BMκ(B̂). It follows by the
definition of the pull-back, that there is a sequence B′ = (B′1, . . . , B
′
κ) ∈
BMκ(B̂) where for i = 1, . . . , κ, B
′
i = Bi if B̂
′
i = B̂i and B̂i ∩ Ê 6= Ø. We
refer to B′ as a pull-back of B̂′ induced by B and write B ⊢ B′. We have
the following useful observations.
Observation 1: Suppose B̂ and B̂′ are compatible, non-incidental se-
quences and |EGκ(v)| = m = 2κ. Let B ∈ BMκ(B̂) and B
′ ∈ BMκ(B̂
′)
where B ⊢ B′. Suppose that Theorem 1.5 holds for all k < κ and Theorem
1.3 holds for all k < κ, if κ ≥ 3. If B̂ ∼1 B̂
′, then B ∼ B′.
Proof. Suppose κ ≥ 3. Then it follows that B̂i = B̂
′
i, for some i. If B̂i ∩ Ê 6=
Ø, then Bi = B
′
i since B ⊢ B
′. Otherwise, if B̂i ∩ Ê = Ø, then Bi is v-
anchored and B˜i = B˜
′
i. In either case, we B ≏ B
′ and hence B ∼ B′ by
Theorem 8.1.
Suppose κ = 2. Then B̂ = (B̂1, B̂2), B̂
′ = (B̂′1, B̂
′
2) and m = 4. We
may assume that (B̂1 ∪ B̂2) ∩ Ê = {ê12, ê34}. Let I = {1, 2, 3, 4}. Since
B̂ ∼1 B̂
′, there exists ê ∈ B̂1 and f̂ ∈ B̂2 such that B̂
′
1 = B̂1 − ê + f̂ and
B̂′2 = B̂1 − f̂ + ê. If ê, f̂ 6∈ {ê12, ê34}, then it is easy to show that B ∼1 B
′.
Without loss of generality, we may assume that f̂ = ê34. Suppose ê = ê12.
Then B1 = (B̂1\ê12) ∪ {e1, e2} and B2 = (B̂2\ê34) ∪ {e3, e4}. Suppose that
B̂ is ê′, f̂ ′-amenable for {ê′, f̂ ′} ∈ {{ê14, ê23}, {ê13, ê24}}. Without loss of
generality, we may assume B̂ is ê14, ê23-amenable and ê14 ∈ F̂I(B̂1) and
ê23 ∈ F̂I(B̂2). Then B
′′ = (B′′1 , B
′′
2 ) where B
′′
1 = B1 − e2 + e4 and B
′′
2 =
B2 − e4 + e2 is seen to be a base sequence in Mκ. We also see that B ∼1
B′′ ∼1 B
′ and hence B ∼ B′. Thus we may assume that ê 6= ê12. Suppose
ê12 ∈ B̂1. Then {ê12, ê34} ⊂ B̂
′
1 and consequently, B
′
2 is v-anchored and
|B′1 ∩ {e1, e2, e3, e4}| = 3. We also have B1 = (B̂1\ê12) ∪ {e1, e2} and B2 =
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(B̂2\ê34) ∪ {e3, e4}. If {e1, e2} ⊂ B
′
1, then it is easy to show that B ∼1 B
′.
Thus we may assume that {e3, e4} ⊂ B
′
2. In addition, we may assume that
e1 ∈ B
′
1 and e2 ∈ B
′
2. Since ê34 ∈ B̂
′
1, it follows by Lemma 4.1 that either
ê23 ∈ F̂I(B̂
′
1) or ê24 ∈ F̂I(B̂
′
1). Suppose the former holds, then it seen that
B′′ = (B′′1 , B
′′
2 ) where B
′′
1 = B
′
1 − e4 + e2 and B
′′
2 = B
′
2 − e2 + e4, is a base
sequence. Moreover, it is seen that B ∼1 B
′′ ∼1 B
′ and hence B ∼ B′.
A similar argument can be used if ê24 ∈ F̂I(B̂
′
1). From the above, we may
assume that ê12 ∈ B̂2. But now one can use the previous argument with the
roles of B and B′ switched to show that B′ ∼ B.
Observation 2: Suppose |EGκ(v)| = m = 2κ, and B̂ and B̂
′ are non-
incidental sequences of bases. Let B ∈ BMκ(B̂) and B
′ ∈ BMκ(B̂
′) where
B and B′ are compatible. Assume that Theorem 1.5 holds for all k < κ,
and Theorem 1.3 holds for all k < κ, if κ ≥ 3. If B̂ and B̂′ share at least
one common base, then B ∼ B′.
Proof. Suppose B̂ and B̂′ share at least one common base. Let B′′ ∈
BMκ(B̂
′) where B ⊢ B′′. Then it is seen that B ≏ B′′. It follows by
Theorem 8.1 that B ∼ B′′. However, by Lemma 8.1, B′′ ∼ B′. Thus it
follows that B ∼ B′.
8.2 Lemma
Assume that |EGκ(v)| = m = 2κ. Furthermore, assume that Theorem
1.5 holds for all k < κ and Theorem 1.3 holds for all k < κ, if κ ≥ 3.
Suppose that B̂ = (B̂1, . . . , B̂κ) and B̂
′ = (B̂′1, . . . , B̂
′
κ) are compatible,
non-incidental sequences of bases in M̂κ where B̂ ∼ B̂
′. Then B ∼ B′,
∀B ∈ BMκ(B̂), and ∀B
′ ∈ BMκ(B̂
′).
Proof. Let B ∈ BMκ(B̂) and let B
′ ∈ BMκ(B̂
′). By assumption, we have
B̂ ∼ B̂′. Thus for some integer p, we can transform B̂ into B̂′ by p successive
symmetric exchanges. Let D̂1 = B̂ and for i = 1, . . . , p − 1, let D̂i+1 =
(D̂(i+1)1, . . . , D̂(i+1)κ) denote the sequence of bases obtained after the i’th
symmetric exchange, where D̂p = B̂
′; that is, D̂i ∼1 D̂i+1, i = 1, . . . , p − 1.
We shall show that for i = 1, . . . , p−1 and for all Di ∈ BMκ(D̂i), there exists
Di+1 ∈ BMκ(D̂i+1) such that Di ∼ Di+1. Assume that we have already
chosen Dj = (Dj1, . . . ,Djκ) ∈ BMκ(D̂j), j = 1, . . . , i where D1 = B and
Dj ∼ Dj+1, j = 1, . . . , i − 1. Choose Di+1 such that Di ⊢ Di+1. Since
D̂i ∼1 D̂i+1, it follows by Observation 1 that Di ∼ Di+1. Continuing, we
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may choose Di ∈ BMκ(D̂i), i = 1, . . . , p such that D1 = B and Di ∼
Di+1, i = 1, . . . , p − 1. Thus B ∼ Dp. It now follows by Lemma 8.1 that
B ∼ Dp ∼ B
′ and thus B ∼ B′.
9 The Proof of Theorems 1.3 and 1.5: Part 1
The remainder of this paper is devoted to proving Theorems 1.3 and 1.5
which we will do by induction on k + r(M). When k + r(M) = 3, the
theorem is clearly true. To complete the proofs of Theorems 1.3 and 1.5, it
will suffice to prove the following theorem:
9.1 Theorem
Suppose that Theorem 1.3 is true for all k < κ, if κ ≥ 3. In addition, suppose
that Theorem 1.5 is true for all k < κ. Then
a) Theorem 1.3 is true for k = κ
and
b) Theorem 1.5 is true for k = κ.
We shall start by proving a), which we will need to prove part b). The
proof of part b) will be dealt with later. Let Bi = (Bi1, . . . , Biκ) i = 1, 2
be v-reduced, compatible sequences of bases in Mκ. By Theorem 7.1, we
may assume that either MB1 = MB2 , or MB1 6= MB2 and MB1△MB2 has
exactly one non-trivial component which is a 4-cycle. We need to consider
both cases separately, the former case being much simpler than the latter.
Let Ω̂κ = (Ĝκ, Ĉκ) be the v-deleted biased graph obtained from Ωκ and
let M̂κ =M(Ω̂κ). We shall assume that Bi contains exactly l v-unanchored
bases (and κ−l v-anchored ones). Let {e1, . . . , em} denote the edges incident
with v, noting that m = κ+ l. Our strategy to show that B1 ∼ B2, involves
first reducing Bi, i = 1, 2 to compatible sequences of bases B̂i, i = 1, 2
in M̂κ. Next, assuming Theorem 1.3 holds for M̂κ, we have B̂1 ∼ B̂2 and
thus there are sequences of bases D̂i, i = 1, . . . , p in M̂κ such that B̂1 =
D̂1 ∼1 D̂2 ∼1 · · · ∼1 D̂p = B̂2. The biggest technical hurdle in the proof
is showing that, in the case where MB1 6= M B2 , each sequence D̂i, has
an associated sequence of bases Di in Mκ where D1 = B1, Dp = B2, and
Di ∼ Di+1, i = 1, . . . , p − 1.
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9.1 The Proof of Theorem 9.1 a): The Case MB1 = MB2
Suppose that MB1 = MB2 = M. For simplicity, we may assume M =
{x2j−1x2j
∣∣ j = 1, . . . , l}. By swapping pairs of bases, we may assume that
{e2j−1, e2j} ⊂ Bij, i = 1, 2; j = 1, . . . , l. For i = 1, 2 and j = 1, . . . , l let
B̂ij = (Bij\{e2j−1, e2j}) ∪ {ê(2j−1)2j}. For i = 1, 2 and j = l + 1, . . . , κ,
let B̂ij = Bij\EGκ(v). We observe that if there is an unbalanced cycle C
where E(C) ⊆ Bij and {e2j−1,2j} ⊂ E(C), then there is a cycle Ĉ in Ĝ corre-
sponding to C where E(Ĉ) = (E(C)\{e2j−1, e2j})∪{ê(2j−1)2j}. It follows by
Lemma 3.1 that Ĉ is unbalanced since E(Ĉ) = C. In particular, B̂ij is seen to
be a base of M̂κ. It follows that B̂i = (B̂i1, . . . , B̂iκ), i = 1, 2 are compatible,
non-incidental sequences of bases in M̂κ. By the inductive assumption, Theo-
rem 1.3 holds for M̂κ. Thus there are base sequences D̂i = (D̂i1, . . . , D̂iκ), i =
1, . . . , p in M̂κ, where B̂1 = D̂1 ∼1 D̂2 ∼1 · · · ∼1 D̂p = B̂2. For i = 1, . . . , p,
let Di = (Di1, . . . ,Diκ) ∈ BMκ(D̂i).
Note: If l < κ, then by construction of the pull-back, the edges e2l+1, . . . , em
will belong to v-anchored bases in Di, i = 1, . . . , p. If κ = 2, then one can use
the proof in Observation 2 to show that Di ∼ Di+1. Suppose κ ≥ 3. Since
D̂i ∼1 D̂i+1, it follows that D̂ij = D̂(i+1)j , for some j ∈ {1, . . . , κ}. Assuming
that Di ⊢ Di+1, if D̂ij ∩ Ê 6= Ø, then D(i+1)j = Dij . If D̂ij ∩ Ê = Ø, then
Dij and D(i+1)j are both v-anchored. By switching edges, if necessary, we
may assume that e2l+1 ∈ Dij ∩D(i+1)j . It then follows that Dij = D(i+1)j .
Let D ′i (resp. D
′
i+1) be the base sequence obtained by deleting Dij (resp.
D(i+1)j) from Di (resp. Di+1). Then D
′
i and D
′
i+1 are compatible sequences
of κ−1 bases inMκ. Therefore, it follows that D
′
i ∼ D
′
i+1 and consequently,
Di ∼ Di+1. Since this holds for i = 1, . . . , p − 1, it follows that D1 ∼ Dp
and hence B1 ∼ B2. Because of this, we may assume that κ = l and hence
m = 2κ.
Given m = 2κ (from the above note) and Bi ∈ BMκ(B̂i), i = 1, 2,
it follows by Lemma 8.2 that B1 ∼ B2. This completes the case where
MB1 = MB2 .
9.2 The Proof of Theorem 9.1 a): The Case MB1 6= MB2
In this section, we shall assume MB1 6= MB2 and MB1△MB2 has exactly
one non-trivial component which is a 4-cycle. Furthermore, we will assume
throughout that there are no v-reduced sequences of bases B′i, i = 1, 2 for
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which B′i ∼ Bi, i = 1, 2 and MB′1 = MB′2 . Without loss of generality, we
may assume that x1x2x3x4x1 is the 4-cycle component of MB1△MB2 where
x1x2, x3x4 ∈ MB1 , and x1x4, x2x3 ∈ MB2 . If x1x2, x3x4 is B1-switchable and
x1x4, x2x3 is B2-switchable, then one can find sequences of bases B
′
i, i = 1, 2
where B′i ∼ Bi, i = 1, 2 and MB′1 = MB′2 . Thus we may assume that
x1x2, x3x4 is not B1-switchable. We may also assume that {e2j−1, e2j} ∈
B1j , {ej , e5−j} ∈ B2j, j = 1, 2 and {e2j−1, e2j} ⊂ B1j ∩ B2j , j = 3, . . . , l.
We define B̂i = (B̂i1, . . . , B̂iκ), i = 1, 2 where
B̂1j = (B1j\{e2j−1, e2j}) ∪ {ê(2j−1)2j}, j = 1, 2.
B̂2j = (B2j\{ej , e5−j}) ∪ {êj(5−j)}, j = 1, 2.
B̂ij = (Bij\{e2j−1, e2j}) ∪ {ê(2j−1)2j}, i = 1, 2; j = 3, . . . , l.
B̂ij = Bij\EGκ(v), i = 1, 2; j = l + 1, . . . , κ.
Let I = {1, 2, 3, 4} and let Ĥ = ĤI . We note that B̂i, i = 1, 2 are
not compatible sequences of bases in M̂κ. Also, since x1x2, x3x4 are not B1-
switchable, it follows that when κ ≥ 3, (B̂11, B̂12) is not (ê12, ê34)-switchable.
When κ = 2, (B̂11, B̂12) is (ê12, ê34)-switchable since (B̂21, B̂22) is ê14, ê23-
amenable. However, regardless of whether κ = 2 or not, (B̂11, B̂12) is not
ê, f̂ -amenable for all non-incidental {ê, f̂} ⊂ E(Ĥ)\{ê12, ê34}. It follows by
Lemma 4.3 that
{F̂I(B̂11), F̂I(B̂12)} = {{ê12, ê34, ê14, ê23}, {ê12, ê34, ê13, ê24}}.
We may assume F̂I(B̂11) = {ê12, ê34, ê14, ê23} and F̂I(B̂12) = {ê12, ê34, ê13, ê24}.
We observe that (B̂21, B̂22) is not (ê12, ê34)-amenable as (by assumption)
there is no v-reduced sequence B′2 for which B1 ∼ B
′
2 and MB′1 = MB′2 .
9.2.1 Defining Compatible Sequences B̂′1 and B̂
′
2
Our first task is to alter the sequences B̂i, i = 1, 2 slightly so that they
become compatible sequences. We shall need the following simple lemma.
9.1 Lemma
There exists j ∈ {1, 2} such that
F̂I(B̂11) ∩ F̂I(B̂2j) ∩ {ê14, ê23} 6= Ø (1)
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and
F̂I(B̂12) ∩ F̂I(B̂2(3−j)) ∩ {ê13, ê24} 6= Ø. (2)
Proof. Suppose first that (B̂21, B̂22) is not (ê13, ê24)-amenable. Then (noting
that (B̂21, B̂22) is not (ê12, ê34)-amenable) Lemma 4.3 implies that
{F̂I(B̂21), F̂I(B̂22)} = {{ê14, ê23, ê12, ê34}, {ê14, ê23, ê13, ê24}}.
If F̂I(B̂21) = {ê14, ê23, ê12, ê34} and F̂I(B̂22) = {ê14, ê23, ê13, ê24}, then (1)
and (2) hold for j = 1. Otherwise, if F̂I(B̂21) = {ê14, ê23, ê13, ê24} and
F̂I(B̂22) = {ê14, ê23, ê12, ê34}, then (1) and (2) hold for j = 2. Suppose now
that (B̂21, B̂22) is (ê13, ê24)-amenable. Thus either ê13 ∈ B̂21 and ê24 ∈ B̂22,
or ê24 ∈ B̂21 and ê13 ∈ B̂22. In both cases, (1) and (2) hold when j = 1.
9.2.2 The Sequences B′i, i = 1, 2
By Lemma 9.1, we may assume ê23 ∈ F̂I(B̂11)∩ F̂I(B̂21) and ê24 ∈ F̂I(B̂12)∩
F̂I(B̂22). Let
• B̂′11 = B̂11 − ê12 + ê23, B̂
′
12 = B̂12 − ê34 + ê24, and B̂
′
1j = B̂1j, j =
3, . . . , κ.
• B̂′21 = B̂21 − ê14 + ê23, B̂
′
22 = B̂22 − ê23 + ê24, and B̂
′
2j = B̂1j, j =
3, . . . , κ.
• B̂i
′
= (B̂′i1, . . . , B̂
′
iκ), i = 1, 2
We observe that B̂′i, i = 1, 2 are compatible sequences of bases in M̂κ
and F̂I(B̂
′
ij) = F̂I(B̂ij), ∀i, j.
9.2.3 The Sequences D̂ ′i , i = 1, . . . , p
Given that Theorem 1.3 holds for M̂κ, we have B̂
′
1 ∼ B̂
′
2 and thus there
are sequences of bases D̂ ′i i = 1, . . . , p in M̂κ such that B̂
′
1 = D̂
′
1 ∼1 D̂
′
2 ∼1
· · · ∼1 D̂
′
p = B̂
′
2. Our immediate task is to show that for each sequence D̂
′
i ,
one can associate a sequence of bases in Mκ. The biggest technical problem
here is that the base sequence D̂ ′i is not always non-incidental since its bases
use the edges ê23 and ê24 and E(ê23) ∩ E(ê24) = {e2} 6= Ø. As a result, it
is possible that BMκ(D̂
′
i) = Ø. To get around this problem, we shall look
perturbations of the sequence D̂ ′i .
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10 Perturbations, Amenability, and Switchability
of Base Sequences in M̂κ
Let D̂ = (D̂1, . . . , D̂κ) be a sequence of bases in M̂κ which is compatible
with B̂′i, i = 1, 2.
10.1 Split and Fused Base Sequences
We say that D̂ is split if ê23 and ê24 belong to different bases in D̂ ; otherwise,
we say that D̂ is fused. Note that if D̂ is fused, then it is non-incidental
and hence BMκ(D̂) 6= Ø.
10.2 ê, f̂-Amenable and ê12, ê34-Switchable Sequences
If there exists {j1, j2} ⊆ {1, . . . , κ} and non-incident edges ê, f̂ in Ê =
{êij
∣∣ i, j ∈ {1, . . . ,m}} such that (D̂j1 , D̂j2) is ê, f̂ -amenable, then we say
that D is ê, f̂ -amenable. Suppose {ê23, ê24} ⊂ D̂j1 ∪ D̂j2 . If there exist
bases D̂′j1 , D̂
′
j2
where (D̂′j1 , D̂
′
j2
) is compatible with (D̂j1 , D̂j2) and (D̂
′
j1
, D̂′j2)
is ê, f̂ -amenable for some non-incidental {ê, f̂} ⊂ E(Ĥ)\{ê12, ê34}, then we
say that D is ê12, ê34-switchable.
10.3 ê, f̂-Perturbations and ê12, ê34-Switches
Let ê, f̂ be non-incident edges in Ê. We shall define a sequence of bases
D̂ ′ = (D̂′1, . . . , D̂
′
κ). Suppose D̂ is split, where ê23 ∈ D̂j1 , ê24 ∈ D̂j2 . Suppose
(ê, f̂) ∈ F̂I(D̂j1)× F̂I(D̂j2). In this case, let D̂
′
j1
= D̂j1− ê23+ ê, D̂
′
j2
= D̂j2−
ê24 + f̂ , and let D̂
′
j = D̂j for all j ∈ {1, . . . , κ}\{j1, j2}. On the other hand,
suppose D̂ is fused and {ê23, ê24} ⊂ D̂j1 . Suppose that D̂j1− ê23− ê24+ ê+ f̂
is a base in M̂κ. In this case, let D̂
′
j1
= D̂j1 − ê23− ê24+ ê+ f̂ and D̂
′
j = D̂j
for all j ∈ {1, . . . , κ}\{j1}. In both cases, whether D is split or fused, we
call D̂ ′ a ê, f̂ - perturbation of D̂ .
Let I = {1, 2, 3, 4} and Ĥ = ĤI . Suppose that D̂ is ê12, ê34 switchable.
Let {j1, j2} ⊆ {1, . . . , κ} be such that {ê23, ê24} ⊆ D̂j1 ∪ D̂j2 and (D̂j1 , D̂j2)
is ê12, ê34-switchable. Let (D̂
′
j1
, D̂′j2) be a pair of bases which is compati-
ble with (D̂j1 , D̂j2) where (D̂
′
j1
, D̂′j2) is ê, f̂ -amenable for some non-incident
edges ê, f̂ ∈ E(Ĥ)\{ê12, ê34}. Let D̂
′ = (D̂′1, . . . D̂
′
κ) where D̂
′
j = D̂j , for all
j 6∈ {j1, j2}. Then D̂
′ is ê, f̂ -amenable. We refer to an ê, f̂ -perturbation of
D̂ ′ as a ê12, ê34-switch of D̂ .
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10.1 Lemma
Assume that Theorem 1.5 holds for all k < κ and Theorem 1.3 holds for all
k < κ, if κ ≥ 3. Suppose X̂i, i = 1, 2 are sequences of bases in M̂κ for which
X̂i is compatible with B̂
′
i. For i = 1, 2, let X̂
′
i be an ê, f̂ -perturbation of
X̂i. Then X
′
1 ∼ X
′
2 , ∀X
′
1 ∈ BMκ(X̂
′
1 ) and ∀X
′
2 ∈ BMκ(X̂
′
2 ).
Proof. We see that X̂ ′1 and X̂
′
2 are compatible, non-incidental sequences of
bases in M̂κ. Thus it follows by Lemma 8.2 that X
′
1 ∼ X
′
2 .
As a first step towards proving Theorem 9.1 a), we shall prove the fol-
lowing theorem:
10.1 Theorem
Suppose that for some i ∈ {1, . . . , κ}, D̂ ′i is not ê12, ê34-switchable. Then
one of following hold:
• D̂ ′i+1 is ê12, ê34-switchable.
• D̂ ′i+1 is fused and not ê12, ê34-switchable.
• D̂ ′i+1 is split, not ê12, ê34-switchable, but ê12, ê34-amenable.
This theorem will follow directly from the following proposition.
10.2 Proposition
Let X̂i = (X̂i1, . . . , X̂iκ), i = 1, 2 be sequences of bases in M̂κ where
X̂i is compatible with B
′
i, i = 1, 2, X̂1 ∼1 X̂2 and X̂i is not ê12, ê34-
switchable, i = 1, 2. Then we have the following:
a) If X̂1 is ê12, ê34-amenable and X̂i, i = 1, 2 are split, then X̂2 is ê12, ê34-
amenable.
b) If X̂1 is fused and X̂2 is split, then X̂2 is ê12, ê34-amenable.
Proof. Let j1, j2 ∈ {1, . . . , κ} where a symmetric exchange between X̂1j1
and X̂1j2 transforms X̂1 into X̂2. To prove a), assume that X̂i, i = 1, 2 are
split. We may assume that ê23 ∈ X̂11 and ê24 ∈ X̂12. It follows from Lemma
4.3 that F̂I(X̂11) = {ê12, ê34, ê23, ê14} and F̂I(X̂12) = {ê12, ê34, ê13, ê24}. If
{j1, j2} = {1, 2}, then it follows from Theorem 4.1 that (X̂21, X̂22) is ê12, ê34-
amenable, implying that X̂2 is ê12, ê34-amenable. Thus we may assume that
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{j1, j2} 6= {1, 2}. If {j1, j2} ∩ {1, 2} = Ø, then X̂1j = X̂2j , j = 1, 2 and
thus it is clear that X̂2 is ê12, ê34-amenable, since X̂1 is. Thus we may
assume |{j1, j2} ∩ {1, 2}| = 1. In particular, X̂2j = X̂1j , for some j ∈ {1, 2}.
Without loss of generality, we may assume that X̂11 = X̂21 and consequently
F̂I(X̂21) = F̂I(X̂11) = {ê12, ê34, ê23, ê14}. Since X̂2 is not ê12, ê34-switchable,
it follows from Lemma 4.3 that F̂I(X̂22) = {ê12, ê34, ê13, ê24}. It now follows
that X̂2 is ê12, ê34-amenable. This proves a).
To prove b), we may assume that ê23, ê24 ∈ X̂11 and j1 = 1, j2 = 2.
Furthermore, we may assume that there exists ê ∈ X̂12 such that X̂21 =
X̂11 − ê24 + ê and X̂22 = X̂12 − ê + ê24. Note that ê24 ∈ C(ê, X̂11), the
fundamental circuit with respect to X̂11 which contains ê. Suppose that X̂2
is not ê12, ê34-amenable. Then it follows from Lemma 4.3 that F̂I(X̂2j) =
{ê12, ê23, ê24}, j = 1, 2.
We shall first show that either X̂11−ê24+ê12 ∈ B(M̂κ) or X̂11−ê23+ê12 ∈
B(M̂κ). Since ê12 ∈ F̂I(X̂21), it follows that X̂
′
21 = X̂21− ê23+ ê12 ∈ B(M̂κ).
Thus ê23 ∈ C(ê12, X̂21), the fundamental circuit with respect to X̂21 which
contains ê12. If ê ∈ C(ê12, X̂21), then by the circuit elimination axiom there
is a circuit Ĉ ⊆ (C(ê, X̂11) ∪ C(ê12, X̂21)\{ê} containing ê24 (noting that
ê24 ∈ C(ê, X̂11)\C(ê12, X̂21)). If ê12 6∈ Ĉ, then Ĉ ⊂ X̂11, a contradiction.
Thus ê12 ∈ Ĉ, and hence Ĉ = C(ê12, X̂11). Now X̂11 − ê24 + ê12 ∈ B(M̂κ)
since ê24 ∈ Ĉ. In this case, our assertion is true. We suppose therefore that
ê 6∈ C(ê12, X̂21). Then C(ê12, X̂11) = C(ê12, X̂21). Since ê12 ∈ F̂I(X̂21), it
follows that ê23 ∈ C(ê12, X̂21) = C(ê12, X̂11). Thus X̂11− ê23+ ê21 ∈ B(M̂κ).
From the above, we may assume (without loss of generality) that X̂ ′11 =
X̂11 − ê24 + ê12 ∈ B(M̂κ). Consider the fundamental circuit C(ê13, X̂22).
Since ê13 6∈ F̂I(X̂22), it follows that ê24 6∈ C(ê13, X̂22). Thus C(ê13, X̂12) =
C(ê13, X̂22). Let Ĉ
∗ = C∗(ê23, X̂
′
11) be the fundamental cocircuit with re-
spect to X̂ ′11 which contains ê23. We observe that ê13 6∈ L̂ = E(M̂κ)\Ĉ
∗;
a hyperplane; otherwise, ê12, ê13 ∈ L̂, implying that ê23 ∈ L̂, a contradic-
tion. Thus ê13 ∈ Ĉ
∗ and hence |C(ê13, X̂22) ∩ Ĉ
∗| ≥ 2. Thus there exists
f̂ ∈ (C(ê13, X̂22) ∩ Ĉ
∗)\{ê13}. We see that X̂
′′
11 = X̂
′
11 − ê23 + f̂ ∈ B(M̂κ)
and X̂ ′′12 = X̂12 − f̂ + ê13 ∈ B(M̂κ). Note that ê12 ∈ X̂
′′
11 and ê13 ∈ X̂
′′
12.
Since (X̂11, X̂12) is not ê12, ê34-switchable, it follows that (X̂
′′
11, X̂
′′
12) is not
ê12, ê34-switchable. Thus it follows that either
i)
{
F̂I(X̂
′′
11), F̂I(X̂
′′
12)
}
= {{ê12, ê34, ê13, ê24}, {ê12, ê34, ê23, ê14}} or
ii) F̂I(X̂
′′
11) = F̂I(X̂
′′
12) = {ê12, ê13, ê14}.
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Suppose i) holds. Then
F̂I(X̂
′′
11) = {ê12, ê34, ê23, ê14}, F̂I(X̂
′′
12) = {ê12, ê34, ê13, ê24}.
Consider the fundamental circuit C(ê24, X̂
′′
12). Since ê24 ∈ F̂I(X̂
′′
12), it follows
that ê13 ∈ C(ê24, X̂
′′
12). If ê 6∈ C(ê24, X̂
′′
12), then C(ê13, X̂22) = C(ê24, X̂
′′
12)
and hence ê13 ∈ F̂I(X̂22), a contradiction. Thus ê ∈ C(ê24, X̂
′′
12). This means
that X̂ ′′12−ê+ê24 = X̂12−ê−f̂+ê13+ê24 ∈ B(M̂κ). To obtain a contradiction,
it suffices to show that X̂11 − ê23 − ê24 + ê+ f̂ ∈ B(M̂κ); given that X̂12 −
ê − f̂ + ê13 + ê24 ∈ B(M̂κ), it will then follow that (X̂11, X̂12) is ê12, ê34-
switchable, contradicting our assumptions. Let X̂ ′′′11 = X̂
′′
11 − f̂ + ê. Then
X̂ ′′′11 = X̂21 − ê23 + ê12. Since ê12 ∈ F̂I(X̂21), it follows that X̂
′′′
11 ∈ B(M̂κ).
Furthermore, F̂I(X̂
′′′
11) = F̂I(X̂21). Thus we see that F̂I(X̂
′′
11)\F̂I (X̂
′′′
11) 6=
Ø. It now follows by Lemma 4.4 i) that X̂ ′′11 − ê12 + ê ∈ B(M̂κ); that is,
X̂11 − ê23 − ê24 + ê+ f̂ ∈ B(M̂κ).
Suppose ii) holds instead. The proof that X̂11 − ê23 − ê24 + ê + f̂ ∈
B(M̂κ) is the same as before. To show that X̂12 − ê − f̂ + ê13 + ê24 ∈
B(M̂κ), consider the fundamental circuit C(ê24, X̂
′′
12). Since ê24 6∈ F̂I(X̂
′′
12),
it follows that ê13 6∈ C(ê24, X̂
′′
12). If ê 6∈ C(ê24, X̂
′′
12), then C(ê24, X̂
′′
12) ⊆ X̂22,
a contradiction. Thus ê ∈ C(ê24, X̂
′′
12). This means that X̂
′′
12 − ê + ê24 =
X̂12 − ê− f̂ + ê13 + ê24 ∈ B(M̂κ).
11 The Proof of Theorem 9.1 a): Part 2
Recall the sequences B̂′1 = D̂
′
1 ∼1 D̂
′
2 ∼1 · · · ∼1 D̂
′
p = B̂
′
2. In this section,
we shall assume κ ≥ 3 and D̂ ′j , j = 1, . . . , i are not ê12, ê34-switchable. Since
B̂′1 is not ê12, ê34-switchable and B̂
′
1 = D̂
′
1 ∼1 D̂
′
2 ∼1 · · · ∼1 D̂
′
i , it follows by
Theorem 10.1 that for j = 1, . . . , i, if D̂ ′j is split, then it is ê12, ê34-amenable.
11.1 The Sequences D̂ ′′j , j = 1, . . . i
We define sequences D̂ ′′j , j = 1, . . . , i as follows: if D̂
′
j is fused then D̂
′′
j := D̂
′
j ;
otherwise, D̂ ′j is split and we define D̂
′′
j to be a ê12, ê34-perturbation of D̂
′
j .
The main theorem in this section is the following:
11.1 Theorem
Assume κ ≥ 3 and Theorems 1.3 and 1.5 hold for all k < κ. Let D ′′j ∈
BMκ(D̂
′′
j ), j = 1, . . . , j. Then D
′′
1 ∼ D
′′
2 ∼ · · · ∼ D
′′
i .
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Note: We will be able to assume |EGκ(v)| = m = 2κ. For suppose that m <
2κ. Then the edge em belongs to v-anchored bases in D
′′
j , j = 1, . . . , i. We
shall show that for all i′ ∈ {1, . . . , i− 1}, D ′′i′ ∼ D
′′
i′+1. Let i
′ ∈ {1, . . . , i− 1}
and assume that D ′′i′ ⊢ D
′′
i′+1. Since κ ≥ 3, there exists j ∈ {1, . . . , κ} for
which D̂′i′j = D̂
′
(i′+1)j . Then we may assume that D̂
′′
i′j = D̂
′′
(i′+1)j . If D̂
′′
i′j ∩
Ê 6= Ø, then we may choose D′′(i′+1)j = D
′′
i′j . Otherwise, if D̂
′′
i′j∩Ê = Ø, then
D′′i′j and D
′′
(i′+1)j are v-anchored. By swapping edges in EGκ(v), if necessary,
we may assume that em ∈ D
′′
i′j ∩ D
′′
(i′+1)j . Then D
′′
i′j = D
′′
(i′+1)j . Let D
′′′
i′
(resp. D ′′′i′+1) be the base sequence obtained from D
′′
i′ (resp. D
′′
i′+1) by
deleting D′′i′j (resp. D
′′
(i′+1)j). Then D
′′′
i′ and D
′′′
i′+1 are compatible sequences
of κ− 1 bases. Since we are assuming that Theorem 1.3 holds for all k < κ,
it follows that D ′′′i′ ∼ D
′′′
i′+1. We now see that D
′′
i′ ∼ D
′′
i′+1.
For the rest of this section, we shall assume that m = 2κ. The proof of
Theorem 11.1 will follow directly from the following proposition:
11.2 Proposition
Assume κ ≥ 3 and Theorems 1.3 and 1.5 hold for all k < κ. Let X̂i =
(X̂i1, . . . , X̂iκ) i = 1, 2 be sequences of bases in M̂κ where X̂i is compatible
with B̂′i, i = 1, 2, and X̂1 ∼1 X̂2. Suppose X̂i, i = 1, 2 are not ê12, ê34-
switchable and X̂1 is ê12, ê34-amenable, if it is split. Then the following
hold:
a) If X̂i, i = 1, 2 are split, then X̂2 is ê12, ê34-amenable. Moreover,
for all ê12, ê34-perturbations X̂
′
i of X̂i, i = 1, 2 we have X
′
1 ∼ X
′
2 ,
∀X ′1 ∈ BMκ(X̂
′
1 ) and ∀X
′
2 ∈ BMκ(X̂
′
2 ).
b) If X̂1 is split and X̂2 is fused, then for all ê12, ê34-perturbations X̂
′
1
of X̂1, we have X
′
1 ∼ X2, ∀X
′
1 ∈ BMκ(X̂
′
1 ), and ∀X2 ∈ BMκ(X̂2).
c) If X̂1 is fused and X̂2 is split, then X̂2 is ê12, ê34-amenable. Moreover,
for all ê12, ê34-perturbations X̂
′
2 of X̂2, we have X1 ∼ X
′
2 , ∀X1 ∈
BMκ(X̂1) and ∀X
′
2 ∈ BMκ(X̂
′
2 ).
d) If X̂1 is fused and X̂2 is fused, then X1 ∼ X2, ∀X1 ∈ BMκ(X̂1) and
∀X2 ∈ BMκ(X̂2).
We shall assume that for some i∗ < j∗, X̂2 is obtained from X̂1 by
exchanging ê ∈ X̂1i∗ with f̂ ∈ X̂2j∗ ; that is, X̂2i∗ = X̂1i∗ − ê + f̂ and
X̂2j∗ = X̂1j∗ − f̂ + ê.
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Proof. a) Suppose X̂i, i = 1, 2 are split. Given that X̂2 is split and
not ê12, ê34-switchable, it follows by Proposition 10.2 a) that X̂2 is also
ê12, ê34-amenable. For i = 1, 2, let X̂
′
i be a ê12, ê34-perturbation of X̂i.
It now follows by Lemma 8.2, that X ′1 ∼ X
′
2 , ∀X
′
1 ∈ BMκ(X̂
′
1 ) and
∀X ′2 ∈ BMκ(X̂
′
2 ).
Proof. b): Suppose that X̂1 is split and X̂2 is fused. Let X̂
′
1 be a ê12, ê34-
perturbation of X̂1 and let X
′
1 = (X̂
′
11, . . . , X̂
′
1κ) ∈ BMκ(X̂
′
1 ) and let X2 =
(X21, . . . ,X2κ) ∈ BMκ(X̂2). Let X
′
2 = (X
′
21, . . . ,X
′
2κ) ∈ BMκ(X̂2) where
X ′1 ⊢ X
′
2 . Since κ ≥ 3, X
′
1 ∼ X
′
2 , by Observation 1. Given that Theorem
1.3 holds for all k < κ, it now follows by Lemma 8.1 that X ′1 ∼ X
′
2 ∼
X2.
Proof. c): Suppose X̂1 is fused and X̂2 is split. Given that X̂2 is not ê12, ê34-
switchable, it follows from Proposition 10.2 b) that X̂2 is ê12, ê34-amenable.
Let X̂ ′2 be a ê12, ê34-perturbation of X̂2 and let X
′
2 = (X
′
21, . . . ,X
′
2κ) ∈
BMκ(X̂
′
2 ). Let X1 ∈ BMκ(X̂1) and let X
′
1 ∈ BMκ(X̂1) where X
′
2 ⊢ X
′
1 .
Since κ ≥ 3, it seen that X ′1 ∼ X
′
2 (by Observation 1). It now follows by
Lemma 8.1 that X1 ∼ X
′
1 ∼ X
′
2 .
Proof. d): Suppose that X̂i, i = 1, 2 are fused. Let Xi = (Xi1, . . . ,Xiκ) ∈
BMκ(X̂i), i = 1, 2. Let X
′
2 ∈ BMκ(X̂2) where X1 ⊢ X
′
2 . Since κ ≥ 3,
X1 ∼ X
′
2 , by Observation 1, and hence it follows by Lemma 8.1 that X1 ∼
X ′2 ∼ X2.
12 The Proof of Theorem 9.1 a): Part 3
Suppose that for some i, D̂ ′j , j = 1, . . . , i are not ê12, ê34-switchable, but
D̂ ′i+1 is ê12, ê34-switchable. Let D̂
′′
j , j = 1, . . . , i be sequences defined as in
Section 11. Let D̂ ′′i+1 be an ê12, ê34-switch of D̂
′
i+1. The main theorem in
this section is the following:
12.1 Theorem
Assume that κ ≥ 3 and Theorems 1.3 and 1.5 holds for all k < κ. Then
D ′′1 ∼ D
′′
2 ∼ · · · ∼ D
′′
i+1.
To prove the above theorem, we note that by Theorem 11.1, D ′′1 ∼ D
′′
2 ∼
· · · ∼ D ′′i . Thus it remains to show that D
′′
i ∼ Di+1. This will follow from
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the next proposition.
NoteWe may assume that |EGκ | = m = 2κ. We refer the reader to the note
in Section 11.1.
12.2 Proposition
Assume that κ ≥ 3 and Theorems 1.3 and 1.5 hold for all k < κ. Let
X̂i = (X̂i1, . . . , X̂iκ), i = 1, 2 be sequences of bases in M̂κ where X̂i is
compatible with B̂′i, i = 1, 2, X̂1 ∼1 X̂2, X̂1 is not ê12, ê34-switchable and
X̂2 is ê12, ê34-switchable.
• Assume that if X̂1 is split, then it is ê12, ê34-amenable, and we let
X̂ ′1 = (X̂11, . . . , X̂
′
1κ) be a ê12, ê34-perturbation of X̂1 in such a case.
• If X̂1 is fused, we define X̂
′
1 := X̂1.
• Let X̂ ′2 = (X̂
′
21, . . . , X̂
′
2κ) be a ê12, ê34-switch of X̂2.
• For i = 1, 2, let X ′i = (X
′
i1, . . . ,X
′
iκ) ∈ BMκ(X̂
′
i ).
Then X ′1 ∼ X
′
2 .
Proof. We may assume that X ′1 ⊢ X
′
2 and for some i
∗ < j∗, X̂2i∗ = X̂1i∗ −
ê + f̂ and X̂2j∗ = X̂1j∗ − f̂ + ê. We observe that since X̂1 is not ê12, ê34-
switchable, whereas X̂2 is ê12, ê34-switchable, either X̂i, i = 1, 2 are both
fused, or both are split.
(A) Suppose X̂i, i = 1, 2 are fused.
Let Xi = (Xi1, . . . ,Xiκ) ∈ BMκ(X̂i), i = 1, 2 where X1 ⊢ X2. Since
κ ≥ 3, we have that X̂1j = X̂2j , for some j ∈ {1, . . . , κ}. Thus, given that
X1 ⊢ X2, it follows that X1 ≏ X2 and thus X1 ∼ X2. At the same time,
since κ ≥ 3, X̂ ′2j = X̂2j for some j ∈ {1, . . . , κ}, and assuming X2 ⊢ X
′
2 , we
have X2 ≏ X
′
2 and hence X
′
1 = X1 ∼ X2 ∼ X
′
2 .
(B) Suppose X̂i, i = 1, 2 are split.
We may assume that ê23 ∈ X̂11, ê24 ∈ X̂12. Since X̂1 is not ê12, ê34-
switchable and X̂2 is ê12, ê34-switchable, it follows that i
∗ ≤ 2 and j∗ ≥ 3.
Without loss of generality, we may assume that i∗ = 2 (i.e. ê ∈ X̂12) and
j∗ = 3 (i.e. f̂ ∈ X̂13). If κ ≥ 4, then X̂
′
1κ = X̂
′
2κ, and (given X
′
1 ⊢ X
′
2 ) X
′
1 ≏
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X ′2 . Thus X
′
1 ∼ X
′
2 , if κ ≥ 4. Therefore, we may assume that κ = 3, m = 6,
and ∪3j=1X̂1j ∩ Ê = {ê23, ê24, ê56}. Let I1 = {1, 2, 3, 4}, I2 = {1, 2, 5, 6}, and
I3 = {3, 4, 5, 6}. Since X̂1 is ê12, ê34-amenable (and not ê12, ê34-switchable) it
follows that F̂I1(X̂11) = {ê12, ê34, ê23, ê14} and F̂I1(X̂12) = {ê12, ê34, ê13, ê24}.
We may assume that ê12 ∈ X̂
′
11 and ê34 ∈ X̂
′
12. Since X̂11 = X̂21, it follows
that F̂I1(X̂21) = F̂I1(X̂11) = {ê12, ê34, ê23, ê14}.
(B.i) Suppose that ê = ê24.
Then ê24 ∈ X̂23 and hence (X̂21, X̂23) is ê12, ê34-switchable. We may
assume that ê14 ∈ X̂
′
21 and ê23 ∈ X̂
′
23. Suppose ê12 ∈ F̂I1(X̂23). Let X̂
′′
2 =
(X̂ ′′21, X̂
′′
22, X̂
′′
23), where X̂
′′
21 = X̂21 − ê14 + ê34, X̂
′′
22 = X̂22, and X̂
′′
23 =
X̂23 − ê23 + ê12. Let X
′′
2 = (X
′′
21,X
′′
22,X
′′
23) ∈ BMκ(X̂
′′
2 ), where X
′
2 ⊢ X
′′
2 .
Since X̂ ′′22 = X̂22 = X̂
′
22, it follows that X
′
2 ≏ X
′′
2 and hence X
′
2 ∼ X
′′
2 . Let
X̂ ′′1 = (X̂
′′
11, X̂
′′
12, X̂
′′
13), where X̂
′′
11 = X̂11− ê12+ ê34, X̂
′′
12 = X̂
′
12− ê34+ ê12,
and X̂ ′′13 = X̂
′
13. Let X
′′
1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′′
1 ), where we may
assume X ′1 ⊢ X
′′
1 and X
′′
11 = X
′′
21. Then X
′′
1 ≏ X
′′
2 . However, we also see
that since X ′1 ≏ X
′′
1 since X̂
′
13 = X̂
′′
13 (and X
′
1 ⊢ X
′′
1 ). Thus it follows that
X ′1 ∼ X
′′
1 ∼ X
′′
2 ∼ X
′
2 .
From the above, we may assume that ê12 6∈ F̂I1(X̂23). Arguing in a
similar fashion to the above, we may also assume ê34 6∈ F̂I1(X̂23). From
these assumption it follows that {ê14, ê13, ê23, ê24} ⊆ F̂I1(X̂23). Moreover,
we may assume that X̂ ′21 = X̂21 − ê23 + ê14, X̂
′
23 = X̂23 − ê24 + ê23, and
hence F̂I1(X̂
′
23) = F̂I1(X̂23).
(B.i.i) Suppose ê56 ∈ X̂
′
11.
We have {ê12, ê56} ⊂ X̂
′
11, ê34 ∈ X̂
′
12, and X̂
′
13 ∩ Ê = Ø. Thus {e3, e4} ⊂
X ′12 and X
′
13 is v-anchored. We also have {ê14, ê56} ⊂ X̂
′
21, ê23 ∈ X̂
′
23, and
X̂ ′22 ∩ Ê = Ø. Thus {e2, e3} ⊂ X
′
23 and X
′
22 is v-anchored. We see that
X ′13 ∩ EGκ(v) = {ei}, for some i ∈ {1, 2, 5, 6}. Suppose i 6∈ {5, 6}. Since
ê56 ∈ X̂
′
11, it follows by Lemma 4.1 that either X̂
′
11 − ê56 + êi5 ∈ B(M̂κ) or
X̂ ′11−ê56+êi6 ∈ B(M̂κ). Thus eitherX
′
11−e6+ei ∈ B(Mκ) orX
′
11−e5+ei ∈
B(Mκ). If the former holds, then, by a symmetric exchange between X
′
11
and X ′13, we can exchange ei with e6. Otherwise, if the latter holds, we can
exchange ei with e5. Because of this, we may assume that i ∈ {5, 6}. We
shall treat only the case i = 5 (i.e. e5 ∈ X
′
13); the case i = 6 is similar and
we leave the details to the reader.
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Since ê34 ∈ X̂
′
12, it follows by Lemma 4.1 that either X̂
′
12 − ê34 +
ê35 ∈ B(M̂κ) or X̂
′
12 − ê34 + ê45 ∈ B(M̂κ). Thus either X
′
12 − e4 + e5 ∈
B(Mκ) or X
′
12− e3+ e5 ∈ B(Mκ). We may assume that the former holds –
the case where the latter holds can be dealt with similarly. Let X ′′1 =
(X ′′11,X
′′
12,X
′′
13), where X
′′
11 = X
′
11, X
′′
12 = X
′
12 − e4 + e5, and X
′′
13 =
X ′13 − e5 + e4.
Given ê12 ∈ X̂
′
11, it follows by Lemma 4.1, that either X̂
′
11 − ê12 +
ê14 ∈ B(M̂κ) or X̂
′
11 − ê12 + ê24 ∈ B(M̂κ). The latter cannot hold since
ê24 6∈ F̂I1(X̂
′
11). Thus the former holds. Let X̂
(3)
1 = (X̂
(3)
11 , X̂
(3)
12 , X̂
(3)
13 ),
where X̂
(3)
11 = X̂
′
11 − ê12 + ê14, X̂
(3)
12 = X̂
′
12 − ê34 + ê35 and X̂
(3)
13 = X̂
′
13. Let
X
(3)
1 = (X
(3)
11 ,X
(3)
12 ,X
(3)
13 ) ∈ BMκ(X̂
(3)
1 ), where X
′
2 ⊢ X
(3)
1 . We observe
that X
(3)
12 = X
′′
12 and X̂
(3)
11 = X̂
′
21. Thus we have X
′′
1 ≏ X
(3)
1 , and X
(3)
11 =
X ′21, since X
′
2 ⊢ X
(3)
1 . Thus X
′
1 ∼1 X
′′
1 ≏ X
(3)
1 ≏ X
′
2 . Consequently,
X ′1 ∼1 X
′′
1 ∼ X
(3)
1 ∼ X
′
2 and thus X
′
1 ∼ X
′
2 .
(B.i.ii) Suppose ê56 ∈ X̂
′
12.
We have that ê12 ∈ X̂
′
11, {ê34, ê56} ⊂ X̂
′
12, and X̂13∩ Ê = Ø. Thus X
′
11 ∩
EGκ(v) = {e1, e2}, and X
′
13 is v-anchored. We also have ê14 ∈ X̂
′
21, ê56 ∈
X̂ ′22, and ê23 ∈ X̂
′
23. It follows that {e1, e4} ⊂ X
′
11, {e5, e6} ⊂ X
′
22, and
{e2, e3} ⊂ X
′
23. Since X
′
13 is v-anchored and ê34 ∈ X̂
′
12, we may assume,
similar to the previous case, that e3 ∈ X
′
13 or e4 ∈ X
′
13. We shall assume
e3 ∈ X
′
13 and {e4, e5, e6} ⊂ X
′
12; the case where e4 ∈ X
′
13 can be dealt
with by similar arguments. Since ê12 ∈ X̂
′
11, Lemma 4.1 implies that either
X̂ ′11 − ê12 + ê13 ∈ B(M̂κ), or X̂
′
11 − ê12 + ê23 ∈ B(M̂κ). The former cannot
happen since ê13 6∈ F̂I1(X̂
′
11) and thus the latter holds. It follows that
X ′11− e1+ e3 ∈ B(Mκ). Let X
′′
1 = (X
′′
11,X
′′
12,X
′′
13), where X
′′
11 = X
′
11− e1+
e3, X
′′
12 = X
′
12, and X
′′
13 = X
′
13 − e3 + e1. Then X
′
1 ∼1 X
′′
1 . Recalling that
F̂I1(X̂
′
23) = {ê14, ê13, ê23, ê24}, we have that ê14 ∈ F̂I1(X̂
′
23). Thus X
′′
13− f̂ +
e4 ∈ B(Mκ). Now X
(3)
1 = (X
(3)
11 ,X
(3)
12 ,X
(3)
13 ), where X
(3)
11 = X
′′
11, X
(3)
12 =
X ′′12 − e4 + f̂ , and X
(3)
13 = X
′′
13 − f̂ + e4, is seen to be a sequence of bases.
Furthermore, X ′′1 ∼1 X
(3)
1 . Now X
(3)
1 ≏ X
′
2 since X
(3)
12 = X
′
22. Thus we
have X ′1 ∼1 X
′′
1 ∼1 X
(3)
1 ∼ X
′
2 .
(B.i.iii) Suppose ê56 ∈ X̂
′
13.
In this case, ê(2j−1)(2j) ∈ X̂
′
1j , j = 1, 2, 3. Thus {e1, e2} ⊂ X
′
11, {e3, e4} ⊂
X ′12, and {e5, e6} ⊂ X
′
13. We also see that ê14 ∈ X̂
′
21 and {ê23, ê56} ⊂ X̂
′
23.
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Thus we have {e1, e4} ⊂ X
′
21 and X
′
22 is v-anchored. Given ê23 ∈ X̂
′
23, it
follows by applying Lemma 4.1, that we may assume e2 ∈ X
′
22 or e3 ∈ X
′
22.
Suppose e2 ∈ X
′
22. Then {e3, e5, e6} ⊂ X
′
23. Now we have that X
′
11 = X
′
21−
e4+e2. Thus X
′′
2 = (X
′′
21,X
′′
22,X
′′
23), where X
′′
21 = X
′
11, X
′′
22 = X
′
22−e2+e4,
X ′′23 = X
′
23 is seen to be a base sequence. Furthermore, X
′′
2 ≏ X
′
1 , since
X ′′21 = X
′
11. Thus we have X
′
2 ∼1 X
′′
2 ∼ X
′
1 . The case where e3 ∈ X22 can
be dealt with in a similar fashion.
(B.ii) Suppose that ê 6= ê24.
We shall consider three cases. If ê = ê56, then one can use arguments
similar to those used in the case where ê = ê24. As such, we may assume
that ê 6= ê56. We have F̂I1(X̂21) = F̂I1(X̂11) = {ê12, ê34, ê14, ê23}, since
X̂21 = X̂11. Suppose ê12 ∈ F̂I1(X̂22). Let X̂
′′
1 = (X̂
′′
11, X̂
′′
12, X̂
′′
13), be the base
sequence where X̂ ′′11 = X̂
′
11− ê12+ ê34, X̂
′′
12 = X̂
′
12− ê34+ ê12, and X̂
′′
13 = X̂
′
13.
Let X ′′1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′′
1 ) where X
′
1 ⊢ X
′′
1 . Since X̂
′′
13 = X̂
′
13,
it follows that X ′1 ≏ X
′′
1 and hence X
′
1 ∼ X
′′
1 . Let X̂
′′
2 = (X̂
′′
21, X̂
′′
22, X̂
′′
23),
be the base sequence where X̂ ′′21 = X̂21− ê23+ ê34, X̂
′′
22 = X̂22− ê24+ ê12, and
X̂ ′′23 = X̂23. Let X
′′
2 = (X
′′
21,X
′′
22,X
′′
23) ∈ BMκ(X̂
′′
1 ) where X
′
2 ⊢ X
′′
2 . Since
X ′′23 = X23 = X
′
23, it follows that X
′
2 ≏X
′′
2 and thus X
′
2 ∼ X
′′
2 . Moreover,
we see that X̂ ′′21 = X̂
′′
11 and X̂
′′
11 ∩ Ê = X̂
′′
21 ∩ Ê = {ê34}. Thus X
′′
11 = X
′′
22
and consequently, X ′′1 ≏ X
′′
2 and hence X
′′
1 ∼ X
′′
2 . Now we have X
′
1 ∼
X ′′1 ∼ X
′′
2 ∼ X
′
2 . Because of this, we may assume ê12 6∈ F̂I1(X̂22), and the
same for ê34. It now follows that {ê23, ê14, ê13, ê24} ⊆ F̂I1(X̂22). This being
the case, we may assume X̂ ′21 = X̂21 − ê23 + ê14 and X̂
′
22 = X̂22 − ê24 + ê23.
(B.ii.i) Suppose ê56 ∈ X̂
′
12.
We have ê12 ∈ X̂
′
11, {ê34, ê56} ⊂ X̂
′
12, and ê14 ∈ X̂
′
21, {ê23, ê56} ⊂ X̂
′
22.
Thus X ′11 ∩EGκ(v) = {e1, e2} and X
′
13 is v-anchored. We may assume that
ê12, ê34 6∈ F̂I1(X̂
′
22) and hence F̂I1(X̂
′
22) = {ê13, ê23, ê24, ê14}.
Consider X ′2 . Since {ê23, ê34} ⊂ X̂
′
22, we may assume that ei ∈ X
′
23, for
some i ∈ {2, 3}. Suppose e2 ∈ X
′
23. Since ê12 ∈ F̂I1(X̂
′
21), we have X̂
′
21− ê14+
ê12 ∈ B(M̂κ). Then X
′′
2 = (X
′′
21,X
′′
22,X
′′
23), whereX
′′
21 = X
′
21−e4+e2, X
′′
22 =
X ′22, andX
′′
23 = X
′
23−e2+e4, is seen to be a base sequence where X
′′
21 = X
′
11.
Thus we have X ′2 ∼1 X
′′
2 ≏ X
′
1 , and hence X
′
2 ∼ X
′
1 . Suppose e3 ∈ X
′
23.
Then X ′′2 = (X
′′
21,X
′′
22,X
′′
23), where X
′′
21 = X
′
21 − e1 + e3, X
′′
22 = X
′
22, and
X ′′23 = X23−e3+e1, is seen to be a base sequence. Let X̂
′′
1 = (X̂
′′
11, X̂
′′
12, X̂
′′
13),
where X̂ ′′11 = X̂
′′
11 − ê12 + ê34, X̂
′′
12 = X̂
′
12 − ê34 + ê12, X̂
′′
13 = X̂
′
13. We see
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that X̂ ′′1 is a base sequence since ê34 ∈ F̂I1(X̂
′
11) and ê12 ∈ F̂I1(X̂
′
12). Let
X ′′1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′′
1 ) where X
′′
2 ⊢ X
′′
1 . Then X
′′
11 = X
′′
21,
since X̂ ′′11 = X̂
′′
21, and consequently, X
′′
2 ≏ X
′′
1 . Furthermore, since X
′
13
and X ′′13 are v-anchored and X
′
13\EGκ(v) = X
′′
13\EGκ(v), it follows that
X ′1 ≏ X
′′
1 . Thus we have X
′
2 ∼1 X
′′
2 ≏ X
′′
1 ≏ X
′
1 , and hence X
′
2 ∼ X
′
1 .
(B.ii.ii) Suppose ê56 ∈ X̂
′
11.
We have {ê12, ê56} ⊂ X̂
′
11, ê34 ∈ X̂
′
12, and {ê14, ê56} ⊂ X̂
′
21, ê23 ∈
X̂ ′22. Since ê14 ∈ X̂
′
21, and X
′
23 is v-anchored, we may assume that either
ei ∈ X23, for some i ∈ {1, 4}. Suppose e4 ∈ X
′
23. Then {e1, e5, e6} ⊆ X
′
21,
and {e2, e3} ⊂ X
′
22. We observe that X
′
21 ∈ BMκ(X̂
′
11). Thus we may choose
X ′′1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′
1) for whichX
′′
11 = X
′
21 andX
′′
1j = X
′
1j , j =
2, 3. Thus we have X ′1 ∼ X
′′
1 ≏ X
′
2 , and consequently, X
′
1 ∼ X
′
2 . Suppose
instead that e1 ∈ X
′
23. Then {e4, e5, e6} ⊂ X
′
21, and {e2, e3} ⊂ X
′
22. Let
X̂ ′′1 = (X̂
′′
11, X̂
′′
12, X̂
′′
13), where X̂
′′
11 = X̂
′′
11− ê12+ ê34, X̂
′′
12 = X̂
′
12− ê34+ ê12,
X̂ ′′13 = X̂
′
13. Let X
′′
1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′′
1 ). We observe that X
′
21 ∈
BMκ(X̂
′′
11), and hence we may assume X
′′
11 = X
′
21. Then it is seen that
X ′1 ≏ X
′′
1 ≏X
′
2 . Thus X
′
1 ∼ X
′′
1 ∼ X
′
2 .
(B.ii.iii) Suppose ê56 ∈ X̂
′
13.
We have ê12 ∈ X̂
′
11, ê34 ∈ X̂
′
12, ê56 ∈ X̂
′
13 and ê14 ∈ X̂
′
11, ê23 ∈ X̂
′
12, ê56 ∈
X̂ ′23. As before, we may assume that F̂I1(X̂
′
22) = {ê13, ê23, ê24, ê14}. If f̂ =
ê56, then X̂
′
23 ∩ Ê = Ø and hence X
′
23 is v-anchored. In this case, one can
use similar arguments as in the case when ê = ê24 to show that X
′
1 ∼ X
′
2 ;
we leave the details to the reader. Thus we may assume that f̂ 6= ê56.
Let X̂ ′′12 = X̂
′
12 − ê34 + ê24 and X̂
′′
22 = X̂
′
22 − ê23 + ê24. Both X̂
′′
12 and X̂
′′
22
are bases since ê24 ∈ F̂I1(X̂
′
i2), i = 1, 2. Furthermore, X̂
′′
22 = X̂
′′
12 − ê + f̂ .
Since ê12 ∈ F̂I1(X̂
′′
12)\(F̂I1(X̂
′′
22) ∪ {ê24}), it follows by Lemma 4.4 i) that
X̂ ′′12 − ê24 + f̂ ∈ B(M̂). Thus X̂
′
12 − ê34 + f̂ ∈ B(M̂).
Suppose that F̂I3(X̂
′
13)\F̂I3(X̂
′
23) 6= Ø. We shall assume
ê45 ∈ F̂I3(X̂
′
13)\F̂I3(X̂
′
23); the proofs for the other cases are similar and we
leave the details to the reader. By Lemma 4.4 ii), it follows that X̂ ′13 −
f̂ + ê45 ∈ B(M̂). Let X̂
′′
1 = (X̂
′′
11, X̂
′′
12, X̂
′′
13), where X̂
′′
11 = X̂
′
11, X̂
′′
12 =
X̂ ′12−ê34+f̂ , and X̂
′′
13 = X̂
′
13−f̂+ê45. Then X̂
′′
1 is a sequence of bases in M̂κ.
Let X ′′1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′′
1 ) where X
′
1 ⊢ X
′′
1 . We observe that
{e1, e2} ⊂ X
′′
11, e3 ∈ X
′′
12, and {e4, e5, e6} ⊂ X
′′
13.Given X̂
′
11 = X̂
′′
11, it follows
that X ′11 = X
′′
11 (because X
′
1 ⊢ X
′′
1 ). Thus X
′
1 ≏ X
′′
1 and hence X
′
1 ∼ X
′′
1 .
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By Lemma 4.1, either X̂ ′′11− ê12+ ê13 ∈ B(M̂κ) or X̂
′′
11− ê12+ ê23 ∈ B(M̂κ).
Since ê13 6∈ F̂I1(X̂
′′
11), the former does not hold, and hence the latter holds.
Let X
(3)
1 = (X
(3)
11 ,X
(3)
12 ,X
(3)
13 ), where X
(3)
11 = X
′′
11 − e1 + e3, X
(3)
12 = X
′′
12 −
e3+ e1, and X
(3)
13 = X
′′
13. Then X
′′
1 ∼1 X
(3)
1 . Let X
(4)
1 = (X
(4)
11 ,X
(4)
12 ,X
(4)
13 ),
where X
(4)
11 = X
(3)
11 X
(4)
12 = X
(3)
12 − ê + e4, and X
(4)
13 = X
(3)
13 − e4 + ê. Then
X
(4)
1 is seen to be a sequence of bases. Furthermore, X
(3)
1 ∼1 X
(4)
1 and
X
(4)
1 ≏ X
′
2 , since X
(4)
13 = X
′
23. Thus it follows that X
′
1 ∼1 X
′′
1 ∼1 X
(3)
1 ∼1
X
(4)
1 ∼ X
′
2 . We may therefore assume that F̂I3(X̂
′
13)\F̂I3(X̂
′
23) = Ø, and by
similar reasoning, we may assume that F̂I3(X̂
′
23)\F̂I3(X̂
′
13) = Ø. Therefore,
we may assume that F̂I3(X̂
′
13) = F̂I3(X̂
′
23).
By Lemma 7.1, we have that (X̂ ′12, X̂
′
13) is ê34, ê56-switchable. We may
assume that ê35 ∈ F̂I3(X̂
′
12) and ê46 ∈ F̂I3(X̂
′
13). Given that ê12 ∈ F̂I2(X̂
′
11),
it follows that either ê15 ∈ F̂I2(X̂
′
11) or ê25 ∈ F̂I2(X̂
′
11). We may assume
the former holds (with similar arguments being used in the latter). Let
X̂ ′′1 = (X̂
′′
11, X̂
′′
12, X̂
′′
13), where X̂
′′
11 = X̂
′
11, X̂
′′
12 = X̂
′
12 − ê34 + ê35, and
X̂ ′′13 = X̂
′
13− ê56+ ê46. Let X
′′
1 = (X
′′
11,X
′′
12,X
′′
13) ∈ BMκ(X̂
′′
1 ), where X
′′
11 =
X ′11, X
′′
12 = X
′
12 − e4 + e5, and X
′′
13 = X
′
13 − e5 + e4. Then X
′
1 ∼1 X
′′
1 . Let
X
(3)
1 = (X
(3)
11 ,X
(3)
12 ,X
(3)
13 ) where X
(3)
11 = X
′′
11− e2+ e5, X
(3)
12 = X
′′
12− e5+ e2,
and X
(3)
13 = X
′′
13. Then X
′′
1 ∼1 X
(3)
1 . Let X
(4)
1 = (X
(4)
11 ,X
(4)
12 ,X
(4)
13 ) where
X
(4)
11 = X
(3)
11 , X
(4)
12 = X
(3)
12 − ê + f̂ , and X
(4)
13 = X
(3)
13 − f̂ + ê. Note that
X
(4)
13 ∈ B(Mκ) since ê46 ∈ F̂I3(X̂
′
13) = F̂I3(X̂
′
23). Then X
(3)
1 ∼1 X
(4)
1 and
X
(4)
1 ≏ X
′
2 since X
(4)
12 = X
′
22. Thus we have X
′
1 ∼1 X
′′
1 ∼1 X
(3)
1 ∼1
X
(4)
1 ∼ X
′
2 .
13 The proof of Theorem 9.1 a): Final Steps
Here we shall assume κ ≥ 3; the case κ = 2 will be treated separately in the
section to follow. Noting that B̂′2 is ê12, ê34-switchable, let i1 be the smallest
index i′ ∈ {2, . . . , p} for which D̂ ′i is ê12, ê34-switchable. Then i1 > 1 and
D̂ ′i is not ê12, ê34-switchable for all i = 1, . . . , i1 − 1. Let D̂
′′
i1
be a ê12, ê34-
switch of D̂ ′i1 and let D
′′
i1
∈ BMκ(D̂
′′
i1
). It now follows by Theorem 12.1 that
B1 ∼ D
′′
i1
. We can apply the same reasoning by reversing the roles of B1
and B2. Let i2 be the largest value of i ∈ {1, . . . , p} for which D̂
′
i is ê14, ê23-
switchable. Let D̂ ′′i2 be a ê14, ê23-switch of D̂
′
i2
and let D ′′i2 ∈ BMκ(D̂
′′
i2
). Then
B2 ∼ D
′′
i2
(using Theorem 12.1). Now it is seen that either MD ′′i1
= MB2 ,
or MD ′′i1
= MD ′′i2
. In the former case, we have B1 ∼ D
′′
i1
∼ B2, and in the
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latter case, B1 ∼ D
′′
i1
∼ D ′′i2 ∼ B2. Thus B1 ∼ B2 and this completes the
proof of Theorem 9.1 a).
14 The case κ = 2
We shall treat the special case where κ = 2. Given the length of the proof,
we leave a number of details to the reader. As before, we may assume that
m = 2κ = 4. Let I = {1, 2, 3, 4} and Ĥ = ĤI . Recall the sequence
B̂
′
1 = D̂
′
1 ∼1 D̂
′
2 ∼1 · · · ∼1 D̂
′
p = B̂
′
2.
We shall show that there exists a base sequence B̂′3 = (B̂
′
31, B̂
′
32) in M̂κ for
which
• B̂′3 is ê, f̂ -amenable for some non-incidental {ê, f̂} ⊂ E(Ĥ)\{ê12, ê34}.
• For some ê, f̂ -pertubation of B̂′3, say B̂
′′
3 , there exists B3 ∈ BMκ(B̂
′′
3 ),
where D ′1 ∼ B3.
Let i be the maximum value in {1, 2, . . . , p} for which D̂ ′j is fused or D̂
′
j
is ê12, ê34-amenable, for j = 1, . . . , i. Clearly i < p, since D̂
′
p = B̂
′
2 is split
and not ê12, ê34-amenable. For j = 1, . . . , i, let D̂
′′
j = D̂
′
j , when D̂
′
j is fused;
otherwise, let D̂ ′′j be a ê12, ê34-perturbation of D̂
′
j . For j = 1, 2, . . . , i, let
D ′′j = (D
′′
j1,D
′′
j2) ∈ BMκ(D̂
′
j).
If D̂ ′1 ∼ D̂
′
j , for some j ∈ {1, . . . , i−1} and D̂
′
j is ê
′, f̂ ′-amenable for some
non-incidental {ê′, f̂ ′} ⊂ E(Ĥ)\{ê12, ê34}, then one can show that an ê
′, f̂ ′-
perturbation of D̂ ′j yields the desired base sequence B̂
′
3. Because of this, we
may assume that D̂ ′j is not ê
′, f̂ ′-amenable for all non-incidental {ê′, f̂ ′} ⊂
E(Ĥ)\{ê12, ê34}. By this, one can show (by straightforward arguments) that
D ′′j ∼ D
′′
j+1. Arguing inductively, it follows that D
′′
j ∼ D
′′
j+1, j = 1, . . . , i−1
and hence D ′′1 ∼ D
′′
i .
By the maximality of i, we have that D̂ ′i+1 is split and not ê12, ê34-
amenable. Let K1 (resp. K2) denote the components of Gκ[D
′′
i1] (resp.
Gκ[D
′′
i2]) containing v. For i = 1, 2, let Ci denote the (unbalanced) cycle in
Ki. Let Kij , i = 1, 2; j = 1, . . . , si denote the components of Ki − v. Let
ei = vvi, i = 1, 2, 3, 4.
(A) Suppose D̂ ′i is fused.
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We may assume that {ê23, ê24} ⊂ D̂
′
i1. Then {e2, e3, e4} ⊂ D
′′
i1 and e1 ∈
D′′i2. We may assume that ê23 ∈ D̂
′
(i+1)1 and ê24 ∈ D
′
(i+1)2. Thus there is an
element ê ∈ D′i2 for which D̂
′
(i+1)1 = D̂
′
i1− ê24+ ê and D̂
′
(i+1)2 = D̂
′
i2− ê+ ê24.
If D̂ ′i+1 is ê
′, f̂ ′-amenable for some non-incidental {ê′, f̂ ′} ⊂ E(Ĥ)\{ê12, ê34},
then it is straightforward to show that for D ′i ∈ BMκ(D̂
′
i) and D
′′
i+1 ∈
BMκ(D̂
′′
i+1), where D̂
′′
i′+1 is a ê
′, f̂ ′-perturbation of D̂ ′i+1, that D
′
i ∼ D
′′
i+1.
In this case, B̂′3 = D̂
′′
i+1 is the desired sequence. Thus we may assume that
D̂ ′i+1 is not ê
′, f̂ ′-amenable for any non-incidental {ê′, f̂ ′} ⊂ E(Ĥ). It follows
that F̂I(D̂
′
(i+1)1) = F̂I(D̂
′
(i+1)2) = {ê12, ê23, ê24}.
We observe that 2 ≤ s1 ≤ 3 and s2 = 1. If s1 = 3, then it is straight-
forward to find the desired base sequence B̂′3; we leave the details to the
reader. Thus we may assume that s2 = 2. We may assume that two vertices
of {v2, v3, v4} belong to K11 and one vertex belongs to K12.
Suppose {v2, v3} ⊂ V (K11) and v4 ∈ V (K12). Furthermore, since ê24 6∈
D̂′(i+1)1, it must be the case that ê is incident with K12. If ê is not incident
with K11, then it is seen that D
′′
i1 − e2 + ê ∈ B(Mκ). However, this implies
that D̂′(i+1)1 − ê23 + ê34 ∈ B(M̂κ), a contradiction since ê34 6∈ F̂I(D̂
′
(i+1)1).
Thus ê is incident with K11. There exists f ∈ D
′′
i2 for which D
′′′
i1 = D
′′
i1−e3+
f ∈ B(Mκ) and D
′′′
i2 = D
′′
i2−f +e3 ∈ B(Mκ). If f 6= e1, then {e2, e4} ⊂ D
′′′
i1
and {e1, e3} ⊂ D
′′′
i2. In this case, it is seen that B̂
′
31 = D̂
′′
i1 − ê23 + f and
B̂32 = D̂
′′
i2 − f + ê13 are the desired bases for B̂
′
3. We may assume that
f = e1. If v1 ∈ V (K12), then D
′
i1 − e2 − e3 + ê + f ∈ B(Mκ). This in
turn implies that D̂′(i+1)1 − ê13 + ê14 ∈ B(M̂κ). However, this also implies
that ê14 ∈ F̂I(D̂
′
(i+1)1), a contradiction. If v1 ∈ V (K11), then there exists
an element f ′ for which D′′′i1 = D
′′
i1 − e4 + f
′ ∈ B(Mκ) and D
′′′
i2 = D
′′
i2 −
f ′ + e4 ∈ B(Mκ). Clearly, f
′ 6= e1, since v1 ∈ V (K11). Then {e2, e3} ⊂ D
′′′
i1
and {e1, e4} ⊂ D
′′′
i2. In this case, it is seen that B̂
′
31 = D̂
′′
i1 − ê24 + f
′ and
B̂′32 = D̂
′′
i2 − f + ê14 are the desired bases for B̂
′
3. Lastly, if v1 6∈ V (K1),
then it seen that D̂′(i+1)1 − ê23 + ê13 ∈ B(M̂κ), contradicting the fact that
ê13 6∈ F̂I(D̂
′
(i+1)1).
Suppose {v2, v4} ⊂ V (K11) and v3 ∈ V (K12). Then ê is incident with
one of K11 or K12. Suppose ê is incident with only one of K11 or K12.
Then it is seen that D̂′(i+1)1 − ê23 + ê34 ∈ B(M̂κ), a contradiction since
ê34 6∈ F̂I(D̂
′
(i+1)1). Thus ê is incident with both K11 and K12. Suppose
v1 ∈ V (K12). By the symmetric exchange property, there exists f ∈ D
′′
i2
such that D′′′i1 = D
′′
i1 − e4 + f ∈ B(Mκ) and D
′′′
i2 = D
′′
i2 − f + e4 ∈ B(Mκ).
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If f 6= e1, then {e2, e3} ⊂ D
′′′
i1 and {e1, e4} ⊂ D
′′′
i2, and B̂
′
31 = D̂
′′
i1 − ê24 + f
and B̂′32 = D̂
′′
i2 − f + ê14 are seen to be the desired bases for B̂
′
3. Thus
we may assume that f = e1. However, it is now seen that e1 and e3 are
contained in a (unbalanced) cycle in Gκ[D
′′′
i1] and as such, D̂
′
(i+1)1 − ê23 +
ê13 ∈ B(M̂κ). This gives a contradiction since ê13 6∈ F̂I(D̂
′
(i+1)1). Suppose
v1 ∈ V (K11). By the symmetric exchange property, there exists f ∈ D
′′
i2 such
that D′′′i1 = D
′′
i1− e3+ f ∈ B(Mκ) and D
′′′
i2 = D
′′
i2− f + e3 ∈ B(Mκ). Clearly
f must be incident with K12, and as such f 6= e1. Then {e2, e4} ⊂ D
′′′
i1 and
{e1, e3} ⊂ D
′′′
i2, and B̂
′
31 = D̂
′′
i1 − ê23 + f and B̂
′
32 = D̂
′′
i2 − f + ê13 are seen
to be the desired bases for B̂′3. Suppose v1 6∈ V (K1). Then it is seen that
D̂′(i+1)1−ê23+ê13 ∈ B(M̂κ). This contradicts the fact that ê13 6∈ F̂I(D̂
′
(i+1)1).
Lastly, suppose {v3, v4} ⊂ V (K11) and v2 ∈ V (K12). Then ê is incident
with at least one of K11 or K12. If ê is not incident with K11, then D̂
′
(i+1)1−
ê23 + ê34 ∈ B(M̂κ), contradicting the fact that ê34 6∈ F̂I(D̂
′
(i+1)1). Thus ê
is incident with K11. Suppose ê is incident with K12. We observe that e3
and e4 belong to a (unbalanced) cycle in Gκ[D
′′
i1]. Because of this, D̂
′
(i+1)1−
ê23 + ê34 ∈ B(M̂κ), contradicting the fact that ê34 6∈ F̂I(D̂
′
(i+1)1). Thus ê is
not incident with K12.
If v1 ∈ V (K12), then ê13 ∈ F̂I(D̂
′
(i+1)1), a contradiction. Thus v1 6∈
V (K12). There exists f ∈ D
′′
i2 such that D
′′′
i1 = D
′′
i1 − e2 + f ∈ B(Mκ) and
D′′′i2 = D
′′
i2 − f + e2 ∈ B(Mκ). Clearly, f 6= e1. Thus {e3, e4} ⊂ D
′′′
i1 and
{e1, e2} ⊂ D
′′′
i2. Then D̂
′′′
i1 = D̂
′
i1 − ê23 − ê24 + ê34 + f ∈ B(M̂κ) and D̂
′′′
i2 =
D̂′i2−f+ê12 ∈ B(M̂κ). If (D̂
′′′
i1, D̂
′′′
i2) is ê
′, f̂ ′-amenable for some non-incidental
{ê′, f̂ ′} ⊂ E(Ĥ)\{ê12, ê34}, then we can take B̂
′
3 to be a ê
′, f̂ ′-perturbation
of (D̂′′′i1, D̂
′′′
i2). Thus we may assume that no such subset {ê
′, f̂ ′} exists.
It follows that {F̂I(D̂
′′′
i1), F̂I(D̂
′′′
i2)} = {{ê12, ê34, ê23, ê14}, {ê12, ê34, ê13, ê24}} .
We may assume that
F̂I(D̂
′′′
i1) = {ê12, ê34, ê23, ê14} and F̂I(D̂
′′′
i2) = {ê12, ê34, ê13, ê24}; the other
case uses similar arguments. Then B̂ = D̂′′′i1 − ê34 + ê23 ∈ B(M̂κ). Let
B̂′ = D̂′(i+1)1. Then B̂
′ = B̂−f+ ê. Furthermore, ê14 ∈ F̂I(B̂)\F̂I(B̂
′). Thus
it follows by Lemma 4.4 that D̂′′i1− ê24+ ê14 = B̂−f+ ê14 ∈ B(M̂κ). On the
other hand, let Ĉ = D̂′′′i2− ê12+ ê24 and Ĉ
′ = D̂′′′(i+1)2. Then Ĉ
′ = Ĉ − f̂ + ê.
Since ê13 ∈ F̂I(Ĉ)\F̂I(Ĉ
′), it follows by Lemma 4.4 that Ĉ−ê24+f ∈ B(M̂κ).
We now see B̂′31 = D̂
′′
i1 − ê24 + ê14 and B̂
′
32 = D
′′
i2 are the desired bases.
(B) Suppose D̂ ′i is split.
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We may assume that ê23 ∈ D̂
′
i1 and ê24 ∈ D̂
′
i2. By assumption, D̂
′
i is
ê12, ê34-amenable. We may assume that D̂
′
i is not ê
′, f̂ ′-amenable for all
non-incidental {ê′, f̂ ′} ⊂ E(Ĥ)\{ê12, ê34}; for otherwise, we choose B̂
′
3 to be
an ê′, f̂ ′-perturbation of D̂ ′i . It follows that F̂I(D̂
′
i1) = {ê12, ê34, ê23, ê14} and
F̂I(D̂
′
i2) = {ê12, ê34, ê13, ê24}. There are elements ê ∈ D̂
′
i1 and f̂ ∈ D̂
′
i2 for
which D̂′(i+1)1 = D̂
′
i1− ê+ f̂ and D̂
′
(i+1)2 = D̂
′
i2− f̂+ ê. By the maximality of
i, D̂ ′i+1 is not ê12, ê34-amenable. We can not have ê = ê23 and f̂ = ê24, since
ê24 6∈ F̂I(D̂
′
i1). Furthermore, since D̂
′
i and D̂
′
i+1 are both split, it follows
that ê 6= ê23 and f̂ 6= ê24. In particular, this means that ê23 ∈ D̂
′
(i+1)1 and
ê24 ∈ D̂
′
(i+1)2.
(B.i) Suppose D̂i+1 is not ê
′, f̂ ′-amenable for all non-incidental {ê′, f̂ ′} ⊂
E(Ĥ).
Then F̂I(D̂
′
(i+1)j) = {ê12, ê23, ê24}, j = 1, 2. We see that
ê14 ∈ F̂I(D̂
′
i1)\F̂I(D̂
′
(i+1)1) and ê34 ∈ F̂I(D̂
′
i2)\F̂I(D̂
′
(i+1)2), and hence it
follows by Lemma 4.4 that D̂′′′i1 = D̂
′′
i1 − ê + ê14 ∈ B(M̂κ) and D̂
′′′
i2 =
D̂′′i2− ê24+ ê ∈ B(M̂κ). We note that {ê14, ê23} ⊂ D̂
′′′
i1. Let D̂
′′′
i = (D̂
′′′
i1, D̂
′′′
i2)
and let D ′′′i = (D
′′′
i1,D
′′′
i2) ∈ BMκ(D̂
′′′
i ). Thus if D
′′
i ∼ D
′′′
i , then B̂
′
3 = D̂
′′′
i
is the desired base sequence. We observe that |D′′′i1 ∩ EGκ(v)| = 3 and D
′′′
i2
is v-anchored. We also have D′′ij ∩ EGκ(v) = {e2j−1, e2j}, j = 1, 2. Thus if
{e1, e2} ⊂ D
′′′
i1, then it is seen that D
′′
i ∼1 D
′′′
i . Without loss of generality,
we may assume {e2, e3, e4} ⊂ D
′′′
i1 and e1 ∈ D
′′′
i2. For some j ∈ {2, 3, 4}, we
have Ti1 = D
′′′
i1 − ej + e1 ∈ B(Mκ) and Ti2 = D
′′′
i1 − ej + e1 ∈ B(Mκ). Let
Ti = (Ti1, Ti2). If j ∈ {3, 4}, then {e1, e2} ⊂ Ti1 and we have D
′′
i ∼1 Ti ∼1
D ′′′i . Thus we may assume that j = 2 and hence {e1, e3, e4} ⊂ Ti1.
By the symmetric exchange property, there exists g ∈ D′′i1 such that
D
(4)
i1 = D
′′
i1 − g + e3 ∈ B(Mκ) and D
(4)
i2 = D
′′
i2 − e3 + g ∈ B(Mκ). Let
D
(4)
i = (D
(4)
i1 ,D
(4)
i2 ). If g ∈ {e1, e2}, then D̂
′′
i is seen to be ê12, ê34-switchable,
contradicting our assumptions. Thus g 6∈ {e1, e2}. Thus {e1, e2, e3} ⊂ D
(4)
i1
and e4 ∈ D
(4)
i2 . Let D̂
(4)
i = (D̂
(4)
i1 , D̂
(4)
i2 ) be the base sequence in M̂κ where
D̂
(4)
i1 = (D
(4)
i1 \{e1, e2, e3}) ∪ {ê12, ê13} and D̂
(4)
i2 = D
(4)
i2 \{e4}. Now either
D̂
(4)
i1 − ê12+ ê14 ∈ B(M̂κ) or D̂
(4)
i1 − ê12 + ê24 ∈ B(M̂κ). Suppose the former
holds. Then let D̂
(5)
i = (D̂
(5)
i1 , D̂
(5)
i2 ), where D̂
(5)
i1 = D̂
(4)
i1 − ê12 + ê14 and
D̂
(5)
i2 = D̂
(4)
i2 . Let D
(5)
i = (D
(5)
i1 ,D
(5)
i2 ) ∈ BMκ(D̂
(5)
i ). Then D
(4)
i ∼1 D
(5)
i .
However, it is also seen that D
(5)
i ∼1 Ti ∼1 D
′′′
i . Thus we have D
′′
i ∼1
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D
(4)
i ∼1 D
(5)
i ∼ D
′′′
i and hence D
′′
i ∼ D
′′′
i . Suppose instead that D̂
(4)
i1 − ê12+
ê24 ∈ B(M̂κ). Redefine D̂
(5)
i where D̂
(5)
i1 = D̂
(4)
i1 − ê12+ ê24. We observe that
{ê13, ê24} ⊂ D̂
(5)
i1 . If {e1, e2} ⊂ D
(5)
i1 , then it is seen that D
′′
i ∼ D
(5)
i and
hence we can take B̂′3 = D̂
(5)
i . On the other hand, if {e3, e4} ⊂ D
(5)
i1 , then it
is seen that either D
(5)
i ∼1 D
′′′
i or D
(5)
i ∼1 Ti. In either case, D
(5)
i ∼1 D
′′′
i .
Thus we have D ′′i ∼1 D
(4)
i ∼1 D
(5)
i ∼ D
′′′
i and consequently, D
′′
i ∼ D
′′′
i .
Therefore, in this case we can take B̂′3 = D̂
′′′
i .
(B.ii) Suppose D̂i+1 is ê
′, f̂ ′-amenable for some non-incidental {ê′, f̂ ′} ⊂
E(Ĥ).
Without loss of generality, we may assume that D̂ ′i+1 is ê13, ê24-amenable
and ê13 ∈ F̂I(D̂
′
(i+1)1) and ê24 ∈ F̂I(D̂
′
(i+1)2). We note that
ê13 ∈ F̂I(D̂
′
(i+1)1)\F̂I(D̂
′
i1). If F̂I(D̂(i+1)2)\F̂I(D̂i2) 6= Ø, j = 1, 2, then one
can use Lemma 4.4 to show that B̂′3 = D̂
′
i+1 is the desired sequence (details
left to the reader). Thus we may assume that F̂I(D̂(i+1)2) = F̂I(D̂i2) =
{ê12, ê34, ê13, ê24}. Since D̂
′
i+1 is not ê12, ê34-amenable, it follows that
F̂I(D̂(i+1)1) = {ê13, ê24, ê23, ê14}. Given this, one can show
• s1 = 1 and {v1, v2, v3, v4} ⊆ V (K11).
• Either v1, v4 or v2, v3 belong to a component in K2− v which contains
no cycle.
Without loss of generality, we may assume that {v2, v3} ⊂ V (K21) and
K21 contains no cycle. For all i, j ∈ {1, 2, 3, 4} where i < j, let Ĉ
1
ij be
the unique cycle in K11 ∪ {êij} containing êij . Let Ĉ
2
23 be the unique cycle
K21∪{ê23} containing ê23. Since F̂I(D̂
′′
i1) = {ê12, ê34, ê23, ê14} and F̂I(D̂
′′
i2) =
{ê12, ê34, ê13, ê24}, it follows that Ĉ
1
12, Ĉ
1
34, Ĉ
1
23, Ĉ
1
14 are unbalanced cycles
and Ĉ223, is balanced. At the same time we see that Ĉ
1
13, Ĉ
1
24 are bal-
anced. Given that F̂I(D̂
′
(i+1)1) = {ê23, ê13, ê14, ê24}, it can be shown that
ê ∈ E(Ĉ112) ∩ E(Ĉ
1
34). We claim that there is an edge ê
′ ∈ E(Ĉ123)\{ê23} for
which both D′′i2 − e3 + ê
′ ∈ B(Mκ) and D
′′
i2 − e4 + ê
′ ∈ B(Mκ). Suppose all
edges of E(Ĉ123)\{ê23} belong to the subgraph of Gκ − v spanned by K21.
Since Ĉ123 is unbalanced and Ĉ
2
23 is balanced, it follows by Lemma 2.3, that
for some edge ê′ ∈ E(Ĉ123)\{ê23}, the unique cycle in K21 ∪ {ê
′} containing
ê′ is unbalanced. We now see that D′′i2−e3+ ê
′ ∈ B(Mκ) and D
′′
i2−e4+ ê
′ ∈
B(Mκ). On the other hand, if not all edges of E(Ĉ
1
23)\{ê23} belong to the
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subgraph of Gκ−v spanned byK21, there there is an edge ê
′ ∈ E(Ĉ123)\{ê23}
which is incident with a vertex in K21 as well as a vertex not in K21. In this
case, we also see that D′′i2 − e3 + ê
′ ∈ B(Mκ) and D
′′
i2 − e4 + ê
′ ∈ B(Mκ).
We observe that E(Ĉ123)\{ê23} ⊂ E(Ĉ
1
12)△E(Ĉ
1
34). Suppose ê
′ ∈ E(Ĉ112).
Then D
(3)
i1 = D
′′
i1 − ê
′ + e4 ∈ B(Mκ) and D
(3)
i2 = D
′′
i2 − e4 + ê
′ ∈ B(Mκ).
Let D
(3)
i = (D
(3)
i1 ,D
(3)
i2 ). Then D
′′
i ∼1 D
(3)
i . By the symmetric exchange
property, there exists f ′ ∈ D
(3)
i2 for which D
(4)
i1 = D
(3)
i1 − e2 + f
′ ∈ B(Mκ)
and D
(4)
i2 = D
(3)
i2 − f
′ + e2. We see that f
′ 6= e3. Thus {e1, e4} ⊂ D
(4)
i1
and {e2, e3} ⊂ D
(4)
i2 . Thus taking B̂
′
31 = D̂
′′
i1 − ê
′ − ê12 + f
′ + ê14 and
B̂′32 = D̂
′′
i2 − f
′ − ê34 + ê
′ + ê23 gives us the desired base sequence B̂
′
3. If
instead, ê′ ∈ E(Ĉ34), then one can use similar arguments.
To conclude the proof for the case κ = 2, we observe that by switching
the roles of B̂′1 and B̂
′
2, there exists a base sequence B̂
′
4 = (B̂
′
41, B̂
′
42) for
which
• B̂′4 is ê, f̂ -amenable for some non-incidental {ê, f̂} ⊂ E(Ĥ)\{ê23, ê14}.
• For some ê, f̂ -pertubation of B̂′4, say B̂
′′
4 , there exists B4 ∈ BMκ(B̂
′′
3 ),
where D ′1 ∼ B3.
Now we have that B1 ∼ B3 and B2 ∼ B4. Furthermore, either MB3 =
MB2 or MB3 = MB4 . In the former case, we have B3 ∼ B2, and thus B1 ∼
B2. In the latter case, we have B3 ∼ B4 and thus B1 ∼ B3 ∼ B4 ∼ B2.
Thus B1 ∼ B2.
15 The proof of Theorem 9.1 b)
Theorem 1.5 is clearly true when κ = 1. We leave it to the reader to verify
the theorem when n = r(M) = 2. We shall assume that κ ≥ 2, n ≥ 3 and
the Theorem 9.1 b) holds when r(M) < n. Furthermore, we may assume
that Theorem 1.3 a) holds for k = κ, as this follows from Theorem 9.1 a),
proven in the previous sections. If h1 = h2, then Bi, i = 1, 2 are seen to
be compatible sequences of bases, and thus B1 ∼ B2, since we given that
Theorem 1.3 holds k = κ. It then follows that B+1 ∼ B
+
2 . Thus we shall
assume that h1 6= h2.
Since each base has n edges, the graph G−h1 has nκ edges in all and total
degree 2nκ. Furthermore, since dG(u) = 2κ+2, it follows by averaging that
there is a vertex v ∈ V (G)\{u} where dG−h1(v) ≤ 2κ − 1. Going forward,
we shall assume that
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• |EG−h1(v)| = dG−h1(v) = 2κ− 1 and h1 ∈ EG(v).
If dG(v) ≤ 2κ − 1, or G has a loop at v, then the ensuing arguments are
actually simpler.
15.1 The û-extended sequences B̂,i i = 1, 2
By Lemma 6.1, we may assume that for i = 1, 2, Bi is a v-reduced sequence
of bases. Thus dGij (v) ≤ 2, for all i ∈ {1, 2} and for all j ∈ {1, . . . , κ}.
Let Ω̂ = (Ĝ, Ĉ ) be the v-deleted biased graph and we let M̂ = M(Ω̂). Let
û ∈ V (Ĝ) be the vertex in Ĝ corresponding to u. For i = 1, 2 we shall define
a û-extended base sequence B̂+i = (B̂i, ĥi) of M̂ where B̂i = (B̂i1, . . . , B̂iκ)
and ĥi ∈ EĜ(û). For i = 1, 2 and j = 1, . . . , κ, if Bij ∩ EG(v) = {ek, el},
then let B̂ij = Bij − ek − el + êkl; otherwise, if Bij ∩ EG(v) = {ek}, then
let B̂ij = Bij\{ek}. For i = 1, 2, if hi 6∈ EG(v), then let ĥi = hi. Otherwise,
if hi ∈ EG(v), then we define ĥi in the following manner: Assume hi = ei∗ ,
for some i∗. Since dG−hi(v) = 2κ − 1, there exists exactly one k such that
dGik(v) = 1. Assuming Bik ∩ EG(v) = {ej∗}, we define ĥi := êi∗j∗ . An
important observation, to be used later on, is that because h1 ∈ EG(v), the
vertex û is an endvertex of some edge êij .
15.2 Amenability and switchability of û-extended sequences
Recall that Ê = {êij
∣∣ i, j ∈ {1, . . . , κ}}. Let I ⊆ {1, . . . , 2κ} where |I| ≥ 2,
and let Ĥ = ĤI . Let ĥ ∈ EĜ(û). We define F̂I(ĥ) = EĤ(û), if ĥ ∈ Ê;
otherwise, F̂I(ĥ) := Ø. Suppose |I| = 4 and ê, f̂ are non-incident edges in
E(Ĥ). Let B̂ ∈ B(M̂) and let ĥ ∈ E
Ĝ
(û)\B̂. We say that the pair (B̂, ĥ) is
ê, f̂ -amenable if
{(ê, f̂), (f̂ , ê)} ∩
(
F̂I(ĥ)× F̂I(B̂)
)
6= Ø.
Furthermore, we say that (B̂, ĥ) is ê, f̂ -switchable if for some non-incident
{ê′, f̂ ′} ⊂ E(Ĥ)\{ê, f̂}, (B̂, ĥ) is ê′, f̂ ′-amenable. Let B̂+ = (B̂, ĥ) be an
û-extended base sequence where B̂ = (B̂1, . . . , B̂κ). We say that B̂
+ is ê, f̂ -
amenable (resp. ê, f̂ -switchable) if either B̂ is ê, f̂ -amenable (resp. ê, f̂ -
switchable) or (B̂i, ĥ) is ê, f̂ -amenable (resp. ê, f̂ -switchable) for some i ∈
{1, . . . , κ}. If ĥ ∈ Ê and F̂I(B̂) 6= Ø, then it is straightforward to show (using
Lemma 4.2) that (B̂, ĥ) is ê, f̂ -switchable iff F̂I(B̂) 6= F̂I(ĥ) = EĤ(û).
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15.3 The pull-back of a û-extended sequence and the match-
ing graph MB+
Let B̂+ = (B̂, ĥ) be a û-extended base sequence of M̂ . We define the pull-
back B̂+ to be the set BM (B̂
+) of u-extended base sequences in M where
BM (B̂
+) :=
{
(B, h)
∣∣ B ∈ BM (B̂), h ∈ EM (ĥ) ∩ EG(u)} .
15.3.1 The matching graph MB+
For a u-extended base sequence B+ = (B, h), where B = (B1, . . . , Bκ), we
define a matching graph MB+ in a similar fashion as before, with a slight
difference. If h 6∈ EG(v), then we define MB+ := MB. Suppose h ∈ EG(v).
We may assume that h = ei∗ , for some i
∗. Since dG(v) = 2κ, there is exactly
one integer j where Bj has exactly one edge incident to v, and such an edge
is not a loop. Assume Bj ∩ EG(v) = {ej∗}. Then we define xi∗xj∗ to be an
edge in MB+ . Furthermore, for all i where i 6= j, if Bi ∩ EG(v) = {ek, el},
then we define xkxl to be an edge in MB+ .
For i = 1, 2, let Mi = MB+
i
. We note that |M1| = |M2| = κ. By
modifying the proof of Theorem 7.1, one can show that there are extended
base sequences B′+i , i = 1, 2 where B
′+
i ∼ B
+
i , i = 1, 2 and either MB′+1
=
M
B
′+
2
, orM
B
′+
1
6= M
B
′+
2
andM
B
′+
1
△M
B
′+
2
is a 4-cycle. We leave the details
to the reader. As such, we may assume that either M1 = M2, or M1 6= M2
and M1△M2 is a 4-cycle.
15.4 Induced and linked extended sequences
Let B̂+ = (B̂, ĥ) and B̂′+ = (B̂′, ĥ′) be extended base sequences in M̂. Let
B+ = (B, h) ∈ BM (B̂
+) and B′+ = (B′, h′) ∈ BM (B̂
′+). If i) B ⊢ B′
and ii) h′ = h if ĥ = ĥ′, then we write B+ ⊢ B′+ and we say that B′+ is
induced by B+. We say that B+ and B′+ are linked if either h = h′ or
B = B′ for some B ∈ B and B′ ∈ B′. We write B+ ≏ B′+. If h = h′, then
B and B′ are compatible. Thus by assumption, B ∼ B′, and consequently
B+ ∼ B′+. On the other hand, if B = B′ for some B ∈ B and B′ ∈ B′,
then deleting B from B and B′ from B′ results in extended sequences C+
and C ′+ respectively, which by assumption satisfy C+ ∼ C ′+. It now follows
that B+ ∼ B′+. To summarize, if B+ ≏ B′+, then B+ ∼ B′+.
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16 The Proof of Theorem 9.1 b): The case M1 =
M2
In this section, we shall assume that M1 = M2. We may assume that
E(M1) = E(M2) = {x2j−1x2j
∣∣ j = 1, . . . , κ}. Thus Ê = {ê(2j−1)(2j) ∣∣ j =
1, . . . , κ}. Since r(M̂) < r(M), it follows by assumption that B̂+1 ∼ B̂
+
2 .
Thus there are û-extended bases sequences D̂+i = (D̂i, ĝi), i = 1, . . . , p in
M̂ where B̂+1 = D̂
+
1 ∼1 D̂
+
2 ∼1 · · · ∼1 D̂
+
p = B̂
+
2 . We shall show that one
can choose û-extended sequences D+i ∈ BM (D̂
+
i ), i = 1, . . . , p such that
B
+
1 = D
+
1 ∼ D
+
2 ∼ · · · ∼ D
+
p = B
+
2 .
Let D+1 = B
+
1 and choose D
+
i ∈ BM (D̂
+
i ), i = 2, . . . , p iteratively so
that, given D+i−1 has be chosen, we choose D
+
i so that D
+
i−1 ⊢ D
+
i . Suppose
that D+1 ∼ D
+
2 ∼ · · · ∼ D
+
i . Our task is to show that D
+
i ∼ D
+
i+1. First,
if ĝi+1 = ĝi, then gi+1 = gi (since D
+
i ⊢ D
+
i+1) and hence D
+
i ∼ D
+
i+1.
Thus we may assume that ĝi+1 6= ĝi. This means that D̂
+
i+1 is obtained
from D̂+i by an (EB) exchange where ĝi is exchanged with an element ê.
Without loss of generality, we may assume that ê ∈ D̂i1. Then D̂(i+1)1 =
D̂i1 − ê + ĝi, D̂(i+1)j = D̂ij, j = 2, . . . , κ, and ĝi+1 = ê. If D̂ij ∩ Ê 6= Ø,
for some j ∈ {2, . . . , κ}, then D(i+1)j = Dij (since D
+
i ⊢ D
+
i+1) and hence
D
+
i ≏ D
+
i+1. Thus in this case, D
+
i ∼ D
+
i+1. Because of this, we may
assume that D̂ij ∩ Ê = Ø, j = 2, . . . , κ. This in turn implies that the bases
Dij , j = 2, . . . , κ and D(i+1)j , j = 2, . . . , κ are v-anchored.
We shall look at subgraphs of G induced by Di1 and D(i+1)1. For all
a ∈ {i, i + 1} and b ∈ {1, 2}, let Hab = G[Dab]. Let H
u
i1 (resp. H
u
(i+1)1) be
the component of Hi1 (resp. H(i+1)1) containing u. If D
′
i1 = Di1−gi+1+gi ∈
B(M), then let D ′i = (D
′
i1,D
′
i2, . . . ,D
′
iκ), whereD
′
ij = Dij , j = 2, . . . , κ, and
let D ′+i = (D
′
i , gi+1). Then D
+
i ∼1 D
′+
i ≏ D
+
i+1. In this case, D
+
i ∼ D
+
i+1.
Thus we may assume that D′i1 6∈ B(M). Likewise, we may assume that
D(i+1)1 − gi + gi+1 6∈ B(M). In particular, this implies that dHi1(u) ≥ 2
(and dH(i+1)1(u) ≥ 2) ; otherwise, if dHi1(u) = 1, then Di1 ∩EG(u) = {gi+1}
and Di1 − gi+1 + gi = D
′
i1 is a base.
SinceD′i1 6∈ B(M), it follows that gi+1 6∈ C(gi,Di1), the fundamental cir-
cuit with respect to Di1 containing gi. Similarly, gi 6∈ C(gi+1,D(i+1)1). Given
that gi ∈ C(gi,Di1) ∩ EG(u), it follows that ∃f1 ∈ C(gi,Di1) ∩ EG(u)\{gi}.
Similarly, ∃f2 ∈ C(gi+1,D(i+1)1) ∩ EG(u)\{gi+1}. If f1 ∈ C(gi+1,D(i+1)1),
thenD′i1 = Di1−f1+gi andD
′
(i+1)1 = D(i+1)1−f1+gi+1 are bases and D
′+
i =
((D′i1,Di2, . . . ,Diκ), f1) and D
′+
i+1 = ((D
′
(i+1)1,D(i+1)2, . . . ,D(i+1)κ), f1) are
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extended sequences where D ′+i ≏ D
′+
i+1. Thus D
+
i ∼1 D
′+
i ∼ D
′+
i+1 ∼ D
+
i+1.
Because of this, we may assume that f1 6∈ C(gi+1,D(i+1)1) and similarly,
f2 6∈ C(gi,Di1).
If Di1 ∩ EG(v) = D(i+1)1 ∩ EG(v), then we could choose D(i+1)j =
Dij , j = 2, . . . , κ, in which case, D
+
i ∼ D
+
i+1. Thus we may assume that
there exists ej1 ∈ (Di1 ∩ EG(v))\D(i+1)1 and ej2 ∈ (D(i+1)1 ∩ EG(v))\Di1.
In addition, we see that ej1 ∈ D(i+1)j , for some j ∈ {2, . . . , κ}. Without
loss of generality, we may assume ej1 ∈ D(i+1)2. We define the hyperplanes
HP1 := clM (Di1\{ej1}) andHP2 := clM (D(i+1)1\{ej2}). Suppose that there
exists ej3 ∈ EG(v)\(HP1∪{ej1}). Then ej3 ∈ Dij, for some j ≥ 2. NowD
′
i1 =
Di1− ej1 + ej3 ∈ B(M), since ej3 6∈ HP1. However, we also observe that Dij
is v-anchored and thus D′ij = Dij−ej3+ej1 ∈ B(M). Let D
′
i be the sequence
of bases we obtain where D ′i from Di by a symmetric exchange between Di1
and Dij , as indicated. Then Di ∼1 D
′
i . We also observe that D(i+1)j is v-
anchored, and thus D(i+1)j ∩ EG(v) = {ej4}, for some ej4 ∈ EG(v). Since
D(i+1)2 is also v-anchored, we see that D
′
(i+1)2 = D(i+1)2−ej1 +ej4 ∈ B(M)
and D′(i+1)j = D(i+1)j−ej4+ej1 ∈ B(M). Let D
′
i+1 be the sequence of bases
obtained from Di+1 by performing the symmetric exchange between D(i+1)2
and D(i+1)j as indicated. Then Di+1 ∼1 D
′
i+1. However, we also see that
D′ij = D
′
(i+1)j and thus D
′
i ≏ D
′
i+1 and consequently, D
′
i ∼ D
′
i+1. It follows
that Di ∼ Di+1. From the above, we may assume that EG(v)\{ej1} ⊆ HP1
and likewise, EG(v)\{ej2} ⊆ HP2.
We observe that C(gi,Di1) ∩ EG(v) 6= Ø. For otherwise, we must have
gi+1 ∈ C(gi,Di1) since C(gi,Di1) 6⊆ D(i+1)1. This contradicts our assump-
tions. Similarly, C(gi+1,D(i+1)1) ∩ EG(v) 6= Ø. Thus there is a path P1 in
Hui1 from u to v. By exchanging gi with f1 if necessary, we may assume that
E(P1) ⊂ C(gi,Di1)\{gi} and f1 ∈ E(P1). Likewise, there is a path P2 from u
to v in Hu(i+1)1 where we may assume that E(P2) ⊂ C(gi+1,D(i+1)1)\{gi+1}
and f2 ∈ E(P2). There is a cycle C where E(C) ∪ E(P1) ∪ E(P2) and
{f1, f2} ⊂ E(C). Let e
′ and e′′ be the edges of P1 and P2, respectively,
which are incident with v. If e′′ ∈ Di1, then E(C) ⊂ Di1 and hence E(C) ⊂
C(gi,Di1). However, this gives a contradiction since f2 6∈ C(gi,Di1). Thus
e′′ 6∈ Di1, and likewise, e
′ 6∈ D(i+1)1. Because of this, we can take ej1 = e
′
and ej2 = e
′′. Given that ej2 ∈ HP1, it follows that (E(P1)∪E(P2))\{ej1} ⊆
HP1. However, since H
u
i1 contains a (unbalanced) cycle (not containing
e′′ = ej2), it follows that there is a circuit in HP1 ∪ {ej1} containing ej1 .
However, this would mean that ej1 ∈ HP1, a contradiction.
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17 The Proof of Theorem 9.1 b): The case M1 6=
M2
In this section, we shall assume that M1 6= M2 We will use a number of
concepts and their properties introduced in Section 9.2. As before, we may
assume that M1△M2 is a 4-cycle x1x2x3x4x1 where x1x2, x3x4 ∈ E(M1) and
x1x4, x2x3 ∈ E(M2). Our construction of B̂
+
i = (B̂i, ĥi), i = 1, 2 is the same
as before except that now we shall assume that
• ê(2j−1)(2j) ∈ B̂ij ∪ {ĥi}, i = 1, 2; j = 3, . . . , κ.
• {ê12, ê34} ⊂ B̂11 ∪ B̂12 ∪ {ĥ1}.
• {ê14, ê23} ⊂ B̂21 ∪ B̂22 ∪ {ĥ2}.
17.1 The û-extended sequences B̂′+i = (B̂
′
i, ĥ
′
i), i = 1, 2
Let I = {1, 2, 3, 4} and let Ĥ = ĤI . If B̂
+
1 is ê12, ê34-switchable and B̂
+
2 is
ê14, ê23-switchable, then one can find sequences of bases B
′+
i , i = 1, 2 where
B
+
i ∼ B
′+
i , i = 1, 2 and MB′+1
= M
B
′+
2
. Thus we may assume that B̂+1
is not ê12, ê34-switchable. Suppose ĥ1 ∈ {ê12, ê34}. Then F̂I(ĥ1) = EĤ(û).
If ĥ1 = ê12, then ê34 ∈ B̂ij , for some j ∈ {1, 2}. Clearly F̂I(B̂1j) 6= F̂I(ĥ1)
and hence B̂+1 is ê12, ê34-switchable. This contradicts our assumptions. A
similar argument applies if ĥ1 = ê34. Thus we have that ĥ1 6∈ {ê12, ê34}. By
Lemma 4.3, we may assume for j = 1, 2, F̂I(B̂1j) = {ê12, ê34, ê2(j+2), ê1(5−j)}.
Without loss of generality we may assume that ê(2j−1)(2j) ∈ B̂1j, j = 1, 2.
We may also assume that ê23 ∈ B̂21 and ê14 ∈ B̂22 ∪ {ĥ2}. Noting that the
extended sequences B̂i, i = 1, 2 are not compatible, we need to change them
slightly to obtain extended sequences B̂′i, i = 1, 2 which are compatible. To
do this, we may use a construction similar to that in Section 9.2. Arguing
as we did there, we may assume that B̂′+i = (B̂
′
i, ĥ
′
i), i = 1, 2 where B̂
′
i =
(B̂′i1, . . . , B̂
′
iκ), i = 1, 2 are defined such that:
• B̂′11 = B̂11 − ê12 + ê23, B̂
′
12 = B̂12 − ê34 + ê24.
• B̂′21 = B̂21, B̂
′
22 =
{
B̂22 − ê14 + ê24 if ĥ2 6= ê14
B̂22 if ĥ2 = ê14
}
.
• ĥ′1 = ĥ1, ĥ
′
2 =
{
ĥ2 if ĥ2 6= ê14
ê24 if ĥ2 = ê14
}
.
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• B̂′ij = B̂ij , i = 1, 2; j = 3, . . . , κ.
17.2 The û-extended sequences D̂ ′+i = (D̂
′
i , ĝ
′
i), i = 1, . . . , p
By construction, B̂′+1 ∼ B̂
′+
2 . Thus by assumption, there are û-extended
base sequences D̂ ′+i = (D̂
′
i , ĝ
′
i), i = 1, . . . , p, where B̂
′+
1 = D̂
′+
1 ∼1 D̂
′+
2 ∼1
· · · ∼1 D̂
′+
p = B̂
′+
2 .We shall find u-extended base sequences D
′+
i = (D
′
i , g
′
i) ∈
BM (D̂
′+
i ), i = 1, . . . , p where B
+
1 = D
′+
1 ∼ D
′+
2 ∼ · · · ∼ D
′+
p = B
+
2 . Let
D̂ ′i = (D̂
′
i1, . . . , D̂
′
iκ), i = 1, . . . , p.
(a) Suppose for some i ∈ {2, . . . , p}, D̂ ′+i−1 is not ê12, ê34-switchable and
D̂
′+
i is split. Assuming D̂
′+
i−1 is ê12, ê34-amenable if it is split, then D̂
′+
i is
ê12, ê34-switchable or ê12, ê34-amenable.
Proof. We may assume that D̂ ′+i is not ê12, ê34 - switchable. Therefore,
our task is to show that D̂ ′+i is ê12, ê34-amenable. If ĝ
′
i−1 ∈ {ê23, ê24},
then D̂ ′+i−1 is split and hence also ê12, ê34-amenable. However, we also have
that F̂I(ĝ
′
i−1) = EĤ(û). If say, we assume D̂
′
(i−1)1 ∩ {ê23, ê24} 6= Ø, then
F̂I(D̂
′
(i−1)1) 6= F̂I(ĝ
′
i−1), since D̂
′+
i−1 is ê12, ê34-amenable. From this, it is
seen that D̂ ′+i−1 is ê12, ê34-switchable, contradicting our assumptions. Thus
ĝ′i−1 6∈ {ê23, ê24}. Since D̂
′+
i−1 ∼1 D̂
′+
i , we may assume that there exists
ê ∈ D̂′(i−1)1 and f̂ ∈ D̂
′
(i−1)2 ∪ {ĝ
′
i−1} such that D̂
′
i1 = D̂
′
(i−1)1 − ê+ f̂ and
D̂′i2 =
{
D̂′(i−1)2 − f̂ + ê if f̂ ∈ D̂
′
(i−1)2
D̂′(i−1)2 if f̂ = ĝ
′
i−1
Let j1, j2 ∈ {1, . . . , κ}, where ê23 ∈ D̂
′
(i−1)j1
and ê24 ∈ D̂
′
(i−1)j2
. If {j1, j2} ∩
{1, 2} = Ø, then D′ij = D
′
(i−1)j , ∀j ∈ {j1, j2}, in which case it follows that
D
′+
i is ê12, ê34-amenable since D̂
′+
i−1 is. We may therefore assume that j1 = 1;
that is, ê23 ∈ D̂
′
(i−1)1. If ĝ
′
i = ĝ
′
i−1, then it follows by Proposition 11.2 a)
and c) that D̂ ′+i is ê12, ê34-amenable. Thus we may assume that ĝ
′
i 6= ĝ
′
i−1.
In particular, this means ê = ĝ′i−1, f̂ = ĝ
′
i, and D̂
′
ij = D̂
′
(i−1)j , j = 2, . . . , κ.
We observe that D̂ ′+i−1 cannot be fused since D̂
′+
i is split and ĝ
′
i−1 6∈
{ê23, ê24}. Thus D̂
′+
i−1 is split. and we have j2 6= 1. For convenience, we
may assume j2 = 2; that is, ê24 ∈ D̂
′
(i−1)2. Given that D
′+
i−1 is not ê12, ê34-
switchable, it follows that F̂I(D̂
′
(i−1)1) = {ê12, ê34, ê23, ê14} and F̂I(D̂
′
(i−1)2) =
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{ê12, ê34, ê13, ê24}. Thus F̂I(D̂
′
i2) = F̂I(D̂
′
(i−1)2) = {ê12, ê34, ê13, ê24}. If
F̂I(D̂
′
i1) ∩ {ê12, ê34} 6= Ø, then clearly D̂
′+
i is ê12, ê34-amenable. Thus we
may assume that F̂I(D̂
′
i1) ∩ {ê12, ê34} = Ø. Since ê = ĝ
′
i−1 6= ê23, it follows
that ê23 ∈ D̂
′
i1, implying that ê23 ∈ F̂I(D̂
′
i1). Since F̂I(D̂
′
i1)∩{ê12, ê34} = Ø,
it follows that F̂I(D̂
′
i1) = {ê13, ê14, ê23, ê24}. However, this implies that D̂
′+
i
is ê23, ê14-switchable, a contradiction.
17.2.1 The extended sequences D̂ ′′+i
Suppose that D̂ ′+i is not ê12, ê34-switchable for i = 1, . . . , p
′, where p′ <
p. Then (a) implies that for i = 1, . . . , p′, if D̂ ′i is split then it is ê12, ê34
amenable. Let D̂ ′′+i = (D̂
′′
i , ĝi
′′), i = 1, . . . , p′ be such that D̂ ′′+i = D̂
′+
i
if D̂ ′+i is fused. Otherwise, if D̂
′+
i is split, then we let D̂
′′+
i be a ê12, ê34-
perturbation of D̂ ′+i . We define D
′′+
i = (D
′′
i , g
′′
i ) ∈ BM (D̂
′′+
i ), i = 1, . . . , p
′
such that D ′′+1 = B
+
1 , and, iteratively, D
′′+
i ⊢ D
′′+
i+1, i = 1, . . . , p
′ − 1.
(b) D ′′+1 ∼ D
′′+
2 ∼ · · · ∼ D
′′+
p′ .
Proof. We shall show that D ′′+i ∼ D
′′+
i+1, i = 1, . . . , p
′ − 1. We first observe
that if D̂ ′+i is split, then, given that D̂
′+
i is not ê12, ê34-switchable, it follows
that ĝ′i 6∈ {ê23, ê24}. On the other hand, if D̂
′+
i is fused, then ĝ
′
i 6∈ {ê23, ê24}.
Thus ĝ′i 6∈ {ê23, ê24}, i = 1, . . . , p
′. In particular, ĝ′′i = ĝ
′
i, i = 1, . . . , p
′.
Fix i ∈ {1, . . . , p′}. If ĝ′′i = ĝ
′′
i+1, then g
′′
i = g
′′
i+1, since D
′′+
i ⊢ D
′′+
i+1. In
this case, D ′′+i ≏ D
′′+
i+1 and hence D
′′+
i ∼ D
′′+
i+1. Thus we may assume that
ĝ′′i 6= ĝ
′′
i+1 (and thus ĝ
′
i 6= ĝ
′
i+1) and D̂
′
(i+1)1 = D̂
′
i1 − ĝ
′
i+1 + ĝ
′
i. Then D̂
′
ij =
D̂′(i+1)j , j = 2, . . . , κ. Thus we may assume that D̂
′′
ij = D̂
′′
(i+1)j , j = 2, . . . , κ.
If D̂′′ij∩Ê 6= Ø, for some j ≥ 2, then it would follow that D
′′
ij = D
′′
(i+1)j , since
D
′′+
i ⊢ D
′′+
i+1, and thus D
′′+
i ≏ D
′′+
i+1. It then follows that D
′′+
i ∼ D
′′+
i+1. Thus
we may assume that D̂′′ij∩Ê = Ø, for j = 2, . . . , κ. In particular, this implies
that D̂ ′+i must be fused. If D̂
′+
i+1 is split, then ĝ
′
i+1 ∈ {ê23, ê24}, contradicting
the assumption that D̂ ′+i+1 is not ê12, ê24-switchable. Thus D̂
′+
i+1 is also fused
and D̂ ′′i = D̂
′
i and D̂
′′
i+1 = D̂
′
i+1. We see that D
′′
i2 and D
′′
(i+1)2 are v-anchored
and we observe that e1 belongs to v-anchored bases in both D
′′+
i and D
′′+
i+1.
Thus we may assume that e1 ∈ D
′′
i2 ∩D
′′
(i+1)2, implying that D
′′
i2 = D
′′
(i+1)2.
Consequently D ′′+i ≏ D
′′+
i+1 and hence D
′′+
i ∼ D
′′+
i+1.
55
Let
p′ = max
{
i ∈ {1, . . . , p − 1}
∣∣ D̂ ′+j not ê12, ê34 − switchable, ∀j ∈ {1, . . . , i}} .
We shall choose D̂ ′′+i and D
′′+
i , i = 1, . . . , p
′ as before. By definition, D̂ ′+p′+1 is
ê12, ê34-switchable. Let D̂
′′+
p′+1 = (D̂
′′
p′+1, ĝ
′′
p′+1) be an ê12, ê34-switch of D̂
′+
p′+1.
Let D ′′+p′+1 ∈ BM (D̂
′′+
p′+1). As before, may assume that D
′′+
i ⊢ D
′′
i+1, i =
1, . . . , p′.
(c) D ′′+1 ∼ D
′′+
2 ∼ · · · ∼ D
′′+
p′+1.
Proof. By (a), we have D ′′+1 ∼ D
′′+
2 ∼ · · · ∼ D
′′+
p′ . Thus we need only
show that D ′′+p′ ∼ D
′′
p′+1. Let I = {1, 2, 3, 4} and Ĥ = ĤI . As before, we
have that ĝ′p′ 6∈ {ê23, ê24}, since D̂
′
p′ is not ê12, ê34-switchable. This means
that ĝ′′p′ = ĝ
′
p′ . If ĝ
′′
p′ = ĝ
′′
p′+1, then g
′′
p′ = g
′′
p′+1 (since D
′′
p′ ⊢ D
′′
p′+1) and hence
D ′′p′ ≏ D
′′
p′+1. Thus in this case, D
′′
p′ ∼ D
′′
p′+1. Because of this, we may assume
that ĝ′′p′ 6= ĝ
′′
p′+1. If ĝ
′
p′ = ĝ
′
p′+1, then ĝ
′′
p′+1 6= ĝ
′
p′+1. By the way we choose
a ê12, ê34-switch of D̂
′
p′+1, this can only happen if ĝ
′
p′+1 ∈ {ê23, ê24}, which
in turn implies ĝ′p′ ∈ {ê23, ê24}, a contradiction. Thus ĝ
′
p′ 6= ĝ
′
p′+1. We may
assume that ĝ′p′+1 ∈ D̂
′
p′1 and D̂
′
(p′+1)1 = D̂p′1 − ĝ
′
p′+1 + ĝ
′
p′ . We see that
D̂′p′j = D̂
′
(p′+1)j = D̂
′′
(p′+1)j , j = 2, . . . , κ.
(c.i) If ĝ′p′+1 ∈ {ê23, ê24}, then D
′′+
p′ ∼ D
′′+
p′+1.
Proof. Suppose ĝ′p′+1 ∈ {ê23, ê24}. Assume that ê24 ∈ D̂
′
(p′+1)j , for some
j ≥ 2. Then ĝ′p′+1 = ê23 and ê23 ∈ D̂
′
p′1. Since D̂
′
p′ is ê12, ê34-amenable
but not ê12, ê34-switchable, it follows that F̂I(D̂
′
p′1) = {ê12, ê34, ê23, ê14}
and F̂I(D̂
′
p′j) = {ê12, ê34, ê13, ê24}. Since D̂
′
(p′+1)j = D̂
′
p′j, it follows that
F̂I(D̂
′
(p′+1)j) = {ê12, ê34, ê13, ê24}.We now see that D̂
′
p′+1 is ê12, ê34-amenable.
Let D̂
(3)+
p′+1 = (D̂
(3)
p′+1, ĝ
(3)
p′+1) be a ê12, ê34-perturbation of D̂
′+
p′+1 and let D
(3)+
p′+1 =
(D
(3)
p′+1, g
(3)
p′+1) ∈ BM (D̂
(3)+
p′+1) where D
(3)
p′+1 = (D
(3)
(p′+1)1, . . . ,D
(3)
(p′+1)κ). We
may assume that D̂′′(p′+1)j = D̂
(3)
(p′+1)j (given that {ê12, ê34} ⊂ F̂I(D̂
′
p′1)).
Furthermore, we may choose D
(3)+
p′+1 so that D
′′+
p′ ⊢ D
(3)+
p′+1 . Then D
(3)
(p′+1)j =
D′′p′j , since D̂
(3)
(p′+1)j = D̂
′′
p′j. Thus D
′′+
p′ ≏ D
(3)+
p′+1 , and D
′′+
p′ ∼ D
(3)+
p′+1 . How-
ever, it is also seen that D̂′′(p′+1)1 = D̂
(3)
(p′+1)1, and as such we may choose
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D
(3)
(p′+1) = D
′′
(p′+1)1. Thus D
′′+
p′+1 ≏ D
(3)+
p′+1 . Thus D
′′+
p′ ∼ D
(3)+
p′+1 ∼ D
′′+
p′+1. If
ê23 ∈ D̂
′
(p′+1)j , for some j ≥ 2, then we can use similar arguments. By the
above, we may assume that |{ê23, ê24} ∩ D̂
′
(p′+1)1| = 1.
Without loss of generality, we may assume that ê23 ∈ D̂
′
(p′+1)1 and
ĝ′p′+1 = ê24. Note that this means that {ê23, ê24} ⊂ D̂
′
p′1. Thus D̂
′
p′ is fused
and hence D̂ ′′p′ = D̂
′
p′ . Since ĝ
′
p′+1 = ê24, either e2 ∈ EG(u) or e4 ∈ EG(u).
Suppose e4 ∈ EG(u). Then F̂I(ĝ
′
p′+1) = {ê14, ê24, ê34}. Given that D̂
′′
p′+1
could be any ê12, ê34-switch of D̂
′
p′+1, we may assume that D̂
′′
p′+1 = D̂
′
p′+1
and ĝ′′p′+1 = ê14. Then g
′′
p′+1 = e4 and e1 is seen to belong to an anchored
base in both D ′′p′ and D
′′
p′+1. Thus we may assume that e1 ∈ D
′′
p′2 ∩D
′′
(p′+1)2
and consequently, D′′p′2 = D
′′
(p′+1)2. It follows that D
′′
p′ ≏ D
′′
p′+1 and hence
D ′′p′ ∼ D
′′
p′+1. Suppose e2 ∈ EG(u). Then F̂I(ĝ
′
p′+1) = {ê12, ê23, ê24} and
consequently, ĝ′′p′+1 ∈ {ê23, ê24}. Suppose ĝ
′′
p′+1 = ê23. Then g
′′
p′+1 = e2
and e3 belongs to an anchored base in D
′′
p′+1. On the other hand, since
ê23 ∈ D̂
′′
p′1, it follows by Lemma 4.1 that either D̂
′′
p′1 − ê23 + ê12 ∈ B(M̂κ)
or D̂′′p′1 − ê23 + ê13 ∈ B(M̂κ). The latter cannot occur since D̂
′
p′ = D̂
′′
p′ is
not ê12, ê34-switchable. Thus D̂
′′
p′1 − ê23 + ê12 ∈ B(M̂κ). Given this, we
may choose D ′′p′ such that e3 belongs to an anchored base in D
′′
p′ . Because
of this, we may assume that e3 ∈ D
′′
p′2 ∩D
′′
(p′+1)2, from which it follows that
D′′p′2 = D
′′
(p′+1)2. Again, we have that D
′′
p′ ≏ D
′′
p′+1 and hence D
′′
p′ ∼ D
′′
p′+1.
One can deal with the case where ĝ′′p′+1 = ê24 using similar arguments.
From the above, we may assume that ĝ′p′+1 6∈ {ê23, ê24} (and ĝ
′
p′ 6∈
{ê23, ê24}) and consequently, ĝ
′′
p′+1 = ĝ
′
p′+1. Thus D̂
′+
p′ is split if and only
if D̂ ′+p′+1 is split.
(c.ii) If D̂ ′+p′ and D̂
′+
p′+1 are fused, then D
′′+
p′ ∼ D
′′+
p′+1.
Proof. Suppose D̂ ′+p′ and D̂
′+
p′+1 are fused. Since D̂
′+
p′ is not ê12, ê34-switchable
whereas D̂ ′+p′+1 is, it follows that {ê23, ê24} ⊆ D̂
′
p′1 and {ê23, ê24} ⊆ D̂
′
(p′+1)1.
By definition, D ′′+p′ ∈ BMκ(D̂
′+
p′ ), since D̂
′+
p′ is fused. At the same time,
since D̂ ′+p′+1 is fused, there exists D
′+
p′+1 = (D
′
p′+1, g
′
p′+1) ∈ BMκ(D̂
′+
p′+1) where
D ′p′+1 = (D
′
(p′+1)1, . . . ,D
′
(p′+1)κ) ∈ BMκ(D̂
′
p′+1). We observe that e1 belongs
to v-anchored bases in both D ′′p′ and D
′
p′+1 and as such, we may assume
that e1 ∈ D
′′
p′2 ∩ D
′
(p′+1)2. Then D
′′
p′2 = D
′
(p′+1)2 and hence D
′′+
p′ ≏ D
′+
p′+1.
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On the other hand, since g′′p′+1 = g
′
p′+1, it follows that D
′+
p′+1 ≏ D
′′+
p′+1. Thus
D
′′+
p′ ≏ D
′+
p′+1 ≏ D
′′+
p′+1 and hence D
′′+
p′ ∼ D
′+
p′+1 ∼ D
′′+
p′+1.
Suppose that D̂ ′+p′ and D̂
′+
p′+1 are both split. Given that D̂
′+
p′ is not
ê12, ê34-switchable, whereas D̂
′+
p′+1 is, we must have that {ê23, ê24} ∩ D̂
′
p′1 6=
Ø. We may assume that ê23 ∈ D̂
′
p′1 and ê24 ∈ D̂
′
p′2. Since D̂
′+
p′ is ê12, ê34-
amenable but not ê12, ê34-switchable, it follows that F̂I(D̂
′
p′1) = {ê12, ê34, ê23, ê14}
and F̂I(D̂
′
p′2) = {ê12, ê34, ê13, ê24}. It should be noted that since D̂
′
(p′+1)2 =
D̂′p′2, we have F̂I(D̂
′
(p′+1)2) = F̂I(D̂
′
p′2). We may assume that D̂
′′
p′1 = D̂
′
p′1 −
ê23 + ê12, and D̂
′′
p′2 = D̂
′
p′2 − ê24 + ê34.
(c.iii) If {ê12, ê34} ∩ F̂I(D̂
′
(p′+1)1) 6= Ø, then D
′′+
p′ ∼ D
′′+
p′+1.
Proof. Suppose ê12 ∈ F̂I(D̂
′
(p′+1)1). Let D̂
(3)+
p′+1 = (D̂
(3)
p′+1, ĝ
(3)
p′+1) where ĝ
(3)
p′+1 =
ĝ′′p′+1, D̂
(3)
p′+1 = (D̂
(3)
(p′+1)1, . . . , D̂
(3)
(p′+1)κ), and D̂
(3)
(p′+1)1 = D̂
′
(p′+1)1 − ê23 + ê12,
D̂
(3)
(p′+1)2 = D̂
′
(p′+1)2 − ê24 + ê34 and D̂
(3)
(p′+1)j = D̂
′
p′j , j = 3, . . . , κ. Let
D
(3)+
p′+1 = (D
(3)
p′+1, g
(3)
p′+1) where
• D
(3)
p′+1 = (D
(3)
(p′+1)1, . . . ,D
(3)
(p′+1)κ) ∈ BMκ(D̂
(3)
p′+1)
• D ′′+p′ ⊢ D
(3)+
p′+1 .
We note that g
(3)
p′+1 = g
′′
p′+1 since ĝ
(3)
p′+1 = ĝ
′′
p′+1 and D
′′+
p′ ⊢ D
(3)+
p′+1 . Thus
D
(3)
p′+1 ≏ D
′′
p′+1 and hence D
(3)
p′+1 ∼ D
′′
p′+1. We also see that D̂
(3)
(p′+1)2 = D̂
′′
p′2,
and hence we have that D
(3)
(p′+1)2 = D
′′
p′2, since D
′′+
p′ ⊢ D
(3)+
p′+1 . Thus D
′′+
p′ ≏
D
(3)+
p′+1 and hence D
′′+
p′ ∼ D
(3)+
p′+1 . It now follows that D
′′+
p′ ∼ D
(3)+
p′+1 ∼ D
′′+
p′+1.
Since ê12 and ê34 can be interchanged in D̂
′+
p′ , the same proof works if ê34 ∈
F̂I(D̂
′
(p′+1)1).
By the above, we may assume that {ê12, ê34} ∩ F̂I(D̂
′
(p′+1)1) = Ø. Thus
it follows that F̂I(D̂
′
(p′+1)1) = {ê13, ê14, ê23, ê24}. Because of this, we may
assume that D̂′′(p′+1)1 = D̂
′
(p′+1)1 − ê23 + ê13 and D̂
′′
(p′+1)2 = D̂
′
(p′+1)2.
(c.iv) If D̂′′p′1∩(Ê\{ê12}) 6= Ø or D̂
′′
p′2∩(Ê\{ê34}) 6= Ø, then D
′′+
p′ ∼ D
′′+
p′+1.
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Proof. Suppose D̂′′p′1 ∩ (Ê\{ê12}) 6= Ø. Without loss of generality, we may
assume that ê56 ∈ D̂
′′
p′1. By Lemma 4.1, we have that either D̂
′′
p′1− ê12+ ê15 ∈
B(M̂κ) or D̂
′′
p′1 − ê12 + ê25 ∈ B(M̂κ). Assume that the former holds. Let
D̂
(3)
p′ = (D̂
(3)
p′1, . . . , D̂
(3)
p′κ) where D̂
(3)
p′1 = D̂
′′
p′1−ê12+ê15, D̂
(3)
p′2 = D̂
′′
p′2−ê34+ê24,
and D̂
(3)
p′j = D̂
′′
p′j , for all j ∈ {3, . . . , κ}. Let D̂
(3)+
p′ = (D̂
(3)
p′ , ĝ
(3)
p′ ), where
ĝ
(3)
p′ = ĝ
′′
p′ . Note that D̂
(3)
p′2 = D̂
′′
(p′+1)2. Let D
(3)+
p′ = (D
(3)
p′ , g
(3)
p′ ), and D
(3)
p′ =
(D
(3)
p′1, . . . ,D
(3)
p′κ), where we may assume that g
(3)
p′ = g
′′
p′ and D
(3)
p′2 = D
′′
(p′+1)2.
Then we see that D ′′+p′ ≏ D
(3)+
p′ ≏ D
′′+
p′+1, and hence D
′′+
p′ ∼ D
(3)+
p′ ∼ D
′′+
p′+1.
On the other hand, suppose D̂′p′1 − ê12 + ê25 ∈ B(M̂). Let D̂
(3)+
p′+1 =
(D̂
(3)
p′+1, ĝ
(3)
p′+1), where ĝ
(3)
p′+1 = ĝ
′′
p′+1, D̂
(3)
p′+1 = (D̂
(3)
(p′+1)1, . . . , D̂
(3)
(p′+1)κ), D̂
(3)
(p′+1)1 =
D̂′′(p′+1)1−ê13+ê24, D̂
(3)
(p′+1)2 = D̂
′′
(p′+1)2−ê24+ê13, and D̂
(3)
(p′+1)j = D̂
′′
(p′+1)j , j =
3, . . . , κ. Let D
(3)+
p′+1 = (D
(3)
p′+1, g
(3)
p′+1) ∈ BMκ(D̂
(3)+
p′+1) where we have g
(3)
p′+1 =
g′′p′+1. Then D
(3)+
p′+1 ≏ D
′′+
p′+1 and hence D
(3)+
p′+1 ∼ D
′′+
p′+1. However, using sim-
ilar arguments as in the previous case, one can show that D ′′+p′ ∼ D
(3)+
p′+1 .
Thus D ′′+p′ ∼ D
′′+
p′+1.
From the above, we may assume that D̂′′p′1 ∩ Ê = {ê12}. Suppose D̂
′′
p′2 ∩
(Ê\{ê34}) 6= Ø. We may assume that ê56 ∈ D̂
′′
p′2. By Lemma 4.1, ei-
ther D̂′′p′2 − ê34 + ê45 ∈ B(M̂κ) or D̂
′′
p′2 − ê34 + ê35 ∈ B(M̂κ). Suppose
the former occurs. Let D̂
(3)+
p′ = (D̂
(3)
p′ , ĝ
(3)
p′ ), where ĝ
(3)
p′ = ĝ
′′
p′ , D̂
(3)
p′ =
(D̂
(3)
p′1, . . . , D̂
(3)
p′κ), D̂
(3)
p′2 = D̂p′2− ê34+ ê45, and D̂
(3)
p′ = D̂
′′
p′j, ∀j ∈ {1, 3, . . . , κ}.
Let D
(3)+
p′ = (D
(3)
p′ , g
(3)
p′ ) ∈ BMκ(D̂
(3)+
p′ ), where g
(3)
p′ = g
′′
p′ , and D
(3)
p′ =
(D
(3)
p′1, . . . ,D
(3)
p′κ). We observe that BMκ(D̂
(3)
p′2) ⊆ BMκ(D̂
′′
(p′+1)2). Thus we
may choose D
(3)
p′2 = D
′′
(p′+1)2. We now see that D
′′+
p′ ≏ D
(3)+
p′ ≏ D
′′+
p′+1 and
hence D ′′+p′ ∼ D
(3)+
p′ ∼ D
′′+
p′+1. If instead D̂
′′
p′2 − ê34 + ê35 ∈ B(M̂κ), then one
can use similar arguments to the above to show that D ′′+p′ ∼ D
′′+
p′+1.
From the above, we may assume that D̂′′p′1 ∩ Ê = {ê12} and D̂
′′
p′2 ∩ Ê =
{ê34}.
(c.v) If κ ≥ 3, then D ′′+p′ ∼ D
′′+
p′+1.
Proof. If κ ≥ 3, then D̂′′p′j ∩ Ê 6= Ø, for some j ∈ {3, . . . , κ}. Since D
′′+
p′ ⊢
D
′′+
p′+1, it follows that D
′′
p′j = D
′′
(p′+1)j and hence D
′′+
p′ ≏ D
′′+
p′+1. It then
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follows that D ′′+p′ ∼ D
′′+
p′+1.
From the above, we may assume that κ = 2. Since D′′p′1∩ Ê = {ê12} and
D′′p′2∩Ê = {ê34}, it follows that {e1, e2} ⊆ D
′′
p′1 and {e3, e4} ⊆ D
′′
p′2.We also
see that D′′(p′+1)1∩ Ê = {ê13} and D
′′
(p′+1)2∩ Ê = {ê24} and hence {e1, e3} ⊆
D′′(p′+1)1 and {e2, e4} ⊆ D
′′
(p′+1)2. Since ê12 ∈ F̂I(D̂
′
p′1)\F̂I(D̂
′
(p′+1)1), it fol-
lows by Lemma 4.4 i), that D̂′p′1 − ê23 + ĝp′ ∈ B(M̂κ). Thus
D′′p′1 − e1 − e2 + g
′′
p′ + ei ∈ B(Mκ), for all ei ∈ EG(v).
As noted in Section 15.1, the vertex û is an endvertex of some edge in Ê.
By symmetry, we need only consider the case where û is an endvertex of ê12.
Then either e1 ∈ EG(u) or e2 ∈ EG(u). Suppose e1 ∈ EG(u). Let D
(3)+
p′ =
(D
(3)
p′ , g
(3)
p′ ) be the extended base sequence obtained from an (EB) exchange
where e1 is exchanged with g
′′
p′ ; that is, D
(3)
p′ = (D
(3)
p′1, . . . ,D
(3)
p′κ), D
(3)
p′1 =
D′′p′1 − e1 + g
′′
p′ , D
(3)
p′j = D
′′
p′j , j = 2, . . . , κ, and g
(3)
p′ = e1. Then D
′′+
p′ ∼1
D
(3)+
p′ . Let D
(4)+
p′ = (D
(4)
p′ , g
(4)
p′ ) be the extended bases sequence obtained
from a (BB) exchange where e2 is exchanged with e3 in D
(3)
p′ ; that is, D
(4)
p′ =
(D
(4)
p′1, . . . ,D
(4)
p′κ), D
(4)
p′1 = D
(3)
p′1 − e2 + e3, D
(4)
p′2 = D
(3)
p′ − e3 + e2, D
(4)
p′j =
D
(3)
p′j , j = 2, . . . , κ, and g
(4)
p′ = g
(3)
p′ = e1. Thus D
(3)+
p′ ∼1 D
(4)+
p′ . Finally, we
see that D ′′+p′+1 is obtained from D
(4)+
p′ by an (EB) exchange where g
(4)
p′ = e1
is exchanged with g′′p′+1. Thus we have D
′′+
p′ ∼1 D
(3)+
p′ ∼1 D
(4)+
p′ ∼1 D
′′+
p′+1
and hence D ′′+p′ ∼ D
′′+
p′+1.
Suppose instead that e2 ∈ EG(u). Let D
(3)+
p′ = (D
(3)
p′ , g
(3)
p′ ) be the ex-
tended base sequence obtained from D ′′+p′ by an (EB) exchange where e2 is
exchanged with g′′p′ ; that is, D
(3)
p′ = (D
(3)
p′1, . . . ,D
(3)
p′κ), D
(3)
p′1 = D
′′
p′1 − e2 +
g′′p′ , D
(3)
p′j = D
′′
p′j, j = 2, . . . , κ, and g
(3)
p′ = e2. Then D
′′+
p′ ∼1 D
(3)+
p′ . Let
D
(3)+
p′+1 = (D
(3)
p′+1, g
(3)
p′+1) be the extended base sequence obtained from D
′′+
p′+1
by exchanging e1, e3 with e2, e4; that is, g
(3)
p′+1 = g
′′
p′+1, and given D
(3)
p′+1 =
(D
(3)
(p′+1)1, . . . ,D
(3)
(p′+1)κ), we have D
(3)
(p′+1)1 = D
′′
(p′+1)1 − e1 − e3 + e2 + e4,
D
(3)
(p′+1)2 = D
′′
(p′+1)2−e2−e4+e1+e3, and D
(3)
(p′+1)j = D
′′
(p′+1)j , j = 3, . . . , κ.
Then it is clear that D ′′+p′+1 ≏ D
(3)+
p′+1 and hence D
′′+
p′+1 ∼ D
(3)+
p′+1 . Now one can
obtain D
(3)+
p′+1 from D
(3)+
p′ by first exchanging e1 and e4 in a (BB) exchange,
followed by an (EB) exchange where e2 is exchanged with g
′′
p′+1. Thus
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D
(3)+
p′ ∼ D
(3)+
p′+1 and hence we have D
′′+
p′ ∼1 D
(3)+
p′ ∼ D
(3)+
p′+1 ∼1 D
′′+
p′+1.
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