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A Finite Family of q-Orthogonal Polynomials
and
Resultants of Chebyshev Polynomials
Jemal Emina Gishe
Abstract
Two problems related to orthogonal polynomials and special functions are con-
sidered. For q > 1 it is known that continuous q-Jacobi polynomials are orthogonal
on the imaginary axis. The first problem is to find proper normalization to form a
system of polynomials that are orthogonal on R. By introducing a degree reducing
operator and a scalar product one can show that the normalized continuous q-Jacobi
polynomials satisfies an eigenvalue equation. This implies orthogonality of the nor-
malized continuous q-Jacobi polynomials. As a byproduct, different results related
to the normalized system of polynomials, such as its closed form, three-term recur-
rence relation, eigenvalue equation, Rodrigues formula and generating function will
be computed. A discriminant related to the normalized system is also obtained.
The second problem is related to recent results of Dilcher and Stolarky [10] on
resultants of Chebyshev polynomials. They used algebraic methods to evaluate the
resultant of two combinations of Chebyshev polynomials of the second kind. This
work provides an alternative method of computing the same resultant and also enables
one to compute resultants of more general combinations of Chebyshev polynomials
of the second kind. Resultants related to combinations of Chebyshev polynomials of
the first kind are also considered.
ii
Chapter 1
Introduction
1.1 Background and motivation
This dissertation deals with two separate problems which are related to orthogonal
polynomials and special functions. In this section we will briefly explain the history,
the core content and methodology of the dissertation and some general aspects of
orthogonal polynomials and special functions.
The study of orthogonal polynomials and special functions is an old branch of
mathematics. But the beginning of study of orthogonal polynomials as a discipline
can be dated back to 1894 when Stieltjes published a paper about moment problem in
relation to continued fraction. Stieltjes considered a bounded non-decreasing function
φ(x) in the interval [0,∞) such that its moments given by ∫∞
0
xndφ(x), for n =
0, 1, 2, . . . has a prior given set of values {µn} as follows,∫ ∞
0
xndφ(x) = µn.
The values µn’s are called the nth moments.
Similar results which preceded the work of Stelieltjes are those of Chebyshev
in 1855, which discussed integrals of type
∫∞
−∞
p(y)
x−ydy , where p(x) is non-negative
in (−∞,∞), and the work of Heine in 1861. Heine considered continued fraction
associated with the integral
∫ b
a
p(y)
x−ydy for non-negative function p(x) on (a, b).
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A continued fraction is an expression of type,
A0
A0z +B0 − C1A1z+B1−···
.
The nth convergent of the continued fraction is a rational function of type Nn(z)
Dn(z)
,
for n > 1. If AnCn+1 6= 0 for n = 0, 1, . . . then the numerator and denominator
polynomial solve the recurrence formula
yn+1(z) = [Anz +Bn]yn(z)− Cnyn−1(z), n > 0,
with initial conditions D0(z) := 1, D1(z) := A0z + B0 and N0(z) := 0, N1(z) := A0.
If An−1Cn > 0, then Dn and Nn become orthogonal polynomials of first and second
kind respectively. The polynomials Dn are usually denoted by Pn and Nn by P
∗
n .
Markov showed that if the true interval of orthogonality [a, b] is bounded, then there
is a measure µ such that
lim
n→∞
P ∗n(z)
Pn(z)
=
∫ b
a
dµ(t)
z − t , z 6∈ [a, b].
Details on the above can be found in [14], [20] and [21]. From the above discussion it is
straightforward to observe the connection among orthogonal polynomials, continued
fractions and integrals of the type considered by Stelieltjes, Chebyshev and Heine.
Many mathematicians made important contributions to this field of mathematics.
To mention a few, Euler’s gamma and beta functions; Bessel functions; Polynomials
of Legenderre, Jacobi, Laguerre and Hermite. Most of these functions were intro-
duced to solve specific problems. For example, Euler’s gamma and beta functions
are discovered by Euler in the late 1720’s, in the process of looking for a function of
continuous variable x that equals n! when x = n for an integer n. Bessel functions
Jα(x) =
∞∑
n=0
(−1)n(x/2)α+2n
Γ(n+ α+ 1)n!
,
are introduced to solve Bessel equation
d2y
dx2
+
1
x
dy
dx
+ (1− α
2
x2
)y = 0,
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which is obtained from Laplace’s equation. Similarly for other polynomials mentioned
above, their details and applications can be found in [1], [14], [21], [22].
In the 1970’s the study of orthogonal polynomial was taken to a new level with
Richard Askey’s leadership in the area of special functions while at the same time
George Andrew was advancing q-series and their applications to number theory and
combinatorics. These advancement is due to strong team work of Mourad Ismail, M.
Rahman, G. Gasper among the few to mention.
Orthogonal polynomials and special functions have a variety of applications in
many areas. One area is in solving differential equations. The systems of classi-
cal orthogonal polynomials (such as Jacobi, Hermite, Laguerre) satisfy second order
differential equations. For example, Poisson found that the theta function
u(x, t) =
∞∑
−∞
e−n
2t+inx
satisfies the heat equation
∂2u
∂x2
=
∂u
∂t
,
the Jacobi polynomials y = P
(α,β)
n (x) satisfy the second order differential equation
(1− x2)y′′(x) + [β − α− x(α+ β + 2)]y′(x) + n(n+ α + β + 1)y(x) = 0,
and the Hermite polynomials solve
y′′ − 2xy′ + 2ny = 0, y = Hn(x).
Another example is the following. Assuming w(x) = exp(−v(x)) > 0, x ∈ (a, b)
and v(x) and v(x) + lnAn(x) be twice continuously differentiable functions whose
second derivative is nonnegative on (a, b), then the equilibrium position of n movable
unit charges in [a, b] in the presence of the external potential V (x) = v(x) + lnAn(x)
is unique and is attained at the zeros of Jacobi polynomials, pn(x), provided that the
particle interaction obeys a logarithmic potential that is T (x)→ 0 as x tends to any
3
boundary point of [a, b]n, where
T (x) =
n∏
j=1
exp(−v(xj))
An(xj)/an
∏
1≤l<k≤n
(xl − xk)2.
It is also worth mentioning the minimal property of orthogonal polynomials. Sup-
pose that we have a system of monic orthogonal polynomials {Pn(x)} with respect
to the weight function w(x) over the interval Γ and y(x) is an arbitrary monic poly-
nomial of degree n. Then, since monic orthogonal polynomials form a basis we can
write y(x) = Pn(x) +
∑n−1
k=1 γkPk(x). This implies that∫
Γ
y2(x)w(x)dx =
∫
Γ
P 2n(x)w(x)dx+
∫
Γ
n−1∑
k=1
γ2kP
2
k (x)w(x)dx
≥
∫
Γ
P 2n(x)w(x)dx,
which means that the monic orthogonal polynomials have minimal norm.
The beginning of q-polynomials is related to the work of Rogers and Ramanujan of
the late 19th and early 20th century. In this regard the Rogers-Ramanujan identities
(for notation refer to (1.2)),
∞∑
n=0
qn
2
(q; q)n
=
1
(q, q4; q5)∞
and
∞∑
n=0
qn
2+n
(q; q)n
=
1
(q2, q3; q5)∞
can be mentioned. The Rogers-Ramanujan identities can be stated analytically and
combinatorially. The analytic definition is due to independent work of Rogers, Ra-
manujan and Shur. This area of mathematics grown into an interesting level due
to the connection work between Rogers-Ramanujan identities and certain families of
orthogonal q-polynomials such as q-Hermite and q-Ultraspherical by Andrews, Askey,
Ismail and Bressoud. For example, the generating function of q-Hermite polynomials
is
∞∑
n=0
Hn(cos θ|q) t
n
(q; q)n
=
1
(teiθ, te−iθ; q)∞
.
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For details and more examples one can refer to [14].
The combinatorial statement of the Rogers-Ramanujan identities was indepen-
dently discovered by MacMahon and Shur during 1920’s. The combinatorial inter-
pretation of Rogers-Ramanujan follows in the same way as Euler interpretation of
the identity
∞∑
n=0
qn
(q, q)n
=
1
(q, q)∞
in the form of
∞∑
n=0
p(n)qn =
1
(q, q)∞
,
where p(n) is number of partitions of n. Here a partition is the number of ways of
writing positive integers as a sum of positive integers. More precisely, suppose n is a
positive integer then p(n) is the number of ways of writing n as
n =
∑
j
nj,
where nj are positive integers and nj ≤ nj−1. For example, there are five partitions
of 4, namely 4, 3 + 1, 2 + 2, 2 + 1 + 1 and 1 + 1 + 1 + 1.
There is a wide variety of work about q-series in relation to combinatorics and
number theory, and their applications, especially in relation to partition theory.
The systems of q-orthogonal polynomials satisfy a second order difference equa-
tion. Here the Askey-Wilson and some other difference operators, usually called
raising and lowering operators, play the role of differential operator. Definitions of
these operators, are given in Chapter 2.
The second part of the dissertation is about resultants related to Chebyshev poly-
nomials. The theory of resultant is an old and much studied topic in what used to
be called the theory of equations [9]. Dickson introduced resultant in his book New
First Course in the Theory of Equation [9] published in 1939, by considering two
functions f(x) = amx
m + · · · + a0 and g(x) = bnxn + · · · + b0 where am 6= 0 and
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bn 6= 0. Suppose {xj}mj=1 be zeros of f(x). Then g(x) and f(x) have common roots
if and only if
∏n
j=1 g(xj) = 0. To avoid denominators while evaluating the product
Dickson introduced resultant of f(x) and g(x) as Res(f(x), g(x)) = anm
∏m
j=1 g(xj).
Dickson wrote in his book that resultant can be also represented in a matrix form
which was later adopted as a base definition, and other equivalent working definitions
and properties were derived.
From the above paragraph we observe that a resultant is a scalar function of two
polynomials which is non zero if and only if the polynomials are relatively prime.
The resultant of two polynomials is in general a complicated function of their coeffi-
cient. But there is an exceptionally elegant formula for resultant of two cyclotomic
polynomials Φn(x) (the unique monic polynomial whose roots are the primitive n
th
root of unity). It has degree φ(n) and written as
Φn(x) =
n∏
k=1,(k,n)=1
(x− e 2piikn ),
where φ(n) is the Euler function which represents number of positive integers less
than or equal to n and relatively prime to n. Then for m > n > 1,
Res(Φm(x),Φn(x)) =
 pφ(n) if m/n is power of prime p,1 otherwise.
The subject of resultants is an interesting topic for many reasons. For example,
they can be used in matrix theory, they relate to problems on locations of roots
of polynomials, they have applications in the theory of linear control systems, in
robotics and computer aided geometric design, and they have extensions to polyno-
mial matrices. There are many results on their theoretical properties especially in
relation to algebraic geometry. For history and details of their application refer to
[5], [6], [11] and [12].
Now we briefly introduce the core content of the dissertation and the methods used
to solve the problems. In chapter 2, we follow the standard notation by Ismail as in
[14]. In sections 2.1 and 2.2, we briefly review the construction of continuous q-Jacobi
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polynomials from Askey-Wilson polynomials, for proofs and more details one can refer
to [16]. Toward the end of section 2.2, we consider continuous q-Jacobi polynomials
for q > 1 which are orthogonal on the imaginary axis. Then, we normalize by choosing
proper normalizing parameters to obtain a system of polynomials that are orthogonal
on R.
In section 2.3, we introduce the associated lowering operator and apply this opera-
tor to the normalized system of polynomials. Here, we define a related scalar product
and show that the normalized system of polynomials are eigenfunctions under this
scalar product. This will lead us to show the orthogonality of normalized system
of polynomials. As a byproduct, we will compute a closed form, three-term recur-
rence relation, an eigenvalue equation, Rodrigues formula and a generating function
of the normalized continuous q-Jacobi polynomials. As classical orthogonal polyno-
mials satisfy second-order differential equations, this system of polynomials satisfies
a second-order difference equations where the lowering and raising operators to be
defined will play the role of differential operator in the later case. In the last section
of this chapter we compute discriminant, using an elegant technique introduced by
Ismail, related to the normalized polynomials.
In the last chapter, we compute resultants of combinations of different forms
related to Chebyshev polynomials of first and second kind. The first section of this
chapter deals with the preliminaries. In the second section we state and provide
different proof for the resultants of two combinations of Chebyshev polynomials of
second kind due to K. Dilcher and K. B. Stolarsky [10] and generalize their result.
The last section of this chapter deals with the corresponding results for Chebyshev
polynomials of first kind.
1.2 Basics, definitions and notation
In this section, we will give definitions, notation and results from orthogonal
polynomials and hypergeometric series that we will be using later in the dissertation.
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We will follow standard notations by [14].
The q-shifted factorials are defined as
(a; q)0 := 1, (a; q)n :=
n∏
k=1
(1− aqk−1) (1.1)
for n = 1, 2, . . . , or ∞, and the multiple q-shifted factorials are defined by
(a1, a2, . . . , ak; q)n :=
k∏
j=1
(aj; q)n. (1.2)
The basic hypergeometric series is defined as
rφs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣∣q; z
)
= rφs(a1, a2, . . . , ar; b1, b2, . . . , bs; q, z)
=
∞∑
n=0
(a1, a2, . . . , ar; q)n
(q, b1, b2, . . . , bs; q)n
zn(−q n−12 )n(s+1−r).
The above hypergeometric series is convergent for r ≤ s + 1. In this work we
are considering hypergeometric series when r = s + 1, and hence the above formula
reduces to the form
rφs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣∣q; z
)
=
∞∑
n=0
(a1, a2, . . . , ar; q)n
(q, b1, b2, . . . , bs; q)n
zn. (1.3)
The notion of q-shifted factorials and hypergeometric series introduced above are
extensions of shifted and multishifted factorials because one can verify that
lim
q→1−
(qa; q)n
(1− q)n = (a)n,
where the shifted and multishifted factorials are defined respectively as
(a)n = a(a+ 1) · · · (a+ n− 1) and (a1, a2, . . . , am)n =
∏m
j=1(aj)n.
This implies that
lim
q→1− r
φs
(
qa1 , qa2 , · · · , qar
qb1 , qb2 , · · · , qbs
∣∣∣∣∣q; z(1− q)s+1−r
)
=r Fs
(
a1, a2, · · · , ar
b1, b2, · · · , bs
∣∣∣∣∣(−1)s+1−rz
)
, r ≤ s+ 1
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where the right side of the above equation is hypergeometric series which is defined
as
rFs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣∣z
)
=
∞∑
n=0
(a1, a2, . . . , ar)n
(b1, b2, . . . , bs)n
zn
n!
.
There are ample identities that involves hypergeometric series, where we have sum
on one side and product on the other side. I will mention few of them. The details,
proofs and more identities can be found in [14].
Theorem 1.2.1
i) q-Pfaff-Saalschutz: The sum of a terminating balanced 3φ2 is given by
3φ2
(
q−n, a, b
c, d
∣∣∣∣∣q, q
)
=
(d/a, d/b; q)n
(d, d/ab; q)n
(1.4)
with cd = abq1−n.
ii) The Euler sums are given as
eq(z) :=
∞∑
n=0
zn
(q; q)n
=
1
(z; q)∞
, |z| < 1, (1.5)
and
Eq(z) :=
∞∑
n=0
zn
(q; q)n
qn(n−1)/2 = (−z; q)∞. (1.6)
iii) The Jacobi Triple Product Identity is
∞∑
−∞
qn
2
zn = (q2,−qz,−q/z; q2)∞. (1.7)
Below is a Lemma that gives important identities involving q-shifted factorials
which will be used in the course of this dissertation.
Lemma 1.2.2 The following identities holds:
(aq−n; q)k =
(a; q)k(q/a; q)n
(q1−k/a; q)n
q−nk, (1.8)
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(a; q)n−k =
(a; q)n(q
1−n/b; q)k
(b; q)n(q1−n/a; q)k
(
b
a
)k
, (1.9)
(a; q)n−k =
(a; q)n
(q1−n/a; q)k
(−a)−kq 12k(k+1)−nk, (1.10)
(a; q−1)n = (1/a; q)n(−a)nq−n(n−1)/2. (1.11)
Proof. To prove (1.8) expand the left side as follows,
(aq−n; q)k = (1− aq−n)(1− aq1−n) · · · (1− aqk−1−n)
= (−1)kq−nk+ k(k−1)2 (1− q
n/a)(1− qn−1/a) · · · (1− q/a)
(1− qn−k/a)(1− qn−1−k/a) · · · (1− q/a)
= (−1)kq−nk+ k(k−1)2 (q/a; q)n(1− 1/a)(1− q/a) · · · (1− q
1−k/a)
(1− qn−k/a)(1− qn−1−k/a) · · · (1− q1−k/a) .
The last equality indeed implies the right side of (1.8). The proofs of the remaining
identities follow in the same way. 2
1.3 General properties of orthogonal polynomials
In this section, we briefly explain basic notion, properties, and applications of
general Orthogonal Polynomials.
Definition 1.3.1 We say w(x) ≥ 0, for x ∈ R, is a weight function if the integral
µn :=
∫
R
xnw(x)dx (1.12)
exists for all n ≥ 0. Existence here means that the resulting integrals are finite for
all non-negative integers n.
The µn’s are called the moments with respect to the weight function w(x). In most
cases the weight functions are supported on the finite interval. We mention few
10
examples. It is known that w(x) = (1 − x)α(1 + x)β for x ∈ (−1, 1) is a weight
function for Jacobi polynomials, w(x) = xαe−x for x ∈ [0,∞) is a weight function for
Laguerre polynomials and w(x) = e−x for x on R is a weight function for Hermite
polynomial .
Given a weight function w(x), the nth monic orthogonal polynomials (denoted by
Qn(x)) are constructed so that they satisfy∫
R
Qn(x)x
kw(x)dx = 0, k = 0, . . . , n− 1. (1.13)
The above equation is equivalent to∫
R
Qn(x)pk(x)w(x)dx = 0, k = 0, . . . , n− 1,
where pk(x) is any polynomial of degree k. Below is a more general theorem about
existence and uniqueness of such polynomials. One can refer to [14] for the details
and proof.
Theorem 1.3.2 Given a positive Borel measure µ on R with infinite support and
finite moments, there exists a unique sequence of monic polynomials {Qn(x)}∞0 ,
Qn(x) = x
n + lower order terms, n = 0, 1, . . . ,
and a sequence of positive numbers {ζn}∞0 , with ζ0 = 1 such that∫
R
Qn(x)Qm(x)dµ(x) = ζnδn,m. (1.14)
We introduce the determinant
∆n =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 · · · µn
µ1 µ2 · · · µn+1
. . · · · .
. . · · · .
µn µn+1 · · · µ2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (1.15)
The existence of orthogonal system can be stated also as follows.
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Theorem 1.3.3 Suppose that we have a positive weight function w(x) that satis-
fies the integral as in (1.12) with finite moments and ∆n as defined by the matrix
above. Then a necessary and sufficient condition for the existence of an orthogonal
polynomial with respect the weight function is
∆n 6= 0, n = 0, 1, 2, . . . .
Remark 1.3.4 The result of Theorem 1.3.3 can be extended and stated as follow.
Let the moment integral in (1.12) be positive definite if it satisfies the condition that∫
R
Q(x)w(x)dx > 0 (1.16)
for any positive polynomial Q(x). Then, the moment integral is positive definite if
and only if all its moments are real and ∆n > 0.
Next is the Fundamental recurrence formula which states that all systems of
orthogonal polynomials satisfies a three-term recurrence relation. For the proof refer
to [14].
Theorem 1.3.5 If Qn(x) is a simple set of real polynomials orthogonal with respect
to w(x) > 0 on a < x < b, there exists sequence of numbers An, Bn, Cn such that for
n ≥ 1
xQn(x) = AnQn+1(x) +BnQn(x) + CnQn−1(x) (1.17)
in which An 6= 0 and Cn 6= 0.
For the case of monic orthogonal polynomials that satisfy the recurrence relation
xφn(x) = φn+1(x) +Bnφn(x) + Cnφn−1(x), (1.18)
with orthogonality ∫
R
φn(x)φm(x)dµ(x) = ζnδn,m, (1.19)
then Cn > 0 and ζn = C1 · · ·Cn. It is also possible to note that for the monic case
ζn =
∆n
∆n−1
.
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Remark 1.3.6 It is also possible to verify using Remark 1.3.4 that the necessary
and sufficient conditions for the system of polynomials {φn(x)} to be orthogonal on
the real line with respect to positive measure is the three-term recurrence relation
(1.18) holds with An, Bn, Cn real and AnCn+1 > 0 for n = 0, 1, 2, . . ..
Another important consideration in orthogonal polynomials is about properties
of its zeros. The zeros of system of orthogonal polynomials are simple and interlace.
Below is a theorem on Christoffel-Darboux identities which are used to verify about
the simplicity and interlacing properties of zeros of orthogonal polynomials.
Theorem 1.3.7 The Christoffel-Darboux identities hold for N > 0:
N−1∑
k=0
Qk(x)Qk(y)
ζk
=
QN(x)QN−1(y)−QN(y)QN−1(x)
ζN−1(x− y) , (1.20)
N−1∑
k=0
Q2k(x)
ζk
=
Q′N(x)QN−1(x)−QN(x)Q′N−1(x)
ζN−1
, (1.21)
where Qk(x) and ζk are as given in Theorem 1.3.2.
Theorem 1.3.8 Let {Qn(x)}∞n=0 be a sequence of orthogonal polynomials. Then
Qn(x) has n simple real zeros and zeros of Qn(x) and Qn−1(x) interlace.
Finally it is also worth mentioning the expansion property of orthogonal polyno-
mials. Given a weight function w(x) over the interval a < x < b we can introduce
inner product as
(f, g) =
∫ b
a
f(x)g(x)w(x)dx
where f(x), and g(x) are functions where the integral above exists. With the above
inner product one can verify the following theorem about expansion.
Theorem 1.3.9 Let {Qn(x)} be a simple set of orthogonal polynomials with respect
to the weight function w(x) > 0 over the interval a < x < b, and let p(x) be a
polynomial of degree m. Then
P (x) =
m∑
k=0
CkQk(x),
13
where
Ck =
∫ b
a
P (x)Qk(x)w(x)dx∫ b
a
Q2k(x)w(x)dx
.
From the above theorem it is immediate that a system of orthogonal polynomials
forms a basis for polynomial functions.
14
Chapter 2
A Finite Family of q-Orthogonal Polynomials
For q > 1 the continuous q-Jacobi polynomials form a family of polynomials or-
thogonal on the imaginary axis. We renormalized to form a two parameter system of
polynomials orthogonal on the real axis. This model leads to a four parameter finite
family of orthogonal polynomials and its closed form expression, a three-term recur-
rence relation, an eigenvalue equation, Rodrigues formula and a generating function
for this generalization are computed. The discriminant of the two parameter system
of polynomials of arbitrary degree is also evaluated.
Lemma 2.0.10 Routh[19] classified all orthogonal polynomials {pn(x)} satisfying the
differential equation
f(x)y′′ + g(x)y′ + h(x)y = λny, n = 0, 1, . . . , (2.1)
with polynomial coefficients f , g and h independent of n, and λn a constant. He
showed that in addition to the Jacobi, Hermite, and Laguerre polynomials (2.1) is
satisfied by a finite family of Jacobi type polynomials {P (α,β)n (ix) : n = 0, 1, . . . , N}
with α = a+ ib, β = a− ib.
The system of polynomials constructed in the next section is one of such family of
polynomials.
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2.1 Continuous q-Jacobi polynomials
This section contains a brief introduction of the construction of continuous q-Jacobi
polynomials from Askey-Wilson polynomials, some properties and related formulas.
More detailed information can be obtained in [14] and [16].
The Askey-Wilson polynomials are built through the method of attachment, which
involves generating functions and summation theorems to get new orthogonal or
biorthogonal functions. We briefly explain the method of attachment using the con-
struction of Al-Salam-Chihara polynomials.
The orthogonality relation of continuous q-Ultraspherical polynomials can be writ-
ten in an equivalent integral form of∫ pi
0
(t1βe
iθ, t1βe
−iθ, t2βeiθ, t2βe−iθ, e2iθ, e−2iθ; q)∞
(t1eiθ, t1e−iθ, t2eiθ, t2e−iθ, βe2iθ, βe−2iθ; q)∞
dθ
=
(β, qβ; q)∞
(q, β2; q)∞
2φ1(β
2, β; qβ; q, t1t2), |t1| < 1, |t2| < 1.
Taking β = 0, one obtains the following weight function whose mass is given by the
integral∫ pi
0
(e2iθ, e−2iθ; q)∞
(t1eiθ, t1e−iθ, t2eiθ, t2e−iθ; q)∞
dθ =
2pi
(q, t1t2)∞
, |t1| < 1, |t2| < 1. (2.2)
To construct polynomials pn(x; t1, t2|q) orthogonal with respect to the weight function
w1(x; t1, t2|q) = (e
2iθ, e−2iθ; q)∞
(t1eiθ, t1e−iθ, t2eiθ, t2e−iθ; q)∞
1√
1− x2 , x = cos θ,
one can write pn(x; t1, t2|q) as
pn(x; t1, t2|q) =
n∑
k=0
(q−n, t1eiθ, t1e−iθ; q)k
(q; q)k
an,k,
because it can be easily attached to the weight function and the integral can be
evaluated using (2.2). The polynomials are called Al Salam-Chihara polynomials
and their closed form is
pn(x; t1, t2|q) = 3φ2
(
q−n, t1eiθ, t1e−iθ
t1t2, 0
∣∣∣∣∣q; q
)
.
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Details and proofs can be found in [14].
With the above motivation concerning the method of attachment, the polynomials
orthogonal with respect to the weight function whose total mass is given by the
Askey-Wilson q-beta integral,∫ pi
0
(e2iθ, e−2iθ; q)∞∏4
j=1(tje
iθ, tje−iθ; q)∞
dθ =
2pi(t1t2t3t4; q)∞
(q; q)∞
∏
1≤j<k≤4(tjtk; q)∞
,
where |tj| < 1, j = 1, . . . , 4 are called Askey-Wilson polynomials and have the basic
hypergeometric representation
Pn(x; t1, t2, t3, t4 | q) = t−n1 (t1t2, t1t3, t1t4; q)n4φ3
(
q−n, t1t2t3t4qn−1, t1eiθ, t2e−iθ
t1t2, t1t3, t1t4
∣∣∣∣∣q; q
)
.
(2.3)
This system of polynomials satisfy the following orthogonality relation under the
assumption that if t1, t2, t3, t4 are real, or occur in complex conjugate pairs if complex,
then max{| t1 |, | t2 |, | t3 |, | t4 |} < 1. It is known that
1
2pi
∫ 1
−1
w(x)√
1− x2Pm(x; t1, t2, t3, t4 | q)Pn(x; t1, t2, t3, t4 | q)dx = hnδmn, (2.4)
where
w(x) := w(x; t1, t2, t3, t4 | q) =
∣∣∣∣∣ (e2iθ; q)∞(t1eiθ, t2eiθ, t3eiθ, t4eiθ; q)∞
∣∣∣∣∣
2
is the weight function for the Askey-Wilson polynomials and
hn =
(t1t2t3t4q
n−1; q)n(t1t2t3t4q2n; q)∞
(qn+1, t1t2qn, t1t3qn, t1t4qn, t2t3qn, t2t4qn, t3t4qn; q)∞
.
They satisfy the recurrence relation
2xpn(x) = Anpn+1(x) + [t1 + t
−1
1 − (An + Cn)]pn(x) + Cnpn−1(x),
where
pn(x) := pn(x; t1, t2, t3, t4 | q) = t
n
1Pn(x; t1, t2, t3, t4 | q)
(t1t2, t1t3, t1t4, ; q)n
,
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An =
(1− t1t2qn)(1− t1t3qn)(1− t1t4qn)(1− t1t2t3t4qn−1)
t1(1− t1t2t3t4q2n−1)(1− t1t2t3t4q2n) ,
and
Cn =
t1(1− qn)(1− t2t3qn−1)(1− t2t4qn−1)(1− t3t4qn−1)
(1− t1t2t3t4q2n−2)(1− t1t2t3t4q2n−1) .
Askey-Wilson polynomials also satisfy the q-Difference equation
(1− q)2Dq [ w˜(x; t1q1/2, t2q1/2, t3q1/2, t4q1/2 | q)Dqy(x)]
+λnw˜(x; t1, t2, t3, t4 | q)y(x) = 0, y(x) = pn(x; t1, t2, t3, t4 | q),
where
w˜(x; t1, t2, t3, t4 | q) := w(x; t1, t2, t3, t4 | q)√
1− x2 ,
and
λn = 4q
−n+1(1− qn)(1− abcdqn−1).
Here Dq is the Askey-Wilson operator which is defined as
(Dqf)(x) :=
fˇ(q1/2z)− fˇ(q−1/2z)
(q1/2 − q−1/2)(z − 1/z)/2 , (2.5)
where x = (z+1/z)/2 and fˇ(z) = f((z+1/z)/2). Here x = cos θ and one can observe
that z = eiθ.
The expansion formula is an important notion related to the Askey-Wilson op-
erator Dq. The Askey-Wilson operator Dq acts nicely on (ae
iθ, ae−iθ; q)n. The
(aeiθ, ae−iθ; q)n are viewed as the basis for q-polynomials which is analogue to the
basis xn for classical polynomials. Indeed, for a polynomials of degree n the expan-
sion formula is
f(x) =
n∑
k=0
fk(ae
iθ, ae−iθ; q)k,
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where
fk =
(q − 1)k
(2a)k(q; q)k
q−k(k−1)/4(Dkqf)(xk)
and
xk =
1
2
(
aqk/2 +
q−k/2
a
)
.
The continuous q-Jacobi polynomials are special case of Askey-Wilson polynomials
with parameter identification as follows. If we take t1 = q
1
2
α+ 1
4 , t2 = q
1
2
α+ 3
4 , t3 =
−q 12β+ 14 , t4 = −q 12β+ 34 in the definition of the Askey-Wilson polynomials after re-
normalizing it follows that, for n = 1, 2, . . .,
P (α,β)n (x | q) =
(qα+1; q)n
(q; q)n
4φ3
(
q−n, qn+α+β+1, q
1
2
α+ 1
4 eiθ, q
1
2
α+ 1
4 e−iθ
qα+1,−q 12 (α+β+1),−q 12 (α+β+2)
∣∣∣∣∣q; q
)
, (2.6)
where x = cos θ.
The above polynomials are called continuous q-Jacobi polynomials and solve the
normalized recurrence relation
xpn(x) = pn+1(x) +
1
2
[q
1
2
α+ 1
4 + q−
1
2
α− 1
4 − (An + Cn)]pn(x) + 1
4
An−1Cnpn−1(x), (2.7)
where
P (α,β)n (x | q) =
2nq(
1
2
α+ 1
4
)n(qn+α+β+1; q)n
(q,−q( 12α+β+1),−q( 12α+β+2); q)n
pn(x), (2.8)
An =
(1− qn+α+1)(1− qn+α+β+1)(1 + qn+ 12 (α+β+1))(1 + qn+ 12 (α+β+2))
q
1
2
α+ 1
4 (1− q2n+α+β+1)(1− q2n+α+β+2) , (2.9)
and
Cn =
q
1
2
α+ 1
4 (1− qn)(1− qn+β)(1 + qn+ 12 (α+β))(1 + qn+ 12 (α+β+1))
(1− q2n+α+β)(1− q2n+α+β+1) . (2.10)
For α ≥ −1
2
and β ≥ −1
2
, the continuous q-Jacobi polynomials have the orthogonality
formula
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12pi
∫ 1
−1
w(x)√
1− x2P
(α,β)
m (x | q)P (α,β)n (x | q)dx
=
(q
1
2
(α+β+2), q
1
2
(α+β+3); q)∞
(q, qα+1, qβ+1,−q 12 (α+β+1),−q 12 (α+β+2); q)∞
×
(1− qα+β+1)(qα+1, qβ+1,−q 12 (α+β+3); q)n
(1− q2n+α+β+1)(q, qα+β+1,−q 12 (α+β+1); q)n
q(α+
1
2
)nδmn,
where
w(x) := w(x; qα, qβ|q) =
∣∣∣∣∣ (e2iθ; q)∞(q 12α+ 14 eiθ , q 12α+ 34 eiθ ,−q 12β+ 14 eiθ ,−q 12β+ 34 eiθ ; q)∞
∣∣∣∣∣
2
.
and δmn is the Kronecker delta, which is one if m = n and zero otherwise.
For q > 1, the continuous q-Jacobi polynomials {P (α,β)n (x | q)} are orthogonal
on the imaginary axis. It is possible to renormalize in order to form a system of
polynomials orthogonal on the real line.
First we will look at Jacobi and q-Hermite polynomials, for which similar results
have already been considered by M. Ismail.
Example 2.1.1 The system of Jacobi polynomials has weight function w(x;α, β)
= (1− x)α(1 + x)β, for x ∈ (−1, 1). This weight function has the integral value of∫ 1
−1
w(x;α, β)dx = 2α+β+1
Γ(α + 1)Γ(β + 1)
Γ(α+ β + 2)
.
One can easily observe that the above integral follows from the definition of the Beta
integral.
The closed form of Jacobi polynomials has hypergeometric representation
P (α,β)n (x) =
(α + 1)n
n!
2F1
(
−n, α + β + n+ 1
α+ 1,
∣∣∣∣∣1− x2
)
,
and this system of polynomials satisfies the orthogonality relation∫ 1
−1
P (α,β)m (x)P
(α,β)
n (x)(1− x)α(1 + x)β = h(α,β)n δm,n,
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where
h(α,β)n =
2α+β+1Γ(α + n+ 1)Γ(β + n+ 1)
n!Γ(α + β + n+ 1)Γ(α + β + 2n+ 1)
.
These polynomials solve the recurrence formula
2(n+ 1)(n+ α + β + 1)(α + β + 2n)P
(α,β)
n+1 (x)
= (α+ β + 2n+ 1)[(α2 − β2) + x(α+ β + 2n+ 2)(α+ β + 2n)]
×P (α,β)n (x)− 2(α + n)(β + n)(α+ β + 2n+ 2)P (α,β)n−1 (x),
for n ≥ 0, with initial conditions p(α,β)−1 (x) = 0 and p(α,β)0 (x) = 1.
Using the change of parameters α = a + bi, β = a − bi, x → ix, applied to the
recurrence relation of Jacobi polynomials and redefining pn(ix)
in
= Qn(x) we obtain the
recurrence formula
(n+ 1)(n+ 2a+ 1)(n+ a)Qn+1(x) = (2a+ 2n+ 1)[ab+ x(a+ n+ 1)(a+ n)Qn(x)
− ((a+ n)2 + b2)(a+ n+ 1)Qn−1(x).
Because of the positivity condition on the coefficients of the recurrence relation,
a+n+1 should be less than zero and we may redefine a = −A and n+1−A < 0 for
only finitely many values of n. Hence we observe that the normalization above gives
finitely many system of orthogonal polynomials as suggested by Routh in Lemma
2.0.10.
Example 2.1.2 Another example is continuous q-Hermite polynomials. The contin-
uous q-Hermite polynomials {Hn(x|q)} are generated by the recursion relation
2xHn(x|q) = Hn+1(x|q) + (1− qn)Hn−1(x|q),
with initial conditions H0(x|q) = 1, and H1(x|q) = 2x. They have the closed form
representation
Hn(cosθ|q) =
n∑
k=0
(q; q)ne
i(n−2k)θ
(q; q)k(q; q)n−k
21
with the generating function
∞∑
n=0
Hn(x|q) t
n
(q; q)n
=
1
(teiθ, te−iθ; q)∞
,
and satisfy the orthogonality relation∫ 1
−1
Hm(x|q)Hn(x|q)w(x|q)dx = 2pi(q; q)n
(q; q)∞
δm,n,
where
w(x|q) = (e
2iθ, e−2iθ; q)∞√
(1− x2) , x = cos θ, 0 ≤ θ ≤ pi.
Continuous q-Hermite polynomials Hn(x | q) are orthogonal on imaginary axis for
q > 1. The normalization
hn(x | q) = i−nHn(ix | 1/q)
gives
h0(x | q) = 1, h1(x | q) = 2x
and
hn+1(x | q) = 2xhn(x | q)− q−n(1− qn)hn−1(x | q), n > 0,
and hence we can assume 0 < q < 1. This implies the normalized system of poly-
nomials are orthogonal on the real line. The weight of orthogonality, closed form,
generating function of the normalized q-Hermite polynomials and more related for-
mulas are given in [1] with details.
With the above motivation we now look back to continuous q-Jacobi polynomials
for q > 1. For q > 1, the system of polynomials {P (α,β)n (x)} are orthogonal on
the imaginary axis and we need to renormalize in order to make these polynomials
orthogonal on the real line. After different trials and recalling Lemma 2.0.10, the
22
following normalization is obtained that makes this system orthogonal on the real
axis.
The proper normalization is to make the following change of parameters
i. q
1
2
α+ 1
4 := A = a+ bi, (2.11)
ii. q
1
2
β+ 1
4 := B = a− bi (2.12)
and replace x by ix. With this the three-term recurrence relation (2.7) becomes
ixpn(ix) = pn+1(ix) + iC1pn(ix) + C2pn−1(ix). (2.13)
The Maple output shows that the values of C1 and C2 are real constants and is in-
cluded below. Dividing (2.13) by in+1 we have
xpn(ix)
in
=
pn+1(ix)
in+1
+ C1
pn(ix)
in
− C2pn−1(ix)
in−1
.
With the normalization
Qn(x; q) :=
pn(ix)
in
,
we obtain the recursive relation
xQn(x; q) = Qn+1(x; q) + C1Qn(x; q)− C2Qn−1(x; q). (2.14)
C1 and C2 are computed by Maple to be as follows.
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Set
e1 = (q
n+2 − b6q4n+3/2 − b6q4n+1 + q2n+5/2a2 − q4n+3/2a6 + b10q5n+1
+ b10q5n+3/2 + b8q4n+2 − b8q5n+2 + b8q4n+1 + b8q4n+1/2 + b8q4n+3/2
− b6q4n+5/2 − b4q2n+1 − b4q2n+3/2 − b4q2n+2 − b4q2n+1/2 + q5n+1a10
− q4n+5/2a6 + q4n+1a8 + q4n+1/2a8 + q4n+2a8 + q4n+3/2a8 − q5n+3/2a8
+ q5n+3/2a10 − q4n+1a6 − q4n+2a6 − qn+1b2 + qn+3/2 − 2q2n+3/2a2b2
− 6a4b4q5n+3/2 + 6a4b4q4n+1/2 − 6a4b4q5n+2 + 6a4b4q4n+3/2
− 3a4b2q4n+5/2 + 5a2b8q5n+1 + 5a2b8q5n+3/2 + 4a2b6q4n+3/2
− q5n+2a8 + q2n+1a2 + q2n+3/2a2 + q2n+2a2 − q2n+1/2a4 − q2n+1a4
− q2n+3/2a4 − q2n+2a4 + q2n+5/2b2 − qn+3/2b2 − qn+1a2 − qn+3/2a2
− 3q4n+1b4a2 + b2q2n+1 + b2q2n+3/2 + b2q2n+2 − b8q5n+3/2 − b6q4n+2
+ 4a2b6q4n+1 − 4a2b6q5n+3/2 − 4a2b6q5n+2 + 4a2b6q4n+1/2
− 3a2b4q4n+5/2 + 5a8b2q5n+1 + 5a8b2q5n+3/2 + 4a2b6q4n+2
+ 10a6b4q5n+1 − 2q2n+1/2a2b2 + 10a6b4q5n+3/2 + 4a6b2q4n+2
+ 4a6b2q4n+3/2 + 4a6b2q4n+1 − 4a6b2q5n+3/2 − 4a6b2q5n+2
+ 4a6b2q4n+1/2 + 10a4b6q5n+1 + 10a4b6q5n+3/2 + 6a4b4q4n+1
+ 6a4b4q4n+2 − 3q4n+1a4b2 − 3q4n+2a4b2 − 3q4n+2b4a2
− 3q4n+3/2b4a2 − 3q4n+3/2a4b2 − 2q2n+1a2b2 − 2q2n+2a2b2)b,
and
e2 =
√
qA2B2[q − q2n(1 + q + q2) + q4nA2B2(1 + q + q2 − q2n+1A2B2)].
Then C1 = e1/e2 and
C2 =
(1− qn−1(a2 + b2)2)(1 + qn−1(a2 − b2))(1− qn−1/2(a2 − b2))(1 + qn−1/2(a2 + b2))
(1− q2n−2(a2 + b2)2)(1− q2n−1(a2 + b2)2)2(1− q2n(a2 + b2))
×(1− qn)(1 + qn(a2 + b2)[(1− qn−1/2a2)2 + (1 + qn−1/2b2)2 + 2q2n−1a2b2 − 1].
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Theorem 2.1.3 The polynomial Qn(x; q) have closed form
Qn(x; q) =
(AB, q1/2AB,−q1/2A2; q)n
2nAn(qnA2B2; q)n
4φ3
(
q−n, qnA2B2, Aeξ,−Aeξ
AB, q1/2AB,−q1/2A2
∣∣∣∣∣q; q
)
, (2.15)
where ix = cos θ and θ = pi
2
− iξ (in particular x = sinh ξ).
Proof. Making the substitution (2.11) and (2.12) in (2.6) and taking θ = pi
2
− iξ we
have
Qn(x; q) =
(−AB,−q1/2AB, q1/2A2; q)n
2n(iA)n(qnA2B2; q)n
4φ3
(
q−n, qnA2B2, iAeξ,−iAeξ
−AB,−q1/2AB, q1/2A2
∣∣∣∣∣q; q
)
.
Finally changing iA→ A and iB → B, the result of the theorem follows. 2
Motivated by the form of the polynomials we shall study the following four pa-
rameter family of polynomials:
Qn(sinh ξ; t | q) = Qn(sinh ξ; t1, t2, t3, t4 | q) := (−t1t2,−t1t3,−t1t4; q)nt−n1
×4φ3
 q−n, qn−1t1t2t3t4, t1eξ,−t1e−ξ
−t1t2,−t1t3,−t1t4
∣∣∣∣∣∣ q; q
 .
We shall always use t to denote the quadruple (t1, t2, t3, t4), hence c t stands for
(c t1, c t2, c t3, c t4). Observe that these general four parameter polynomials are consid-
ered because of the parameter identification A = t1, q
1/2A = −t2, B = t3, q1/2B = t4.
2.2 The polynomials Qn
Here we construct three-term recurrence relation for the polynomials Qn from
Askey-Wilson polynomials three-term recurrence relation. The Askey-Wilson poly-
nomials Pn(x; s) are defined by [4],
Pn(cos θ; s) := (s1s2, s1s3, s1s4; p)ns
−n
1 4φ3
 p−n, pn−1s1s2s3s4, s1eiθ, s1e−iθ
s1s2, s1s3, s1s4
∣∣∣∣∣∣ p; p
 .
These polynomials satisfy the three-term recurrence relation
xPn(x; s) = AnPn+1(x; s) +BnPn(x; s) + CnPn−1(x; s), n ≥ 0, (2.16)
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with P−1(x; s) = 0, P0(x; s) = 1, where
An =
1− s1s2s3s4pn−1
(1− s1s2s3s4p2n−1)(1− s1s2s3s4p2n) ,
Cn =
(1− pn) ∏
1≤j<k≤4
(1− sjskpn−1)
(1− s1s2s3s4p2n−2)(1− s1s2s3s4p2n−1) ,
(2.17)
and
Bn = s1 + s
−1
1 − s−11 An
4∏
j=2
(1− s1sjpn)− s1Cn∏
2≤k≤4
(1− s1skpn−1) . (2.18)
Now replace p by 1/q and sj by i/tj, 1 ≤ j ≤ 4, respectively in (2.17) and (2.18) and
denote the transformed An, Bn and Cn by A
′
n, B
′
n and C
′
n. Thus,
A′n = −
(t1t2t3t4q
3n)(1− t1t2t3t4qn−1)
(1− t1t2t3t4q2n−1)(1− t1t2t3t4q2n) ,
C ′n = −
q3−3n(1− qn) ∏
1≤j<k≤4
(1 + tjtkq
n−1)
t1t2t3t4(1− t1t2t3t4q2n−2)(1− t1t2t3t4q2n−1) ,
(2.19)
and
B′n = i/t1 − it1 +
iq−3n
t21t2t3t4
A′n
4∏
j=2
(1 + t1tjq
n)− it
2
1t2t3t4p
3n−3C ′n∏
2≤k≤4
(1 + t1tkqn−1)
. (2.20)
Then replace x by ix in (2.16). This is done by writing x = cos θ and replace θ by
pi/2− iξ. Under this replacement Pn(x; s) is mapped to Qn(sinh ξ; t), with
Qn(sinh ξ, t) = (it1t2t3t4)
nq3n(n−1)/2Pn(cos θ; s). (2.21)
Hence, the three-term recurrence relation for Qn(x) is
xQn(x; t) = A
′′
nQn+1(x; t) + B
′′
nQn(x; t) + C
′′
nQn−1(x; t), n ≥ 0, (2.22)
where
A′′n =
−A′n
t1t2t3t4q3n
, B′′n =
B′n
i
, C ′′n = C
′
nt1t2t3t4q
3n−1, (2.23)
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with initial conditions Q−1(x; t) = 0, Q0(x; t) = 1.
Here the positivity condition of the recurrence relation is such that,
A′′n−1C
′′
n > 0. (2.24)
It follows that from (2.19) and (2.23) the positivity condition holds for
1− t1t2t3t4qn−2 < 0.
This in turn implies
t1t2t3t4q
n−2 > 1.
Or equivalently that ∣∣∣∣ q2−nt1t2t3t4
∣∣∣∣ < 1. (2.25)
The above inequality holds only for finitely many n, and hence this normalization
gives finitely many polynomials as suggested by Routh in Lemma 2.0.10. For purpose
of the positivity condition of weight function considered later in this section, the pairs
t1 and t3, t2 and t4 are assumed to be complex conjugates.
2.3 The Lowering operator
Systems of orthogonal polynomials are solutions of some differential equation
or satisfy some difference equation. The polynomials under consideration satisfy a
divided difference equation. The relevant operator here is the Lowering operator Dq,
which is an analogue of Askey-Wilson operator, and the averaging operator Aq. They
are defined respectively by
(Dqf)(x) = fˆ(q
1/2z)− fˆ(q−1/2z)
(q1/2 − q−1/2)[(z + z−1)/2] , (2.26)
(Af)(x) = 1
2
[fˆ(q1/2z) + fˆ(q−1/2z)], (2.27)
with
fˆ(z) = f(
z − z−1
2
), x = (
z − z−1
2
). (2.28)
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Here the parametrization is x = sinh ξ and therefore one may think z as eξ. The
product rule for Aq is
Dqfg = AqfDqg +AqgDqf. (2.29)
We introduce inner product with respect to w(x) = 1√
1+x2
. For f and g
∈ L2(R, (1 + x2)−1/2)
〈f, g〉 =
∫
R
f(x)g(x)
dx√
1 + x2
. (2.30)
Theorem 2.3.1 Let f , g ∈ L2(R, (1+x2)−1/2). Then the inner product defined above
satisfies
〈Dqf, g〉 = −〈f,
√
1 + x2Dqg(x)(1 + x2)−1/2〉. (2.31)
Proof. We compute
(q1/2 − q−1/2)〈Dqf, g〉 =
∫ ∞
0
fˆ(q1/2u)− fˆ(q−1/2u)
(u2 + 1)/2
gˆ(u)du
=
∫ ∞
0
fˆ(u)gˆ(q−1/2u)
(q−1/2u2 + q1/2)/2
du
−
∫ ∞
0
fˆ(u)gˆ(q1/2u)
(q1/2u2 + q−1/2)/2
du.
This implies the result. 2
The polynomials {φn(x | q)} given by
φn(x | q) := (aeξ,−ae−ξ; q)n (2.32)
where x = sinh ξ, form a basis in the vector space of all polynomials over C. The
result of applying the lowering operator to {φn(x | q)} is given by the following
lemma.
Lemma 2.3.2 Let {φn(x | q)} be as defined by (2.32). Then
Dqφn(x | q) = −2a(1− q
n)
1− q (q
1/2aeξ,−q1/2ae−ξ; q)n−1. (2.33)
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Proof. From the definition of Dq it follows that
Dqφn(x | q)
=
(q1/2aeξ,−q−1/2ae−ξ; q)n − (q−1/2aeξ,−q1/2ae−ξ; q)n
(q1/2 − q−1/2) cosh ξ
=
(q1/2aeξ,−q1/2ae−ξ; q)n−1[q−1/2a(e−ξ + eξ)− qn−1/2a(e−ξ + eξ)]
(q1/2 − q−1/2) cosh ξ
=
−2a(1− qn)
1− q (q
1/2aeξ,−q1/2ae−ξ; q)n−1.
2
Theorem 2.3.3 The polynomials {Qn(x; t | q)} have the property that
DqQn(x; t | q) = 2(1− q
n)(1− qn−1t1t2t3t4)
q(n−1)/2(1− q) Qn−1(x; q
1/2t | q). (2.34)
Proof.
DqQn(x; t | q)
=
(−t1t2,−t1t3,−t1t4; q)n
tn1 (q
n−1t1t2t3t4; q)n
n∑
k=0
(q−n, qn−1t1t2t3t4; q)k
(q,−t1t2,−t1t3,−t1t4; q)k q
k
×−2t1(1− q
k)
(1− q) (q
1/2t1e
ξ,−q1/2t1e−ξ; q)k−1
=
−2q n+12 (1− q−n)(1− qn−1t1t2t3t4)
(1− q)
(−qt1t2,−qt1t3,−qt1t4; q)n−1
(q1/2t1)n−1(qnt1t2t3t4; q)n−1
×
n−1∑
k=0
(q−n+1, qnt1t2t3t4, q1/2t1eξ,−q1/2t1e−ξ; q)k−1
(q,−qt1t2,−qt1t3,−qt1t4; q)k−1 q
k−1
=
2(1− qn)(1− qn−1t1t2t3t4)
q(n−1)/2(1− q) Qn−1(x; q
1/2t | q),
where we used (2.33) in the first equality and after simple manipulation and simpli-
fication we get the last equality which implies the result of the theorem. 2
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To construct weight function for the polynomials Qn(x|q) we begin with the weight
function of continuous q-Jacobi polynomials. The weight function of continuous q-
Jacobi polynomials is given as
w(x|q) := w(x; qα, qβ|q) =
∣∣∣∣∣ (e2iθ; q)∞(q 12α+ 14 eiθ, q 12α+ 34 eiθ,−q 12β+ 14 eiθ,−q 12β+ 34 eiθ; q)∞
∣∣∣∣∣
2
,
(2.35)
where α ≥ −1/2 and β ≥ −1/2. To introduce the weight function of the polynomials
Qn make the change of parameters (2.11) and (2.12) to obtain
w(x|q) =
∣∣∣∣∣ (e2iθ; q)∞(Aeiθ, q1/2Aeiθ,−Beiθ,−Bq1/2eiθ; q)∞
∣∣∣∣∣
2
.
Now, taking x = sinh ξ, i.e. θ = pi
2
− iξ, the above weight function becomes
w(x | q) = (−e
2ξ, e−2ξ; q)∞
(iAeξ, q1/2iAeξ,−iBeξ,−q1/2iBeξ; q)∞
× 1
(−iAe−ξ,−q1/2iAe−ξ, iBe−ξ, q1/2iBe−ξ; q)∞ .
Finally, defining iA := A, iB := B and defining t′is for i = 1, . . . , 4 to be
A = t1, q
1/2A = −t2, B = t3, q1/2B = t4, (2.36)
it follows that
w(x; t | q) = (−e
2ξ, e−2ξ; q)∞∏4
j=1(tje
ξ,−tje−ξ; q)∞
. (2.37)
With this, we introduce the weight function
w˜(x; t | q) = w(x; t | q)
cosh ξ
.
In order for w˜ to be positive we require that the parameters t1, t2, t3, t4, to be nonreal
and appear as two conjugate pairs. In addition to positivity we require that∫
xnw˜(x, t) =
∫
(sinh ξ)n
(−e2ξ, e−2ξ; q)∞∏4
j=1(tje
ξ,−tje−ξ; q)∞
dξ <∞
as ξ → +∞.
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Indeed, setting eξ = q−mu for q < u < 1 it follows that the integrand above is
q−mn
(−q−2mu2; q)2m∏4
j=1(tjq
−mu; q)m
= q−mn
(1 + q−2mu2) · · · (1 + q−1u2)∏4
j=1(1− q−mutj) · · · (1− q−1tju)
,
and as ξ → +∞ the right side of the above equality becomes
q−mn+m
(t1t2t3t4)m
.
Hence, for the above integral to be finite we require that∣∣∣∣ q1−nt1t2t3t4
∣∣∣∣ < 1.
One observes that this agrees with the positivity condition we obtained for three-term
recurrence relation perviously in (2.25). The above inequality holds for finitely many
values of n, which indeed is the reason why the system of polynomials obtained here
is finite.
Theorem 2.3.4 Let σj, j = 1, . . . , 4, be the elementary symmetric function of tj’s,
for j = 1, . . . , 4. Then
Dqw˜(x; q1/2t | q) = 2w˜(x; t | q)
(1− q) [σ1 + σ3 + 2x(1− σ4)]. (2.38)
Proof.
Dqw˜(x; q1/2t | q)
=
2(−qe2ξ,−1/qe−2ξ; q)∞
(q1/2 − q−1/2) cosh ξ∏4j=1(qtjeξ,−tje−ξ; q)∞(q1/2eξ + q−1/2e−ξ)
− 2(−1/qe
2ξ,−qe−2ξ; q)∞
(q1/2 − q−1/2) cosh ξ∏4j=1(tjeξ,−qtje−ξ; q)∞(q−1/2eξ + q1/2e−ξ)
=
2w˜(x; t | q)
(q1/2 − q−1/2) [
(1 + q−1e−2ξ)
∏4
j=1(1− tjeξ)
(1 + e2ξ)(q1/2eξ + q−1/2e−ξ
−
(1 + q−1e2ξ)
∏4
j=1(1 + tje
−ξ)
(1 + e−2ξ)(q−1/2eξ + q1/2e−ξ
]
=
2w˜(x; t | q)
(q1/2 − q−1/2) [
q−1/2e−ξ
1 + e2ξ
4∏
j=1
(1− tjeξ)− q
−1/2eξ
1 + e−2ξ
4∏
j=1
(1 + tje
−ξ)]
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=
2w˜(x; t | q)eξ
(q − 1)(1 + e2ξ) [e
−2ξ(1− σ1eξ + σ2e2ξ − σ3e3ξ + σ4e4ξ)−
e2ξ(1 + σ1e
−ξ + σ2e−2ξ + σ3e−3ξ + σ4e−4ξ)]
=
2w˜(x; t | q)
(q − 1) [2 sinh ξ(σ4 − 1)− σ1 − σ3]
which implies the result of the theorem. 2
Theorem 2.3.5 The polynomials {Qn(x; t | q)} satisfy
Dq[w˜(x; q1/2t | q)Qn−1(x; q1/2t | q)]
w˜(x; t | q) =
2q(1−n)/2
1− q Qn(x; t | q). (2.39)
Proof. Apply the definition of Dq and (2.38) to see that the left-hand side of (2.39)
is
(−qt1t2,−qt1t3,−qt1t4; q)n−1
q(n−1)/2tn−11
n−1∑
k=0
(q1−n, qnt1t2t3t4; q)k
(q,−qt1t2,−qt1t3,−qt1t4; q)k q
k
×Dqw˜(x; q
k+1/2t1, q
1/2t2, q
1/2t3, q
1/2t4 | q)
w˜(x; t | q)
=
(−t1t2,−t1t3,−t1t4; q)n
q(n−1)/2tn−11 (1− q)
n−1∑
k=0
(q1−n, qn−1t1t2t3t4; q)k
(q; q)k(−t1t2,−t1t3,−t1t4; q)k+1 q
k
×2w˜(x; t1q
k, t2, t3, t4 | q)
w˜(x; t | q)
×[2 sinh ξ(1− qkσ4) + (qkt1 + t2 + t3 + t4) + qkt1(t2t3 + t2t4 + t3t4) + t2t3t4].
It is easy to see that qk times the term in the square bracket above is
(1 + t1t2q
k)(1 + t1t3q
k)(1 + t1t4q
k)− (1− t1qkeξ)(1 + t1qke−ξ)(1− qkσ4).
With this, the last equality above becomes
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2(−t1t2,−t1t3,−t1t4; q)n
(1− q)q(n−1)/2tn1
[
n−1∑
k=0
(q1−n, t1eξ,−t1e−ξ, qnt1t2t3t4; q)k
(q,−t1t2,−t1t3,−t1t4; q)k −
n∑
k=1
(q1−n, qnt1t2t3t4, q)k−1(1− qk)(t1eξ,−t1e−ξ, ; q)k
(q,−t1t2,−t1t3,−t1t4; q)k (1− q
k−1σ4)]
=
2(−t1t2,−t1t3,−t1t4; q)n
(1− q)q(n−1)/2tn1
n∑
k=1
(q1−n, qnt1t2t3t4)k−1(t1eξ,−t1e−ξ; q)k
(q,−t1t2,−t1t3,−t1t4; q)k
×[(1− qk−n)(1− qn+k−1σ4)− (1− qk)(1− qk−1σ4)].
The term in the square bracket above, [(1−qk−n)(1−qn+k−1σ4)−(1−qk)(1−qk−1σ4)],
simplifies to qk(1− q−n)(1− qn−1σ4). Substituting this into the last equality we have
2(−t1t2,−t1t3,−t1t4; q)n
(1− q)q(n−1)/2tn1
× 4φ3
(
q−n, qn−1t1t2t3t4, t1eξ, t1e−ξ
−t1t2,−t1t3,−t1t4
∣∣∣∣∣q; q
)
=
2q(1−n)/2
1− q Qn(x; t | q).
2
The above result can be rewritten as
2q(1−n)/2
1− q Qn(x; t | q)w˜(x; t | q) = Dq[w˜(x; q
1/2t | q)Qn−1(x; q1/2t | q)], (2.40)
which implies the following theorem.
Theorem 2.3.6 The raising operator is given as
Dq[w˜(x; q1/2t | q)Qn−1(x; q1/2t | q)] = 2q
(1−n)/2
1− q Qn(x; t | q)w˜(x; t | q). (2.41)
Proof. It follows from (2.40). 2
Theorem 2.3.7 The system of polynomials {Qn(x; q)} is a solution of the following
eigenvalue problem
Dq[w˜(x; q1/2t | q)DqQn(x; t | q)]
w˜(x; t | q) =
4(1− qn)(1− qn−1σ4)
qn−1(1− q)2 Qn(x; t | q). (2.42)
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Proof. From (2.40) we have
Dq[w˜(x; q1/2t | q)Qn−1(x; q1/2t | q)] = 2q
(1−n)/2
1− q Qn(x; t | q)w˜(x; t | q).
Now replacing Qn−1(x; q1/2t | q) using (2.34) the required result follows. 2
Given an eigenvalue problem one can characterize their eigenvalues and the or-
thogonality of the corresponding eigenfunctions. Below is a theorem and details of
the proof from [14].
Theorem 2.3.8 Assume that y, pDqy ∈ L2((1 + x2)−1/2), p(x) ≥ 0 and w(x) > 0
for all x ∈ R. Consider the eigenvalue problem:
1
w(x)
Dq(p(x)Dqy) = λy.
Then the eigenvalues of this eigenvalue problem are real. The eigenfunctions corre-
sponding to distinct eigenvalues are orthogonal with respect to w.
Proof. First we show that all eigenvalues are real. To the contrary consider that the
above eigenvalue problem has complex eigenvalue λ and its corresponding eigenfunc-
tion is y. Then, y¯ is an eigenfunction with eigenvalue λ¯. With this,
(λ− λ¯)
∫
R
y(x)y(x)w(x)dx
= 〈wλy,
√
1 + x2y〉 − 〈
√
1 + x2y, wλy〉
= 〈Dq(pDqy),
√
1 + x2y〉 − 〈
√
1 + x2y,Dq(pDqy)〉
= −〈pDqy,
√
1 + x2Dqy〉+ 〈Dqy
√
1 + x2, pDqy)〉
= 0.
This is a contradiction as the integrand above is strictly positive. Thus, the eigen-
value problem has only real eigenvalues. The next is to show that eigenfunctions
corresponding to different eigenvalues are orthogonal. Let y1 and y2 be eigenfunc-
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tions corresponding to λ1 and λ2, respectively, where λ1 6= λ2.
(λ1 − λ2)
∫
R
y1(x)y2(x)w(x)dx
= 〈wλ1y1,
√
1 + x2y2〉 − 〈
√
1 + x2y1, wλ2y2〉
= 〈Dq(pDqy1),
√
1 + x2y2〉 − 〈
√
1 + x2y1,Dq(pDqy2)〉
= −〈pDqy1,
√
1 + x2Dqy2〉+ 〈Dqy1
√
1 + x2, pDqy2)〉
= 0.
This implies the orthogonality of the eigenfunctions. 2
With this we can now show the orthogonality of the system of polynomials
Qn(x; t|q).
Theorem 2.3.9 The sequence of polynomials {Qn(x; t|q)} are orthogonal with re-
spect to the weight function
w˜(x; t | q) = w(x; t | q)
cosh ξ
, (2.43)
where
w(x; t | q) = (−e
2ξ, e−2ξ; q)∞∏4
j=1(tje
ξ,−tje−ξ; q)∞
. (2.44)
Proof. From (2.42) the system of polynomials Qn(x; t|q) satisfies the eigenvalue
equation
Dq[w˜(x; q1/2t | q)Qn(x; t | q)]
w˜(x; t | q) =
4(1− qn)(1− qn−1σ4)
qn−1(1− q)2 Qn(x; t | q).
Now, taking p = w˜(x; q1/2t) and using Theorem 2.3.8 the theorem follows. 2
If we rewrite equation (2.41) and iterate we obtain,
Qn(x; t | q)w˜(x; t | q)
=
(1− q)
2q(1−n)/2
Dq[w˜(x; q1/2t | q)Qn−1(x; q1/2t | q)]
=
(1− q)2
22q(1−n+2−n)/2
D2q [w˜(x; qt | q)Qn−2(x; qt | q)]
...
=
(1− q)n
2nq
n(1−n)
2
Dnq w˜(x; qn/2t | q).
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The above result is Rodrigues-type formula and we put in the following theorem.
Theorem 2.3.10 The Rodrigues type formula for the polynomials Qn(x; t | q) is
Qn(x; t | q)w(x; t | q) = (1− q)
n
2nq
n(1−n)
2
Dnq w˜(x; qn/2t | q). (2.45)
A generating function for a sequence of polynomials {pn(x)} is a series of the form
∞∑
n=0
λnpn(x)z
n = P (x, z) (2.46)
for some suitable multipliers {λn}. If λn and pn(x) in (2.46) are assigned and we can
determine the sum function P (x, z) as a finite sum of products of a finite number of
known special functions of one argument, we say the generating function is known.
Generating functions play an important role in the study of orthogonal polynomials.
For example, some orthogonal polynomials are defined using generating function.
Below are few such polynomials.
The Legendre polynomials Pn(x) are given as
(1− 2xt+ t2)−1/2 =
∞∑
n=0
Pn(x)t
n,
and the Hermite polynomials Hn(x) by
exp(2xt− t2) =
∞∑
n=0
Hn(x)t
n
n!
.
We observe that finding generating functions is among problems related to or-
thogonal polynomials. There is no general way of finding generating function and we
apply manipulative technique to solve the problem.
To construct the generating function of the polynomials Qn(x; t | q), it is impor-
tant to mention the following hypergeometric identities or transformation formulas
whose details are given in [14, Chapter 12].
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Recall that
4φ3
 q−n, a, b, c
d, e, f
∣∣∣∣∣∣ q; q

=
(
bc
d
)n
(de/bc, df/bc; q)n
(e, f : q)n
4φ3
 q−n, a, d/b, d/c
d, de/bc, df/bc
∣∣∣∣∣∣ q; q
 ,
(2.47)
where abc = defqn−1, and(
aq−n; q
)
n
= (q/a; q)n (−a)n q−n(n+1)/2, (2.48)
(a; q)n−k
(b; q)n−k
=
(a; q)n
(b; q)n
(q1−n/b; q)k
(q1−n/a; q)k
(b/a)k . (2.49)
Now taking a = t1e
ξ, b = −t1e−ξ, c = qn−1t1t2t3t4, d = −t1t2, e = −t1t3, f = −t1t4
and applying (2.47) we have
Qn(sinh ξ; t | q) = (−t1t2,−q1−neξ/t3,−q1−neξ/t4; q)n
(
qn−1e−ξt3t4
)n
×4φ3
 q−n, t1eξ, t2eξ,−q1−n/t3t4
−t1t2,−q1−neξ/t3,−q1−neξ/t4
∣∣∣∣∣∣ q; q
 . (2.50)
Applying (2.48) we have (−q1−neξ/t3,−q1−neξ/t4; q)n
=
(−t3eξ,−t4eξ; q)n (t3t4)−n q−n(n−1)e2nξ, (2.51)
and from (2.49) it follows that
(q−n,−q1−n/t3t4; q)k
(−q1−neξ/t3,−q1−neξ/t4; q)k
=
(−t3e−ξ,−t4e−ξ; q)n−k
(q,−t3t4; q)n−k
(q,−t3t4; q)n
(−t3e−ξ,−t4e−xi; q)n
(
qe2ξ
)−k
.
(2.52)
Applying (2.51) and (2.52), (2.50) becomes
Qn(sinh ξ; t | q)
(q,−t1t2,−t3t4; q)n =
n∑
k=0
(t1e
ξ, t2e
ξ; q)k
(q,−t1t2; q)k e
−kξ
×
n∑
k=0
(−t3e−ξ,−t4e−ξ; q)n−k
(q,−t3t4; q)n−k e
(n−k)ξ.
(2.53)
The last equation above gives the following generating function for the polynomi-
als Qn(x; t | q).
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Theorem 2.3.11 The polynomials Qn(x; t | q) have the generating function
∞∑
n=0
Qn(sinh ξ; t | q)
(q,−t1t2,−t3t4; q)n t
n =2 φ1
 t1eξ, t2eξ
−t1t2
∣∣∣∣∣∣ q; te−ξ

×2φ1
 −t3e−ξ, t4e−ξ
−t3t4
∣∣∣∣∣∣ q; teξ
 .
(2.54)
Proof. It follows from 2.53. 2
2.4 Discriminants
Let
g(x) = γ
n∏
j=1
(x− xj) (2.55)
be a polynomial of degree n with leading coefficient γ. Then discriminant D of g,
is defined by [Dickson, 1939]
D(g) := γ2n−2
∏
1≤j<k≤n
(xj − xk)2. (2.56)
An alternative definition is given as
D(g) := (−1)n(n−1)/2γn−2
n∏
j=1
g′(xj). (2.57)
From the above definition one can observe that one of the importance of discrim-
inant is to know if a polynomial has single or multiple zeros.
Definition 2.4.1 Ismail [14] introduced the concept of a generalized discriminant
associated with a degree reducing operator T as
D(g;T ) = (−1)n(n−1)/2γn−2
n∏
j=1
(Tg)(xj). (2.58)
This is again can be stated as
D(g;T ) = (−1)n(n−1)/2γ−1Res(g, Tg), (2.59)
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where definition of Res(f, g) is given in the next chapter, refer to equation (3.2).
In order to compute the discriminant of the polynomials under consideration we
first re-normalize to the monic case. We substitute (2.11) and (2.12) into (2.7), (2.9)
and (2.10), then apply (2.8) and let θ = pi
2
− iξ. The result is that the polynomials
{qn(x; t|q)} satisfy
qn+1(x; t|q) = [2x+ an + cn − (t1 + t
−1
1 )](1− qnt1t2)
an(1− qn+1) qn(x; t|q)−
cn
an
(1− qn−1t1t2)(1− qnt1t2)
(1− qn)(1− qn+1) qn−1(x; t|q), (2.60)
where
an =
(1− qnt1t2)(1− qn−1t1t2t3t4)
t1(1 + qnt1t3)(1 + qnt2t3)
,
cn =
t1(1− qn)(1− qn−1t3t4)
(1 + qn−1t2t3)(1 + qnt1t3)
.
(2.61)
The closed form of qn(x; t|q) is
qn(x; t|q) = (−t1t2; q)n
(q; q)n
4φ3
 q−n, qn−1t1t2t3t4, t1eξ,−t1e−ξ
−t1t2,−t1t3,−t1t4
∣∣∣∣∣∣ q; q
 . (2.62)
We can evaluate qn(x; t|q) at x1 = −(t1 − t−11 )/2 and x2 = −(t3 − t−13 )/2. Indeed,
qn(x1; t|q) = (−t1t2; q)n
(q; q)n
, qn(x2; t|q) = (t1
t3
)n
(−t3t4; q)n
(q; q)n
. (2.63)
Theorem 2.4.2 The sequence of polynomials {qn(x; t|q)} has the property that
(1− 2xt1 − t21)(1− 2xt3 − t23)Dqqn(x; t|q)
= An(x)qn−1(x; t|q) +Bn(x)qn(x; t|q),
(2.64)
where
An(x) =
2t1(1 + t1t3)(1 + q
n−1t1t2)(1 + qn−1t3t4)
q(n−1)/2(1− q)(1− qn−1t2t3) , (2.65)
and
Bn(x) =
4t1t3(1− qn)
q(n−1)/2(1− q)x−
(1− qn)(t1 + t3)(1 + qn−1t1t2t23)
q(n−1)/2(1− q)(1− qn−1t2t3) . (2.66)
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Proof. Since
w(x; q1/2t|q)
w(x; t|q) = (1− 2xt1 − t
2
1)(1− 2xt3 − t23),
there are constants a, b, c such that
(1− 2xt1 − t21)(1− 2xt3 − t23)Dqqn(x; t|q) =
(ax+ b)qn(x; t|q) + cqn−1(x; t|q).
(2.67)
Equating the leading coefficient gives
a =
4t1t3q
1−n
2 (1− qn)
1− q . (2.68)
Applying (2.63) in (2.67) we have
ax1 = b+
c(1− qn)
(1 + qn−1t1t2)
, ax2 = b+
ct3(1− qn)
t1(1 + qn−1t3t4)
. (2.69)
The theorem follows by solving the above system of equations. 2
Theorem 2.4.3 The discriminant D(f,Dq) for the polynomials {qn(x; t|q)} is given
by
D(qn(x; t|q),Dq)
=
2n(n−1)t2n(n−1)1 q
n(1−n)/2(1 + qn−1t1t2)n(1 + qn−1t3t4)n
(1− q)n(1− qn−1t2t3)n(1 + qn−1t1t4)n(1 + t1t3)−n
×
n∏
k=1
(1 + qk−1t1t2)(1 + qk−1t3t4)(1 + qk−1t1t3)1−2k(1− qk−2t1t2)k−1
(1− qk)2n−k−2(1− qk−2t1t2t3t4)n−k(1− qk−2t3t4)1−k
×
n−1∏
k=1
(1 + qk−1t2t3)1−3k.
The result follows from definition of discriminant, Schur’s theorem (Theorem
3.1.5) and Theorem 2.4.2.
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Chapter 3
Resultants of Chebyshev Polynomials
3.1 Preliminaries
A resultant is a scalar function of two polynomials which is non-zero if and only if
the polynomials are relatively prime. Relatively prime here means no common zero.
The theory of resultant is an old and much studied topic in the theory of equations
[9]. The subject of resultants is an interesting topic for many reasons. To mention
few; it can be used in matrix theory (resultants are also defined by determinant of
a matrix), to relate to problems on locations of roots of polynomials, it has relevant
applications in the theory of linear control systems, in robotics and computer aided
geometric design and it has extensions to polynomial matrices. There are many
results on their theoretical properties specially in relation to algebraic geometry. For
history and details of their application refer to [2], [21], [12] and [15]. Discriminants
are special resultants and are useful in Ring Theory and electrostatic equilibrium
problems, [13]. Two noteworthy results are Apostol’s evaluation of the resultant of
two cyclotomic polynomials [2] and Roberts’ [18] recent evaluation of discriminants
of certain polynomials which appear in Painleve´ analysis.
In this chapter resultants of different forms of linear combinations of Chebyshev
polynomials are considered. The resulting resultants are expressible in terms of
Chebyshev polynomials whose coefficients and arguments are rational functions of
the coefficients in the linear combinations. Resultant of two term linear combination
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of Chebyshev polynomials of second kind is given in the recent work of Dilcher and
Stolarsky [10]. They used algebraic properties of resultants with respect to division,
and Euclidean algorithms for polynomials. Here, simple method is used which also
enabled to compute more general resultants related to combination of Chebyshev
polynomials. In the next section resultants of different combinations of Chebyshev
polynomials of second kind are considered and in the last section of this chapter
different types of resultants related to Chebyshev polynomials of first kind are com-
puted.
We follow classical definition of resultants. Alternative definitions are also given,
such as the one by H. U. Gerber [12].
Definition 3.1.1 Given two polynomials
A(x) =
n∑
k=0
akx
k and B(x) =
m∑
j=0
bjx
j,
their resultant which is usually denoted as Res(A,B) is defined to be the determinant
of m+ n square matrix∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
an an−1 an−2 ... a1 a0
an an−1 ... a2 a1 a0
...
an an−1 an−2 ... a1 a0
bm bm−1 bm−2 ... b1 b0
bm bm−1 ... b2 b1 b0
...
bm bm−1 bm−2 ... b1 b0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where entries of the first m rows are coefficients of A(x), the last n rows are co-
efficients of B(x) and the remaining entries are zeros.
Below is a theorem which is equivalent to the above definition and following are
working corollaries. For details and proofs one can refer to [2].
42
Theorem 3.1.2 If
A(x) = an
n∏
k=1
(x− xk) and B(x) = bm
m∏
j=1
(x− yj),
then their resultant is
Res(A,B) = amn b
n
m
n∏
k=1
m∏
j=1
(xk − yj). (3.1)
Corollary 3.1.3 Suppose A and B are as defined in Theorem 3.1.2. Then
Res(A,B) = amn
n∏
j=1
B(xj). (3.2)
Corollary 3.1.3 follows from Theorem 3.1.2 and usually called factorization formula.
This is the formula we will be using in the course of the discussion.
Corollary 3.1.4 Suppose A and B are again as defined in Theorem 3.1.2. Then
Res(A,B) = (−1)mnRes(B,A), (3.3)
Res(A,BC) = Res(A,B)Res(A,C). (3.4)
Equations (3.3) and (3.4) easily follow from (3.1).
The following method is due to I. Schur, the sketch of the proof is included and if
details are needed one can refer to [21] under discriminants of classical polynomials.
Theorem 3.1.5 Let pn(x) be a sequence of polynomials satisfying the recurrence
formula
pn(x) = (anx+ bn)pn−1(x)− cnpn−2(x), n = 2, 3, 4, . . . , (3.5)
with initial conditions
p0(x) = 1, p1(x) = a1x+ b1.
Suppose that a1ancn 6= 0 and let {xjn} be the zeros of pn(x). Then
∆n =
n∏
j=1
pn−1(xjn) = (−1)n(n−1)/2
n∏
j=1
{an−2j+1j cj−1j }, n = 1, 2, 3, . . . . (3.6)
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Proof.
∆n = (a1a2 · · · an−1)n
n∏
j=1
(xj,n − x1,n−1)(xj,n − x2,n−1) · · · (xj,n − xn−1,n−1)
=
(a1a2 · · · an−1)n
(a1a2 · · · an)n−1pn(x1,n−1)pn(x2,n−1) · · · pn(xn−1,n−1)
= a1a2 · · · an−1a1−nn (−cn)n−1
n−1∏
j=1
pn−2(xj,n−1)
= a1a2 · · · an−1a1−nn (−cn)n−1∆n−1.
The theorem now follows by induction. 2
Next is a Lemma that is important in the course of this discussion.
Lemma 3.1.6 Let [−a, a] be an interval symmetric with respect to the origin, and
consider distribution of type w(x)dx with an even weight function, that is w(−x) =
w(x). Let pn(x) be polynomials orthogonal with respect to w(x). Then
pn(−x) = (−1)npn(x). (3.7)
Proof. For ν = 0, 1, 2, . . . , n− 1,∫ a
−a
pn(−x)xνw(x)dx = (−1)ν+1
∫ a
−a
pn(x)x
νw(x)dx = 0.
Consequently, pn(−x) possesses the same orthogonality relation as pn(x). Therefore,
comparing the coefficient of xn, we obtain pn(−x) = (−1)npn(x). 2
The method used is as follows. Assume {rn(x)} and {sn(x)} are sequences of poly-
nomials such that rn(x) and sn(x) have exactly degree n for all n, n > 0. Construct
functions An(x) and Bn(x) such that
sn−1(x) = An(x)rn−1(x) + Bn(x)rn(x). (3.8)
With rn(x) = ρn
∏n
j=1(x− ζj) then
Res(rn(x), sn−1(x)) = ρn−1n
n∏
j=1
sn−1(ζj)
= ρn−1n [
n∏
j=1
rn−1(ζj)][
n∏
j=1
An(ζj)]. (3.9)
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If rn(x) satisfies a three-term recurrence relation of the form (3.5) then Theorem
3.1.5 evaluates the first product on the last line of (3.9). The product
∏n
j=1An(ζj) is
evaluated on a case by case basis when An(x) is a rational function.
The motivation for this approach came from the work of [15] on the discriminants
of general orthogonal polynomials. In the next section, different derivation of the
Dilcher-Stolarsky results is given, see Theorem 3.2.4. Then, general form of combi-
nations of resultants of Chebyshev polynomials of three and more terms are given.
In the last section similar results are established for Chebyshev polynomials of the
first kind.
3.2 Chebyshev polynomials of second kind
We begin with the review of Chebyshev polynomials of second kind.
Definition 3.2.1 Chebyshev polynomials of second kind {Un(x)} are special ultra-
spherical polynomials that satisfies,
Un(x) =
(n+ 1)!
(3
2
)n
P (1/2,1/2)n (x)
and usually defined as
Un(x) =
sin(n+ 1)θ
sin θ
(3.10)
where, x = cos θ and Ultraspherical polynomials are special Jacobi polynomials with
α = β.
Lemma 3.2.2 These system of polynomials solve the three-term recurrence relation
2xUn(x) = Un+1(x) + Un−1(x), (3.11)
with initial conditions
U0(x) = 1, U1(x) = 2x,
and satisfy the orthogonality relation∫ 1
−1
Un(x)Um(x)(1− x2)1/2dx = Π
2
δm,n. (3.12)
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Lemma 3.2.3 The closed form of Chebyshev polynomials of second kind is given by
Un(x) =
[n/2]∑
k=0
(n+ 1)!xn−2k(x2 − 1)k
(2k + 1)!(n− 2k)! ,
and some of the generating functions satisfied by these polynomials are
∞∑
n=0
Un(x)t
n = (1− 2xt+ t2)−1,
∞∑
n=0
Un(x)t
n+1
(n+ 1)!
=
ext sinh(t
√
x2 − 1)√
x2 − 1 .
Details and proof of the above Lemmas can be found in [8], [14] and [17].
With the above motivation about Chebyshev polynomials of second kind, a result
of Dilcher and Stolarsky [10] is stated and different short proof is given. The technique
and approach used here enable to generalize the result of [10] and compute different
forms of combinations of Chebyshev polynomials of both first and second kind.
Theorem 3.2.4 ([5]) Let Un(x) be the n
th Chebyshev polynomial of second kind.
Then for n ≥ 2,
Res(Un(x) + kUn−1(x), Un−1(x) + hUn−2(x)) = (−1)
n(n−1)
2 2n(n−1)dn(h, k), (3.13)
where
dn(x, y) = x
n
[
Un(
1 + xy
2x
)− yUn−1(1 + xy
2x
)
]
.
Proof. The proof is completed in several steps. For simplicity first define two
sequences of polynomials,
rn(x) = Un(x) + kUn−1(x), (3.14)
sn(x) = Un(x) + hUn−1(x). (3.15)
Applying these two definitions the result of Theorem 3.2.4 reduces to show
Res(rn(x), sn−1(x)) = (−1)
n(n−1)
2 2n(n−1)dn(h, k).
46
Comparing the degrees one can see that it is possible to express sn−1(x) as a combi-
nation of rn−1(x) and rn(x). Indeed,
sn−1(x) = An(x)rn−1(x) + Bn(x)rn(x), (3.16)
where the coefficients An(x) and Bn(x) will be evaluated below. Equation (3.16)
together with definitions of rn(x), sn(x) and (3.11) implies that
Un−1(x) + hUn−2(x) = An(x)(Un−1(x) + kUn−2(x))
+Bn(x)(2xUn−1(x)− Un−2(x) + kUn−1(x)).
Solving it follows that
An(x) =
1 + h(k + 2x)
1 + k2 + 2xk
,
Bn(x) =
k − h
1 + 2xk + k2
.
(3.17)
For later use we rewrite the above result for An(x) as
An(x) =
h
k
(−x− 1+hk
2h
−x− 1+k2
2k
)
. (3.18)
The polynomial rn(x) has degree n with leading coefficient 2
n. Thus,
rn(x) = 2
n
n∏
j=1
(x− xj).
Hence applying (3.16) it follows that
sn−1(xj) = An(xj)rn−1(xj).
This in turn implies
n∏
j=1
sn−1(xj) =
n∏
j=1
An(xj)
n∏
j=1
rn−1(xj)
= ∆n
hn
kn
n∏
j=1
(
−xj − 1+hk2h
−xj − 1+k22k
)
= ∆n
hn
kn
rn
(−1+hk
2h
)
rn
(−1+k2
2k
)
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where
∆n =
n∏
j=1
rn−1(xj). (3.19)
Since Un(−x) = (−1)nUn(x) which follows from Lemma 3.1.6 and applying definition
of rn(x) it follows that
n∏
j=1
sn−1(xj) = ∆n
hn
kn
Un
(
1+hk
2h
)− kUn−1 (1+hk2h )
Un
(
1+k2
2k
)− kUn−1 (1+k22k ) .
The above equation together with the observation that Un
(
1+k2
2k
)
= k
n+1− k−n−1
k− k−1
implies
n∏
j=1
sn−1(xj) = ∆ndn(h, k). (3.20)
To complete the proof it remains to compute ∆n. Here we apply Schur’s result,
Theorem 3.1.5 about the discriminant of the classical polynomials which is mentioned
in the introduction part.
From initial conditions and recurrence relation of Chebyshev polynomials of sec-
ond kind it follows that r0(x) = 1, r1(x) = 2x+ k, and
2xr1(x)− r2(x) = 2x(U1(x) + ku0(x))− (U2(x) + kU1(x))
= U0(x) + 2xkU0(x)− kU1(x)
= r0(x).
Inductively one can show that the sequence of polynomials rn(x) satisfies the recur-
rence relation
2xrn(x) = rn+1(x) + rn−1(x).
Applying 3.6 we have
∆n = (−1)n(n−1)/2
n∏
j=1
2n−2j+1 = (−1)n(n−1)/2. (3.21)
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Now Theorem 3.2.4 follows by putting together what we have from (3.2), (3.20), and
(3.21). 2
Next we consider the more general combination of {Un(x)}. Let
Un(x; a, k) := Un(x) + (ax+ k)Un−1(x), (3.22)
and
f(x) := 1 + (bx+ h)(2x+ ax+ k),
g(x) := 1 + (ax+ k)(2x+ ax+ k).
(3.23)
Theorem 3.2.5 We have
Res(Un(x; a, k), Un−1(x; b, h))
=
(−1)(n2)
(2 + a)2
2(n−1)(n−2) Res(f(x), Un(x; a, k)).
Proof. Because of their corresponding degrees it is possible to express
Un−1(x; b, h) = An(x)Un−1(x; a, k) +Bn(x)Un(x; a, k), (3.24)
and it can be easily verified that
An(x) =
1 + (bx+ h)(2x+ ax+ k)
1 + (ax+ k)(2x+ ax+ k)
,
Bn(x) =
(a− b)x+ k − h
1 + (ax+ k)(2x+ ax+ k)
.
(3.25)
For later use we rewrite the above result for An(x) as
An(x) =
b
a
(x− c1)(x− c2)
(x− d1)(x− d2) , (3.26)
where cj and dj for j = 1, 2 are respectively zeros of f and g defined in (3.23).
From (3.22) we observe that Un(x; a, k) is polynomial of degree n with leading coef-
ficient 2n−1(2 + a) and hence we can assume that,
Un(x; a, k) = 2
n−1(2 + a)
n∏
j=1
(x− xj,n). (3.27)
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Applying (3.27) in (3.24) and using (3.26) we arrive at
n∏
j=1
Un−1(xj,n; b, h) =
n∏
j=1
An(xj,n)
n∏
j=1
Un−1(xj,n; a, k)
= ∆n
bn
an
∏n
j=1(c1 − xj,n)(c2 − xj,n)∏n
j=1(d1 − xj,n)(d2 − xj,n)
,
where
∆n =
n∏
j=1
Un−1(xj,n; a, k).
This implies
n∏
j=1
Un−1(xj,n; b, h) = ∆n
bn
an
Un(c1; a, k)Un(c2; a, k)
Un(d1; a, k)Un(d2; a, k)
. (3.28)
We now compute ∆n. From initial conditions and three-term recurrence relation of
Chebyshev polynomials of second kind and using representation (3.24) it is clear that
U0(x; a, k) = 1 and U1(x; a, k) = (2 + a)x + k. Moreover Un(x; a, k) satisfies the
three-term recurrence relation
2xUn(x; a, k) = Un+1(x; a, k) + Un−1(x; a, k). (3.29)
It follows that
∆n =
n∏
j=1
Un−1(xj,n; a, k)
= 2n(n−2)(2 + a)n
n∏
j=1
(xj,n − x1,n−1) · · · (xj,n − xn−1,n−1)
= 2−1(2 + a)Un(x1,n−1; a, k) · · ·Un(xn−1,n−1; a, k)
= (−1)n−12−1(2 + a)
n∏
j=1
Un−2(xj,n−1; a, k)
= (−1)n−12−1(2 + a)∆n−1.
In the second equality from the last we applied the recurrence formula in (3.29).
Inductively it follows that
∆n = (−1)n(n−1)2 21−n(2 + a)n−1. (3.30)
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From the above result and (3.28) we have the following equality
n∏
j=1
Un−1(xj,n; b, h) = (−1)n(n−1)/2
×(1 + a/2)n−1 b
n
an
Un(c1; a, k)Un(c2; a, k)
Un(d1; a, k)Un(d2; a, k)
.
(3.31)
Clearly,
(b(a+ 2))nUn(c1; a, k)Un(c2; a, k) = Res(f(x), Un(x; a, k)),
and we only need to evaluate Un(d1; a, k)Un(d2; a, k). Multiply (3.24) by g and let d
be either d1 or d2. Thus,
f(d)Un−1(d; a, k) + [(a− b)d+ k − h]Un(d; a, k) = 0,
which implies
Un(d; a, k) = (2d+ ad+ k)Un−1(d; a, k),
from which we conclude that Un(d; a, k) = [(a+ 2)d+ k]
n. Therefore,
Un(d1; a, k)Un(d2; a, k) = [(a+ 2)/a]
n. (3.32)
The result of the theorem now follows from (3.31) and (3.32). 2
Corollary 3.2.6 Equation (3.32) implies that
Res (g(x), Un(x; a, k)) = (2 + a)
2n.
Remark 3.2.7 Observe that
Un(x; a, k) = (1 + a/2)Un(x) + kUn−1 + (a/2)Un−2(x),
Un(x; b, h) = (1 + b/2)Un(x) + hUn−1 + (b/2)Un−2(x).
(3.33)
Hence one can evaluate in closed form the resultants of polynomials of the form∑2
j=0 cjUn−j and
∑2
j=0 djUn−j.
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Remark 3.2.8 Let v˜n(x) =
∑m
j=0 cjUn−j(x) and w˜n(x) =
∑m
j=0 djUn−j(x). Then, in
general, there exist polynomials f , g and h of degrees m, m and m − 1 respectively
such that
f(x)w˜n−1(x) = g(x)v˜n−1(x) + h(x)v˜n(x). (3.34)
This is intuitively clear for the following reason. The left-hand side of (3.34) is a
polynomial of degree m+ n− 1 and by repeated using of (3.11) it can be expressed
as
∑3m
k=0 αkUn+m−1−k(x) and there is no loss of generality in assuming α0 = 1, that
is f(x) = 2mxm + · · · . By equating coefficients of various Uj’s, we find 3m+ 1 linear
equations in the coefficients of f , g and h. The total number of coefficients in f , g,
and h is 2(m + 1) +m coefficients. Since one coefficient has already been specified
we only have 3m + 1 unknowns and 3m + 1 equations, so the problem is tractable
in general. The case of Chebyshev polynomials of first kind is more transparent, see
Remark 3.3.6.
Let x1, x2, . . . , xn be the zeros of v˜n(x), that is
v˜n(x) = 2
n
n∏
j=1
(x− xj). (3.35)
Moreover we let
f(x) = 2m
m∏
k=1
(x− fk), g(x) = γ
m∏
k=1
(x− gk). (3.36)
The fact that
n∏
j=1
g(xj)
f(xj)
=
γn
2mn
n∏
j=1
m∏
k=1
(xj − gk)
(xj − fk) =
γn
2mn
m∏
k=1
v˜n(gk)
v˜n(fk)
,
and (3.34) imply
n∏
j=1
w˜n−1(xj) =
n∏
j=1
g(xj)v˜n−1(xj)
f(xj)
=
γn
2mn
m∏
k=1
v˜n(gk)
v˜n(fk)
∆˜n, (3.37)
where
∆˜n :=
n∏
j=1
v˜n−1(xj)
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can be found from Theorem 3.1.5. This means one can compute resultant of type
Res(v˜n(x), w˜n−1(x)),
where v˜n(x) and w˜n(x) are as given above in the remark.
3.3 Chebyshev polynomials of first kind
Below is the review of Chebyshev polynomials of first kind before considering the
resultants related.
Definition 3.3.1 Chebyshev polynomials of first kind usually denoted as Tn(x) are
special type of Ultrasperical polynomials that satisfies
Tn(x) =
n!
(1
2
)n
P (−1/2,−1/2)n ,
and usually defined as,
Tn(x) = cosnθ (3.38)
where, x = cos θ for n = 0, 1, 2, . . ..
Lemma 3.3.2 Chebyshev polynomials of first kind satisfy the recurrence relation
2xTn(x) = Tn+1(x) + Tn−1(x) n = 1, 2, 3, . . . ,
with initial conditions
T0(x) = 1, T1(x) = x,
and has the orthogonality relation∫ 1
−1
Tm(x)Tn(x)(1− x2)−1/2dx =
 pi2 δmn if n > 0,pi if n = m = 0.
Lemma 3.3.3 Some of the generating functions satisfied by Chebyshev polynomials
of first kind Tn(x) are
∞∑
n=0
Tn(x)t
n = (1− xt)(1− 2xt+ t2)−1,
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and
∞∑
n=0
Tn(x)t
n
n!
= ext cosh(t
√
x2 − 1).
Moreover, the the closed form of Tn(x) has the representation
Tn(x) =
[n/2]∑
k=0
n!xn−2k(x2 − 1)k
(2k)!(n− 2k)! ,
and can be also expressed as
Tn(x) =
1
2
[(
x+
√
x2 − 1
)n
+
(
x−
√
x2 − 1
)n]
.
¤
With the brief review of Tn(x) above, the first main result of this section is as
follows.
Theorem 3.3.4 Let {Tn(x)} be the sequence of Chebyshev polynomials of first kind.
Then
Res(Tn(x) + kTn−1(x), Tn−1(x) + hTn−2(x))
=
2n
2−3n+3
(−1)n(n−1)/2h
n [Tn ((1 + hk)/(2h))− kTn−1 ((1 + hk)/(2h))] .
(3.39)
Proof. For simplicity we define
rn(x) := Tn(x) + kTn−1(x), (3.40)
sn(x) := Tn(x) + hTn−1(x). (3.41)
One can express sn−1(x) as a linear combination of rn−1(x) and rn(x). Indeed,
sn−1(x) = An(x)rn−1(x) + Bn(x)rn(x). (3.42)
and since {Tn(x)} and {Un(x)} satisfy the same recurrence relation from (3.17) it
follows that
An(x) =
1 + h(2x+ k)
1 + k(2x+ k)
,
Bn(x) =
k − h
1 + 2xh+ k2
.
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This implies
An(x) =
h
k
(−x− 1+hk
2h
−x− 1+k2
2k
)
. (3.43)
From (3.40) we observe that rn(x) is a polynomial of degree n with leading coefficient
2n−1. Let {yj}nj=1 be zeros of rn(x). Therefore,
rn(x) = 2
n−1
n∏
j=1
(x− yj). (3.44)
Applying this in 3.42 it follows that
sn−1(yj) = An(yj)rn−1(yj).
This implies,
n∏
j=1
sn−1(yj) =
hn
kn
n∏
j=1
(
−yj−(1+hk)
2h
)
(
−yj−(1+k2)
2k
) n∏
j=1
rn−1(yj)
= ∆n
hn
kn
rn
(
−(1+hk)
2h
)
rn
(
−(1+k2)
2k
)
= ∆n
hn
kn
Tn
(
−(1+hk)
2h
)
+ kTn−1
(
−(1+hk)
2h
)
Tn
(
−(1+k2)
2k
)
+ kTn−1
(
−(1+k2)
2k
) ,
where
∆n =
n∏
j=1
rn−1(yj).
Since the weight function of Chebyshev polynomials of first kind is w(x) = (1−x2)1/2.
It follows from Lemma (3.1.6) that these polynomials satisfy
Tn(−x) = (−1)nTn(x). (3.45)
Chebyshev polynomials of first kind also have the property
Tn
(
z + z−1
2
)
=
zn + z−n
2
, (3.46)
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which easily follows from the definition. Applying 3.45 and 3.46 in the last equality
above it follows that
n∏
j=1
sn−1(xj) =
2∆nh
n
1− k2
[
Tn
(
1 + hk
2h
)
− kTn−1
(
1 + hk
2h
)]
. (3.47)
One can easily verify that the polynomials {rn(x)} satisfy the recurrence relation
2xrn(x) = rn+1(x) + rn−1(x).
Applying (3.6) and observing that ∆1 = 1− k2 it follows that
∆n = (−1)n(n−1)/221−n(1− k2).
Using this in 3.47 we have
n∏
j=1
sn−1(yj) = (−1)n(n−1)/2 22−nhn
×
[
Tn
(
1 + hk
2h
)
− kTn−1
(
1 + hk
2h
)]
.
(3.48)
The theorem now follows from (3.2) and (3.48). 2
Next we consider resultant of the following combination of Chebyshev polynomials
of first kind,
Res (Tn(x) + (ax+ k)Tn−1(x), Tn−1(x) + (bx+ h)Tn−1(x)) .
We let
Tn(x; a, k) := Tn(x) + (ax+ k)Tn−1(x). (3.49)
With similar argument before it is possible to express Tn−1(x; b, h) as a linear com-
bination of Tn−1(x; a, k) and Tn(x; a, k). Indeed,
Tn−1(x; b, h) = An(x)Tn−1(x; a, k) +Bn(x)Tn(x; b, k). (3.50)
Applying (3.49) it follows that
Tn−1(x) + (bx+ h)Tn−2(x) = An(x){Tn−1(x) + (bx+ h)Tn−2(x)}
+ Bn(x){2xTn−1(x)− Tn−2(x) + (ax+ k)Tn−1(x)}.
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Equating the corresponding coefficients the following system of equations follows from
above equality,
1 = An(x) + (2x+ ax+ k)Bn(x),
bx+ h = (ax+ k)An(x)−Bn(x).
A calculation leads to
An(x) =
1 + (bx+ h)(2x+ ax+ k)
1 + (ax+ k)(2x+ ax+ k)
, (3.51)
Bn(x) =
(a− b)x+ k − h
1 + (ax+ k)(2x+ ax+ k)
. (3.52)
This implies
An(x) =
b
a
(x− c1)(x− c2)
(x− d1)(x− d2) , (3.53)
where ci and di for i = 1, 2 are respectively zeros of quadratic functions of numerator
and denominator of right side of (3.51) or respectively zeros of f and g defined in
(3.23).
From (3.49) we observe that Tn(x; a, k) is a polynomial of degree n with leading
coefficient 2n−2(2 + a). Hence we can assume that
Tn(x; a, k) = 2
n−2(2 + a)
n∏
j=1
(x− yj,n). (3.54)
The evaluation of Tn−1(x; b, h) at the zeros of Tn(x; a, k) is given by
Tn−1(yj,n; b, h) = An(yj,n)Tn−1(yj,n; a, k). (3.55)
This together with (3.53) implies that
n∏
j=1
Tn−1(yj,n; b, h) =
bn
an
∏n
j=1(c1 − yj,n)(c2 − yj,n)∏n
j=1(d1 − yj,n)(d2 − yj,n)
n∏
j=1
Tn−1(yj,n; a, k).
It follows that
n∏
j=1
Tn−1(yj,n; b, h) =
bn
an
∆n
Tn(c1; a, k)Tn(c2; a, k)
Tn(d1; a, k)Tn(d2; a, k)
, (3.56)
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where
∆n =
n∏
j=1
Tn−1(yj,n; a, k). (3.57)
As in the proof of Theorem 3.2.5 we apply T0(x; a, k) = 1 and T1(x; a, k) = (a+1)x+k,
three-term recurrence relation of Chebyshev polynomials of first kind and induction
to show that the sequence of polynomials {Tn(x; a, k)} satisfies the following three-
term recurrence relation.
2xTn(x; a, k) = Tn+1(x; a, k) + Tn−1(x; a, k). (3.58)
Therefore,
∆n =
n∏
j=1
Tn−1(yj,n; a, k)
= 2n−3(2 + a)
n∏
j=1
(yj,n − y1,n−1) · · · (yj,n − yn−1,n−1)
= 2−1
n∏
j=1
Tn(y1,n−1; a, k) · · ·Tn(yn−1,n−1; a, k)
= (−1)n−12−1∆n−1.
We used three-term recurrence relation given above in the last equality. This induc-
tively implies that,
∆n = (−1)n(n−1)/221−n. (3.59)
The above discussion implies the following theorem.
Theorem 3.3.5 Let Tn(x; a, k) be defined by (3.49). Then
Res (Tn(x; a, k), Tn−1(x; b, h))
= (−1)n(n−1)/2 2
n2−4n+3
(a+ 2)n−1((a+ 1)2 − k2) Res (f, Tn(x; a, k)) .
(3.60)
Proof. It follow from (3.2), (3.56), and (3.59) that the left-hand side of Theorem
3.3.5 equals
(−1)n(n−1)/22n2−4n+3(a+ 2)n−1 b
n
an
Tn(c1; a, k)Tn(c2; a, k)
Tn(d1; a, k)Tn(d2; a, k)
.
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A calculation gives
Tn(dj; a, k) = [(a+ 2)dj + k]Tn−1(dj; a, k); j = 1, 2,
Res (g(x), T1(x; a, k)) = (a+ 1 + k)(a+ 1− k),
Res (g(x), T2(x; a, k)) = (a+ 2)
2(a+ 1 + k)(a+ 1− k).
Hence,
Res (g, Tn(.; a, k)) = a
n(a+ 2)nTn(d1; a, k)Tn(d2; a, k)
= (a+ 2)2n−2(a+ 1 + k)(a+ 1− k).
Now the theorem follows by observing that
Res (f, Tn(x; a, k)) = (b(2 + a))
n Tn(c1; a, k)Tn(c2; a, k),
Res (g, Tn(x; a, k)) = (a(2 + a))
n Tn(d1; a, k)Tn(d2; a, k).
2
Once again recall that Chebyshev polynomials are special Jacobi polynomials.
Indeed,
Tn(x) =
n!
(1/2)n
P (−1/2,−1/2)n (x), (3.61)
and
Un(x) =
(n+ 1)!
(3/2)n
P (1/2,1/2)n (x). (3.62)
It follows from the following orthogonality relations satisfied by the above mentioned
polynomials that ∫ 1
−1
Tn(x)Tm(x)(1− x2)−1/2dx = 0,
∫ 1
−1
Un(x)Um(x)(1− x2)1/2dx = 0,
59
∫ 1
−1
Pn(x)Pm(x)(1− x)α(1 + x)βdx = 0,
for m 6= n, and taking α = β = −1/2 for (3.61), α = β = 1/2 for (3.62).
The expansion formula
(1− x)n
2n(1 + α)n
=
n∑
k=0
(−n)k(1 + α + β + 2k)(1 + α+ β)k
(α+ 1)k(1 + α+ β)n+k+1
P
(α,β)
k (x) (3.63)
[[17], p.262] contains the expansions of powers of 1 ± x in Chebyshev polynomials
of the first and second kinds, since P
(α,β)
n (−x) = (−1)nP (α,β)n (x) from Lemma 3.1.6.
The term k = 0 in (3.63) when α = β = −1/2 seems to be indeterminate but can be
found by limiting procedure to be 1/n!. Thus,
(1− x)n
2n(1/2)n
=
1
n!
+ 2
n∑
k=1
(−n)kk!
(1/2)k(n+ k)!
Tk(x). (3.64)
Remark 3.3.6 We now discuss the case when
v˜(x) =
m∑
j=0
cjTn−j(x) (3.65)
and
w˜(x) =
m∑
j=0
djTn−j(x). (3.66)
As per Remark 3.2.8, in general, there exist polynomials f , g and h of degree m, m
and m− 1 respectively such that
f(x)w˜n−1 = g(x)v˜n−1(x) + h(x)v˜n(x). (3.67)
In this case the analysis is made simpler by expanding f , g and h in powers of 1− x,
applying (3.63) and using
Tn(x)Tm(x) =
1
2
[Tm+n(x) + Tm−n(x)] (3.68)
which follows from the trigonometric identity
cos θ cos β =
1
2
[cos(θ + β) + cos(θ + β)]
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to set up the linear system of equations satisfied by the coefficients of f , g and h.
The difference between this case and the case of Chebyshev polynomials of second
kind is that the linearization of product is more complicated.
Since Tn(x) = 2
n−1xn + · · · , we let
v˜n(x) = 2
n−1
n∏
j=1
(x− xj), f(x) = 2m
m∏
k=1
(x− fk)
and
g(x) = γ
m∏
k=1
(x− gk).
Then it follows that
n∏
j=1
g(xj)
f(xj)
=
γn
2mn
n∏
k=1
v˜n(gk)
v˜n(fk)
,
and (3.67) implies
n∏
j=1
w˜n−1(xj) =
γn
2mn
n∏
k=1
v˜n(gk)
v˜n(fk)
∆˜n,
where ∆˜n =
∏n
j=1 v˜n−1(xj).
Now ∆˜n can be computed using Schur’s Theorem. This means it is possible to
consider resultants of the type
Res(v˜n(x), w˜n−1(x)),
where v˜n(x), w˜n(x) are as defined above.
Conclusion
There is more work that can be done related to both problems considered in this
dissertation. The mass of the weight function of the polynomials Qn(x; t|q) is not
yet found. Computing resultants for more general combination is not an easy task,
although one can argue that in general it is solvable. Similar problems can be also
considered for other systems of orthogonal polynomials.
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