Abstract The Extended Kalman Filter is used extensively for inertial navigation. If initial attitude errors are small, many authors choose to represent the attitude states as a vector of small angles in the vehicle body frame. Some authors choose to represent this vector in the navigation frame instead, but the corresponding reduction of filter performance in the closed loop filter is not discussed. Performance is regained when switching to an open loop filter, but closed loop filters are widely desired. This paper investigates this performance reduction. To show the effect, Monte Carlo simulation results are shown for several cases with a simplified inertial navigation problem using a closed and open loop filter and attitude states in the body and inertial frames. A qualitative argument is given to explain the effects, which stem from a state propagation model that poorly reflects the true system model for this case. A method is proposed to regain performance by using an estimated inertial frame for the attitude states. This method is only beneficial when the attitude states are measured indirectly via the velocity state equation. Results with this new frame are shown and discussed.
Introduction
Attitude determination techniques continue to be widely researched [1] . For vehicle navigation, much of the literature defines a small angle attitude error vector (the difference between the estimated and true attitude references) if the attitude error is expected to be relatively small. This vector is often represented in the body frame, but some authors choose to use the navigation frame instead. However, a discussion of the corresponding reduction of filter performance in the closed loop filter has not been seen by the present authors and is the motivation for this research.
The choice of frame is one factor which determines the complexity of the state transition and state update equations and the performance of the filter. Other than simpler state equations, a big advantage of using an inertial navigation frame (or a slowly changing navigation frame) is seen in real time applications where the filter corrections are calculated after the reference time of the update [2] . In this case, the attitude error states are not rotated in the filter propagation step, making the attitude updates insensitive to the computational and measurement delays. In contrast, if the body frame is used then the attitude corrections must be transformed to the current body frame when correcting the attitude states.
Attitude estimates are updated as part of the EKF update routine. In this work a small angle quaternion defines the error in the estimated attitude quaternion. A small angle attitude error vector is part of this quaternion and has additive errors to first order. Crassidis, Markley and Cheng [1] , Crassidis [3] , Gray [2] and Markley [4] use attitude errors in the B frame, Farrell [5] and Wendel [6] use attitude errors in the North-East-Down frame, and Gai [7] , Gray [2] and Thompson and Quasius [8] use an inertial frame. All of these authors simply add the EKF update corrections to the attitude error estimates, which does not change the frame of the attitude error vector. If the update does change the frame of the attitude error vector then the attitude covariance states much be rotated to the new frame.
This paper investigates the use of a small angle attitude error vector in an inertial frame for an INS using the closed loop EKF. The closed and open loop EKFs are first presented as background for the discussion. A simple INS problem is then described where a small angle attitude error vector can be represented in either the inertial or body frames. System models, measurement models, state vectors and state transition equations are given for both attitude error representations. Simulation results are then given, which show the performance of using the closed and open loop EKFs in combination with both attitude error representations. The degraded performance of the closed loop EKF with attitude errors in the inertial frame is further analyzed. A new estimated inertial frame is proposed for the attitude error vector to improve performance of this case. Simulation results are given for this new case showing improved performance and are further discussed.
Extended Kalman Filter
The EKF is discussed in numerous references [9, 10, 11, 5, 12, 6] and is summarized here. The EKF can be used in a closed-loop or open-loop manner [12] . The equations for both methods are listed in Table 1 . The notation t k − is used to denote the time immediately before the updates and t k + denotes the time immediately after. In the closed-loop method, corrections to the state estimates are fed back to the current estimated state vector (x) during the update routine. The estimated state vector always represents the most accurate estimate of the states, which allows the most accurate calculation of the state estimate propagation. In the open-loop method, corrections to the state estimates are not fed back to the estimated state vector but are instead added to the current estimated error state vector (δx). The estimated state vector is corrected with the estimated error state vector to get the most accurate state estimates. This type of filter is commonly used when the state propagation calculations cannot be changed directly. For additive errors the error state vector is defined as:
where x is the true (error free) state vector. Note that the Error State Propagation and Whole State Update equations in Table 1 all assume the errors are additive. 
Simplified Navigation Problem
The following simplified navigation problem will be used in simulations to compare the closed and open EKF performance using an attitude error state vector in the body and an inertial frame. Most INS applications are much more complex than this example and the performance differences of the frame and filter type choices may be hidden by other effects. The presented navigation problem is as simple as possible to highlight the desired effects.
Consider a vehicle at an Earth fixed position with an IMU providing 100Hz measurements of vehicle specific force and angular velocity in the IMU body frame (B) with no errors. The B frame is the rectangular coordinate system of the IMU measurements. The navigator provides the position, velocity and attitude of the vehicle in an inertial navigation frame (I). The I frame is defined to be equal to the Earth Centered Earth Fixed (ECEF) frame at time t = 0. The ECEF frame is centered at the Earth's center of mass with the x-axis extending through the point (0 • latitude, 0 • longitude), the z-axis extending through the spin axis and the y-axis completing the right-handed coordinate system. The ECEF frame rotates about the z-axis relative to inertial at Earth rate (ω Earth = 7.2921159e − 5 rad/s). The Earth rotation vector in the I and ECEF frame is:
Note that in the following sections the position, velocity, attitude, acceleration and rotation variables are a function of time. However, the (t) time dependency notion is dropped to simplify the notation. This notion is only used to indicate discrete time points or for clarification.
The navigation algorithm calculates the vehicle state over time. The system model is given as [13, 14] (see Shuster [15] for quaternion algebra definitions):
where r I is inertial position, v I is inertial velocity, q I B is the B to I frame quaternion and T (q I B ) is the equivalent transformation matrix, a B is the measured vehicle specific force, and ω B IB is the measured vehicle angular velocity vector with respect to I in the B frame. ⊗ is the quaternion multiplication operator and quaternions are represented as a column vector with the scalar element last. For this example the process noise w(t) is zero for all time. g I is spherical gravity in the I frame and is calculated using:
where µ = 398600.4418km 3 /s 2 is the standard gravitational parameter for Earth. The IMU measures the dynamics of the vehicle, which is at a fixed position relative to Earth. Therefore, the acceleration and rotation are constant in the B frame and:
The error states for r I and v I are additive and follow from eq. (1), but the error state for the attitude quaternion is multiplicative. To avoid the complications with using a quaternion in the state vector [1] a new quantity θ will be defined, which is a vector of small angles representing the attitude error and is approximately additive. θ will be represented later in both B and I frames, but until then the frame will be kept general. Consider two general reference frames A1 and A2. The error quaternion in the A1 frame can be defined as:
For small angular errors:
where θ A1 is a small angle rotation vector in the A1 frame. With this definition, the state vector is written as:
and the entire error state vector δ x is additive.
To derive the system model for θ A1 , take the derivative of eq. (9):
From Savage [13] :q
Substituting this into eq. (12) and using eq. (9) and eq. (10) gives:
Taking the vector part of this equation and substituting in the I and B frames for A1 yields the two system models:
To derive F the system model must first be explicitly stated in terms of the states. The equation forv I must be stated in terms of θ . If A1 = I then, using the Taylor series expansion for a small angle rotation matrix [16] and eq. (9), eq. (4) becomes:
where:
Note that only the frame of a is affected by the rotation, not the length of the vector. One can think of aÎ as the acceleration in an estimated I frame calledÎ. Finally, if A1 = B then the velocity system equation instead becomes:
If A1 = I then the system model for the entire state vector f (x(t),t) consists of eq. (3), eq. (15) 
where 0 3×3 is a 3 × 3 matrix of 0's, I 3×3 is the 3 × 3 identity matrix, and the gravity term is a first order approximation [5] . For A1 = I the values for F vθ and F θ θ are:
and for A1 = B they are:
where the fact thatθ A1 = 0 3×1 is used to reduce the F vθ equations. It is known that the vehicle position is fixed relative to Earth, which is used as a measurement to update the filter. The velocity in the ECEF frame is then zero, which can be calculated in terms of the inertial states by subtracting Earth rotation velocity from the inertial velocity in the ECEF frame [5] . The measurement model is then:
where ν k ∼ N (0, R k ) and T
ECEF k I
is the I to ECEF transformation defined as:
Calculating the Jacobian gives:
To keep the small angle approximation in eq. (10) as accurate as possible, the estimated value of θ A1 will be fed back to the whole state attitude estimate after each EKF update in the closed loop case. The notation t k + will be used to denote the time after the update and before the feedback, and t k ++ will denote the time immediately after the feedback. Therefore, immediately after the whole state update equation the following operations are done with the estimated states:
where 0 3×1 is a 3 × 1 vector of 0's, andq A1 A2 (t k ++ ) is renormalized to 1 after this operation. With this method, the estimated small angle vectorθ A1 is always 0 3×1 during propagation. A similar procedure is used by a number of authors [3, 4] and is often called a "reset" of the attitude states, however without the explicit notation used here. The effect this has on the true state θ A1 is found by starting with eq. (9) at t k ++ and using eq. (10), eq. (30) and the fact that q A1 A2 (t k ++ ) = q A1 A2 (t k + ) (since the true attitude is not changed by the feedback) to get:
which agrees with earlier statements that θ is approximately additive. There is no change in the covariance matrix due to these operations since this merely moves information from one place to another and does not change the statistics associated with these states [4] . Which means: 
θ ) and q 4 = q 2 1 + q 2 2 + q 2 3 . P(0) is set to:
where σ r = 1m, σ v = 0.1m/s, and σ θ = 0.07rad (= 4 • ). As previously mentioned, there is no system noise, so w(t) is 0 at all time. There is also no measurement noise since it is known that the ECEF velocity is exactly zero, but using zero measurement noise can lead to division by zero in the Kalman gain matrix. Therefore, R k is set to (0.001m/s) 2 I 3×3 . The state propagation equations are integrated at 100Hz using forward Euler for eq. (3), forward Euler with rotation correction [14] for eq. (4), a 3rd order quaternion integration method [16] for eq. (5) and the exact solutions for eq. (15) and eq. (16) . 100 simulations were run for each Monte Carlo and the same set of initial conditions are used for each Monte Carlo. Figure 1 shows the results. For each case at each time point, the root mean square (RMS) of the attitude errors and the corresponding 1σ values for all 100 simulations are plotted. The position and velocity errors are all near or below their RMS 1σ values and are not shown.
Analysis of Simulation Results
The filter performances for the CLB, OLI, and OLB cases are all as expected; the RMS errors are all near or below the 1σ RMS values. However, the performance of the CLI case is very poor. After the second measurement update (at 2sec) the error in attitude is well outside of the 1σ RMS boundary. The fact that both open loop cases perform as expected suggests that the poor performance of the CLI case is related to feeding back the state corrections in the EKF update routine. The fact that both cases with A1 = B perform as expected suggests that the CLI performance is also related to the state transition equations. Both the velocity and attitude propagation terms depend on the choice of A1, but the attitude terms (eq. (23) and eq. (26)) can be eliminated as suspect since they do not depend on the state corrections. The velocity terms (eq. (22) and eq. (25)) containq I B , which is corrected after every EKF update with eq. (30). It seems that the velocity terms are causing the CLI performance problem since the attitude corrections come from updates with velocity measurements. The following qualitative approach explains why the CLI case inherently has poor performance in these simulations.
In eq. (22), a B is first transformed with the attitude estimate into theÎ frame and this is used in a cross product matrix which is multiplied with the covariances of θ I during the EKF propagation 1 . When the attitude estimate is corrected from the EKF update the direction of aÎ changes at this instant, even though the direction of a I did not. In effect, theÎ frame changes even though the true attitude does not change at this instant. This is misinterpreted by the EKF as a change in the acceleration direction relative to θ I , which causes poor filter performance since this does not reflect the system model.
In contrast, in eq. (25), a B is first crossed with the attitude state covariances and then this cross product is transformed with the attitude estimate. Again the attitude estimate is changed by the update, but the relationship between a B and the attitude covariance (i.e. the cross product matrix) is not affected. The EKF does not interpret the attitude update as a change in acceleration, but it does misinterpret it as a change in the entire cross product. Clearly, the EKF is not sensitive to this misinterpretation since the performance of the CLB case is OK.
Finally, in the OLI case the attitude corrections are accumulated in the error state vector instead of updating the attitude estimate. This eliminates the false acceleration direction changes in the CLI case, therefore providing better performance.
The Monte Carlo simulations used a relatively large initial attitude error of σ θ = 4 • . As this error is reduced, the size of the attitude updates is reduced and the CLI case shows increasingly better performance. For the presented simulation setup, an initial attitude error of σ θ ≈ 0.05 • was found to be the boundary between good and poor performance for the CLI case, where "good" performance means the RMS attitude and velocity errors are near or below their respective 1σ RMS boundaries.
Closed Loop with A1 =Î Case
The cross product in eq. (22) crosses a vector in theÎ frame with the covariances of θ in the I frame. Crossing vectors in two different frames in general does not make sense because the frame of the product is not defined. A better approach might be to use some θÎ as the attitude state instead. To show how this simple, yet unconventional change affects the EKF performance, the system model and update equations will be derived and Monte Carlo results for the resulting system will be shown.
To start, θÎ is first defined as:
Using eq. (9) this becomes:
This can be further reduced using a Taylor series expansion to:
It is already known that θ I (and thus p I ) are constant during the EKF propagation from eq. (15) . Therefore, the system model for this state must be:
To find the system model for velocity combine eq. (17) and eq. (38) to get:
Therefore, the F matrix for this case is the same as in the CLI case. Additionally, the measurement equations are unchanged since they are not affected by the choice of A1.
To keep small angle approximations as accurate as possible, the estimated value of θÎ will be fed back to the whole state attitude estimate after each EKF update, analogous to the procedure in eq. (30) and eq. (31). Immediately after the whole state update equation the following operations are done:
As a result, theÎ frame changes discretely at the update times. The resulting change in θÎ is calculated by starting with eq. (36) at t k ++ and using parts of eq. (32) and eq. (36) again to get:
(43) The last equation shows that θÎ is not additive because theÎ frame changes by the rotation T ([− 1 2θÎ (t k + ), 1] T ) due to the feed back operations. In this case the covariance matrix must also be updated to reflect the frame change. Therefore, as a final step in the update routine, a discrete propagation of the covariance matrix must be done from t k + to t k ++ to change the frame of the attitude covariances. The discrete form of the EKF propagation equations in Table 1 are [9, 12] :
The f function does not change r I or v I , but uses eq. (43) for the attitude states. From the Jacobian of eq. (43), the system matrix is:
and the process noise is Q k + = 0. The EKF update is finally complete with these last steps.
A Monte Carlo of 100 simulations, like those discussed in section 4, was done for the closed loop A1 =Î case to give a quantitative measure its performance. 100 simulations were run and the same set of initial conditions from section 4 are used. Figure 2 show the results. As with the other simulation results, the root mean square (RMS) of the velocity errors, attitude errors, and their corresponding 1σ values for all 100 simulations are plotted. The position errors are not shown because they are approximately an integral of the corresponding velocity errors and are therefore not interesting.
The filter performance for this case is similar to the CLB, OLI and OLB cases. The RMS errors are all near or below the 1σ RMS boundaries. 
Conclusion
The presented work has shown how the choice of the attitude error vector frame and filter type can effect filter performance. Four separate Monte Carlo simulations were done for a simplified navigation problem. The filter performance for the CLB, OLI and OLB cases was as expected, but the performance of the CLI case was relatively poor. In all cases, the attitude corrections were estimated indirectly via the velocity measurements with the F vθ term in the EKF propagation equation. In the CLI case, the aÎ term in F vθ changes after the EKF update but the attitude covariance states are unchanged. The poor performance of the CLI case can be attributed to this inconsistent modeling.
To avoid the problems with the CLI case, theÎ frame was used to represent the attitude states instead. This case has the same propagation equations as the CLI case, but uses an additional discrete filter propagation step immediately after the normal EKF update to rotate the attitude covariance states to the newÎ frame. In this case both the aÎ term in F vθ and the attitude covariance states are always in the current I frame, which fixes the inconsistent modeling problem from the CLI case. Monte Carlo results for this case show similar performance to the CLB, OLI and OLB cases.
Most INS systems are much more complicated than the example used in this work. However, if a filter like the CLI case is used then the inconsistent modeling issues discussed in this work may degrade performance. For any system, all options should be considered to find the best choice for the application.
