We present a new construction of fractal interpolation surfaces defined on arbitrary rectangular lattices. We use this construction to form finite sets of fractal interpolation functions (FIFs) that generate multiresolution analyses of L 2 (R 2 ) of multiplicity r . These multiresolution analyses are based on the dilation properties of the construction. The associated multi-wavelets are orthogonal and discontinuous functions. We give concrete examples to illustrate the method and generalize it to form multiresolution analyses of 
Introduction
Fractal interpolation, as introduced by Barnsley (1986) (see also Barnsley et al., 1989) , is an alternative to traditional interpolation techniques, which gives a broader set of interpolants. In fact, many traditional interpolation techniques (splines, hermite polynomials, etc.) are included as special cases. Its main differences consist (a) in the definition of a functional relation (see (11) ) that implies a selfsimilarity in small scales, (b) in the constructive way (through iterations), that it is used to compute the interpolant, instead of the descriptive one (usually a formula) provided by the classical methods and (c) in the usage of some parameters, which are usually called vertical scaling factors, that are strongly related with the fractal dimension of the interpolant. It was these properties (and especially the second one) that led Geronimo, Hardin, Kessler and Massopust to use fractal interpolation functions (FIFs) for the generation of multi-wavelets (see Hardin et al., 1992; Geronimo et al., 1994) before the general concept of multiresolution analysis of multiplicity r had been introduced in Goodman et al. (1993) and Goodman & Lee (1994) (the construction presented in Geronimo et al. (1994) is known as GeronimoHardin-Massopust multi-wavelets and was latter constructed by Chui & Lian (1996) without using fractal interpolation). Their work led to the celebrated Donovan-Geronimo-Hardin-Massopust orthogonal multi-wavelets (see Donovan et al., 1996) . The present work is highly motivated by their results (and especially from Hardin et al., 1992) . We must point out that the construction of multi-wavelets via fractal interpolation differs in a lot of ways from the standard wavelet techniques. The usual approach is to seek for a solution of the refinement equation satisfying several properties (such as orthogonality, continuity, high approximation order, etc.). The fractal interpolation approach on the other hand makes use of suitable FIFs constructed to incorporate the desired properties. Interesting works regarding the Let X = [0, 1] × R and Δ = {(x i , y i ): i = 0, 1, . . . , N } be an interpolation set with N + 1 interpolation points such that 0 = x 0 < x 1 < • • • < x N = 1. The interpolation points divide [0, 1] into N intervals I i = [x i−1 , x i ], i = 1, . . . , N , which we call 'domains'. We define δ i = x i − x i−1 , i = 1, 2, . . . , N Next, we define N mappings of the form
F i (x, y) , for i = 1, 2, . . . , N ,
where T i (x) = a i x +b i and F i (x, y) = s i y + p i (x) ( p i (x) is a polynomial). Each map w i is constrained to map the end points of the region [0, 1] to the end points of the domain I i . That is, 
Vertical segments are mapped to vertical segments scaled by the factor s i . The parameter s i is called the 'vertical scaling factor' of the map w i . It is easy to show that if |s i | < 1, then there is a metric d equivalent to the Euclidean metric such that w i is a contraction (i.e. there isŝ i : 0 x, y) ; see Barnsley, 1993) . where s = (s 1 , . . . , s N ) . It is easy to verify that T Δ,s g is well defined and that T Δ,s is a contraction with respect to the ρ ∞ metric. According to the Banach fixed-point theorem, there exists a unique f ∈ F Δ such that T Δ,s f = f . If f 0 is any interpolation function and f n = T n Δ,s f 0 , where T n Δ,s = T Δ,s • T Δ,s • • • • • T Δ,s , then ( f n ) n∈N converges uniformly to f . The graph of the function f is the attractor of the IFS {X, w 1−N } associated with the interpolation points (see Barnsley, 1993) . Note that f interpolates the points of Δ for any selection of the parameters of the polynomials p i that satisfies (2). We will refer to a function of this nature as an FIF. It is readily proved by the above that the FIF is the unique function f that satisfies the functional relation
Likewise, f is the unique function whose graph G satisfies the relation
Let us consider the case where w i are affine:
Here, p i (x) = c i x + f i . The FIF that corresponds to the above IFS is called 'affine' FIF.
From (2) four linear equations arise, which can always be solved for a i , c i , b i , d i in terms of the coordinates of the interpolation points and the vertical scaling factor s i . Thus, once the contraction factor s i for each map has been chosen, the remaining parameters may be easily computed (see Barnsley, 1993) .
Construction of FISs
Many authors tried to generalize Barnsley's construction on R 3 to produce FISs. More credited are the works of Massopust, who was the first to consider the problem and also wrote a book on the subject (see Massopust, 1990 Massopust, , 1994 , Bouboulis and Dalla (see Bouboulis et al., 2006; Bouboulis & Dalla, 2007b,c; Dalla, 2002) , Malysz (see Malysz, 2006) , Zhao (see Zhao, 1996) , Wang (see Wang, 2006) and Feng (see Feng, 2008) . We should also mention the construction by Xie & Sun (1997) which leads to compact sets that interpolate data points on R 3 . However, in most of these attempts the construction uses either interpolation points, that are restricted to be collinear in the borders of I = [0, 1] 2 , or maps with equal vertical scaling factors. A general construction that can be applied to arbitrary data points on R n was presented recently in Bouboulis & Dalla (2007a) . The main difference of this approach is that it takes into account not only the values of the interpolation points but also the values of the borders of the rectangular grid, which are chosen a priori. The method presented here is an extension.
Consider a data set
, which contains in total (N + 1) • (M + 1) points. We also define the set 
It is easy to show that there exists a metric ρ θ (equivalent with the Euclidean metric) such that W i, j is a contraction for all i = 1, 2, . . . , N , j = 1, 2, . . . , M. To this end, consider the metric ρ 1 defined on [0, 1] 2 as follows:
, where h = min h i 1 ,i 2 , and the metric
where θ is properly specified (for a complete proof, see, e.g. Wang, 2006; Bouboulis & Dalla, 2007a) . Therefore, the IFS {[0, 1] 2 × R, W i, j , i = 1, 2, . . . , N , j = 1, 2, . . . , M} has a unique attractor G. In general, G is a compact subset of R 3 containing the points of Δ. The following proposition gives conditions so that G is the graph of a continuous function f . As mentioned above, these conditions involve points that lie on ∂ I i 1 ,i 2 × R, for all i = 1, 2, . . . , N , j = 1, 2, . . . , M where ∂ I i 1 ,i 2 is the boundary of I i, j . The proof can be found in Bouboulis & Dalla (2007a) (in the case of a Lipschitz condition, but it can be easily extended).
PROPOSITION 3.1 Let h ∈ C ([0, 1] 2 ) be a function that interpolates the points of Δ (i.e. h(x i , y j ) = z i, j ) such that it satisfies a Hölder condition. If the IFS defined above satisfies the conditions
for all (x, y) ∈ [0, 1] 2 , i = 1, 2, . . . , N , j = 1, 2, . . . , M, then its attractor G is the graph of a continuous function f that interpolates the data points. Moreover, f is the unique function that satisfies the functional relation
for all (x, y) ∈ I i, j , i = 1, 2, . . . , N , j = 1, 2, . . . , M.
As in the case of the 1D FIF, f is the unique function whose graph G satisfies
The corresponding Read-Bajractarevic operator T Δ,h,s is defined as 
, we obtain the system
for all (x, y) ∈ [0, 1] 2 , i = 1, 2, . . . , N , j = 1, 2, . . . , M, where s i, j are free parameters. In this paper, we limit our interest only to the case where
for all i = 1, 2, . . . , N , j = 1, 2, . . . , M. Solving the system of equations, we obtain (17) and taking into account that in our case x 0 = y 0 = 0 and x N = y M = 1, we obtain
for all i = 1, 2, . . . , N , j = 1, 2, . . . , M. This IFS gives rise to an FIS. Figure 1 shows the graph of an FIS, where the 1D interpolants are polygonal lines. (More examples and a more detailed description using RIFS can be found in Bouboulis & Dalla, 2007a.) In an attempt to make this construction to depend explicitly on the original interpolation points, one may consider that the 1D interpolants are affine FIFs constructed as mentioned in Section 2.2 (affine FIFs satisfy a Hölder condition; see Massopust (1994) or Section 7 for a more general result). In this case, u i are the affine FIFs associated with the set Δ i , together with some arbitrary vertical scaling factors σ i, j , j = 1, . . . , M, for i = 0, 1, . . . , N . Similarly, v j is the affine FIF associated with the setΔ j , together with vertical scaling factorsσ i, j , i = 1, . . . , N , for j = 0, 1, . . . , M. We will call the resulting FIS as 'generalized-affine FIS'. Figure 2 shows an example of an FIS constructed as mentioned above. 
Computation of integrals and moments
To compute the inner product of two FIFs, we need to know the values of their moments. We note that for the 1D case, these values are already known (see Barnsley, 1986) :
where
Hence, the inner product of two FIFs f andf that interpolate the sets
} and are associated with the vertical scaling factors {s 1 , . . . , s n } and {s 1 , . . . ,s n }, respectively, is
where p i andp i are the polynomials of the IFS maps (see Hardin et al., 1992) .
Using similar methods as in Barnsley (1986) and Hardin et al. (1992) , one can compute the moments of an FIS defined on [0, 1] 2 .
Proof. Breaking the integral into parts and taking the functional relation (11), we have
Applying Newton's binomial expansion formula and solving for f n,m gives the result.
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With this method one can compute several other integrals that are needed to compute the inner product of two FISs. The respective relations are given below without proof. Let f (x, y) denote an FIS defined on [0, 1] 2 as discussed above. Furthermore, let u( y) and v(x) be two FIFs defined on [0, 1], associated with the IFSs {R, w 
Similarly, letû( y) andv(x) be two FIFs defined on [0, 1], associated with the IFSs {R,ŵ
1−M } and {R,ŵ
dx dy is computed as follows:
• The relation for the integral [0,1] 2 f (x, y)v(x)dx dy is similar to the one above, with v(x) in place of u(y),q i in place of q j andσ i in place of σ j .
• The integral ρ n,m = [0,1] 2 x n y m u( y)v(x)dx dy is computed recursively as follows:
where ρ 0,0 is given by
• The integral τ n,m = [0,1] 2 x n y m v(x)v(x)dx dy is computed recursively as follows:
• A similar relation holds for the integral τ n,m = [0,1] 2 x n y m u( y)û( y)dx dy.
The inner product of two FISs is given in the following proposition.
PROPOSITION 4.1 Consider two sets of interpolation points
Consider the FISs f ,f that interpolate Δ andΔ and are associated with the borders
Then the inner product of f andf is given by
where p i, j andp i, j are given by (22) in each case.
Putting together Proposition 4.1 and relation (22), it is evident that in order to compute the inner product [0,1] 2 f (x, y)f (x, y)dx dy we need to compute several integrals of the form 
Dilation properties of FIFs
We have already mentioned that affine FIFs satisfy certain dilation properties. The aim of this section is to prove that similar relations are true for the generalized-affine FISs. In the following, we will limit our interest to FISs that are constructed taking into account that the 1D interpolants are affine FIFs, as mentioned in the last lines of Section 3. In addition, we will assume that the vertical scaling factors used for the construction of the affine FIFs and the construction of the FIS are equal to s (i.e.
In the rest of the paper, when we are refereing to a generalized-affine FIS, we will mean an FIS constructed in this manner (unless it is explicitly stated otherwise).
Dilation properties of affine FIFs
For the case of the affine FIF, it has been noticed that certain dilation properties hold. In particular, if we restrict an FIF that interpolates N points (see Section 2.2) on the interval [x i−1 , x i ], then we get another FIF. This property is described in the following proposition. Its proof makes use of the self-affiniteness of the graph of f (see Hardin et al., 1992) . 
is also an affine FIF, associated with the points {(x i , w k (x i )), i=0, . . . , N } and the vertical scaling function s. The associated IFS contains the mappings
Proof.
The result now follows from the fact that
Similarly to the first part, we easily obtaiň
The result follows after some algebra. The following result is also found in Hardin et al. (1992) and will be used later.
, be a partition of [0, 1] and |s| < 1. The space F P,s of all affine FIFs that interpolate points of the form Δ = {(x i , y i ), i = 0, 1, . . . , N } and are associated with vertical scaling factor s is a linear space with dimension N + 1.
Dilation properties of FISs
Similar results hold for the generalized-affine FISs. Proof. Let f 1 , f 2 ∈ F P,s , two generalized-affine FISs with graphs G 1 and G 2 that correspond to interpolation points Δ 1 and Δ 2 , respectively, and λ 1 , λ 2 ∈ R. Let W
i, j and W
i, j be the mappings of the associated IFSs (see (6)) andĜ be the graph of the functionf =
j are the corresponding affine FIFs used in the construction of f 1 and f 2 , then Proposition 5.2 ensures that the 1D interpolantsû i = λ 1 • u
j are affine FIFs (for i = 0, . . . , N , j = 0, . . . , M). It is easy to prove that the mappingsŴ i, j defined bŷ 
is also a generalized-affine FIS interpolating the set of points
Proof. We split the proof into two parts. In the first, we will prove that the affine FIFs u i , v j , i = 0, . . . , N , j = 0, . . . , M, are mapped (through W k,l ) to affine FIFs. Subsequently, we will deduce that the graph of g satisfies a relation such as (12), where the mappings are similar to (22) .
For the first part, let u i be one of the affine FIFs that interpolate the points of Δ i = {(x i , y j , z i, j ); j = 0, . . . , M} and letũ i be a function defined on [
2, j ( y))) for all i = 0, . . . , N . Substituting x with x i in (22), we can easily see thatũ i is expressed as a linear combination of affine FIFs (plus a constant function which is an affine FIF).
For the final part, we observe that
where G is the graph of f and W k,l (G) the graph of g. Considering that
it takes a few lines of algebra to see that the
It is readily proved thatŴ i, j has the form (6) andp i, j has the form (17) for all i, j. Therefore, taking into account the first part of the proof and the fact that allŴ i, j satisfy (26), we deduce that the function g is a generalized-affine FIS.
Multiresolution analysis obtained from FISs
In the following, we give a definition of multiresolution analysis based on N -adic dilates (where N 2), instead of dyadic ones which are more widely used. A 'multiresolution analysis of multiplicity r ' of L 2 (R 2 ) is a nested sequence of closed linear subspaces (V n ) in L 2 (R 2 ) satisfying the following:
(E) Stable shifts. There are r functions φ 1 , φ 2 , . . . , φ r such that the collection of integer translates {φ α 0,i, j = φ α (• − i, • − j)/α = 1, . . . , r, i, j ∈ Z} forms a Riesz basis of V 0 . An immediate consequence of the above relations is that the set
is a Riesz basis of V k . The functions φ 1 , . . . , φ r are called scaling functions and are said to generate the multiresolution analysis. The vector function Φ = (φ 1 , . . . , φ r ) is called scaling vector. If there is a set of compactly supported scaling functions whose integer translates form an orthogonal basis of V 0 , then we call (V k ) 'orthogonal' multiresolution analysis. We note that since the number of the scaling functions is finite, V 0 is a 'finitely generated shift-invariant' (FSI) space. Another immediate consequence of the above relations is that Φ satisfies a 'matrix-vector refinement equation' of the form
for some sequence of r × r matrices C i, j , called 'scaling coefficients'. There are several results regarding the conditions that the functions φ 1 , . . . , φ r need to satisfy, so that they generate a multiresolution analysis. Conditions for the density property (C) were given by de Boor, DeVore and Ron and can be found in de Boor et al. (1993) for the case where r = 1, but can be easily extended (see also Jia & Shen, 1994) . Their result can be stated as follows (for r = 1): If F (φ) (i.e. the Fourier transform of φ) is non-zero almost everywhere in some neighbourhood of the origin, then the density property holds. Note that in the case where φ has compact support, this condition is true. For the separation property, we have the general result given by Jia & Shen (1994) 
For the purpose of our construction, we fix N and s and define V 0 to be the space consisting of functions f ∈ L 2 (R 2 ), whose restriction to [α, α+1]×[β, β+1] is a generalized-affine FIS interpolating sets of points of the form
for all α, β ∈ N. The corresponding (N + 1) 2 scaling functions and their translates must form a basis of V 0 . One such base can be obtained by selecting φ κ , where κ = l • (N + 1) + k + 1, as the FIS associated with the set of points
for all k, l = 0, . . . , N . It is easy to verify that the corresponding scaling vector Φ will satisfy a refinement equation such as (27).
PROPOSITION 6.1 Consider the generalized-affine FISs φ 1 , . . . , φ r , defined as above (where
, see also Section 3). Then the vector Φ = (φ 1 , . . . , φ r ) satisfies the refinement equation
where C i, j are r × r matrices whose elements are given by
Proof. Let κ be fixed. By Proposition 5.4, we know that the restriction of φ κ in each of the sets 
for all (x, y) ∈ I i, j , where l = (λ − 1) div(N + 1) and k = (λ − 1) mod (N + 1). The result follows immediately.
Using the Gram-Schmidt orthogonalization process, we may obtain an orthonormal base of V 0 , namelyφ 1 , . . . ,φ r . We define V k as the space produced byφ 1 (N k •, N k •) , . . . ,φ r (N k •, N k •) and their translates, i.e.
The following is true.
Proof. Conditions (A) and (B) clearly hold due to the construction (see (28) and Proposition 5.4). Since V 0 is an FSI space, conditions (C) and (D) also hold as mentioned above. The last condition follows from the orthogonality ofφ 1 , . . . ,φ r .
As is usually the case, we define W k as the orthogonal complement of addition, there exist functions ψ 1 , . . . , ψ r (r = (N 2 − 1)(N + 1) 2 in our case) orthogonal to φ's and to each other so that their integer translates form a Riesz basis of W 0 . The functions ψ 1 , . . . , ψ r are called multi-wavelets. The wavelet vector Ψ = (ψ 1 , . . . , ψ r ) will satisfy a relation of the form
where D i, j are r × r matrices, for i, j = 0, . . . , N − 1. The wavelet coefficients D i, j can be computed by solving the linear system
denote the element of the C i, j matrix positioned at lth line, λth column and D i, j (k, κ) denote the element of D i, j positioned at kth line, κth column. Then the above linear system can be reformulated as
for all k = 1, . . . , r , l = 1, . . . , r . We can then apply the Gram-Schmidt orthogonalization procedure to obtain an orthonormal basis. Another more elegant approach is to extend the polyphase matrix in such a way that the extended matrix is paraunitary (see, e.g. Strang & Strela, 1995; Lawton et al., 1996; Vaidyanathan, 1993; Keinert, 2004) . Either way, the resulting multi-wavelets are not unique. At this point we should note that the multi-wavelets are not continuous functions. They will have possible discontinuities at the points [0, 1] × {i/N } and {i/N } × [0, 1], for all i = 0, . . . , N .
REMARK 6.1. It is easy to prove that the scaling vector has accuracy 2 (i.e. any polynomial up to order 1 belongs to V 0 ). This means that the wavelet functions will have two vanishing moments.
For the implementation of the discrete multi-wavelet transform, we must provide a suitable prefiltering (preprocessing) technique. Prefiltering is the process of converting the equally spaced samples of a given signal s(x, y) ∈ V 0 to the vector coefficients S i, j appearing in the multi-scaling expansion of the signal, i.e.
s(x, y)
For scalar wavelets, the preprocessing and postprocessing steps are often omitted and the expansion coefficients are equated with the point samples. This is often called as a 'wavelet crime' (see Strang & Nguyen, 1996) . For the multi-wavelets, however, preprocessing and postprocessing steps are necessary. We will use a short of interpolating prefilter (Hardin et al., 1992; Xia et al., 1998) . We assume that the signal has been sampled at the points (x i,k , y j,l ), x i,k = i + (k/N ), y j,l = j + (l/N ), for k, l = 0, . . . , N − 1. Then, the κth element of the vector S i, j is given by
where k, l such that κ = l(N + 1) + (k + 1).
An example
Consider the case where N = 2, i.e. we have nine scaling functions. The inner product of two generalizedaffine FIFs f andf each one of them interpolating the data sets
respectively, will be given as a linear combination of the products z i, j •ẑ i, j , i, j = 0, . . . , 2, where the coefficients are rational polynomials of s, with the common denominator
Although it is possible to give the exact formula using the techniques in Section 4, we chose to omit it since it is very large and does not provide any additional information (the computation was implemented in Mathematica). The scaling coefficients C i, j , i, j = 0, 1, are given below: 
We can find the corresponding wavelets using Mathematica or Maple to extend the polyphase matrix or solve the linear system and orthonormalize as mentioned earlier. It is possible to give an exact formula of one set of corresponding wavelets in terms of s, but since it is very long we rather give an approximation for the case s = 1 2 (see Tables 1 and 2 ). Figure 3 shows the scaling functions, while Figs 4 and 5 show the corresponding orthonormal multiwavelets.
Generalization of the construction to
In this section, we generalize the construction using FIFs defined on [0, 1] 
3. The key ideas are the same as before. However, we need some results regarding a Hölder property of a general class of FIFs in order to make the construction valid.
FIFs on rectangular lattices of
Consider a set of interpolation points of the form
To simplify the notation, we set i 
