Abstract. We provide some conditions as to when K(X) = K(Y ) for two locally compact spaces X and Y (where K(X) is the lattice of all Hausdor compacti cations of X). More speci cally, we prove that K(X) = K(Y ) if and only if C (X)=C 0 (X) = C (Y )=C 0 (Y ). Using this result, we prove several extensions to the case where K(X) is embedded as a sub-lattice of K(Y ) and to where X and Y are not locally compact.
Introduction
The study of the Hausdor compacti cation of a Tychono space X is a wellestablished branch of topology (the books PW] and Ch] are nice references in this area). There are many results examining the types of compacti cations that X may have or the structure of the collection of all the compacti cations of X. In fact, if we denote by K(X) the collection of all Hausdor compacti cations of X, we may put an order structure on K(X) which makes it a complete upper semi-lattice (which is a lattice if and only if X is locally compact).
In this paper, we examine when K(X) is isomorphic to K(Y ) for two spaces X and Y . We also examine when K(X) can be embedded in K (Y ) .
Under what conditions are K(X) and K(Y ) isomorphic? One simple su cient condition is as follows. Suppose that X 0 and Y 0 are compact with X 0 X and Y 0 Y . If X n X 0 is homeomorphic to Y n Y 0 , then K(X) is isomorphic to K(Y ). This is by no means the whole story, however. Let W( ) = f j < g for an ordinal and put the order topology on W( ). Let ! be the smallest ordinal of cardinality @ . Then K(W(! )) is trivial if 1, (4.13 of Ch]). Thus, K(W(! )) = K(W(! )) if ; 1. Since ! and ! have di erent cardinalities, W(! ) and W(! ) are not homeomorphic. In fact, if C W(! ) is any compact set, then W(! ) n C has the same cardinality as W(! ). Thus, W(! ) n C and W(! ) n D cannot be homeomorphic for any compact sets C and D. This example shows that our simple su cient condition is not necessary in general.
Thus, we need to look for other conditions, Magill provided one such condition in his paper MG2]. Theorem 12 and Theorem 13 from this paper yield the following result: Theorem 1. (Magill) Let X and Y be two locally compact Tychono spaces. Then K(X) is isomorphic to K(Y ) if and only if X n X is homeomorphic to Y n Y .
In this paper, we prove a theorem (Theorem 12) which implies Magill's result. Our use of function algebra techniques brings new tools to this area.We also prove several extensions of Magill's result, most of them with simple proofs using the new techniques. Using algebraic techniques, many of the necessary manipulations can be handled naturally by the algebra.
All spaces will be Tychono . The main results are theorems 12 and 15. The other theorems are basically re nements of these results.
Preliminaries
Notational Conventions. If I and J are two (closed) subalgebras of a function algebra A, we denote by I J the (closed) subalgebra of A generated by I and J . As a special case, we denote by I 1 the algebra generated by I and the constant functions.
Since the algebraic sum of I and the constant functions is closed if and only if I is closed, taking the closure is unnecessary in this case.
Further, if fI g is a collection of elements in some partially ordered set P, we denote by V fI g the smallest element of P larger than all of the I 's, when it exists. Similarly, we denote by W fI g the largest element of P smaller than all of the I 's, when it exists. For a collection of functions F on X, H X is a stationary set of F if fj H is constant for each f 2 F. We will usually be interested in the maximal stationary FUNCTION ALGEBRAS AND THE LATTICE OF COMPACTIFICATIONS 3 sets. We denote by Z(I) = fx j f(x) = 0; 8f 2 Ig, which we call the zero-set of the ideal I (even though it may not be a zero set as de ned in GJ]).
The following proposition is well known, but we include it for completeness. Proposition 2. Let X be a compact Hausdor space and I C (X) be a closed ideal. Then I = ff : fj Z(I) = 0g. Proof. Let S be a nonsingleton stationary set of I. Suppose that f 2 I and fj S 6 = 0. Let g 2 C (X) be such that gj S is not constant. Then fg 2 I and is not constant on S. Thus, the only value any f 2 I can take on S is 0.
By the Stone-Weierstrass Theorem (16.3 in GJ]), I 1 is the set of all functions constant on the stationary sets of I.
If X X 2 K(X), then we denote by X; X] the order interval of all compacti cations between X and X, inclusive. Now we will state a couple of easy results which will prove useful to us in the sequel. The second one is just the Chinese Remainder Theorem for C (H) for compact Hausdor H. We leave the proofs to the interested reader. To prove Lemma 4, one need only use the usual Chinese Remainder Theorem to get the algebraic isomorphism and then prove it to be an isomorphism of Calgebras.
Lemma 5. Let X be locally compact. Then C (X)=C 0 (X) = C ( X n X). Proof. C 0 (X) is an ideal in C (X) and C 0 (X) = ff 2 C (X)j f j XnX = 0g where f is the extension of f to X. Now the lemma follows from Proposition 3 using I = C 0 (X) and H = X.
De nition 1. PSA(X) = lattice of all closed unital subalgebras of C (X) which separate points from closed sets.
CA(X) = lattice of all closed unital subalgebras of C (X). NI(X) = the partially ordered set of all closed non-maximal ideals in C (X). MI(X) = the collection of all maximal ideals in C (X) Lemma 6. Let X be locally compact. Then PSA(X) = CA( X n X) Proof. De ne : C (X) ! C ( X n X) by (f) = f j XnX ; is the homomorphism that induces the isomorphism in Lemma 5. We de ne a function # : PSA(X) ! CA( X n X) by A 7 ! f (f) : f 2 Ag. Now, from the correspondence theorem ( RO] , p. 26) from elementary algebra, # is an order preserving bijection between the set of subalgebras of C (X) which contain ker( ) = C 0 (X) and the subalgebras of C ( X n X). However, for a locally compact space, an algebra A 2 CA(X) is in PSA(X) if and only if C 0 (X) A.
There is a nice discussion of compacti cations from the point of view of upper semicontinuous (u.s.c.) decompositions in the papers by Firby F] . Each compacti cation of a locally compact space X induces an u.s.c. decomposition on X n X.
In fact, the set of u.s.c. decompositions of X n X is isomorphic to the lattice of compacti cations of a locally compact space (see section 1.1 in F]). A u.s.c. decomposition is called primary if it has only one nonsingleton block.
Given subalgebra A C (X), A induces a u.s.c. decomposition on X n X via the stationary sets of the extension of A to X. Thus, we also get a correspondence between the u.s.c. decompositions of X n X and closed unital algebras.
By Theorem 4.5 (q) in PW], we know that PSA(X) = K(X) for a Tychono space X. For the special case of locally compact Hausdor spaces, another way of stating this is that there is a lattice isomorphism between the lattice of all those algebras in CA(X) which contain C 0 (X) and K(X). This is since for a locally compact space X, an algebra A 2 CA(X) separates points from closed sets if and only if C 0 (X) A.
We are particularly interested in closed unital algebras A of the form A = I 1 for some closed ideal I. The following proposition characterizes these in CA(X).
In the lattice CA(X), a dual point is some A 2 CA(X) with A < C (X) and for all B 2 CA(X) with A B either B = C (X) or A = B. In terms of u.s.c. decompositions, a dual point A is an algebra whose corresponding u.s.c. decomposition is primary and whose nonsingleton block contains exactly two points.
Proposition 7. Let X be a Tychono space and A 2 CA(X). Then A = I 1 for some closed ideal I if and only if A; C (X)] = CA(S) for some compact Hausdor space S. Proof. We can assume that X is compact, since if it is not we simply replace X with X. Since C (X) = C ( X), this does not a ect any of the algebraic or order relations.
First suppose that A = I 1, then by Propositions 2 and 3, C (X)=I = C (S) where S = Z(I). Now this isomorphism takes B 2 A; C (X)] to some closed unital algebra in CA(S). Furthermore, this correspondence between elements in A; C (X)] and closed unital algebras in C (S) is order preserving and bijective. Thus, CA(S) = A; C (X)].
Conversely, suppose that A; C (X)] = CA(S) for some compact Hausdor S. Denote this isomorphism by . We wish to show that A = I 1 for some ideal I. Suppose not. Then there are two non-maximal ideals I 1 and I 2 so that (I 1 1) W (I 2 1) = C (X) and A (I 1 1) V (I 2 1). Let C 1 and C 2 be dual points in CA(X) with I 1 1 C 1 and I 2 1 C 2 . Then C 1 and C 2 are the only dual points larger than C 1 V C 2 .
Because of the special structure of CA(S), there is some dual point D 3 2 CA(S) so that there are exactly six dual points larger than (C 1 )
there are exactly six dual points larger than C 1
V C 2 , this contradicts the choice of C 1 and C 2 . Thus, no such C 1 and C 2 exist so no such I 1 and I 2 exist. We note that if A = I 1, then the u.s.c decomposition induced by A is primary (this is essentially the content of Proposition 2).
Main Results
The main result of this section is Theorem 12 which gives an algebraic condition on C (X) and C (Y ) for when K(X) is isomorphic to K(Y ). Using this, we then FUNCTION ALGEBRAS AND THE LATTICE OF COMPACTIFICATIONS 5 get some results as to when an interval in K(X) can be embedded as an interval of K(Y ). Now we prove a series of results with the goal of proving Theorem 12. The propositions show the major steps in the proof of this theorem. Theorem 11 is of independent interest since it indicates that the lattice structure of CA(X) is su cient to determine C (X).
Proposition 8. Let X and Y be compact Hausdor spaces. Suppose that there is a lattice isomorphism : CA(X) ! CA(Y ). Then there is an isomorphism of partially ordered sets : NI(X) ! NI(Y ). Proof. We now de ne by using this characterization of algebras of A of the form A = I 1 obtained in Proposition 7. Given A = I 1, de ne (I) = J where (I 1) = J 1. This is well-de ned since J is unique because I is non-maximal.
Clearly is bijective and order preserving. First we show that this is a maximal ideal, then we prove that it is well-de ned. Let C be a closed unital subalgebra. Then there are many non-unital closed subalgebras A so that C = A 1 (in fact any such A will be a maximal ideal in C). Now, for each compacti cation X, there corresponds a unique closed unital subalgebra C . However, then there will be many closed non-unital subalgebras corresponding to X. Thus, the lattice of all closed subalgebras of C (X) is much larger than the lattice of all compacti cations of X. This is why we need to assume that the algebras are unital in Theorem 12.
We can generalize Theorem 12 some to the situation where we have a sub-lattice of K(X) lattice isomorphic to a sub-lattice of K(Y ). Here, the two sub-lattices must be intervals, and the lower bound of each interval must satisfy some additional hypothesis.
We recall the de nition of C (X).
De nition 2. For X 2 K(X), we de ne C (X) = ff 2 C (X)j f extends to Xg. Now we record a fact which we need in the proofs of several of the succeeding results. The following lemma is a variation and slight generalization of Lemma 2.2.1 from F].
Lemma 13. Let X be a space and X X 2 K(X). Then X; X] is lattice isomorphic to the collection of all closed unital subalgebras of C which contain C . If C = I 1 for some ideal I, then this is isomorphic to the lattice of all closed unital algebras of C =I. Proof. The isomorphism between K(X) and PSA(X) carries the interval X; X] bijectively onto the set of all closed algebras between C and C .
Once we note this, the proof of the second remark is similar to the proof of Lemma 6.
We never explicitly used the fact that X was locally compact in the proofs of Lemmas 5 and 6. The only place it was used is in the fact that C 0 (X) separates points from closed sets. We simply replace C 0 (X) by I and the same proofs go through when X is not locally compact.
In the language of u.s.c. decompositions, the second conclusion in the lemma simply states that the lattice of u.s.c. decompositions of X n X above the primary u.s.c. decomposition generated by X is isomorphic to the lattice of u.s.c. Proof. C =I = C (S) with S = Z(I). Similarly, C =J = C (T) with T = Z(J ).
Using this observation, the proof follows from Theorem 11 in a similar manner as Theorem 12.
Denoting by !X the one-point compacti cation of X, then C ! = C 0 (X) 1. Thus, the one point compacti cation satis es the additional hypothesis that are where X is the meet of nitely many compacti cations whose corresponding u.s.c. decompositions are primary, then you can extend this isomorphism all the way down to the compacti cation whose corresponding u.s.c. decomposition is primary and has as nonsingleton block the union of the blocks of the i X's.
We could extend this theorem to in nitely many i X's under the assumption that if C =I i = C =J i for all i in some indexing set , then C =I = C =J where I = T I i and J = T J i . However, this assumption is not true in general if there are in nitely many I i 's. Here is an example of this.
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Example Let Y = X = IR and X = Y be such that X n X = 0; 1] (we know that such compacti cations exist, e.g. see AB]). Let S i = f1=ig 0; 1] for i = 1; 2; 3; 4; :: : and S 0 = f0g. Let T 2i = f1=ig and T 2i+1 = f1 ? 1=ig for i = 1; 2; 3; 4; :: : ; and T 0 = f0g and T 1 = f1g. Now, let I i = ff 2 C j fj Si = 0g and J i = ff 2 C j fj Ti = 0g. Finally, let I = T I i and J = T J i . Then clearly C =I i = C =J i for all i. However, C =I is not isomorphic to C =J since cl( S S i )
is not homeomorphic to cl( S T i ). Notice that the conditions I i W I j = C and J i W J i = C are trivially satis ed.
The only way that the Chinese Remainder Theorem will work for a collection of ideals fI i g indexed by some set , is for the S i 's to be \discrete" (i.e. not to have any limit points). However, this is not possible in a compact space. Thus, one would not expect the Chinese Remainder Theorem to extend to in nitely many ideals.
When neither X nor Y is locally compact, one might try to \approximate" K( Let S n = cl X ( 1=n; 1] 0; 1)) \ ( X n X) and T n = cl Y ( 1=n; 1] 0; 1)) \ ( Y n Y ). Let I n = ff : fj Sn = 0g and J n = ff : fj Tn = 0g. There are compacti cations n X and n Y so that C n = I n 1 and C n = J n 1. Then n X and n Y are decreasing sequences of compacti cations and for each n, we know that T n is homeomorphic to S n , so that K(X; n ; ) = K(Y; n ; ).
