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Abstract 
Some generalized communication modes enabling the dissemination of information among 
processors of interconnection networks via vertex-disjoint or edge-disjoint paths in one com- 
munication step will be investigated. A thorough study of these communication modes will be 
presented by giving optimal algorithms for broadcasting, accwnulatian and gossiping in most of 
the well-known parallel architectures. For those networks in which a Hamiltonian path exists 
(hypercubes, cube connected cycles, butterflies, shuffle exchange, etc.) optimal algorithms can be 
obtained quite easily, but for complete binary trees, complete k-ary trees (k 2 3) and arbitrary 
degree bounded graphs, the optimal algorithms as well as the matching lower bound proofs are 
more involved. An interesting consequence of the presented algorithms is the fact that in almost 
all these interconnection networks the gossip problem cannot be solved in less time than the 
sum of time complexities of the accumulation problem and the broadcast problem (i.e. for most 
networks the optimal algorithm for the gossip problem is simply the concatenation of optimal 
algorithms for accumulation and broadcasting). 
1. Introduction 
In this paper we study the problem of information dissemination in prominent 
parallel architectures. We investigate the broadcast, the accumulation and the gossip 
problem. Assume each vertex (processor) in a graph (network) has some piece of 
information. To solve the broadcast (accumulation) problem for a given graph G and 
a vertex u of G we have to find a communication strategy (using the edges of G as 
communication links) such that all vertices in G learn the piece of information residing 
in u [that u learns the cumulative message of G (the set of all pieces of information 
distributed in all vertices of G)]. To solve the gossip problem for a given graph G, 
*Corresponding author. Department of Computer Science, Comenius University, Bratislava, Slovak 
Republic. 
0166-218X/94/$07.00 Q 1994-Elsevier Science B.V. All rights reserved 
SSDI 0166-218X(93)E0042-W 
56 R. Feidmann et al. / Discrete Applied Mathematics 53 11994) 55-78 
a communication strategy such that all vertices in G learn the cumulative message of 
G must be found. (Since the above-stated communication problems are solvable only 
in connected graphs, we note that from now on we use the notion “graph” for 
connected undirected graphs.) 
The complexity of broadcasting, accumulation and gossiping can be measured in 
two ways, first by the number of all messages exchanged among the vertices. This 
message complexity was investigated in the early seventies (see, for example, [l, 2]), 
and we will not deal with it here. The second complexity measure, which we address 
here, is the number of rounds (communication steps) needed to complete the task. 
What can happen in one round depends on the communication mode used. 
The most extensively investigated modes are the telegraph communication mode 
(one-way mode), and the telephone communication mode (two-way mode), where in 
these modes, in a single round, each vertex is active only via one of its adjacent edges 
and the communication is one-way and two-way, respectively. Each vertex active as 
the sender is allowed to send the whole information it knows via the given edge in one 
round (i.e. there is no bound of the number of pieces of information submitted via an 
edge in one round). Note that any communication algorithm (gossip, broadcast, 
accumulation) in a graph G = (V, E) in one-way [two-way] mode can be completely 
described by a sequence El, E2, . . . ,Ek of rounds, with a round Ei being a subset of 
E’ = {(u, u), (u, u) 1 {u, II} EE} having the following property: for all (x, y), (r, s)EE~: 
(x, y) # (r, s) implies x # r and x # s and y # r and y # s [for all (x, y}, {r, ~)EE: 
{x, y} # (r, s} implies {x, y} n {r, s} = 8-J. A survey of the investigation of these two 
modes can be found in [3] and effective algorithms for some fundamental networks 
can be found in [4-61. 
We will investigate the vertex-disjoint paths mode and the edge-disjoint paths mode. 
In these generalized modes the graph is partitioned into vertex-disjoint or edge- 
disjoint paths in each round (possibly distinct at each time), and information is 
disseminated via these paths in constant time (regardless of the length of each such 
path). In subsequent sections, we focus on the vertex-disjoint paths mode, because this 
mode could be realized in hardware using a “weak switch” at each vertex, whereas 
a “strong switch” is needed to realize the edge-disjoint paths mode. Note that the 
telegraph and telephone modes can be considered as vertex-disjoint paths modes, with 
the length of each vertex-disjoint path bounded by one. 
The method of information dissemination along each vertex-disjoint (or edge- 
disjoint) path can be defined in several different ways. We will use the following 
protocol: 
In any given round, for each active path P, one end vertex of P submits (broadcasts) 
its whole knowledge to all other vertices in P. 
If we assume that each disjoint path corresponds to a data bus, then this protocol 
models the scenario where data flows from one end processor to the other and all the 
intermediate processors connected to the bus can “listen in” as well. Thus, a round of 
a communication algorithm in a graph G in the vertex-disjoint [edge-disjoint] paths 
mode can be described as a set S of vertex-disjoint paths [edge-disjoint paths] of 
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G where for each path in S one end vertex of the path is marked as the sender. Note 
that we can broadcast in a ring network in a single round using this protocol. 
A restricted version of the above protocol is the case when the intermediate vertices 
cannot receive the data. In Section 7 we show how our algorithms can be adapted for 
this restricted mode. 
Information dissemination along edge-disjoint paths is quite similar to the com- 
putational model known as reconjigurable networks. It has been shown that one can 
design polynomial-sized reconfigurable networks that can compute problems in NC’ 
in constant time [7]. Farley [S] gives an analysis of broadcasting in arbitrary trees 
using edge-disjoint paths. His protocol for information dissemination, however, is 
slightly different. As far as we know there has been no previous work on the 
vertex-disjoint paths mode. 
We develop schemes for various information dissemination paradigms using these 
new communication modes on well-known interconnection networks. Furthermore, 
we prove tight upper and lower bounds for the number of communication rounds 
needed to accomplish various tasks, assuming that in one round a piece of informa- 
tion can travel an arbitrarily long distance as long as the used vertices (edges) are not 
part of any other path. This model is quite similar to the worm hole routing model 
employed for the analysis of permutation routing [9911]. Although we do not 
explicitly mention it, most of these schemes (with minor changes) can in fact be 
programmed to run synchronously, so that each vertex can set its switches in each 
round based on its address only. 
In what follows we shall denote broadcast, accumulation and gossip as problems B, 
A and R, respectively. For any given graph G and a vertex u of G, let B:(G) [B:(G)] 
denote the complexity (the number of rounds) of the optimal broadcast algorithm 
from u in G in the vertex-disjoint [edge-disjoint] (shortly u-disjoint [e-disjoint]) path 
mode. This means that B:(G), for a graph G, a vertex u in G and an XE{U, e} is the 
necessary and sufficient number of rounds of the x-disjoint paths mode to broadcast 
the piece of information originally residing in the vertex u to all other vertices in G (i.e. 
there does not exist any algorithm broadcasting from u to all vertices in G in 
B:(G) - 1 rounds in the x-disjoint paths mode, and there exists a broadcast algorithm 
for u and G working in B:(G) rounds in the x-disjoint paths mode). 
We define 
B”(G) = max {B:(G) 1 u is a vertex in G}, 
and 
B~i”(G) = min {B:(G) 1 u is a vertex in G}, 
for any graph G and any xE {e, v}. 
Similarly, A:(G) [AZ(G)] denotes the number of rounds of the optimal accumula- 
tion algorithm for G and u in the vertex-disjoint [edge-disjoint] paths mode. For any 
graph G and any x E { v, e} 
A”(G) := max {AC(G) ( u is a vertex in G}, 
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and 
A”,i”(G) := min {A:(G) 1 u is a vertex in G}. 
For any graph G, let R”(G) [R’(G)] be the number of rounds of the optimal gossip 
algorithm for G in the u-disjoint [e-disjoint] paths mode. 
Clearly, B”(G) - B”,,“(G) < 1, A”(G) - A~i”(G) d 1, for any graph G and any 
XE {e, u} since any two vertices in G are connected by a path. Also 
R”(G) < B”(G) + A”,,,(G) is obvious, since a gossip algorithm can be obtained as 
a concatenation of an algorithm accumulating the cumulative message to a chosen 
vertex u and of the algorithm broadcasting the cumulative message from u to all other 
vertices. 
In Sections 2-4 we present results on various graphs using the vertex-disjoint paths 
mode. The interconnection networks considered are n-dimensional hypercube (Qn), 
n-dimensional (permutation) star graph (S,), n-dimensional cube connected cycle 
(CCC,), n-dimensional butterfly (BF,), n-dimensional DeBruijn (BD,), n-dimensional 
shuffle exchange, d-dimensional meshes (&), complete binary trees of height h (C2T,), 
complete k-ary trees (CkT’), arbitrary k-ary trees (KT,) and degree bounded graphs of 
maximum degree k (Gk). As we will see in the next section, the optimal algorithms for 
graphs with Hamiltonian paths are straightforward. So the challenging problem is 
really to design optimal schemes for networks without Hamiltonian paths, such as 
trees and arbitrary degree bounded graphs of maximum degree k. Our main results 
providing optimal algorithms for broadcasting, accumulation and gossiping in com- 
plete binary trees and complete k-ary trees (k > 3) are presented in Sections 3 and 4. 
After that (Section 5) we show that gossiping can be completed in O(log, n) rounds in 
any degree bounded graph of maximum degree k for any k E N. In Section 6, we deal 
with the edge-disjoint paths mode and present some optimal algorithms for well- 
known networks, followed by a discussion of a restricted protocol of information 
dissemination (Section 7). Finally (Section 8), we formulate some open problems for 
further research. 
2. General observations for vertex-disjoint paths mode 
In this section we give some basic results concerning the dissemination of informa- 
tion using the vertex-disjoint paths mode. All the results presented in this section are 
quite straightforward and hence most of the proofs are omitted. 
Observation 2.1. For any graph G with n vertices, n 3 3, 
(i) 1 < B”(G) < n -1, 
(ii) [log, n1 < A”(G) < n - 1, 
(iii) rlog,nl +l<R”(G)<2n-3, 
and these lower and upper bounds are tight. 
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Proof (idea). We observe that the hardest graph for all upper bounds is the star of 
n vertices (S, = ({x,, . . . . xn}, {{x1,x2}, . . . . {xl,xn}}), i.e. Bz,(S,) = AZ,(&) = n - 1 
and R”(S,) = 2n - 3. The easiest graph for all lower bounds is the complete graph of 
n vertices. A”(G) 3 [log, n] follows from the fact that each vertex can know at most 2’ 
pieces of information after i rounds for any positive integer i. Since in each round at 
least one vertex is the sender, R”(G) 3 rlog, n] + 1. 0 
Now, we proceed to show that the optimal algorithms for dissemination of informa- 
tion can be found for most of the important networks in a simple way. 
Theorem 2.2. Let G be a graph with n vertices having a Hamiltonian path. Then 
(9 B;,“(G) = 1, 
(ii) A;,,(G) = [log, nl = A”(G), 
(iii) R”(G) = [log, nj + 1. 
Proof (idea). The equality (i) is obvious, (ii) follows from the use of the “doubling 
technique” (in the ith round every 2’th vertex from the vertices lying on the Hamil- 
tonian path and knowing 2’-’ pieces of information after i - 1 rounds learns 2’- 1 new 
pieces of information). R”(G) 2 [log, n1 + 1 follows from (iii) of Observation 2.1. We 
can achieve the upper bound R”(G) < [log, n] + 1 by viewing the algorithm 
for gossip as the concatenation of the accumulation algorithm and broadcast 
algorithm. 0 
Hence, we have optimal algorithms for all the networks which have a Hamiltonian 
path such as hypercubes (Q,,), cube connected cycles (CCC,), butterflies (BF,), De- 
Bruijn networks (DB,), shuffle exchange networks (SX(n)) (see [12] for a proof of the 
existence of a Hamiltonian path in the SX(n)), d-dimensional meshes (Md), etc. 
3. Broadcasting and accumulation in complete k-ary trees 
In this section we provide optimal algorithms for broadcasting and accumulation in 
complete k-ary trees for k > 2. There are some differences between the behaviour of an 
optimal algorithm for broadcasting and accumulation in complete binary trees and 
the behaviour of optimal algorithms for broadcasting and accumulation in complete 
k-ary trees for k > 3. For instance, A~i”(CkTh) # A”(CkT,) for k > 3 while 
&,(C2T,) = A”(C2T,). Also, the complexity of accumulation and the complexity of 
broadcast differ only by 1 in complete k-ary trees for k 3 3 but by 2 in complete binary 
trees. For this reason we will present the results for complete binary trees and for 
complete k-ary trees, k B 3, separately. 
Theorem 3.1. For any h 3 2 
Bki,(C2&) = h. 
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Fig. 1. Broadcasting in C2T3. 
Proof. Fig. 1 shows how broadcasting in C2T, is done in 3 rounds. It is easy to see 
how this can be extended to complete binary trees of greater height. Thus, we have 
B~i,(C2Th) < h. Now let us prove the lower bound. In order to do so we first prove 
the following useful fact. Let B&,, (C2T,) be the complexity of broadcast in C2T, from 
the root of the C2T,. 
Fact 3.2. For h > 1, 
B;,,,,(C2T,) 3 h + 1. 
Proof. First we observe that B&,(C2T,) > 2. Now in C2T,, h > 1, when we broad- 
cast from the root, no matter which path is used in round 1, there still remains 
a C2T,_ 1 in which none of the vertices have the information. Hence, 
which gives us B4b,,(C2Th) 3 h + 1. 0 
Proof of Theorem 3.1 (conclusion). Clearly, B&(C2T1 ) 3 1. Now in C2T,, h > 1, no 
matter from which vertex broadcast begins, after round 1, there still remains a tree of 
height h - 2 in which no vertex has the information. Hence, 
Bki”(C2Th) >, Bro,,(C2Th_,) + 1 > h. 0 
Theorem 3.3. For h >, 2, k 2 3, let CkT, denote the complete k-ary tree of height h. 
Then, 
B~i”(CkT,) = (k -1)h and B”(CkT,) = (k -1)h + 1. 
Proof. Let us first prove the upper bounds. Fig. 2 shows how broadcasting in C3T, is 
done in 6 rounds. This scheme is of course extended easily to broadcast in (k - 1). h 
rounds in CkT,. Thus we have B~i,(CkTh) < (k -l).h. B”(CkT,) d (k -l).h + 1 
follows from the obvious fact that IBz(CkT,) - Bi(CkT,)l < 1 for all vertices x and 
y of any graph G. To prove the lower bounds we first prove two helpful facts. 
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Fig. 2. Broadcasting from the leftmost leaf of C3 T, 
Fact 3.4. For h > 0 let sCkT, be a complete k-ary tree of height h with the root having 
an extra vertex s attached to it. Then 
B,“(sCkT,) 3 (k - 1)h + 1. 
Proof. No matter which disjoint paths are used to broadcast in the first (k - 1) 
rounds, there will still remain the task of broadcasting in sCkT’,_ 1. And sCkTo 
requires 1 round for broadcast. Hence, 
B,“(sCkTh) > (k - 1)h + 1. 0 
Fact 3.5. For h 3 1, 
B&,,(CkT,) 3 (k - l)h + 1. 
Proof. When broadcasting from the root in CkT,, no matter which paths we choose 
for the first (k - 1) rounds, there still remains a CkT,_ 1 in which no vertex has the 
information. Hence, 
I&(CkT,) 3 (k - 1) + B,“(sCkT,_ 1) 3 (k - 1)h + 1. 0 
Proof of Theorem 3.2 (conclusion). Obviously, Fact 3.5 implies B”(CkT,)> 
(k - 1). h + 1 since the root requires this number of rounds. Bki,(CkTh) > (k - 1). h 
follows from the obvious fact that B”(G) - B~i”(G) ,< 1 for any graph G. 0 
Now let us present the optimal accumulation algorithms. 
Theorem 3.6. For h 3 2, 
Aki”(C2Th) = h + 2 = A”(C2Th). 
Proof. First, we will show that A,$,(C2Th) < h + 2. The scheme for accumulation in 
complete binary trees is somewhat more complicated than the scheme for broadcast- 
ing. However, it is straightforward to see how to accumulate in 4 steps in C2T,. In 
Fig. 3 we show how accumulation in the root can be done in 6 steps in C2T,. By 
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observing the right subtree of Fig. 3, we can see how to accumulate in 5 steps in the 
root of C2T,. Now we use Fig. 3 as the basic building block to inductively design 
schemes for trees of height h, h 3 5. To obtain a scheme for accumulating in h + 2 
rounds in C2T,, h 2 5, assume we have a scheme for accumulating in the root of 
C2T,_ 1 in h + 1 rounds. Now put down the scheme for both the h - 1 height subtrees 
of C2T,,. Let r be the root of C2T, and rl and r2 its left ad right sons, respectively. 
Then, extend all the paths that terminate at rr to now reach r, the root of C2T,. Thus 
in h + 1 rounds the root of C2T, has all the information in its left subtree. In round 
h + 2, it can then receive all the information in its right subtree from r2. This 
procedure is depicted in Fig. 4. Note that initially the root r sends the information it 
has to its right child r2. This will be done in round 1 if h is odd or in round 2 if h is even. 
There will be no conflict resulting from this since r starts receiving information only in 
round 3 and r2 is free in round 1 if h is odd or in round 2 if h is even. Although this is 
not necessary for accumulation in C2T,, this will allow us to use this as building block 
for an accumulation scheme in C2T,+ 1. 
Fig. 3. Accumulation in the root of C2T, 
Fig. 4. Accumulation in C2 Th 
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This scheme for accumulation can be modified so as to accumulate in any vertex of 
the tree in h + 2 rounds. Without loss of generality assume that the accumulation vertex 
lies on the path from the root of the tree to its leftmost leaf. Then the accumulation 
scheme for this vertex can be easily obtained by a simple modification of the scheme that 
accumulates in the root. Simply change direction of all the paths that terminate at the 
root to now go to the “new” accumulation vertex. Fig. 5 shows the accumulation of 
C2T4 in a leaf vertex. Thus, we have shown that A”(C2T,) < h + 2. 
Now let us prove by contradiction that Akr”(C2T,) > h + 2 for any h 3 2. By 
inspection we see that the statement is true for C2T,. 
Let C2T, (h > 3) be the complete binary tree of least height for which 
A~i”(C2T,) < k + 2. Then clearly, A~i,(C’T,) = k + 1. Let r be the root of C2T,, 
rl and r2 its children and rrr, rlz, rzl and r22 its grand children and so on. Let the 
accumulation vertex of the scheme which finishes the task in k + 1 rounds be x. 
Without loss of generality assume x is the root of the leftmost subtree of height 
k (0 < k < k) within C2T, (Fig. 6 depicts such a scenario where k - k = 3). Now, since 
C2T, is the smallest tree for which accumulation is possible in k + 1 rounds, it must be 
that a vertex of T,, submits a message to x in round k + 1 (Because, if the last message 
from T,, were in round p, p < k + 1, it implies the accumulation of T,, has taken place 
Fig. 5. Accumulating in the leftmost leaf of C2T4 
Fig. 6. Accumulation in vertex X. 
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Fig. 7. Accumulation in a vertex x of height 1 
in r2 in less than h + 1 rounds (contradiction)). Without loss of generality assume y is 
the source of this message to x in round h + 1. By a similar argument, we see that in 
round h, there must be messages emanating from the subtrees T,,, and T,,, with either 
x or y as destination. In order to keep the two paths vertex disjoint, it is necessary to 
route the message from T,,, to x and the message from T,,, to y. Let u and u be the 
sources of these two messages. Then again in round h - 1, the subtrees T,,,,, T,,,,, 
T,,,, and T,,,, each will need to send a message destined to one of the four vertices x, u, 
y and v. Again, to keep these paths disjoint, the message from T,,,, must be routed to 
x. Thus, in order to complete the accumulation in h + 1 rounds, it is necessary for x to 
receive messages originated outside of TX in all the rounds (h + 1)-(k + 2). Thus, x will 
have only the first k + 1 rounds to complete the accumulation of the information in 
the subtree TX which is of height k (if x = r then we have h rounds to accumulate the 
information of T,, in Y) which is impossible for 2 < k < h. We now have to consider 
the case kc{O, 1). 
(1) Suppose k = 1 (Fig. 7). In rounds (h + 1))4, x is always receiving messages from 
outside T,, keeping vertices x and u busy all the time. Hence, in the first three rounds 
itself x must complete accumulating all the information in T,, which is impossible. 
(2) Suppose k = 0. Again, in rounds (h + 1))4, vertices u and x are busy all the 
time since they are on paths originated at vertices outside T,. Hence, in the first 
three rounds x must complete the accumulation of the information in T,, which is 
impossible. 0 
Theorem 3.1. For h 3 2, k 3 3 
A$i,(CkT,) = (k -l).h + 1 and A&,, (CkT,) = A”(CkT,) = (k - 1). h + 2. 
Proof. Obviously, for all upper bounds needed, it is sufficient to show that 
/&,(CkT,) < (k - 1). h + 1. 
The accumulation scheme for CkT, is constructed inductively according to the 
depth h. We start with a 2 ‘(k - 1) + 1 scheme for accumulation in CkT,. Fig. 8 
demonstrates how to accumulate in 5 rounds in C3T,. Obviously, such schemes can 
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Fig. 8. Accumulation in the leftmost leaf of C3T2. 
w 
d = (I; - l)(h - 1) + 2 
“b 
Fig. 9. Accumulation in the leftmost leaf of CLT, 
be constructed in a similar fashion for any k > 3 to show that A~i”(CkT2) 
6 2.(k - 1) + 1. 
Now, let us describe the general scheme for any k 3 3 and h 2 2. Let T be a CkT, 
with the root r, and the sons rr, r2, . . . . rk of the root. Let 7; be the subtree (CkT,_ 1) of 
TrootedatriforanyiE{l,..., k} (see Fig. 9). Now, the accumulation algorithm works 
as follows. First, accumulate the cumulative message of r in the leftmost leaf Vi of Tj in 
(k-l).(h-l)+lroundsforanyiE{l,..., k - l}. The root r sends its message to the 
leftmost leaf uk of Tk in the first round and in the next (k - l).(h - 1) + 1 rounds 
uk accumulates the cumulative message of T,. Subsequently, in the rounds 
(k-1).(h-1)+2,(k-l).(h-1)+3,...,(k-l).(h-1)+ktheverticesu,,U3,...,uk 
send their messages to vr. Obviously, after the round (k - 1). h + 1 vr knows the 
cumulative message of T. Now let us prove the lower bounds. We start to prove the 
lower bound for ArO,,(CkT,). 
Fact 3.8. For h 3 2, k 2 3, 
A&,(CkT,) 3 (k - 1)h + 2. 
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Proof. We prove this fact by induction on depth h. 
(1) Let h = 2. Note that if a vertex in a CkT, sends a message, then no other vertex 
in it may be active as a sender in the same round. Thus, to accumulate the cumulative 
message of CkT, in a vertex outside CkT, one needs at least k + 1 rounds (because 
each vertex in CkT, has to be a sender in at least one round). This implies that after 
k + 1 rounds the root r of CkT, may know the cumulative message from at most one 
of its CkT, subtrees, i.e. r must still receive at least one message from each of the 
additional k - 1 CkT, subtrees. This requires at least k - 1 more rounds, and so 
A;0,,(CkT,)>,k+1+k-l=2(k-1)+2. 
(2) As induction hypothesis, assume for any m 3 2, m < h, A&,,(CkT,) 3 
(k - 1)h + 2. Now, let M be an accumulation algorithm for a CkT,, T, and let 
T,, T,, . . . . Tk be the CkT,- 1 subtrees of T. Let us consider the situation after 
g = (k - l)(h - 1) + 1 rounds. According to our induction hypothesis, for any 
iE { 1, . . . , k} the root ri of K does not know the cumulative message of Ti. This implies 
that the root Y of T does not know the cumulative message of any of T,, T2, . . . . T,. 
Thus, r still needs to receive at least one piece of information from each of the 
k subtrees T, , . . . , T,. This means that M needs at least k further rounds to complete 
the accumulation in r. So AFO,,(CkTh) 3 g + k = (k - 1)h + 2. 0 
Proof of Theorem 3.7 (conclusion). Now, let us prove that Aki,(CkTh) 3 (k - 1). h 
+ 1 for h 2 1 and k >, 3. By inspection we can see that A~i”(CkT,) = k= 
(k - 1). 1 + 1. Since 1 Af;(G) - A;(G)1 < 1 for any graph G and any two vertices x, y of 
G, Fact 3.8 implies 
ALn(Ck&) >, AFOO,(CkTh)-l 3 (k -1)‘h + 1 
for any h 3 2 and k > 3. 0 
4. Gossiping in complete k-ary trees 
In this section we provide optimal algorithms for the gossip problem in complete 
k-ary trees. An interesting fact proved here is that also for the weak connected graphs 
(graphs which can be partitioned into two or more components be removing a 
constant number of edges), the optimal gossip algorithm can be designed as the 
concatenation of corresponding accumulation and broadcast algorithms. Because of 
some differences between the behaviour of the optimal gossip algorithm for complete 
binary trees and the behaviour of the optimal gossip algorithm for complete k-ary 
trees for k > 3 we will present these algorithms separately. 
Theorem 4.1. For h 3 2 
R”(C2T,) = 2h + 2. 
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Fig. 10. The paths P,. P, and P,, 
Proof. Gossip is tackled as the concatenation of accumulation in a leaf and broadcast 
from this leaf. Following Theorems 3.1 and 3.6 we get R”(C2T,) d 2h + 2. 
Since the proof of the lower bound R”(C2T,) 2 2h + 2 is a little more complicated 
we prefer to present it in a structured form as the sequence of the following lemmas. 
Lemma 4.2. Let T be a tree and S be any vertex-disjoint gossip algorithm for T. Let t be 
the smallest number of rounds after which there is at least one vertex of T knowing the 
cumulative message. Then all vertices knowing the cumulative message after t rounds lie 
on one path P in T, and moreover P is a part of an active path in the tth round. 
Proof (by contradiction). Let us assume that there are two vertices u and v of 
T knowing the cumulative message after t rounds and lying on two different active 
paths P,, and P,, respectively, of the tth round. Since we consider vertex-disjoint mode, 
P,, and P, are disjoint. Since Tis a tree, there exists exactly one path P,,, between u and 
v. Let P,_,, be a part of P,,, such that the intersection of P,, and PC_, contains exactly one 
vertex U and the intersection of P, and PC, contains exactly one vertex V (see Fig. 10). 
Also, note that u = ti or v = 17 is possible. Let e be the edge incident to V and lying on 
PC<, and let e = (I?, z). Let us denote by T, and ir;- two subtrees of T obtained by 
removing the edge e, where T, (ir;-) is the subtree containing the vertex z (17). 
Obviously, the edge e is not a part of any active path in the tth round. Assume that 
e was last active in round tl, where tI < f. Now let us distinguish between two 
possibilities according to the flow direction on e in the round tl. 
(1) Suppose the information flowed from V to z in round tl . Since all pieces of 
information distributed in T- must flow to u through 17, the vertex r7 knows the 
cumulative message of 7;- after tl rounds. Now, assume the last activity of e in the flow 
direction z to V be in round t2. Obviously t2 < tI. So V already knows the cumulative 
message of T, after round t2, because all pieces of information distributed in Tz must 
flow to v through V and there is no submission from z to 1; (v) in the rounds 
t2 + 1, tz + 2, . . . . t. Thus, ~7 has learned the whole cumulative message of Tin round 
t1 itself (contradiction). 
(2) Suppose the information flowed from z to V in round tl. Then V knows the 
cumulative message of T, after t1 rounds. But 6 must have already learned the 
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cumulative message of 7;- before round r,, since there is no information submitted 
from 0 to u in rounds c, + 1, I, + 2, , , . , t. Thus, we again conclude that V knows the 
cumulative message after round t, (contradiction). 0 
Lemma 4.3. Let T be a C2T, for some h 2 3, and let t = h + 2 be the optimal 
accumulation time. Then after t rounds, both the sons of the root of T cannot know the 
cumulative message of T. 
Proof. Let r be the root of T, rl and r2 be the sons of r and rl, 1, rl, 2 (resp. rl, 1, r2, 2) be 
the sons of rl (resp. r2). Let T, be the complete binary tree with the root z, 
zE{rl,r2,rl,1,r1,2,r2,1,r2,1). 
Now, we want to show that it is impossible to accumulate the cumulative message 
of T in rl and r2 in t = h + 2 rounds. We prove it by contradiction, i.e. we assume 
rl and r2 know the cumulative message of T after t = h + 2 rounds. 
Let us consider the situation after t - 2 = h rounds. Since T,, and Z& are of height 
h - 1 there is no vertex in T knowing the cumulative messages of either x, or T,,. But 
if rl (r2) does not know the cumulative message of T,, (T,,) after h rounds then at least 
in one of the next two rounds rl (r2) must receive a message submitted from a vertex in 
T,, (T,,). Without loss of generality, we can assume that rl (rz) receives a message 
submitted from a vertex x1 (x2) in T,, (T,,) in the round t - 1 = h + 1 (t = h + 2). 
Note that x2 # r2 and x1 z rl because r2 (rl) does not know the cumulative 
message of T,, (T,,) after h (h + 1) rounds and r2 (rl) must learn the cumulative 
message of T,, (T,,) in the round h + 1 (h + 2). Without loss of generality, we may 
assume that x1 is in T,,, and x2 is in T,,, (Fig. 11). 
Obviously, the only new (for rI ) pieces of information submitted from x1 to r 1 in the 
round h + 2 are the pieces of information originally distributed in T,,, because all 
pieces of information coming to x1 from vertices outside of T,,, have flowed through 
rl. So, rl must know the cumulative message of T,,, already after h rounds (note that 
in the (h + 1)th round rI receives a message from x2). Because no vertex can learn the 
Fig. 1 I. Accumulation in C2Th in h + 2 rounds 
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cumulative message of T,,, after h - 1 rounds, there must exist a vertex wr in T,,, that 
sends a message to ri in the hth round. Thus, the only one possibility for r2 to know the 
cumulative message of Tr,, after h + 2 rounds is to obtain the message submitted from 
wr in the hth round already in this hth round. So we have proved the following fact. 
Fact 4.4. w1 sends a message to r2 in the hth round. 
Now, let us consider how r2 can learn the cumulative message of T,,. Since 
r2 receives a message from outside of T,, in the (h + 2)th round, r2 must know the 
cumulative message of T,, already after h + 1 rounds. It means that after h rounds 
x2 knows the complement of the knowledge of r2 according to the cumulative message 
of T,,. Since there is no piece of information originally distributed in T,,, which is 
unknown for r2 and known for x2, r2 must have known the cumulative message of 
c,, already after h rounds. Because no vertex knows the cumulative message of 
T,,, after h - 1 rounds, we have proved the following fact. 
Fact 4.5. There is a vertex w2 in T,,, which sends a message to r2 in the hth round. 
Obviously, Facts 4.4 and 4.5 cannot be simultaneously true, which is a contradic- 
tion. 0 
Lemma 4.6. Let T be C2T, for some h 3 3, and let t = h + 2 be the optimal accumula- 
tion time. Then after t rounds, all the vertices knowing the cumulative message of T lie 
entirely within one of the subtrees of T. 
Proof. Let r be the root of T and rl and r2 be its sons. If there are vertices in both 
T,, and c, that have the cumulative message of T, then clearly, rl and r2 have the 
cumulative message as well. But by Lemma 4.3 this is not possible. 0 
Proof of Theorem 4.1 (conclusion). Let R be any gossip algorithm of T and let t be the 
smallest number of rounds after which there is at least one vertex of T having the 
cumulative message. Now from Theorem 3.6, it is clear that t 3 h + 2. We now divide 
this proof into two cases, (1) t = h + 2 and (2) t > h + 2. 
(1) Suppose t = h + 2. Let r be the root of T and rI and r2 its two sons. By 
inspection we see that gossiping in C2T2 requires at least 6 rounds. Now for h 3 3. 
from Lemma 4.6 we see that after t = h + 2 rounds all vertices knowing the cumulat- 
ive message, lie in either T,, or T,,. Thus, we have a subtree T,, ZE{T~, r2} in which no 
vertex knows the cumulative message. The vertex z knows the cumulative message of 
T, (if not, then there cannot exist a vertex outside T, knowing the cumulative message 
of T, (contradiction)) and z also knows all pieces of information submitted from 
vertices outside T, to the vertices in T,. Since z does not know the cumulative message 
of T, after t = h + 2 rounds, there is still a piece of information, I, originally distrib- 
uted in a vertex outside T,, which is unknown to all vertices in T,. Thus, to complete 
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gossiping we will need at least as many more rounds as is required to broadcast I in 
T,, which is B&,,(C2T,_ r) = h rounds. Hence R”(C2T,) > 2h + 2. 
(2) Suppose t > h + 2. Then from Lemma 4.2 we see that after t rounds, all the 
vertices that have the cumulative message lie on a single path. This means there is 
a subtree of height h - 2 in which none of the vertices have the cumulative message. 
More importantly, there is a piece of information not present with any of the vertices 
in this subtree. (If all the information resides in the subtree then the root of the subtree 
has the cumulative message (contradicfion).) So, since BEin(C2Th_ 2) = h - 1, we get 
R”(C2T,) = t + h - 1. So, R”(C2T,) > 2h + 2. 0 
Theorem 4.7. For h 3 2, k > 3 
R”(CkT,) = 2(k - 1). h + 1. 
Proof. Gossip is tackled as the concatenation of accumulation in a leaf and broadcast. 
Hence, we obtain a 2. (k - 1). h + 1 round scheme for gossiping in a complete k-ary 
tree of height h from Theorems 3.3 and 3.7. 
We now proceed to prove that the schemes for gossip in CkT, proposed are indeed 
optimal. Let M be a gossip algorithm for a CkT,, T, and let T,, T,, . . . . T,, be the 
CkT’,_ 1 subtrees of T. Let t be the smallest number of rounds of M after which there is 
at least one vertex of T knowing the cumulative message of T. Now, we distinguish 
two cases: 
Case 1: t = (k - 1). h + 1. Let S be the set of vertices having the cumulative 
message after round t. From Theorem 3.7 and the fact that t is the smallest number of 
rounds after which a vertex has the cumulative message, we know that all vertices in 
S lie on one path. Now, we distinguish two possibilities depending on whether the 
path includes the root r of T or not. 
(a) Consider vertices U, WES such that u is a vertex in Ti and w is a vertex in Tj, 
i, jE{ 1, . . . . k}, i #j. Obviously, the path between u and w contains the root r of T. 
Since u knows the cumulative message, r must know the cumulative message of all 
subtrees T,, . . . . Km 1, T+ 1, . . . . Tk (note that all information from these subtrees to 
u flows through r). Since VES, r must know the cumulative messages of all subtrees 
Tr, . . ..Tj-r. Tj+r, ...> T, as well. Since i #j we obtain reS. But this is a contradiction 
to A&,(CkT,) 3 (k - 1). h + 2 claimed in Theorem 3.7. 
(b) Let all vertices in S be the vertices of one subtree, say Tl. This implies that the 
root r knows the cumulative messages of all subtrees T,, T3, . .., Tk. Since r does not 
have the whole cumulative message (r $ S) there is a piece of information I originally 
located in T,, which is not known to r, and so for any vertex outside Tl. Thus, to 
complete gossiping M must broadcast I to all vertices in T,, T,, . . . , Tk. Obviously, 
after t + k - 2 rounds, there will be a subtree K (i E { 2, . . , k}) whose root (and so any 
vertex) does not know I. Following Fact 3.5 [(B&,,(CkT,_ ,) > (k - l).(h - 1) + l)] 
we see that M still needs (k - 1). (h - 1) + 1 rounds to broadcast I in T. So the 
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number of rounds of A4 is at least 
Case 2: t 3 (k - 1). h + 2. Following Lemma 4.2 we have that all vertices from S be 
on one path. Without loss of generality we may assume that this path is contained in 
T, and T, . Obviously, for each in { 3, . . , k} there is a piece of information Ii (originally 
located outside of z) which is unknown for any vertex in Z (if this is not true then the 
root ri of K is in S). Thus, A4 must broadcast li in T for each in { 3, . . . , k}. This implies 
that after t + k - 3 rounds there is aj E (3, . . . , k} such that no vertex in Tj knows Ij, 
i.e. M must still broadcast Ij in the CkT,_ 1 Tj. Thus, M has at least 
t+(k-3)+B~~,,(CkT,~,)3(k-l).h+2+(k-3)+(k-l).(h-l)+ 1 
= 2.(k - l).h + 1 
rounds. 0 
5. Degree bounded graphs 
In this section we will give upper bounds for broadcasting, accumulation and 
gossiping in degree bounded graphs of maximum degree k. Our approach is to 
develop schemes for arbitrary k-ary trees and then run them on the spanning tree of 
any degree bounded graph of maximum degree k. We show that in any constant 
degree graph of n vertices, gossiping can be done in O(log n) rounds. 
Broadcast from the root in an arbitrary k-ary tree can be done as follows: 
(1) The root r broadcasts along a path (u, = r, u2, . . . , u,) to a leaf v,, where Ui+ 1 is 
the root of the largest subtree in the tree rooted at Ui. This generates a path of active 
vertices. 
(2) In the next k - 1 steps every active vertex broadcasts its information into its 
largest subtree that does not yet have the information using the same strategy as in 
step (1). 
(3) Step (2) is repeated until the information of the root is broadcast in the whole 
tree. Let t(n) be the runtime for the repeated execution of step (2). Then t(a) can be 
defined as 
t(n) = 
i 
0, if n = 0, 
max,,i.,{(i-l)+t(l~I)}, if n >O, 
where z is the ith largest subtree of the root. Solving this recurrence relation, we get 
t(n) d (k - l)logk n. Hence, 
Lemma 5.1. For any arbitrary k-my tree T = ( V, E), 1 V( = n, B&‘,,(T) < (k - 1) log, n + 1. 
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Through the application of the weak separator theorem for k-ary trees, we get an 
algorithm that accumulates the cumulative message of any arbitrary k-ary tree in 
rb (k+ ll,k n1 rounds. Hence, we have the following lemma. 
Lemma 5.2. For any arbitrary k-ary tree T = (V, E), I VI = n, Akin(T) d [lo&,+ 11/k nl. 
Theorem 5.3. For any arbitrary degree bounded graph of maximum degree 
k Gk = (V, E), 1 V-1 = n, 
(i) B”(G) d (k - l)log, n + 1, 
(ii) &in(G) < rb,+l)/kni, 
(iii) R”(G) d rlo&kil),knl + (k -1)10&n + 1. 
In conclusion, we make an interesting observation which follows from Lemma 4.2. 
Observation 5.4. For any tree T, R”(T) 3 A&,,(T) + Bki,( T) - 1. 
6. Edge-disjoint paths mode 
In this section we give some results for broadcast, accumulation and gossip in 
edge-disjoint paths mode. Based on the results in [S], we make the following observa- 
tion about arbitrary graphs. However, the schedule of switch setting in these schemes 
is rather complicated. 
Observation 6.1. For any graph G with n vertices, n >, 2, 
(9 B’(G) < riog, nl, 
(ii) A’(G) d [log, nl, 
(iii) R”(G) < 2 *[log, nl. 
In Theorem 2.2 we have given tight bounds for graphs with Hamiltonian paths in 
the vertex-disjoint paths mode. However, in the context of edge-disjoint paths mode 
we can loosen this restriction to graphs with semi-Eulerian paths (a semi-Eulerian path 
is a path that passes through all the vertices of a graph but not necessarily through all 
the edges). 
Observation 6.2. Let G be a graph with n vertices (n >, 2) having a semi-Eulerian path. 
Then, 
(i) B’(G) < 1, 
(ii) A’(G) d [log, nl, 
(iii) R”(G) d [log, nl + 1. 
Proof (idea). The proof is similar to the proof of Theorem 2.2: The equality (i) is 
obvious. The second result is obtained by using the “doubling technique” (In the ith 
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Fig. 12. Gossiping in C2T, in edge-disjoint path mode 
round half of the vertices lying on the semi-Eulerian path and knowing 2’- ’ pieces of 
information learn 2’- ’ new pieces of information). Gossiping takes at least one more 
round than accumulation. We get an algorithm for gossiping by concatenating the 
algorithms for accumulation and broadcast. 0 
Tight bounds can also be achieved for complete k-ary trees. Because there are again 
some differences between complete binary trees and complete k-ary trees for k 3 3 we 
present the results separately. 
Theorem 6.3. For any h 3 1 and any d 3 4 
(i) B~i”(C2Th) = B”(C2Th) = h, 
(ii) A~i”(C2Td) = A’(C2T,) = d. 
Proof. (i) First, let us show that BF,,,,(C2T,) < h. To see this a straightforward 
algorithm can be used. In the first round the root sends the message to both sons, 
rl and r,; in the second round r1 and r2 send the message to all their sons, etc. To see 
that B’(C2T,) < h, it is sufficient to take a broadcast vertex different from the root and 
to send the message from this vertex to both sons r1 and r2 of the root in the first 
round. Then, the above-described broadcast algorithm can be used to broadcast from 
rl and rz in k - 1 rounds. To show that B’(C2T,) 3 h let us consider the situation 
after the first round of any broadcast algorithm from any broadcast vertex. It is clear 
that there exists a C2Th_2 subtree (of the C2T, tree), in which no vertex has the 
disseminated message. Thus, we obtain B~i”(C2Th) 3 B,‘(sC2T,_,) + 1. One can 
easily see that B,‘(sC2T,) = B,“(.sC2T,) for any b, and so following Fact 3.4 we have 
B:(sC2T,) 3 b + 1, i.e. B$in(C2Th) 3 h (see Fig. 12). 
(ii) Since accumulation is at least as hard as broadcasting we have from (i) 
A~i”(C2T,) 3 d for any d 3 1. If we take the accumulation algorithm in which in the 
ith round all vertices in distance i - 1 from the leaves send their messages to their 
fathers (vertices in distance i from the leaves) we obtain &,,(C2T,) d d for any d 3 1. 
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By inspection one can see that A’(C2T,) = d + 1 for dE{l, 2,3}. (Note that the 
hardest vertices for accumulation are leaves here, because they are of degree one only.) 
Now let us show A”(C2T,) d d for any d 2 4. We already have an accumulation 
algorithm of complexity d rounds for the root. Obviously, it can be easily changed to 
accumulate in one of the sons ri or r2 of the root in d rounds (in the first round the 
accumulation vertex, say rl, receives the message from the root, and in the last round 
rz sends its message to rl). Now let us consider an accumulation vertex u at distance at 
least 2 from the root. Let the C2T, tree T have 4C2TdP2 subtrees T,, , T12, T,, , 
Tz2 rooted at vertices rll, ri2, rzl, rz2 respectively, where ril, ri2 are sons of r; for 
in{ 1,2}. Without loss of generality we assume that v is in T, 1. The accumulation 
algorithm A will work as follows. 
(1) A accumulates the cumulative message of T, 1 in u in d - 1 rounds. (Note, that 
this is possible because the depth of T,, is d - 2 and so we can accumulate the 
cumulative message of Tl 1 in d - 2 rounds in rl 1 .) 
(2) In the first round rl sends its message to r2, and in the second round r sends its 
message to r2. 
(3) In the first d - 2 >/ 2 rounds the vertices r1 2, r2 1, rz2 accumulate the cumulative 
messages of the subtrees T12, T,, , Tz2, respectively. 
(4) In the (d - 1)th round r12, rzl and r22 send their messages to r2. 
(5) In the last, dth round r2 sends its message to v. 0 
Theorem 6.4. For any h > 1 and any k 3 3 
(i) B%i,(CkT,) = h = Az,,(CkT,), 
(ii) B’(CkT,) = h + 1 = A’(CkT,). 
Proof. (i) The algorithms for broadcast from the root and for accumulation in the 
root (in complete binary trees) which are presented in the proof of Theorems 3.1 and 
3.6 work also for complete k-ary trees. The same lower bound arguments also show 
that B~i,(CkT,) > h. 
(ii) The facts that IA;(G) - A:(G)1 < 1 and lB’,(G) - B:(G)1 d 1 for any U, w and 
G, and the above result imply Bz(CkT,) d h + 1 and At(CkT,) G h + 1 for any vertex 
v. Since A’(CkT,) 3 B’(CkT,), it is sufficient to show that Bz(CkT,) 3 h + 1. Let v be 
a vertex in a CkT, T different from the root. No matter in which edge-disjoint way the 
messages flow in the round, after the first round there is a CkThdl subtree of T, 
in which no vertex knows the broadcasting message. Thus, B’(CkT,)>, 
B,“(sCkT,_,) + 1 > h + 1. 0 
To find also an optimal algorithm for gossiping in complete k-ary trees, we need 
first to extend the Lemma 4.2 for edge-disjoint mode. 
Lemma 6.5. Let T be a tree and A be any edge-disjoint gossip algorithm for T. Let t be 
the smallest number of rounds qfter which there is at least one vertex in T knowing the 
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cumulative message. Then all vertices knowing the cumulative message after t rounds lay 
on one path P of T, and moreover P is a part of an active path in the tth round. 
Proof (by contradiction). Let us assume that there are two vertices u and v of 
T knowing the cumulative message after t rounds and lying on two different paths 
P,, and P,,, respectively, of the tth round and none of P, and P, include both u and v. If 
the paths P,, and P, are vertex disjoint then we have the same situation as in Lemma 
4.2 and those arguments work also for edge-disjoint mode. So, we can assume that 
P,, and P, have exactly one common vertex z (if they would have two common vertices 
then there would be a cycle in T). Now, let us show that z must know the cumulative 
message already after t - 1 rounds, which is a contradiction. 
Let us consider z as the root of q subtrees T,, T2, . . . . T4 for some qcN. Let u be in 
Tl , v be in T,, let P,, lead from a vertex U in T, to u in T, , and let P, lead from a vertex 
V in T4 to v in T2. Since u and ii together know the cumulative message of T already 
after t - 1 rounds (if not, then u cannot learn the cumulative message by receiving 
a message from U in the tth round) z must know the cumulative messages of the 
subtrees T,, T4,. . , T4 already after t - 1 rounds. (Note that all messages flowing from 
T,, T,, . . . , T, to u or U must flow through z.) Similarly, since v and U together know the 
cumulative message of T after t - 1 rounds, z must know the cumulative messages of 
the subtrees T,, T3, T,, . . . . T, after t - 1 rounds. Thus, z knows the cumulative mess- 
age of T already after t - 1 rounds (a contradiction). 0 
Theorem 6.6. For any k > 3, h 2 1 
R’(CkT,) = 2h. 
Proof. Concatenating the optimal algorithms for accumulation in the root and for 
broadcast from the root, we obtain R’(CkT,) d 2h. 
Now, let us prove the lower bound. Let A be a gossip algorithm and let t be the 
smallest number of rounds after which there is at least one vertex in the CkT, T 
knowing the cumulative message. Following Lemma 6.5, we see that all vertices 
knowing the cumulative message lie on one path, i.e. there is a CkT’,_ 1 subtree T’ of 
Tin which no vertex knows the cumulative message. Since the root of T’ must know 
the cumulative message of T’ there is a piece of information I (originally distributed 
outside T’) which is unknown for any vertex in T’. Thus, A must still broadcast I in 
T’, i.e. the number of rounds of A is t + B,“(sCkT,_,) 3 t + B’(CkT,_,) > 2h. 0 
Now, we present the bounds for gossiping in complete binary trees. We are not able 
to prove R”(C2T,) = 2h and we leave it as an open problem here. 
Theorem 6.7. For any h > 4 
2h - 1 d R’(C2Th) < 2h. 
76 R. Feldmann et al. / Discrete Applied Mathematics 53 11994) 55-78 
Proof. The gossip algorithm can be taken as the concatenation of optimal algorithms 
for accumulation and broadcasting, i.e. R’(C2T,) < 2h (Theorem 6.3). The lower 
bound follows from Lemma 6.5 which claims that for any tree T: 
R’(T) > A:+,(T) + Bhi,(T) - 1. Using Theorem 6.3, we get R”(T) 2 2h - 1. 0 
We conclude this section with some remarks concerning degree bounded graphs of 
maximum degree k. For degree bounded graphs of maximum degree k we can derive 
a simple lower bound for accumulation from the fact that a vertex cannot know more 
than (k + l)i pieces of information after i rounds. 
Observation 6.8. Let G be a degree bounded graph of maximum degree k with N 3 2 
vertices. Then 
A”(G) 2 log,,+ 1) N. 
We give an optimal algorithm (up to a constant factor) for accumulation in the 
hypercube that achieves this lower bound. 
Lemma 6.9. Let Q be a hypercube Qk for some k. Let N = 2k. 
A'(Q) = @&%(k+ 1) N) = @(k/log, k). 
Proof. We give a recursive algorithm. Assume we want to accumulate the information 
in a vertex v. 
(1) Divide Q into 1:= 2L’“g(k)j subcubes of dimension k - Llog (k)] and accumulate 
the information in each of these subcubes in some vertex within the subcube. Let these 
vertices be v, ur, u2, . . . . Us_ r. 
(2) Send the cumulative information from each of the subcubes to v along edge- 
disjoint paths, (v, ur), (v, uz), . . . . (v, ul- r). (One can always find these paths in a hyper- 
cube.) 
This leads to the equation 
Ae(Qk) = Ae(Qk - Llog(k)j) + 1. 
7. Restricted protocol 
In our protocol of information dissemination, “In any given round, for each active 
path P, one end vertex of P submits its whole knowledge to all other vertices in P”. As 
mentioned in the introduction, we could restrict our protocol so that the end vertex of 
the path submits its whole knowledge to the other end vertex of the path only. 
Interestingly, all the accumulation algorithms given in this paper would work even in 
this restricted mode. In fact, in the following theorem we prove that for the accumula- 
tion problem, our protocol gives us no advantage over the restricted mode at all! Of 
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course, the same cannot be said for the broadcast problem. However, running the 
accumulation algorithm in reverse would yield efficient algorithms for broadcast in 
the restricted mode and gossiping can be solved by concatenating the accumulation 
and broadcast algorithms. Thus, the results in this paper can be used to construct 
efficient solutions in the restricted mode also. 
Theorem 7.1. Let A be an optimal algorithm for accumulation in a graph G. Then there 
is an algorithm where, in each path, knowledge is only transmitted from the source vertex 
of the path to the other end vertex, such that this new algorithm still performs accumula- 
tion in the same number of rounds as A. 
Proof. Without loss of generality, we assume that A has the property that each 
communication path is as short as possible, i.e. shortening any communication path 
would result in an incomplete accumulation. Hence, there are no superfluous com- 
munication paths in A as well. 
Now, assume that in A there is a communication path uO, ur, . . . . U, with the 
property that, if some ui, iE{ 1, . . . . r -l} does not read the information passing 
through, then A would not accumulate properly. Consider two cases: 
(1) Ui is the accumulation point of G. Then obviously, ui+ 1, . . . . u, do not need the 
information coming from uO since it has already reached the accumulation point. This 
is a contradiction to the assumption that the communication paths are as short as 
possible. 
(2) ui is not the accumulation point of G. If u, is the accumulation point, then ui does 
not need to read the information coming from uO (contradiction). Therefore, assume 
that u, is not the accumulation point. Then it must be that in some later step of the 
algorithm U, sends its knowledge towards the accumulation point, because u, has 
some information that has to reach the accumulation point eventually (otherwise, the 
communication path from uO may be cut after u,_ 1). Therefore, all the information 
coming from uO will reach the accumulation point via up, even if Ui does not read the 
information passing through. This is a contradiction. 
Hence, algorithm A itself will achieve the accumulation of the graph G in the 
restricted protocol. 0 
Note that this theorem holds for both edge- and vertex-disjoint paths modes. 
8. Conclusions 
In this paper we have solved the broadcast, accumulation and gossip problems on 
various networks using generalized communication modes. We consider the ver- 
tex-disjoint paths mode and the edge-disjoint paths mode of information dissemina- 
tion. We study the vertex-disjoint paths mode extensively as it is more easily realizable 
in hardware. In this mode optimal algorithms have been given for graphs with 
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Hamiltonian paths, trees and constant-degree graphs. We have proved that in most 
networks, optimal gossiping algorithm is simply the concatenation of optimal accu- 
mulation and broadcast algorithms. This extends the result by Bagchi et al. [6]. 
Despite the fact that we have efficient algorithms for degree bounded graphs of 
maximum degree k we are unable to prove their optimality. Thus, we formulate the 
following open problem. 
Open Problem 8.1. Improve the upper bounds of Theorem 5.3 and prove matching 
lower bounds. 
Another interesting problem would be to improve on Observation 5.4 and prove 
the following. 
Open Problem 8.2. Prove (or disprove) that for any tree T 
R”(T) = Afnin(T) + B:,,(T), xE{u,e}. 
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