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Abstract
In this paper, the variational iteration method (VIM) is reintroduced with Laplace transforms and the Pade´ technique treatment
to obtain closed form solutions of nonlinear equations. Some examples, including the coupled Burger’s equation, compacton
k(n, n) equation, Zakharov–Kuznetsov Zk(n, n) equation, and KdV and mKdV equations are given to show the effectiveness of
the coupled VIM–Laplace–Pade´ and VIM–Pade´ techniques.
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1. Introduction
In the last few decades, active research efforts were focused on nonlinear dynamical systems that emerge in various
fields, such as fluid mechanics, plasma physics, biology, hydrodynamics, solid-state physics and optical fibers. These
nonlinear phenomena are often related to nonlinear wave equations. In order to better understand these phenomena as
well as further apply them in practical scientific research, it is important to seek their exact solutions.
Many powerful methods have been developed for this purpose, such as the Backlund transformation [1,2], Hirota’s
bilinear method [3], Darboux transformation [4], symmetry method [5], the inverse scattering transformation [6], the
tanh method [7–9], the sine–cosine method [10,11], the Adomian decomposition method [12] and other asymptotic
methods for strongly nonlinear equations [13].
The variational iteration method (VIM) was proposed by He [14,15]. It was successfully applied to autonomous
ordinary differential equations in [16], to nonlinear polycrystalline solids in [17], to the construction of solitary
solutions and compacton-like solutions for nonlinear dispersive equations [18], and in other fields.
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VIM has been modified by the authors in [19]. There are many different approaches to the construction of the
initial guess. In the case u0(x) = u(x, 0), the modified VIM [19] leads to better solutions in less time for a class of
nonlinear problems, while preventing the repeated and unneeded terms required while introducing modified iterative
equations. In [20,21], the Adomian decomposition method was linked with the Pade´ technique to increase the domain
of convergence of the truncated series solution of Adomian alone. The authors have improved VIM results by linking
it with the Pade´ technique in [22], which increases the domain of convergence of the truncated series solutions for
many important nonlinear equations.
In this paper, the authors extend the work done in [20] and extract the exact solution from VIM results using Pade´
approximants and Laplace transforms for some nonlinear problems, namely compactons K (n, n), Zk(n, n), coupled
Burger’s system, and KdV and mKdV equations.
2. Variational iteration method
To show the basic concepts of VIM, consider the following general non-linear partial differential equation
Lu(x, t)+ Ru(x, t)+ Nu(x, t) = 0,
u(x, 0) = f (x), (1)
where, L = ∂
∂t , R is a linear operator and Nu(x, t) is the nonlinear term. Ru(x, t) and Nu(x, t) don’t have partial
derivatives with respect to t .
According to the variational iteration method [13,14], an iteration formulation can be constructed in the following
way
Un+1(x, t) = Un(x, t)+
∫ t
0
λ
LUn +
∼︷︸︸︷
RUn +
∼︷︸︸︷
NUn
 dτ (2)
where λ is a general Lagrange multiplier, which can be identified optimally via variational theory,
∼︷︸︸︷
RUn , and
∼︷︸︸︷
NUn are
considered as restricted variations, i.e. δ
∼︷︸︸︷
RUn = 0, δ
∼︷︸︸︷
NUn = 0, and its stationary conditions can be obtained as:
1+ λ|τ=t = 0,
λ′ = 0. (3)
The Lagrange multiplier, therefore, can be identified as λ = −1, and the following variational iteration formula
can be obtained as
Un+1 = Un −
∫ t
0
{L (Un)+ R(Un)+ NUn} dτ. (4)
The second term on the right is called the correction term. Eq. (4) can be solved iteratively using U0(x) as the
initial approximation, with possible unknowns.
3. Modified variational iteration method
In [19], the modified variational iteration method (MVIM) was introduced, which approximately solves equations
in the form of Eq. (1).
Following the same procedure as VIM’s for calculating the Lagrange multiplier [13,14], we obtain the following
iteration formula [19]:
Un+1 = Un −
∫ t
0
{R(Un −Un−1)+ (Gn − Gn−1)} dτ, (5)
where U−1 = 0, U0 = f (x) and Gn(x, t) is calculated from the relation
NUn(x, t) = Gn(x, t)+ O(tn+1), (6)
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Eq. (5) can be solved iteratively to obtain an approximate solution that takes the form
u(x, t) ∼= Un(x, t), (7)
where n is the final iteration step. The MVIM eliminates the repeated and unneeded terms in VIM, and a better
approximation is obtained in less time if a series solution is sought for [19].
4. Applying Pade´ approximants on the truncated series solution
The series solutions obtained by MVIM have a limited region of convergence, even if taking n to be as large as
possible. So, we apply the Pade´ technique on the series obtained to increase the convergence region. A truncated series
solution of order at least (L + M) in t will be used to obtain the Pade´ [L/M](x, t) [23], which is an approximate
solution for u(x, t). We denote the L ,M Pade´ approximants to A(x) by[
L
M
]
= PL(x)
QM (x)
, (8)
where PL(x) is a polynomial of degree at most L and QM (x) is a polynomial of degree at most M . The formal power
series
A(x)− PL(x)
QM (x)
= O(x L+M+1), (9)
A(x) =
∞∑
i=1
ai x i , (10)
determine the coefficients of PL(x) and QM (x).
Since we can obviously multiply the numerator and denominator by a constant and leave [L/M](x, t) unchanged,
we impose the normalization condition
QM (0) = 1.0. (11)
Finally, we require that PL(x) and QM (x) have no common factors.
Suppose we write the coefficients of PL(x) and QM (x) as
PL(x) = p0 + p1x + p2x2 + · · · + pL x L ,
QM (x) = q0 + q1x + q2x2 + · · · + qM xM .
(12)
Then by (11) and (12) we may multiply (9) by QM (x), which linearizes the coefficient equations. We can write
down (9) in more detail as
aL+1 + aLq1 + · · · + aL−M+1qM = 0
aL+2 + aL+1q1 + · · · + aL−M+2qM = 0
...
aL+M + aL+m−1q1 + · · · + aLqM = 0
 (13)
a0 = p0
a1 + a0q1 = p1
a2 + a1q1 + a0q2 = p2
...
aL + aL−1q1 + · · · + a0qL = pL
 . (14)
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Once the q ′s are known from Eq. (13), Eq. (14) can be solved easily. If Eqs. (13) and (14) are nonsingular, then
they can be solved directly as follows:
[
L
M
]
=
det
∣∣∣∣∣∣∣∣∣∣∣∣
aL−M+1 aL−M+2 · · · aL+1
...
...
. . .
...
aL aL+1 · · · aL+M
L∑
j=M
a j−M x j
L∑
j=M−1
a j−M+1x j · · ·
L∑
j=0
a j x j
∣∣∣∣∣∣∣∣∣∣∣∣
det
∣∣∣∣∣∣∣∣∣
aL−M+1 aL−M+2 · · · aL+1
...
...
. . .
...
aL aL+1 · · · aL+M
xM xM−1 · · · 1
∣∣∣∣∣∣∣∣∣
. (15)
To obtain diagonal Pade´ approximants of different order like [2/2], [4/4] or [6/6], MATHEMATICA can be
efficiently used.
5. The VIM–Laplace–Pade´ technique
The truncated series solution obtained by VIM has limited convergence region. In paper [20], a treatment is applied
using Pade´ technology which enables one to extend the convergence region. Using the fact that Pade´ approximants
give the exact result when applied to Taylor series obtained from rational polynomials functions, a Laplace transform
is used to obtain such rational functions. In [24], this link was applied in the case of ordinary differential equations.
In this paper, the exact solution is obtained by applying Pade´ approximants alone, or Laplace transforms with Pade´
approximants on the truncated series solution.
6. Case studies
6.1. Case-study: “Compacton: k(2, 2)”
Consider the compacton k(2, 2) equation [25], which takes the form
ut + (u2)x + (u2)3x = 0
u(x, 0) =

(√
4c
3
cos
[ x
4
])2
,
∣∣∣ x
4
∣∣∣ ≤ pi
2
0, otherwise.
(16)
Using formula (5) with
U−1 = 0,
U0 =
(√
4c
3
cos
[ x
4
])2
,
and Gn(x, t) is calculated from the relation(
(Un)2
)
x
+
(
(Un)2
)
xxx
= Gn(x, t)+ O(tn+1). (17)
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The following results are obtained
U0(x, t) = 4c3 cos
2
[ x
4
]
,
U1(x, t) = U0(x, t)+ 13c
2 sin
[ x
2
]
t,
U2(x, t) = U1(x, t)− 112c
3 cos
[ x
2
]
t2,
U3(x, t) = U2(x, t)− 172c
4 sin
[ x
2
]
t3,
U4(x, t) = U3(x, t)+ 1576c
5 cos
[ x
2
]
t4,
....
(18)
The fifth-order approximate solution can be expressed as
U5(x, t) = 4c3 cos
2
[ x
4
]
+ 1
3
c2 sin
[ x
2
]
t − 1
12
c3 cos
[ x
2
]
t2 − 1
72
c4 sin
[ x
2
]
t3
+ 1
576
c5 cos
[ x
2
]
t4 + 1
5760
c6 sin
[ x
2
]
t5. (19)
It is a partial sum of the Taylor series of the exact solution u(x, t) at t = 0. Applying a Laplace transformation to
U5(x, t), we get the following result:
£ [U5(x, t)] = 4c3s cos
2
[ x
4
]
+ c
2
3s2
sin
[ x
2
]
− c
3
6s3
cos
[ x
2
]
− c
4
12s4
sin
[ x
2
]
+ c
5
24s5
cos
[ x
2
]
+ c
6
48s6
sin
[ x
2
]
. (20)
For the sake of simplicity, let s = 1t ; then
£ [U5(x, t)] = 4c3 cos
2
[ x
4
]
t + c
2
3
sin
[ x
2
]
t2 − c
3
6
cos
[ x
2
]
t3 − c
4
12
sin
[ x
2
]
t4
+ c
5
24
cos
[ x
2
]
t5 + c
6
48
sin
[ x
2
]
t6. (21)
Its [L/M] Pade´ approximant with L ≥ 3 and M ≥ 2 yields[
L
M
]
= 8c
(
1+ cos [ x2 ]) t + 4c2 sin [ x2 ] t2 + 2c3t3
12+ 3c2t2 . (22)
Recalling that t = 1s , we obtain [L/M] in terms of s.
By using the inverse Laplace transformation to [L/M], the exact solution is obtained as:
u(x, t) =
(√
4c
3
cos
[
(x − ct)
4
])2
. (23)
Because the equation is a compacton equation, the final solution takes the form of compacton
u(x, t) =

(√
4c
3
cos
[
(x − ct)
4
])2
,
∣∣∣∣ (x − ct)4
∣∣∣∣ ≤ pi2
0, otherwise.
(24)
Fig. 1 illustrates the surface solution of (24).
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Fig. 1. The surface solution of k(2, 2) and c = 1.
6.2. Case-study-2: “Compacton: k(3, 3)”
Consider the compacton k(3, 3) equation [25], which takes the form
ut + (u3)x + (u3)3x = 0
u(x, 0) =

√
3c
2
Cos
[ x
3
]
,
∣∣∣ x
3
∣∣∣ ≤ pi
2
0, otherwise.
(25)
Using formula (5) with
U−1 = 0,
U0 =
√
3c
2
Cos
[ x
3
]
,
and Gn(x, t) is calculated from the relation(
(Un)3
)
x
+
(
(Un)3
)
xxx
= Gn(x, t)+ O(tn+1). (26)
The following results are obtained
U0(x, t) = 3c
1/2
√
6
Cos
[ x
3
]
,
U1(x, t) = U0(x, t)+ c
3/2
√
6
Sin
[ x
3
]
t,
U2(x, t) = U1(x, t)− c
5/2
6
√
6
Cos
[ x
3
]
t2,
U3(x, t) = U2(x, t)− c
7/2
54
√
6
Sin
[ x
3
]
t3,
U4(x, t) = U3(x, t)+ c
9/2
648
√
6
Cos
[ x
3
]
t4,
....
(27)
The fourth approximate solution can be obtained as follows:
U4(x, t) = 3c
1/2
√
6
Cos
[ x
3
]
+ c
3/2
√
6
Sin
[ x
3
]
t − c
5/2
6
√
6
Cos
[ x
3
]
t2
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Fig. 2. The surface solution of k(3, 3) and c = 2.
− c
7/2
54
√
6
Sin
[ x
3
]
t + c
9/2
648
√
6
Cos
[ x
3
]
t4. (28)
It is a partial sum of the Taylor series of the exact solution u(x, t) at t = 0. Applying the Laplace transformation
to U4(x, t) yields:
£ [U4(x, t)] = 3c
1/2
s
√
6
Cos
[ x
3
]
+ c
3/2
s2
√
6
Sin
[ x
3
]
− c
5/2
s33
√
6
Cos
[ x
3
]
− c
7/2
s49
√
6
Sin
[ x
3
]
+ c
9/2
s527
√
6
Cos
[ x
3
]
. (29)
For the sake of simplicity, let s = 1t ; then
£ [U4(x, t)] = 3c
1/2
√
6
Cos
[ x
3
]
t + c
3/2
√
6
Sin
[ x
3
]
t2 − c
5/2
3
√
6
Cos
[ x
3
]
t3
− c
7/2
9
√
6
Sin
[ x
3
]
t4 + c
9/2
27
√
6
Cos
[ x
3
]
t5. (30)
Its [L/M] Pade´ approximant with L ≥ 2 and M ≥ 2 yields[
L
M
]
= 9
√
6c1/2Cos
[ x
3
]
t + 3√6c3/2Sin [ x3 ] t2
18+ 2c2t2 . (31)
Recalling that t = 1s , we obtain [L/M] in terms of s.
Using the inverse Laplace transformation on [L/M], the exact solution is obtained as:
u(x, t) =
√
3c
2
Cos
[
(x − ct)
3
]
. (32)
Because the equation used is a compacton equation, the final solution takes the form of a compacton
u(x, t) =

√
3c
2
Cos
[
(x − ct)
3
]
,
∣∣∣∣ (x − ct)3
∣∣∣∣ ≤ pi2
0, otherwise.
(33)
Fig. 2 illustrates the surface solution of (33).
T.A. Abassy et al. / Computers and Mathematics with Applications 54 (2007) 940–954 947
6.3. Case-study: “Coupled Burger’s system”
Consider the Coupled Burger’s system of equations [26], which takes the form
ut − 2uux − uxx + (uv)x = 0,
vt − 2vvx − vxx + (uv)x = 0,
u(x, 0) = Sin(x) and v(x, 0) = Sin(x).
(34)
The iterative formulas take the form
Un+1 = Un −
∫ t
0
{R(Un −Un−1)+ (GUn − GUn−1)} dτ,
Vn+1 = Vn −
∫ t
0
{R(Vn − Vn−1)+ (GVn − GVn−1)} dτ,
(35)
where
U−1 = 0, V−1 = 0
U0 = Sin(x), V0 = Sin(x),
and GUn(x, t) and GVn(x, t) are calculated from the relations
(UnVn)x −
(
(Un)2
)
x
= GUn(x, t)+ O(tn+1), (36)
and
(UnVn)x −
(
(Vn)2
)
x
= GVn(x, t)+ O(tn+1) (37)
respectively. The following results are obtained
U0(x, t) = Sin(x), V0(x, t) = Sin(x),
U1(x, t) = U0(x, t)− Sin(x)t, V1(x, t) = V0(x, t)− Sin(x)t,
U2(x, t) = U1(x, t)+ 12!Sin(x)t
2, V2(x, t) = V1(x, t)+ 12!Sin(x)t
2,
U3(x, t) = U2(x, t)− 13!Sin(x)t
3, V3(x, t) = V2(x, t)− 13!Sin(x)t
3,
...
...
Un(x, t) = Un−1(x, t)− 1n!Sin(x)t
n, Vn(x, t) = Vn−1(x, t)− 1n!Sin(x)t
n .
(38)
Applying the Laplace transformation to Un(x, t) and Vn(x, t) yields
£ [Un(x, t)] =
(
1
s
− 1
s2
+ 1
s3
− 1
s4
+ · · · + (−1)n 1
sn+1
)
Sin(x),
£ [Vn(x, t)] =
(
1
s
− 1
s2
+ 1
s3
− 1
s4
+ · · · + (−1)n 1
sn+1
)
Sin(x).
(39)
For the sake of simplicity, let s = 1t ; then
£ [Un(x, t)] = (t − t2 + t3 − t4 + · · · + (−1)n tn+1)Sin(x),
£ [Vn(x, t)] = (t − t2 + t3 − t4 + · · · + (−1)n tn+1)Sin(x),
(40)
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Fig. 3. The surface solution of u(x, t).
The [L/M] Pade´ approximant of each one of Eq. (40) with L ≥ 1 and M ≥ 1 yields[
L
M
]
= t
1+ t Sin(x). (41)
Using the inverse Laplace transformation to [L/M], the exact solution is obtained.
u(x, t) = e−tSin(x),
v(x, t) = e−tSin(x). (42)
Fig. 3 illustrate the surface solutions of u(x, t), which is the same as v(x, t).
6.4. Case-study: “Compacton: the (2+ 1) dimensions Zk(2, 2)”
Consider the compacton Zk(2, 2) equation [27], which takes the form
ut + a(u2)x + b(u2)xxx + k(u2)yyx = 0,
u(x, y, 0) =

(√
4c
3a
Cos
[√
a
b + k
x + y
4
])2
,
∣∣∣∣√ ab + k x + y4
∣∣∣∣ ≤ pi2
0, otherwise.
(43)
Applying the formula (5) with
U−1 = 0,
U0 =
(√
4c
3a
Cos
[√
a
b + k
x + y
4
])2
,
and Gn(x, y, t) is calculated from the relation
a
(
(Un)2
)
x
+ b
(
(Un)2
)
xxx
+ k
(
(Un)2
)
yyx
= Gn(x, y, t)+ O(tn+1). (44)
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The following results are obtained
U0(x, y, t) =
(√
4c
3a
Cos
[√
a
b + k
x + y
4
])2
,
U1(x, y, t) = U0(x, y, t)+ c
2
3a
√
a
b + k Sin
[√
a
b + k
x + y
2
]
t,
U2(x, y, t) = U1(x, y, t)− c
3
12(b + k)Cos
[√
a
b + k
x + y
2
]
t2,
U3(x, y, t) = U2(x, y, t)− c
4
72a
(
a
b + k
)3/2
Sin
[√
a
b + k
x + y
2
]
t3,
U4(x, y, t) = U3(x, y, t)+ ac
5
576(b + k)2Cos
[√
a
b + k
x + y
2
]
t4,
....
(45)
The fifth-order approximate solution is obtained as follows;
U5(x, y, t) =
(√
4c
3a
Cos
[√
a
b + k
x + y
4
])2
+ c
2
3a
√
a
b + k Sin
[√
a
b + k
x + y
2
]
t
− c
3
12(b + k)Cos
[√
a
b + k
x + y
2
]
t2 − c
4
72a
(
a
b + k
)3/2
Sin
[√
a
b + k
x + y
2
]
t3
+ ac
5
576(b + k)2Cos
[√
a
b + k
x + y
2
]
t4 + c
6
5760a
(
a
b + k
)5/2
Sin
[√
a
b + k
x + y
2
]
t5. (46)
Applying the Laplace transformation to U5(x, t), we get the following result:
£ [U5(x, y, t)] =
(√
4c
3a
Cos
[√
a(x + y)
4
√
b + k
])2
1
s
+ c
2
3a
√
a
b + k Sin
[√
a(x + y)
2
√
b + k
]
1
s2
− c
3
6(b + k)Cos
[√
a(x + y)
2
√
b + k
]
1
s3
− c
4
12a
(
a
b + k
)3/2
Sin
[√
a(x + y)
2
√
b + k
]
1
s4
+ ac
5
24(b + k)2Cos
[√
a(x + y)
2
√
b + k
]
1
s5
+ c
6
48a
(
a
b + k
)5/2
Sin
[√
a(x + y)
2
√
b + k
]
1
s6
. (47)
For the sake of simplicity, let s = 1t ; then
£ [U5(x, y, t)] =
(√
4c
3a
Cos
[√
a(x + y)
4
√
b + k
])2
t + c
2
3a
√
a
b + k Sin
[√
a(x + y)
2
√
b + k
]
t2
− c
3
6(b + k)Cos
[√
a(x + y)
2
√
b + k
]
t3 − c
4
12a
(
a
b + k
)3/2
Sin
[√
a(x + y)
2
√
b + k
]
t4
+ ac
5
24(b + k)2Cos
[√
a(x + y)
2
√
b + k
]
t5 + c
6
48a
(
a
b + k
)5/2
Sin
[√
a(x + y)
2
√
b + k
]
t6. (48)
Its [L/M] Pade´ approximant with L ≥ 3 and M ≥ 2 yields
[
L
M
]
=
4c
(
Cos
[√
a
b+k
x+y
4
])2
3a
t +
c2
√
a
b+k
(
Sin
[√
a
b+k
x+y
2
])2
3a
t2
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+ c
3t3
6(b + k) + 2c
3t3
( 4(b + k)
4(b + k)+ ac2t2
)
. (49)
Using the inverse Laplace transformation to [L/M], the exact solution is obtained as:
u(x, y, t) =
(√
4c
3a
Cos
[√
a
b + k
(x + y − ct)
4
])2
. (50)
Because the equation is a compacton equation, the final solution takes the form of a compacton
u(x, y, t) =

(√
4c
3a
Cos
[√
a
b + k
(x + y − ct)
4
])2
,
∣∣∣∣√ ab + k (x + y − ct)4
∣∣∣∣ ≤ pi2
0, otherwise.
(51)
6.5. Case-study: “Compacton: the (2+ 1) dimensions Zk(3, 3)”
Consider the compacton Zk(3, 3) equation [27], which takes the form
ut + a(u3)x + b(u3)xxx + k(u3)yyx = 0,
u(x, y, 0) =

√
3c
2a
Cos
[√
a
b + k
x + y
3
]
,
∣∣∣∣√ ab + k x + y3
∣∣∣∣ ≤ pi2
0, otherwise.
(52)
Applying the formula (5) with
U−1 = 0,
U0 =
√
3c
2a
Cos
[√
a
b + k
x + y
3
]
,
and Gn(x, y, t) is calculated from the relation
a
(
(Un)3
)
x
+ b
(
(Un)3
)
xxx
+ k
(
(Un)3
)
yyx
= Gn(x, y, t)+ O(tn+1). (53)
The following results are obtained:
U0(x, y, t) =
√
3c
2a
Cos
[√
a
b + k
x + y
3
]
,
U1(x, y, t) = U0(x, y, t)+
√
c3
6a
√
a
b + k Sin
[√
a
b + k
x + y
3
]
t,
U2(x, y, t) = U1(x, y, t)−
√
c
6a
c2a
6(b + k)Cos
[√
a
b + k
x + y
3
]
t2,
U3(x, y, t) = U2(x, y, t)−
√
c
6a
c3
54
(
a
b + k
)3/2
Sin
[√
a
b + k
x + y
3
]
t3,
U4(x, y, t) = U3(x, y, t)+
√
c
6a
c4a2
648(b + k)2Cos
[√
a
b + k
x + y
3
]
t4,
....
(54)
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The fifth-order approximate solution is obtained, which reads
U5(x, y, t) =
√
3c
2a
Cos
[√
a
b + k
x + y
3
]
+
√
c3
6a
√
a
b + k Sin
[√
a
b + k
x + y
3
]
t
− c
3/2√a
6
√
6(b + k)Cos
[√
a
b + k
x + y
3
]
t2 − c
5/2a
54
√
6 (b + k)3/2 Sin
[√
a
b + k
x + y
3
]
t3
+ c
7/2a3/2
648
√
6(b + k)2Cos
[√
a
b + k
x + y
3
]
t4 + c
9/2a2
9720
√
6 (b + k)5/2 Sin
[√
a
b + k
x + y
3
]
t5. (55)
Applying the Laplace transformation to U5(x, t), we get the following:
£ [U5(x, y, t)] =
√
3c
2a
Cos
[√
a
b + k
x + y
3
]
1
s
+ c
√
c√
6(b + k)Sin
[√
a
b + k
x + y
3
]
1
s2
− c
3/2√a
3
√
6(b + k)Cos
[√
a
b + k
x + y
3
]
1
s3
− c
5/2a
9
√
6 (b + k)3/2 Sin
[√
a
b + k
x + y
3
]
1
s4
+ c
7/2a3/2
27
√
6(b + k)2Cos
[√
a
b + k
x + y
3
]
1
s5
+ c
9/2a2
81
√
6 (b + k)5/2 Sin
[√
a
b + k
x + y
3
]
1
s6
. (56)
For the sake of simplicity, let s = 1t ; then
£ [U5(x, y, t)] =
√
3c
2a
Cos
[√
a
b + k
x + y
3
]
t + c
√
c√
6(b + k)Sin
[√
a
b + k
x + y
3
]
t2
− c
3/2√a
3
√
6(b + k)Cos
[√
a
b + k
x + y
3
]
t3 − c
5/2a
9
√
6 (b + k)3/2 Sin
[√
a
b + k
x + y
3
]
t4
+ c
7/2a3/2
27
√
6(b + k)2Cos
[√
a
b + k
x + y
3
]
t5 + c
9/2a2
81
√
6 (b + k)5/2 Sin
[√
a
b + k
x + y
3
]
t6. (57)
Its [L/M] Pade´ approximant with L ≥ 3 and M ≥ 2 yields
[
L
M
]
=
√ 3c
2a
Cos
[√
a
b + k
x + y
3
]
t +
√
c3
6(b + k)Sin
[√
a
b + k
x + y
3
]
t2
( 9(b + k)
9(b + k)+ ac2t2
)
. (58)
Using the inverse Laplace transformation to [L/M], the true solution is obtained as:
u(x, y, t) =
√
3c
2a
Cos
[√
a
b + k
(x + y − ct)
3
]
. (59)
Because the equation is a compacton equation, the final solution takes the form of a compacton
u(x, y, t) =

√
3c
2a
Cos
[√
a
b + k
(x + y − ct)
3
]
,
∣∣∣∣√ ab + k (x + y − ct)3
∣∣∣∣ ≤ pi2
0, otherwise.
(60)
6.6. Case-study: “KdV”
Consider the KdV equation [28], which takes the form
ut − 6uux + uxxx = 0,
u(x, 0) = 6
x2
.
(61)
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Applying the formula (5) with
U−1 = 0,
U0 = 6x2 ,
and Gn(x, t) is calculated from the relation
−6Un(Un)x = Gn(x, t)+ O(tn+1). (62)
The following results are obtained
U0(x, t) = 6x2 ,
U1(x, t) = U0(x, t)+ −288x5 t,
U2(x, t) = U1(x, t)− 6048x8 t
2,
U3(x, t) = U2(x, t)− −103 680x11 t
3,
U4(x, t) = U3(x, t)+ 1 617 408x14 t
4,
....
(63)
The fourth-order approximate solution is
U4(x, t) = 6x2 +
−288
x5
t − 6048
x8
t2 − −103 680
x11
t3 + 1 617 408
x14
t4. (64)
Its [L/M] Pade´ approximant with L ≥ 1 and M ≥ 2 reads[
L
M
]
= 6x(x
3 − 24t)
(x3 + 12t)2 , (65)
which equals the closed form solution of (61)
u(x, t) = 6x(x
3 − 24t)
(x3 + 12t)2 . (66)
6.7. Case-study: “mKdV”
Consider the mKdV equation [28], which takes the form
ut + 6u2ux + uxxx = 0,
u(x, 0) = c − 4c
4c2x2 + 1 .
(67)
Applying the formula (5) with
U−1 = 0,
U0 = c − 4c4c2x2 + 1 ,
and Gn(x, t) is calculated from the relation
6 (Un)2 (Un)x = Gn(x, t)+ O(tn+1). (68)
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The following results are obtained:
U0(x, t) = c − 4c4c2x2 + 1 ,
U1(x, t) = U0(x, t)− 192c
2x
(1+ 4c2x2)2 t,
U2(x, t) = U1(x, t)− 576c
7(1− 12c2x2)
(1+ 4c2x2)3 t
2,
U3(x, t) = U2(x, t)− 55 296c
11x(1− 4c2x2)
(1+ 4c2x2)4 t
3,
U4(x, t) = U3(x, t)− 82 944c
13(1− 40c2x2 + 80c4x4)
(1+ 4c2x2)5 t
4,
....
(69)
The fourth-order approximate solution is:
U4(x, t) = c − 4c4c2x2 + 1 −
192c2x
(1+ 4c2x2)2 t −
576c7(1− 12c2x2)
(1+ 4c2x2)3 t
2
− 55 296c
11x(1− 4c2x2)
(1+ 4c2x2)4 t
3 − 82 944c
13(1− 40c2x2 + 80c4x4)
(1+ 4c2x2)5 t
4. (70)
Its [L/M] Pade´ approximant with L ≥ 2 and M ≥ 2 reads[
L
M
]
= c − 4c
4c2(x − 6c2t)2 + 1 , (71)
which equals the closed form solution of (67)
u(x, t) = c − 4c
4c2(x − 6c2t)2 + 1 . (72)
7. Conclusion
VIM–Laplace–Pade´ enables us to get the exact solution of the presented nonlinear partial differential equations.
The use of such techniques needs more explanatory research, and more applications for them can be found.
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