The researches on model-based testing mainly focus on the models with single component, such as FSM and EFSM. For the network protocols which have multiple components communicating with messages, CFSM is a widely accepted solution. But in some network protocols, parallel and data-shared components maybe exist in the same network entity. It is infeasible to precisely specify such protocol by existing models. In this paper we present a new model, Parallel Parameterized Extended Finite State Machine (PaP-EFSM). A protocol system can be modeled with a group of PaP-EFSMs. The PaP-EFSMs work in parallel and they can read external variables form each other. We present a 2-stage test generation approach for our new models. Firstly, we generate test sequences for internal variables of each machine. They may be non-executable due to external variables. Secondly, we process the external variables. We make the sequences for internal variables executable and generate more test sequences for external variables. For validation, we apply this method to the conformance testing of real-life protocols. The devices from different vendors are tested and implementation faults are exposed.
Introduction
Conformance testing is the basis of other different types of testing. The behavior discrepancies between a specification and its implementation should be detected through conformance testing. Specifications written in natural languages such as English are often susceptible to misinterpretations, leading to manufacturing errors and hard to test. Such ambiguities can be avoided by using formal models and languages in specifications. Formal methods have been proved effectiveness in communicating protocol testing.
Among so many formal methods, the models with single component, such as FSM (Finite State Machine) and EFSM (Extended FSM), are widely accepted for testing [1] - [8] . But they can only be used to model the protocol with single component. To model and test the protocols with multiple components, the CFSM (Communicating FSMs) is a widely accepted solution [9] - [12] . Actually, CFSMs work well for multiple network entities communicating with asynchronous messages. However, the components in the same network entity, such as processes, may communicate with messages exchange or shared data. Obviously, CFSM is suitable for the former one. Since there is no shared variables in CFSM, additional virtual request/reply states and transitions should be used for describe data reading/writing in latter communication. It is unnatural and too complicated to do so. Moreover, there are some works [13] , [14] about multiple components testing with LTS (Labeled Transition System) [15] , [16] models. These studies build compositions from several parallel components. In general, the compositions are more likely to suffer scale problems, such as state space explosion.
In this paper, we propose a new formal model, Parallel Parameterized Extended Finite State Machine (PaP-EFSM)
to specify the network protocol system communicating with shared data. A PaP-EFSM is formed by adding external variables to an ordinary EFSM. The external variables are variables defined in other machines. We can model a protocol system with a set of PaP-EFSMs. Several PaP-EFSMs work in parallel and they can read variables from each other. On the one hand, we can model a complex system gradually with multiple machines. It is not necessary to build a huge model for whole protocol system all at once. On the other hand, it is more natural to specify the network protocol consisting of multiple parallel and data-shared components with a group of PaP-EFSMs than other models, such as CFSM. For latter one, we need to add some virtual request-reply transitions and states for reading variables. It is reluctant and actually more complicated.
As a new formal model, PaP-EFSM brings some challenges for test generation. If we compose the machines, the state space will explode easily. Because of the existence of external variables, there are dependencies among the machines. We cannot simply generate test sequences from each machine. As a result, we present a 2-stage test generation approach for PaP-EFSM models. In the first stage, we deal with the machines one by one to avoid model composition. Then we handle the external variables in the second stage. On the one hand, a PaP-EFSM without external variables can be seen as an ordinary EFSM and there are many wellstudied methods for EFSM's test generation. We can employ one arbitrarily EFSM method for test generation of our component PaP-EFSM, if we ignore the external variables and only deal with internal variables. In this paper, we want to derive test sequences fulfilling all du-paths criterion for Copyright c 2015 The Institute of Electronics, Information and Communication Engineers internal variables (i.e. each pair of definition and use for each variable is covered by generated test sequences) in the first stage. On the other hand, because of the existence of external variables, the test sequences generated by EFSM methods may be non-executable. We propose a heuristic algorithm in the second stage to find preambles (i.e. paths executed before the test sequences) to make them executable and generate test sequences fulfilling all du-paths criterion for external variables as complement. With our approach, we can derive executable test sequences achieving all dupaths coverage for all variables from PaP-EFSM models.
For validation, we apply our approach in the testing of practical protocols. We choose two protocols proposed by the IETF (Internet Engineering Task Force) working group named Source Address Validation Improvements (SAVI) [17] . SAVI-DHCPv6 (SAVI solution for DHCP) [18] and SAVI-SLAAC (SAVI Solution for Stateless Address) [19] are both IETF drafts to supply source address validation in accessing networks. They can be implemented on the same device, such as a switch or an AP, and their components may work in parallel and collaborate with each other. With our method, many implementation faults are exposed.
The rest of this paper is structured as follows. Section 2 gives the definitions of new formal models and models SAVI protocol with it. The test generation algorithm is presented in Sect. 3. In Sect. 4, tests for practical protocols, SAVIDHCPv6 and SAVI-SLAAC, are generated and performed on implementations. Section 5 shows the related works and Sect. 6 proposes conclusion and future works.
Formal Model
In this section we introduce our notion of Parallel Parameterized Extended Finite State Machine and model SAVI protocols with it. As we have indicated in Sect. 1, we will add new features so that the dependencies among parallel components of a system can be properly specified.
Parallel Parameterized Extended Finite State Machine
As stated above, there may be dependencies among the components in a network protocol system. The components may communicate by messages exchange or shared data. For the latter, a new model is necessary. Such as shown in Fig. 1,   Fig. 1 As our proposal of the new model, on the one hand, we consider that a machine can read the variables of others without communicating by messages. On the other hand, we will also consider that the machines can work in parallel. Each machine can be seen as a separate process. If there is no dependence among the machines, they will reduce to a set of ordinary extended finite state machines. 
, where During testing, the test environment is wholly controlled by the test system. A new input is applied on the IUT (implementation under test) only after the output corresponding with previous input has been observed. Therefore, we can assume that each transition executes atomically. For network protocols, this assumption is consistence with testing reality.
A protocol system may be composed of several components, and each component can be specified by a component PaP-EFSM with some constraints. (1) Each machine has a unique identifier in the whole protocol system. (2) The timeout event of arbitrary timer can be seen as a predicate with regard to the time variables.
Definition 2:
A protocol is modeled as a set of protocol components: As stated above, each transition of the PaP-EFSMs M j can be executed when the conditions in P j , which may contain external variables or not, are satisfied. In other word, even some component machine may read variables belonging to others, the component machines are totally working in parallel. As a result, it is not necessary to build the component machines into a composition for test generation.
As a system, although the machines are parallel, the transitions should execute one by one. The transitions in the same machine should execute sequentially, but the ones belonging to different machines are interleaving. Such as the example machines in Fig. 1 , there is A B, T A1 ∈ A and T B1 ∈ B may execute either by order T A1 , T B1 or T B1 , T A1 .
The main target of our method in this paper is generating executable test sequences from our PaP-EFSMs. We need firstly define the executability. Because of the existence of external variables in our models, we need an additional definition. 
Formal Model of SAVI with PaP-EFSM
The current Internet addressing architecture does not verify the source address of a packet forwarded. As a result, IP source address spoofing can be performed easily. Source Address Validation Architecture (SAVA) [20] , [21] is proposed to respond to this challenge. SAVA validates source address in three levels: access network level, Intra-AS level and Inter-AS level.
Several solutions have been proposed for each level. As the main part of this job, the IETF working group named SAVI, is in charge of standardization of protocols corresponding to the access network level of SAVA. SAVI solutions for several scenarios are proposed by the working group or others: DHCP, Locally Assigned IPv6 Addresses, Mixed Address Assignment and so on [18] , [19] , [22] , [23] . Many vendors have implemented SAVI protocols in their devices and deployed them in many Chinese university campuses [24] . Figure 3 shows the typical scenario of SAVI-DHCPv6 which includes several components: a DHCPv6 Relay, a Host (DHCPv6 Client), a SAVI Device, a DHCPv6 server and maybe a attacker trying to spoof the source address. SAVI device performs control messages snooping in DHCPv6 address assignment or release, and updates binding state accordingly. The assigned IPv6 addresses is bound with the interface where client messages come from and the data packet filtering function is enabled. Then the packets with fake IPv6 source addresses from the attacker will be discarded.
SAVI-DHCPv6 can secure the addresses assigned by DHCPv6. During the assignment, DHCPv6 control messages use link-local addresses as their source addresses. According to the specification of SAVI-DHCPv6, the source address of DHCPv6 control messages must be bound with the interfaces. Actually, these requirements need to be satisfied by other solutions, such as SAVI Solution for Stateless Address (SAVI-SLAAC) [19] , First-Come FirstServe Source-Address Validation Implementation (FCFS-SAVI) [22] , etc. Consequently, we need to test SAVIDHCPv6 and another collaborative protocol together in practical work. For current situation of implementations under test, we choose SAVI-DHCPv6 and SAVI-SLAAC in this paper. SAVI-SLAAC performs Neighbor Discovery (ND) messages snooping and it can be applied on Stateless Address Auto-Configuration situation for IPv6. If no NA message is observed after DAD NS message. The address of the DAD NS message will be bound by SAVI-SLAAC. When it works with SAVI-DHCPv6, the task undertaken is to bind the link local addresses with interfaces.
Based on the definitions in Sect. 2.1, we can extract the formal models from specifications which are described in natural language. We model the protocols in [18] , [19] . The Implementations under test from vendors follow the early version (draft-ietf-savi-dhcp-00 and draft-bi-savi-stateless-00) of SAVI protocols. These models are extracted from the same version of the protocols. First we view SAVI-DHCPv6 and then it is followed by SAVI-SLAAC. Figure 4 shows the state machine of SAVI-DHCPv6. The details are listed in Table 1 . We use the abbreviations REQ, CNF, RPL, DCL, RLS, RNW and RBD to refer to the request, confirm, reply, decline, release, renew and rebind messages of DHCPv6 protocol, respectively. It is assumed that the interface of each input message is recorded by a parameter named inter f ace. Entry Delete is a special action which means the corresponding entry is removed. There are several variables in SAVI-DHCPv6.
1. state stores the current state of machine. 2. address records the assigned IPv6 address. 3. anchor is a variable which indicates the interface bound with address. 4. li f etime is a special infinite variable. When it is assigned a value, a timer starts. When it changes to zero, a timeout event occurs. The other changing values are not concerned. 5. other is a temporary storage variable.
We describe the actions of transitions by pseudo code which is similar to C language. And some temporary data structures are employed for convenience.
As defined in the specifications, a SAVI device is usually a switch, wireless AP or something similar, so its basis function is packets forwarding. Consequently, we can find that the most outputs are the same as the inputs.
As mentioned in specification, SAVI-DHCPv6 needs other approach to insure the authenticity of link local addresses. So it is not designed to work alone. In Fig. 5 , the state machine of SAVI-SLAAC is presented.
In Table 2 , all 4 transitions are illustrated in the same format as in Table 1 . We use the abbreviations DAD NS and DAD NA as the same meaning as in Table 1 . The assump- *A constant represents the maximum wait time for DHCPv6 Reply message. **A constant represents the maximum wait time for DAD NS message. ***A constant represents the maximum wait time for DAD NA message. tion and use of interface, the meaning of variables and the description of actions are all kept.
We have modeled SAVI-DHCPv6 and SAVI-SLAAC above. Note that they work in parallel regardless of which is described first. And actually, in a SAVI device, there are many SAVI-DHCPv6 machines and many SAVI-SLAAC machines, and each machine processes a binding entry.
For abstraction, we model the system with four machines. As shown in Fig. 6 , they are identified as SAVI-SLAAC, SAVI-SLAAC , SAVI-DHCPv6 and SAVIDHCPv6 , respectively. The global IPv6 addresses are only assigned by DHCPv6 and the link-local IPv6 addresses are assigned by SLAAC. Both SAVI-SLAAC and SAVIDHCPv6 have some transitions which only can execute when the addresses were bounded by other machines. As stated in Table 2 , the No.2 transition will execute only when the DAD NA message arrives. The DAD NA message means the SLAAC address has been assigned to another host, so the entry will be deleted. Similarly, the No.9 transition of SAVI-DHCPv6, in Table 1 , expects the DAD NA message for the DHCPv6 address. To make these DAD transitions executable, we add SAVI-SLAAC and SAVIDHCPv6 as assistant machines. They only have necessary states and transitions for address binding, so they are plotted by dotted line. As stated above, SAVI-SLAAC depends on SAVI-SLAAC . SAVI-DHCPv6 depends on SAVI-DHCPv6 . Both SAVI-DHCPv6 and SAVI-DHCPv6 depend on SAVI-SLAAC. We can describe the most situations with these machines. It is enough for this testing.
Test Generation
When a system has been modeled as a set of PaP-EFSMs, we can start to generate test cases from the models. Obviously, we need new methodology for these new models which work in parallel with some external variables. Because of the existence of variables, we may want to generate test sequences covering all du-paths for all variables.
Definition 8:
All du-paths coverage denotes that each dupath for each variable is visited at least once by the test sequences.
The previous EFSM methods only deal with variables defined and used both in the same machine. In our model, the external variables make the situation more complicated. We can briefly classify the du-paths into 3 categories and illustrate with the example machines in Fig. 1 Obviously, the EFSM methods do not suit our PaP-EFSM model. If we only generate test sequences for each machine, some sequences will be non-executable because of the external variables and we may miss the du-paths for external variables. If we compose the machines, the state space will go explosion. To overcome these challenges, we propose a 2-stage generation. Figure 7 shows the process of test case generation from PaP-EFSM models. Before gener- ation, we specify the protocol with a set of PaP-EFSMs. In Stage 1, the Modified Extended FSM Test Generation (M-EFTG) algorithm is applied on each model, and the du-paths for internal variables will be derived. Because some machines may depend on others, some of these du-paths are possibly non-executable. Consequently, we need to solve this problem in next stage. In Stage 2, we perform our PaP-EFSM Test Generation (PETG) algorithm to make all generated du-paths for internal variables executable. And then we find du-paths for external variables, so that we can get all du-paths for all variables. In other word, we finally form the executable test sequences for the whole system.
Modified Extended FSM Test Generation
The task of Stage 1 generation is to generate all du-paths for internal variables. We want to take advantage of existing EFSM methods for the component machines as much as possible. If we make some modifications to leave the external variables to the second stage generation, we can employ almost any previous or even future EFSM test generation methods in theory. In this paper, we modify and apply the approach in [25] on component models. Figure 8 shows the simplified process of Modified Extended FSM Test Generation (M-EFTG). As marked, we make some changes in grey parts, variable identification and executability handling. First, the relationship between transitions and variable definitions or uses is identified. Then, all executable du-paths for all internal variables are generated by reusing the same procedure which is named Find-AllPaths. In EFSM, the transitions may have some conditions. Only when all conditions of a path are true, the path is executable. Consequently, after paths are generated, executability of each path is checked and then handled. M-EFTG can make the paths executable if their conditions are related with internal variables. But if any path is non-executable due to external variables, we directly mark it as executable path in M-EFTG. All we do here are leaving the problem of external variables to PaP-EFSM Test Generation.
PaP-EFSM Test Generation
According to [25] , EFTG fulfills all du-paths criterion. Our modifications in Sect. 3.1 do not change this. We can get all du-paths for internal variables with M-EFTG and make them executable with PETG. Furthermore, all du-paths criterion will be satisfied by PETG if all du-paths with regard to external variables are also covered in our algorithm. Consequently, the first task is to make the du-paths generated by M-EFTG executable and the second task is to generate du-paths for external variables.
Algorithm 1 illustrates the process of PETG. It makes the du-paths for internal variables executable and generate du-paths for external variables. PU is the set of preambles which are not executable due to e-use, while preambles in PE are all executable. The test sequences finally are added into T S . In M-EFTG, if the generate du-paths are nonexecutable because of internal variables, they will be handled. The preambles, postambles and other paths generated in PETG should be made executable for internal variables just like the du-paths in M-EFTG by default. We only illustrate the handling of external variables in PETG.
First, we find all preambles of transitions which define external variables (Line 1-7). Since there may be euses in the preambles, some of them are not executable. These preambles maybe also need external preambles. We can use External Executable Solve in Algorithm 2 to make them executable. The preambles without e-use go into PE firstly. With more executable preambles in PE, we can make more other preambles executable. At last, the infeasible preambles may be discarded (Line 8-14) . When executable external preambles are ready, we can use External Executable Solve to make the du-paths executable (Line 15-21).
After handling executability of du-paths for internal variables, we need to generate du-paths for external variables as complements. The definitions and uses of external variables are not in same machines, so the paths directly 21 Add ts du into T S ; 23 if t has e-use then 24 Inter Machine DU Gen(t,PE,T S ); 25 Remove duplicate paths in T S ; connecting them need not to be considered. We just make sure that the path defining an external variable is executed before the transition which has its e-use. We generate the du-paths for external variables with Inter Machine DU Gen in Algorithm 3 (Line 22-24). After processed by PETG, the du-paths for internal variables should be paths with external preambles. They are in the same form as the inter-machine du-paths. As a result, some inter-machine du-paths may be included by executable du-paths for internal variables. We finally remove the duplicate sequences (Line 25).
foreach transition t of all PaP-EFSMs do
The details of the function External Executable Solve are shown in Algorithm 2. We use some paths in Fig. 1 for illustration. First, we try to make the path with an euse of an external variable executable (Line 1-6). Since we have all preambles which define external variables in PE, we may find the necessary definition of this external variable for this path. For example, as shown in Fig. 9 , we find a path (T A1 , T A3 ) and there is external variable B.V B1 used in T A3 . The preamble (T B1 , T B3 ) defines B.V B1 := 2 and makes the path (T A1 , T A3 ) executable. For convenience, we turn the self-loop transition into normal transition form. Such as T A3 is denoted as a transition form B2 to B2. However, some paths may be non-executable with any preamble in PE. But the last transition of a preamble, the transition defining the external variable, may be a self-loop transition. If we repeat the execution of this self-loop, the value of the external variable may change correspondingly. Then we can try to Fig. 9 Making a path executable with external preamble Fig. 10 Making a path executable with external preamble containing self-loops generate a new preamble with loops to make the paths executable (Line 7-11). The function Generate with loops(p a , t) employs the method in [3] . It is a general undecidable problem to find feasible paths in EFSM. Generating paths with self-loops is a heuristic method proposed by Chanson et al. [3] . In many practical cases, we can find solvable paths. As shown in Fig. 10 , such as path (T A1 , T A2 , T A4 , T A5 ), T A5 cannot be made executable by the preamble (T B1 , T B2 ) or (T B1 , T B3 ). But if we repeat T B2 more than three times or T B3 more than twice, we will get the value of B.V B1 satisfying the condition of T A5 . So the new preambles are (T B1 , T B2 , T B2 , T B2 ) or (T B1 , T B3 , T B3 ). After these steps, if a path is still non-executable, the caller of this function can discard the path (Line 19 in Algorithm 1).
Algorithm 3 shows the details of the function Inter Machine DU Gen. We use it to complete the test suite. It can achieve the du-paths coverage for all external variables. As shown in Fig. 11 , for example, the transition T A6 of machine A in Fig. 1 has a e-use of external So it may be not included in any du-path for internal variables. We start with generating the preambles for the transitions with e-uses (Line 1). It is preamble generation inside a machine. We get path (T A1 , T A2 , T A6 ) for T A6 . Like other preambles generated by M-EFTG, if it is non-executable, we can use the function in Algorithm 2 to make this preamble executable (Line 2). We can skip this step for this path (T A1 , T A2 , T A6 ) because there is no e-use in T A1 or T A2 . After we get a use of the external variable, we will try to find all matching definitions for it (Line 4-12). Three transitions, T B1 , T B2 and T B3 , define the variable B.V B1 with different values. We find three paths, (T B1 ), (T B1 , T B2 ), and (T B1 , T B2 , T B3 ), in machine B. After (T B1 ), the value of B.V B1 is 0, and the transition T A6 is non-executable with B.V B1 == 0. As a result, we link the other paths to the path (T A1 , T A2 , T A6 ) to get two du-paths for external variable B.V B1 .
As shown in Fig. 12 , we should discuss some special cases. When a system has the Cycle Dependence among components, in the worst case, each component may have some But there is another case that some paths in machines with Cycle Dependence can be made executable. We still use the example machines in Fig. 12 . Suppose there is a dupath p, (T A1 , T A2 , T A4 , T A5 ), with respect of V A1 . As shown in Fig. 13 , T A5 needs external preamble ep, (T B1 , T B2 ), for execution and T B2 needs external preamble ep * , (T A1 , T A2 ). There is no conflict between the predicates of du-path and the external preambles. As a result, we can make (T B1 , T B2 ) executable with (T A1 , T A2 ) (Line 8-14 in Algorithm 1) and then make (T A1 , T A2 , T A4 , T A5 ) executable with (T B1 , T B2 ) linked with (T A1 , T A2 ) (Line 15-21 in Algorithm 1).
In our test generation, we firstly generate du-paths for internal variables. In this phase, external variables are put aside and each PaP-EFSM is processed isolated. Such as the path (T A1 , T A2 , T A4 , T A5 ) in Fig. 13, although there is an e-use in T A5 , we can generate this path in A independently. Therefore, there is no specific order of machines in which to generate du-paths. Then we make the du-paths executable. In this phase, before processing dupaths, we firstly find all preambles of external variable def-initions of all machines, such as the 2 preambles stated above, (T B1 , T B2 ) and (T A1 , T A2 ), can be generated with other preambles. Then we use executable external preambles to make more external preambles executable. For example, (T A1 , T A2 ) is immediately executable and (T B1 , T B2 ) is not. But we can make the latter executable with the former by linking (T A1 , T A2 ) with (T B1 , T B2 ). Each du-path will be processed with all executable external preambles. Such as path (T A1 , T A2 , T A4 , T A5 ) is linked with (T B1 , T B2 ) which is already executable. As we saw, in previous process, we find each preamble whatever it is executable or not. Then we use executable ones to make others executable. There is no difference which non-executable path is dealt firstly. Consequentially, the processing order is not concerned too.
According to [3] , the predicates are linear expressions and have finite domains so that the CSP (Constraint Satisfaction Problem) technique can be used. Since we use the method of [3] in our function Generate with loops(p a , t), the PaP-EFSMs apply our algorithm should have linear predicates and finite variable domains.
Furthermore, the generated test sequences are abstract sequences, we need to select concrete values for the input parameters and initial values of the variables. On the one hand, since different input parameters may correspond with different message fields of protocols, we should choose values following protocol specifications. On the other hand, in consideration of the predicates, the chosen initial values of the variables and inputs should satisfy all the conditions of the specific test sequence. In Fig. 1, V A1 and V B1 may be any value initially. If V B1 > 1 and B stay in state B1, the transition T A6 is directly executable. But if V B1 ≤ 1 and B.state = B1, T A6 is non-executable. Suppose we generate a sequence containing T A6 and external preamble in B, we may choose V B1 ≤ 1 so that the preamble in B is necessary. In contrast, if we cannot find any external preamble for a sequence containing T A6 , we may use V B1 > 1 to make this sequence executable. The situations of T A3 , T A5 in Fig. 1 and T B1 in Fig. 12 are similar.
Because the problem that generating feasible paths from EFSM is generally undecidable [3] . We use heuristic method to avoid state space explosion. As a price, some paths may be discarded due to non-executable in some models. For SAVI protocols, we will not face this situation.
Comparison
Because of the external variables in PaP-EFSMs, we cannot directly use existing method to generate test sequences.
As an alterative approach, we can compose all PaP-EFSMs into a EFSM. All external variables will change into internal variables, so the EFSM method can be used. The number of composed EFSM's states should be the same orders of magnitude as O(M j ). On the contrary, we do not compose machines, so the state number of our method is only O(M j ), where j = 1, 2, · · · , n. For illustration, we composed the simple example machines in Fig. 1 . The composed EFSM is shown in Fig. 14 . Its states are the compositions of machine A's states and machine B's states. For convenience, we keep the transitions' name as Fig. 1 . The composed EFSM has 9 = 5 × 2 − 1 states since the state A5B1 is unreachable. Due to the small scale, the state number is not huge, but the transition number increases badly. Table 3 shows the results of state space size comparing our method with composed EFSM. We also compose the SAVI system with 4 machines as in Fig. 6 . First, most transitions of SAVI-DHCPv6 and SAVI-DHCPv6 have e-uses of variables in SAVI-SLAAC, so many states can be omitted due to unreachable. Then, the SAVI-SLAAC protocol is used to protect link local addresses of DHCPv6 and we can assume the link local addresses never expire. As a result, we remove the transition 4 of both SAVI-SLAAC and SAVI-SLAAC during composition. This simplification has further reduced the state space of the composition. However, even with this reduction, the numbers of composed EFSM's states and transitions are much larger than our method.
With small model, the gap between composed EFSM and our method may not be significant, especially for the states. But when the scale of model becomes larger, it will be obvious.
Testing of SAVI
For validation, we applied our approach on the conformance 
Test Cases Generation for SAVI
Following the process in Fig. 7 , we got 31 test sequences for SAVI-DHCPv6 and 2 test sequences for SAVI-SLAAC. The test sequences are shown in Table 4 and Table 5 . They are derived by linking test sequences with preambles following the Algorithm 1. Transition 1 of SAVI-DHCPv6 depends on the variables address and state in SAVI-SLAAC (i.e. the link local address of REQ should be BOUND in SAVI-SLAAC), and they are defined in transition 1 and 3 of SAVI-SLAAC, so preamble of transition 3 of SAVI-SLAAC is linked with every preamble with transition 1 of SAVI-DHCPv6 . Similarly, both the source and target address of DAD NA should be BOUND by SAVI-SLAAC previously with regard transition 2 of SAVI-SLAAC. That is the reason for linking with preamble of transition 3 in SAVI-SLAAC . The dependence of external variables is solved. The next step is generation for inter-machine du-paths. In the system composed of SAVI-DHCPv6 and SAVI-SLAAC, The variables, state, anchor and address in SAVI-DHCPv6 and SAVI-SLAAC, are the factors we need consider in this stage. Table 6 shows all inter-machine du-paths which cover all du-pairs. In fact all these paths are contained in the test sequences of SAVI-DHCPv6 and SAVI-SLAAC. As a result, no more test sequence will add into the final test suite.
After generation, we need to select concrete values for the input parameters. On the one hand, we should construct the input messages with fields following protocol specifications. For example, according to SAVI-DHCPv6 protocol, the link local addresses of DHCPv6 messages should be bound by other solutions. In this case, we use SAVI-SLAAC to protect these link local addresses. So the src addr of DAD NS messages in SAVI-SLAAC should be a link local address. On the other hand, the inputs should satisfy all the conditions of the specific test sequence. For example, in test sequence 3 of SAVI-DHCPv6, the expression SAVI-SLAAC.address==src addr shows in both transition 1 and 6. SAVI-SLAAC.address is a variable to identify the component machine and src addr is an input parameter. In testing, we should choose a same value for both SAVI-SLAAC.address and src addr.
Testing on Implementations of SAVI
After generation of M-EFTG and PETG, we get test cases for the system. For validation, we need to execute them to test implementations of SAVI. We cannot directly execute the generated tests because they are abstract test sequences needed to be translated into running codes. TTCN-3 [26] is a test specification language developed and standardized by European Telecommunications Standards Institute (ETSI) and well accepted by telecom industry. TTCN-3 is well designed for testing, so that the test sequences can be translated to TTCN-3 test cases more easily than other general-purpose scripting languages.
After translation, we can use the PITSv3 [27] , an IDE and test system for TTCN-3 developed by our team, to execute the test cases and get the test results. The test architecture is shown as in Fig. 15 . According to the specification, all traffic sending to validation ports should be checked with source addresses. They are using for hosts of access networks. In contrast, the specific severs, such as DHCPv6 server, should use the SAVI trust ports. The packets going through these ports will not be checked. The test system connects with the SAVI switch under test via a SAVI validation port and a trust port. Consequentially, it can perform behaviors of both the host and the DHCPv6 server for testing.
The test results are shown in Table 7 . The IUTs are SAVI switches from 4 vendors. We use A, B, C and D to denote IUTs from different manufacturers.
The implementations from vendor A and vendor B pass all tests. We find 3 bugs in other implementations causing failure of many tests.
BUG I: Discarding DHCPv6 Request. Discarding DHCPv6 Request messages is the cause of the device from vendor C getting failed in most tests. According to Fig. 4 and Table 1 , we know that the SAVI-DHCPv6 only records some information from the DHCPv6 Request messages and then let them go through. This bug means the wrong output of transition 1. All tests containing transition 1 fail. Because the SAVI-DHCPv6 binding entries also can be triggered by DHCPv6 Confirm messages, the vendor C's implementation passes other 13 tests in SAVI-DHCP test group. Absence of DHCPv6 Solicit and Advertisement messages may lead to this failure. The vendor C may implement extra protection expecting these messages before DHCPv6 Request messages.
BUG II: Entries Keeping after DHCPv6 Release. The implementation from D cannot delete binding entry after DHCPv6 Release messages and leads to 10 failures in SAVI-DHCPv6 test group. The hosts should send DHCPv6 Release and Decline messages to give up their DHCPv6 addresses. The corresponding binding entries of SAVIDHCPv6 should be removed when these messages are observed. This bug means the action part of the transition 12 in Table 1 does not work. The vendor D's implementation fails in 10 tests containing transition 12 and passed the other tests deleting entries with DHCPv6 Decline messages (transition 11).
BUG II: Discarding DAD NA. The devices from both C and D fail in many tests because they discard DAD NA messages. DAD NA messages show up only when duplicate addresses are found. Discarding these messages may lead to severe problems. This bug means the outputs of both transition 9 of SAVI-DHCPv6 (in Table 1 ) and transition 2 of SAVI-SLAAC (in Table 2 According to the tests, we realize that our method is effective for testing and the implementations still need to be improved.
Comparison with Related Works
Regarding on EFSM testing, a lot of works have been done. These studies can be broadly separated into two categories: reachability analysis [1] , [2] and heuristic methods [3] - [8] . Lee et al. [1] , [2] presented an approach to convert a class of EFSMs into equivalent FSMs based on the assumption that input variables have finite domains. Then the FSM testing methods can be used. Approaches based on reachability analysis more likely result in state explosion. Chanson et al. [3] studied a test generation method using the constraint satisfaction problem technique from the artificial intelligence field. The feasibility of the tests is checked only after they are constructed and is handled by self-loops. Duale et al. [4] presented a method combined with symbolic execution, linear programming and graph splitting to eliminate conflicts in a class of EFSMs. El-Fakih et al. studied EFSM test generation with user defined faults [5] . Kalaji et al. [6] - [8] applied Genetic Algorithm on feasible paths generation. Although these heuristic methods cannot ensure executability of test sequences generated, the state explosion can be avoid. The EFSM testing works above can generate tests for different scopes of models, but all of them deal with only single model. Although we may describe complex parallels systems by modeling each combination with a single model, the number of models, the complications of each model and the state explosion problem followed are unacceptable.
For CFSM testing, there are a few works. Lee et al. [10] introduced a method to cover transitions in CFSM with a guided random walk procedure. This approach covered transitions by probability but did not ensure the complete coverage. Luo et al. [9] presented the slow environment assumption, under which only stable global states are concerned and one input is applied to the CFSM system only when the system is stable, thus the state space of CFSM can be reduced. It had been widely used in many following studies. Bourhfir et al. [11] proposed a test selection technique for CEFSMs. They computed partial products of each pair of machines instead of complete reachability graph of the whole system. Restrepo et al. [12] presented an approach to generated tests from CEFSMs with new criteria aimed at communicationbased coverage. CFSM and CEFSM can be used to describe the scenarios in which several protocol components communicate by message exchange, but cannot support the parallel components sharing variables in a same protocol entity.
Early version of this work was presented in [28] . In the workshop paper, we presented the formal description of the new PaP-EFSM model, the profile of test generation approach and the preliminary test results. In this paper, we have added most contents, such as example models, details of SAVI models, details of test generation approach, details of application for SAVI protocols and comparison with related works.
Conclusion and Future Works
In this paper, we present a new formal model and a test generation method fitted with this model. Our approach has many advantages. First, we do not need to build a complex model for each combination of parallel machines. PaP-EFSM makes modeling work easier and more natural. Second, if one of parallel protocols changes, we will not modify all the models. This is very important for protocols which are still in progress or designed to work with different protocols. Third, previous and even future EFSM test generation methods can be integrated into our method with minor modifications. Note that the studies on EFSM testing are undecided, this compatibility is prospective. Moreover, we only consider the transitions which influence or influenced by external variables in second stage generation. It minimizes the cost of generation for system. Finally, we apply our approach on practical protocols. The results have proved the validity of our works. Work is currently in progress to apply our method to new version of SAVI protocols and implement it in a general tool. In future, we will consider more features in the models for specifying more protocols, such as transient states, nondeterminism, self-triggered transitions and time events.
