Coactions of Hopf C ¦ -bimodules simultaneously generalize coactions of Hopf C ¦ -algebras and actions of groupoids. Following an approach of Baaj and Skandalis, we construct reduced crossed products and establish a duality for fine coactions. Examples of coactions arise from Fell bundles on groupoids and actions of a groupoid on bundles of C ¦ -algebras. Continuous Fell bundles on anétale groupoid correspond to coactions of the reduced groupoid algebra, and actions of a groupoid on a continuous bundle of C ¦ -algebras correspond to coactions of the function algebra.
Introduction and preliminaries
Actions of quantum groupoids that simultaneously generalize actions of quantum groups and actions of groupoids have been studied in various settings, including that of weak Hopf algebras or finite quantum groupoids [24, 25] , Hopf algebroids or algebraic quantum groupoids [7, 13] , and Hopf-von Neumann bimodules or measured quantum groupoids [10, 11, 29] . In this article, we introduce and investigate coactions of Hopf C ¦ -bimodules or reduced locally compact quantum groupoids within the framework developed in [27, 28] .
In the first part of this article, we construct reduced crossed products and dual coactions, and show that the bidual of a fine coaction is Morita equivalent to the initial coaction. These constructions apply to pairs of Hopf C ¦ -bimodules that appear as the left and the right leg of a (weak) C ¦ -pseudo-Kac system, which consists of a C ¦ -pseudo-multiplicative unitary [28] and an additional symmetry. We associate such a C ¦ -pseudo-Kac system to every groupoid and to every compact C ¦ -quantum groupoid and expect that the same can be done for every reduced locally compact quantum groupoid once this concept has been defined properly. The constructions in this part generalize corresponding constructions of Baaj and Skandalis [3] for coactions of Hopf C ¦ -algebras.
Coactions of the two Hopf C ¦ -bimodules associated to a locally compact Hausdorff groupoid -the function algebra on one side and the reduced groupoid algebra on the other -are studied in detail in the second part of this article. We show that actions of the groupoid on continuous bundles of C ¦ -algebras correspond to coactions of the first Hopf C ¦ -bimodule, and that continuous Fell bundles on G naturally yield coactions of the second Hopf C ¦ -bimodule. Generalizing results of Quigg [21] and Baaj and Skandalis [2] from groups to groupoids, we show that if the groupoid isétale, every coaction of the reduced groupoid algebra arises from a Fell bundle. This work was supported by the SFB 478 "Geometrische Strukturen in der Mathematik" 1 .
This article is organized as follows. The first part is concerned with coactions of Hopf C ¦ -bimodules and associated reduced crossed products. Section 2 summarizes the relative tensor product of C ¦ -modules and the fiber product of C ¦ -algebras over C ¦ -bases [27] which are fundamental to everything that follows, and introduces coactions of Hopf C ¦ -bimodules. Section 3 is concerned with C ¦ -pseudo-Kac systems. Every C ¦ -pseudo-Kac system gives rise to two Hopf C ¦ -bimodules, called the legs of the system, which are dual to each other in a suitable sense. Coactions of these legs on C ¦ -algebras, associated reduced crossed products, dual coactions and a duality theorem concerning iterated crossed products are discussed in Section 4.
Section 5 gives the construction of the C ¦ -pseudo-Kac system of a locally compact Hausdorff groupoid G. The associated Hopf C ¦ -bimodules are the function algebra on one side and the reduced groupoid C ¦ -algebra of G on the other side. The second part of the article relates coactions of these Hopf C ¦ -bimodules to well-known notions. Section 6 shows that actions of a groupoid G on continuous bundles of C ¦ -algebras correspond to certain fine coactions of the function algebra of G. Section 7 contains preliminaries on Fell bundles, their morphisms and multipliers. Section 8 shows that continuous Fell bundles on G give rise to coactions of the reduced groupoid C ¦ -algebra of G, and section 9 gives a reverse construction that associates to every sufficiently nice coaction of the groupoid algebra a Fell bundle provided that the groupoid G isétale.
Preliminaries We use the following notation. Given a subset Y of a normed space X, we denote by ÖY × X the closed linear span of Y . All sesquilinear maps like inner products of Hilbert spaces are assumed to be conjugate-linear in the first component and linear in the second one. Given a Hilbert space H, we use the ket-bra notation and define for each ξ È H operators ξÝ : C H, λ λξ, and Üξ ξÝ ¦ : H C, ξ ½ Üξ ξ ½ Ý. Given a C ¦ -algebra A and a subspace B A, we denote by A B ½ the relative commutant Øa È A Öa, B× 0Ù.
We shall make extensive use of (right) Hilbert C ¦ -modules; see [16] . In particular, we use the internal tensor product and the KSGNS-construction. Let E be a Hilbert C ¦ -module over a C ¦ -algebra A, let F be a Hilbert C ¦ -module over a 1 funded by the Deutsche Forschungsgemeinschaft (DFG) We shall use the following notion of C ¦ -bi-and C ¦ -n-modules. Let b 1 , . . . , b n be C ¦ -bases, where b i ÔK i , B i , B i Õ for each i. A C ¦ -Ôb 1 , . . . , b n Õ-module is a tuple ÔH, α 1 , . . . , α n Õ, where H is a Hilbert space and ÔH, α i Õ is a C ¦ -b i -module for each i such that Öρ α i ÔB i Õα j × α j whenever i j. In the case n 2, we abbreviate α H β : ÔH, α, βÕ. If ÔH, α 1 , . . . , α n Õ is a C ¦ -Ôb 1 , . . . , b n Õ-module, then Öρ α i ÔB i Õ, ρ α j ÔB j Õ× 0 whenever i j. The set of (semi-)morphisms between C ¦ -Ôb 1 , . . . , b n Õ-modules H ÔH, α 1 , . . . , α n Õ and K ÔK, β 1 , . . . , β n Õ is L ÔsÕ ÔH, KÕ :
Let b ÔK, B, B Õ be a C ¦ -base, H β C ¦ -b-module, and K γ a C ¦ -b -module.
The relative tensor product of H β and K γ is the Hilbert space
It is spanned by elements ξ ζ η, where ξ È β, ζ È K, η È γ, and the inner product is given by Üξ ζ η ξ ½ ζ ½ η ½ Ý Üζ ξ ¦ ξ ½ η ¦ η ½ ζ ½ Ý Üζ η ¦ η ½ ξ ¦ ξ ½ ζ ½ Ý for all ξ, ξ ½ È β, ζ, ζ ½ È K, η, η ½ È γ. Obviously, there exists a unitary flip
Using the unitaries in (1) on H β and K γ , respectively, we shall make the following identifications without further notice:
For all S È ρ β ÔB Õ ½ and T È ρ γ ÔBÕ ½ , we have operators
If S È L s ÔH β Õ or T È L s ÔK γ Õ, then ÔS idÕÔξ ηζÕ Sξ ηζ or Ôid T ÕÔξζ ηÕ ξζ T η, respectively, for all ξ È β, ζ È K, η È γ, so that we can define Üξ 1 : ξ ½ ω ρ γ Ôξ ¦ ξ ½ Õω, Üη 2 : ω η ½ ρ β Ôη ¦ η ½ Õω.
We write βÝ 1 : Ø ξÝ 1 ξ È βÙ LÔK, H β b γ KÕ and similarly define Üβ 1 , γÝ 2 , Üγ 2 . Let H ÔH, α 1 , . . . , α m , βÕ be a C ¦ -Ôa 1 , . . . , a m , bÕ-module and let K ÔK, γ, δ 1 , . . . , δ n Õ be a C ¦ -Ôb , c 1 , . . . , c n Õ-module, where a i ÔH i , A i , A i Õ and c j ÔL j , C j , C j Õ are C ¦ -bases for all i, j. We define Finally, the relative tensor product is associative in the following sense. Let
which is an isomorphism of
From now on, we identify the Hilbert spaces in (2) and denote
The fiber product of C ¦ -algebras Let b 1 , . . . , b n be C ¦ -bases, where b i
. . , α n Õ and a (nondegenerate) C ¦ -algebra A LÔHÕ such that ρ α i ÔB i ÕA is contained in A for each i. We shall only be interested in the cases n 1, 2, where we abbreviate A α
We need several natural notions of a morphism. Let A ÔH, AÕ and C ÔK, CÕ be C ¦ -Ôb 1 , . . . , b n Õ-algebras, where H ÔH, α 1 , . . . , α n Õ and K ÔK, γ 1 , . . . , γ n Õ. A ¦-homomorphism π : A C is called a jointly (semi-)normal morphism or briefly
One easily verifies that every
We construct a fiber product of C ¦ -algebras over C ¦ -bases as follows. Given Hilbert spaces H, K, a closed subspace E LÔH, KÕ, and a C ¦ -algebra A LÔHÕ, we define a C ¦ -algebra
To define coactions, we also need to consider the C ¦ -algebra 
H is a C ¦ -Ôa, bÕ-algebra and B 
The construction of the fiber product and of the algebra above is functorial with respect to (semi-)morphisms [28, Theorem 3.2] in the following sense.
There exists a semi-morphism Ind γÝ 2 ÔπÕ: X Y such that ÔInd γÝ 2 ÔπÕÕÔxÕz zx for all x È X and z È I. 
Proof. This follows from Lemma 2.1 and a similar argument as in the proof of [27, Theorem 3.13] .
Unfortunately, the fiber product need not be associative, but in our applications, it will only appear as the target of a comultiplication or coaction whose coassociativity will compensate the non-associativity of the fiber product.
Hopf C ¦ -bimodules and coactions The notion of a Hopf C ¦ -bimodule was introduced in [28] .
that is coassociative in the sense that Ôδ ¦ idÕ ¥ δ Ôid ¦∆Õ ¥ δ as maps from A to
We call such a coaction ÔC γ K , δÕ
• left-full if ÖδÔCÕ γÝ 1 A× Ö γÝ 1 A×, and right-full if ÖδÔCÕ βÝ 2 × Ö βÝ 2 C×;
• fine if δ is injective, a morphism, and right-full, and if Öρ γ ÔB ÕC× C;
• very fine if it is fine and if δ ¡1 : δÔCÕ C is a morphism of C ¦ -b-algebras
We denote the category of all coactions of ÔA, ∆Õ by Coact ÔA,∆Õ .
Examples of Hopf C ¦ -bimodules and coactions will be discussed in detail in Sections 5, 6, and 8.
To form a reduced crossed product for a coaction of a Hopf C ¦ -bimodule ÔA, ∆Õ and to equip this reduced crossed product with a dual coaction, one needs a second Hopf
∆Õ that is dual to ÔA, ∆Õ in a suitable sense. We shall see that a good notion of duality is that ÔA, ∆Õ and Ô Ô A, Ô ∆Õ are the legs of a weak C ¦ -pseudoKac system, which is a generalization of the balanced multiplicative unitaries and Kac systems introduced by Baaj and Skandalis [1, 3] .
C ¦ -pseudo-multiplicative unitaries A weak C ¦ -pseudo-Kac system consists of a well-behaved C ¦ -pseudo-multiplicative unitary V and a symmetry U satisfying a number of axioms. Before we state these axioms, we recall from [28] the notion of a C ¦ -pseudo-multiplicative unitary and the construction of the associated Hopf C ¦ -bimodules.
Let b be a C ¦ -base. A C ¦ -pseudo-multiplicative unitary over b consists of a
in the sense that the following diagram commutes,
where V ij is the leg notation for the operator that acts like V on the ith and jth factor in the relative tensor product; see [28] .
Let V be a C ¦ -pseudo-multiplicative unitary as above, let
∆Õ and ÔA, ∆Õ are Hopf C ¦ -bimodules. This happens for example if V is regular in the sense that
The opposite of V is the C ¦ -pseudo-multiplicative unitary
If V is well-behaved or regular, then the same is true for V op , and then
, and the following diagram commutes,
where each arrow can be read in both directions and the diagonal maps are
We adopt the leg notation and write
β, α, β, Ô αÕ, respectively, we can iterate the assignments T Õ T and T Ô T , and obtain
Let ÔV, U Õ be a balanced C ¦ -pseudo-multiplicative unitary as above.
C ¦ -pseudo-multiplicative unitaries again. We call them the predual, dual, and opposite of ÔV, U Õ, respectively.
ii) The relations (3) for the unitaries Õ V , Ô V read as follows:
where
iii 
We conjugate both sides of this equation by the automorphism Σ 23 Σ 12 , which amounts to renumbering the legs of the operators according to the permutation Ô1, 2, 3Õ Ô2, 3, 1Õ, and obtain
commutes because diagrams (7) and (4) 
Proof. This is straightforward, for example, 
and if the equivalent conditions in Lemma 3.7 hold, and a C ¦ -pseudo-Kac-system if
Remark 3.9. In leg notation, the equation ΣÔ1
Conjugating by Σ or V , we see that this condition is equivalent to the relation ÔU 2 V ΣÕ 3 1 and to the relation ÔV ΣU 2 Õ 3 1.
Proposition 3.11. Every C ¦ -pseudo-Kac system is a weak C ¦ -pseudo-Kac system.
Proof. Let ÔV, U Õ be a C ¦ -pseudo-Kac system. Then V, Õ V , Ô V are regular and therefore well-behaved. Using diagrams (4) and (7), we find
By Lemma 3.10,
The following result is crucial for the duality presented in the next section.
, regularity of V , and the relations
Lemma 3.13. Let ÔV, U Õ be a (weak) C ¦ -pseudo-Kac system. Then also Ô Õ V , U Õ, Ô Ô V , U Õ, and ÔV op , U Õ are (weak) C ¦ -pseudo-Kac systems. Proof. If ÔV, U Õ is a weak C ¦ -pseudo-Kac system, then the tuples above are balanced C ¦ -pseudo-multiplicative unitaries by Remark 3.3 i), and the remaining necessary conditions follow easily from Proposition 3.5 and equation (5).
, and the fact that V op is regular, imply that the tuples above satisfy the regularity condition in Definition 3.8. To check that they also satisfy the second condition, we use Remark 3.9 and calculate
The C ¦ -pseudo-Kac system of a compact C ¦ -quantum groupoid In [26] , we introduced compact C ¦ -quantum groupoids and associated to each such object a regular C ¦ -pseudo-multiplicative unitary V . We now recall this construction and define a symmetry U such that ÔV, U Õ is a C ¦ -pseudo-Kac system.
A compact C ¦ -quantum graph consists of a unital C ¦ -algebra B with a faithful KMS-state µ, a unital C ¦ -algebra A with unital embeddings r : B A and s : B op A such that ÖrÔBÕ, sÔB op Õ× 0, and faithful conditional expectations φ : A rÔBÕ B and ψ : A sÔB op Õ B op such that the compositions ν : µ ¥ φ and ν ¡1 : µ op ¥ ψ are KMS-states related by some positive invertible element δ È A rÔBÕ ½ sÔB op Õ ½ via the formula ν ¡1 ÔaÕ νÔδ 1ß2 aδ 1ß2 Õ, valid for all a È A. An involution for such a compact C ¦ -quantum graph is a ¦-antiisomorphism R : A A such that R ¥ R id A , RÔrÔbÕÕ sÔb op Õ and φÔRÔaÕÕ ψÔaÕ op for all b È B, a È A.
Let ÔB, µ, A, r, s, φ, ψÕ be a compact C ¦ -quantum graph with involution R. We denote by ÔH µ , ζ µ , J µ Õ and ÔH ν , ζ ν , J ν Õ the GNS-spaces, canonical cyclic vectors, and modular conjugations for the KMS-states µ and ν, respectively, and let ζ ν ¡1 δ 1ß2 ζ ν . As usual, we have representations B op
A compact C ¦ -quantum groupoid consists of a compact C ¦ -quantum graph with involution as above and a morphism A
By [26, Theorem 5.4] , there exists a unique regular C ¦ -pseudo-multiplicative unitary
Denote by J J ν the modular conjugation for ν as above, by I : H H the antiunitary given by Iaζ ν ¡1 RÔaÕ ¦ ζ ν for all a È A, and let U IJ È LÔHÕ. Proposition 3.14. ÔV, U Õ is a C ¦ -pseudo-Kac system.
then the claim follows from Lemma 3.10. Let a, b È A and ω Ô V V Ôaζ ψ U bζ ν ¡1Õ.
Using the relations U aU JIaIJ RÔaÕ op and ÖUaU
Reduced crossed products and duality
Let ÔV, U Õ be a weak C ¦ -pseudo-Kac system and let ÔA, ∆Õ, Ô Ô A, Ô ∆Õ be the Hopf C ¦ -bimodules associated to V as in the preceding section. Generalizing the corresponding constructions and results for coactions of Hopf C ¦ -algebras [3] , we now associate to every coaction of one of these Hopf C ¦ -bimodules a reduced crossed product that carries a dual coaction of the other Hopf C ¦ -bimodule, and prove a duality theorem concerning the iteration of this construction.
Reduced crossed products for coactions of ÔA, ∆Õ Let δ be a coaction
The notation C « r Ô A is consistent with [3] but not with [10] , where C « r A is used instead.
a consequence of the relation Õ
Furthermore, Ô δÔxÕÔ1
β, and by
∆ is fine, then the inclusion (9) is an equality and in any case
β, whence Ô δ will be very fine. If δ is left-full, then the inclusion (10) is an equality by Proposition 4.1 i) and hence Ô δ is left-full. 
Proof. The semi-morphism Ind βÝ 2 ÔρÕ of Lemma 2.1 restricts to a semi-morphism ρ « r id from C « r Ô A to M ÔD « r Ô AÕ which satisfies the formula given above, and this formula implies that ρ « r id is a morphism of coactions as claimed. 
Using straightforward modifications of the preceding proofs, one shows: The duality theorem The preceding constructions yield for each coaction 
We only prove i); assertion ii) follows similarly after replacing ÔV, U Õ by Ô Õ V , U Õ. By Proposition 3.5 and Proposition 3.12, applied to the C ¦ -pseudo-Kac
One easily verifies that the ¦-homomorphism Ind βÝ 2 ÔδÕ (see Lemma 2.1) yields an
Denote by Ψ the composition of this (iso)morphism with the isomorphism Ad Ô1
Ψ is a morphism of C ¦ -b-algebras as claimed. Using the definition of Ô Ô δ, Proposition 3.5, and Lemma 3.7, we find
For the remainder of this article, we fix a locally compact, Hausdorff, second countable groupoid G with a left Haar system λ. In [28] , we associated to such a groupoid a regular C ¦ -pseudo-multiplicative unitary V and identified the underlying C ¦ -algebras of the Hopf C ¦ -bimodules Ô Ô A, Ô ∆Õ and ÔA, ∆Õ of V with the function algebra C 0 ÔGÕ and the reduced groupoid C ¦ -algebra C ¦ r ÔGÕ, respectively. We now recall this construction and define a symmetry U such that ÔV, U Õ becomes a C ¦ -pseudo-Kac system. For background on groupoids, see [19, 22] .
Denote by λ ¡1 the right Haar system associated to λ and let µ be a measure on the unit space G 0 with full support. We denote the range and the source map of G by r and s, respectively, let G u : r ¡1 ÔuÕ and G u : s ¡1 ÔuÕ for each u È G 0 , and define measures ν, ν ¡1 on G such that
u ÔxÕ dµÔuÕ for all f È C c ÔGÕ. We assume that µ is quasi-invariant in the sense that ν and ν ¡1
are equivalent, and denote by D : dνß dν ¡1 the Radon-Nikodym derivative. One can choose D such that it is a Borel homomorphism, see [19, p. 89 ], and we do so.
We identify functions in C b ÔG 0 Õ and C b ÔGÕ with multiplication operators on the Hilbert spaces L 2 ÔG 0 , µÕ and L 2 ÔG, νÕ, respectively, and let K L 2 ÔG 0 , µÕ,
Pulling functions on G 0 back to G along r or s, we obtain representations
ÔG, λÕ and L 2 ÔG, λ ¡1 Õ as the respective completions of the pre-C ¦ -module C c ÔGÕ, the structure maps being given by Üξ ½ ξÝÔuÕ
The Hilbert spaces H Ô β b α H and H α b β H can be described as follows. Define measures ν 2 s,r on G s ¢ r G and ν 2 r,r on G r ¢ r G such that
Ψ jÔηÕ ζ jÔξÕ¨Ôx, yÕ ηÔxÕζÔrÔxÕÕξÔyÕ.
From now on, we use these isomorphisms without further notice. The Hopf C ¦ -bimodules Ô Ô A, Ô ∆Õ and ÔA, ∆Õ associated to V can be described as follows [28, Theorem 3.22] Recall that a C 0 ÔXÕ-algebra, where X is some locally compact Hausdorff space, is a C ¦ -algebra C with a fixed nondegenerate ¦-homomorphism of C 0 ÔXÕ into the center of the multiplier algebra M ÔCÕ [6, 14] . We denote the fiber of a C 0 ÔXÕ-algebra C at a point x È X by C x and write the quotient map p ii) Let π be a morphism between admissible C ¦ -b-algebras
LÔγÕ is a faithful field of representations in the sense of [6, Theorem 3.3] , and therefore C is a continous C 0 ÔG 0 Õ-algebra. We have C u 0 for each u È G 0 because otherwise C ÖCI u ×, where I u C 0 ÔG 0 ÞØuÙÕ, and then Öγ ¦ γ× Öγ ¦ Cγ× Öγ ¦ I u Cγ× Öγ ¦ γI u × I u C 0 ÔG 0 Õ, contradicting the fact that K γ is a C ¦ -b-module.
ii) This follows from [27, Proposition 3.5].
We embed C 0 ÔG 0 Õ-alg a into C ¦ -b-alg a using a KSGNS-construction for the following kind of weights. 
The universal C 0 ÔG 0 Õ-representation η C : C LÔE C Õ of C is the direct sum of the representations η φ : C LÔE φ Õ, where φ È WÔCÕ. Denote by l C LÔK, E C Õ the closed linear span of all maps l φ ÔcÕ:
is an admissible C ¦ -b-algebra and η C is an isomorphism of
Proof. The definition of l C , the equations (14) and Lemma 6.4 imply that Öl C K×
is an admissible C ¦ -b-algebra. Lemma 6.4 implies that η C is injective and hence an isomorphism of C onto η C ÔCÕ, and the last equation in (14) implies that η C ÔcÕρ γ ÔfÕ η C ÔcfÕ for all c È C, f È C 0 ÔG 0 Õ. ii) G is given by C γ K ÔC, ρ γ Õ on objects and π π on morphisms; iii) η C is defined as above for each object C in C 0 ÔG 0 Õ-alg
Proof of Theorem 6.6. The functor G : πÔcÕξζ for all c È C, ζ È K. Denote by P : E C E φ the natural projection. Then ÖSPl C × ÖSl φ ÔCÕ× ÖπÔCÕξ× lies in γ and contains ξ, and SP η C ÔcÕ Sη φ ÔcÕ πÔcÕ for each c È C. Since ξ È γ was arbitrary, the claim follows.
Using Lemma 6.5, we conclude that F is well defined and that η is a natural isomorphism from id to GF.
C is a morphism from FC to FD by the argument above.
Finally, let D be an admissible C ¦ -b-algebra. The argument above, applied to the identity on GD, yields a morphism Actions of G and coactions of C 0 ÔGÕ We next embed the category of admissible actions of G as a full and coreflective subcategory into the category of all admissible coactions of C 0 ÔGÕ.
The definition of an action of G requires the following preliminaries. Given C 0 ÔG 0 Õ-algebras ÔC, ρÕ and ÔD, σÕ, where D is commutative, we denote by C ρ σ D the C 0 ÔG 0 Õ-tensor product [5] , and drop the subscript ρ or σ if this map is understood. Given a C 0 ÔG 0 Õ-algebra C and a continuous surjection t : G G 0 , we consider C 0 ÔGÕ as a C 0 ÔG 0 Õ-algebra via t ¦ : C 0 ÔG 0 Õ M ÔC 0 ÔGÕÕ and let t ¦ C : C t ¦ C 0 ÔGÕ, which is a C 0 ÔGÕ-algebra in a natural way. Each morphism π of C 0 ÔG 0 Õ-algebras C, D induces a morphism of t ¦ π of C 0 ÔGÕ-algebras from t ¦ C to t ¦ D via c f πÔcÕ f . An action of G on a C 0 ÔG 0 Õ-algebra C is an isomorphism σ : s ¦ C r ¦ C of C 0 ÔGÕ-algebras such that the restrictions of σ to the fibers satisfy σ x ¥ σ y σ xy for all Ôx, yÕ È G s ¢ r G [17] . A morphism between actions ÔC,
We call an action ÔC, σÕ of G admissible if the C 0 ÔG 0 Õ-algebra C is admissible, and we call a coaction ÔC We use the isomorphism above without further notice. 
, we can conclude thatσ factorizes to a ¦-homomorphism σ σ δ : s ¦ C r ¦ C satisfying the formula in i). This σ is surjective because ÖδÔCÕÔ1
In particular, σ x is surjective for each x È G. We claim that σ x ¥ σ y σ xy for all Ôx, yÕ È G s ¢ r G. Define r 1 : G s ¢ r G G 0 by Ôx, yÕ rÔxÕ. By Lemma 6.9, we have isomorphisms
Using formula (13), we find
and the claim follows. Finally, σ u id Cu for each u È G 0 because σ u is surjective and idempotent, and σ x is injective for each x È G because σ sÔxÕ σ x ¡1 ¥ σ x is injective. Therefore, σ is injective.
By definition of F and ǫ, the morphism δ σ : ǫ D ¥ Fδ : FC FGD D satisfies δ σ ¥ η C δ, and a similar calculation as in (15) shows that
∆Õ. Since σ is injective, so are δ and δ σ . Finally, δ σ is admissible because 
ÔGÕα× α and ÖCγ× γ. Finally, δ is injective because σ δ is injective and δÔcÕ σ δ Ôc 1Õ for all c È C. Proposition 6.12. Let ÔC, δ C Õ, ÔD, δ D Õ be admissible coactions with associated ac-
Proof. Write C C γ K . The assertion holds because for all c È C and f È C 0 ÔGÕ, ÔÔπ ¦ idÕÔδ
We denote by G-act a and Coact as a full and coreflective subcategory such that i)F is given by ÔC, σÕ ÔFC, δ σ Õ on objects and π Fπ on morphisms; ii)Ĝ is given by ÔC, δÕ ÔGC, σ δ Õ on objects and π Gπ π on morphisms; iii)η ÔC,σÕ η C andǫ ÔC,δÕ ǫ C for all objects ÔC, σÕ and ÔC, δÕ.
Proof. The assignmentsĜ andF are well defined on objects and morphisms by Proposition 6.10 and 6.12. For each admissible action ÔC, σÕ, we have that Comparison of the associated reduced crossed products The reduced crossed product for an action ÔC, σÕ of G is defined as follows [17] . The subspace C c ÔG; C, σÕ : C c ÔGÕr ¦ C r ¦ C carries the structure of a ¦-algebra and the structure of a pre-Hilbert C ¦ -module over C such that
Denote the completion of this pre-Hilbert C ¦ -module by L 2 ÔG, λ ¡1 ; C, σÕ. Using the relation Üa bdÝ u ÔabdÕ u Üb ¦ a dÝ u , which holds for all a, b, d È C c ÔG; C, σÕ, u È G 0 , and a routine norm estimate, one verifies the existence of a ¦-homomorphism π : C c ÔG; C, σÕ LÔL 2 ÔG, λ ¡1 ; C, σÕÕ such that πÔbÕd bd for all b, d È C c ÔG; C, σÕ. Then the reduced crossed product of ÔC, σÕ is the C ¦ -algebra C « σ,r G : ÖπÔC c ÔG; C, σÕÕ× LÔL 2 ÔG, λ ¡1 ; C, σÕÕ. Proposition 6.14. Let ÔC γ K , δÕ be an admissible coaction of C 0 ÔGÕ, consider C as a C 0 ÔG 0 Õ-algebra via ρ γ , and let σ σ δ . Then there exists an isomorphism
We equip C c ÔG; C, σÕ with the structure of a pre-Hilbert C ¦ -module over C such that Üa bÝ u Gu Ôa x Õ ¦ b x dλ ¡1 u ÔxÕ and ÔacÕ x a x c sÔxÕ for all a, b È C c ÔG; C, σÕ, c È C, u È G 0 , and denote by L 2 ÔG, λ ¡1 ; CÕ the completion. One easily checks that there exists a unique unitary Φ :
Since d È C and g È C c ÔGÕ were arbitrary, the assertion follows.
Fell bundles on groupoids
We now gather preliminaries on Fell bundles that are needed in Sections 8 and 9. We use the notion of a Banach bundle and standard notation; a reference is [8] .
Fell bundles on groupoids and their C ¦ -algebras We first recall the notion of a Fell bundle on G and the definition of the associated reduced C ¦ -algebra [15] . Given an upper semicontinuous Banach bundle p : iv) e 1 e 2 e 1 e 2 , e ¦ e e 2 , and e ¦ e 0 in the C ¦ -algebra F sÔpÔeÕÕ .
We call F saturated if ÖF x F y × F xy for all Ôx, yÕ È G s ¢ r G, and admissible if Γ 0 ÔF 0 Õ is an admissible C 0 ÔG 0 Õ-algebra with respect to the pointwise operations.
Let F be a Fell bundle on G. The associated reduced C ¦ -algebra is defined as follows. The space Γ c ÔFÕ is a ¦-algebra with respect to the multiplication and involution given by
and c ¦ ÔxÕ cÔx ¡1 Õ ¦ , respectively, and a pre-Hilbert C ¦ -module over Γ 0 ÔF 0 Õ with respect to the structure maps
We equip Γ c ÔFÕ with the inductive limit topology; thus, a net converges if it converges uniformly and if the supports of its members are contained in some compact set. We shall frequently use the following general result; see [8, Proposition 2.3] . Lemma 7.2. Let E be an upper semicontinuous Banach bundle on a locally compact, second countable, Hausdorff space X and let Γ ½ Γ c ÔEÕ be a subspace such that i) Γ ½ is closed under pointwise multiplication with elements of C c ÔXÕ;
x F x ×, where x È G, and Lemma 7.2, we find:
The multiplier bundle of a Fell bundle Given a Fell bundle F on G, we define a multiplier bundle MÔFÕ on G, extending the definition in [12, §VIII.2.14]. Given a subspace C G, we denote by F C the restriction of F to C.
F xy for all y È G sÔxÕ and such that there exists a map
We denote by MÔFÕ x the set of all multipliers of F of order x.
As for adjointable operators of Hilbert C ¦ -modules, one deduces from the definition the following simple properties. Let x È G. Then for each T È MÔFÕ x , the map T ¦ is uniquely determined, T ¦ È MÔFÕ x ¡1, and T ¦¦ T . Moreover, each T È MÔF x Õ is fiberwise linear in the sense that T Ôκe f Õ κT e T f for all κ È C, e, f È F y , y È G sÔxÕ . The restrictions T sÔxÕ : F sÔxÕ F x and ÔT ¦ Õ x : F x F sÔxÕ are adjoint operators of Hilbert C ¦ -modules over F sÔxÕ , and since F y ÖF rÔyÕ F y × for each y È G sÔxÕ , the map MÔFÕ x LÔF sÔxÕ , F x Õ, T T sÔxÕ , is a bijection. Clearly, we have a natural embedding F x MÔFÕ x , where each f È F acts as a multiplier via left multiplication. For each y È G sÔxÕ , we have MÔFÕ x MÔFÕ y MÔFÕ xy , and for each f È F z , z È G rÔxÕ , we let f T : ÔT ¦ f ¦ Õ ¦ . 
ii) Γ c ÔMÔFÕÕ carries a structure of a ¦-algebra such that c ¦ ÔxÕ cÔx ¡1 Õ ¦ and
iv) Γ c ÔMÔFÕÕ is closed under pointwise multiplication with elements of C c ÔGÕ.
Proof. i) Define cd : G F as above, and let ǫ 0. Using Lemma 7.3, we find a sequence Ôg n Õ n in the span of Γ 0 ÔF 0 ÕΓ c ÔFÕ that converges to d in the inductive limit topology. Since Γ c ÔMÔFÕÕΓ 0 ÔF 0 Õ Γ c ÔFÕ, the map h n : x G rÔxÕ cÔyÕg n Ôy ¡1 xÕ dλ rÔxÕ ÔyÕ lies in Γ c ÔFÕ for each n. Using the fact that c has compact support and bounded norm, one easily concludes that Ôh n Õ n converges in the inductive limit topology to cd which therefore is in Γ c ÔFÕ.
ii) Note that ÔcdÕÔxÕ is well defined because the map y dÔy ¡1 xÕe is in Γ c ÔFÕ and thus i) applies. Now, the assertion follows from standard arguments.
iii) One easily verifies that there exists a representation
iv) This follows immediately from the fact that Γ c ÔFÕ is closed under pointwise multiplication by elements of C c ÔGÕ.
Morphisms between Fell bundles Let F and G be Fell bundles on G. i) for each x È G, the map T restricts to a linear map
Let T be a morphism from F to G. Then T u : F u MÔGÕ u is a nondegenerate ¦-homomorphism for each u È G 0 ; in particular, T u 1. One easily concludes that
Proof. i), ii) This follows immediately from Lemma 7.2 and 7.7. iii) Part ii) and a straightforward calculation show that there exists a unitary
ÕÕ given by f ΨÔf idÕΨ ¦ is the desired extension. Lemma 7.3 and part ii) imply that ÖT ¦ ÔΓ c ÔFÕÕΓ c ÔGÕ× ÖT ¦ ÔΓ c ÔFÕÕΓ 0 ÔG 0 ÕΓ c ÔGÕ× ÖΓ c ÔGÕΓ c ÔGÕ× C ¦ r ÔGÕ.
8 From Fell bundles on G to coactions of C ¦ r ÔGÕ Let G be a groupoid, V the associated C ¦ -pseudo-multiplicative unitary, and C ¦ r ÔGÕ or, more precisely, ÔA, ∆Õ the associated Hopf C ¦ -bimodule as in Section 5. We relate Fell bundles on G to coactions of C ¦ r ÔGÕ as follows. Let F be an admissible Fell bundle F on G. We shall construct a coaction of C ¦ r ÔGÕ on C ¦ r ÔFÕ which is unitarily implemented by a representation of V , and identify the reduced crossed product of this coaction with the reduced C ¦ -algebra of another Fell bundle. Finally, we show that this construction is functorial.
Recall that a representation of unitary
We construct a coaction out of such a representation as follows. Straightforward calculations show that there exist unitaries
s,r ; φÕ and given by Ôx, yÕ ÔÔcD ¡1ß2 ÕfÕÔxÕgÔyÕ, • Ψ j φ ÔcÕ f jÔgÕ¨is in Γ 2 ÔF 2 r,r ; ν 2 r,r ; φÕ and given by Ôx, yÕ ÔfcÕÔxÕgÔyÕ. We use the isomorphisms above without further notice. If ÔT φ Õ φ is a norm-bounded family of operators between Hilbert spaces ÔH 1 φ Õ φ and ÔH 2 φ Õ φ , we denote by 
r,r , ν 2 r,r ; φÕÕ acts as follows.
Proof. The verification is straightforward and similar to the calculation of the co- 
Proof. Let c, d, T φ ÔcÕd as above. Then
We substitute x ½ z ¡1 1 x, z z ¡1 1 z 2 , use the relations DÔz 2 Õ DÔz 1 ÕDÔzÕ and
and find
where R c È Γ c ÔFÕ is given by
Hence, T φ ÔcÕ extends to a bounded linear operator of norm T φ ÔcÕ 2 π φ ÔR c Õ . If Ôc n Õ n is a sequence in Γ c ÔF 2 r,r Õ converging to c in the inductive limit topology, then the functions R Ôc¡cnÕ defined similarly as R c converge to 0 in the inductive limit topology and hence T φ Ôc ¡ c n Õ 2 π φ ÔR Ôc¡cnÕ Õ converges to 0.
The proof of the assertion concerning S φ is very similar.
ÔzÕ. Lemma 8.11 . The linear span of all elements ω c,d,f as above is dense in Γ c ÔF 2 r,r Õ with respect to the inductive limit topology. 
The reduced crossed product of the coaction The bundle F 2 s,r carries the structure of a Fell bundle, and the reduced crossed product πÔC ¦ r ÔFÕÕ « r C 0 ÔGÕ for the coaction δ constructed above can be identified with C ¦ r ÔF 2 s,r Õ as follows. Denote by G ªG the transformation groupoid for the action of G on itself given by right multiplication. Thus, G ªG G s ¢ r G as a set, ÔGªGÕ 0 ä uÈG 0 ØuÙ¢G u can be identified with G via ÔrÔyÕ, yÕ y, the range mapr, the source maps, and the multiplication are given by Ôx, yÕr xy, Ôx, yÕs y, and ÔÔx, yÕ, Ôx ½ , y ½ ÕÕ Ôxx ½ , y ½ Õ, respectively, and the topology on G ªG is the weakest topology that makesr,s and the map Ôx, yÕ x continuous. We equip G ª G with the right Haar systemλ ¡1
given byλ ¡1 
Proof. i) For all e, g as in above,
ii) Let c, d, e, f, g, Ôx, yÕ as above and 
Proof of Proposition 8.13. Consider the ¦-homomorphism 
Comparing with equation (18) Proof. One easily verifies that Γ 2 ÔF, λ ¡1 Õ is full. Example 8.17. Let σ be an action of G on an admissible C 0 ÔG 0 Õ-algebra C and let δ σ be the corresponding coaction of C 0 ÔGÕ on FC (Proposition 6.10). Then there exists an admissible Fell bundle C on G with fibre C x C rÔxÕ for each x È G, continuous sections Γ 0 ÔCÕ r ¦ C, and multiplication and involution given by cd cσ x ÔdÕ, c ¦ σ x ¡1Ôc ¦ Õ for all c È C x , d È C y , Ôx, yÕ È G s ¢ r G [15] , and the identity on Γ c ÔCÕ C c ÔGÕr ¦ C extends to an isomorphism C ¦ r ÔCÕ C « r G. One easily verifies that with respect to the isomorphism πÔC ¦ r ÔCÕÕ C ¦ r ÔCÕ C « r G FC « r C ¦ r ÔGÕ of Proposition 6.14, the coaction of Theorem 8.9 coincides with the dual coaction on FC « r C ¦ r ÔGÕ. Moreover, the Fell bundle C is saturated and C ¦ r ÔCÕ « r C 0 ÔGÕ FC « r C ¦ r ÔGÕ « r C 0 ÔGÕ is Morita equivalent to Γ 0 ÔC 0 Õ C, as we already know by Theorem 4.11.
Remark 8.18. The Fell bundle F can be equipped with the structure of an F 2 s,r -F 0 -equivalence in the sense of [23] in a straightforward way. denote by s U ¦ : C 0 ÔUÕ C 0 ÔsÔUÕÕ and r U ¦ : C 0 ÔUÕ C 0 ÔrÔUÕÕ the push-forward of functions along s U and r U , respectively, and consider C U as a right Banach C 0 ÔUÕ-module via the formula c ¤ f : cρ γ Ôs U ¦ ÔfÕÕ. Denote by Γ f ÔFÕ the space of all sections of F that can be written as finite sums of sections in Γ 0 ÔF U Õ, where U È G. Then Γ f ÔFÕ is a ¦-algebra with respect to the operations defined in (16) , and one has natural inclusions Γ c ÔFÕ Γ f ÔFÕ C ¦ r ÔFÕ of ¦-algebras. Proposition 9.1. There exist a continuous Fell bundle F on G and a ¦-homomorphism ι : Γ f ÔFÕ C such that for each U È G, the map ι restricts to an isometric isomorphism ι U : Γ 0 ÔF U Õ C U of Banach C 0 ÔUÕ-modules. If ii) Clearly, δÔC V C U Õ γÝ 1 γÝ 1 LÔC 0 ÔV U ÕÕ. Using i) twice, we find C V C U ÖC V ρ γ ÔC 0 ÔsÔV ÕÕC 0 ÔrÔUÕÕÕC U × ÖC V ρ γ ÔC 0 ÔsÔV Õ rÔU ÕÕC U × ÖCρ γ ÔC 0 ÔsÔV U ÕÕÕ×.
Functoriality of the construction
Consequently, C V C U C V U . By i) again, we have ÔC U Õ ¦ Öρ γ ÔC 0 ÔrÔUÕÕÕC U × ¦ ÖCρ γ ÔC 0 ÔsÔU ¡1 ÕÕÕ×, and using the relation δÔC ¦ U Õ γÝ 1 Ö γÝ 1 C ¦ r ÔGÕ×, we obtain δÔC ¦ U Õ γÝ 1 Ö γÝ 1 Üγ 1 δÔC U Õ ¦ γÝ 1 × Ö γÝ 1 LÔC 0 ÔUÕÕ ¦ Üγ 1 γÝ 1 × Ö γÝ 1 LÔC 0 ÔU ¡1 ÕÕ×. If U V , then C U ÖC V C 0 ÔUÕ× C V , and C V C 0 ÔUÕ C U because δÔC V C 0 ÔUÕÕ γÝ 1 δÔC V Õ γÝ 1 r ¦ ÔC 0 ÔsÔUÕÕÕ Ö γÝ 1 LÔC 0 ÔV ÕÕr ¦ ÔC 0 ÔsÔUÕÕÕ× Ö γÝ 1 LÔC 0 ÔUÕÕ×.
iii) By ii), C sÔU Õ is a C ¦ -algebra. Consider γÝ 1 as a Hilbert C ¦ -module over r ¦ ÔC 0 ÔG 0 ÕÕ C 0 ÔG 0 Õ. Since δÔC G 0 Õ γÝ 1 γÝ 1 and δÔc ¤ f Õ ηÝ 1 δÔcÕ ηÝ 1 r ¦ ÔfÕ for all c È C G 0 , f È C 0 ÔG 0 Õ, η È γ, the formula c ¤ ηÝ 1 : δÔcÕ ηÝ 1 defines a faithful field of representations C G 0 LÔ γÝ 1 Õ in the sense of [6, Theorem 3.3] . Consequently, C G 0 is a continuous C 0 ÔG 0 Õ-algebra and C sÔU Õ a continuous C 0 ÔsÔUÕÕ-algebra.
iv) Let c, c ½ È C U and f, f ½ È C 0 ÔUÕ such that 0 f, f ½ and f f ½ 1. Then c ¤ f c ½ ¤ f ½ 2 c ¦ c ¤ g 2 c ¦ c ½ ¤ gg ½ c ½¦ c ¤ g ½ g c ½¦ c ½ ¤ g ½2 , where g s U ¦ ÔfÕ, g ½ s U ¦ Ôf ½ Õ. Since g 2 gg ¾ g ½ g g ½2 1 and c ¦ c, c ½¦ c ½ , c ¦ c ½ , c ½¦ c ½ È C U ¡1 U , which is a continuous C 0 ÔsÔUÕÕ-algebra and hence a convex Banach C 0 ÔsÔUÕÕ-module, we get cf c ½ f ½ 2 maxØ c , c ½ Ù 2 . Finally, the norm c u 2 Ôc ¦ cÕ u ¡1 u depends continuously on u È U because C U ¡1 U is a continuous C 0 ÔsÔUÕÕ-algebra. We denote the extension above by ι again. Proposition 9.6. If δ is fine, then ι : C ¦ r ÔFÕ C is a ¦-isomorphism. Proof. The proof is similar to the proof of Lemma 6.2 i). By 9.2 iii), Γ 0 ÔF 0 Õ C G 0 is a continuous C 0 ÔG 0 Õ-algebra. Let u È G 0 , denote by I u C 0 ÔG 0 Õ the ideal of all functions vanishing at u, and assume that F u 0. 
The construction of the Fell bundle is functorial with respect to the following class of morphisms. 
