Given an IP source-destination traffic network, how do we spot mis-behavioral IP sources (e.g., port-scanner)? How do we find strange users in a user-movie rating graph? Moreover, how can we present the results intuitively so that it is relatively easier for data analysts to interpret?
residual matrix R suggests a significant deviation from lowrank structure in the graph).
From algorithmic aspect, a recent trend in matrix factorization is to improve the interpretation of such graph mining results. To name a few, non-negative matrix factorization methods [31] restrict the entries in F and G to be nonnegative; example-based methods [15] generate sparse decomposition by requiring the columns of the matrix F to be the actual columns of the original matrix A; etc. By imposing such non-negativity and/or sparseness constrains on the factorized matrices, it is relatively easier to interpret the community detection results. Actually, it is now widely realized that non-negativity is a highly desirable property for interpretation since negative values are usually hard to interpret. However, most, if not all, of these constrains (i.e., non-negativity, sparseness, etc) are imposed on the factorized matrices. Consequently, these existing methods are tailored for the task of community detection. It is not clear how to improve the interpretation for the task of anomaly detection from the algorithmic aspect. Can we impose similar constraints (e.g., non-negativity) on the residual matrix R to improve the interpretation for graph anomaly detection?
From application side, it is often the case that anomalies on graphs correspond to some actual behaviors/activities of certain nodes. For instance, we might flag an IP source as a suspicious port-scanner if it sends packages to a lot of destinations in an IP traffic network [37] ; an IP address might be under the DDoS (distributed denial-of-service) attack if it receives packages from many different sources [37] ; a person is flagged as 'extremely multi-desciplinary' if s/he publishes papers in many remotely related fields in an authorconference network [2] ; in certain collusion-type of fraud in financial transaction network, a group of users always give good ratings to another group of users in order to artificially boost the reputation of the target group [9] , etc. If we map such behaviors/activities (e.g., 'sends/receives packages', 'publishes papers', 'gives good ratings', etc) to the language of matrix factorization, it also suggests that the corresponding entries in the residual matrix R should be nonnegative.
In response to such challenges, in this paper, we propose a new matrix factorization (NrMF) for the task of graph anomaly detection. To the best of our knowledge, we are the first to address the interpretation issue of matrix factorization for the purpose of graph anomaly detection. The major contributions of the paper can be summarized as follows:
1. Problem formulation, presenting a new formulation for matrix factorization (NrMF) tailored for graph anomaly detection; 2. An effective algorithm (AltQP-Inc) to solve the above optimization problem, linear wrt the size of the graph; 3. Proofs and analysis, showing the effectiveness as well as the efficiency of the proposed method; 4. Experimental evaluations, demonstrating both the effectiveness and efficiency of the proposed method.
The rest of the paper is organized as follows: we introduce notation and formally define the problem (NrMF) in Section 2. We present and analyze the proposed solution for NrMF in Section 3 and Section 4, respectively. We provide experimental evaluations in Section 5. The related work is reviewed in Section 6. Finally, we conclude in Section 7. Table 2 lists the main symbols we use throughout the paper. In this paper, we consider the most general case of bipartite graphs. We represent a general bipartite graph by its adjacency matrix 1 . Following the standard notation, we use capital bold letters for matrices (e.g. A), lower case bold letters for vectors (e.g. a). We denote the transpose with a prime (i.e., A is the transpose of A). We use subscripts to denote the size of matrices/vectors (e.g. A n×l means a matrix of size n × l). When the size of a matrix or a vector is clear from the context, we ignore such subscripts for brevity. Also, we represent the elements in a matrix using a convention similar to Matlab, e.g., A(i, j) is the element at the i th row and j th column of the matrix A, and A(:, j) is the j th column of A, etc. With the above notations, a general matrix factorization problem can be formally defined as follows: PROBLEM 1. Matrix Factorization Given: A graph A n×l , and the rank size r; Find: Its low-rank approximation structure. That is, find (1) two factorized matrices F n×r and G r×l , and the residual matrix R n×l ; such that (1) A n×l ≈ F n×r G r×l , and (2) R n×l = A n×l − F n×r G r×l .
Problem Definitions
Existing matrix factorization techniques can be viewed as different instantiations of Problem 1. They differ from each other, mainly from the following two aspects: (1) by using the different metrics to measure the approximation accuracy (some norms on the residual matrix R); and (2) by imposing the different constraints on the factorized matrices F and G . For example, non-negative matrix factorization requires the factorized matrices to be non-negative (see Section 6 for a review).
In this paper, we present another instantiation of Problem 1 by imposing the non-negativity constrains on the residual matrix R. 
Problem 2 is tailored for the task of graph anomaly detection, where we explicitly require the corresponding elements R(i, j) in the residual matrix R to be non-negative if there exists an edge between node i and node j in the original graph (i.e., A(i, j) > 0). As explained earlier in Section 1, the residual matrix R is often a good indicator for anomalies on graphs. Moreover, many abnormal behaviors/activities (e.g., port-scanner, DDoS, etc) can be mapped to some non-negative entries in the residual matrix R. For instance, a large entry in R might indicate a strange interaction between two objects; a heavy row/column of R might indicate a suspicious object (e.g., port-scanner, or an IP address that is under DDoS attack, etc). In NrMF, we aim to capture such abnormal behaviors/activities by explicitly imposing non-negativity constrains on the residual matrix R. Moreover, NrMF directly brings the non-negativity, an interpretation-friendly property, to the task of graph anomaly detection since negative values are usually hard to interpret. For example, by existing matrix factorization methods, the data analyst has to look at (somewhat abstract) residual matrix, which contains both positive and negative entries; and calculate the re-construction errors to spot anomalies. In contrast, thanks to the non-negativity constraints in NrMF, we can present the residual matrix itself as a residual graph, which might be more intuitive for the data analyst to interpret.
The Proposed Solutions for NrMF
In this section, we formally represent our solutions for non-negative residual matrix factorization (NrMF). We first formulate Problem 2 as an optimization problem; and then we present effective algorithms to solve it.
Optimization Formulations
General Formulation of Problem 2. Formally, Problem 2 can be formulated as the following optimization problem:
In eq. (3.1), '⊗ means element-wise multiplication. In other words, here we use a weighted squared Frobenius norm of the residual matrix R to measure the approximation accuracy, through a weight matrix W n×l . For every edge in the graph (i.e., A(i, j) > 0), we require that F(i, :)G(:, j) ≤ A(i, j), which means that the corresponding residual entry R(i, j) should satisfy that
0/1 Weight Matrix for e.q. (3.1). In eq. (3.1), the weight matrix W reflects the user's preference among all n × l reconstructed entries. In this paper, we focus on a special case of weight matrix W: W(i, j) = 1 for A(i, j) > 0; and W(i, j) = 0 otherwise. This means that we only measure the element-wise loss on the observed edges; and among all these edges, we treat the element-wise loss equally (referred to as '0/1 Weight Matix'). This type of weight matrix in widely used in the literature, especially in the context of collaborative filtering [5, 35] .
With such 0/1 weight matrix, e.q. (3.1) can be simplified as:
for all A(i, j) > 0 :
In the rest of this paper, we will focus on eq. (3.2) for clarity. However, we would like to point out that the upcoming proposed techniques can be naturally applied to a general, arbitrary weight matrix W. We will present such algorithms in the appendix for completeness. Rank-1 Approximation for e.q. (3.2) . In e.q. (3.2), if we restrict the rank of the factorized matrices F and G to be 1, we have the following rank-1 approximation of e.q. (3.2), where f is an n × 1 column vector and g is a 1 × l row vector.
The Proposed Optimization Algorithms
Next, we present our algorithms to solve e.q. (3.2) . We first analyze the challenges of optimizing e.q. (3.2) directly, and then present an incremental alternative optimization strategy.
Challenges
Unfortunately, the optimization problem formulated in e.q. (3.2) is not convex wrt F and G jointly due to the coupling between F and G in both the objective function and the inequality constraints. Therefore, it might be unrealistic to seek for a global optimal solution. A natural way to handle this issue is to find F and G alternatively. Actually, we can show that if we fix either G or F in (3.2), the resulting optimization problem is a convex quadratic programming problem wrt the remaining matrix (F or G). This suggests the following greedy optimization strategy (referred to as AltQP-Batch, see the appendix for the formal description): after some initialization, we alternatively update F and G using convex quadratic programming until convergence. With AltQP-Batch, we can find a local minimal solution for e.q. (3.2), which is acceptable in terms of optimization quality for a non-convex problem. However, most, if not all, of existing convex quadratic programming methods are polynomial wrt the number of variables. This makes the overall complexity of AltQP-Batch to be polynomial, which might not scale very well for large graphs.
To address these challenges, in this paper, we propose an effective and efficient algorithm AltQP-Inc. The basic idea of AltQP-Inc is to find the resulting F and G incrementally: at each iteration, we try to find a rank-1 approximation on the current residual matrix by solving e.q. (3.3). As we will show soon, this strategy bears the similar greedy nature as AltQPBatch. Therefore it also leads to a local minimal solution for e.q. (3.2). Yet its time complexity is linear wrt the size of the graph, which makes the algorithm more suitable for large graphs. Next, we first present our algorithm (AltQPInc-1) for solving e.q. (3.3) , and then present our algorithm (AltQP-Inc) for solving e.q. (3.2).
alternative strategy: the algorithm alternatively iterates as follows until convergence: (1) updating f while keeping g fixed; and (2) updating g while keeping f fixed.
Formally, let us consider how to update g while keeping f fixed (updating f is similar as updating g). In this case, e.q. (3.3) can be further simplified as:
It is easy to show that e.q. (3.4) is convex wrt g. The proposed algorithm (Update-g) for solving e.q. (3.4) is summarized in Alg. 1. At each outer loop of Alg. 1, we update a single entry g(j)(j = 1, ..., l), which is in turn done by some closed formula (steps [19] [20] [21] [22] [23] [24] [25] 3 . It is an incremental algorithm: at each iteration, it calls Alg. 2 to find a rank-1 approximation for the current residual matrix R (steps 3-4). Notice that since e.q. (3.2) is an instantiation of e.q. (3.1) by using the 0/1 weight matrix, we only need to update the residual entries where there exists an edge in the original graph (i.e., A(i, j) > 0) in steps 5-7.
Analysis of the Proposed Algorithms
In this section, we analyze the effectiveness as well as the efficiency of the proposed algorithms. Our main results are (1) the proposed algorithms find (at least) a local optimal solution for the corresponding optimization problems; and (2) the complexity of the proposed algorithms is linear in both time and space.
Effectiveness of the Proposed Algorithms
The effectiveness of the proposed algorithms is summarized in Lemma 4.1, which basically says that the proposed AltQPInc finds a local minima of e.q. (3.2) . Given that the optimization problem in e.q. (3.2) is not convex wrt F and G jointly, such a local minima is acceptable in terms of the optimization quality.
Algorithm 1
1: for j = 1 : l do 2: Initialize the lower bound low = −inf, upper bound up = inf, t = 0 and q = 0;
for each i, s.t., A(i, j) > 0 do 4: Update:
Update:
if f (i) > 0 then 7: Update: up = min(up,
else if f (i) < 0 then 9: Update: low = max(low, A(i, j)/f (i))
10:
Continue;
12:
end if 13: end for 14: if t == 0 then 15: Set: g(j) = 0;
16:
Continue; 17: end if 18: Set: q ← q/t
19:
if q <= up and q >= low then 20: Output: g(j) = q;
21:
else if q > up then 22: Output: g(j) = up; 23: else 24: Output: g(j) = low; 
Sketch of Proof:
For brevity, we only give the proof for (P1); since (P2) and (P3) are relatively straight-forward based on (P1).
Here, the key point is that e.q. (3.4) can be decomposed into the following l independent optimization problems, each of which only involves a single variable g(j) (j = 1, ..., l): Set:f ← Update-g(A , g )
5:
Update: f =f 6: end while
Set F(:, k) = f , and G(k, :) = g for every (i, j), s.t., A(i, j) > 0 do 6: Update R(i, j) ← R(i, j) − f (i)g(j)
In e.q. (4.6), we have a quadratic objective function wrt a single variable g(j), where g(j) has a boundary constraint (low ≤ g(j) ≤ up). It is easy to verify that each outer loop of Alg. 1 gives the global optimal solution for (4.6). Therefore, the whole Alg. 1 gives the global optimal solution for e.q. (3.4) , which completes the proof.
Time Efficiency of the Proposed Algorithms
The time complexity of the proposed algorithms is summarized in Lemma 4.2, which basically says that for all the three algorithms we proposed, they are linear wrt the size of graph m, n and l. Therefore, they are scalable for large graphs. 
Proof of P1:
The time cost for step 2 of Alg 1 is O(1). Let m j be the total number of non-zero elements in the j th column of matrix A, we have l j=1 m j = m. The time cost for step 3
Space Efficiency of the Proposed Algorithms
The space complexity of the proposed algorithms is summarized in Lemma 4.3, which basically says that for all the three algorithms we proposed, the space complexity is linear wrt the size of graph m, n and l. Therefore, they are scalable for large graphs. 
Proof of P1:
In Alg. 1, we need O(m), O(n), and O(l) space to keep the original matrix A, the column vector f , and the row vector g, respectively. For all the remaining steps in Alg. 1, they requires O(1) space respectively. Among the different iterations of Alg. 1, we can re-use the space from the previous iteration. Therefore, the overall space complexity of Alg. 1 is O(m + n + l), which completes the proof. Proof of P2: In Alg. 2, we need O(m) space for the original matrix A. The initialization in step 1 needs O(n + l) space. By (P1), we need O(m + n + l) space for steps 3-4, respectively.
Step 5 tasks another O(n) space. Among the different iterations of Alg. 1, we can re-use the space from the previous iteration. Therefore, the overall space complexity of Alg. 2 is O(m) + O(n + l) + O(2m + 2n + 2l) + O(n) = O(m + n + l), which completes the proof. space. Letm k be the number of non-zeros elements in R in the k th iteration, we have thatm 1 = m andm k ≤ m (k = 2, ..., r). Based on (P2), we need O(m k + n + l) for step 3. For steps 4-7, they do not require extra space. Finally, among different iterations, we can reuse the space from the first iteration sincem k <m 1 = m(k = 1, ..., r). Therefore, the overall space complexity of Alg. 3 is O(m) + O(nr + lr + m) + O(max(m 1 ) + n + l) = O(m + nr + lr), which completes the proof.
Experimental Results
In this section, we present experimental evaluations, after we introduce the data sets. All the experiments are designed to answer the following two questions:
• Effectiveness: What kinds of anomalies can the proposed AltQP-Inc detect? • Efficiency: How fast is the proposed AltQP-Inc? How does it scale?
Data Sets
We use four different data sets in our experiments, summarized in Table 2 .
The first data set (MIT-DP) is from MIT Reality Mining project 3 . Rows represent the blue tooth devices and columns represent the persons. The un-weighted edges represent the scanning activities between the devices and persons. In total, there are 103 devices, 97 persons and 5,449 scanning activities.
NIPS-PW is from the NIPS proceedings 4 . Rows represent papers and columns represent words. Weighted edges represent the count of the words that appear in the corresponding papers. In total, there are 2,037 authors, 13,649 words, and 1,624,335 edges.
CIKM-PA is an author-paper graph constructed from CIKM proceedings 5 . Rows represent the authors and columns represent the papers. We connect a given paper with all of its co-authors by edges. In total, we have 1,895 authors, 952 papers and 2,664 edges.
MovieLens is a user-movie rating graph 6 . Rows represent users and columns represent movies. If a user has given a positive rating (4 or 5) to a particular movie, we connect them with an edge. Here, the edge weight is the actual rating (4 or 5). In total, we have 6,040 users, 3,952 movies, and 575,281 edges.
Effectiveness Results
In this paper, we focus on the following four types of anomalies on bipartite graphs:
1. Strange connection (referred to as 'strange connection'). It is a connection between two nodes which belong to two remotely connected communities, respectively. For example, in author-conference graph, this could be the case that an author publishes a paper in a conference which is remotely related to his/her major research interest (e.g., a system guy publishes a paper in a theory conference, etc) [36] . 2. Port-scanning like behavior (referred to as 'port-scan').
It is a type-1 node that is connected to many different type-2 nodes in the bipartite graph. For example, in an IP traffic network, this could be an IP source which sends packages to many different IP destinations (therefore it might be a suspicious port scanner) [37] . 3. DDoS like behavior (referred to as 'ddos'). It is a type-2 node that is connected to many different type-1 nodes in the bipartite graph. For example, in an IP traffic network, this could be an IP destination which receives packages from many different IP sources (therefore it might be under DDoS, distributed denial-of-service, attack) [37] . 4. Collusion type of fraud (referred to as 'bipartite core').
It is a group of type-1 nodes and a group of type-2 nodes which are tightly connected with each other. For example, in financial transaction network, this could be a group of users who always give good ratings to another group of users in order to artificially boost the reputation of the target group [9] .
Since we do not have the ground-truth for the anomalies, we use the following methodology for evaluation: we randomly inject one of the above anomalies into the original (normal) graph, and see if the proposed algorithm can spot it from the top-k edges of the residual matrix R.
Qualitative Results. Since the residual elements in R by the proposed AltQP-Inc are non-negative, we can plot the residual R itself as a residual graph as follows. The residual graph has the same node sets as the original graph A. For each edge (i, j) in A (i.e., A(i, j) > 0), we put an edge between node i and node j in the residual graph if R(i, j) > 0 with the weight R(i, j). Compared with the traditional matrix factorization methods (where one has to calculate and look at the abstract re-construction error for anomalies), the residual graph might provide a more intuitive way to spot anomalies on graphs. one of the four anomalies into the normal graphs, and plot the original matrix (left), the top-k edges in the residual matrix by AltQP-Inc (middle) and the residual matrix by singular value decomposition (SVD) (right). It can be seen that in all cases, the corresponding anomalies clearly stand out in the corresponding residual matrix by the proposed AltQPInc (middle figures). On the other hand, (1) SVD does not always capture the corresponding anomalies (e.g., (a)), and/or (2) there might be some noise in the residual matrix by SVD (e.g., (b-d) ). In addition, since the residual entries in SVD can be both positive and negative, we cannot plot the residual matrix by SVD as an intuitive residual graph.
Quantitative Results. We also present the quantitative results on the four real data sets. For each data set, we inject one of the four anomalies into the data set randomly. We then run the proposed AltQP-Inc to find the residual matrix and output its top-k edges as anomalies. We repeat each of such experiments 20 times and report the mean accuracy and variance in figure 2. It can be seen that AltQP-Inc achieves high detection accuracy for all the four types of anomalies, across all the four data sets.
Efficiency Results
Here, we evaluate the efficiency of the proposed AltQP-Inc. For the results we reported in this subsection, they are tested on the same machine with four 3.0GHz Intel (R) Xeon (R) CPUs and 16GB memory, running Linux (2.6 kernel). We repeat the experiments 10 times and report the mean wallclock time.
First, we compare the wall-clock time between the proposed AltQP-Inc and AltQP-Batch (see the appendix for the description of AltQP-Batch). The result is presented in figure 3 . In figure 3 , the number inside the parenthesis beside the name of the data sets is the ratio between the reconstruction error by AltQP-Inc and that by AltQP-Batch. It can be seen that the proposed AltQP-Inc is much faster than AltQP-Batch. For example, AltQP-Inc is 51x faster (3.6sec. vs. 186sec.) than AltQP-Batch on MovieLens data set. Note that the ratio between the re-construction error by AltQPInc and that by AltQP-Batch is always less than or equal to 1, indicating that the optimization solution by AltQP-Inc is better than (MIT-DP and MovieLens) or similar to (NIPS-PW and CIKM-PA) that by AltQP-Batch. Next, we test the scalability of AltQP-Inc using the subsets of the MovieLens data set with the different rank size r. The result is presented in figure 4 . It can be seen that the proposed AltQP-Inc scales linearly wrt the graph size (n, l and m).
Related Work
In this section, we review the related work, which can be categorized into three parts: matrix factorization, anomaly detection and general graph mining.
Matrix Factorization. Matrix factorization [21, 15 , 1] plays a very important role in graph mining. The most popular choices include SVD/PCA [21, 26] and random projection [25] . However, these methods often ignore the sparseness and nonnegativity of many real graphs and lead to dense and negative results, which make the results hard to interpret. A recent trend in matrix factorization has been devoted to improving the interpretation of the mining results. For example, to address the sparseness issue, the example-based factorization methods have been proposed [15, 37, 38] . By requiring the columns of the factorized matrix F be to actual columns from the original matrix A, the factorization is naturally sparse and therefore good for interpretation. To address the non-negativity issue, non-negative matrix factorization has been studied in the past few years. Pioneering work in this thread can be traced back to [31] and there are a lot of follow-up work in this direction [13, 29, 28, 12] . There are also efforts to address both the sparseness and nonnegativity issues [23, 24] . It is worth pointing out that most, if not all, of these modifications (i.e., sparseness and nonnegativity constrains) are imposed on the factorized matrices. As a result, they mainly improve the interpretation for the task of community detection. It is unclear how these efforts can also help to improve the interpretation for the task of anomaly detection. This is exactly one major motivation of this work. By imposing the non-negativity constrains on the residual matrix, instead of the factorized matrices, we bring this interpretation-friendly property (i.e., nonnegativity) to graph anomaly detection.
Anomaly Detection. Noble et al was among the first to detect abnormal sub-graphs using MDL (minimum description length) criteria [34] . Follow-up work along this criteria includes [7, 16] . In [2] , the authors proposed using ego-net to detect abnormal nodes on weighted graphs. In [36] , the authors proposed using proximity to detect abnormal nodes and edges. The work in [37, 38] is most related to our work. In [37, 38] , the authors use matrix factorization to detect port scanning like behavior by looking at the reconstruction error (certain norms of the residual matrix). One limitation of [37, 38] is that its residual matrix can be arbitrary numbers (either positive or negative). Therefore, the result might be too abstract and not intuitive for data analysts to interpret. We restrict the residual matrix to be non-negative so that we can plot it as an intuitive residual graph. From the application side, many graph anomalies correspond to some actual behaviors/activities of certain nodes (e.g., for port-scanner in an IP traffic network, it has connections to many different IP destinations). Such abnormal behaviors can be naturally captured by the corresponding non-negative entries in the residual matrix R. For anomaly detection for other types of data, please refer to a recent comprehensive survey [8] .
General Graph Mining. There is a lot of research work on static graph mining, including pattern and law mining [3, 14, 17, 6, 33] , frequent substructure discovery [41] , influence propagation [27] , social networks compression [11] and community mining [18] [19] [20] , etc. More recently, there is an increasing interest in mining time-evolving graphs, such as densification laws and shrinking diameters [32] , community evolution [4] , proximity tracking [39] , conversation dynamics [30] and dynamic communities [10] , etc.
Conclusion
In this paper, we present a novel matrix factorization (NrMF) paradigm, which aims to detect abnormal behaviors/activities on graphs in a more interpretable way. Our main contributions are:
1. Problem formulation, presenting a new formulation for matrix factorization tailored for graph anomaly detection; 2. An effective algorithm (AltQP-Inc) to solve the above optimization problem, linear wrt the size of the graph; 3. Proofs and analysis, showing the effectiveness as well as the efficiency of the proposed method (e.g., Lemma 4.1, Lemma 4.2, etc); 4. Experimental evaluations, demonstrating both the effectiveness and efficiency of the proposed method.
Future research directions include (1) extending AltQPInc to time-evolving graphs, and (2) parallelizing AltQP-Inc using Hadoop 7 .
A Appendix
Throughout this paper, we have focused on the optimization problem in e.q. (3.2) by restricting ourselves to the 0/1 weight matrix. In this section, we give our algorithms for solving the optimization problem in e.q. (3.1) with a general weight matrix W for the purpose of completeness. We first generalize the proposed AltQP-Inc to handle the general weight matrix W (AltQP-Inc-General), and then give the alternative optimization algorithm (AltQP-Batch) for solving e.q. (3.1), using convex quadratic programming.
A.1 Generalized AltQP-Inc for e.q. (3.1) In order to generalize the proposed AltQP-Inc to solve e.q. (3.1) with a general weight matrix W, we first give the algorithm (Update-General-g) to solve the sub-problem expressed in e.q. (1.7) . Update-General-g is for an arbitrary weight matrix W and is a natural generalization of Updateg. In Update-General-g, diag(W(:, j)) is a diagonal matrix with diagonal elements being W(i, j)(i = 1, ..., n). Similar as Update-g, in Update-General-g, we update g(j) one by one in each outer loop. For each g(j), it can be solved in a closed formula (steps [20] [21] [22] [23] [24] [25] [26] . This is due to the fact that the optimization problem in (1.7) can be decomposed into l independent optimization problems, each of which only involves a single variable g(j)(j = 1, ..., l).
((A(i, j) − f (i)g(j)) · W(i, j)) if t == 0 then 7: Set: g(j) = 0; end if 10: Compute: q = a b/t
11:
for each i s.t. A(i, j) > 0 do 12: if f (i) > 0 then 13: Update: up = min(up, A(i, j)/f (i))
14:
else if f (i) < 0 then 15: Update: low = max(low, A(i, j)/f (i))
16:
else 17: Continue; 18: end if 19: end for 20: if q <= up and q >= low then 21: Output: g(j) = q;
22:
else if q > up then 23: Output: g(j) = up; 24: else 25: Output: g(j) = low; 26: end if 27 : end for Based on Alg. 4, we have Alg. 5 (AltQP-Inc-General) to solve e.q. (3.1). AltQP-Inc-General is a natural generalization of AltQP-Inc. Similar as AltQP-Inc, AltQP-Inc-General tries to find the factorized matrices F and G in an incremental way. At each outer loop of Alg. 5, it finds a Rank-1 approximation on the current residual matrix R (steps 2-11). At the inner loop of Alg. 5 (steps 4-8), it calls UpdateGeneral-g to alternatively update f and g, respectively. This alternative process will be iterated until convergence. After it finds a rank-1 approximation, we update the current residual matrix in step 10.
