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Abstract
We show how to extend traditional intrinsic image de-
compositions to incorporate further layers above albedo
and shading. It is hard to obtain data to learn a multi-layer
decomposition. Instead, we can learn to decompose an im-
age into layers that are “like this” by authoring generative
models for each layer using proxy examples that capture the
Platonic ideal (Mondrian images for albedo; rendered 3D
primitives for shading; material swatches for shading de-
tail). Our method then generates image layers, one from
each model, that explain the image. Our approach rests on
innovation in generative models for images. We introduce
a Convolutional Variational Auto Encoder (conv-VAE), a
novel VAE architecture that can reconstruct high fidelity im-
ages. The approach is general, and does not require that
layers admit a physical interpretation.
1. Disclaimer
This version of the paper has relatively low quality im-
ages, and some phenomena are masked due to jpeg ar-
tifacts. For high quality images, please download the
version available at http://web.engr.illinois.
edu/˜jjrock2/.
2. Introduction
We wish to decompose images into their component
parts. Traditionally we think of objects as smooth surfaces
with albedo maps on them. This leads to the plausible
assumption that shading effects are smooth, and locally a
function of surface normals and lighting [33]. However,
as discussed in [29], real objects are not like this. Objects
have shading detail; small bumps, pits, grooves, scratches
etc. on the surface. These mesoscopic effects are formally
due to shape, but are not captured by current intrinsic im-
age methods because they create effects which are qualita-
tively different from smooth shading. It is compelling to
consider methods that are capable of decomposing objects
into smooth shading, shading detail, and albedo.
Figure 1: We learn models for platonic albedo, shading,
and detail independently from platonic images. We can
then combine them as shown to perform decompositions
tasks. For example, we can decompose the shading and de-
tail from the vase, or the albedo and shading of the room
using the same shading model trained on platonic shading.
Note that the decompositions of shading for the vase cap-
tures the generalized cylindrical shape, and the shading of
the corners of the room are noticably darker. Figures best
viewed in high resolution in color.
Unfortunately, collecting images and decomposing them
into ground truth albedo, shading, and shading detail ap-
pears to be impossible. It is comparably easier to collect
datasets which represent the Platonic ideals for each layer
independently. For example, albedo images are piecewise
constant Mondrians, shading images are realistically ren-
dered 3D primitives, and shading detail (roughly the con-
tribution of surface bumps) is swatches of reasonable ma-
terials (eg. stucco walls, sand, crumpled paper) that have
minimal long scale shading effects. These independently
trained generative models form a generative basis for im-
ages that can be combined to produce layers that explain a
full image.
Using generative models for the decomposition task
won’t work unless the models are capable of producing
something that looks like images. This requires signifi-
cant architectural innovation, since current generative mod-
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els create rather small and blurry images. Our innovation
is the convolutional variant of the Variational Auto Encoder
(VAE) that is capable of producing high quality images. We
call this variant, a conv-VAE and evaluate its representa-
tional power on images.
Contributions: 1) We describe a Convolutional Varia-
tional Auto Encoder that is capable of representing high
frequency image information. 2) We author models using
the conv-VAE for specific platonic phenomena which gen-
eralize to the real phenomena. 3) We decompose images
into intrinsic layers even when ground truth decomposition
of images into the layers cannot be constructed.
3. Background
Image Prediction using Neural Networks: Neural net-
works have been applied in relatively direct ways to predict
various per pixel measures including colorization [44, 26],
superresolution [7], intrinsic image decomposition [31],
depth [10], surface normals, semantic labels [30], pixel val-
ues [38], various combinations [9, 1], and [19] introduce a
generally applicable image-to-image translation tool.
Minimizing perceptual losses allows for the production
of stylized images [14, 27] and textures [13, 37]. These
perceptual losses can be used to train feedforward networks
as in [20] and [28]. Perceptual losses can also be learned
with GANs as in [8].
Generative Models for images Other recent work
builds on generative models like encode-decoders,
VAEs [22], or GANs [16]. VAEs have been used on images
[21], faces [23, 43], inpainting [32], prediction of motion
[39, 42], and room surface normals and textures [40].
GANs have been used to generate images [34] and 3D
shapes [41]. When combined with VAEs, GANs can be
used to learn losses [25]. The most similar work in this
space to ours is [46] who use VAEs to represent an image
manifold. However, our conv-VAE framework allows us to
generate high resolution images directly from a VAE.
Intrinsic Image Decomposition: Splitting an image
into shading and albedo components is a classical computer
vision problem [24], as is explaining shading by recon-
structing surface normals [18]. There is a strong tradition
of obtaining intrinsic images as inference on a generative
physical model. Write I for the log image, A for the log
albedo image, and S for the log shading image. One then
assumes that I = A + S, and seeks solutions for A and S
that maximize priors. Similarly, reconstructing surface nor-
mals from shading is seen as inference on a generative phys-
ical model – one seeks a normal field n(x) that explains the
shading S under some rendering model [18]. Barron and
Malik show that attacking these problems together yields an
extremely strong method for recovering albedo and shading,
as well as the best current shape reconstructions [2].
These traditions are odd. It is easily verified with cur-
rent datasets (eg. [17, 3]) that I 6= A + S (as a result of
mesostructure, glossy, and subsurface scattering phenom-
ena). Even in constrained lab environments built to deter-
mine ground truth, it is difficult to fully separate the phe-
nomena into the correct layers, in ground truth images from
[17] the mesostructure shading bleeds into the albedo layer.
Similarly, all shading models that yield tractable reconstruc-
tion methods are physically incorrect [11].
Prior to neural networks, methods for intrinsic im-
ages [15, 2, 36] used hand defined priors for the albedo and
shading channels in [17]. Recent works, which use neural
networks to predict intrinsic image decompositions [31, 47]
directly use SINTEL [4] or IIW [3] to augment the MIT
dataset because they otherwise will not have enough data.
Our method, does not need ground truth decompositions be-
cause we do not train the albedo, shading, or shading detail
models jointly. Instead, we train independent representa-
tions on Platonic ideals, and then combine them to form a
decomposition model.
4. VAE Architecture
We will briefly describe VAEs in practice to motivate
our conv-VAE. In depth theoretical discussion can be found
in [22] and a nice tutorial is [6].
In essence, one can think about training a VAE as train-
ing two networks, an encoder E(I) which is trained to map
images I to latent variables, usually called codes z, and a
decoder D(z) that is trained to map these codes to images.
A variational criterion is used to ensure that (a) codes are
distributed as z ∼ N (0, 1) (b) decoding a code D(z), with
z = E(I) yields the image I and (c) decoding a code near
some z = E(I) yields an image close to I .
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Figure 2: The difference between a VAE and convolutional
VAE is entirely in the “code” layers. Notice that the dimen-
sionality of the latent representation doesn’t change, but
the size of the representation is drastically reduced because
very large fully connected layers are replaced by 1x1 con-
volutions. Replacing the fully connected layers with convo-
lutions can be thought of as constructing a diagonal matrix,
and does not significantly impact the VAE theory.
4.1. Convolutional VAE
The basic VAE has some problems as a model for im-
ages, especially high resolution images. First, the VAE
model has difficulties producing high spatial frequencies.
Second, the global codes make it difficult to learn that im-
ages are shift and rotationally invariant. Third, there is no
way to apply a VAE to images of varying sizes. Previous
works have tried to solve these issues by generating images
pixel-by-pixel, conditioning on previously seen pixels.[38]
We propose the conv-VAE for achieving these goals.
Rather than creating a single global code for an image, we
create a field of codes that describe local regions. This
means that our latent space is a code “image” rather than
a code vector as shown in figure 2. For example, on a
64x64 image, we would write a 128 bit code as a 4x4x8
code, where each “pixel” location impacts about one quar-
ter of the output image. Since we replaced a fully connected
layer that produced a 128 bit code with a convolution that
produces 8 bit codes, it reduces the number of parameters in
the network. However, the conv-VAE is still capable of re-
producing images better because it strictly enforces locality
in the latent space. This comes at the cost of independence
between the dimensions of the code, which makes drawing
valid codes from the latent space more difficult. However,
for decomposition this is not a problem because we have
other constraints.
4.2. Laplacian Conv-VAE
Training conv-VAEs to produce sharp images is still dif-
ficult because the typical reconstruction loss for D(z) is
‖D(E(I))− I‖2 which does not capture the importance of
high frequency edges. As such, generated images are often
blurry. Techniques for improving encoder-decoder results
include filtering the image with a Laplacian filter to empha-
size edges [43] and discretizing the continuous color space
and using a cross entropy loss [38].
We extend the Laplacian filter idea by learning a VAE
for each layer of a Laplacian Pyramid. This is good for
three reasons. First, predicting the high frequency layers of
a Laplacian Pyramid is easy because they are often 0. Sec-
ond, an L2 Loss can be applied at each layer of the Lapla-
cian Pyramid, requiring that all frequencies of the input im-
age are correctly captured. Third, predicting each layer with
a conv-VAE explicitly places additional code capacity on
the higher frequencies since they are encoded as larger im-
ages. We are not the first to apply Laplacian Pyramids in
generative networks. [5] train a GAN to predict a Lapla-
cian Pyramid. Our approach differs as we do not condition
across scales and instead treat our conv-VAEs at each level
as independent predictors.
4.3. Modeling Examples with VAEs
We validate conv-VAEs by comparing to conventional
VAEs reproduction on images from ImageNet. Unlike pre-
vious works, which resize images to a small size, we take
64x64 pixel crops during training. This makes the assump-
tion that images are translation invariant explicit. We com-
pare a conv-VAE with and without the Laplacian Pyramid to
two conventional VAEs. VAE-1 has roughly the same num-
ber of network parameters, and VAE-2 has roughly the same
number of latent values as our conv-VAEs. Due to the fully
connected layers in the conventional VAE, it is impossible
to provide both at once. Details of the full parameterization
is provided in table 4. We train each model for 25 epochs
using Adam with an exponentially decreasing step length.
Other hyperparameter details are the same as for our other
experiments and are given in section 5.4
Recall that a VAE has an encoder E(I) and a decoder
D(z). To compare representational power, we take an im-
age patch I and look at the result of encoding and then
decoding it: D(E(I)). We do this for patches of the 200
held out images select so that they lie on interesting portion
of the image, rather than the background. Quantitively on
an L2 error measure on the held-out patches, VAE-1 has
error .23, VAE-2 has error .18, conv-VAE has error .13,
and Laplacian conv-VAE has error .11. Qualitative results,
shown in figure 3 validate these findings.
Our convolutional models are also capable of modeling
full ImageNet images with no additional training. We en-
code and decode using full images rather than patches as
above. Results for the Laplacian conv-VAE on full images
is shown in figure 4. We emphasize that our model only
saw 64x64 patches during training, but it correctly repro-
duces the long-scale structure of the image.
4.4. Decomposition with conv-VAE Models
We have described a method that can learn high quality
representations for images. Assume that we have a gener-
ative model for log Platonic albedo and a generative model
for log Platonic shading. We want to use these models to
decompose an image into its component parts. We note that
some albedo (resp. shading) codes are more common than
others. Furthermore, when there are phenomena that can
be explained by either layer (eg. cast shadows) we want
to force our decomposition to choose – the layers should
not have strong correlation. We would like to obtain a de-
composition that (a) uses common codes for each layer (b)
explains the image and (c) produces decorrelated layers.
The conv-VAE models are composed ofEa(·) andDa(·)
for the albedo encoder and decoder. Similarly, Es(·) and
Ds(·) describe the VAE for shading. For the Laplacian
conv-VAE, the encoder and decoder produce a set of code
images and a Laplacian decomposition respectively. We
build a probabilistic model of common codes per code
(a) Image (b) vae-1 (c) vae-2 (d) cvae (e) lcvae
Figure 3: Conv-VAEs (d) and (e) always outperform tra-
ditional VAEs (b) and (c) even though (c) has as large a
latent space, and the conv-VAEs have far fewer parameters.
The Laplacian conv-VAE (e) is more capable of reconstruct-
ing small features of images than the conv-VAE (d). Even
for relative failure cases for the method, like the last row,
the conv-VAEs perform significantly better. Best viewed in
color at high resolution
“pixel” for albedo and shading. First, we encode ground
truth patches to recover code images. For the Laplacian
conv-VAE, we recover the set of code “images”, and con-
catenate the codes, resizing the smaller “images” to the
size of the largest “image”. We then treat each pixel as
an iid draw from a distribution and fit a probability den-
sity model to the set. In practice we use a Gaussian model
with a spherical covariance. Let the probability models
for albedo and shading be Pa(z) and Ps(z). Let zai be
the ith pixel of the albedo code, (resp zsi ). We write the
full code loss as a negative log likelihood P (za, zs) =
−1/N∑i log(Pa(zai )) + log(Ps(zsi )).
As is traditional in intrinsic images, we enforce the im-
age be explained by the codes by minimizing the residual
R(zs, za, I) = ‖ log(I)−Ds(zs)−Da(za)‖2.
To decorrelate the layers, we introduce a term which is
meant to force the decomposition to “make up its mind”
about where a signal should live. We define an upper bound
on the correlation with the Frobenius norm of the 3x3 co-
variance matrix of the spatially corresponding pixel values
in the albedo and shading. This correlation measure is at-
tractive because it is simple and can be applied patch-wise,
at varying scales, and across Laplacian layers. Let cov(·, ·)
be the operation that computes the covariance matrix by
centering two signals, and then taking the mean of the outer
products. Let P be the number of patches and L the num-
Figure 4: Laplacian conv-VAE trained with 64x64 patches
on full images. On the left is the input image. On the right is
an image created by encoding and then decoding the input
image. Our model typically does a good job of handling im-
age phenomena, though there are some mild checkerboard
patterns. Best viewed in color at high resolution.
ber of Laplacian layers. Let A(l)p be the pth patch in the lth
Laplacian layer of the albedo prediction. The correlation is
corr(A,S) = 1L·P
∑
l
∑
p ‖cov(A(l)p , S(l)p )‖F
Our full decomposition equation is
argmin
za,zs
R(zs, za, I)
− λpP (za, zs)
+ λccorr(Ds(zs), Da(za))
(1)
5. Authored Training Data and Models
5.1. Albedo
Platonic albedo, figure 5a, is piecewise constant. We cre-
ate a set of 2-color Mondrian images, where a polygon at the
center has a different color than the rest of the image. The
colors for these are drawn from the palette of colors from
the 10-train set of MIT images. We generate 500 Mondrian
images of size 150x150 to allow for 128x128 crops that are
Filter Layer
128x128x3 64x64x3 32x32x3 16x16x3
5x5 64x64x64 32x32x64 16x16x64 8x8x64
5x5 32x32x64 16x16x64 8x8x64 4x4x64
3x3 32x32x64 16x16x64 8x8x64 4x4x64
4x4 29x29x64 13x13x64 5x5x64 1x1x64
1x1 29x29x4 13x13x4 5x5x4 1x1x4
Table 1: The VAE architecture we use for all of our authored
models is a Laplacian conv-VAE with 4 Laplacian layers,
and a code size of 4 per code “pixel”. As in table 4, we
show only the encoder portion, as the decoder is the reverse.
For a 128x128 image, this compresses to about 8% of the
original image size. In the limit as image size increases, the
compression rate is about 11%.
(a) Platonic albedo is two color Mondrian images.
(b) Platonic shading is rendered primitive shapes under varying
lighting conditions.
(c) Platonic shading detail is caused by small bumps on an other-
wise flat smooth surface under uniform lighting.
Figure 5: Example Platonic training data images are used
to train VAE models. Notice that the representation each
captures is unique.
shifted or rotated.
5.2. Shading
Platonic shading, figure 5b, is the effect of light on a sim-
ple smooth surface. We generate platonic shadings by ren-
dering 3D primitives with no surface color using LuxRen-
der. We use a directional light source which rotates about
the the object with a fixed camera view. We either provide a
fill light where dark pixels get about 10% of pure white, or a
weak fill light where dark pixels get about 1% of pure white.
The weak fill light matches the lighting conditions found in
MIT, while the stronger fill light is a good proxy for more
typical lighting, where diffuse components are quite large.
There are 70 images, cropped to the bounding box of the
rendered object so that the images are about 500x500 pix-
els. During training, we take 128x128 crops from these,
such that the crops lie mostly inside of the masked object.
5.3. Shading Detail
Platonic shading detail, figure 5c is the effect from small
bumps on a flat smooth surface under uniform lighting. We
collect swatches of materials from the Internet including
sand which has wavy texture, stucco which has repetitive
bumps, and creased paper which varies between the two.
These images are similar to those used in video games for
texturing. These swatches are mostly planar and have min-
imal long-scale shading effects and almost no albedo ef-
fects.1 We remove contributions of shading and center the
images at .5 by fitting a linear shading gradient to the im-
age. We also crop to [0, 1], to guarantee existence of the log
image. Our dataset consists of 45 images of about 300x300
pixels.
5.4. Laplacian conv-VAE Training Details
Our VAE model’s architecture is described in table 1.
We use a 4-layer Laplacian decomposition, but it is oth-
erwise the same as the Laplacian conv-VAE used on Ima-
geNet. We train the model to encode and decode log ver-
sions of the images so that they can be used directly for
intrinsic image decomposition, where it is common to write
log(I) = log(A) + log(S). This also means that we do
not use a sigmoid activation layer for the final output layer.
We use the Adam optimizer with an exponentially decaying
learning rate starting at .001 decaying every 500 iterations
by .9. For t, the iteration and σ(·) the sigmoid function, our
KL divergence terms weight is 20σ(.02 · t− .5). The image
residual loss is weighted by 1000. An image prior, the L1
of image gradients, is weighted by .1.
6. Experimental Results
We emphasize that all results are obtained with the same
models of Platonic albedo (A), shading (S), and shading de-
tail (D). Different decompositions are obtained by using dif-
ferent combinations of models (i.e. A,S; S,D; A,S,D; etc).
6.1. Albedo and Shading Decomposition
We decompose images into Albedo and shading using
our authored models. We use the 10-image MIT train set
to perform a cursory search of parameters for weighting the
probability models, correlation, and image reconstruction
1While sand technically has albedo effects caused by the varying colors
of sand grains, this is different from what we think of as platonic albedo in
a similar manner to how shading detail is different from platonic shading.
S-MSE R-MSE RS-MSE
Naive Baseline .0577 .0455 .0354
Retinex .0204 .0186 .0163
Gehler et. al. [15] .0106 .0101 .0131
Barron et. al. [2] .0064 .0098 .0125
Ours S, A .0134 .0175 .0253
Ours S+Sd, A .0131 .0160 .0250
Table 2: We compare to intrinsic image techniques on the
MIT dataset. Similar to the method presented in [3] our
method beats Retinex. We achieve this result without ar-
chitecting a solution directly on the decomposition of MIT
images as other prior works have. We perform relatively
poorly on RS-MSE because it heavily penalizes small wig-
gles in constant value regions.
term. We present quantitative results in table 2 on the 10-
MIT test dataset for real color images. We use the typical
scaled MSE measures from [2]. Our qualitative results are
shown in figure 6. We also present quantitative results on
WHDR on IIW from [3] using the same model in table 3.
Since our model is not trained to perform decompositions
which maximize the WHDR measure, we search for an op-
timal threshold using the first 100 images from IIW. We
compare to decompositions from [3] in figure 7.
We set parameters as follows: .0001 for the probability
models, 10k for the correlation, and 100 for the image re-
construction term. While the loss we are optimizing is dras-
tically nonconvex, a trick that we found helpful for deter-
mining weights was to initialize the model near the ground
truth decomposition, and look for weights that were stable
at that point. Another important trick was finding a good
initialization. For albedo and shading, we initialize shad-
ing at a smoothed version of the image, and albedo to the
residual.
6.2. Shading and Shading Detail
Another cool application is decomposing shading into
shading and shading detail. It is especially interesting be-
cause, unlike albedo and shading there is no easy way to
capture images of an object with and without shading de-
tail. As such, there are no ground truth decompositions of
images into shading and shading detail. However, the effect
of the decomposition is obvious. The shading image cap-
tures the global shape of an object, while the shading detail
captures the texture or “feel” of the object. It is also worth
noting that it works well on MIT even when the detail is in
deep shadow. It is also general, and can decompose images
of white generalized cylinders (vases). We show both in fig-
ure 8. Additional results on vases can be found in figure 15,
all results on MIT can be found in the appendix.
The details of our model are similar to the albedo and
Algorithm WHDR
Bell et al. [3] 21.1
Zhao et al. [45] 23.7
Garces et al. [12] 25.9
Retinex (gray) [17] 27.3
Retinex (color) 27.4
Ours (Linear .25) 27.9
Shen et al. [35] 32.4
Ours (Linear .1) 34.9
Baseline (const R) 36.6
Ours (sRGB .1) 47.3
Baseline (const S) 51.6
Table 3: Results on IIW. All other algorithms were tuned
for WHDR with a threshold of .1, ours was not. As such,
we search for an optimal value for the threshold (.25) on
the first 100 images from IIW, and report results. Other
numbers from [3].
shading decomposition. We use .0001 for the probability
weights, 10k for the correlation, and 100 for the image re-
construction term. We initialize the shading image to be a
smoothed version of the input image on MIT (the image for
vases), and the material to be a constant image.
6.3. Albedo, Shading, and Shading Detail
Finally, we can generalize our model to decompose im-
ages into three phenomena at once. We evaluate how well
this works on MIT by composing shading and shading detail
to form a single shading image. As we can see in table 2, in-
corporating these three channels improves quantitative per-
formance, since we accurately determine that shading detail
should be attributed to shading. We show output images in
figure 9 and additional results can be found in the appendix.
We use parameters .0001 for the probability models, 10k
for the correlation, and we have to increase the image re-
construction term to 10000 because the correlation model
contains the contribution from all pairs.
7. Discussion
We have demonstrated a method for decomposing im-
ages into component channels using authored models to de-
termine the channels. We represent albedo (resp. shad-
ing, shading detail) by the signals that a learned generative
model is capable of producing. We obtain strong perfor-
mance, because our models use a novel pyramid conv-VAE
architecture that can reproduce fine image detail. A partic-
ular attraction of our approach is that it applies in the ab-
sence of canonical or ground-truth decompositions of im-
ages; instead, one provides platonic ideals for the layers
envisaged. In the future we want to explore the tradeoffs
between bias and variance in authoring the models, either
in adjustment of the conv-VAE hyperparameters, or choos-
ing different sets of images as our platonic examples. We
plan to investigate decomposing images into different lay-
ers, possibly even layers that are not compositionally related
to the image. Introducing other losses on the produced im-
ages could also lead to improvements in decomposition, for
example, a bias for specific colors in albedos. Conv-VAE’s
involve a compromise; it is hard to sample a conv-VAE, be-
cause codes at each pixel are not independent. In future,
we will investigate sampling conv-VAE’s to produce a fully
generative model that can produce high resolution images.
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(a) Input Image (b) GT Albedo (c) GT Shading (d) Pred Albedo (e) Pred Shading
Figure 6: Our Intrinsic image decomposition results on MIT test data (bottom 3) and IIW images (top 2) are qualitatively
good even though our model was never trained to do decomposition on images. Our model produces albedo (resp. shading)
fields with a strong similarity to the ideal (eg. constant patches of color). This is pronounced compared even to the MIT
ground truth. For example, is the roughness at the base of the sun in gt really an albedo effect? Best viewed in high resolution
in color. All images produced using the same platonic models, but in different combinations (A,S here).
(a) Input Image (b) Our Albedo (c) Our Shading (d) Bell et al. Albedo (e) Bell et al. Shading
Figure 7: We compare the best results (top 5 rows, WHDR = 0.0%) from Bell et al. to our results on the same images. We
also compare to good results (bottom 3 rows, WHDR = 6.5%). We did not pick any results based on our WHDR scores.
Notice that our results are occasionally locally better. For example, in the third row, look at the shadow from the bowl, in the
last row look at the bright light on the center of the floor.
(a) Input Image (b) Shading (c) Shading Detail (d) Input Image (e) Shading (f) Shading Detail
Figure 8: Decomposition of shading into shading from shape and shading detail. Notice that the shading detail recovers
texture even in the dark shading on the raccoon’s back. Notice also that we can decompose real images outside the MIT
dataset with the same model. All images produced using the same platonic models, but in different combinations (here S,D).
(a) Input Image (b) GT Albedo (c) GT Shading (d) Pred Albedo (e) Pred Shading (f) Shading Detail
Figure 9: Our model can extend to decompose three layers: shading, detail, and albedo. The outputs are qualitatively very
good, especially the albedos which are generally constant and the shading details which take small bumpy details. Best
viewed in high resolution in color. All images are produced using the same platonic models, but in different combinations
(here A,S,D).
Appendix A. VAE Architectures
Our VAE and conv-VAE architectures used for compari-
son are described in detail in table 4.
Appendix B. Comparison to Isola et. al.
Image-to-Image translation [19], a concurrent paper with
ours, demonstrates how to predict images from other im-
ages. We evaluate image-to-image translation on MIT and
IIW qualitatively in figure 11. We find that the model is
capable of learning MIT albedo prediction when trained on
MIT, but the model does not generalize to IIW.
We also train an image-to-image prediction model on our
authored data by creating shaded Mondrian images. These
are formed by compositing Mondrians and shading images.
As shown in figure 10, the model can predict the Mondrian
albedos, but the model does not generalize to predicting
albedos on MIT or IIW (figure 11).
Appendix C. Albedo Shading on MIT
All decompositions for MIT test are shown in figure 12.
Appendix D. Albedo, Shading, and Shading
Detail on MIT
All decompositions for MIT test are shown in figure 13.
Appendix E. Shading Shading Detail on MIT
All decompositions for MIT, test and train, are shown in
figure 14.
Appendix F. Shading Shading Detail on Vases
Decompositions of vases into shading and shading detail
are shown in figure 15
(a) input image (b) GT Albedo (c) Prediction
Figure 10: Using Image-to-Image [19] to learn to predict
Mondrian albedos during training works well. However, as
shown in figure 11, this model does not generalize well to
real images.
(a) Input Image (b) Albedo GT (c) Albedo Pred (d) Patch Pred (e) Ours
Figure 11: While Isola et. al. [19] performs well on MIT when trained with MIT (rows 3 and 4, column 3). However, the
model does not generalize well to IIW as small details on the wine rack or table are eliminated (rows 1 and 2). When trained
on images composed from Mondrian and shading images, the results are poor on both IIW and MIT as colors bleed across
boundaries (column d). Our result is shown in column e for comparison.
VAE-1 VAE-2 conv-VAE Laplacian conv-VAE
Filter Layer Filter Layer Filter Layer Filter Layer
Image 64x64x3 64x64x3 64x64x3 64x64x3 32x32x3 16x16x3
5x5 32x32x64 5x5 32x32x64 5x5 32x32x64 5x5 32x32x64 16x16x64 8x8x64
5x5 16x16x128 5x5 16x16x128 5x5 16x16x128 5x5 16x16x64 8x8x64 4x4x64
3x3 16x16x128 3x3 16x16x128 3x3 16x16x128 3x3 16x16x64 8x8x64 4x4x64
fc 128 fc 4096 4x4 13x13x20 4x4 13x13x16 5x5x16 1x1x16
Code fc 32 fc 832 1x1 13x13x8 1x1 13x13x4 5x5x4 1x1x4
Table 4: Architecture for the encoding portion of the VAE, conv-VAE, and Laplacian conv-VAE for comparison. The
decoding portion is the same in reverse. For a fair comparison, we compare two VAEs. VAE-1 has roughly the same number
of parameters as the conv-VAE, while VAE-2 has the same code dimensionality, but drastically more parameters. When
converting from Laplacian conv-VAE to conv-VAE we matched the intermediate sizes when possible, but always rounded up
when necessary.
(a) Input Image (b) Shading GT (c) Albedo GT (d) Shading (e) Albedo
Figure 12: Albedo and Shading decompositions on all images from MIT Test for our method.
(a) Input Image (b) Shading GT (c) Albedo GT (d) Shading (e) Material (f) Albedo
Figure 13: Albedo, Shading, and Shading Detail decompositions on all images from MIT Test for our method.
(a) Input Image (b) Shading (c) Detail (d) Input Image (e) Shading (f) Detail
Figure 14: Shading and Shading Detail decompositions on MIT from our method.
(a) Input Image (b) Shading (c) Shading Detail (d) Input Image (e) Shading (f) Shading Detail
Figure 15: Shading and Shading Detail decompositions on vases for our method.
