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Abstract
Deep learning has been used as a powerful tool for var-
ious tasks in computer vision, such as image segmentation,
object recognition and data generation. A key part of end-
to-end training is designing the appropriate encoder to ex-
tract specific features from the input data. However, few
encoders maintain the topological properties of data, such
as connection structures and global contours. In this paper,
we introduce a Voronoi Diagram encoder based on convex
set distance (CSVD) and apply it in edge encoding. The
boundaries of Voronoi cells is related to detected edges of
structures and contours. The CSVD model improves con-
tour extraction in CNN and structure generation in GAN.
We also show the experimental results and demonstrate that
the proposed model has great potentiality in different visual
problems where topology information should be involved.
1. Introduction
The development of deep learning has brought about
tremendous advances in visual problems. As an effective
tool for semi-supervised and unsupervised learning, Gen-
erative Adversarial Networks(GANs) [12] recently receives
much attention . It is a competitive process between a gen-
erator and a discriminator. The generator is used to gener-
ate deceptive data while the discriminator is trained to dis-
tinguish it with groundtruth. Finally, GANs will be able
to synthesize images that can’t be recognized [2, 15, 28].
However, most of the state-of-art GAN models are dealing
with pictures in pixel level, which may lead to an unnatural
appearance caused by disconnected edges. Such topologi-
cal issues are apparent and significant in some cases, such
as handling porous structures both in natural surroundings
and artificial object showed in Fig. 1. The connectivity in-
formation are expected to be encoded and maintained.
The usage of proper encoders in network model is impor-
tant for adopting specific information from input data. Con-
volution kernel is one of the most commonly used encoder,
it requires carefully selected filter parameters to achieve sat-
(a) (b) (c)
Figure 1. A specific CSVD model for encoding connection edges
and structure topology: In the first col (a), the initial state of
Voronoi edges is presented by yellow lines; then we detect po-
tential edges of the input image and fit Voronoi edges to bound-
aries (b); a labeling algorithm is proposed to merge the cells in
the same object(hole) and remove redundant edges (c). These ex-
amples show that our CSCD encoder performs well in boundary
extraction and porous structure fitting.
isfying results. The procedure of parameter tuning can be
quite laborious and lack of intuition. Some works attempt
to design new encoding rules, in which intrinsic charac-
teristics of data are explored to get a better comprehen-
sion of features. In neuro-linguistic programming, Cer et
al. [6] proposes an semantic encoding model which con-
verts sentences into embedding vectors. In texture recogni-
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tion, Zhang et al. [30] integrate CNN layers with dictionary
learning. In 3D classification, Riegler et al. [24] apply an
octree structure to record distribution of sparse point cloud.
When dealing with connectivity structures, it is important
to extract their topology features. However, there are few
encoders and networks focused on this aspect.
Voronoi diagram (VD) divides a plane into regions based
on distance to points in a particular subset. For each point,
there is a corresponding region consisting of all points
closer to that point than to others. These regions are called
Voronoi cells. The common edges between two adjacent
cells are called Voronoi edges. VD has been widely applied
in different applications, such as Delaunay triangulation for
face recognition [7] and biological modeling [4, 17].
Inspired by the connectivity of Voronoi edges, we intro-
duce a special convex set distance as Voronoi distance to
generate a diagram whose Voronoi edges are forced to coin-
cide with the detected boundaries. Then We devirate an al-
gebraic form of the spcecial convex set distance, which can
be embedded in network and calculated by convolutional
operation. The network, we call CSVD net, can be seen as
a topology information encoder. The encoding process is
briefly illustrated in Fig. 1. We indicate that the CSVD en-
coder is robust to record the different topology among dif-
ferent structures. The representability of CSVD parameters
is also tested throngh learning the distribution of parameters
by GAN network. The structures generated by GAN main-
tain the same statistical characteristics as the input database.
Contributions The main contributions of our work focus
on the following two points:
1 We introduce a CSVD model to encode topology infor-
mation of boundaries and convert the encoding process
into parameter optimization.
2 A net-based CSVD optimization is proposed to inte-
grate the CSVD model with other networks to encode
topological features for different applications.
The rest of the paper is organized as follows. In Sec-
tion 2, we briefly introduce the prior research on Voronoi
diagram, generative adversarial networks, contours detec-
tion and 3D recognition. In Section 3, we give a definition
of the convex set distance and explain our Voronoi Diagram
encoder in detail. In Section 4, we demonstrate that the
CSVD model is able to be embedded into CNN and GAN
network and and represent the pattern of structure distribu-
tion. The implementation detail is showed in Section 5 and
the result is evaluated in Section 6.
2. Related Work
Voronoi diagram Voronoi diagram has been widely ap-
plied in computer vision and graphics. The equivalent form
of VD is delaunay triangulation which avoids sliver trian-
gles. It is adopted in path planning for automated driv-
ing [1] and face segmentation [7]. Kise et al. [16] proposes
a direct approximated area Voronoi diagram to analysis and
segment page-like images. VD can also be applied into bio-
logical structures modeling, such as distribution of cells [4]
and bone microarchitecture [17].
Generative adversarial networks GANs is invented by
Ian Goodfellow [12] and has been developed into power-
ful tools for data generation. Zhu et al. [31] applies GANs
to learn the natural image databases and output reason-
able landscape given a few user strokes. A pixel to pixel
photo-realistic images synthesis is achieved by conditional
GANs [28] in more complicated scenes. Karras et al. [15]
grows both the generator and discriminator progressively
in coarse-to-fine manner to generate high quality images
with fine details. An analytic framework is proposed to get
comprehension of objects and context in real images by [2],
through which an exist unit can be placed in a new surround-
ing without conflicts. All of these efforts are in pixel level
and focused on discrete distributions. So far, all of these ef-
forts are in pixel level and focused on the image discrete dis-
tribution. They are unable to maintain the connecting struc-
tures of input data. Our net-embedding model can convert
the edges distribution to Voronoi diagram parameter, which
is continuous and topological invariant. After learning the
distribution of VD parameters, the output diagram should
have the same topological structure with the input.
Contours detection Contours detection has always been
a classic topic in image processing. It’s widely applied in
objects detection, recognition and classification. In edge
detection, discontinuities pixels are extracted and a delicate
algorithm is designed to trace true edges from these pix-
els [5]. In most visual problems, noise caused be the tex-
ture will disturb recognition and a clean outline is necessary.
One of the most famous traditional method is snakes [23], in
which an active contour is propagated to track object bound-
aries. Li et al. [18] use an unsupervised learning method to
detect the edge in video with the help of optical flow. Data-
driven approaches are adopted by [3, 11, 25]. They learns
the probability that each pixel belongs to a certain class.
Multi-scale convolution layers are included in [19, 29] to
take advantage of global image distribution. We will show
that the topology information in our CSVD model can help
to extract the clean outline. CSVD net has a great potential
to be embedded in both supervised and unsupervised learn-
ing of contours.
3D object recognition and retrieval Traditional convo-
lution layers encounter difficulties when facing 3D data.
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Figure 2. Convex polygonal distance [21].
An additional dimension brings huge costs both in mem-
ory and calculation. Different attempts have been made to
take advantage of 3D data sparsity. A feature-centric vot-
ing scheme is employed to build novel convolutional layers
of input point cloud in [9]. Multi-view CNNs for object
are applied in 3D shape recognition [26] and improved by
introducing multi-resolution filtering in [22]. Octree-based
Convolutional Neural Networks appears to encode 3D data
adaptively [24, 27]. The surfaces of objects can be seen as
outlines in 2D images. Then the 3D extension of CSVD
model can be used to encode shape features. It is more flex-
ible and efficient than voxel-based representation.
3. CSVD Model
In this section, we describe our Voronoi diagram model
in detail. At first, a convex polygonal distance from [20] is
introduced. We derivate its algebraic form in representation
of polygon edge equations. Then a similar distance based
on special convex sets is adopted. We indicate that the VD
based on the special convex set distance reach the balance
of model representability and computational complexity.
Convex polygonal distance Given a convex polygon P
and a interior point p, for any point q(q 6= p) the ray from
p to q intersects the polygon P at one point q′ [Fig. 2], the
polygonal distance of q can be defined as:
d(q|P, p) = ||pq||||pq′|| (1)
At singular point p, d(p|P, p) := 0 to ensure C0 continuity.
Eq. 1 is hard to calculate. For the convenience of calcu-
lation, we derivate an algebraic form of Convex polygonal
distance.
Theorem 1 In convex polygonal distance definition, the
straight line passing p and q intersects the edge line li of
polygon P at point qi [Fig. 3 (a)], set equation of li:
li : ~ni · (~x− ~xp) + bi = 0, ||ni|| = 1, bi > 0 (2)
(a)
(b)
Figure 3. (a) A convex polygon can be seen as the intersection of
the half-planes divided by its edges; (b) a convex set generated by
the intersection between several semi-hyperplanes and a circle.
then:
d(q|P, p) = ||pq||||pq′|| = maxi
~pq
~pqi
= max
i
~ni · (~xp − ~xq)
bi
(3)
Proof 1 Because P is convex and q′ is the intersection of
ray and P , line segment pq′ is in P and there is no qi
between p and q′. Then
~pq′
~pq is the minimal positive value
among all ~pqi~pq , which means
||pq||
||pq′|| = maxi =
~pq
~pqi
. Then
we have
~pq
~pqi
=
~pq · ~ni
~pqi · ~ni =
(~xq − ~xp) · ~ni
(~xqi − ~xp) · ~ni
(4)
Because qi is on li, i.e. ~ni · (~xqi − ~xp) + bi = 0, the convex
polygonal distance has the form of a maximum of linear
functions:
d(q|P, p) = max
i
~ni · (~xp − ~xq)
bi
(5)
Assume there are a series of convex polygons Pk
and interior points pk, the corresponding VD divides the
plane into seperated Voronoi cells. For any plane point
q, q belongs to the cell of convex polygon Pj , j =
arg minkd(q|Pk, pk). Boundaries of cells represent there
are two different convex polygonal distances kept equal.
Thus the Voronoi edges are polylines.
Convex set distance When encoding curve boundaries by
convex polygonal distance based VD, we must approximate
it with polylines. Icking et al. [14] generalizes the poly-
gon shape to arbitrary convex set. It is obvious that any ray
from a point inner convex set only intersects the set bound-
ary at one point q′. Then a similar distance can be defined
like Eq. 1. However, the boundary of general convex set
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is flexible. It brings difficulty in VD calculation and opti-
mization. Fortunately, quadratic curves are sufficient to fit
curved boundaries in almost case. Thus only a small change
in the shape of convex polygons need to be made. We add a
bounded circle centered at p [Fig. 3 (b)] and it can be proved
the boundary of Voronoi cell corresponding to the arc of cir-
cle is quadratic. An algebraic form of convex set distance
can be derivated similarly:
d(q|P, p, r) = max{max
i
~ni · (~xi − ~xq)
bi
,
||~xp − ~xq||
r
}
(6)
Here r is the radius of bounded circle.
We mention that adding a bounded circle also relax the
restrictions on the edges of convex polygon. In Fig. 3 (a),
convex polygons are represented by the intersection of half-
planes. However, not arbitrary half-planes intersection can
be bounded, see Fig. 3 (b). It will lead to ambiguity in
convex polygonal distance definition [Eq. 1]. Restriction
of keeping the intersection of half-planes bounded is com-
plicated and will bring difficulty in optimization. The mod-
ified convex set distance is free-of-restrictions and has more
powerful representability.
4. CSVD Net
In this section, we will explain our topology maintained
encoder. We firstly formulate the encoding process as an
edge fitting problem by our CSVD model. Then, we show
how to merge the CSVD parameters into the convolutional
networks and generate the corresponding Voronoi diagram
through CNN. At last, we design a target energy and two
regularization terms of the Voronoi edges to fit contours and
edge-like structures. The CSVD model is flexible. It can be
embedded into other network and the optimization can be
done through back propagation algorithm.
Edge-like structures and object contours encoding can
be divided into a pixel detection phase and an edge fitting
phase. The first step is to extract potential pixels which lo-
cate at the structure edges or contours. This can be done
by Canny operation or other supervised CNN. The second
step is fitting the extracted pixel sets with Voronoi edges
of CSVD model. We focus on the fitting optimization and
explain how to embed CSVD model into CNN net.
Problem Given pixel sets Ω representing potential edge-
like structures or object contours in an image, we need to
find the parameters of convex sets {~xpk , ~nk,ek , bk,ek , rk} to
make:
d(q|Pj , pj , rj) = min
k 6=j
d(q|Pk, pk, rk),∀q ∈ Ω (7)
Here j = argmink d(q|Pk, pk, rk), which means Ω is con-
tained in the pixel set of Voronoi edge.
Figure 4. CSVD three layers network: input point (xq, yq) is
broadcasted to convex sets. For each set, convex set distance is cal-
culated through the maxpooling opration. Then the min distance
and voronoi cell q belongs to is obtained by minpooling layer.
CSVD net The Eq. 6 indicates that convex set metric is
the maximum of series of linear functions, which is similar
to maxpooling in CNN network. Meanwhile, Eq. 7 is a min-
pooling operator to get the minimum and second minimum
of convex set distances. So the CSVD parameters can be
embedded in neural networks and a propagation algorithm
can be applied to generate CSVD [Fig. 4].
Training When using CSVD to encode topology infor-
mation, the target energy is to make the extracted bound-
ary edge or connecting structures concide with the edge of
voronoi diagram.
Etar = Means
x∈Ω
(d(x|Pkx , pkx , rk,x)−min
k 6=kx
d(x|Pk, pk, rk))2
(8)
kx = argmink d(x|Pk, pk, rk). Usually, CSVD pa-
rameter is under-constrainted and minimize Eq. 8 make
d(x|Pkx , pkx , rk,x) comes to 0. We add anchor point to tar-
get energy to avoid degeneration.
Etar =Means
x∈Ω
(d(x|Pkx , pkx , rk,x)− 1)2
+ (min
k 6=kx
d(x|Pk, pk, rk)− 1)2
(9)
Generally, two regular energy terms are added to guarantee
numerical accuracy and Voronoi cell quality.
E1reg = ReLU(−min
i,j
(bij , ri)) (10)
E2reg = ReLU(δ −min
i
min
j 6=i
d(pi|Pj , pj , rj)) (11)
Here, regularization term Eq. 10 punishes small cells whose
scale are under  and regularization term Eq. 11 avoids ad-
jacent interior points closer than δ. Then CSVD net can be
trained by back propagation algorithm to minimize Etotal:
Etotal = Etar + λ1E
1
reg + λ2E
2
reg (12)
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Figure 5. The left part of the image shows an initial convex set
status. The red rectangle on the right represents grid points in the
neiborhoodN2 of cell Cij .
5. Implementation details
In this section, the algorithm details in contours and
porous structures encoding are elaborated. Then we design
a GAN architecture to learn the distribution of mesh-like
structures.
Contours and structures encoding The strategy we
adopted in fitting contours and structures are scattering and
labeling. Because we are not aware of the number of objects
or holes in porous structures, the number of convex sets is
set to be more than required. These convex sets are placed
as seeds in whole image plane and the locations and shapes
are optimized to fit the detected edge with Voronoi edges.
The a labeling algorithm is designed to merge the Voronoi
cells in same objects(holes). We quantify the coincidence
of Voronoi edges with detected edges and accumulate val-
ues for all pairs of adjacent Voronoi cells. Then we com-
pare the accumulated value with given threshold value and
seprate the cells beyond threshold. A flood-fill like method
is adopted in merging adjacent cells to generate clean con-
tours. In the initialization phase, We set CSVD parameters
in a delicate manner to take advantage of locality in cal-
culating the minimal convex set distance. We sample the
image to generate a square grid in M × N resolution and
attach each grid point gij with a convex set Sij . For each
Sij , we initialize the location of interior point pij at gij and
set Pij a regular polygon with Ne number of edges. The
radius of bounding circle is lu and the regular polygon is
inscribed in a concentric with radius lu2 [Fig. 5]. To accel-
erate the generation of CSVD, the minpooling operator can
be restricted in a local batch:
dminpooling(q) = min
(k,l)∈N2(i,j)
d(q|Pkl, pkl, rkl) (13)
Here, (i, j) is the grid cell index where query point q locates
in and N2(i, j) is the neighborhood region circled by red
Figure 6. A 128 dimensional uniform distribution Z is fed into
linear layer to output a convolutional representation with many
feature maps. Two convolutions convert high level features into
CSVD parameters space.
rectangle in Fig. 5. Then Eq. 7 can be represented:
d(q|Pk′,l′ , pk′,l′ , rk′,l′) = min
(k,l)∈N2(i,j),
(k,l)6=(k′,l′)
d(Pkl, pkl, rkl)
(14)
Here, (k′, l′) = argmin(k,l)∈N2(i,j) d(q|Pkl, pkl, rkl).
Mesh-like structures learning Through encoding phase,
the structure information is recorded by the locations of in-
terior points and shapes of convex sets. Then the feature of
structures can be extracted by learning corresponding dis-
tribution of CSVD parameters. In this way, structure gener-
ation can be converted to parameters generation. Thus we
design a GAN to learn the distribution of mesh-like struc-
tures parameters. The parameter from encoding phase is a
M ×N ×D tensor. Here, M ×N is the grid shape(16×16
default) and D is the dimension of each convex set parame-
ter and labels. We set the dim of latent space dim(z) = 128.
Thus the generator is a three layer net consisting of a lin-
ear layer and two convolutional layers [Fig. 6]. The dis-
criminator is set to the reverse of the generator and change
the output dim from 128 to 1. Then We add the gradient
penalty [13] to in training phase.
6. Results
We test our CSVD encoding ability in PASCAL
VOC2012 images database [10] and Describable Textures
Dataset [8]. We design a edge detection CNN network for
contours extraction. The convolutional kernel of the CNN
net is initialized with traditional gradient filters, such as so-
bel and LoG filters. Then we cascade the detection network
with our CSVD net and train the parameters of detection
and CSVD net together to minimize the energy Eq. 12. In
our experiments, the input image is scaled into a unit square
by divide its shape and the weights of regularization terms
are set as λ1 = λ2 = 1. The results is showed in Fig. 7.
From the picture, we can see that training detection and
CSVD net together will help to remove redundant edges
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(a) (b) (c)
Figure 7. More results are tested on different scenes and porous
structures.
and generate a clean contour. In cells-like structures en-
coding, the Voronoi edges between cells in different labels
align with structure edges tightly.
To test the representability of CSVD model in cells-
like structures, we first create 2000 images with cells-like
structures in different topology. This can be done by sam-
pling points in whole plane non-uniformly and generating
Voronoi diagram of these seeds. In our experiments, the
scale of voronoi cells decreases from the top left corner
to the bottom right corner. We show the GAN outcome
in Fig. 8. It is apparent that the output parameters satisfy
the distribution of database. However, we can’t promise the
boundaries between cells of different labels to be straight
lines. This is because there is just a simple classification in
the discriminator. We only focus on the statistical behavior
of parameters. The local property is ignored.
7. Conclusion and Future works
In this paper, we introduce a special Voronoi diagram
based on convex set distance and first apply it in encoding
contours and structures. By optimizing the parameters of
convex set distance, the Voronoi edge is fitted to the poten-
tial contours. The CSVD model is embedded into convo-
lutional layers and can be trained with other learning tasks.
The encoding process generate a uniform parameterization
of objects(structures) and the contours(connectivity edges)
are determined by labels of Voronoi cells. The geometric in-
(a) (b) (c)
Figure 8. The first two rows show the fitting results of two artifi-
cial images in different structure distribution. In the middle col the
coincidence degree of structure edges and Voronoi edges is pre-
sented; We color the Voronoi cells of different colors for different
labels in the third column. The last row shows severial examples
generated by GAN.
terpretation of CSVD model avoid can be applied in helps
to avoid over-fitting, which appears commonly in deep net-
work.
We indicate that our CSVD encoder has the potential in
many other aplications. In image recognition, CSVD en-
coder can track the object boundary and provide additional
topology information. In 3D object classification and recog-
nition, voxel-based convolutional operation is difficult due
to the high computation and memory. Then 3D extension
of CSVD encoder may take advantage of the sparsity of
contour and parameterize objects volume uniformly. The
CSVD model can also encode the distribution of structures
with holes, such as tooth, bone in biology and porous struc-
tures in 3D printing and architecture.
References
[1] S. J. Anderson, S. Karumanchi, and K. Iagnemma.
Constraint-based planning and control for safe, semi-
autonomous operation of vehicles. 2012 IEEE Intelligent
Vehicles Symposium, pages 383–388, 2012.
[2] D. Bau, J.-Y. Zhu, H. Strobelt, B. Zhou, J. B. Tenenbaum,
W. T. Freeman, and A. Torralba. Gan dissection: Visualizing
and understanding generative adversarial networks, 2018.
[3] G. Bertasius, J. Shi, and L. Torresani. Deepedge: A multi-
scale bifurcated deep network for top-down contour detec-
tion. CoRR, abs/1412.1123, 2014.
6
[4] M. Bock, A. K. Tyagi, J.-U. Kreft, and W. Alt. Gener-
alized voronoi tessellation as a model of two-dimensional
cell tissue dynamics. Bulletin of Mathematical Biology,
72(7):1696–1731, Oct 2010.
[5] J. Canny. A computational approach to edge detection. IEEE
Trans. Pattern Anal. Mach. Intell., 8(6):679–698, June 1986.
[6] D. Cer, Y. Yang, S. yi Kong, N. Hua, N. Limtiaco, R. S.
John, N. Constant, M. Guajardo-Cespedes, S. Yuan, C. Tar,
Y.-H. Sung, B. Strope, and R. Kurzweil. Universal sentence
encoder, 2018.
[7] A. Cheddad, D. Mohamad, and A. Manaf. Exploiting
voronoi diagram properties in face segmentation and feature
extraction. Pattern Recognition, 41:3842–3859, 12 2008.
[8] M. Cimpoi, S. Maji, I. Kokkinos, S. Mohamed, , and
A. Vedaldi. Describing textures in the wild. In Proceedings
of the IEEE Conf. on Computer Vision and Pattern Recogni-
tion (CVPR), 2014.
[9] M. Engelcke, D. Rao, D. Z. Wang, C. H. Tong, and I. Posner.
Vote3deep: Fast object detection in 3d point clouds using
efficient convolutional neural networks. 2017 IEEE Interna-
tional Conference on Robotics and Automation (ICRA), May
2017.
[10] M. Everingham, L. Van Gool, C. K. I. Williams, J. Winn,
and A. Zisserman. The PASCAL Visual Object Classes
Challenge 2012 (VOC2012) Results. http://www.pascal-
network.org/challenges/VOC/voc2012/workshop/index.html.
[11] Y. Ganin and V. Lempitsky. n4 -fields: Neural network near-
est neighbor fields for image transforms. Lecture Notes in
Computer Science, page 536551, 2015.
[12] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio. Gen-
erative adversarial nets. In Proceedings of the 27th Inter-
national Conference on Neural Information Processing Sys-
tems - Volume 2, NIPS’14, pages 2672–2680, Cambridge,
MA, USA, 2014. MIT Press.
[13] I. Gulrajani, F. Ahmed, M. Arjovsky, V. Dumoulin, and
A. Courville. Improved training of wasserstein gans, 2017.
[14] C. Icking, R. Klein, L. Ma, S. Nickel, and A. Weiler. On
bisectors for different distance functions. Discrete Applied
Mathematics, 109(1):139 – 161, 2001. 14th European Work-
shop on Computational Geometry.
[15] T. Karras, T. Aila, S. Laine, and J. Lehtinen. Progressive
growing of gans for improved quality, stability, and variation.
CoRR, abs/1710.10196, 2017.
[16] K. Kise, A. Sato, and M. Iwata. Segmentation of page images
using the area voronoi diagram. Computer Vision and Image
Understanding, 70(3):370 – 382, 1998.
[17] H. Li, K. Li, T. Kim, A. Zhang, and M. Ramanathan. Spatial
modeling of bone microarchitecture. Proceedings of SPIE -
The International Society for Optical Engineering, 8290:23–
, 02 2012.
[18] Y. Li, M. Paluri, J. M. Rehg, and P. Dollar. Unsupervised
learning of edges. 2016 IEEE Conference on Computer Vi-
sion and Pattern Recognition (CVPR), Jun 2016.
[19] Y. Liu, M.-M. Cheng, X. Hu, J.-W. Bian, L. Zhang, X. Bai,
and J. Tang. Richer convolutional features for edge detec-
tion. IEEE Transactions on Pattern Analysis and Machine
Intelligence, page 11, 2018.
[20] L. Ma. Bisectors and voronoi diagrams for convex distance
functions, 2000.
[21] J. Martı´nez, S. Hornus, H. Song, and S. Lefebvre. Polyhedral
voronoi diagrams for additive manufacturing. ACM Trans.
Graph., 37(4):129:1–129:15, July 2018.
[22] C. R. Qi, H. Su, M. NieBner, A. Dai, M. Yan, and L. J.
Guibas. Volumetric and multi-view cnns for object classi-
fication on 3d data. 2016 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), Jun 2016.
[23] S. Ranganath. Contour extraction from cardiac mri stud-
ies using snakes. IEEE transactions on medical imaging,
14:328–38, 02 1995.
[24] G. Riegler, A. Osman Ulusoy, and A. Geiger. Octnet: Learn-
ing deep 3d representations at high resolutions. In The IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), July 2017.
[25] W. Shen, X. Wang, Y. Wang, X. Bai, and Z. Zhang. Deep-
contour: A deep convolutional feature learned by positive-
sharing loss for contour detection. In CVPR, pages 3982–
3991. IEEE Computer Society, 2015.
[26] H. Su, S. Maji, E. Kalogerakis, and E. Learned-Miller. Multi-
view convolutional neural networks for 3d shape recognition.
In The IEEE International Conference on Computer Vision
(ICCV), December 2015.
[27] P.-S. Wang, Y. Liu, Y.-X. Guo, C.-Y. Sun, and X. Tong. O-
cnn. ACM Transactions on Graphics, 36(4):111, Jul 2017.
[28] T.-C. Wang, M.-Y. Liu, J.-Y. Zhu, A. Tao, J. Kautz, and
B. Catanzaro. High-resolution image synthesis and semantic
manipulation with conditional gans. 2018 IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, Jun
2018.
[29] S. Xie and Z. Tu. Holistically-nested edge detection. Int. J.
Comput. Vision, 125(1-3):3–18, Dec. 2017.
[30] H. Zhang, J. Xue, and K. Dana. Deep ten: Texture encoding
network. 2017 IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), Jul 2017.
[31] J.-Y. Zhu, P. Krhenbhl, E. Shechtman, and A. A. Efros. Gen-
erative visual manipulation on the natural image manifold.
Lecture Notes in Computer Science, page 597613, 2016.
7
