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A b s t r a c t 
In this thesis, a new approach to adaptive fuzzy control called Model Refer-
ence Adaptive Fuzzy Control (MRAFC) is introduced. For certain classes of 
linear and nonlinear systems, the MRAFC scheme is capable of performing feed-
back linearization, i.e. pole-placement and noulinearity-cancellatiou, to achieve 
perfect model-tracking. Reference model is provided as the specifications of 
desired performance. A class of fuzzy controllers constructed by applying trian-
gular membership function, correlation-product inference method and center-of-
gravity defuzzificatiou scheme is used as the controller. The new adaptive coutrol 
scheme combines fuzzy logic coutrol and adaptive control for controlling uoulin-
ear, time-varying aud structural partially known system. The MRAFC scheme 
is developed aud based on Lyapiuiov's stability theorem. Hence, the stability 
of a MRAFC system is assured and the system is asymptotically stable. We 
have proposed two types of controller structure to implement the above idea: I. 
a state-feedback and a functiou-feedback fuzzy controller, II. a state-feedback 
fuzzy controller. The selection of using which type of controller for nonlinear 
control mainly depeuds ou the knowledges we have about the process. In type I, 
we assume there is sufficient knowledge about the nonlinear functious governing 
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the system dynamics, the state-feedback and the function-feedback fuzzv con-
trollers are used for pole-placement and uouliuearity-caucellatiou, respectively. 
In type II, by the use of fuzzy systems as universal function approximators [17], 
the state-feedback fuzzy controller, with states as the inputs, is used to perform 
function approximation aud pole-placement, and the performance of approxi-
mation cau be improved with the number of input fuzzy sets increased. By 
incorporating with the concept of input-output linearization, MRAFC .scheme 
- - can be extended to another class of nonlinear systems to perform process out- • — 
put model-tracking. Averaging technique[21] is applied to MRAFC system for 
the analysis on the issues on parameter convergence and robustness. Given au ; 
exact model of the process, the parameter convergence condition for MRAFC/ 
system is guaranteed with the iuput signal satisfying the persistent excitation 
coudition aud MRAFC' system is robust to unstructured but bounded distur-
bance. A truck backing-upper is used as an example to demonstrate the use of 
MRAFC scheme in automatically generating a linguistic control rules. Two pro-
posed MRAFC' schemes are applied ou a two-link robot arm for model-refereuce 
control* The simulation results show that adaptive fuzzy controllers with two 
different MRAFC schemes are capable of provide stable control oil the manipula-
tor to track the desired reference model response under the conditions with aud 
without bounded iuput disturbance. Moreover, the performance of the systems 
can be improved as the number of trials increase. 
v 
Con ten t s 
1 Introduction 1 
1.1 Introduction 1 
1.2 Robust, Adaptive and Fuzzy Coutrol 2 
1.3 Adaptive Fuzzy Control 4 
1.4 Object of Study 10 
1.5 Scope of the Thesis 13 
2 Background on Adaptive Control and Fuzzy Logic Control 17 
2.1 Adaptive control IT 
2.1.1 Model reference adaptive systems 20 
2.1.2 MIT Rule 23 
2.1.3 Model Reference Adaptive Coutrol (MRAC) 24 
2.2 Fuzzy Logic Coutrol 33 
2.2.1 Fuzzy sets and logic 33 
2.2.2 Fuzzy Relation . 40 
2.2.3 Inference Mechanisms 43 
2.2.4 Defuzzificatiou 49 
3 Explicit Form of a Class of Fuzzy Logic Controllers 51 
vi 
3.1 Introduction 51 
3.2 Coustructiou of a class of fuzzy controller 53 
3.3 Explicit form of the fuzzy controller 57 
3.4 Design criteria on the fuzzy controller . . . 65 
3.5 B-Spline fuzzy controller 68 
4 Model Reference Adaptive Fuzzy Control (MRAFC) 73 
4.1 Introduction 73 
4.2 Fuzzy Controller, Plant and Reference Model 75 
4.3 Derivation of the MRAFC adaptive laws 79 
4.4 Extension to the Multi-Input, Multi-Output Case 84 
4.5 Simulation 90 
5 M R A F C on a Class of Nonlinear Systems: Type I 97 
5.1 Introduction 98 
5.2 Choice of Controller 99 
5.3 Derivation of the MRAFC adaptive laws . 102 
5.4 Example: Stabilization of a pendulum 109 
6 M R A F C on a Class of Nonlinear Systems: Type II 112 
6.1 Introduction W 
6.2 F u z z y System as Function Approximator 114 
6.3 Construction of MRAFC for the nonlinear systems 118 
6.4 Input-Output Linearization • • 
6.5 MRAFC with Input-Output Linearization 132 
6.6 Example 1 :36 
vii 
7 Analysis of M R A F C System 140 
7.1 Averaging technique 140 
7.2 Parameter convergence 143 
7.3 Robustness 152 
7.4 Simulation 1,57 
8 Application of M R A F C scheme on Manipulator Control 166 
8.1 Introduction 166 
8.2 Robot Manipulator Control 170 
8.3 MRAFC on Robot Manipulator Control 173 
8.3.1 Part A: Nonliuear-function feedback fuzzy controller . . . 174 
8.3.2 Part B: State-feedback fuzzy controller 182 
8.4 Simulation 186 
9 Conclusion 1 9 9 
A Implementat ion of M R A F C Scheme with Practical Issues 203 
A.l Rule Generation by MRAFC scheme 203 
A.2 implementation Considerations 211 
A.3 MRAFC System Design Procedure • 215 
1 1 7 
Bibliography 
viii 
C h a p t e r 1 
I n t r o d u c t i o n 
1.1 In t roduc t ion 
Most current techniques for designing coutrol systems are based on a good un-
derstanding of the plant under study and its environment. However, in a number 
of instances, the plant to be controlled is too complex and the basic physical 
processes in it are not fully understood. The problems encountered when mod-
eling large, complex, processes are summarized well by what has become to be 
knowu as Zadeh's principal of incompatibility (Zadeh 1973): 
"As the complexity of a system increases, our ability to make precise and yet 
significant statements about it diminishes until a threshold is reached beyond 
which precision and significance (or relevance) become almost mutually exclusive 
characteristics.n 
Thus, precise models of process dynamics become increasingly difficult to 
produce as process complexity increases. Modeling inaccuracies can have strong 
adverse effects on coutrol systems. Therefore, any practical control design must 
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address them explicitly. Two major aud complementary approaches to dealing 
with model uncertainty are robust control and adaptive control. 
1.2 R o b u s t , Adapt ive and Fuzzy Control 
Robust Control and Adapt ive Control 
In modern control theory, robust coutrol[5] and adaptive coutrol[21] are two 
approaches to dealing with uncertain systems or time-varying systems.. " 
In robust nonlinear control, the controller is designed based ou the con-
sideration of both the nominal model aud some characterization of the model 
uncertainties. Robust uoulinear coutrol techniques have been proven very ef-
fective in a variety of practical control problems. They apply best to specific 
classes of uoulinear systems, and generally require full state measurements. 
Adaptive coutrol designs apply mainly to systems with known dynamic struc-
ture, but unknown coustant or slowly-varying parameters. Adaptive controllers, 
whether developed for liuear systems or for nonlinear systems, are inherently 
uoulinear. Systematic theories exist for the adaptive coutrol of linear systems. 
Existing adaptive coutrol techniques can also treat important classes of uoulinear 
systems, with measurable states and linearly parametrizable dynamics. 
The robust design method will generally give systems that respond faster 
adaptive control method when the parameters change, but it is important that 
the ranges of parameter variations must be known. The adaptive controller 
responds more slowly but can generally handle large parameters variations. The 
adaptive controller will give better response to command signals and parameter 
variations when controller parameters have converged, provided that the model 
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structure is sufficiently correct. 
Fuzzy Control 
However, many practical control processes are poorly understood from a math-
ematical point of view. Thus, the structure of the plant cannot be exactly 
known. Fuzzy logic controllers [22] [14] are generally considered application ca-
ble to plants that are mathematically poorly understood and where experienced 
human operators are. available for providing qualitative "rule of thumb." Fuzzy - • 
coutrol provides a framework for constructing expert knowledge to provide ma-
chine with human intelligence. The expert knowledge can be represented in 
terms of fuzzy IF-THEN rule: 
IF X is A AND Y is B THEN Z is C 
where Jf , Y are the inputs and Z is the output. 
While fuzzy control has emerged as an alternative to some conventional cou-
trol schemes since it has shown success in some application areas (e.g.. in train 
coutrol and camera auto-focusing), there are several drawbacks to this approach: 
1. The design of fuzzy controllers is usually performed in an ad hoc manner 
where it is hard to justify the choice of some controller parameters (e.g., 
the membership function). 
2. The fuzzy controller constructed for the nominal plant may later perform 
inadequately if significant and unpredictable plant parameter variation 
occur. 
3. The lack of the very basic requirements of global stability and acceptance 
performance. 
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Model-based Adaptive Adaptive Fuzzy 
Control * Control * Control 
Known Structure Known Structure Partially Known Structure 
Known Parameter Unknown Parameter Unknown Parameter 
Figure JLI;. Comparison of three different control strategies: Model-based Con-
trol, Adaptive Control and Adaptive Fuzzy Control 
1.3 Adap t ive Fuzzy Control 
An approach called adaptive fuzzy control seeks to address these issues. Adap-
tive fuzzy control scheme combines fuzzy logic control and adaptive control for 
controlling nonlinear, time-varying and structural partially known system. An 
adaptive fuzzy controller can generate or modify a fuzzy controllers knowledge 
base in order to cope with noulinear and time-varying characteristics of the 
system so that the closed loop system meets the desired specifications. 
The most important advantage of adaptive fuzzy coutrol over conventional 
adaptive control is that adaptive fuzzy controllers are capable of incorporating 
linguistic fuzzy information from human operators, whereas conventional adap-
tive controllers are not. This is especially important for the 
high degree of uncertainty, e.g., in chemical processes and in aircraft, because 
although these systems are difficult to coutrol from a coutrol theory point of 
view, they are often successfully controlled by human operators. Ou the other 
hand, due to the capability of fuzzy coutrol in handling model uncertainty, adap-
tive fuzzy coutrol only requires partial knowledge about the plaut. In comparing 
4 
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' Reference 
I M o d e l T * 
r Parameters Adaptive U — 
^ l a v s **— 
^ Controller 11 • Plant o »p 
Figure 1.2: General paralJel-MRAC scheme . . . . 
with model-based control and adaptive control, as shown in Figure 1.1, adaptive 
fuzzy control requires the least information about the process for control. 
M o d e l Reference Adapt ive Fuzzy Control 
In this thesis, we propose a new adaptive fuzzy control scheme called "Model 
Reference Adaptive Fuzzy Control"(MRAFC) [9]. The MRAFC scheme employs 
a reference model to provide closed-loop performance feedback for geueratiug or 
modifying a fuzzy controller's knowledge base. The MRAFC scheme, which 
was first introduced in [9], grew from ideas in conventional "Model Reference 
Adaptive Control" (MRAC) [2][6] as shown in Figure 1.2. The design of MRAFC 
scheme is based ou the explicit form of a class of fuzzy controllers [8]. 
The basic architecture of our adaptive fuzzy controller is a class of fuzzy 
controllers [8] used in most fuzzy coutrol systems [29]. The initial adaptive 
fuzzy controller is constructed from the fuzzy IF-THEN rules provided by human 
experts or some arbitrary rules; an adaptive law is used to update the parameters 
of the adaptive controller duriug the adaptation procedure. The adaptive fuzzy 
controller has the ability to improve the performance of the closed loop system 
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Modified 
Expert Rule Expert Rule 
( Model Reference Adaptive \ 
V Fuzzy Control (MRAFC) J 
Arbitrary Rule Control Rule 
Figure 1.3: MRAFC' scheme for linguistic rule modification and generation 
by generating command inputs to the plant and utilizing feedback information 
from the plaut. If the fuzzy IF-THEN rules from human experts provide good 
coutrol strategies, then the adaptation procedure will converge very quickly; on 
the other hand, if there are 110 linguistic rules from human experts , then our 
adaptive fuzzy controller becomes a regular nonlinear adaptive controller and the 
adaptive coutrol scheme automatically generates the fuzzy controller's knowledge 
base on-line as new information ou how to control the plaut is gathered. For 
instance, the MRAFC can automatically synthesize a fuzzy controller for the 
plaut and later tune it if there are significant disturbances or process variations. 
The use of MRAFC scheme for linguistic rule modification and generation is 
summarized in Figure 1.3. 
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Exis t ing Adapt ive Fuzzy Controllers 
Based on the same argument as above, there are three main types of adaptive 
fuzzy controllers, having similar structures with the MRAFC, which are Self-
Organizing Fuzzy Logic Controller (SOFLC) proposed by Procyk and Mam-
dani [19], Layne's Fuzzy Model Reference Learniug Control (FMRLC) [13] aud 
Wang's Stable Adaptive Fuzzy Controller (WSAFC) [25]. The structure of the 
adaptive systems can be classified as direct adaptive coutrol[21] system, i.e. the 
model reference adaptive coutrol system [6]. * - -
Self-Organizing Fuzzy Logic Controllers (SOFLC) are fuzzy decision makers, 
with performance feedback in the short term memory that adapts fuzzy con-
trol in the loug term memory part through linguistic statements, to coutrol an 
unknowu, complex or time varying process, in a manner considerably simpler 
than that provided by an analytical controller. However, as pointed out iu [3], 
SOFLC operates oil error signals ouly which assumes the controller response 
is independent of current output state and only dependent ou the error. This 
assumption may be true of liuear systems but cannot be true of a general non-
linear systems. Hence, It can not provide satisfactory control ou nonlinear and 
time-varying systems, so SOFLC is not suitable for uonliuear coutrol. 
The FMRLC' algorithm grew from research performed ou the linguistic Self-
Organiziug Fuzzy Logic Controllers (SOFLC) aud ideas iu conventional "model 
reference adaptive coutrol". The learning mechanism of FMRLC performs the 
function of modifying the knowledge base of a direct fuzzy controller so that 
the closed-loop system behaves like the reference model. These knowledge base 
modifications are made by observing data from the controlled process, the ref-
erence model aud the fuzzy controller. The inputs of the controllers are error 
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and derivatives of error. The learning mechanism consists of two parts: a fuzzy 
inverse model and a knowledge base modifier. The fuzzy inverse model provides 
the amount that the rule stored in the knowledge base should be modified. The 
rule is then modified by the knowledge base modifier. The design of the fuzzy 
inverse model is based ou the knowledge of the control engineer. However, due 
to the use of errors as inputs to the controller, FMRLC is not suitable for uouliu-
ear control (same reason as in SOFLC). Moreover, both controllers, SOFLC and 
FMRLC,-cannot not provide any analytic aualvsis on the performance issues, 
such as stability and robustness. 
The design of Wang's Stable Adaptive Fuzzy Controller (WSAFC) is based 
on Lyapunov's stability theorem. The stability of the adaptive system is assured 
by the existence of Lyapunov functiou. The fuzzy controller is treated as an ex-
pansion of Fuzzy Basis Functious(FBF) [25], Actually, WSAFC is a nouiiuear 
adaptive controller aud follows the theory in tioulinear coutrol. By using fuzzy 
systems as universal functions approximators, the controllers can be updated 
by the adaptive laws in such a way that the nonlinear functions, which governs 
the nonlinear system dynamics, are modelled and cancelled stably. WSAFC' is 
applied to a specific class of nouiiuear systems, and by using input-output lin-
earization met hod [5] the adaptive fuzzy controller can be extended to a more 
general class of nonlinear systems. WSAFC is successfully applied to many nou-
iiuear control problems such as the Duffing forced oscillation system. Although 
the stability issue is solved in WSAFC. other important performance issues such 
as robustness, parameter convergence are not provided due to the lack of explicit 
form of the controller. 
Due to the design of MRAFC scheme based ou the explicit form of a class 
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Linguistic Rule 
f M D F x is A THEN y is B \ Control & 
v . Representation 
^ E ^ 
<x analysis / r 
( 7 = fU) ) 
Explicit Form 
Figure 1.4: Fuzzy controller with both linguistic rule and explicit form 
of fuzzy coutrollers[8], the analytical analysis of the controller can be performed 
even for a static fuzzy controller, i.e. no adaptation involved. On the other 
hand, the fuzzy controller can be represented in terms of fuzzy IF-THEN rules 
which can provide better understanding for human expert than the controller 
being represented in terms of functious. The relationship between the explicit 
form and the linguistic rule of the class of fuzzy controllers is shown in Figure 
1.4. 
The MRAFC scheme is developed and based ou Lyapunov's stability theorem 
[5]. Hence, the stability of MRAFC system is assured. Fuzzy systems are proved 
to be universal function approximators [17]. By using this property for cancelling 
the nonlinear functions in the system dynamics, fuzzy control is suitable for 
nonlinear system control. The concept of input-output linearization method [21] 
in modern control theory can be incorporated into MRAFC scheme for extending 
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to another class of nonlinear systems, e.g. helicopters. Also, existing analysis 
. method for adaptive control such as averaging method can be applied to MRAFC 
system provided that the plaut model is given (for analysis, we always assume 
the plant model is known aud exact). Moreover, the analysis on the issues such 
as parameter convergence and robustness can be obtained due to the exist of 
the explicit form. Both WSAFC aud MRAFC require state measurements, and 
are capable of controlling nonlinear, time-varying aud structural partially known 
'systems to perform the "function of model-tracking. 
1.4 Objec t of S tudy 
Here, we define the mathematical model of the object of study. 
In this thesis , we mainly consider a class of nonlinear systems (e.g. au 
inverted pendulum, as shown in Figure 1.5) which can be represented by the 
following n tk—order differential equation: 
= f(xp,u,t) (1.1) 
or = f(zP,t) + (,(xpJ.)u(xr,t) (1-2) 
with xl = [zPvr T h e u o l l l i u e a r functious / ( ' ) a u d </(') a r e 
assumed to be Lipschitz \ i.e. /(•) aud g(<) are piecewise continuous with 
respect to t. Moreover, the coutrol signal, «(•), is also assumed to be Lipschitz. 
Therefore, the combined system satisfy the Lipschitz coudition. 
The reference model is a linear system with same order as the plant. The 
iThe function / is said to be Lipschitz in r if, for some h > 0. there exists / > 0 such 
that | / (f ,si) - /(*,«*){ < - r2|, V*i,x2 t > 0. 
10 
Chapter I Introduction 
u l J i u I 
l E m 
i x 
Figure 1.5: Au inverted pendulum with cart 
reference model can "be represented as: - - . 
xm\ = amxm + bJnr (1.3) 
with ajn = [amo, a W l , . . . , aTOn_J and xjn = [arTOl, x m i , The 
reference input r is assumed to be piecewise continuous and bounded. The 
reference model is chosen to have stable poles, i.e. the roots of the characteristic 
equation of (1.3) 
- rtmn-i *mx* - «mo = 0 ' ( 1.4) 
satisfying the prespecified system specifications such as rise time, overshoot and 
settling time. 
Given the reference model dyuamics embedded with the desired respouse 
specifications, the control objective of u the design of stable adaptive fuzzy con-
trol" is to design an adaptive fuzzy controller in such a way that the combined 
system is capable of tracking the reference model response and remaining sta-
ble in the sense of Lyapunov(we will define the concept of Lyapunov's sense of 
stability in later chapter). 
Alternatively speaking, we assume there exists a piecewise continuous control 
function, aud the adaptation mechanism can update the fuzzy controller 
1 1 
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parameters in such a way that the error between the closed-loop system and 
the reference model will asymptotically converge to zero as time goes to infinity. 
Mathematically, we have: 
• Reference Model 
= + K t r (1.5) 
• Combined System 
1 x^ =f{xp,t)+g(xp,t)u(xp,t) ' (1-6) 
• Error Dynamics 
4? - x'rn! = + < 7 ( * P > - - (1.7) 
* ein) = a l e + d>Tu (1.8) 
where o;m, e are 7i x 1 vectors and x p j , ei are the first element in each 
vector xp, xmi e respectively. 
The input to the error dyuamic equation is <pTu where (j> is the parameter 
error between the true value of the process 0* aud the estimated value provided 
by the controller 0, and u is the input state vector(which can be the state vector 
or function vector of the states). Here, we assume the nonlinear functions cau 
be parameterized as the dot product of vectors 0" aud u>, i.e. /(•) Here, 
fuzzy systems are used as functiou approximators to approximate or parametrize 
the unknown uonliuear functions. 
Loosely speaking, when we say that the combined system is stable, we mean 
that the error e i (= x?x - x\Hi) goes to zero as time goes to infinity. Hence, 
the combined system dynamic respouse can exactly follow the reference model 
dynamic respouse as time goes to infinity. 
12 
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In summary, the idea of Model Reference Adaptive Fuzzy Coutrol (MRAFC) 
scheme for uoulinear uouautonomous system basically is by the use of au adap-
tive fuzzy controller to perform stable adaptive feedback liuearizatiou (i.e. to 
cancel the uouliuearities in the system by utilizing state feedback) on a class of 
nonlinear systems, such that the combined system can behave as a prespecified 
refereuce model. 
1.5 Scope of t he Thesis - -
In chapter 2 we provide a review on the design of Model Reference Adaptive 
Control (MRAC) aud the concept of Fuzzy Logic Control (FLC). For the part of 
MRAC, we introduce two different MRAC schemes: MIT-rule, which is based on 
the error sensitivity functiou, aud MRAS (Model Refereuce Adaptive Systems), 
which is based ou Lyapunov:s stability theorem. For the part of FLC, we provide 
a review ou the basic concepts of fuzzy sets and set operations, aud different 
types of inference mechanisms and defuzzificatiou methods. 
In chapter 3 we present the construction aud the explicit form of a class of 
fuzzy controllers which is widely used in many control applications. Based on 
the explicit form, as shown iu Chapter 4, we dawga a stable Model Refereuce 
Adaptive Fuzzy Coutrol (MRAFC) scheme for the class of fuzzy controllers. At 
the end of this chapter, we state out the design criteria of the class of fuzzy 
controllers and then we show the relatiou between the class of fuzzy controllers 
aud the B-Spliue iuterpolaut. 
In chapter 4 we preseuc the construction of Model Refereuce Adaptive Fuzzy 
Control (MRAFC) scheme by applying Lyapunov's direct method. The overall 
13 
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system is asymptotically stable. The plant considered is a class of linear systems 
which can be represented in phase-variable form. The controller is the class 
of fuzzy controllers considered iu the previous chapter. For linear plant, we 
construct the controller by utilizing full states for feedback to perform pole-
placement. We also show that, for n inputs. 2n fuzzy rules are sufficient for 
perfect model-tracking. 
In chapter 5 we show the use of MR AFC scheme ou a class of nonlinear sys-
lems". Here, we assume we have enough knowledge about the nonlinear functions 
governing the system dynamic equation. The basic idea of MRAFC scheme for 
the nonlinear systems is to linearize the nonlinear system by using feedback. The 
feedback-lmearizatiou scheme consists of two parts: uoulinearity-caucellation 
aud pole-placement. Two fuzzy controllers with MRAFC scheme are used for 
exact nonlinear ties cancellation and for placing system pole iu the desired lo-
cation. For nouliuearity-cancellatiou, fuzzy controllers are constructed with the 
known nonlinear functions as inputs. For pole-placement, state-feed back fuzzy 
controller is used. 
In chapter 6 we show another type of MRAFC,1 scheme applied ou the same 
class of nonlinear systems but we assume there is no knowledge about the uouliu-
ear functions. Although the system structure is partially known, the full states 
are measurable. If there exists an ideal control law which can lead the system to 
follow the desired reference model response, by the use of the property of fuzzy 
systems as universal function approximators, we show that fuzzy controllers 
with MRAFC scheme can be used to automatically approximate the ideal cou-
trol law. Hence, adaptive feedback linearization can be achieved. By the use 
of the Input-Output Linearization method, we can extend the use of MRAFC 
14 
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scheme to treat another important class of uonliuear systems (e.g. helicopters 
and robot manipulator) for model-reference control. 
In chapter 7 we analysis lMRAFC systems with special issues on parameter 
convergence and robustness. We apply the technique of averaging, which is 
commonly used in adaptive control literature, to MRAFC systems for analysis. 
For simplicity, the plant considered is a Is '—order linear system. By the use 
of averaging technique, we show the parameter convergence condition and the 
effects'of unstructured but bounded input disturbance .to-the MARFC system. 
In chapter 8 we focus on a special topic: the application of MRAFC' to manip-
ulator control. We use a two-link robot arm as an example to demonstrate the 
capability of the MRAFC scheme applied ou a nonlinear and time-varying dy-
namic system to perform perfect model-tracking. Two types of controller struc-
tures with MRAFC.' schemes are proposed. The first type of controller structure 
is based ou the concept in Chapter 5 to utilize function- and state-feedback to 
perform feedback linearization. The secoud type of controller structure is based 
ou the concept in Chapter 6 which use fuzzy controllers to adaptively approxi-
mate the ideal coutrol rule by the use of state-feedback. By simulation, we show 
the performance of these two different types of adaptive fuzzy controllers in ma-
nipulator tracking coutrol problem. Finally, we conclude our works in chapter 
9. 
In appendix, by using backing a truck to a loading dock as an example, we 
show the use of MRAFC scheme in generating expert coutrol rules, with the 
presence of model uncertainties. After that, we state out the considerations 
during the implementation of the MRAFC scheme, which are: the knowledge 
about the plant, the choice of the reference model, the construction of the fuzzy 
24 
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controller and the selection of the control parameters. Finally, we summarize 
the design procedure of a MRAFC system. 
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C h a p t e r 2 
Background on A d a p t i v e 
Con t ro l and Fuzzy Logic 
Con t ro l 
In tills chapter, we review the concept and development of Adaptive Coutrol, 
especially in Model Reference Adaptive Coutrol (MRAC). Then, we provide 
a brief review ou the theory of fuzzy logic, especially iu Fuzzy Logic Coutrol 
(FLC). In the following discussion, for the part of adaptive coutrol. we follow 
the definitions aud notatious in [2] [21], and. for the part of fuzzy logic coutrol, 
we follow the definitions and notatious iu [14] [3]. 
2.1 Adap t ive control 
In this sectiou, we review the concept aud development of Adaptive Control. 
First, we review the development of adaptive control. In sectiou 2.1.1 we briefly 
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introduce the coucept of Model Reference Adaptive Control. In section 2.1.2 
we review the first developed MRAC scheme, MIT-Rule. In section 2.1.3, we 
provide a brief introduction on a generalized MRAC system, and then we apply 
MRAC scheme to a class of linear systems as a design example. 
During the development of modern coutrol theory, it was realized that a fixed 
controller caunot provide acceptable system behavior in all situations. Partic-
ularly if the process to be controlled has unknown or time-varying parameters, 
the design of a fixed controller that always satisfies the desired specifications . . . 
is not straightforward. Research in adaptive control started at early 1950's in 
connection with the design of autopilot for high-performance aircraft, which ; 
operate at a wide range of speeds and altitudes aud thus experience large pa-
rameter variations. Adaptive control, actually gain-scheduling, was proposed as 
a way of automatically adjusting the controller parameters in the face of chang-
ing aircraft dynamics. For example, the reaction of au aircraft to the pilot's 
commands is directly dependent on the craft's altitude. Because the craft's be-
havior as a function of its altitude is accurately known, it is possible to design 
a controller for every possible altitude such that the closed loop always satisfies 
the specifications. Through altitude measurement the controller can be adjusted 
continuously. 
An adaptive controller differs from an ordiuary controller in that the con-
troller parameters are variable, aud there is a mechanism for adjusting these pa-
rameters on-line based on signals in the system. Adaptive control schemes can 
be categorized in many ways. Oue useful way divides the class of direct adaptive 
schemes from indirect ones. A diagram of an indirect adaptive controller is de-
picted in Figure 2.1 , which shows that in addition to the primary feedback loop, 
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Process parameters 
Design *» Estimation « 
Controller 
parameters \r 
r ~ ~ u y n 
• Controller • Process ^ > 
• 
Figure 2.1: Au indirect adaptive controller 
incorporating the controller, au "estimation" block is present which estimates 
the process parameters. These parameters are used iu the block "design" , which 
calculates the controller parameters such that the closed loop of controller and 
process satisfies the performance specifications. These specifications are usually 
formulated as a 44criterion function" denotiug the distance between the desired 
closed-loop behavior and the actual behavior. The controller is tuned such that 
the closed-loop behavior is optimal iu the sense of the criterion function, aud 
hence the block "design" usually includes a minimization algorithm. The re-
sult of this procedure depends largely upou the correctness of the parameter 
estimation. 
The direct adaptation scheme directly follows from Figure 2.1 by deletiug the 
block "design". The estimation now produces the controller parameters directly 
(requiring rewriting of the estimation procedure). Both the indirect aud the 
direct adaptatiou schemes have their advantages aud disadvantages. Au advan-
tage of the indirect scheme is the freedom with which the design procedure can 
be selected. A secondary advantage is the availability of the process parameter 
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r ^ Parameters Adaptive — 
^ laws — 
* Controller u m Plant o 
Figure 2.2: General parallel MEAO scheme 
estimates, which may give the operator a hint of the current state of the pro-
cess and of possible malfunctions. However, most indirect adaptive controllers 
do not allow for a theoretical analysis, for the simple reasou that the system 
becomes too complex to analyze. Direct schemes, however, are usually much 
simpler and therefore do allow for a stability proof, for example. In Figure 2.2, 
Model Reference Adaptive Coutrol (MRAG), as studied in following, is a typical 
example of direct adaptation. 
2.1.1 Model reference adaptive systems 
In this section, we briefly introduce the concept of Model Refereuce Adaptive 
Control, 
The MRAC scheme was first introduced by Whitacker, Yamron, and Keezer 
in 1958 [4] for the servo control problem. The specifications are given in terms 
of a reference model which tells how the process output ideally should respond 
to the commaud signal. 
Generally, a model reference adaptive control system can be schematically 
represented by Figure 2.2. It is composed of four parts: 
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• a plant containing unknown parameters 
• a reference model for compactly specifying the desired output of the control 
• a feedback control law containing adjustable parameters 
• au adaptation mechanism for updating the adjustable parameters. 
The plant is assumed to have a known structure, although the parameters 
are unknown. For linear plants, this means that the number of poles aud the 
number of zeros are assumed to be known, but that the locatious of these poles 
aud zeros are not. For uoulinear plants, this implies that the structure of the 
dynamic equatious is known, but that some parameters are not. 
A reference model is used to specify the ideal response of the adaptive coutrol 
system to the external command. Intuitively, it provides the ideal plant respouse 
which the adaptation mechanism should seek in adjusting the parameters. The 
choice of the refereuce model is part of the adaptive coutrol system design. This 
choice has to satisfy two requirements. Ou the oue haud, it should reflect the 
performance specification in the coutrol tasks, such as rise time, settling time, 
overshoot or frequency domain characteristics. On the other haud, this ideal 
behavior should be achievable for the adaptive control system, i.e.. there are 
some inherent constraints ou the structure of the reference model (e.g.. its order 
aud relative degree) given the assumed structure of the plant. 
The controller is usually parameterized by a number of adjustable parameters 
(implying that one may obtain a family of controllers by assigning various val-
ues to the adjustable parameters). The controller should have perfect tracking-
capacity in order to allow the possibility of tracking convergence. That is, when 
the plant parameters are exactly known, the corresponding controller parameters 
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should make the plant output identical to that of the reference model. When 
the plant parameters are not knowu, the adaptation mechanism will adjust the 
controller parameters so that perfect tracking is asymptotically achieved. If the 
control law is linear iu terms of the adjustable parameters, it is said to be lin-
early parameterized. Existing adaptive control designs normally require linear 
parametrizatiou of the controller iu order to obtain adaptation mechanisms with 
guaranteed stability and trackiug convergence* 
The adaptation mechanism is used to -adjust the parameters in the coutrol -
law. In MRAC systems, the adaptation law searches for parameters such that 
the response of the plant under adaptive control becomes the same as that of 
the reference model, i.e., the objective of the adaptation is to make the tracking 
error converge to zero. Clearly, the main difference from conventional control 
lies iu the existence of this mechanism. The main issue in adaptation design is 
to synthesize au adaptation mechanism which will guarantee that the coutrol 
systems remains stable and the tracking error couverges to zero as the parameters 
are varied. Many formalisms iu nouiiuear control can be used to this end, such 
as Lyapunov theory, hyperstability theory, and passivity theory. Although the 
application of one formalism may be more convenient than that of another, the 
results are often equivalent.. In this thesis, we shall mostly use Lyapunov theory. 
In the following sections, two important types of model reference adaptive 
coutrol system are being considered. One is the MRAS(Model Reference Adap-
tive Systems) driven by MIT-rule and the other is MRAC (Model Reference 
Adaptive Control) system redesigned by applying Lyapunov's stability theory. 
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2.1.2 MIT Rule 
In this section, we review the first developed MRAC scheme, MIT-rule. 
The MRAS (Model Reference Adaptive Systems) was originally proposed by 
Whitaker and co-workers (1958). Further work was done by Parks (1966), Hang 
and Parks (1973), Mouopoli (1973), Landau (1974) and Iouescu aud Mouopoli 
(1977). The "MIT-rule" was used in the original MRAS [4] for the servo con-
trol problem. The specifications are given in terms of a reference model which 
tells how the process output ideally should respoud to the control signal. The 
parameter of the regulator are adapted in such a way that the error between the 
the process output and the model output become small. The key problem in 
design is to determine the adjustment mechanism so that a stable system will 
bring the error to zero. The parameter adjusting mechanism of MIT-rule can 
be stated as 
— = —7 e — (2.1) 
dt 1 c)0 K } 
In this equation, e denotes the model error, i.e. e = yv — ym. The components 
of the vector 0 are the adjustable regulator parameters. The components of the 
vector de/dO are the sensitivity derivatives of the error respect to the adjustable 
parameters. The sensitivity derivatives can be generated as outputs of a linear 
system driven by process inputs aud outputs. The uumber 7 is a parameter 
which determines the adaptation rate. 
The MIT-rule will perform well if the parameter 7 is small. The allowable 
size depends on the magnitude of the refereuce signal. Consequently, it is not 
possible to give fixed limits which guarantee stability. The MIT-rule can thus 
give an unstable closed loop system. Modified adjustment rules can be obtained 
using stability theory. These rules are similar to the MIT-rule and the sensitivity 
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derivatives in (2.1) are replaced by other functions. 
2.1.3 Model Reference Adaptive Control (MRAC) 
In this section, we review the theory of Model Reference Adaptive Control 
(MRAC) as applied to liuear plauts. 
We restrict our attention to plants that are coutiuuous-time, siugle-iuput-
single-output (SISO), minimum-phase (the phase of the system transfer function 
always less than 90°), and of relative degree one (Relative degree refers to the 
difference between the number of poles and zeros in a transfer function). For a 
more complete exposition, see Sastry [21] and reference therein. 
The adaptive controller observes output error between the desired and actual 
plauts aud. based ou this error, updates a vector of parameters used by the 
controller in order to reduce the error. Let the unknown plant transfer func.tiou 
in the form 
™ = ^  (2-2) 
where 7ip(.s) aud dp{s) are mouic, coprime polynomials of degree n - 1 aud n, 
respectively. Furthermore, the zero of nv are assumed to be in the left half-plane, 
aud kp is assumed to be positive. The input and output of the plant are denoted 
by u(t.) aud yp{t), respectively. The reference model that specifies the eventual 
desired behavior of the systems is 
M(,) = ^ t 4 4 (2-3) dm{$) 
where nm(s) and dm(s) are mouic, coprime polynomials of degree n - 1 and 7?., 
respectively, n m has uo right half-plane zeros, and k7n is positive. The input and 
output of the reference model are denoted by r ( i ) and ym[t)r respectively. The 
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error between plant and reference model is 
= V S ) - Vm(t)> (2.4) 
The structure of the model reference controller is showu in Figure 2.3. Note 
that if ei = 0 then the plaut is tracking the reference input r(t) exactly as the 
reference model M{$) does. The plant transfer function is altered by 2n tunable 
parameters Co,C, d0lD, which appear in what might be called a "preeompen-
sator ' block F\ aud a "feedback controller" block F2 (C aud D-are n —T' x 1 
vectors). Each of these blocks contains au auxiliary signal generator, iu F\ 
= ( * / - \ y l b u (2.5) 
aud iu F-2 
yW = (si - A)-lbyp (2.6) 
where u ^ aucl t/2) are n x 1 vectors of signals 
Given the structure of the controller showu iu Figure 2.3, it is not difficult 
to show (see Sastry [21]) that exist values for c0,C.d0,D, which we will call 
c5» C'.dQ, Dm, such that the transfer function of the plaut plus coutroller equal 
Mis), the reference model. Furthermore, this can be done with A(.s) = det(sl -
A), a stable polynomial. Heuce, there exists a setting for the tunable parameters 
such that reference-model tracking is achieved and ail internal signals of the 
controller are bounded if the input r(t) is bounded. Defining 
C~(s) = d + C-.S + + < w s n - ' 2 (2.7) 
and 
D'(s) = 4 A(a) + d[ + 3 + • • • + (2-3) 
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Figure 2.3: Model Reference Adaptive Control System 
26 
l 
Chapter 2 Background on Adaptive Control and Fuzzy Logic Control 
then this perfect tunning is given by 
> km 
0 0 = F ' ? 
C"(.S) = 7im(.s) -7ip(.s), 
£>-(,) = fel^M (2.9) 
If the plant transfer function was known, (2.9) could be used to achieve perfect 
model matching. Design of the adaptive laws begins with forming a state-space 
description of the controller. The sectiou of the controller that correspouds to 
» 
the plant plus its controller can be represented in state-space by a realization of 
the form 
k v ^ = c T p ( s I - A p ) - * b p (2.10) 
with the state vector [ x y W r ] T , where xp is the n x 1 state vector of 
the unknown plaut. Likewise, it is possible to write the reference model in 
state-space form using a uoumiuimal representation of the same form, namely 
K ^ - M s f - A * ) - 1 * . . (2-11) 
with the state vector v7(,J)T vr^)T]T, where xm is the n x 1 state vector of 
the reference model. Finally, subtracting these two state-space representation 
yields the error equation, which relates error in tunable parameters to errors in 
modeling-tracking error. The error equation can be put in the form 
7* 
e = AmZ +KP 
(2-12) 
where (j> is the 2n x 1 vector of errors in the tunable parameters given by 
F = [co, DO, DT] - HR CRT, <R01 D*T] (2.13) 
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and uj is the 2n x 1 vector of signals given by 
" T = [r,vW-;yp ,vWT}. (2.14) 
Note that (2.12) describes a SISO iiuear system driven by the input <j>Tu. 
In order to develop a means of adjusting the estimates of these parameters, 
we consider the Lyapunov candidate function 
V{e,6) = e T P e + <f>Tr-l(p -(2.15) 
Upon differentiating, if we choose 
<j> = ~7eew, (2.16) 
with ec = (Pbvl) e and T = 71. We are led to 
V(e,<i>) = -eTQe. (2.17) 
which is noupositive, and the relation between P and Q is governed by 
AlP + PAm**~Q (2.18) 
Pbm « cl (2.19) 
s.t. P and Q are positive definite matrix. 
Because the Lypaunov function V(e. 0) chosen is positive definite and the 
derivative of the function, V[t, <p), is negative definite, the error equatiou (2.12) 
can be stated as asymptotically stable. The adaptive laws will lead to the eC) 
the compensated error, converging to zero asymptotically, i f , e 0 as t —• 0. 
M o d e l reference adaptive control on a class of linear systems 
In the following, the MR AC scheme applied on a class of linear systems is 
considered. 
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It is assumed that the class of linear systems cousidered is linear and com-
pletely controllable, and the systems have no zeros. Moreover, assuming that 
all the states of the process is observable. The order of the process is denoted 
as n. The linear state feedback controller with the form u — kQr + k f x p , which 
allows placement of the closed-loop poles at any arbitrary position, is applied to 
the above plant. 
P l a n t , r e f e r e n c e m o d e l a n d con t ro l l e r — - -
The process is described by the state equations: 
xp = Apxp + bpu (2.20) 
yP = c? xp (2.21) 
Ap is assumed to be in phase-variable form: 
( 0 1 0 ••• 0 \ 0 N 
* - 0 0 1 - 0 ; • w 
^ —aP\ — — • • • ~apn / \ bpn J 
c7 = (1 ,0 , • • • ,0) ( W 
Tbe state-feedback controller can be written as: 
„ = k0v + kjxv (2-24) 
where x is the state vector with: 
T f.r r X X ) (2.25) xp = v^Pi t xni * • *> xP«-i * xT>* ? v ' 
k j = krl-i,k„) (2-26) 
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Therefore, 
* f i T 
xv = + bpkb )xp H- bpkQr (2.27) 
' 0 1 o . . . 0 \ 
0 0 1 . . . 0 
: : : • • Xp 
\ —dpI + bpnki —ap2 + bpnk2 —ap3 + bpnk:l • • • —apn + bpnkn j 
. / . 0 \ . ... ... . . . . . 
+ ' r (2.28) 
0 
^ bpnko y 
= Acxp + bcr (2.29) 
The process parameters ap\ . . . apn and bpn are assumed to be unknown but 
constant. However, the sign of bpn must be known. The controller parameter 
ko...knkc cau be adjusted by the adaptation mechauism. 
The reference model is described in a similar way to the process: 
xm = Amxm + bmr (2.30) 
(2.31) 
' 0 1 0 . . . 0 \ ( 0 N 
o o i ••• o : 
+ r (2.32) 
: s : ' • • : 0 
^ ~flm:3 ' * * J \ ^mn J 
Due to uo zeros introduced iu both plaut and reference model dynamics, the 
term cau be omitted from the input state vector u . Furthermore, because 
the system is represented in phase-variable form {i.e. yp = xPl) and A = Ap, 
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the signal vector / / ( i ) T is equal to the vector [»Fl t • • Heuce the input 
vector can be rewritten as: 
u T = h (2.33) 
Alternatively, the state-feedback controller can be written as: 
- - u = 0TLj-with:-:-0T = {k0lkl)- - _ _ (2.35) 
a n d : u T = ( r , a£) • (2.36) 
For the time derivative of the signal error vector e = xp — z rn the following 
equality holds: 
e = xp - xrn (2.37) 
= Acxp + 6cr - /4mxm - I m r (2.38) 
= Ame 4- bm(j)Tu (2.39) 
The system's error equation, consisting of a linear part governed by Am aud &/, 
7* 
controlled by a nonlinear product term (p1 u. 
By using the previous result, we have the follovviugs: 
• K(e ,^) = e T P e 4 - ^ T r - V aud V(e, $) = -eTQe. 
• AlP + PAm = -Q and Pbm = <£. 
• j) = - 7 ec cj with ec = (P&m)T a u c l T = 7 / . 
Due to P6m = &mUPh)r the product Pbj is a vector consisting of the n+ Ith 
column p of P t and the product of this vector with the signal error vector: pTe is 
31 
Chapter 2 Background, on Adaptive Control and Fuzzy Logic Control 
called the "compensated error". This compensated error is used in the adaptive 
laws to calculate The compensator p is regarded as belonging to the linear 
part of the error equatiou. 
While the model aud process parameters are assumed constant, from the 
definition of (j) it follows that: 
4 = - 7 ~ = V « ) r .(2.40) 
"pn 
ki = -~ij^(pTe) xpi "for i = 1 , 2 , . . . n " (2.41) " " " 
Or, more generally, 
B = -i'(pTe)u (2.42) 
with 7* = 7 • bmu/bPn. 
The sigu of the actual adaptation gain matrix 7' is found to depend ou the 
sign of 6pn, and so to be able to implement the adaptive law with a proper sign, 
the sign of bpn must be known. This condition appears in ail MRAC schemes. 
The equation form the adaptive laws which provide a stable adaptive system. 
The matrix P% aud so the vector p, cau be calculated with Lyapunov's equation, 
starting-with a chosen definite symmetric matrix Q. 
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2.2 Fuzzy Logic Control 
III this section, we provide a brief review ou the theory of fuzzy logic, especially 
in fuzzy logic control. In section 2.2.1 we give an introduction on the basic of 
fuzzy logic and fuzzy set operation. In section 2.2.2 we focus ou fuzzy relation. 
In section 2.2.3 we discuss about the inference mechanism. In section 2.1.4 we 
review two commonly used defuzzificatiou method commonly used in cpntrol 
applications.. _ . _ - - _ _ -
2.2.1 Fuzzy sets and logic 
In this section, we give an introduction ou the basic of fuzzy logic and fuzzy set 
operation. 
Fuzzy sets 
A classic set is normally defined as a collection of elements or objects(discrete or 
continuous), u € IJ, that can be finite, countable or uncountable. U is called the 
Universe of discourse. Each element can either belong or not belong to a set 
A. A C (J- By defining a characteristic function, x, (or membership function) 
for a set in which i4l" indicates membership and "0" non-membership, a classical 
set can be represented by- a set of ordered pairs (u, 0) or (u, 1). A binary valued 
characteristic function (membership function) zA(u) can be used to represent 
whether the object u(u € U) belougs to the set A or not. 
*A %1 
f 1 if u e A M MM 
I 0 otherwise 
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The idea of a crisp (binary valued) set to represent relative concepts such as 
"speed", "age" is restrictive, where as expressions such as "fast, slow, very slow" 
or "old, young, not so young" are both approximate and coutext dependent. A 
fuzzy set provides a framework for such approximate expressions. For a fuzzy 
set, the characteristic function xa = is allowed to have values between 0 
and 1 to represent different degrees of membership for the elements of a given 
set. 
Defini t ion 2.1 Fuzzy set 
A fuzzy set in a universe of discourse IJ is characterized by the membership 
function p.A, which takes values in the interval [0,1] namely ha : U —*• [0,1]. 
A fuzzy set A in U may be represented as a set of ordered pairs of a generic, 
element u and its grade of membership p.A as: 
A = {(t*,/u{tf)) I u € U) 
i.e. the fuzzy variables u take on fuzzy values P.A(U). 
• • • 
When the membership space contains only two poiuts 0 aud 1, A is a uou-
fuzzv(crisp) set, and fiA('") is identical to the characteristic function of a nou-
fuzzy set. Elements with zero degree of membership are not usually listed. When 
A is a discrete, finite, fuzzy set it may be expressed as 
A = C2-44) 
:=1 
where "+" denotes the set theory union operator rather than arithmetic sum. 
The oblique line " /" does uot denote division, instead it deuotes a particular 
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(a) (b) 
Figure 2.4: Fuzzy Sets: (a)triaugular fuzzy sets (b)trapezoidal fuzzy sets 
-membership function to a value on the universe of discourse. -If. xx is continuous - : 
then the fuzzy set may be written as 
A = [ PA(U)/U (2.46) 
Ju 
Thus the grade of membership, cau be characterized by either a set of 
discrete values or a function. In the following, we will introduce some definitions 
used for describing the characteristics of a fuzzy set. 
D e f i n i t i o n 2.2 S u p p o r t a n d fuzzy s ing le ton 
The s u p p o r t , ${A), of a fuzzy set At is the crisp set of all u € U such that 
PAM > 0 : 
'SUA) = {u € U ) l u f * ) > 0} ( 2 - 4 7 ) 
In particular. the fuzzy set whose support is a single point in U with p.A = 1.0 
is referred to as a f uzzy s ingle ton 
• • • 
A fuzzy set X has c o m p a c t s u p p o r t if its support is finite. In Figure 2.4, the 
triangular and trapezoidal sets all have compact support. 
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Fuzzy sets provide a systematic meaus for dealing with uncertain aud impre-
cise notions. Of particular significance in coutrol systems is the use of linguistic 
variables, which may be considered as-a variable whose value is a fuzzy number 
or as a variable whose values are defined in linguistic terms. Here, we give the 
definition of a fuzzy number. 
Def in i t ion 2.3 Fuzzy number 
A fuzzy, number F € U+ a continuous universe, is a fuzzy set which is normal 
and convex, i.e. 
normal; maxv € v = 1 
convex; p.F{\ui+(l—A)u2) > min (/XFC^I)? ^F(^)), 
/ o r uuu2 E (J, A € [0,1] 
• • • 
Basic Set Theoret ic Operations for Fuzzy Sets 
As a fuzzy set is denoted in terms of its membership function, then set opera-
tions of fuzzy sets will be defined via their membership functions. A variety of 
consistent definitions can be given, the following are the most widely accepted 
for fuzzy logic coutrol. Let A. B and C be three fuzzy sets in U with member-
ship functions p A , p B and fic respectively. The basic connective operations in 
conventional set theory are those of intersection, union and complement 
Intersect ion(conjunct ion) 
The definition of intersection operator, n , (or the logical AND connective) of 
fuzzy sets is shown in below. 
36 
Chapter 2 Background, on Adaptive Control and Fuzzy Logic Control 
Def in i t ion 2.4 Fuzzy set intersect ion or conjunction 
The membership function /Mna(tt) of the intersect ion (more, generally con-
junction,) AH B is a pointwise defined by 
HAn£i{u) = fiA(u) t {i&(u) < m2n{/i i4(u), /u f i(ti)} for u G U (2.48) 
• • • 
where 41.'..is the t or triangular .norm (measure) defined by 
Def in i t ion 2.5 Triangular or t -norm 
The t - n o r m is a two place function from [0, 1] x [0,1] to [0,1] i.e. t : [0,1] x 
1] —• [0,1] which is non-decreasing in each element, x t w < y t z for x < 
y,w < z, commutative associative and satisfies boundary conditions x t 0 = 0, 
and x t 1 = for x,y,z,w € [0,1], (i.e. corresponds to the properties of 
intersection) 
• • • 
The triangular norms or norms include intersection, algebraic product, log-
arithmic product, inverse product, bounded product, and drastic product The 
greatest triangular norm is the familiar intersection and the least, the drastic 
product. Some t-norms for x,y € [0,1] are: 
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Intersection: m t y = x A y = mm(&', y) 
Algebraic product: x t y = x * y = xy 
Logarithmic product: x t y = x Mi y = logw[ 1 4- ' T ^ ' l n * " 1 ' h 0 < u; < oo7 u; ^ 1 
Inverse product: x t y = xc<)iy = , V > 0 
Bounded product: x t y = x Mb y = maa;[0, (A 4- l)(a? + y — 1). — Airy], A > —1 
t 
x, y = 1 
Drastic product: x t y = x Md y = \ y, x = 1 
0, < 1 
The usual t—norms are intersection aud algebraic product with ; 
I A y>x*y ( 2 . 4 9 ) 
Triangular norms are employed for defining conjunctions in approximate reasou-
Union(DisjunctIon or OR) 
The definition of union operator(the logical OR connective) of fuzzy sets is shown 
in below. 
Defini t ion 2.6 Fuzzy set union or disjunction 
The membership function ^MS(U) of the union (or more generally disjunc-
tion,) An B is pointwise defined by 
HaubM = Ha(«) » > max{fXA(u)^B(u)} forue (J ( 2 . 5 0 ) 
• • • 
where V is the or triangular co-norm defined by: 
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Definit ion 2.7 Triangular co-norms or .s—norms 
The s -norm or triangular co-norm is a two place function from [0,1] x [0,1] to [0,1] 
i.e. s : [0,1] x [0,1] —• [0,1] which is a non-decreasing function in each ar-
gument. it is commutative, associative, and satisfies the boundary conditions 
x s 0 = x, x s 1 = 1.x E [0,1] (i.e. corresponds to the properties of union). 
• • • 
The relationship betweens and -J—norms is given by the equivalent o f D e -
Morgans Law in set theory 
x- a y = 1 - (1 - x) t (1 - y) with x, y € [0,1] (2.51) 
The triangular co-norms or .s—norms includes union, algebraic sum, bounded 
sum, logarithmic, ratio sum, drastic sum and disjoint sum operations: 
Union: x s y = x V y = max(x,y) 
Algebraic sum: x s y =. x # y = x + y — xy 
p-bounded sum: x s y = x y = ?mn(I,(xp + yp)l/p), p > 1 
logarithmic sum: zsy = x#iy = 1 - %u,[l 4- o<w< oo, w ^ i 
ration sum: x .s y = x ff»P V ry^—ij+i ' s — u 
t 
x, y = 0 
Drastic sum: x s y = x = { y, x = 0 
1, x.y> 0 
jit: 
Disjoint sum: i s j = xAy = m a i { m w ( l , l-y),min(i - x,y)} 
The more usual .s-uorms are uuiou aud algebraic sum, for which A$B > AAB. 
Clearly the t - aud .s-norms provide a wide rauge of models for connectives for 
fuzzy sets, each selected as appropriate to the problem domain. 
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For the set operation of complement, we can define the negation of a fuzzy 
set by using the following definition: -
Def ini t ion 2.8 Fuzzy set complement 
The membership function fiA{u) of the complement of a fuzzy set A is pointwise 
defined for all u € If by 
W W = I ( 2 . 5 2 ) 
This corresponds to the logical NOT-operation ... ... - -
i 
• • • 
2.2.2 Fuzzy Relation 
In this sectiou, we focus on fuzzy relation used in fuzzy coutrol systems. 
Fuzzy Relat ion 
In coutrol systems, relationships are defined between systems inputs and out-
puts. In fuzzy systems, these relationships or mappings are betweeu fuzzy vari-
ables defined ou difFereut universe of discourse through the fuzzy conditional 
statement or linguistic implication 
A B 
or "IF A(u) THEN B{v)" ( 2 . 5 3 ) 
which links the conditional or antecedent set A (defined by HA[U)/V £ U ) WITH 
the consequent or output set ^(defined by HB(V)/V € V). 
A fuzzy relatiou of the form A => B, R, cau be defined from a set A C U 
to a set B C V as a fuzzy subset of the Cartesian product U x V aud R is 
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characterized by the bivariate membership fuuctiou HR{U, V) as 
R = A X B = JIWNR(u,v)/(u,V) 
= F MA(U) I PB[v)f{n,v) (2.54) 
where the definition of cartesian product is shown in below. 
Defini t ion 2.9 Cartes ian product 
- If A i . . , An are fuzzy sets in 4he universe of discourse Ui, r Un, then the 
Cartesian product of.A\,..., An is a fuzzy set in the product space U\ x U% x 
. . . x Un with membership functions: 
m i n i m u m intersect ion 
ftAuA* An(u 1 X XZ-2 x . . . X Un) = m * w { / U , " M j»A .{tt*}} 
or algebraic product intersection 
flA{,A2 X U-2 X . . . X 1 In) = 
• • • 
For finite sets, the membership function of R is defined by 
(7/u7i.[^.4(a), /.LB(V)] intersection 
1 1 - 7 . 
Ha(u) • fJ>B(v) algebraic product 
for u € U\v € V. The membership fuuctiou fitji(u, v) corresponds to the strength 
of connection or correlation between u aud v in the mapping or implication. 
Generally, equatiou(2.54) is in matrix form, therefore 
A x B~Y,fiA(u)t!*BM/M ( 2 - 5 5 ) 
tl,V 
41 
Chapter 2 Background, on Adaptive Control and Fuzzy Logic Control 
for each of the t conjunction operators, and U =*uu u >, • • •, un, V m vXi v2t..., vm. 
For example, by using the definition of the fuzzy conjunction, Mamdani's 
mini-fuzzy implication, Rc, is obtained if the intersection operator is used. 
Larsen's product fuzzy implication, Rp, is obtained if the algebraic product is 
used. Furthermore, Rbp aud Rdv are obtained if the bounded product and dras-
tic product are used, respectively. The followiug fuzzy implications are often 
adopted in an fuzzy logic controller. 
1. Mini-operation rule of fuzzy implication[Mamdani]J 
Rc = Ax B = I pA(u) A fjLB(v)/(u,v). 
JUxV 
2. Product operation rule of fuzzy implication[Larsen]: 
/5L = A x B = / fiA{u)fiB(v)/{u:v). 
JUxV 
3. Arithmetic rule of fuzzy implication[Zadeh]: 
Ra = (not AxV)Q(U x B) = / 1 A + 
4. Maximum rule of fuzzy implication[Zadeh]: 
R,n m{Ax B]U {twt A x V) m J (^(tt)A/ia(ti))V(l-Ai^(tt))/(uft;). 
Interpretat ion of Sentence Connectives "and, also" 
In most of the existing fuzzy logic controllers, the sentence connective "and" 
is usually implemented as a fuzzy conjunction in a Cartesian product space in 
which the underlying variables take values in different universe of discourse. As 
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an illustration, in "IF (A AND B) THEN 0," the antecedent is interpreted as a 
fuzzy set iu the product space U x V, with the membership function given by 
MaxB = ™n{p.A(u),nB(v)} 
or VaxB = PA(*)mJt&[v) 
where U aud V are the universe of discourse associated with A and B, respec-
tively. 
When a fuzzy system is characterized by a set of fuzzy coutrol rules, the 
ordering of the rules is immaterial. This necessitates that the sentence connec-
tive "also" should have the properties of commutativity and associativity. In 
this connection, it should be noted that the operators in triangular norms aud 
co-norms possess these properties aud thus qualify as the candidates for the in-
terpretation of the connective "also". In general, we use the triangular co-norms 
iu association with fuzzy conjunction and disjunction, and the triangular norms 
in association with fuzzy implication. Several simulation results [14] showed that 
the fuzzy implication functions Rc, Rp, RBP, R<IV w^h connective "also" as the 
union operator, U, yield the best control result. The investigation in question is 
based on a first-order delay plaut model. 
2.2.3 Inference Mechanisms 
In this section, we discuss about the inference mechanism. In the following 
discussion, most of the results presented are obtained from [14]. 
The inference mechanisms employed in an fuzzy logic controller are generally 
much simpler thau those used iu a typical expert system, since in an fuzzy logic 
controller the consequent of a rule is not applied to the antecedent of another. 
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In other words, in fuzzy logic controller we do uot employ the chaining inference 
mechanism, since the control actions are based on one-level forward data-driven 
inference. 
The rule base of au fuzzy logic controller is usually derived from expert 
knowledge. Typically, the rule base has the form of a MIMO system 
R = {R-MIMOl R-MIMOi * *' i R'MIMO} 
where RxMIMO represents the rule: 
IF x is Ai aud • • • aud y is B{ THEN z\ is C\, % zq is -
The antecedent of R?MIMO f ° r m s a fnzzy set A i x —x B{ in the product space 
U x • • • x V. The consequent is the union of q independent coutrol actions. Thus 
the n h rule #jv / / i W O m a y be represented as a fuzzy implication 
&MIMO x — x Bi) — (~i + • • • + zq) 
from which it follows that the rule base R may be represented as the union 
M = j u / W o } 
= f u \Jl(AiX<"*Bi) 
U= 1 :=1 ' 
= { RB\t iso, RBfUISO, • • •, RBqM ISO}. 
In effect, the rule base R of a fuzzy logic controller is composed of a set of 
sub-rule-bases RBkMISO, with each sub-rule-bases RBkMISO consisting of n fuzzy 
coutrol rules with multiple process state variables and a single control variable. 
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The general rule structure of a iMIMO fuzzy system can therefore be represented 
as a collection of MISO fuzzy systems: 
R. = {RBlMISO, RB'mJSO , • •«, RB%1ISO} 
where RBMISO represents the rule: 
IF x is Ai and * • • and y is B{ THEN Zk is C\, i = 1,2, • • •, n. . 
Let us consider the following general form of MISO fuzzy control rules in the 
case of two-input/single-output fuzzy systems: 
Input: x is A! and y is B' 
A, : IF x is A\ AND y is Bl THEN 3s is 0 \ 
also R2: IF a: is A2 AND y is Bo THEN r is C2 
also Rn: IF * is AND y is Bn THEN r is Cn 
Output: r is C 
where x, y aud r are linguistic variables representing the process state variables 
aud the control variables, respectively: Ai, Bi and Ct are linguistic values of 
the linguistic variables x,y and r in the universe of discourse U,V and W, 
respectively, with i = 1,2, • • *, n. 
The fuzzy control rule "IF * is Ai AND y is Bt THEN - is Cf is implemented 
as a fuzzy implicatiou(relation) Ri and is defined as 
f A m = P A i a n d B i - C t ( u . V . w ) 
» [haM «nd HBM] mi^l 
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where Mt- and B" is a fuzzy set A* x B{ in U x V; Ri = (/j.Ai and fj.Bi) ncx is 
a fuzzy implication (relation) in IJ xV x W\ and —» denotes a fuzzy implication 
function. 
The consequence C is deduced from sup — t compositional rule of inference 
employing the definitions of a fuzzy implication function aud the connectives 
"and" and "also". 
In the following, we consider some useful properties of the fuzzy logic con-
troller inference mechanism as stated iu [14]. First, Lee in [14] show that 
sup — mm operator denoted by B aud the connective "also" as the union op-
erator are commutative. Thus the fuzzy control inferred from the complete set 
of fuzzy coutrol rules is equivalent to the aggregated result derived from indi-
vidual control rules. Furthermore, the same properties are possessed by the 
sup-product operator denoted by 0 . However, the conclusion in question does 
not apply when the fuzzy implication is used iu its traditional logical sense. 
L e m m a 2.1 For sup-min operator and the connective "also" as the union op-
erator. we have 
feci »=1 
Proof: please refer to [14] 
• • • 
L e m m a 2.2 For the fuzzy conjunctions Rc, Rp, RbP, *nd RdP, we have 
(A', ff) H {Ai and B{ - C t) = [A' B ( A - Ci)] U [B' B (ft - C,-)! 
if VAtxBt = A M, 
{A',B')H( A,andB^Q) = [A' 0 ( A - Ct)\ • [B' 6 ( f t - G)] 
if HAixBi = MA, ' PBi 
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Proof: please refer to [14] 
• • • 
Turning to the sup — product operator, which is denoted as 0 , we have the 
following. 
Lemma 2.3 For sup-product operator and the connective "also" as the. union 
operator, we -have-- . . . _ - -
1=1 1=1 
Proof: please refer to [14] 
• • • 
Lemma 2.4 For the fuzzy conjunctions Rc, Rv, Rbv, and Rdp, we have 
(A', B') (:) (Ai and B{ C{) = [A' (,) (A{ G& U \B' ® {Si ft)] 
if HATXBI = f*AI A M b 
(A\ B>) and B^Ct) = - I * ® ( A Gr)I 
if PAtXBi = f^Ai ' UBi 
F}roof: please. / 
•f/rr to [14] 
• • • 
For both sup - mm, B, and sup - product, 0 , compositional operator, we 
have the following. 
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L e m m a 2.5 If the inputs are fuzzy singletons, namely, A' = u0, B'm vQ, then 
- the results derived by employing Mamdanvs minimum operation rule Rc and 
Larsen's product operation rule Rp> respectively, may be expressed simply as 
1) Rc: «? A pCi{w) 2) Rc: a] A 
Rpi cvf • nCx (m) Hp : a ; • fiCi M 
where A F = ^ , ( U O ) A M B , ( V O ) and A ; = / M * ( « A } • ^(VQ) 
Proof: please refer to [Uh] 
• • • 
The last lemma not only simplifies the process of computation but also provides 
a graphic interpretation of the fuzzy inference mechanism in the fuzzy logic 
controller. Moreover, by the last lemma, we can assert that 
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Rc - = U a i A i=l 
u 
Rp : P c = U POi 
1=1 
where the weighting factor (firing strength) is a measure of the contribution of 
the ith rule to the fuzzy control action and is also called as the rule grade of the 
/'th rule. The rule garde may be determined by two methods. The first method 
uses the minimum operation iu the Cartesian product, which is widely used iu 
fuzzy logic control applications, aud the associated inference mechauism is called 
as "correlation-minimum" inference method iu [11]. The second method employs 
the algebraic product in the cartesian product, aud the associated inference 
mechanism is called as "correlation-product" inference method in [11]. The 
rule grade obtained by second method preserve the contribution of each input 
variable rather than the dominant one only. In this respect, it appears to be a 
reasonable choice in mauy fuzzy logic coutrol applications. 
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2.2.4 Defuzzification 
In this section, we review two commonly used defuzzification method. 
Given a fuzzy relation R : [J V formed from a fuzzy algorithm, which 
describes the relationship between u and v and a particular observed input 
variable u0 (fuzzy singleton) of u. The composition of the fuzzy siugletou set 
of u0l with the fuzzy relation R, produces a fuzzy set B C V. To produce 
a fuzzy.singleton or crisp output, vo, the fuzzy set B has to be defuzzified to 
a deterministic or singular value. The defuzzification process is designed to 
produce a nori-fuzzy output (or control action un FLC, Fuzzy Logic Controller) 
that "optimally" represents the possibility distribution of an inferred action. 
There is uo single optimal procedure for selecting the defuzzification strategy; 
the following two methods are commonly used: 
Max-procedure ( M a x i m u m of Mean) 
The first aud simplest method relies ou selecting the output value or coutrol 
action, v0l that maximizes the membership function: 
v0 = max fiv(v) (2.56) 
v € V 
In the case when there is more than one maximum grade of membership in K u0 
is not uniquely determined by the max. defuzzificatiou. However if the mean 
or average of all local maximum in V is taken, a single defuzzified output is 
generated by this Mean of Maximum (MOM) approach through 
, 0 = 7 X > ; ( 2 - 5 7 ) 
where 
Vi = max uv{v) J v e v 
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aud J is the number of times the membership function reaches the maximum 
support value. The MOM defuzzificatiou algorithm does not consider the shape 
of the output membership function, this information is lost but simplifies defuzzi-
ficatiou. The defuzzified output v0, depends only upon the points of intersection 
of the inputs or antecedents u0, and not the shape of membership functions, 
hence MOM is analogous to a multi-level relay. 
Center of -Area M e t h o d (COA) - • -
The center of area or center of gravity procedure divides the first moment of area 
under the membership function into half, aud the v value marking the dividing-
line is the defuzzified value of V. Algorithmicaily this may be expressed as 
/ vnv(v)dv 
vo = 4 (2.58) 
/ nv(v)dv Jv 
or for a discrete universe with m quantization levels in the output 
7/1 
vo = ^ 
Pv{Vk) 
In comparison to the MOM method, the output has no switching transients, but 
a smooth transition between output values for variable inputs u. 
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Explici t Fo rm of a Class of 
Fuzzy Logic Control lers 
In this chapter, a class of fuzzy controllers is considered. In section 3.1 we state 
out the reasou for the importance of finding an explicit form for fuzzy controllers. 
In section 3.2 we show the construction of fuzzy controllers. In section 3.3 we 
provide the explicit form of that class of fuzzy coutrollers. In section 3.4 we 
state the design criteria of the class of fuzzy coutrollers. In sectiou 3.5 we show 
the relatiou between the class of fuzzy controllers with a controller constructed 
by using B-spline function. 
3.1 In t roduc t ion 
In this sectiou we state out the reasou for the importance of finding au explicit 
form of fuzzy coutrollers. 
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Fuzzy control, first proposed by Prof. Zadeh [28], has been widely and suc-
cessfully applied in many real-world problems [22] [14] from robot arm control 
to chemical plant process coutrol. Fuzzy logic controllers are generally con-
sidered application cable to plauts that are mathematically poorly understood 
and where experienced humau operators are available for providing qualitative 
~rule of thumb." Moreover, fuzzy coutrol provides a framework for constructing 
expert knowledge to provide machine with human intelligence. 
Although achieving many practical successes," fuzzy coutrol has not been - -
viewed as a rigorous science due to a lack of formal synthesis techniques which 
guarantee the very basic requirements of global stability and acceptance per- * 
formauce. Furthermore, the analysis of fuzzy control is complicated due to the 
nonlinear behavior of the nature of the controller. In order to perform analysis, 
such as stability and robustness, the explicit form of the controller has to be 
obtained. 
Here, we discuss a class of fuzzy controllers which use algebraic product as 
the logical AND operator aud correlation-product inference method [11]. Fur-
thermore, the antecedence membership function is triangular in shape, and the 
consequent membership functiou is singleton in shape. The reasous for choosing 
this class of fuzzy controllers are 
• This class of fuzzy controllers cau provide the most smooth response than 
other fuzzy controllers [3]. 
• The fuzzy controllers are widely used for coutrol applications [22]. 
• There are existing analog/digital fuzzy processors[23] [14] supporting the 
architecture of the controllers. 
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inputs ; r~ * . . 
H Fuzzi f icat ion^ Rule E v a l u a t i o n D e f u z z i f i c a t i o n ^ 
Figure 3.1: Fuzzy inference: Fuzzification, Rule-evaluation and Defuzzificatiou 
3-2 Cons t ruc t ion of a class of fuzzy controller 
In section 5.2 we show the construction of the class of fuzzy controllers. 
Given the inputs to a fuzzy controller, the controller can perform fuzzy infer-
ence from the knowledge base in order to provide an proper output for control. 




Fuzzificatiou is to fuzzify au input(fuzzy or uou-fuzzy number) to be a mem-
bership degree of a given fuzzy set. Alternatively, the input is transformed to 
the degree of membership by the-use of a membership function, i.e. fuzzy set. 
In rule evaluation stage, different membership degrees from different inputs 
are combined by using the sentence connective "and", i.e. *-norm, to generate 
the grade of the rule. Then, the consequent fuzzy set is evaluated by the rule 
grade with the use of i - n o r m . Finally, the evaluated consequent fuzzy sets 
are combined by the sentence connective "also", i.e. .s-uorm, as the resultant 
output fuzzy set. 
Defuzzificatiou is to defuzzify the resultant fuzzy set into nonfuzzy output. 
This stage is especially important for control because the coutrol action must be 
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a crisp value but uot a fuzzy set. Only noufuzzy number is useful for machine, 
but fuzzy number can be interpreted by human. Therefore, in application, such 
as expert system, defuzzificatiou is not include in the inference mechanism. 
The construction of the class of fuzzy controller, with the exist of explicit 
form, is shown in the following. 
Fuzzification 
The antecedent membership functiou are triangular in shape and have the fol- " ~ " 
lowing properties 
+ = 1 Vi 
M a » = 0 
Note that for each input, there are two fuzzy sets with non-zero membership 
degree. Hence, for n-input fuzzy system, there are 2M fuzzy sets activated, i.e. 
having uou-zero membership degree. 
J / X X X X \ _ 
Figure 3.2: Triangular membership functions 
Triangular (piecewise linear) fuzzy sets have proved popular with fuzzy logic 
practitioners, rather than higher order based fuzzy sets such as quadratic, cubic 
etc. A possible reason for this is the ease of computation. The input space 
can be partitioned regularly into many subregious. In each subregiou, two com-
plementary triangular membership functions, fuzzy sets A<(x) and A,(x), with 
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finite support are assigned with Ai(x) = A ^ ( x ) The membership degree of x 
respect to can be calculated by a linear equatiou 
*** W = n — i \ f ! i \ (3.2) 
(ci - kx) - (ci -Mi) v ; 
where x € [ct - m 6 £ and ^ . (o ; ) £ [0,1]. Hence, by 
using the definition of negation of a fuuzy set, membership function of x respect 
to A,(x), f i ^ i x ) , is 
^'(a?) 3 3 I ' - M i i W " ~ " (3.3) 
Hence, we have 
AAi+,(«) = 1 (3.4) 
with /iAi+1(a?)€ [0,1]. 
Rule-Evaluat ion 
In the class of fuzzy controllers consider, logical AND is iuterperted by Algebraic 
Product In the following discussion, two-input fuzzy controller with triangular 
membership function is considered. 
For logical AND operation, Minimum and Algebraic Product are widely used 
for fuzzy logic controller. Wheu the Minimum operator is used for logical AND 
operation, two sources of nonlinearity are produced. The first is due to the 
pyramidal shape of the 2-dimeusioual fuzzy input sets, with strong derivative 
discontinuities existing along the major diagonals between fuzzy set centers. If 
instead the Algebraic Product'is used, its membership function provides improved 
continuity because of preserving of the input fuzzy set shape without introducing 
any distortion. 
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A second nonlinearity due to the normalization process used in the center 
of CO A (Center of Gravity) defuzzificatiou method. This second nonlinearity 
occurs since the sum of the membership over all the 2—dimensional fuzzy sets 
is not coustaut. When the algebraic product operator is used for logical AND, 
a bivariate linear surface is produced. Also, it can be easily shown that the sum 
of memberships of the input set is unity. Hence the smoothness of the fuzzy 
set is reflected in the fuzzy model output, The above discussion is also true for 
n—dimensional input spaces.* : - - • " - -
> 
For the itk rule, the fuzzy IF-THEN rule can be stated as 
s 
IF s is A AND y is B THEN r is C 
By using Algebraic Product as logical AND, the degree of the ith rule being 
activated is defined as m which means 
in = • pLEi(y) IM 
In the following discussion, we use the name "rule grade7' to specify the variable 
M* 
Defuzzif icat ion 
For the class of fuzzy controllers considered, the shape of consequent fuzzy set is 
assumed to be singleton and the defuzzification method applied is COA(Ceuter 
of Gravity). This configuration is commonly used in many practical fuzzy logic 
coutrol applications. This mainly due to the minimal storage of singleton fuzzy 
sets and the smooth output control surface constructed by using CQA method. 
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The output of the fuzzy controller can be expressed as 
Y^v fiv(v)dv 
Vo = V- ( w * 
i 
Because of applying singleton consequent fuzzy set, integral in the origiual COA 
method becomes summation in the above equation. Furthermore, due to the 
use of triangular membership and algebraic product as logical AND, it can be 
easily show- that 
X>,<(") = 1 (3.7) 
i 
and, hence. 
vo = J2v MvW (3-8) 
i 
The above equation (6.6) shows that the fuzzy controller output is a linear 
combination of the consequent fuzzy number(singletou) and the degree of being 
fired is expressed by the rule grade 7nuv(v). 
3.3 Explicit fo rm of t he fuzzy controller 
The controllers are constructed by applying triangular membership function and 
correlation-product inferenced method. The explicit form of the controller is 
generalized for multiple inputs. The class of fuzzy controllers cau be expressed 
in an explicit form which is close to the form of a linear controller but with 
additional nonlinear terms. Therefore, by applying the explicit form, the analysis 
of the fuzzy coutrol system can be performed with the use of uouliuear control 
theory. 
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Rule Evaluation 
A 2 B 5 c 3 
A — — 
\>i B i ! C4 
^ 1_. 
I X I I y 1 




Figure 3.3: Fuzzy inference of the class of fuzzy controllers 
As shown in [8], the class of fuzzy controllers, with input x'x , .... ,x n as inputs 
and u as output, can be expressed as 
t 1 2 
U J ) £ 22 NlJ2-.jn Rjlh-.jn (3*9) 
j 1=1 J/2 = 1 in=1 
and has a generalized explicit form which can be stated as 
M=1 12 = 1 »n = l 
where 
i r 2 2 2 
= — , E E - E (3.11) 
with 
_ r _ j - i y _ i " - 1 ( - D " I " - 1 ( - D * I S ) 
WiJ2"~jn - J ^ _ ( _ i j j , Cl J [Ar> - ( - 1 C,> J [kn - ( - 1 )Jncn J 
I<jlh^n « [ft, - ( - i )*c i l [* i - ( - l ) i 2 c 2 ] . . . [K - M ^ J (3.13) 
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a l a 2 
B l ^ ^ ^ | • X i 
\ / R 1 1 R 2 1 
A R 1 2 R 2 2 X 2 
b 2 / _ j ^ 1 
x 2 
— Figure 3.4: A-two-iuput fuzzy controller with four rules activated .-
i 
with n as the numbers of the inputs and u 6 [0. 1] as the output of the controller. 
i 
Two-input fuzzy controller 
For 2—iuput case, the coefficients of the fuzzy controller can be expressed as 
u = N\'X\ + N-2X-2 + X'2 4- N4 (3.14) 
where, u=2, u € [0,1] and AJJ = [kx - { - i f m l i h - M ! 1 ^ ] 
l r (" I) t" iVl " Fnuh[hh j 
Nl = LSS 
! jj 2 . (_!)•'+; ' 
N:i = nr=1 k [ § § R , j K i i ( h - - ( - i ) j <-•*). 
with 4 rules activated at each time. 
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A l A 2 
B l I ) C A 
l l l / R 2 1 l / \ / 1 / 
g 2 / 1 / R 1 2 I / R 2 2 I / A X 2 X 3 
x2 i—T—J— 
122/^222/ 
Figure 3.5; A three-input fuzzy controller with 8 rules activated 
T h r e e - i n p u t f u z z y con t ro l le r 
For 3—input fuzzy controller, there are at most eight rules activated at each time. 
Let xi, X"2 and x.i be the inputs of the controller, where xi € [c\ — k*i, c\ «f i i] , 2-2 € 
[c2 — c*2 + i-j], x3 6 [c:j — k:h C3 + fcj] be the regiou of activation. The explicit 
form of the controller can be expressed as: 
u = N\X 1 + S2X-2 + N:yX:i + N4X+ A V ^ S + N$M2X:i + NtXiXzXh + .V8 (3.15) 
where, n=3 r 11 G [0,1] and A'fi* = [*, - ( .-O'ViJfe ~ M M ^ ~ C—^  
1 r 2 2 ' j u ( - i ) j 
Ni = F r i o : [ £ £ £ 
^ = [It S S ^ 
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1 2 2 2 
% = F n j L ^ fe S - C - D i o . X ^ -
i V r = 2" NU £ - ( - D ' d K f a - ( - l y o a K f e - (-i)*c3)_ 
- - ' 1 - T 2 2 -2; • r - " - -
- N* = 9 n n » l l Y m KjkKijk 
M i l f e l ^ l_t=l J=1 frm 
Example : two-input fuzzy controller 
For two inputs and one output fuzzy controller, there are four rules activated 
at each time. Let Xi and x2 be the inputs of the controller, where x\ G [c\ -
kuCi + € [c-2 - k2,c2 + k2] are the region of activation. 
Let pk be the membership degree of each input with k to specify the input 
fuzzy set. Let ^ be the grade of the rule. Thus, the membership degrees for 
the fuzzy sets are 
xi - (ci 4- k\) _ s i - (ci ~ h ) 
^ = ( * - * , ) - ( * ! + * , ) ' ^ " ( c i + W - ^ - i i ) ' 
X-2 - fa + _ X2 - fa - 1 6 
^ = (c.2 - - (c2 + k.2y (c2 + k2) - (C2 - k2) 
By applying Algebraic Product as Logical AND, we have 
y-W = HAiVBn Pn = 
fin - PAtPBjt M22 = PA7PB7 
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r i x x x x n x , 
x 2 : 
Figure 3.6: For two-iuput fuzzy controller, only 22 rules activated, i.e. with 
non-zero rule grade 
and using CO A defuzzificatiou method, we have 
i 
u = (3.18) 
E « 
where 
X > 3 = i (:5-19> 
By using the generalization equation as shown in above, the explicit form of 
the 2—input fuzzy controller can be stated as 1 
u = j % r t + + + N n (3.20) 
where 
-Ru + Rn - Ru + R'2'2 r Rn - fti ~ + (3.21) 
Nn = m C"2 k-2 • 
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xi " ' ' ' ** 
Figure 3.7: The control surface constructed by the 2-iuputs fuzzy controller 
with rules, R = [1 0.7; 0.3 0], is a flat plant and the fuzzy controller, IJ = 
—0.3.ci — 0.7x-2, is a linear controller with X\ G [—1,1] and x2 € [—1,1] 1 
Rr — R\\ — Rn + R\2 4- Rn R-u — R'i\ — R\2 + Rn /0 
= i H Cl 4 k f c ( ' 3 J 2 ) 
mw Ru — R'2\ — R\'2 + R'2'2 m 
NT2 = 77—7 (3.2.3) 
4/Ci M§ 
M%% 4* Mm 4- R\2 4- R-n —RU + R'2\ — R\2 + R22 
Nn = 5 Cl Tk, 
— R\ 1 — R'2\ + R\'2 4" R'2'2 , Ru — R'2\ — R\-2 + R'22 /0 0/1x 
C'2 + CiC"2 m v'3-24) 
4 k-i w j % 
It can be easily seen that the uoulinear term N22 = 0 ouly if Ru + R n m 
R'21 + R\2* Then, the fuzzy controller with {/ = i V ^ i + NV2X2 + /Vn is a linear 
one with an additional coustant term. Hence, the surface constructed by the 
controller is a flat plant. Furthermore, if Ru 4- Rn = R\2 4- R21 = 1 and an,#3 
are symmetrical about the origin, i.e. cl = 0,o2 = 0, then Nu = 0. Therefore, 
we have 
U = N2IXL + NV2X2 (3-25) 
Thus, fuzzy controller under the conditions shown as above can be formulated 
as a linear controller. For example, the rules of a two-inputs fuzzy controller, 
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Figure 3.8: The control surface constructed by the 2-inputs fuzzy controller 
with rules, R » 0.7; 0.6 0], is a flat plant aud the fuzzy controller, IJ = 
—0.45*! — 0.55X2 — 0.15XIX2 + 0.15, is a bilinear controller with xx £ [ -1 ,1] aud J 
3 * 6 [ -1 ,1 ] 
with X\ e [ -1 ,1 ] aucl x2 6 [ -1,1] , are 
1 0.7 
R = (3.26) 
. 0.3 0 
Due to #11 + Ri2 = R\i + Rn = = c-z = 0 aud k% = k2 = 1, the output 
surface constructed by the fuzzy controller with IJ = — 0.3xi — 0.7x2 is a flat 
plane as shown in Figure 3.7. 
If the fuzzy rules of the controller choseu does uot satisfy the condition of 
Ru -J- Rn = RV2 + R-21, the fuzzy controller becomes a nonlinear one. For 
example, if the following rules are choseu: 
1 0.7 
R m a (3.27) 
0.6 0 
then the output control surface becomes a "bilinear" function rather than "lin-
ear" function aud the controller is governed by the functiou, U = -0.45x! -
0.55x2 - 0.15X1X2 + 0.15 as shown in Figure 3.8. 
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3.4 Design cr i ter ia on t h e fuzzy controller 
In this section, we provide the design criteria of the class of fuzzy controllers. 
Coeff ic ien t b o u n d of t h e expl ic i t f o r m 
For analysis purpose, we may want to know the bounds of the coefficients of 
the controller especially when the plant dynamics is given. For the class of 
fuzzy controllers, we can calculate the bounds associated with the controller no 
matter how the linguistic rules of the controller is constructed whether by an 
experienced human expert or a sophisticated learning algorithm. This is due to 
the facts that the input domain is converted by antecedent fuzzy sets with finite 
support and the antecedent/consequent fuzzy sets are normal. 
In fuzzy control, the height of a fuzzy set(i.e. maximum value of a fuzzy 
set) is bounded by "1". For each fuzzy set, we assume that there is a finite 
support. Then, by using these constraints, we will show that the coefficients 
of the explicit form of the class of fuzzy controller considered are bounded by 
a fixed value. Here, we first consider the normalized coefficients. From the 
generalized expression, it can be easily shown that 
U - V ^ w J < " t — t t l i t - i (3-28) 
< J , , \ t i - t V < n n . . , , C n n . . . J U & W 
- nr=i h Uri J 
with P | | oo < 1 aud k > 0 for / = 0,1,••••,«. 
The terms Cju2...j„ are used for cancelling the terms iu Kjih„jn such that, 
for each i,j, the value of Cnn..,n depeuds ou the value I<nn..,„. The maximum 
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value of the product I<jx h ...in C h h . . . i o can be stated as: * 
l |A'i ,rt .„i„C i l i j . . J n |U < [ | d | ] [ |&2| + |c2| ] . . . [ |A-n| + |%j ] (3.30) 
1 T ' 1 - 1 [" 1 1 * 1 - 1 r . - j t „ - l 
. N T n J I N + MJ ' • • 1 E i T k i . 
Due to 
HA'ii«...jV,Cjli2..j»ilo0 < l |A i l A . . ^ | |= (3.31) 
with 
l l ' w . ; » I U = (l*i| + h | ] [ N + M ] • • • + |cn|j, (3.32) 
the inequality can be rewritten as | 
H ^ - J < * , E E . . . E . (3.33) 
- Ii/=1 ** LjV=lj2=l in = l 
Then, the bound 011 the coefficient becomes 
I I A W - I U < " ^ - t " 0 0 (3.34) 
with the normalized controller output ||u||oe < 1. It can be easily seen that the 
bound only depends ou the width aud position of the activated iuput fuzzy sets 
(For n inputs, there are 2n fuzzy sets activated, i.e. with uou-zero membership 
degree). 
Fuzzy controller as a linear controller 
The class of fuzzy controller, under certain conditions, can become a linear one. 
Therefore, linear controller is just a special case of that class of fuzzy controllers. 
If the inputs of the fuzzy controller are the error, e, aud the derivative of the 
error, e, the controller becomes a fuzzy PD (Proportional-Derivative) controller 
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[29]. Therefore, the conventional PD controller is a sub-class of the fuzzy PD 
controller. 
To construct a n-iuputs "linear" fuzzy controller, 2n rules are proved to be 
sufficient for a n-inputs fuzzy controller. If there are more than 2n rules, part of 
the rules are redundant and then can be combined together in order to reduce 
the number of rules. For example, given a two-input fuzzy controller with 4 fuzzy 
sets for input x% and with 3 fuzzy sets for input x2r there are 4 x 3 = 12 rules 
used. Assume the fuzzy'sets are "uniformly covered the universe of discourse, 
then we have the following fuzzy rule table: 
1 0.9 0.8 0.7 
0.65 0.55 0.45 0.35 (3-35) 
0.3 0.2 0.1 0 
We can easily see that the rule is symmetry, aud the controller is "linear." Then, 
we can form a rule table to construct the same control surface but with only 
four rules, which are: 
' 1 °'71 ( U f l 
0.3 0 
Fuzzy controller for analysis and design 
In applying fuzzy control on nonlinear plaut, once the fuzzy rules are designed, 
the stability analysis [5] of the system can be performed due to the exist of the 
explicit form for the fuzzy controller. For analysis, the fuzzy controller has to 
be divided into many subregion. Then, by applying Lyapunov's stability theory, 
the analysis of the local stability of each region can be applied. Therefore, if ail 
subregious are stable, the system is theu globally stable. 
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i — x i 
x2 
Figure 3.9: For a two-inputs fuzzy controller, every four adjacent rules forms a 
regiou. In each region, due to the exist of the explicit form, stability analysis 
cau be performed. 
For adaptive coutrol, the explicit form provides au useful way to justify the 
use of adaptation, such as MRAC (Model Reference Adaptive Coutrol) and self-
tunning [6] method. For example, an adaptive fuzzy controller, with the tunable 
consequents, is applied ou a linear plant. Therefore, under the condition of 
persistent excitation, the fuzzy controller should be adapted to be a linear oue 
for perfect model trackiug. 
3.5 B-Spl ine fuzzy controller 1 
In this sectiou, we show the relatiou between the class of fuzzy controllers with a 
controller constructed by using B-spline function and we restrict our discussion 
iu multiple-input-single-output(MISO) case. 
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N O . N() . 
UM, 
0 1 2 3 4 ^ 0 1 2 3 4 ^ , 
(a) (b) 
Figure 3.10: Basis functions of (a) order 1 (b) order 2 
B-Spl ines f u n c t i o n s J 
Basic-Spiiues(B-Splines) functions of order 1 —• 2 are shown in Figure 3.10, 
clearly they resemble the fuzzy sets of Figure 3.2. 
A B-spline interpolant is formed from the weighted sum of basis functions 
and has the following properties: 
1. Using basis functions of order wk'\ a B-spline is a piecewise polynomial 
function of order "k". 
2. The basic functions can be evaluated, integrated and differentiated in a 
stable and efficient manner. 
3. The basis functions have compact support. 
In particular, the recurrence relation for evaluating the basis functions is given 
by 
- ( r r ^ r ) ' w , w + ( s ^ r ) ' ' " 1 
^ X > ' k J V J (3.37) 
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where 
- = j 1 : V € / f - ' , t = 1 . (3.38) 
[ 0 : otherwise 
where Nk%j{v) = the j t h B-spliue of order k, I) = the j t h interval [Ai? Ai+1] C 
K-win i J'max J with the last interval being closed at both ends, A j = the j t h knot. 
This recurrence relationship ensures that basis functions are normalized [i.e. the 
sum over ail the basis functions is unity, for ail inputs). This property greatly 
simplifies the analysis of fuzzy, sets,. 
Let .s(x) denote a univariate polynomial spline curve of order k ou the interval 
^max] with representation % 
p 
s ( x ) = 12 s % € [xmin, xmax] (3.39) 
J = I 
for certain B-spline coefficient Wj; where p is the number of nou-zero N ^ j . 
Consider a multivariate input x 6 a lattice defined across the input 
space as defined above and k denoting the order of the basis functions. The 
n dimensional multivariate basis functions are formed from the product, over 
every possible combination, of the univariate basis functions. To find the output 
of a particular multivariate basis function, the output of each unvariate basis 
functiou is calculated, and then combined using product operator. Also, because 
product operator is chosen, the multivariate basis functions are normalized, i.e. 
summed to unity. Hence, the multivariate polynomial spline curve of order k 
can expressed as 
(3-40) 
j="i 
with p = 2n and Nk,j be the multivariate basis function. 
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Fuzzy Rule 1 v 
X1 i d Fuzzy Rule 2 
'—g) Fuzzy Rule N | ^ 
Figure 3.11: B-spliue fuzzy controller with 2 inputs and N rules 
T h e class of f u z z y con t ro l l e r a n d B-Spl ines cu rve 
i 
The class of fuzzy controllers considered uses algebraic product as the logical 
AND operator, correlation-product inference method [11] and CO A for defuzzi-
ficatiou. Furthermore, the antecedence membership function is triangular in 
shape, and the consequent membership function is singleton in shape. The 
fuzzy controllers can be expressed as 
2 2 2 
H Ml32<»3nR3lh'»in {3*41 J 
j'1=s\ j2=l in = l 
or 
m 
u = (3-42) 
:=1 
where m = 2n and n is the number of inputs. 
In single input case, 771 = 2 and m represents the input fuzzy set. In multiple-
input case, m = 2n and & represents the grade of a rule being activated, i.e. 
the cartesian product of input fuzzy sets. It can be easily seen that the fuzzy 
controller output, ix, can be viewed as a linear combination of the basis functions. 
m as shown in Figure 3.11. Therefore, we come across to the following theorem. 
71 
Chapter 3 Explicit Form of a Class of Fuzzy Logic Controllers 
T h e o r e m 3.1 Suppose that triangular membership functions are used for fuzzi-
m fication, algebraic product is used for logical AND, consequent membership func-
tion is singleton in shape and Center of Area(COA) is used for defuzzifiaction, 
then the fuzzy sets form the basis for the defuzzified output u, which is a linear 
dependent upon the rule grade. 
Proof: By substituting equation (3.40) with s(x) = u. Wj — R{, p = 2T\ Nk j = 
fMi and the order of the B-spline assumed to be 2. it can be easily seen that 
the class of fuzzy controllers (3:9) considered can be represented ~a's a B-spline 
function of order 2. 
• • • 
Therefore, the fuzzy controllers actually is a piece wise polynomial function 
of order "2' \ Hence, we can name that class of fuzzy controllers to be the "2nd 
B-spliue Fuzzy Controller." 
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Mode l Reference Adap t ive 
Fuzzy Cont ro l ( M R A F C ) 
In this chapter, we introduce Model Reference Adaptive Fuzzy Control (MRAFC) 
scheme which provide controller with perfect model-tracking capability. In sec-
tiou 4.1 we review the development of fuzzy control and state out the need for 
adaptive fuzzy control. In section 4.2 we define the type of fuzzy controller, 
plant and refereuce model. In section 4.3 we show the derivation of the MRAFC 
adaptive laws. In section 4.4 we present the extension of MRAFC to Multiple-
Input-Multiple-Output (MIMO) case. In section 4.5 a simulation is provide for 
showing the performance with a linear state-feedback controller. 
4.1 In t roduc t ion 
In this sectiou, we review the development of fuzzy coutrol and state out the 
need for adaptive fuzzy control. 
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„ Modified 
ExpertRule Expert Rule 
f Model Reference Adaptive \ 
V Fuzzy Control (MRAFC) J 
~ . - Arbitrary Rule Control Rule 
i 
Figure 4.1: MRAFC scheme for linguistic rule generation 
Fuzzy controller is a knowledge based controller that uses fuzzy set theory 
and fuzzy logic for knowledge represeutatiou and inference [28]. Fuzzy coutrollers 
have been successfully applied to a wide variety of applications [22]. However, 
the problems with fuzzy coutrollers are that the coutrollers are not easy to fine 
tune or calibrate and the evaluation of system performance is also difficult. The 
rule based structure of fuzzy coutrollers makes it difficult to mathematically 
characterize the closed loop system. 
A "adaptive coutrol system" is designed so that its "adaptive controller" has 
the ability to improve the performance of the closed loop system by generating 
command inputs to the plaut and utilizing feedback information from the plant. 
The adaptive coutrol scheme presented here automatically geuerates the fuzzy 
controller's knowledge base ou-liue as new information ou how to coutrol the 
plant is gathered. For instance, as shown in Figure 4.1, the MRAFC scheme 
can automatically synthesize a fuzzy controller for the plant aud later tune it if 
there are significant disturbances or process variations. 
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The most important advantage of adaptive fuzzy control over conventional 
adaptive control is that adaptive fuzzy controllers are capable of incorporating 
linguistic fuzzy information from human operators, whereas conventional adap-
tive controllers are not. This is especially important for the systems with a 
high degree of uncertainty, e.g., in chemical processes and in aircraft, because 
although these systems are difficult to coutrol from a control theory point of 
view, they are often successfully controlled by human operators. 
In the following section, the coustnictiOu~Model Reference Adaptive Fuzzy - * 
Controller (MRAFC) is introduced. The rules of the fuzzy controller can be 
updated automatically iu order to follow the reference model response. In de-
signing the MRAFC, the class of fuzzy controllers, mentioned in [8], is used 
because of the existence of an explicit form of the controllers. Later, we will 
show how to apply the explicit form of the fuzzy controller to derivate a MR AC 
scheme which can be proved to be globally stable using the second method of 
Lyapunov. 
4.2 Fuzzy Controller , P lan t and Reference Model 
In this section, we define the type of fuzzy controller used, and the structure for 
the plant aud reference model. 
Fuzzy Controller 
In MRAFC scheme, the fuzzy controller, with x,y as inputs aud r as output, is 
constructed by applying the triangular membership function, algebraic product 
used as logical AND operator, correlation-product inference method [11] and 
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Ceuter-of-Gravity(COA) method for defuzzificatiou. The antecedent member-
ship functions are triangular in shape having the properties that: 
fii(x) +fjLi+l(x) 1 V i 
(4.1) 
fij{x) = 0 + 1 
Therefore, for multiple inputs, there are 2M rules activated at each time, where 
n is the number of inputs. In the stage of rule evaluation, the product operator 
is used as the logical AND operator. For defuzzificatiou, the consequent mem-
bership functions are singletou in shape and CO A defuzzificatiou method [11] is 
applied. Therefore, we have 
j 
fik = mix) x toiv) (4-2) 
2 = £ UkR* (4.3) 
k=\ 
where N = 2n is the total number of the fuzzy rules activated. 
Then, as shown in [8], one can construct the generalized expression of the 
fuzzy controllers with multiple inputs aud single output. Consider a controller 
of the class with n inputs of xi € [cxi - kxncxi 4- fc„] for I = 0 , 1 , . . , , n and 
Unormai € [0, l] be the normalized output, then, the generalized expression of the 
class of the fuzzy controllers can be written as [8]: 
t'i=sl »2=1 »n = l 
where 
r I" 2 2 2 
/V. . • = T V . - . i : Rj\ 32 •'•jn 32 "jn ^ Jl 37 -Jn (^-5) 
with 
r ( - i ) i ' V1"1 f ( - 1 ) * r " 1 . , . 
Cjli2...in = ^ _ (_1)J1 03ri J [ kX7-(-l)j2CX2. 
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( - l ) J n 1 ' n - l 
(4.7) 
Plant and Reference Mode l 
- It-is assumed that the process ts-linear and completely controllable,- and has no 
zeros. Moreover, assuming that all the states of the process are observable. The 
order of the process is denoted as n. The class of fuzzy controller is a linear 
state feedback controller but with an additional composite state vector xc( see 
(19) ) aud has the form of u = k0r 4- kj£p 4- kjxt. Therefore, the fuzzy controller 
allows placement of the closed-loop poles at any arbitrary position. The process 
is described by the state equations: 
xp = Apxp + bpu (4.8) 
yv = cTxp (4.9) 
where Av is assumed to be in phase-variable form: 
/ 0 1 0 ••• 0 \ ( 0 ^ 
A, = ° ° ' - ° , ! , (4.10) 
: : I . V 0 
L -dpi - < V i - « p 3 • • • - « j m / \0pn J 
(4.11) 
c ' = (1,0 0) ( 4 - 1 2 ) 
with xv = X\, Xp = X'l, • • • , Xp m xn-
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The fuzzy controller with n + 1 inputs, i.e. r aud xp can be written as: 
•2 2 2 2 
"norma ( M ^ f ^ r ^ x f . . . I * " 1 (4.13) 
» ( l = l J j a l j j s ] 1 „ = 1 
Then, the controller can be written as u = G(2 unormal - 1) with the gain G > 0. 
Alternatively, the controller can be written as: 
U = 9tUJ with: ET m {k0, h f , k j ) 
and: uT (7;, x j , x j ) (4 .14) 
where xv is the state vector with: 
M 
xp = (xi, x2, Xn-\, xn) (4.15) 
kb = *"> &») (4.16) 
with: 
ko m 2GN211...1111 = 26iV r 2 I_in, 
A-*n—i = 2GNlu...uu K = 2GNiu..AV2 (4.17) 
aud xc is the composite state vector with: 
xj = (TX^X'2 • • • Xn, rXjX2 • • . , ' ' * i 1) (4- IS) 
k j = (kn+1, A,'h+-2, ' " T &n+nc-l» (4-19) 
with: 
fcn+l = 2G N>22..:222, ki+2 = 2G N222...22U 
JLrt r -1 " ^ ; /Vni...i22, w = 26W, n . . . l i : (4.20) 
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where n c = 2"+1 - (n + 1). Therefore, we can have 
xP = (Ap -f bpkj)xp + bvk0r + bpkjxc (4.21) 
= Acxp + bcr + bccxc (4.22) 
The process parameters apl,.... apn and bpn are assumed to be unknown but 
constant except that the sign of bpn must be known. The controller parameters 
k0,..., knr kc can be adjusted by the adaptation mechanism. The reference model 
is identical to the process in form: 
i'm = Amxm 4- bmr (4.23) ; 
4.3 Der ivat ion of the M R A F C adapt ive laws 
In this section, we show the derivation of the MRAFC adaptive laws. 
D e r i v a t i o n of t h e e r r o r equa t ions 
For the time derivative of the signal error vector e = xp — xm the following 
equality holds: 
e = (4.24) 
= Acxp + bcr + bccxc - Amxm - bmr (4.2.5) 
= Ame. + Axp + br + bccxc (4.26) 
with A = Ac - Ami b = bc - bm. The parameter error vector <p is defined as: 
<j>T = (bpnk0 - bmn, —ap\ 4- %mh + Ami, . . . , + bpnK 4- a m n (4.27) 
, hjmk+l ~ 0, . . . , U + n f - 0 ) (4-28) 
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Hence, the error equation becomes: 
e = Amt + bi(pTLj (4.29) 
where bj = (0, . . . , 0, 1)T. The system's error equatiou, consisting of a linear 
part governed by Am and &/, plus a nonlinear control <t>Tu. 
T h e Lyapunov funct ion 
The choice of the Lyapunov function is normally a quadratic function of both 
the signal error vector e and the parameter error q>: 
ji 
V - eTPe + <£ r r~V (4.30) 
The adaptation gain matrix T must be positive definite and is choseu as a 
diagonal matrix, so T"1 is positive definite also. P must be a positive definite 
symmetric matrix and will follow from the adaptive law derivation shown iu the 
following paragraph. 
Different iat ing V and deriving the adaptive laws 
In order to obtain au asymptotically stable adaptive system, V must be negative 
definite. Differentiating V yields: 
V = eT(AlP + PAm)e + 2 eTPb^Tu + 2 tfJT^t (4.31) 
By applying the second method of Lyapunov, a positive definite symmetric ma-
trices P aud Q can be found such that the first part of the equatiou satisfies: 
eT(AjnP + PAm)c = - e r £ e (4.32) 
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By putting the last two terms of the equatiou to zero, the adaptive laws emerges: 
+ = 0 (4.33) 
4> = -TeTPbILj (4.34) 
= - r ( / e ) u ; (4.35) 
The product Pbj is a vector consisting of the nth column p of F\ and the 
product of this vector with the signal error vector pTe is called the "compensated 
error". This compensated error is used in the adaptive laws to calculate While 
the model and process parameters are assumed constant, from the definition of 
<p it follows that: 
0 = - T '{pTe)w (4.36) 
with V == r /6 p „ . The sign of the actual adaptation gain matrix F is found to 
depend ou the sign of 6pn, and so to be able to implement the adaptive law with 
a proper sign, the sign of bpn must be known. This condition appears in all 
MRAO schemes. The equation form the adaptive laws which provide a stable 
adaptive system. The matrix P, and so the vector /;, can be calculated with 
Lyapunov's equatiou, starting with a chosen definite symmetric matrix Q. 
Deriving the M R A F C adaptive laws 
From the generalized expression of the class of fuzzy controller [8], we have: 
t 0 = ! nas i i j s l »"n=l 
with: 
Dkhh...in = [ C r + ( - i ) ^ r 1 ^ , + ( - i r w - ' - i ^ + M r u - ' 
(4.38) 
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The sensitivity of Rhjlh^n with respect to the Nhhh itt can be obtained by 
taking the partial derivate and it follows that: 
r)R-
JO JU2 •••jn __ n . 
;>/V. . . - uhhh.~3n (4.39) 
Then, by using the chain rule, the adaptation law of each rule is: 
2 2 2 2 ar. 
R » h h - i > - I E £ - E (4.40) 
:0 = l t j=lt2 = l t'„ = l 
- - - 2 2 2 - 2 ... - . . . . 
= E E E - E (4-41) , 
i<) = ll'i=l 1*2 = 1 »n = l 
with NiQili2...in = ki /2G for i = 0, 1, . , . , n + n c . It is not difficult to show that I ' 
R-IOHH—IN = " 7 " ( / E ) ( 1 + « , J 0 J U 2 . . , „ R ) F [ ( 1 + A , ^ * , ) ( 4 . 4 2 ) 
/=1 
with 7" = ~f'/2G. For each rule, the term aXl = c*r, + ( — l)JlkXl is defined 
as the value of r and xi where the vertex of the membership function is located. 
The construction of a MRAFC system for liuear system is summarized in Figure 
4.2. 
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/ FUZZY Controller Plant" 
/ j U — x 
X. IF x Y SQ THEN U is I — * dx/dt = Ax + B U 
j" AND v/is A 
f Adaptive Law 
— — — — g 4 . 1 
r
 L dR/dt = -ysgn(B) p T e [a x + l ] [b r + 1] + ® 
Reference Model 
X m • m 
d x / d t = A m x t n + B w r • _ m m m m 
A 
Figure 4.2: Model Reference Adaptive Control System 
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4.4 Ex tens ion to the Mul t i - Inpu t , Mul t i -Outpu t 
Case 
In this sectiou, we preseut some variations iu the construction of MRAFC. 
Fuzzy controller of mult iple- input-mult iple-output(MIMO) 
The theory developed in the previous sectiou can easily be exteuded to the 
multi-input, multi-output case. In fact, while ail state elements are assumed " ~~ 
to be available, the process outputs are not really important because as xv —• 
^mi Vv V"i automatically. Strictly speaking we are therefore dealing with 
multi-iuput systems. In this subsection, we will assume that the process to 
be controlled consists of two parts with state vectors x\ aud respectively, 
which are mutually dependent. Extensiou to higher-order MIMO systems is 
straightforward. 
The rule base of au fuzzy logic controller is usually derived from expert 
knowledge. Typically, the rule base has the form of a MIMO system 
R = { ft)TF J MO' FT*MJMOR " ' 1 FTMIMO} 
where ft\UMO represents the rule: 
IF x is Ai aud • • • and y is B{ THEN z% is CVl > * % zq is Dt. 
The antecedent of ftMIMO forms a fuzzy set A i * " * ft in the product space 
U x • • • x V. The consequent is the uniou of q independent coutrol actions. 
In effect, the rule base R of au fuzzy logic controller is composed of a set of 
sub-rule-bases ftBkMISO, with each sub-rule-bases RBKMlso consisting of n fuzzy 
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control rules with multiple process state variables and a single control variable. 
The geueral rule structure of a MIMO fuzzy system can therefore be represented 
as a collection of MISQ fuzzy systems: 
R = {RBMlSQy RBlIISOl - • •, RBfyfiso} 
where RB^iso represents the rule: 
IF x is A{ aud • • * and y is Bi THEN is G\, i = 1,2, • • •, n. 
Plant and reference model 
The process is described by the equations: 
xi = A u x i 4- AviX-i 4- buu\ 4- bvlu-i 
i 4 = A-ixXi 4- A-nx-i 4- 4- b-nu2 (4,43) 
Hence, two inputs ux and u2 act ou the process. All matrices An are assumed 
to be in phase-variable form, as in the previous section. This implies that each 
subsystem has the form of the process considered in the previous section, aud is 
additionally influenced by all states, and the control, of the other subprocess. 
The reference model is assumed to consist of two decoupled parts: 
Ami = Am\xm\ + bm\r-[ 
Arnm, = <4m2*m2 + 'w »2r2 
The reference model matrices Ami and A*a are assumed to be in phase-variable 
from as well, so that * w l is comparable to and * w 2 is comparable to x-,. 
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Fuzzy controller 
The controller structure used is a straightforward extensiou of the state feedback 
used in the previous section: 
•U! = U-21 
- Gu(2Uu - 1) +Gtl{2an - 1) (4.45) 
u-2 = u21 + u-n 
G2l{2un - 1 ) + G22(2u22 - 1 ) ' " " (4.46) — 
where tin, u2i, u2i , u22 € [0,1] and G n , 621, 621, 6*22 > 0. The fuzzy 
controllers can be expressed iu linguistic rules, which are 
• Fuzzy controller with output uu 
RULE 1: IF rx is and • • • and x l n is A?" THEN u n is R*u 
RULE 2: ALSO IF • • • THEN • • -
RULE 2 n + 1 : ALSO IF r% is Mi and • • • aud x l n is A? n THEN u u » 1 
• Fuzzy controller with o u t p u t ^ 
RULE J : IF 7*2 is A? and • • • and x2n is A?" THEN uv2 is R*n 
RULE 2: ALSO I F — THEN — 
RULE 2 n + 1 : ALSO IF r2 is A? and • • • and x2n is A22n THEN uv2 is 1 
• Fuzzy controller with output u2\ 
RULE l: IF 7-2 is A\2 and • • • and xln is A?n THEN u2i is R\21 
RULE 2: ALSO IF • • • THEN 
RULE 2 n + 1 : ALSO IF r2 is A? and • • • and xln is A?n THEN u21 is 
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• Fuzzy controller with output u.22 
RULE 1: IF n is A\l aud • • • aud xln is Axxln THEN un is R?2 
RULE 2: ALSO IF • • • THEN 
JUJLE 2 n + l : ALSO IF r% is Ar2l aud • • • and xln is A?n THEN u22 is R%h 
Alternatively, the controller can be written as: 
Uij * BjpJi, with 1 = {kjo^lj.k^j) 
~ - • and: "u>Jj = {ri^ x ^ x ^ ) \ ' "" (4.47) - ~ 
where xpij is the state vector with: 
X T v x j = ( x i j i , X i j - 2 , • • • T X i j n ) (4.48) 
i j , = (kiiu kijtt) (4.49) 
with: 
k i j 0 = 2 G N i m i . „ U u k j i - = 2 G N i i m ^ i i (4.50) 
aud is the composite state vector with: 
xj.. = {VijXijlXiyZ . . • Xijni ^jX^Xijl • • • ^iju-'i, • • • , ^ jn - l^ ' jn , *) ( 4* 5 i ) 
& = kjn+2* " ? ) (4..V2) 
for i j = 1 ?2. Hence, the two control actions u t and u2 can be written as: 
= e ^ u + O & v i (4.53) 
where 
an = 
= W 1 2 = W 2 , (4"r>6) 
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with 
wiT = ( r i , " " "(4.57) " 
= (hi (4.58) 
derivation of t h e adaptive laws 
For the derivation of the adaptive laws, two error ei and e2 are considered: 
ci = ' ' " (4.59) , 
e2 m x2 - xm2 (4.60) 
Similarly, the error equations of both systems can expressed as: 
i t = + (4.61) 
m = + b i ^ u o + i (4-62) 
(4.63) 
Now, to derive the adaptive laws the following Lyapunov function is chosen: 
V = ef/V-i + eTzP2e2 
+ + ^ r - V - 2 1 + 022^02-2 (4.64) 
This Lyapunov function consists of two parts Vi and V2: 
V- « + ^llTviVll + (4-65) 
j k2 = 4 / ^ 2 + fatT^fai + (4.66) 
(4.67) 
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If we choose the adaptive laws to be 
4 u = - r n ( p f e , ) w i • - - (4.68) 
<t>vi = -T 1 2(p[ei)w2 (4.69) 
4>n = - r n ( f ? * ) u f c (4.70) 
4>-n = - r J 2 ( ^ I e 2 ) w i , (4.71) 
it will lead to the result: 
Vi = - e [ Q i e i 
= - e J { A l l l P l + PiAm i)ei (4.72) . 
fc = -tlQ-iti 
= -4(Al-2Pt + PzAm2)e-2 (4.73) 
where p, = 6/Pi, p> = &//V Hence, the system can be stated as asymptotically 
stable. Therefore, the adaptive laws become: 
dv2 = ( 4 - 7 5 ) 
i n = ( 4 J f i ) 
fe = (4.77) 
where T'x] = Iy/fey for » J = 1,2. 
D e r i v a t i o n t h e M R A F C a d a p t i v e laws 
Then, by using the chain rule, the adaptation law of each rule is: 
t0sl n=1X2 = l 
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with SB kij/2Gij . It is not difficult to show that 
71 
R B H H ~ . I N = ~ 7 N ( P I E I ) ( L + ^ L W U 5 . . , R , R , ) N ( L + ( 4 - 7 9 ) 
= -7u(pTe,)(1 + a r , w u j jnr-2) n ( l + x-2() (4.80) 
- + « , 2 j w u j . . ,„r 2 ) f i d + n x i l n j i n ^ 2 , ) (4.81) 
= -7«(pre 2 ) ( l + fid + " r U ^ ^ W (4.82) 
with 7 = ~/iJ2Gij. For each rule, the term aXf " " ~= cxi + (—iV^v i s 
J j l J 0 J U 2 - j n i v / i 
defined as the value of r and a;/ where the vertex of the membership function 
is located. In implementation the adaptive laws for R]ojlj2...jni the sign of the 
process coefficient bij must be known, as in the SISO case. 
4.5 Simulat ion 
In this section, a simulation is provide for comparing the performance of a fuzzy 
controller with MRAFC' scheme with a linear state-feedback controller. 
In the simulation, the adaptive fuzzy control and au adaptive state-feedback 
control are applied to the same linear plant. Moreover, the performance of the 
two controller are compared. The following process is considered: 
= a * (*•«) 
% = -4ay 2 + 2u (4.84) 
aud the reference model is specified as 
&mi = X f n i (4.8o) 
i m 2 = —16o:mi — 8i'Tn2 + 16?' (4.86) 
90 
Chapter Jh Model Reference Adaptive Fuzzy Control (MRAFC) 
For both controllers, full state feedback is applied. Therefore, the inputs of the 
fuzzy controller aud the linear controller are r, and xp2 with r 6 [ - 1 , 1], xpl € 
[ - 1 , 1] and xv2 6 [ - 2 , 2]. The fuzzy controller can be stated as: 
u = eTuj with : eT = (k0, tf, hi) (4.87) 
and: uT = (r, xT?, x j ) (4.88) 
and the linear state-feedback controller can be stated as: 
ui = ejui with : 9j = (hQ, hj) (4.89) 
and: cuj = ( r ,a£) (4.90) 
Then, by letting Q = I where I is the identity matrix, we have 
( 336 8 \ 
P = (4.91) 
V 8 1 7 ) 
Therefore, the adaptive laws become 
0 = - 7 ' ( 8 e + 17c) u (4.92) 
Hence, for the MRAFC), the adaptive laws become: 
S & J U l = —7/,(8e + 17e)(l + aoJOJXJ2r)(i + mMHM^iKl + a ^ * * ) (4.93) 
at 
Similarly, the adaptive laws for the parameters of the linear controller are: 
0, = - 7 ' ( 8 e + 17e) u;, (4.94) 
Both controllers are initially assigned with zero parameters, indicating no a 
priori knowledge. Therefore, for the fuzzy controller, all the rule consequents 
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model aud linear processes are both zero. The reference input, r is chosen to be 
a step input. The adaptation gain, 7' is chosen to be 2. The sampling period is 
0.01s. For the fuzzy controller, the gain, G is assigned with the value of 40. 
The step responses of the controlled plant by the two different controllers are 
drawn in Figure 4.3, which illustrates that both adaptive systems are stable, i.e. 
the plant outputs can eventually converge to the reference value. The changes 
of the controller outputs are showu in Figure 4.4. In Figure 4.5, the output 
errors of both plants, a t first, diverge, but eventually converge to zero'. The . 
1 
parameters of the adaptive state-feedback controller is shown in Figure4.6 aud 
the consequents of the adaptive fuzzy controller are shown in Figure 4.7 aud i 
Figure 4.8. 
The simulation results show that, for both plauts, the output errors couverge 
to zero asymptotically. Moreover, the speed of convergence of the output error 
of the plant controlled by the state-feedback controller is much slower than that 
controlled by the fuzzy controller. Furthermore, the consequents of the fuzzy 
rules becomes: 
J t i „ = 0.5208, R-m ~ 0.5236, Mm = 0.4901, Rm = 0.4728 (4.95) 
^ - 0.5623. Rm = 0-5709, Rni = 0.4702, Rm = 0.4183 (4.96) 
which are correspondence to the parameter vector of: 
9 T = { 0.1441 -0 .5765 - 1.6315 (4.97) 
-0 .2017 _ 0.2883 - 0 . 8 1 5 7 - 0 . 4 0 4 3 0.2882 ) (4.98) 
The parameters of the state-feedback controller become: 
0f = { 1.2263 - 1-2260 - 1.8015 ) (4-99) 
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Figure 4.3: The step responses of the adaptive fuzzy system and the adaptive 
state-feedback system 
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Figure 4.4: The outputs of the adaptive fuzzy controller aud the adaptive state-
feedback controller 
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As a conclusion. we have presented the formulation aud the update laws of the 
MRAFC. The stability of the adaptive system is assured by the existence of the 
Lyapunov function. The class of fuzzy controllers used is based ou the one men-
tioned in [8] which uses triangular membership function and correlation-product 
inference method [11] to construct the fuzzy controllers. In the simulation, the 
results show that the performance of the fuzzy controller is superior than that 
of the state-feedback controller in tracking the reference model response under 
- -the same initial conditions.-Furthermore, due to.the form of the adaptive "laws, 
the fuzzy rules can be updated independently. Therefore, the inference and the 
adaptation of the MRAFC cau be implemented in a parallel manner for high 
speed requirement. 
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C h a p t e r 5 
M R A F C on a Class of 
Nonl inear Systems: T y p e I 
In this chapter Model Reference Adaptive Fuzzy Control (MRAFC) applied ou 
a class of nonlinear system is introduced. In sectiou 5.1 we provide a general 
idea of MRAFC for nonlinear control, aud we state out the problem of how aud 
where MRAFC' can apply ou the class of nonlinear systems. In sectiou 5.2 we 
provide the construction of the controller for the nonlinear system in order to 
provide the functions of pole-placement and noiilinearitv-caucellatiou. In section 
1*3 we show the derivation of MRAFC adaptive control laws. In section 5.4 an 
example of coutrolliug an inverted pendulum is provide to illustrate the use of 
MRAFC ou uonlinear system. 
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5.1 In t roduc t i on 
In this sectiou we provide a general idea of MRAFC for nouiiuear control, and 
we state out the problem of how and where MRAFC can apply ou the class of 
nonlinear systems. 
A methodology of Model Reference Adaptive Fuzzy Control (MRAFC) is de-
veloped to achieve tracking iu a class of nonlinear, time-varying systems in the 
presence of disturbances and parameter variations. The MJiAFC scheme for 
the nonlinear system basically is an extension of the MRAFC scheme for linear 
system. The basic idea of MRAFC for the nouiiuear system is by using two 
types of adaptive fuzzy coutrollers to achieve feedback linearization, i.e. to can-
cel out the uouliuearities aud to reallocate system poles into desired locations. 
The adaptive fuzzy controllers are constructed by applying triangular member-
ship function and correlation-product inference method. The global stability of 
MRAFC for the nonlinear system is assured by the existence of the Lyapunov 
function. 
Problem Sta tement 
To use Model Reference Adaptive Control scheme on nonlinear systems, there 
are some criteria needed to be satisfied: 
1. full state is measurable. 
2. uouliuearities can be stably canceled(i.e. without unstable hidden modes 
or dynamics). 
3. structure of the system is known but with unknown or time-varying pa-
rameters. 
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We consider a unorder uoulinear systems iu companion form 
m 
* ( u ) + £ */<(£,*) « ffu (5.1) 
i 
where f = = [Xp V . * x ^ ) ] T = [*, ^ . . . * n f is the state 
vector, the functions /;(•) are known nonlinear functions of the states and time, 
and the parameters at- aud ft are unknown coustants. There are m nonlinear 
functions introduced in the system. Here, in order to use MRAFC scheme, we 
: _ assume the sign.of the parameter is known. The objective-of the MRAFC -
design is to update the controller parameters so that the system output can 
asymptotically track the desired reference model output xm(t.) despite of pa-
rameter uncertainties. 
The reference model is a linear system iu form: 
+ + •••+ OjXm + a0xm = b r (5.2) 
where xm = [xm xm • • • = [xmx • • • * m J r is the state vector of the 
reference model. The refereuce model is chosen not only to have stable poles 
but also to satisfy some desired performance specifications, such as rise time, 
settling time and damping, etc . 
5.2 Choice of Controller 
In this sectiou we provide the construction of the controller for the nonlinear 
system in order to provide the functions of pole-placement aud nonliuearity-
caucellatiou. 
In order to follow the reference model, the controller must be chosen to be 
capable of canceling the nonliuearities in the nonlinear system and providing 
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pole-placement to the system, i.e. feedback linearization. For example, the 
controller is chosen in the form: 
1 r ^ - " 
U = ~T lJ&iM£f 0 ] - a n - i 4 r , ) - a0xp + 1 r (5.3) 
P L : 
where /5,a, a,- and 6 are the estimation of the true values. If the parameters 
are all known, this choice leads to the systems equal to the reference model 
dynamics. 
The fuzzy controller is then chosen in the form similar to that of the controller 
in (6.13) in order to provide functions of feedback linearization. Two types of 
fuzzy controller are used. One is used for pole-placement and the other is used for 
nonliuearity-cancellatiou. Later, we will show how these two controllers can be 
used for adaptive feedback linearization. Now, we express the fuzzy controllers 
in the form of fuzzy IF-THEN rules which are: 
• For the Pole-Placement Fuzzy Controller 
RULE I: IF r is A\ aud • • • and xn is A\n THEN uvou is R% 
RULE 2: ALSO CP--- THEN - * 
RULE 2 n + 1 : ALSO IF r is aud • • • aud xn is A2n THEN uvole is RZn+i 
• For the it!l Nonlinear-Cancellation Fuzzy Controller 
RULE 1: IF h is THEN % is Rf{ 
RULE 2: ALSO IF /* is A§ THEN % is 
For tracking control of the nonlinear system in (5.1), the controller consists 
of m + 1 adaptive fuzzy controllers. A pole-placement fuzzy controller is used 
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for pole-placement to the nonlinear system. In order to cancel m nonlinear 
function in the nonlinear system, m nonlmearty-cancellation fuzzy controller 
are introduced. 
Explici t form of the fuzzy controller 
The fuzzy controller as the input to the nonlinear system (5.1) can be expressed 
as: 
U = Upole -f Unonlinear (5-4) 
in 
= G(2upole - 1) + £ Gi(2ufi - 1) (5.5) 
M 
with uvole € [0,1], ufi€ [0,1], the gain G > 0 and GV > 0 for i = 1,2, • • •, m. The 
control signal unoniinenr is the sum of the outputs of m single-input fuzzy con-
trollers. However, in order to approximate the uoulinear functions, the following 
conditions have to be satisfied: 
G, > II/,Hoc (5-6) 
a > \\aTxP\\„ («• 7) 
where aT = («mo? ^mi? • • •»®m(n-i))« 
The generalized expression of the class of fuzzy controller with n + 1 inputs, 
i.e. r aud xp can be written as [8] : 
Uvole = 2 ^ Xj /V,o«ita-xn7 1 
l'o = l n=1 *n = 1 
The generalized expression of the class of the fuzzy controller for non-linear 
terms cancellation, with input /,(•)• can b e w r i t t e u 3 5 : 
u u = t [/.(•)] ,°-1 W 
10 = 1 
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Alternatively, the controller can be written as: 
" = with : 9t = (k0, k j , kj9 k j ) 
and: wT = (r, * * »J ) (5.10) 
with: 
k0 = lit k% = 26'iVi2u,/m, • • •, 
(5.11) 
= 2GiVin...i2i j = 2GiV m _ 1 1 2 
aud xc is the composite state vector with: 
T r 
xc = { rxixj...xnr rx\x2 • • • ^"n-i i rxix-2.. . s w _ 2 j . ( 5 . 1 2 ) 
^n-l^u, 1 } (5.13) j . 
= { &7i+2> ^'n+nc-lj &7i+7ic } (5-14) 
with: 
&M+1 = 26,iV2-22...222, fci+2 = 2G,/V2-2>...221, * *" J 
(5.15) 
A;n+Mc_i = 2GA r n i_1 2 2 , k1l+Hc = 2GfiV2ii...in 
where n , = 2 n + 1 — (n + 1) 
and Xf is the uouliuear function input vector with: 
x j = {/,(•), 1. M*), 1, —,/,»{<)> 1 } (5.16) 
Jbj = { k{~, kt } (5.17) 
with: 
k{1 = 2GN{1, k{' = 2GN-{', •••, ^ 
fcf- = 2GiV/m, = 2G'iV./m 
5.3 Derivat ion of the M R A F C adaptive laws 
In section 7.3 we show the derivation of MRAFC adaptive control laws. 
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By substituting the fuzzy controllers into (5.1), we have the following closed-
loop system 
in 
4 ' ° = ~ E «<•/>•(•) + + V + kjxc + hTaxj 
1=1 
= fikjxv + (1kQr + (ikjxc 
m TU 
+ E pH' - «.•)/.•(•)] + £ '3k(' (5-i9) 
i=l 1=1 
Derivat ion of the error equations 
By subtracting the plant dynamic equation (5.19) with the reference model 
dynamic equation (8.8), we have the following: 
= + 0kor + 0kjxc 
m "i 
.=1 i=i 
+ £ a ix ln — b r (5.20) 
= - £ - *»?)] + £ [ ( / % + + P % -
i=i i = 1 
m , m . 
+0kj*9 + E [(/»/ ' - *>/*<•) + E ^ (s-20 
t=i 
For the time derivative of the signal error vector c t = xp - xm the following 
equality holds: 
M = f«J-e(i)] + £ [WH + + - 6 ) r 
J=1 j=l 
m m 
+HkJx c + £ [(/«/• - «.•)/<(•)] + E M ( 5- 2 2) 
1 = 1 1 = 1 
We can rewrite the error equation(6.43) in matrix representation: 
e = Amt + (5.23) 
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the error vector e is defined as: 
( * \ x \ , ' \ 1 xm 
e ~ . = • ~ # (5.24) 
v J 1 I 1 *sr*» > 
the matrix Am aud vector bj are defined as: 
' 0 1 0 . . . 0 \ i 0 ^ 
- - v - . 0. 0- - 1 - - - . . . 0 - ; 
Am = , 6 / = (5.25) 
: : : • I 0 
^ —ai — a2 — at • • • — an J y 1 J 
with the parameter error vector <j> is defined as: 
<i>T = ( 0ko - b $kx + ai • • • 0kn 4- a n 
&kn+\ fikn+2 ''' flkn+Uc 
(1k{[ - «a 0k£' • • • (ik{m - a . 0kt } 
(5.26) 
<jJT = | V X\ ... xn 
rX\X2 . . . x t l 7'Xj X-2 . . . * • • 1 
f l ( ' ) 1 ••• fm(') i } 
The system's error equation(6.44), consisting of a linear part governed by Am 
and b/, plus a uouliuear control (/>tUJ. 
The Lyapunov function 
The choice of the Lyapunov function is normally a quadratic function of both 
the signal error vector e aud the parameter error <j>: 
V = eTPt + <t>TV<t> (5.27) 
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The adaptation gain matrix T must be positive definite and is chosen as a 
diagoual matrix, so T""1 is positive definite also. P must be a positive definite 
symmetric matrix aud will follow from the adaptive law derivation shown iu the 
following paragraph. 
Differentiat ing V and deriving the adaptive laws 
In order to obtain an asymptotically stable adaptive system, V must be uegative 
-definite."Differentiating V yields: ' . _ _ 
V = eT{AjnP + PAm)e + 2eTPbId>Tuj + 2<t>TTi (5.28) 
By applyiug the second method of Lyapunov, a positive definite symmetric, ma-
trices P aud Q can be found such that the first part of the equation satisfies: 
eT(AjnP + PAm)e = —tTQe (5.29) 
| By puttiug the last two terms of the equation to zero, the adaptive laws emerges: 
2eT Pbj(t>Tuj + = 0 (5.30) 
j> = - r J p b i u j (5.3i) 
= —T(pTe)(jj (5.32) 
The product PbI is a vector consisting of the nth column p of P, aud the 
product of this vector with the signal error vector pTe is called the "compensated 
error7'. This compensated error is used in the adaptive laws to calculate While 
the model and process parameters are assumed constant, from the definition of 
<j> it follows that: 
§ = -V\pTt)u (5-33) 
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with P = T/bpn. The sign of the actual adaptation gain matrix F is found to 
depend on the sign of bpn, and so to be able to implement the adaptive law with 
a proper sign, the sign of bpn must be known. This condition appears in all 
MR AC schemes. The equatiou form the adaptive laws which provide a stable 
adaptive system. The matrix P, and so the vector p, can be calculated with 
Lyapunov's equation, starting with a chosen definite symmetric matrix Q. 
- -Derivating the M R A F C . adaptive laws. 
• From the generalized expression of the class of fuzzy controller [8], we have: 
2 2 2 '2 
Rjojlh—in ~ 52 52 •*' •••«'» D JO ilia--in (5.34) 
t'o = l M=1 »2=1 t'n=l 
with: 
[ ^ ^ ( - l r ^ r - - 1 (5.35) 
The sensitivity of #J0JU2,,.in with respect to the i V ^ l t W n can be obtained by 
taking the partial derivate aud it follows that: 
c)R'jqjij2...jn _ n . . . . (5.36) 
Then. by using the chain rule, the adaptation law of each rule is: 
k - • t - H : e E iRjoi,h'"jn 
r i j 0 j \ j 2 - ' j n Z - / i L - ^ i 
t0 = l M = l l2 = 1 »n—i 
= E E E • • • E ^ n h . . . } n f f i t i s h . . , „ (5.38) 
»'0 = I 11=1 12=1 »n=l 
with /V;olll2..,„ = 4 / 2 6 ' for » = 0, 1 « + 
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It is not difficult to show that the adaptive laws for the Pole-Placement 
controller is 
= - 7 V e ) ( l + a r j 0 ; i j 2 ^ n r ) f [ ( l + (5.39) 
with 7" = 7 ' / 2 6 . For each rule, the term ax. = cr. + (~l)ilkXt is defined 
as the value of r aud xi where the vertex of the membership function is located. 
Similarly, for the m single-input fuzzy controller, the update rule for each 
consequent is: - -
^ = - 7 , - V e ) ( l + a ^ / t ) (5.40) 
with 7" = 7-/26V For each rule, the term a^ = cj{ + ( — iy'%7. is defined as the I 
value of f i where the vertex of the membership function is located. The cou-
structiou of a MRAFC system for the class of nonlinear systems is summarized 
iu Figure 5.1. 
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i / — i U f : - - - I F f ( x ) i s / j N / THEN uf is 1 . — 
y r u + 
/ P 
/ Fuzzy Controllers — — — — — — — I 
1: IF x is/ THEN u is J U 11 Plant v 
/ » P RT I A 
x- AND r / s A P ^ dx/dt = f(x) + (3 u • 
/ b 
/ Adaptive Laws 
1 e +JL 
r L dRp/dt = -ysgn(p) pTe [ax + l ) [ b r + U 




dxm/dt = A m x m + Bmr 1—• 
a 
Figure 5.1: Model Reference Adaptive Coutrol System 
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5.4 Example : Stabil ization of a pendu lum 
111 this sectiou au example of controlling an-inverted pendulum is provide to 
illustrate the use of MRAFC on nonlinear system. 
^ ^ ^ ^ ^ ^ m 
Figure 5.2: An inverted Pendulum 
Consider the pendulum iu Figure 5.2. Its dynamics is 
JO-mgl sinO = r (5.41) 
Assume that our task is not only to bring the pendulum from any large initial 
angle to the vertical-up position but also to make the pendulum behave as a 2nd 
linear system: 
0„i + M + <*o0 = O (5.42) 
To use MRAFC scheme, the controller consists of two adaptive fuzzy coutrollers, 
one with M ^ inputs and one with sinO as input. In linguistic rule represeu-
tatiou, we have: 
• Controller 1: Pole-Placement 
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RULE I: IF 9 is A\ AND 9 is A\ THEN 0, is R\ 
RULE 2: ALSO IF 9 is A? AND 9 is A\ THEN u, is R2 
RULE 3: ALSO IF 9 is A* AND 6 is A\ T H I N fit Is H§ 
RULE 4: ALSO IF 9 is Af2 AND 9 is THEN ux is R4 
• Controller 2: Nonlinearity-Cancellation 
RULE 1: IF sinB is A\tn9 THEN u2 is Rs™d 
RULE 2: ALSO IF sinB is A™9 THEN u2 is Rfid 
s 
The combined adaptive fuzzy controller can be written as: 
r = G\(2ui - l) + G2(2u2 - 1) (5.43) 
r = M + k J 4- h 9 9 + k4 -f k f ^ s i n B + i f * (5.44) 
This leads to the following closed-loop dynamics: 
J6 - kx9 - k29 
- (mgl + kF*)sinB - k:i99 - (k4 + kf2in0) = 0: (5.45) 
Due to globally stable properties of MRAFC. this leads to the globally stable 
closed-loop dynamic system. Under persistent excitatiou condition, the con-
troller parameters should converge to a fixed point in parameter space which 
means h = J h = J i f * = * = * = ^ = Thus' 
the closed loop dynamics is exactly same as the reference mode dynamics. The 
update rules of the controller are: 
• Controller 1: Pole-Placement 
Rx = (5.46) 
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= -j"(pTe)(l+asxe)(l + < # ) (5.47) 
_ 4 . = - 7 > T e ) ( l + r t . ^ ) ( l (5.48) 
fU = - 7 " ( p r e ) ( l + a ^ ) ( l + a . ^ ) (5.49) 
• Coutroller 2: Nonlinearity-Caucellation 
R\ inS = —y"(pTe)(l + afn 9 .sni0) (5.50) 




C h a p t e r 6 
M R A F C on a Class of 
Non l inea r Systems: T y p e I I 
In this chapter we introduce the coustructiou of MRAFC for nouliuear systems 
by using fuzzy system as universal function approximator. In section 6.1 we 
provide a general idea of MRAFC for nonlinear coutrol, aud we state out the 
problem of how aud where MRAFC cau apply on the class of nonlinear systems. 
In section 6.2 we give au review of fuzzy system used as function approximator. 
In section 6.3, we show the construction of MRAFC J for the uonliuear systems. In 
sectiou 6.4 we introduce the concept of Input-Output Linearization for a class of 
nonlinear systems. In sectiou 6..5 we concern the coustructiou of MRAFC incor-
porating the concept of input-output linearization. In sectiou 6.6 au example of 
controlling an inverted pendulum is provided for illustrating the use of MRAFC 
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6-1 I n t r o d u c t i o n 
111 this section we provide a general idea of MRAFC [9] for nonlinear control, 
and we state out the problem of how and where MRAFC can apply on the class 
of nonliuear systems. 
A methodology of Model Reference Adaptive Fuzzy Control(MRAFC) is de-
veloped to achieve tracking in a class of nonlinear, time-varying systems in the 
presence of disturbances and parameter variations. However, the nonlinear func-
tion governed the nonlinear dynamic system is not exactly known. We assume 
that the function is governed bv the state variables of the svstem. The dynamic 
V-J W w 
equatiou of the uoulinear system can be stated as: 
= f ( x ) + g(x)u (6.1) 
where f ( x ) and g(x) are unknown functions aud the order of the system is n. 
The MRAFC scheme for the nonlinear system basically is an exteusiou of 
the MRAFC scheme for linear system [9]. The basic idea of MRAFC for the 
uoulinear system is to use the fuzzy controllers to approximate the unknown 
functions in order to achieve feedback linearization, i.e. to cancel out the uou-
liuearities and to reallocate system poles into desired locations. The adaptive 
fuzzy controllers are constructed by applying triangular membership function, 
alegbraic product as logical AND operator, correlation-product inference method 
and Center-of-Gravity(C0A) method for defuzzificatiou. 
To use Model Reference Adaptive Control scheme ou uoulinear systems, there 
are some criteria needed to be satisfied: 
L full state is measurable. 
! . * 1 1 3 
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2. uouliuearities can be stably canceled (i.e. without unstable hidden modes 
or dynamics). 
3. structure of the system is known.but with unknown or time-varying func-
tions. 
We consider a n-ovdev nonlinear systems in companion form 
*(n) = f ( x ) + g(x)u . (6.2) 
. where x = [x x • • • = [xp ±p - • • x f ^ Y « [ssx x2 • • • xn]T is the state 
vector, the functions f ( x ) and g(x) are unknown nonlinear functions of the 
> 
states and time. The objective of the MRAFC design is to update the controller 
parameters in such a way that the system output cau asymptotically track the 
desired reference model output despite of function uncertainties. 
The reference model is a linear system iu form: 
X™ + an-i-rir1* + + Mm + a o f = b r (6.3) 
where Xm = xm • • • = [xm xvl2 • • • xvln]T is the state vector of the 
reference model. 
6.2 Fuzzy Sys tem as Funct ion Approximator 
In this sectiou, we give an review of fuzzy system used as function approximator. 
Waug and Mendel(1992)[26] proved that fuzzy systems with product infer-
ence, ceutroid defuzzification, and everywhere positive membership functions 
are capable of approximating any real continuous control function ou a com-
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which membership functions have compact support, and combination operation 
(V-operator) for rules is the sum, are also universal approximators. Nguyen 
aud Kreinovich(1992)[17] generalized the result of Kosko and proved that for 
any A- and V-operatious, any defuzzificatiou procedure, aud any basic mem-
bership function with a compact support, the resulting fuzzy controls are uni-
versal approximators. In the following, we will present the result of Nguyen 
aud Kreinovich and will follow the definition in the theorem for the following 
discussion.. . . . . . _ 
T h e o r e m of Fuzzy Systems as Universal Approximators by Nguyen 
i 
and Kreinovich 
Here, we specify the terminology and notatious used in the proof of Nguyen aud 
Kreinovich(1992)[17], aud show the results. 
All membership functions are assumed to be continuous oil the real line SR. 
By a basic membership function we mean a continuous function fio(x) that is 
positive for all x from some interval (a, 6), and is equal to 0 outside the interval. 
A membership function p.(x) is of the type of p.Q(x) if p,(x) = fi0(kx + /), for 
some real numbers Jfc ^ 0 and I Next, by an A—operation we mean a continuous 
binary operation / : [0, 1] x [0.1] [0,1] such that / (0 .0) = / (0 ,1) = / (1 .0) = 
0? J l ' l j |J = 17 f{p,q) = f(q,p) for all p,<y, f(p,q) < p for all p,q, and if p > 0 
and q > 0, then f(p,q) > 0. For an V-operation, we require the following: 
/ (0 ,0 ) = 0, / ( 0 , 1 ) = / (1 ,0) = / ( U ) = 1, / f e f l = M P ) f o r a l 1 ^ a n d 
f[p,q) > V f°r V auc* (l\ 
A defuzzificatiou procedure D transforms a membership function fi(x) into 
a number in such a way that \i p(x) = 0 outside an interval (a, b), then D(n) 6 
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[«,&](both ceutroid aud ceuter-of-maximum are defuzzificatiou iu this sense). 
By a fuzzy methodology M we meau a triple consisting of a basic membership 
function /z0, a pair of A - and V-operations /A(p, q) and / v , aud a defuzzificatiou 
procedure D. 
Assume that a fuzzy methodology M is fixed. By F{M) we denote the 
class of all functious f : & that are equal to / ( f ) = D(/JLC), where 
PIC(U) = /a(7^1»P'2t - • • iPj, - • -iPK), Pj is defined previously, aud all membership 
\ Junctions. p.^(x), jjLj{u). are of t y p e B y F{M)\y we meau the restrictions 
1 
of elements of F to a domain U. The set of ail continuous functions on U is 
denoted by C{IJ). 
T h e o r e m 6.1 Fuzzy sys t em as universal func t ion approximators 
For any given fuzzy methodology M. and compact U C F{M)\u is dense in 
the sup-norm in C(IJ). 
Proof: please refer to Nguyen and Kreinovichf 1992)[17]. 
• • • 
Alternatively, the above theorem [Nguyen and I\reinovich(1992)][17] can be 
interpreted as: 
• For any given real continuous function g € C(U) ou the compact set 
U 6 Un and arbitrary e > 0. there exists f ( x ) 6 F(M)p such that 
M * ) ~ / M I U < e V* € IL (6.4) 
Hence, a fuzzy system f € F(M)\tr is an universal approximators; i.e. for 
any given real continuous function g 6 C(U) ou the compact set U, there exists 
a fuzzy logic system / 6 F(M)\u with fuzzy methodology M such that it can 
uniformly approximate g over IJ to arbitrary accuracy. 
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B-spline fuzzy controller as universal function approximator 
111 MRAFC scheme, the class of fuzzy controllers [8] considered uses algebraic 
product as the logical AND operator, correlatiou-product inference method [11] 
aud COA method for defuzzificatiou. Furthermore, the antecedence member-
ship function is triangular in shape, aud the cousequeut membership function is 
singleton in shape. The n—input fuzzy controllers can be expressed as 
2 i 2 
: * = X 1 - 5 1 - - (6.5) . . 
J1=1J2=1 "jn = l * -
or 
VI 
« = (6.6) 1' 
1=1 
where n be the number of inputs and m = 2n be the number of rule activated. 
In single input case, m = 2 and m represents the input fuzzy set. In multiple-
input case, 771 = 2n aud /xt- represents the grade of a rule being activated, i.e. 
the cartesian product of input fuzzy sets. It can be easily seen that the fuzzy 
controller output, u, can be viewed as a linear combination of the basis functions, 
It can be easily seen that B-spline fuzzy controller satisfies the requirement 
stated in the theorem: the triangular membership function has compact support 
and belongs to the type of fiQt the algebraic product operation satisfies the 
requirement of A - operation /A , the COA defuzzificatiou method belongs to 
the class of defuzzificatiou procedure D. Hence, B-spline fuzzy controller is an 
universal approximators; i.e. , for any given real continuous function g G C(U) 
ou the compact set (/, there exists a fuzzy logic system in the form of (6.6) 
such that it can uniformly approximate g over U to arbitrary accuracy. This is 
summarized in Figure ??. Therefore, the fuzzy logic controller (6.6) are qualified 
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y • 
" B 6 — 
8 4 — ^ ^ ^ 
B 3 
B 2 
B" T<xxxx x 
A1 A2 A3 A 4 A5 A6 
Figure 6.1: Piecewise linear approximation of an arbitrary function, by 
using a B-spline fuzzy controller, / (x) , with fuzzy IF-THEN rule: "IF x is A 
THEN y is B." 
as building blocks of adaptive controllers for nonlinear systems. 
6.3 Cons t ruc t ion of M R A F C for the nonlinear 
sys tems 
In this section, we show the construction of MRAFC for the nouliuear systems. 
Function approximation 
Consider the following nonlinear system, the dynamic equation of the system 
cau be stated as: 
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where f ( x ) aud g(x) are unknown functions. The order of the system is n. 
Here, by using fuzzy systems as universal function approximators, we as-
sume that the nonlinear functions f(x) and g(x) can be approximated by fuzzy 
systems with state x as the system inputs. That means the functions can be 
approximated in linguistic rules, which are 
for f(x), ith rule: IF xi is Ai AND • • • AND xn is B{ THEN f(x) is R{ 
for g(x), ith rule: IF X! is A{ AND • •• AND xn is B{ THEN g(x) is Hf 
where f(x) and g(x) denoted as the approximation functions of the actual func-
tions of f ( x ) and g(x), respectively. 
i 
Therefore, by using B-spline fuzzy controller [8] for nonlinear function ap-
proximation, we have the following: 
/ » = (6.8) 





v = (xu x2, .... Xn-U Xn) (6'H) 
XT = (XVX2-"Xn, XiXi'-Xn-U ^-l^n, 1) pc v 1 
The construction of the above fuzzy systems is related to the explicit form of 
B-spline fuzzy controller [8]. For details on the nature of the class of fuzzy 
controllers, please refer to chapter 5. 
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Construction of the controller 
In order to follow the reference model, the controller must be chosen to be 
capable of canceling the nonliuearities in the nonlinear system and providing 
pole-placement to the system, i.e. feedback linearization. For example, the 
controller is chosen in the form: 
u = -77—r [—/(») — a>ixp - a0xp + b r j (6.13) 
g(x) l p J . 
- — * - A -- * . 
where g, / , at- aud b are the estimation of the true values. If the parameters 
are all known, this choice leads to the systems equal to the reference model 
dynamics. The controller chosen in above is referred to be certainty equivalent 
controller[2[] in the adaptive coutrol literature. 
The fuzzy controller is then chosen in the form similar to that of the controller 
in (6.13) in order to provide functions of feedback linearization. Two types of 
fuzzy controller are used. One is used for pole-placement and the other is used 
for uouliuearity-caucellation. Later, we will show how these controllers can be 
used for adaptive feedback linearization. Now, we express the fuzzy controllers 
in the form of fuzzy IF-THEN rules which are: 
• For the Pole-Placement Fuzzy Controller 
RULE i: IF r is A\ and • • • and is A*n THEN up is R{ 
• For the Nonlinear-Cancellation Fuzzy Controller of f{x) 
RULE i: IF is AT and • • • and xn is A^n THEN uf is R{ 
• For the Noulinear-Cancellatiou Fuzzy Controller of g(x) 
RULE i: IF is A? and < • • and xn is A? THEN u9 is 
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The fuzzy controller as the input to the nonlinear system (6.2) can be ex-
pressed as: 
u = — £ " » - «/l • (6-14) ug 
= G9(2Tig-l)[Gp{2^ " 1 } " G l i M f ~ 1 ) 1 ( 6 * 1 5 ) 
with up € [0,1], uf 6 [0,1] and ug 6 [0,1], the gain Gp > 0, Gf > 0 and Gg > 0. 
However, in order to approximate the nonlinear functions and to place close-loop 
poles in desired locations, the following conditions have .to be satisfied: 
67 > i m u (6.16) 
G9 > IbWIioo (6.17) * 
Gp > U*%JU (6-18) 
where aT = (am0l amU «m(n-1)) is the coefficient vector of the reference 
model. 
The generalized expression of the class of fuzzy controller with n 4- 1 inputs, 
i.e. r and xp can be written as [8]: 
x'o=l 11 =sl in— 1 
The generalized expression of the class of the fuzzy controller for non-linear 
terms cancellation, with input xp, can be written as: 
SjjSlI 12=1 tn = l 
« s = (6-21) 
t'i=l 1*2 = 1 tn —1 
Alternatively, the controller for pole-placement can be written as: 
Up = 8TUJp with -. 61 = (A.'o, k j , kc ) 
and: $ = ( r , x J , * D (6-22) 
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with: 
k0 = 2GpN2U„Mu hx = 2GpNvn.>.nu 
t ^ (•••5B) 
= 2GpNnu.4$u kn = 2G fpiVni...n2 
aud is the composite state vector with: 
m 
xc. = { • • • a?n, ra?t«2 • • • s n - i , . . . , (6.24) 
x n ^ x n i 1 } (6.25) 
f'c = { ti+11 fci+ti • • • 7 Mt+nc-l I &'n+u<. } (6.26) 
with: 
&N+1 = 2 Gp N'2'2'2..:22'2 j kn+2 — 2GpN22'2..:2'2l, ' " I . 
(&27) 
fcn+Me-1 = 26fpA/"iii...i22) '^n+nc = 
where nc = 2w+l - (n + 1). 
The coutrollers for uouliuearity-caiicellation cau be written as: 
»/ = tfJU, tvftA: = {kjb,kfc) 
and: uTx m (6.28) 
aud 
u7 = O]^ with : Q] = (kjb,kjc) 
and: w j = (6.29) 
with 
- W . H, (6-30) 
Jfcj = {Jbf, JbJ, *S-„ (6-31) 
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and 
H - W M i u , , . H = 2G/.V/ai>- i lu 
= 2GV/V/n...uli = 2G/N{UmXU ( b M ) 
kf = 2G'.,yVf„..,„, fcf = . . . , 
= 2 G ' ^ f u . „ m , = 26VVfu . . .u , ( 6 " 3 3 ) 
aud ;rcc is the composite state vector with: 
*7c = { ki+2i • } (6.34) 
= { ^n+1' K+2i » ^n+Hcc } (6.35) i' 
with 
» 
*£fi = 2 G / N b - a * * ki+ 2 = 2 GjN. l n . , n x , 
z./ / y # (6.36) 
(6.37) 
^n+ner-t = ^n+nce =2GgNfvu.lll 
where ncc = 2M — ?i. 
Here, we defiue the fuzzy system outputs u/ and be the approximated 
functions / (#} aud respectively, i.e. /(a?) = u/ and g(x) = u(/. Heuce, the 
controller can be stated as: 
U = ~ /(*>] ( 6 ' 3 8 ) 
Derivation of the M R A F C adaptive laws 
From the nonlinear system equatiou (6.2), we have 
*(«) = f{x)+g(x)u 
123 
Chapter 6 MRA FC on a Class of Nonlinear Systems: Type II 
= /(*) + g(x)u - (j(x)u 4- g{x)u 
= /(*) + 9{*)u + {g(x) - g(x))u (6.39) 
By substituting equation (6.38) into the above equation, it becomes 
4n ) = kJxP + kor + kIxc 
+(f(x) - /(:r)) + (g(x) - g(x))u (6.40) 
. By subtracting the closed-loop plaut_ dynamic equation (iu above) with the-ref-
erence model dynamic equation (8.8), we have the following: 
4 " ' = kjxf + kor + kjxe 
+(f(x) - /(»)) + (</(*) - g(x))u 
i=1 
= - £ k(4J) - + 2 [to + + -6)7' 
+kjxc 4- ( / (*) - /(*}) + (g(x) - £(*))u (6.42) 
For the time derivative of the signal error vector t\ = xv - xm the following-
equality holds: 
e<"> = - 2 M ' 1 ] + £ [(*i + + (*» - b> 
j=i J-i 
+ ( / (*) - / (*) ) + (f (*) - ( 6-4 :3 ) 
We can rewrite the e r r o r equatiou(6.43) iu matrix representation: 
e = Amc + b,<pTu (6-44) 
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the error vector e is defined as: 
« \ / \ • \ J"p Zjn 
e = b = _ - ^ (6.45) 
\ CI / \ XP J \ J 
the matrix Am and vector bj are defined as: 
^ 0 1 0 • • • 0 ^ ( 0 \ 
0 0 " 1 " ••• 0 i 
Am » , 6/ = (6.46) 
: : : : 0 
^ —ai —a? —a;} • •« —an y y I J 
with the parameter error vector <j> is defined as: 
(j)T = | k0 — b k! + «t • • • km + an 
kn+1 7^1+2 ' ' * kH+Wc 
n->.r } (647) 
{jp- == / r * * • xu 
TX] X2 • • . Xn rx\X-2 . . . ^Ti-1 * • • 1 
UjJ. } 
where 9 f j j x as f{x) aud 9fux « g(x). The system's error equatiou(6.44), 
consisting of a linear part governed by Avl and bh plus a nonlinear control (f>Tuj> 
By choosing the same Lyapunov function V for the uouliuear error equation, 
we can obtain the adaptive law for the parameters, as iu [8], which is: 
j> m (pTe)u (6.48) 
dfr 9 = - r {pTe)u (6.49) 
Therefore, we have the following adaptive laws: 
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• For the pole-placement controller, the adaptive law is 
= " 7 ( / e K (6.50) -
• For the nonlinear-cancellation controller for f{x), the adaptive law is 
Of = - 7 (pTe)wr (6.51) 
• For the noulinear-caiiceilatiou controller for g(x), the adaptive law is 
^ = - 7 ( / e ) u . V u (6.52) 
However, it can easily see that u;s C u;p so that the controller for nonlinear-
cancellation controller for f(x) can he combined with the pole-placement con-
troller. Hence, the fuzzy controller includes two parts: 
1. the pole-placement and nonlinear-cancellation controller 
0p = - 7 ( p r e ) u . v (6.53) 
2. the nonliuearity-cancellatiou controller for g{x) 
4 = -l{pTe)ujxu (6.54) 
Der iva t ing t h e M R A F C adapt ive laws 
By using chain rule, the adaptation law for the pole-placement and nonlinear-
cancellation controller becomes 
H 
b <v'tvTt\ll + a r r) TT( 1 + a^, x{) (6.55) 
K-iojxh— in — lp\r C)\L ~ rJ0JlJ7-J" f"\ l]QJl]2«>]n 
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I i — : 1 
" I F x is / N / THEN u is I ^ u = u / „ ~ 
Y U f l * 
F FUZZY Controllers 
L^ TP V K / Y \ T H F . N u f i s J L u , Plant x 
/ A ^ f 
X" AND r As A ^ dx/dt - + g(*)u • 
/ b - I • • -••• 
/ Adaptive Laws 
—— Q 
L dRf /dt = -yp T e [ax + l ] [ b r + l] * © r W T " A 
— d R g / d t = -YP e [cx +1] u 
Reference Model 
m 
* dx /dt = A + B r -r- — • 
uaITI m m m a 
Figure 6.2: Model Reference Adaptive Coutrol System 
and the adaptation law for the noulinearity-caucellatiou controller for g{x) be-
comes 
f f i . . . = -7> re)f[(l+a* . xt)u (6.56) 
with = l / 2 G p and = 7/2&V 
The construction of the MRAFC system for the class of nonlinear systems is 
summarized in Figure 6.2. 
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Special case of a class of nonlinear systems 
If the unknown nonlinear function g(x) in the system (6.2) is an unknowu con-
stant, we can show that oue adaptive fuzzy controller is sufficient for model-
tracking, provided that the sign of the unknowu constant is known. The system 
being considered can be written as: 
j fN (6.57) 
where f{x) .is an. unknown functions aud ft is an-unknown constant but with 
t 
known sign. The order of the system is n. 
The fuzzy controller is chosen in the form similar to that of the controller in 
(6.13) in order to provide function of feedback linearization. Due to the nonlin-
ear function g(x) being replaced by unknowu constant ft, the MARFC scheme, 
similar in the linear case[9], is capable of updating the coutrol parameters in such 
a way that the effect of unknown constant ft becomes insignificant. Hence, ouly 
one fuzzy controller is used for pole-placemeut and nonlinearity-cancellation. 
The fuzzy controller can be represented by fuzzy IF-THEN rules 
• For the Pole-Placement aud Noulinearity-Cancellation Fuzzy Controller 
RULE i: IF r is A\ aud • • • aucl xn is A*n THEN uv is Ri 
The controller output can be written as: 
u = Gp(2up — 1) with Gp > -T~r-n|/{*)S + l ^ l f ) - (6*58) 
By following similar arguments as shown in previous section, we have the 
MRAFC adaptive laws for the pole-placement aud nonlinear-cancellation fuzzy 
controller, which are 
71 
b . . <y'(vTe)(l+ar. • r)TT(l+^ (6J59) 
lp\r 1 ~ r30JU7-In > *l]Qj\32»-}n 128 
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where e = o;p - * m , p = Pbf and % = • 2Gp) follows .the same definitions 
as before. 
The construction of the MRAFC system for the class of uoulinear systems is 
summarized iu Figure 6.3. 
/ Fuzzy Controller Plant 
/ U X | 
IF x y ^ THEN u is J ^ d x / d t = f(x) + P u • 
r AND r/\s A 
/ b 
/ Adaptive Law 
— e +JL 
L dR/dt = -ysgn((5) pTe[ax +l][br + l] < © 
r w - T 
Reference Model 
J 1 x m 
_ d x m / d t = A m x m + B m r 1 1 * 
ii 
Figure 6.3: Model Reference Adaptive Control System 
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6.4 I n p u t - O u t p u t Linearizat ion 
In this sectiou we introduce the concept of Input-Output Linearization for a 
class of nonlinear systems. In the following, we will follow the definitions and 
notations in [5] 
Let us now consider a reference model tracking control problem. Consider 
the system 
" x^' = f(x)+g(x)u - ' • (6.60)- - -
y = h{x) (6.61) 
and assume that our objective is to make the output y(t) track a desired tra-
jectory ym(*) while keeping the whole state bounded, where ym{t) and its time 
derivatives up to a sufficiently high order are assumed to be known and bounded. 
Au apparent difficulty with this model is that the output y is only indirectly 
related to the input u. through the state variable x and the nonlinear state 
equatiou (6.61). 
The basic idea of the input-output linearization approach to nonlinear control 
design is to find a direct aud simple relation between the system output y aud 
the coutrol input u. A way to generate au explicit relationship between the 
output y aud the input u is to differentiate the output of a system r times. The 
system is said to have relative degree r. It can also be shown formally that for 
auv controllable of order n, it will take at most n differentiations of any output 
for the coutrol input to appear, i.e.. r < n. The system can be represented as: 
y<r> = F(x) + G(x)u (6.62) 
where F{x) and G[x) are nonlinear functions of the state x. 
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However, equation (6.62) only accounts for part of the closed-loop dynamics. 
Therefore, a part of the system dynamics has beeu rendered "unobservable" in 
the iuput-output linearization. This .part of the dynamics will be called the 
internal dynamics, because it cannot be seen from the external input-output 
relationship (6.62). 
If the internal dynamics is stable, by which the states remain bounded dur-
ing tracking, i.e. stability iu BIBO sense, the tracking control design problem 
has indeed been solved. Otherwise, the'above tracking controller is practically 
meaningless, because the instability of the internal dynamics would imply un-
desirable phenomena. Therefore, the effectiveness of the above control design, 
based ou the reduced-order model (6.62), hinges upon the stability of the internal 
dynamics. 
The study of the internal dynamics stability can be simplified locally by 
studying that of the zero-dynamics instead. The zero-dynamics is defined to be 
the internal dynamics of the system when the system output is kept at zero by 
the input. If the zero-dynamics is unstable, different control strategies should 
be sought, only simplified by the fact that the transformed dynamics is partly 
linear. 
To use the input-output linearization ou nonlinear systems, there are some 
criteria needed to be satisfied: 
1. full state is measurable. 
2. uouliuearities can be stably canceled(i.e. without unstable hidden modes 
or dynamics). 
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3. structure of the system is kuown but with unknown or time-varying pa-
rameters. 
For details on the method of Input-Output Linearization, please refer to [5]. 
6.5 M R A F C wi th I n p u t - O u t p u t Linearization 
In this sectiou, we concern the construction of MRAFC incorporating the cou-
cept of input-output linearization. " " 
The basic idea of the input-output linearization approach to uouliuear control 
design is to generate an explicit relationship between the system output y aud the 
control input u by differentiation. In equation (6.6*2), we assume the nonlinear 
system (6.60)(6.61) with input-output linearization can be stated as: 
= F(x) + G(x)u 
which has the similar form of the nonlinear system (6.2) which is: 
= f{x) + g(x)u. 
The difference between two nonlinear systems are: 
1. In (6.62) the output y is related to the state variable aud the reference 
input, but in (6.2) the state x is related to the state variable and the 
input. 
2. The order of the original system (6.60)(6.61) is reduced from n to r (r < n). 
3. The variable for tracking becomes y in (6.62) but not the state * iu (6.2). 
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Hence, the reference model becomes 
V{m + an-iyln~ l ) + ' ' + «l </m + «O.Vm = b V (6.63) 
where ym = [ym ym • • • = [ym{ ym2... XJm JT is the stafce vector of tlie 
reference model. 
Due to both systems(6.62)(6.2) having similar structures, the certainty equiv-
alent controller [21] for the nonlinear system (6.62) is applied, which is:' 
A) . f - ^ ( ^ ) ~ an - i ^ n " 1 ) a\VP - aoVp + b ?*] (6.64) 
Lr(X) 
where G', F, hi and b are the estimation of the true values. If the parameters 
are all known, this choice leads to the systems equal to the reference model 
dynamics. 
The fuzzy controller is then chosen in the form similar to that of the controller 
in (6.64) iu order to provide functions of input-output linearization. Two types 
of fuzzy controller are used. One is used for pole-placement aud the other is used 
for noulinearity-caucellatiou. Later, we will show how these controllers can be 
used for adaptive feedback liuearizatiou. Now, we express the fuzzy controllers 
in the form of fuzzy IF-THEN rules which are: 
• For the Pole-Placement Fuzzy Controller 
RULE i: IF r is A\ and • and yr is A\r THEN uv is ft 
• For the Nonlinear-Cancellation Fuzzy Controller of F(x) 
RULE i: IF x t is Af and •<• and xn is Axf THEN uF is Rf 
• For the Nonlinear-Cancellation Fuzzy Controller of G(x) 
RULE i: IF an is AT and • • • and xn is ATHEN ua is Rf 
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The fuzzy controller as the input to the nonlinear system (6.2) can be ex-
pressed as: 
1 r 
u = u _ U p \ ' M g|§\ 
ua 1 
= - 1) - 6 > ( 2 S F - D] (6.66) 
Lr G(£UC — i j 
with uv € [0,1], uF 6 [0,1] and ua € [0,1]. the gain Gp > 0, 6 > > 0 and 
GY; > 0, However, in order to approximate the nonlinear functious and to place 
close-loop"poles in desired locations,"the following conditions have to be satisfied: 
GV > || Hoc (6-67) 
Go > ||<?(x)IU (6-68) 
Gp > (6-69) 
where aT = (amo, • • • ? &m(n-\}) 
The generalized expression of the class of fuzzy controller with r + 1 inputs, 
i.e. the reference input r and the output state vector yp can be written as [8]: 
Opo/« = E £ ••• E ^ M ^ - v r ^ r ' - y r 1 {B.TO) 
t'0 = lti=l t'r=l 
The generalized expression of the class of the fuzzy controller for noil-linear 
terms cancellation, with input xp, can be written as: 
uF = E E • • • E • • • s i r 1 a m 
i l s i »2=1 in—1 
= E E - - - . <w»i 
tj =1 Igiisfl «n —1 
The controller for pole-placement can be written as: 
U p = 0p Up with : Op - ) 
• w j = (r,t/pT,ycT) (6-73) 
134 
Chapter 6 MRAFC on a Class of Nonlinear Systems: Type II 
where 
T 
Vp = iff* tfift ?/r-1, 2/r} - (6.74) 
Vc = { my-2...yr, ryxy-2.. ,yT_u . . . , (6.75) 




The controllers for uouliuearity-cancellation can be written as: 
uF = 9pujx with: 0rF - (kfbr kj-c) 
and: uTx = (6.78) , 
and 
UQ = with: 9A = {&!;(» KGC) 
and: uTr = (6.79) 
where 
w J = (x^,xJc) (6.80) 
with 
acj = 3t|g . . . . ;r«-i, xn) (6.81) 
XpC = ( ; C i • • • • • • ^ t - l^u , 1) (6.82) 
Similarly, as shown in previous section, by writing the error equation (e = 
yp-ym) aud choosing the Lyapunpov function V for the error equation, we then 
have the following adaptive laws obtained by differentiating V: 
• For the pole-placement controller, the adaptive law is 
9p = -7 (pTe)wp (6.83) 
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• For the iionliuear-caucellatiou controller for F{xj, the adaptive law is 
9f= —j(pT e)ux (6.84) 
• For the nonlinear-cancellation controller for G(x), the adaptive law is 
&a = ~ l (p T e)u x u (6.85) 
with p « Pbj and AjnP + PAm = - I . 
Therefore, by applying chain rule as shown in previous section, the MRAFC 
adaptive laws for the nonlinear system (6.62) with Input-Output Linearization 
> 
become: 
• For the pole-placement controller becomes 
Afci,*-* = -OPt»)(I + (<rnJI„..,r'-) W + (6'86) 
1=1 
• For the nonlinearity-cancellation controller for F(x) becomes 
Rf . . • = -7UpTe) TT(1 + < st) (6.87) JQJ\J2•••Jn 'r « ' J.J.1 hann -m /=1 
• For the uoulinearity-caucellatiou controller for G{x) becomes 
i f ' . . . = — / ' ( / / e ) I T ( l x , ) u (6.SS) 
with 7 ; = f/2Gp, 7F = 7/26V aud ~r; = l/'^Ga-
6.6 Example 
In this section an example of controlling an inverted pendulum is provide to 
illustrate the use of MRAFC on nonlinear system. 
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Consider the pendulum in the example of chapter 7, its dynamics is 
JO — ingI sin6 = r (6.89) 
which is similar to the form of system equation (6.57) but with fl = J . Assume 
that our task is not ouly to bring the peudulum from any large initial angle to 
the vertical-up position but also to make the pendulum behave as a 2nd linear 
system: 
9m + a\9 -f a09 = "0 (6.90) 
In previous chapter, we use two fuzzy controllers for pole-placement and noulin-
earity cancellation with inputs 9,9 and sinQ respectively. However, it has been 
shown that system in the form of (6.57), one fuzzy controller with input 9,9 
is sufficient for solving the model tracking problem by using fuzzy system for 
funct io u app roxi mation. 
In order to approximate the noulinear function sinB, it is obvious that the 
input domain of 9 has to be partitioned by more than two fuzzy sets. The 
more the fuzzy sets defined, the better approximation the fuzzy system can 
provide. Here, we use 6 fuzzy sets for the input 9 and use 2 fuzzy sets for the 
input 9. The reasou for using two fuzzy sets for the input 9 is that there is uo 
nonlinear function related to the variable 9, i.e. uo function in 9 is needed to be 
approximated. In linguistic rule representation, the controller can be stated as: 
• Controller 
RULE ij: IF 9 is A* AND 9 is A] THEN u, is R{j 
for i = 1, — ,6 and j = 1,2. 
At any time, there can only be four rules activated at each time. It means 
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! f^XXXXXI; 
\ y / R11 R12 R13 R14 R15 R16 
f R21 R22 R23 R24 R25 R26 
TZ <12 
Figure 6.4: Structure of the fuzzy controller for stabilizing the inverted pendu-
lum 
that auy four adjacent rules forms a coutrol region. The control regions are over-
lapped to each other. In each regiou, we can analysis the closed-loop dynamics 
of the system. In this example, there are 5 coutrol regious as shown in Figure 
6.4. In auy regiou, The adaptive fuzzy controller controller can be written as: 
r = G-[(2u\ — 1) (6.91) 
= M + M + kiOO + k4 (6.92) 
with 
and the system cau be written as 
JO - K\Q - H2E 
- 7nglsind - hOO - k4 m 0 (6.94) 
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Due to globally stable properties of MRAFC', this leads to the globally sta-
ble closed-loop dynamic system. Under persistent excitation condition* the con-
troller parameters should converge to a fixed point in parameter space. However, 
it is only true when the number of iuput fuzzy sets is sufficient so that the fuzzy 
system can approximate the function in a high degree of accuracy. Thus, the 
closed loop dynamics is exactly same as the reference mode dynamics. The 
update rules of the controller are; 
• Controller; the ijtk rule 
Rij = - 7 V « ) 0 + 1 + ( 6 ' 9 5 ) ' 
for i — 1 ? 2, — ,6 and j = 1,2. 
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Analysis of M R A F C Sys tem 
* 
In this chapter the issues on parameter convergence and robustness of MRAFC 
system are studied. In section 7.1 we introduce the technique of averaging which 
is commonly used in adaptive literature. In section 7.2 we examine the condition 
for the parameter convergence of MRAFC system. In section 7.3 we present the 
robustness issue concerned in MRAFC system. 
7*1 Averaging technique 
In this section, we introduce the technique of averaging which is commonly used 
in adaptive literature. Due to the use of adaptive scheme, the combined system 
becomes too complex for analysis. Hence, averaging technique is introduced to 
approximate the nou-autonomous system into an autouomous system. By using 
the approximated system, we can studied the problems of parameter convergence 
aud robustness of MRAFC system. In the following discussion, we follow the 
definitions and notations in [21]. 
140 
• 
Chapter 7 Analysis of MRAFC System 
Averaging is a m e t h o d of analysis of differential equat ions of the form 
x = e/(*, x) (7.1) 
and relates properties of the solutions of system (7.1) to properties of the solu-
tions of the so-called averaged system 
*av = ffav{Zav) ( 7 . 2 ) 
where 
1 rto+T~ 
fav(x)=\mi •= / ( r , x)dr (7.3) 
T—oo 1 JtQ 
assuming that the limit exists and that the parameter e is sufficiently small. The ; 
method was proposed originally by Bogoliuboff and Mitropolskii[l961]. 
Averaging methods were introduced for the stability analysis of determinis-
tic adaptive systems iu the work of Astrom[l983][1984], Riedle and Kokotovic 
[1985] [1986]. 
Averaging is very valuable to assess the stability of adaptive systems iu the 
presence of unmodeled dynamics aud to understand mechanisms of instability. 
However, it is not only useful iu stability problems, but iu general as an ap-
proximation method, allowing one to replace a system of nonautonomous (time 
varying) differential equations by an autonomous (time invariant) systems. 
One-Time Scale Averaging 
In this subsection, we consider differential equations of the form 
i = e / ( i ,x ,e) x(0) = xo (7.4) 
where x 6 t > 0, 0 < e < eo and / is piecewise continuous with respect to 
t. 
141 
Chapter 7 Analysis of MRAFC System 
For small the variation of x with time is slow, as compared to the rate of 
time variation of / . The method of averaging relies 011 the assumption of the 
existence of the mean value of f ( t , x,Q) defined by the limit 
1 rto+T 
fav = Tiim - j / ( r , x, 0)dr (T.5) 
assuming that the limit exists uniformly in to aud x. 
Two-Time Scale Averaging 
In this subsection, we consider the system of differential equations 
x = ef{t,x,y) (7.6) 
y = A(x)y^h[t,x) (7.7) 
where x(0) = x0l y{0) = y0, x 6 and y € 
The state vector is divided into fast state vector y and a slow state vector 
xm whose dynamics are of the order of e with respect to the fast dynamics. The 
dominant term in (7.7) is linear in v, but itself allowed to vary as a functiou of 
the slow state vector. 
As previously, we define 
1 
/..= lim ~ / /(r, x, 0)dr (7.8) 
T—oo 1 J to 
and the system 
km - favM *«,(<>) = (7-9) 
is the averaged system corresponding to (7.6)(7.7). 
When e 0, x(t) varies slowly when compared to y(t), and the time scales 
of their variations become separated. x(t) is called the slow state, y(t) the fast 
state and the system (7.6)-(7.7) a two-time scale system. 
142 
Chapter 7 Analysis of MRAFC System, 
7.2 P a r a m e t e r convergence 
In this sectiou we examine the condition for the parameter convergence of 
MRAFC system. 
Equations (7.6)(7.7) are encountered in Model Reference Adaptive Fuzzy 
Coutrol(MRAFC) with x replaced by the parameter error 6, e" by the adaptation 
gain 7, aud y by the state error e. The system's error equatiou has the form 
- - e = Ame+bj<l>T<jj- (7.10) 
where bj = [0 • • • 0 1]. The adaptation law for adjusting 0 has the form 
'<p = - 7 e T P 6 / u (7.11) 
where P is obtained by solving the Lyapunov's equatiou AjnP + PAm = — I -
However, iu general, there are two situations for the parameter error vector, 
such that the error, e, cau still converge to zero asymptotically. From equa-
tions (7.10)-(7.11), it can be easily showu that the couditious for (j>{t.) going to 
zero are: 
Condition 1: 0 is orthogonal to w as e -+ 0 asymptotically. 
Couditiou 2: 0 goes to zero under input persistent excitation condition. 
Now, we consider under what conditiou that the input signal can satisfy 
the so-called persistent excitation condition so that parameter convergence can 
be achieved. By combining the equatious in (7.10)(7.11) we can cousider the 
asymptotic stability of a combined equatiou 
' e(t) 1 = I" A - b i " T j I" «(*) ( 7 1 2 ) 
i ( t ) j [ p t o J [ m 
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Furthermore, the transfer function associated with the above combined sys-
tem cau be stated as SPR by using the Kalman-Yakubovich lemma. Before 
introducing the lemma, we first define the concepts of Positive Real(PR) and 
Strictly Positive Real (SPR) functions, which can be stated as 
Definit ion 7.1 Posit ive Real (PR) and Strictly Positive Real (SPR) 
Functions 
. A. rational function h(s) of the complex variable s = a -f jw is Positive _Real 
(PR), if 
1. h(s) e & for alia e f t \ 
2. Re[h(er + jw)] > 0 for all a > 0. u > 0 
It is Strictly Positive Real (SPR) i f , 
1. for some i > 0, h{s - e) > 0 is PR 
• • • 
In order to simplify the test of the positive realness condition of a transfer 
function, the following theorem is introduced 
Theorem 7.1 A transfer function h(s) is Strictly Positive Real (SPR) if and 
only if 
L h(s) is a strictly stable transfer function 
2. the real part of h{s) is strictly positive along the juj axis, i.e. 
Re[h{s)] > 0, Vu; > 0 
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• • • 
If a transfer function of a system is SPR, there is an important mathematical 
property associated with its state-space representation, which is summarized in 
the celebrated Kalman-Yakubovich lemma. 
L e m m a 7 .1 K a l m a n - Y a k u b o v i c h 
Consider a controllable linear time-invariant system 
x = Ax 4- Bu 
R>T y = 6 x 
\ 
The transfer function 
h(s) = CT[sI — A]~lB (7.13) 
is Strictly Positive Real(SPR), i f f there exist positive definite matrices P and Q 
such that 
AtP + PA = -Q (7.14) 
PB = C (7.15) 
• • • 
By substituting A = Am, B = 6/, C = Pbh x = e, y = te, u = <pr* into 
the above lemma, it can be shown that the transfer function associated with 
equatiou(7.12) satisfies the S'PR condition. That means the function 
h,s) = J±-= bJPT[sI.. Am)-% (7.16) V ' (j)1 UJ 
is strictly stable and strictly minimum-phase. Therefore, the compensated error 
ec will converge to zero asymptotically, aud hence, i.e. e - 0 as t - 0. 
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Several researchers have studied the asymptotic stability of (7.12). In [15] 
[I] [12], it is shown that (7.12) is uniformly asymptotically stable if the linear 
system (A,B,C) meets the earlier SPR condition aud if u satisfies the persisteut-
excitatiou condition. The definition of a input vector satisfying persistent exci-
tation couditiou is showu in below. 
Definit ion 7.2 Persistent Excitation 
Jl vector u is persistently exciting (PE) if there exist a. 6 > 0 such that .... 
fh+S -
/ (JJ(T)UJ [T)(IT > a I V t o > 0 (7.17) 
Jto 
• • • 
Condition (7.17) says that the integral of u u T must be positive definite 
overall all intervals of length 8. 
Alternatively, since we have showu (independent of persistent excitation) 
that the error converges to zero under this coutrol scheme, the persistent-
excitation condition of (7.17) will be met if the desired trajectory satisfies 
[ t 0 + 6 U(1{T)OJJ(T)(IT > a l V * o > 0 (7.18) 
Jto 
where U.I is the UJ function evaluated along the desired rather than the actual 
trajectory. Hence, we have derived a condition ou the desired trajectory such 
that all parameters will be identified after a sufficient learniug interval. 
Averaging M R A F C sys tem 
In the following, we apply averaging technique to MRAFC system for showing 
the condition of input signal satisfying the requirement of persistent excitation. 
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To averaging a MRAFC system can be consider as a two-time scale averaging 
problem. The system can be described by two different time-scale systems (7.10)-
(7-11) 
e = Ame bioTu 
' T 
o = —Pbju 
In short, (7.10) is denoted as 
e = {sl - Am)~xbj4>Tu) (7.19) 
and by (7.11), we have 
(p — —~{ePbj(jj 
m —MPb,)7? 




& « [ P h f t s I - A m r l l n (7.22) 
where M is a stable trausfer function satisfying SPR condition. 
When 7 0, (b(t) varies slowly when compared to e(£), and the time scales 
of their variations become separated. 4>{i) is called the slow state and e{t) the 
fast state. In the limit as 7 — ) b e considered frozeu in (7.21), so 
that 
A/(u/T0) = M{uT)<t> (7.23) 
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T h e resul t of t h e averaging theory is tha t (7.21) may ill deed be approximated 
> y 
kv = -/yAVG[uM(uT)](f>(lv (7.24) 
Averaging M R A F C system: conditions for parameter convergence 
For simplicity, we only consider MRAFC scheme applying ou l4*—order system. 
The plant is defined as 
x = — avx + (t>vu (7.25) 
or H p = = (7.26) 
u $ + av -
with av 6 and the corresponding reference model is defined as 
xm = —amxm 4- amr (7.27) 
or Hm = (7.28) 
7- $ 4- am 
with am € Applying MRAFC scheme, the iuput vector u to the controller 
is defined as 
ujt = [r x rx 1] (7.29) 
If the input signal, 7-, contain ouly one sinusoid, which means 
r = Asin(wkt) (7.30) 
the reference model response can be stated as 
xm = A\Hm(jwk)\ mn[wkt + om{jwk)] (7.31) 
where 
- i (7-32) V1 +U 
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<i>mUw) = —ten"1 (7.33) 
Since we have shown (independent of persistent excitation) that the error, e, 
:> couverges to zero under iVIRAFC scheme, the persistent-excitation condition of 
(7.17) will be met if the desired trajectory satisfies 
rto+S 
/ *d(T)b>i(T)dT > Ctl Vio > I (7.34) 
* to 
_ where LJJ is.the.a; function evaluated aloug the desired rather than the actual- — 
- trajectory. Hence, the desired input vector tuj becomes 
Asin(wki) % 
A\Hm(jwk)\ nn[wkt 4- tm[ j w k)] $m 
u d = (7.35) 
A2\Hln(jwk)\ sin(wkt)sin[wkt 4- <l>mUwk)] 
1 
It can be easily shown that 
^ f ° + T ^ ( r ) u j J ( T ) d T (7.36) 
i -'to 
42 A2 
T~ —|//m |cas<pm 0 0 
A ' ~ . A W 
—\Hm\cos(pm ; U u 
= • J 4 I I / 14 
n n in . •> . | T j | 
0 0 ; (l+cas<z>m) — Iftnlt tNtfa 
4 I 
A 
0 0 —\Hm\cos<j)m 1 
Because all the principal majors of the matrix are positive, the matrix can be 
stated as positive definite for all K - Hence, we have derived a condition that 
signal containing only one sinusoid is sufficient for satisfying the persistent-
excitation condition and all controller parameters will be identified after a suf-
ficient learning interval. 
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T h e n , by a p p l y i n g ave rag ing t echn ique , we can analys is t h e d y n a m i c behavior 
of t h e p a r a m e t e r e r ro r vec to r cp u n d e r pe r s i s t en t - exc i t a t ion cond i t ion . Consider 
t h e e q u a t i o u (7.24) , we h a v e 
k v = -lAVG[R„ l ) ; iJ(Pav (7.37) 
with the cross-correlation matrix R^MUJ = CJ/V/(U;t) and the transfer function 
M == (Pbi)T{sI — Avl)~lbi (7.38) 
satisfying the SPR condition. By considering a l*1—Order system, it can be 
shown that 
iV/ = — ( 7 . 3 9 ) ; 
3 + CLm 
with P = p, 6/ = i and Am = am. It can be easily seen that 
M = I - Hm = i (-£=-) (7"4°) 
am am \ s -f arn J 
By using the same argument as before (i.e. the error, e, converging to zero 
asymptotically), the input vector to the controller, w, can be stated as 
Asi7i(wkt) 
A\Hm{jwk)\ sin[wkt + d>m{jwk)] 
A2\Hm{jwk)\ sin(wkt)sin[wkt + <Pm{jwk)] 
1 
and by only considering steady-state response, the filtered input vector becomes 
—A\Hm(jwk)\ sin[wkt + fLCjWil 
am 
—A\Hm(jwk)f2 sin[wkt + 2<f>m(jwk)] 
Cr ( \ — C l m 
[0J> ~ JL£.\ffm$jmW W < M > * ) ] - cos[2wkt + 2A»(M)]} a ' " _ p 
(7.42) 
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T h e cross-correlat ion m a t r i x jf = wiV/(wT) ) cau be s t a ted as 
rM{r) rM(xp) rM{rxp) rM{ 1) 
xpM{r) xpM{xp) xpM(rxp) xpM( 1) 
= „ . (T.43) 
rXpM(r) rxpM(xp) rxpM(rxp) rxpM(\) 
1 lV/(r) liV/(a;p) liV/(ro;p) 1M(1) 
The product LJM(LJT) may be expanded as the sum of products of sinusoids. 
Furthermore, $in(w$t + (pk) = si7i(wkt)co$((j>k) + cos(wkt)sin(aud products 
of sinusoids at different frequencies have zero average, as do products of sin1 s 
aud cos's of any frequency. Therefore ; 
AVG[ R ^ ] {7.44} 
^-\Hm\cos6m 1 Hm |2 cos (2 <t>m) ' 0 0 
^-\Hm\2 ^\Hjlcos(K) 0 0 
ft™ 0 0 rt:j:j —\Hm\cos(f)m 
A2 s 
0 0 — \Hin\cos<f)m 1 
with 
«33 = —\Hm\4[cos2{<i>m) + ("45) 
= I 1 , ( T - 4 6 ) 
V1 + f c ) 
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T h e condi t ions for t he averaged cross-correlation m a t r i x AVG[R^i{ui)] to be 
posi t ive defini te are 
cos(<j)m) > 0 (7.48) 
w r 0 (7.49) 
For cos(<t>m) < 0, the matrix, ^AVGlft^^^ will have some eigenvalues 
having positive real-part. Thus, the parameter error vector, </>, will not couverge 
to zero but diverge. However, due to the chosen reference model satisfying SPR - -
coudition (i.e. mini mum-phase system), cos(<pm) is always greater thau zero. 
For w = 0, reference input contains uo sinusoid, the matrix, 
becomes semi-definite and persistent-excitation condition cannot be satisfied. 
The estimated parameters will not converge to the truth value. 
By using the averaged system, we can show that there is a guide liue for 
choosing the reference model in MRAFC scheme, which is: 
1. The phase difference between the reference input aud the reference model 
must uot exist 90°. i.e. transfer function of the refereuce model must 
satisfy the SPR condition. 
2. For satisfying the persisteut-excitatiou condition, reference input contain-
ing oue sinusoid is proved to be sufficient. 
7.3 Robus tnes s 
When there is a disturbance present, it is likely that no tunning of the parameters 
will result in perfect model matching. Recently research in adaptive coutrol has 
largely been focused ou this problem of robustness. It was shown for the linear 
152 
Chapter 7 Analysis of MRAFC System, 
plant case [20] [18] that when some unstructured uncertainty was present, a loss 
of stability or unbounded parameter estimates could result. 
For the MRAFC scheme, we will show that the presence of bounded distur-
bances will not result in loss of stability or unbounded estimates. This property 
is due to fact that we have already assumed a priori bounds on the parame-
ter values. However, of course there are adverse effects of disturbances ou the 
MRAFC scheme, as showu below: 
• Error do not converge asymptotically to zero, but rather, converge to a 
bounded region near zero. The size of this regiou is related to the upper 
bound on the magnitude of the disturbances. 
• Parameter estimates may not converge, but in worst case, the nature of 
MRAFC scheme will maintain the estimates in their a priori bounds. If 
a certain persistent-excitation condition is met, then the parameter errors 
will converge to a bounded region near zero. 
To analyze the effect of disturbances, we retuu to (7.10) with disturbances 
v(t). That is, 
i = Am* + biq)TLJ + v (7.50) 
The scope of this analysis lies in what kinds of signals may be in //. First, 
// can certainly contain external disturbauces(assumed to be uncorrected with 
the state of the control system) that are bounded, but also, u may contain those 
functions of state that cau be known a priori to be bounded, for example, terms 
such as cos{6) or sgn{9). We assume ¥ is upper bounded by vmaxi that means 
IK*)II < * W 
(7.51) 
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Choosing t h e s a m e Lyapunov c a n d i d a t e func t ion as before, 
V = eTPe + <j>Tr~l<p (7.52) 
and using the same adaptation law, we obtain 
V = —eTQe + 2 eT Pu (7.53) 
with Q} P are positive definite and A?nP + PAm = - Q . Equation (7.53) shows 
- - that for sufficiently large e, V is non-positive, and so" e is "bounded. In particular, 
the region in which V may increase is given by 
e < 2 (7.54) ' 
V > 0 (7.55) 
which is upper bounded by the hypersphere 
e > < 2- Xpmtix^max 
A qmiii 
•» ^pmax t *» - n \ 
< 2 P Vmax (Tj56) 
Aqinin 
by using the fact that 
AVninl < Q < (7.57) 
A minQ-1 < I < ^ n a x Q - ' (7-58) 
* Q~l < t^—Q-1 (7.59) 
A qmin Aqmin 
where ApwflX is the maximum eigenvalue of P and Xqmin is the minimum eigen-
value of Q. 
Equatiou (7.56) gives an upper bound ou the eventual size of error in the 
presence of bounded disturbances. Note that Apwax and Agmin are related to 
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t h e re fe rence model d y n a m i c equa t ion . Note t h a t (7.56) implies t h a t there exist 
c o n s t a n t b o u n d s of t h e error vector such t h a t 
Nl~ < eT* 
llctlco < e? a x 
Ifel^lU < C ' 
Note that the above analysis does not guarantee that goes to zero, or even 
that it remains small. In fact, without saying anything about excitation of 
the trajectory, <j> may diverge. However, because of the nature of MRAFC 
scheme, we are assured that our estimates will remain bounded at ail times. 
The parameter error <p is defined by the difference between the true value, 9, 
and the estimated value, 9, which means <p = i9 — 9 with 9 = 2GtAr,I,-2...jn which 
is defined in previous chapter. Because of 
ii/=i Kt 
it can be easily showu that <b is bounded by 
I H U < | | f | | , .+26' | |A' i , i 5 . . . i„|U (7.61) 
< p | U + 2 g l | A ^ - 7 l | a o (7.62) 
11/=1 
Hence, in the worst case, <p is bounded by the above limit. 
To consider persistent excitatiou in the presence of disturbances, we see that 
(7.12) becomes 
' e(t) 1 _ [ b,U7 1 r e(t) j + M (7 6;J) 
J [ - i u , b j p T o J [ m J o J 
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and uo t e t h a t if 
ft o+s 
/• LJ{T)UJT(T)(IT > ctl (7.64) 
J to 
then (7.63) represents an asymptotically stable system driven with a bounded 
input. Hence, the state vector [eT d)T]T converges to a region that can be upper 
bounded by a ball centered at the origin. Hence, 0 m a x exists such that 
II®II < <Pmax .(7.65) 
Note that the error no longer converge asymptotically to zero in the presence of 
disturbances. 
Averaging M R A F C system with bounded input disturbance 
In this section, we apply averaging technique to a MA RFC system with bounded 
disturbance. We assume that there is only input disturbance. Hence, the system 
can be rewritten as 
I e = + + (7-6 6) 
4> = - 7 C t P 6 / u j (7.67) 
The error dynamics becomes 
| e = - AmTlbi{c>Tu + i*) (7.68) 
| ^ = + ( T - 6 9 ) 
with 
M =(Pb,)T(sI-Am)-lb, (7.70) 
where M is a stable transfer function satisfying SPR condition. 
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When 7 ^ 0, <f>(t) varies slowly when compared to e(t)? aud the time scales 
of their variations become separated, so that 
M(uT(/)) =: M({jJT)6 (T.T1) 
The result of the averaging theory is that the disturbed system may indeed be 
approximated by 
4m = -7AVG[uM{J r) \<t>a v - ~fAVG[uM{vi)] {7.72) 
Note that disturbance of high frequency will not affect the converge of (f> due to 
the filtering effect by the stable transfer function M. For periodic disturbance, 
the average value 0 will be zero, i.e. $ oscillates with the input disturbance. 
We have shown that MRAFC system designed for the ideal case of only struc-
tured uncertainty will exhibit robustness to bounded external disturbances, aud 
to a certain class of a priori bounded unmodeled dynamics. Error will be upper 
bounded by a value computable from the chosen reference model dyuamics, aud 
parameter errors will remain small if a certain persisteut-excitatiou condition is 
met, and ill the worst case will remain within their a priori known bounds 
7.4 Simula t ion 
In this section, a simulatiou is provide for showing the couditiou of satisfying 
Persistent Excitation couditiou and Robustness issue of an adaptive fuzzy con-
troller with MRAFC scheme. 
In the simulation, the adaptive fuzzy coutrol is applied to a 2'"<-order linear 
plant which is: 
- * > (7.73) 
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xp2 = - 20xpl + 2 u + h (7.74) 
where h represents ail unstructed input disturbance. The reference model is 
specified as 
1 i 
= XM2 (7./5) 
Xvi2 = ~16arml — 8xm2 + 16r (7.76) 
For the fuzzy controller,- full state feedback is applied. Therefore, the inputs 
to the fuzzy controller are xp\ aud xp2 with r 6 [—5, 6 [—5, 5] and 
xp2 E [—5, 5]. The fuzzy controller can be stated as: 
u = 9tLJ with s 9T = (k0, kjf k j ) (7.77) 
and, : J1" = (r; x*, xj') (7.78) 
Then, by letting Q = I where / is the identity matrix, we have 
( 336 8 \ 
P = (7.79) 
\ I 11 J 
Therefore, the adaptive laws become 
^ - / ( p e + f . ) ^ (7.80) 
Heace, for the MRAFC, the adaptive laws become: 
i S h M . = - 7 " ( ± e + e)(l + i + «i JOJ1JS*Pl)0 + (7.81) 
at i f 
The controller is initially assigned with zero parameters, indicating no a 
priori knowledge. Therefore, for the fuzzy controller, all the rule consequents are 
initially assigned with values of 0.5. The gain, G% of the controller is assigned 
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with the value of 200. Under persisteut excitation condition the controller 
parameter vector should converge to the vector [8, 2, - 2 , 0, 0, 0. 0, 0,]T . 
The initial conditions of states of the refereuce model aud linear processes 
are both zero. The reference input, r , is chosen to be a square wave, i.e. r = 
*in(2?r0.1£). The adaptatiou gaiu, 7', is chosen to be 0.01 aud the sampling 
period is 0.01$. For disturbance free condition, h = 0. In the following, we will 
first consider the disturbance free condition and then the disturbance injected 
condition. ~ - - - . 
Figure 7.1-7.5 show the output trackings, control input, composited error, 
parameters and rules by the use of fuzzy controller with MRAFC scheme under 
the disturbance free condition. Due to the use of small adaptatiou gaiu(7' = 
0.01), the parameters(or the rules) updated so slowly that the process output 
cannot follow the reference model response, as shown iu Figure 7.1. However, 
after a sufficiently long time, the control input increase in such a way that the 
process output can track the model respouse with small error, as shown in Figure 
7.2-7.3. In Figure 7.4-7.5, the couditiou for parameter convergence is satisfied 
by the use of the square wave input signal. The input signal contains multiples 
of sinusoid signals and satisfy the persistent excitatiou condition of MRAFC 
scheme. The parameter vector of the controller will converge to the desired 
value after a sufficiently loug time. 
Figure 7.6-7.10 show the output trackings, coutrol input, composited error, 
parameters and rules by the use of fuzzy controller with MRAFC scheme under 
the effect of unstructed input disturbance (h = 2 siu[10t] ). It is easy to see that 
good tracking performance has been achieved as in disturbance free condition 
after a sufficiently long time. As showu Figure 7.9-7.10, the persistent condition 
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is satisfied and the system can be stated as an asymptotically stable system with 
• input disturbance //, i.e. h = 2 .sm[10£]. Due to the disturbance being bounded 
(// = 2), as shown in previous section, the system is asymptotically stable and 
the error is bounded. Also, the composited error. e c (= p lhje), is bounded by 
a fixed value as shown in Figure 7.8 aud the error bound is depended of the 
maximum bound of the unstructed input disturbance. 
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Figure 7.1: Responses of model aud process obtained by using a fuzzy con-
troller with MRAFC) scheme (sold line: process, dashed line: model, dotted line: 
reference input) 
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Figure 7.2: Output of the fuzzy controller with iMRAFC scheme 
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Figure 7.3: Response of the composited error e c (= pTbj) 
8f i i i ' i i ' ' ' 
7- : 
6" 
5 - / 
4" / 
e / 
" 2 s o 100 150 2 0 0 2 5 0 3 0 0 3 5 0 4 0 0 4 5 0 500 
Time (second) 
Figure 7.4: Parameters of the fuzzy controller with MRAFC scheme 
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Figure 7.5: Rules of the fuzzy controller with MRAFC scheme 
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Figure 7.6: Responses of model aud process, with iuput unstructured distur-
bance, obtained by using a fuzzy controller with MRAFC scheme (sold line: 
process, dashed liue: model, dotted line: reference input) 
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Figure 7.7: Output of the fuzzy controller with MRAFC scheme, with input 
unstructured dist urbauce 
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Figure 7.8: Response of the composited error e c (= with input unstruc-
tured disturbance 
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Figure 7.9: Parameters of the fuzzy controller with MRAFC scheme, with input 
unstructured disturbance 
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App l i ca t i on of M R A F C scheme 
on M a n i p u l a t o r Con t ro l 
In this chapter we introduce a MRAFC scheme for manipulator coutrol. In 
section 8.1 we state out the problems in manipulator coutrol. In sectiou 8.2 
we introduce the concepts of controlling robot manipulator. In sectiou 8.3 we 
propose two different controller structures with different MRAFC schemes for 
manipulator coutrol. In sectiou 8.4 we simulate the coutrol of manipulators with 
the use of two proposed schemes. 
8,1 In t roduc t i on 
In this sectiou we state out the problems in manipulator coutrol. 
The rapidly growing interdisciplinary field of robotics, where systems must 
operate satisfactorily with differeut levels of imprecise information, represents 
yet another area where adaptive coutrol is finding extensive application. The 
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analysis aud design of robot manipulators is of growing interest in the field of 
coutrol engineering. The manipulator arm of a robot is basically a sophisticated 
servomechanism, used in a wide range of applications including weldiug, mate-
rials handling, assembly, paiut spraying and do on. It invariably has a series 
of links that providing mobility and flexibility to operate in a large workspace. 
Stability, speed, aud accuracy are important considerations when dealing with 
situations requiring a high level of mobility and dexterity. Under the coustraints 
above, it is necessary to organize, coordinates; and execute diverse-manipulation 
tasks such as trajectory tracking aud obstacle avoidance. 
> 
Industrial Robot Applications 
Industrial robot arms can be classified as direct drive arms and indirect drive 
arms. Most industrial robots are driven indirectly, where motor torque is am-
plified usiug a gear-mechanism, and are controller by relatively simple coutrol 
systems that have proved adequate. There has, however, beeu a rapid change 
in the robot industry where there is iuterest in designing direct drive robots 
and lightweight manipulator that can provide better responses. In these robots, 
high-torque motors are directly coupled to each joint. This leads to a high tne-
chauical stiffuess, negligible backlash, aud low friction. But it also implies a 
higher sensitivity to external disturbances, and introduces strong coupling and 
nonlinear time-varying characteristics. Also, the arms can reach high speeds, 
which accentuates these characteristics. Hence, some of the fundamental con-
trol issues in robot control, such as inertia changes and gravity effects become 
significant in clirect-drive arms. This trend explains the iucreasiug interest in 
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applying adaptive control for direct-drive arms in the robot industry. In the fol-
lowing, the manipulator considered is assumed to be in the type of direct-drive 
arms. 
The problem of robot manipulation can be described as one of dynamic 
control under kinematic constraints. A manipulator arm can be basically viewed 
as a series of rigid bodies linked together in a kinematic structure. The dynamic 
behavior of the manipulator arms is described in terms of the time rate of change 
* of the arm configuration in relation to the joint-torques exerted by the actuators. 
A typical problem then is to determine the nature of these torques so the end-
effector follows a desired trajectory iu as fast and accurate a manner as possible. > 
The dynamics of the underlying system is highly coupled and uoulinear. At 
high speeds, Coriolis and centrifugal forces must be taken into account aud intro-
duce additional uotilinearities. The inertial load at each joint varies significautly 
with the position of the arm. Parametric uncertainties can be present due to 
imprecise knowledge of the manipulator mass properties, unknown loads, un-
certainty in the load position of the end-effector, aud inaccuracies in the torque 
constants of the actuators. Structural uncertainties arise from the presence of 
high-frequency unmodeled dynamics, resonant modes, actuator dynamics, flex-
ibilities iu the links, or finite sampliiig rates. Additive disturbance are present 
iu the form of Coulomb frictiou. gravitational forces, measurement noise, fric-
tiou. backlash, or actuator saturation. In the presence of such uncertainties, 
linear feedback controllers (for example, PD or PID) cannot provide consistent 
performance aud, hence, adaptive solutions are required. 
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Adaptive Control for Manipulator Control 
Given the dynamics equations of motion of a manipulator, the purpose of robot 
arm coutrol is to maintain the dynamic response of the manipulator iu accor-
dance with some prespecifiecl performance criteria. Although the coutrol prob-
lem cau be stated in such a simple manner, its solution is complicated by iuertial 
forces, coupling reaction forces, aud gravity loading on the links. 
Adaptive coutrol is a coutrol scheme to have parameters updated at each 
cycle in order to capture the time-varying behavior of the plant. It cau also 
capture the uonlinearity of the system behavior by varying the control parame-
ters. On the other baud, using adaptive coutrol, the trajectory coutrol problem 
can actually be addressed only with little a priori knowledge of the system's 
properties. 
M R A F C scheme for Manipulator Control 
An Model Reference Adaptive Fuzzy Coutrol (MRAFC) scheme for manipulator 
control is proposed to incorporate with nonlinear and time-varying dynamic 
behavior of the system. The basic idea is to use MRAFC scheme to perform 
adaptive feedback linearization. The controller cousists of two types of adaptive 
fuzzy controller. One is used to perform pole-placement and oue is used to cancel 
out the uouliuearity in the system. The fuzzy controllers used are the class of 
fuzzy controllers cousider in [8] [7]. The stability of the adaptive algorithm, the 
MRAFC scheme, is assured by the existence of the Lyapunov functiou. 
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8.2 R o b o t M a n i p u l a t o r Cont ro l 
In this section we introduce the concepts of controlling robot manipulator. 
M a t h e m a t i c a l M o d e l of R o b o t A r m 
\ h 
W ' 
v v y ) _ 
X 1 
/ \ X 
/ / / / / / / / 
Figure 8.1: A two-link robot arm 
Consider, a two-link, articulated manipulator, whose positiou can be described 
by a 2-vector q of joint angles, and whose actuator inputs consist of a 2-vector r 
of torcpies applied at the manipulator joints. The links are of length l\ and /•> and 
the masses are m% and m-2 respectively. The mass is assumed to be concentrated 
at a point at the end of each link. Moments of inertia A and about the center 
of gravity of each link are included in the model. 
The dynamics of this simple manipulator is strougly nonlinear, and can be 
written in the general form 
H{q)q + C{q,q)q + G{q) = T (8.1) 
1 
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where H(q) is the 2 x 2 manipulator inertia matrix (which is symmetric positive 
definite), ^(<7,(7)7 is a 2-vector of centripetal and Coriolis torques (with C(q,q) 
a 2 x 2 matrix), and G(q) is the 2-vector of gravitational torques. The dynamic 
equation of the 2-link manipulator can be rewritten as: 
Hq + Cq + G = r (8.2) 
where 
Hu Hvi n -hq2 -hq, - hq2 Gx 
_ Hu H n J I hq, 0 J [ G2 J 
and 
^ Tl fa 
q = , r = (8.4) 
_ m J [ n j 
with 
/ / u = (nil + wj) /? + m2?-2 + 2m2rxr2cos(q2) + A 
//.2.2 = m.2/* + /-2 
/ /1 2 = 7712/! licosiqt) + m ^ 
/?. = 7n2hh^in{q2) 
Gf! = (rri! + mi)/i<w(f/2) + n^7-2co.s(f/1 + <y2) 
62 = mtr-icosiqi + 72) 
Alternatively, the manipulator dynamic equations can be represented as: 
//n<Zi + Hv2q2 - hq2 - 2hqxq2 + Gx = n (8.6) 
A l i i + ftift + H% + = ( 8 'T ) 
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The feedback control problem for such a system is to compute the required 
. actuator inputs, to perform desired tasks (e.g., follow a desired trajectory), given 
the measured system state, namely the vector q of joint angles, aud the vector 
q of joint velocities. iNote that the inertia matrix H is a function of the joint 
positiou q whose norm is uniformly bounded undependeutly of q. The cen-
tripetal torques vary with the square of individual joint velocities, while the 
Coriolis torques vary with the products of velocities at two different joints. In 
"the following, we define different types of control tasks: Position Control and -
Trajectory Coutrol. 
i 
Position Control and Trajectory Control 
For Positiou Coutrol, the task is simply to move th manipulator to a given 
final position, as specified by a constant vector qr of desired joint angle. It is 
physically clear that a joint Proportioual-derivative(P.D.) controller, namely a 
feedback coutrol law that selects each actuator input iudepeudeutly, based ou 
the local measurements of position errors and joint velocities will achieve the 
desired position coutrol task. 
We now consider the case when the manipulator is actually required to follow 
a desired trajectory, rather than merely reach a desired position. Note that a 
trajectory control control problem may arise even when the task is merely to 
move a load from its initial positiou to a final desired position. This make be 
due to requirements on the maximum time to complete the task, or may be 
necessary to avoid overshooting or otherwise bumping iuto obstacles during the 
task. These needs in turn specify the required "tracking" accuracy. The simple 
P.D. controller above cannot be expected to haudle the dynamic demands of 
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trajectory tracking effectively. We cousicler the use of feedback linearization. In 
the following section, we will only consider manipulator trajectory control. 
8.3 M R A F C on Robo t Man ipu la to r Control 
In this section, we propose two different controller structures with different 
MRAFC schemes for manipulator control. 
The objective of the. MRAFC design is to update the controller parameters"" 
so that the system output can asymptotically track the desired reference 
model output x rn(t) despite of parameter/function uncertainties and external 
disturbance. 
Reference Model 
The reference model chosen is a linear system in form: 
4\ l ) + " n - l ^ r 1 * + • • • + *rn + <*0*m = b V (8.8) 
where xin = [*m xm • • • x ^ ] 7 = [xm% xmj • • • xmn]T is the state vector of the 
reference model. The criteria of choosing a reference model is uot only based 
on stablity (i.e. with stable poles) but also required to satisfy some prespecified 
performance specifications, such as rise time, settling time and damping. 
Basic idea of M R A F C scheme 
The basic idea of applying MRAFC on manipulator coutrol is based ou the 
intuition for nonlinear cancellation and model tracking. In manipulator coutrol 
problem, the dynamics of the system is complicated by inertial forces, Coriolis 
forces, centrifugal forces aud gravity loading ou the links. 
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In order to cope with the complex system dynamics of a manipulator, there 
. are two possible ways in designing the controller for model-tracking: 
h we assume that the uoulinearities introduced cau be represented by a set 
of known nonlinear functions, aud the system dynamics becomes 
m 
* ( n ) + E «./.(*> 0 = (8-9) 
t 
2. we assume that the uoulinearities cau be regarded as the sum of au un-
known function of state aud other terms are regarded as bounded external 
disturbances, and the system dynamics can be written as 
= f ( x ) + fin (8.10) 
Actually, (i is a function of the joiut angle q and is related to matrix H. Due to 
the facts that fi is bounded and the effect of q iu the function ft is insignificant, 
for simplicity, we assume ft to be a constant iu the following discussiou. 
In the following sections, we will explain the use of both types of fuzzy coutrol 
schemes iu manipulator model-tracking problem. 
8.3.1 Part A: Nonlinear-function feedback fuzzy con-
troller 
In this part, we assume that the uoulinearities introduced can be represented by 
a set of known nonlinear functions, aud the system dynamics becomes 
m 
z(n) + £ «,/.'(* t) = pu (8.11) 
t 
Hence, several different fuzzy controllers are introduced to deal with the uoulin-
earities. By using MRAFC scheme, the coutrol parameters are updated in such 
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a way that the effects of the noiilinearities become insignificant. Other than 
cancelling the nonlinearities, the fuzzy controller has to provide the system with 
model following capability. Therefore*, an additional state feedback controller is 
provided. The controllers can be represented in terms of IF-THEN rules, which 
are: 
• IF the iuertial force is * • • THEN the control output should 
: IF the Coriolis.force is •• - THEN the coutrol output should •• ~ " . 
• IF the centrifugal force is • • • THEN the control output should • • • 
• IF the gravitational force is • * • THEN the coutrol output should - • • 
• IF the state is • • • AND the reference input is • • • THEN the control output 
should • • • 
In the following, we will show how to use these IF-THEN rule for manipulator 
trajectory control. 
Two-link manipulator 
We consider a two-link manipulator as a typical example of the type of manip-
ulator for coutrol. For the two-link manipulator, the dynamic equation (8.2) are 
basicallv 2^-order systems. In order to use MRAFC scheme, the equations in 
(8.6) (8.7) must be written in the form: 
m 
i 
where f = [ x i - * ( "" , ) ] T ^ f - [ * ! • > " ' i s t h e s t a t e 
vector, the functions /,(•) are known nonlinear functions of the states and time, 
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aud the parameters at- aud fi are unknown constants. It can be easily seen that, 
in equation (8.6), there are 5 nonlinear terms, aud in equation (8.7), there are 
3 nonlinear terms. Equations (8.6) (8.7) can be written as: 
5 
f l + l > t l M ) = AM (8.13) 
t=i 
3 
<72 + ] [ > « /*{') = Shr-i (8.14) 
i=i 
with 
- r • - #12 r -2 " ' —h 
Jit = (h <*U = TT" /V2 = <7 2 = 77 -
/ in n n 
, . . m i k f + m2/i<7 
/ 1 3 = <7i<?2 ^1:3 = — — Ju = cos(qi) a 1 4 = 
7U-2glc2 o ^ 
J15 = c a a f o + r/2) a 1 4 = — P i = — n n /7n 
- , .2 A 
/21 = <7i a '2 i = 77 hi = <7{ = 77" 
n 22 -"22 
v m ^ f 1 
/ » = + <M = 77 A - 77" 
/I "22 
(8.15) 
The joint angle of each link can be measured by sensor aud the angular velocity 
of each link can be approximated by The parameters a i i , a « are unknown 
but constant, aud the sign of parameters & , fit is known to be positive. 
Choice of Controller 
In order to follow the reference model, the controller must be chosen to be 
capable of canceling the uonliuearities in the noulinear system and providing 
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pole-placement to the system, i.e. feedback linearization! Two types of fuzzy 
controller are used. One is used for pole-placement and the other is used for 
nonlinearity-cancellatiou. Later, we will shown how these two controllers can be 
used for adaptive feedback linearization. Now. we express the fuzzy controllers 
iu the form of fuzzy IF-THEN rules which are: 
• For the Pole-Placement Fuzzy Controller 
RULE 1: IF r is Af and - • • and xn is A^n THEN uvole is Rx 
I " RULE 2: ALSO I F — ' THEN • • • 
RULE 2n: ALSO IF r is AJ and • • • aud xn is A*n THEN upoie is 
• For the ith Nonlinear-Cancellation Fuzzy Controller 
RULE h IF fi is M ' T H E N % i s R i l 
RULE 2: ALSO IF /,- is Af THEN uSi is Jtf 
For tracking control of the nonlinear system in (8.46), the controller consists 
of til 4- 1 adaptive fuzzy controllers. A pole-placement fuzzy controller is used 
for pole-placement to the nonlinear system. In order to cancel m uoulinear 
functions in the nonlinear system. m uouliearty-cancellation fuzzy controllers 
are introduced. The fuzzy controller can be expressed in the form: 
U ZZ Upole: 4" ^nonlinear (8.16) 
m 
;=1 
with upoif 6 [0,11, Ufi 6 [0,1], the gain G > 0 aud G, > 0 for i = 1 , 2 , - , m . 
The coutrol signal t w . w is the sum of the outputs of m siugle-iuput fuzzy 
controllers. 
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As shown in previous chapter, by applying Lyapunpv's second method, the 
globally stable update rule of MRAFC on a class of nonlinear systems can be 
stated as: 
L Pole-Placement Controller 
Rkhn- i r . = - 7 " ( / e ) ( l + a x () (8.18) 
/=1 
with 7" = 7 ' !2G. For each rule, the term aTl = cXL + ( — l)Jlkx. 
_ 1 - 1 ' l J 0 J \ J 2 — 1 n " ' _ ' 
is defined as the value of r and xi where the vertex of the membership 
function is located. # 
2. Nonlinearitv-Cancellation Controller 
with 7f = 7726V For each rule, the term af/Q = cft + ( -1 )^4 / , is defined 
as the value of fi where the vertex of the membership function is located. 
For tracking control of the 2-link manipulator, we assign each link with a 
reference model and an adaptive fuzzy controller with stable MRAFC scheme. 
Hence, for link 1 , 5 + 1 fuzzy controllers with MRAFC scheme are used, and for 
liuk2, 3 + 1 fuzzy controllers with MRAFC scheme are used. Therefore, we have 
the following results: 
For Link l r 
1. Reference Model 
(jm\ + «ll<7mt + flio<?m, = hr\ 
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2. Uout ro l le r 
n = Gi(2a,-l) + £ a u ( _ i) (8.20) 
i=1 
• Pole-Placement Controller 1 
ijktk IF cn is Af AND q\ is Af AND r t is Af THEN is Rlijk 
for i,jr k = 1,2 
- Noiiliuearity-Caucellatiou Controller 1 
IF q2 is Af THEN u\\ is 
ALSO IF q2 is Af THEN u\\ is fife 
• Noiiliuearity-Caucellatiou Controller 2 
IF ql is Af THEN uf\ is R$2 
ALSO IF q22 is THEN i | is /iff 
• Nouliueari ty-Cancellation Controller 3 
IF ('nek is /i?"*2 THEN u\\** is /J&* 
ALSO IF is THEN is J l ** 
• Nonlinearity-Caucellation (Controller 4 
IF cos(qi) is t h e n 
ALSO IF THEN t i f ' k ^ 
• Nouliuearitv-Cancellation Controller 5 
IF «»(*+<72) is t h e n is / c ( < i + 9 2 ) 
ALSO IF a w ^ + ^ i s ^ 1 ^ THEN k 
3. Update Rule 
• Pole-Placement Controller 1 
^ = ^ ' ' ( p f a X l + + a f m + fl?r,) (8.21) 
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for i, k = 1,2 
• Noulinearity-Caiicellation Controller 1 
= -7n"(p?"e0( l+af<72) (8-2^) 
Ril = - 7 n V e t ) ( i + « ? 9 a ) ( * • " ) 
• Nonlinearity-Cancellation Controller 2 
" ' m " - T u V e i K l ( 8 . 2 4 ) 
t i g = (8.25) 
• Noulinearity-Caiicellation Controller 3 
ft* = -7K J"(p[e l)( l+ar J<71<?2) (8.26) 
A * * = ( 8 - 2 7 ) 
• N'oiiliuearity-Oancellatiou Controller 4 
m - l u " ( P J e , ) { l + a T M c o , M ) (8.29) 
• Nouliuearity-Caacellatiou Controller 5 
with e, = ft - <7m, aud F l = P A which is computed by solviug the 
Lyapuuov equatiou ATm Pi + = with i f - [0 • • • 01). 
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For Link 2. 
1. Re fe r ence Model 
%i2 + a2ljm2 + a-20<Im2 = k2r2 
2. Controller 
3 
r i = G-2{2U2 - l ) + J 2 - 1) (8.32) 
1=1 
• Pole-Placement Controller 1 
- - -- ~ ijktk IF <72 is Af ' AND q2 is A\2 AND rt is'X^2 THEN u2 is 
for i, j, k = 1,2 ; 
• Nonlinearity-Cancellation Controller 1 
IF f t is Af THEN t | is R?2\ 
ALSO IF i is AV THEN ufi is 4-2 
• Nonlinearity-Cancellation Controller 2 
IF r/f is Af THEN ' 4 is A f 
ALSO IF q f w A f THEN b 
• Nonlinearity-Cancellation Controller 3 
Tr / , \ • ACOs{qi+q2) TUrW +<72) * pCOs(ql+q2) 
IF cus(qi + q2) is >ti IHhlN u.i3 is ttzl 
\ . 0^05(01+02) T>utr\r -cos(qi+q2) fc r>cos(vi+V2) 
ALSO IF m«t|fi + 72) is Af THEN «.23 is % 
3.Update Rule 
• Pole-Placement Controller 1 
R.n = - T / / ( ^ e 2 ) ( l + afq a)( l + + W 
for k = 1,2 
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• Noulinearity-Cancellation Controller 1 
= - 7 » j " ( p J a a ) ( l + a ? l f o ) (8.34) 
= - 7 2 1 " ( ^ e 2 ) ( l +a| ' ( 7- l) (8.35) 
• Noulinearity-Cancellation Controller 2 
= - W ( | £ « a ) ( l + o f ??) (8.36) 
• ..- — . . A & = *~7a"(Pj6a)(l + _ (8.37) 
• Noulinearity-Cancellation Controller 3 
= - W t r f c a K l + a ? ' ^ ^ 4- f t ) ) (8.38) 
= -7 , : ! "(pre 2 ) ( l+«r ( , l + " 2 ) co .s ( ( 7 l +<?, ) ) (8.39) 
with e-2 = q-2 — <7?H2 au<;l Pi = which is computed by solving the 
Lyapunov equation + P%Amt = —/ aud with i f = [0 • • • 01]. 
8,3.2 Part B: State-feedback fuzzy controller 
we assume that the nonlinearities can be regarded as the sum of an unknown 
function of state aud other terms are regarded as bounded external disturbances, 
aud the system dyuamics can be written as 
yM = f ( x ) + (8.40) 
Here, by usiug fuzzy systems as universal function approximators^ 7] , we 
assume that the nouliuear functions f ( x ) can be approximated by fuzzy systems 
with state x as the system inputs. That means the functions can be approxi-
mated in linguistic, rules, which are 
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for f(x), i"' rule: IF is At AND • • • AND x n is B, THEN f ( x ) is Ft{ 
A 
where f{x) denoted as the approximation functions of the actual functions of 
/ ( * ) . 
Therefore, by using B-spline fuzzy controller [8] for nonlinear function ap-
. proximation, we have the following: 
f ( x ) = where w j = {xT?, xje) (8.41) 
with 
xp = x3i «' • > , xn) (8.42) 
T ( 
xpc = ' ' ' £nr X\X'2 ' ' ' F 7 XTI-I^'TH 1) (8.43) 
The construction of the above fuzzy systems is related to the explicit form of 
B-spline fuzzy controller [8]. For details on the nature of the class of fuzzy 
controllers, please refer to chapter o. 
The state feedback fuzzy controller is choseu in order to provide function 
of feedback linearization. The MA RFC scheme, similar iu the linear case(9], 
is capable of updating the coutrol parameters iu such a way that the effect of 
unknown constant /) becomes insignificant. Hence, only one fuzzy controller is 
used for pole-placement and noulinearity-caucellatiou. The fuzzy controller can 
be represented by fuzzy IF-THEN rules 
• For the Pole-Placement and Nonliuearity-Caucellatiou Fuzzy Controller 
RULE i: IF r is A\ aud • • • and xn is A*n THEN up is ft 
The controller output can be written as: 
« . < ? , { » , - i ) with Gp>^(\\f(x)\\^\\aTxp\\). (8.44) 
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By tollowiug similar arguments as shows iu previous section, we have the 
MRAFC adaptive laws for the pole-placement aud uouliiiear-cancellatiou fuzzy 
controller, which are 
= - 7 > T e ) ( l + S w i n - i r f HC1 + (&4B} 
where e = xv - xm, p = Pbj and iv = -y/(/3 • 2G v) follows the same definitions 
as before. 
Two-link manipulator 
We consider a two-liuk manipulator as a typical example of the type of manip-
ulator for control. For the two-link manipulator, the dynamic equatiou(8.2) are 
basically 2nd 
-order systems. In order to use MRAFC scheme, the equatious in 
(8.6) (8.7) must be written iu the form: 
« / ( * ) + {iu (8.46) 
where x = [x x • • • x^'^]7 = [xp xv--- x ^ f = [xx x2 • • • xn]T is the state 
vector, the functions /(•) is an unknowu uoulinear function of the states and 
time. Equatious (8.6) (8.7) can be written as: 
ft = (8-4T) 
h = MftM+fa** (8-4 S) 
For tracking control of the 2-link manipulator, we assign each link with a 
reference model and au adaptive fuzzy controller with stable MRAFC scheme. 
Hence, for link 1, a fuzzy controllers with MRAFC scheme are used, and for 
link2, a fuzzy controllers with MRAFC scheme are used. 
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In order to approximate the nonlinear function /,-(•)* it is obvious that the 
input domains of m and c'n have to be partitioned by more thau two fuzzy sets, 
where i = 1,2. The more the fuzzy sets defined, the better approximation the 
fuzzy system can provide. Here, for each input qi and qi, we use 6 fuzzy sets 
to cover the whole input domain. We use two fuzzy set for the input r,-. The 
reason is that there is no nonlinear function related to the variable ?•,-, i.e. no 
function in rt- is needed to be approximated. Two fuzzy sets for each reference 
input Vi are sufficient. For each link, there-are 6 x 6 x 2 = 72 fuzzy rules-for 
inference. Then, we have the following results: 
(for i = 1 • • • 6, j = 1 • • • 6, i l j 
For Link 1, 
1. Reference Model 
('bm + aillmi + «t. = 
2. Controller 1 
• ijkth rule: 
IF q, is Ajjt AND q, is AND r, is Ar{-k THEN is R,t,k 
• input torque: 
3.Update Rule 
= + « & * ) ( ! + + (8.50) 
with e t = <71 — #», and * = M , which is computed by solving the Lyapunov 
AT P A A = —I aud with bj = [0 • • • 01]. equation A;nin t r\Am\ - 1 1 
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For Link 2, 
1. Reference Model 
<jm2 + «21<7m2 + a-20<7m2 m b2r2 
2. Controller 2 
.. • ijkth rule: 
IF m is Afjk AND (h is Af]k AND m is A%k THEN % is Rijk 
• input torque: 
n = G2(2u2-i) (8.51) 
3. Update Rule 
= -l2"(lZe2)(l + afjhn%){\ + a%q2)( 1 + a^r2) (8.52) 
with e2 = q2 — </m2 P'i = ftfe which is computed by solving the Lyapunov 
equation AjnoP2 + hAm2 = - / aud with bj = [0• • • 01]. 
8,4 S imula t ion 
In this section we simulate the coutrol of manipulators with the use of two 
proposed schemes. 
Two different control schemes are proposed for manipulator coutrol: State 
feedback fuzzy controller with MRAFC scheme and Nonlinear-function feed-
back fuzzy controller with MRAFC scheme. In the simulatiou, we assume the 
manipulator for both controller are the same. 
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I 
Mathematical Model 
I The dynamic equation of the two-link robot arm is shown as below: -
| 
I 
j Hq + Cq + G = T (8.53) 
§ 
I where 
#11 #12 -hq-2 -hqi - hq2 I" Qt 
I H = „ „ ' 6 = , (8.54) 
I - . . [#12 #22 J - L km _ o g 2 
f and 
it </i n 
<7 = . , r = (8.55) • 
L ft J L . 
The parameter values are 
/i = lm, l2 = 0.87/i, / j = BkffWl, 7-2 = okgm, m^ = 0 J I f , 7n> = i*f% 
The reference model for the manipulator to follow is given as 
<im\ = ~ 4c/ml -f 4?'! (8.56) 
qm-2 = -'V/w2 - 4qm2 4- 4r-2 (8.57) 
I In this simulation, the initial values of the system and its reference model are 
| chosen as 
<7i = <7mi = <7i = <hni = 0 
q-2 = <7m2 = 72 = </m2 = 0 (8.58) 
n = r2 = 1.25 
The iuitial conditions of the fuzzy controllers are assumed to have zero out-
\ put. Hence, the consequents for both fuzzy controllers are set to be 0.5. The 
t( gains, Ci, of the controllers are set to be 500 which equal to the maximum amount 
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of torques that the controllers can provide to the arms. The adaptation gains, 
7i&7f > are set to be 20. 
The Runge-Kutta method with a sampliug interval At = 0.01.5 is used to 
solve the above uou-liuear differential equations numerically. 
Figure 8.2-8.4 show the output trackings, iuput torques aud composite errors 
by the use of the coutrol law of type I. Figure 8.5-8.7 show the output trackings, 
input torques and composite errors by the use of the control law of type II. 
In the beginning, both joint angles start at the initial-states aud then move--
further away from the desired states. As the torques of the controllers increase, 
due to the update of the rules, the joint angles begin to go towards the desired 
trajectories. Finally, the states of the joint angles asymptotically approach the 
desired state. It cau be easily seen that good tracking performance has been 
achieved. Hence, the adaptive fuzzy coutrol system is shown to be asymptotically 
stable and the adaptive scheme cau update the fuzzy rules to perform model-
tracking. Parameter convergence conditions of the controllers can be achieved if 
the persisteut-excitatiou couditious for both systems are satisfied. Here, we only 
show the tracking performance but not the parameter couvergeuce conditiou of 
the controllers. 
However, due to the nature of adaptive coutrol. the tracking performance 
of the controllers are uot fail enough to respond to follow the desired trajec-
tories in comparing with other robust control schemes, such as sliding coutrol. 
Oil the other baud, adaptive fuzzy coutrol can provide continuous coutrol sig-
uals to the plants but sliding mode coutrol cau ouly provide chattering coutrol 
signals (without boundary control scheme, see[5]) which may excite the high-
frequency unmodeled internal dynamics of th plaut aud the system may become 
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unstable. Furthermore, adaptive fuzzy coutrol cau capture larger changes in 
process parameters than robust coutrol cau. 
In both case, the adaptive fuzzy controllers with type I & type II can provide 
systems with good tracking performance. The composite errors, ec, of both 
systems are bounded by upper bounds under the influence from input unstructed 
disturbance. It can be easily seen that the disturbances injected are cancelled 
by the control torques provided by the adaptive fuzzy controllers. Hence,- the 
adaptive fuzzy controller of type~I & II are shown to-be robust. - --
Figure 8.8-8.10 show the output trackings, input torques and composite er-
rors by the use of the coutrol law of type I with input disturbance. Figure 
8.11-8.13 show the output trackings, input torques aud composite errors by the 
use of the control law of type II with input disturbance. 
The performance of both type I k II of controller can be improved by repeat-
ing the same task for many times. The fuzzy controllers can form rule tables 
dedicated for the task. Here, adaptive fuzzy controller of type I and type II are 
forced to repeat the same task with same initial couditiou in each trial. The 
following tables show the results of the performance of the controller in tracking 
the reference model response in terms of sum of error. £ e, and sum of composite 
error, £ e c 
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£ e Link i: type I Link 1: type II Link 2: type I Link 2: type II 
1st run 0.4679 1.2471 0.2107 0.1848 
2nd run 0.0235 0.6961 0.0242 0.0050 
3rfi run 0.0157 0.0778 0.0232 0.0004 
£ e c Link 1: type I Link 1: type II Link 2: type I Link 2: type II 
1st run 8.0346 8.7077 6.9453 4.7370 
2nd run 0.6047 2.7276 0.3398 0-0547 
3rf' run 0.3261 0.3919 0.1184 0.0052 
For both types of controllers, sum of error, £ e, and sum of composite error, 
£ f c dramatically decrease as numbers of training increase. It can be easily seen 
that type I fuzzy controller can provide better tracking performance than type II 
in the sense of £ e and £ ec. This mainly due to the fact that the construction of 
type I controller is based ou the knowledge about the nonlinear functions of the 
plant, but the construction of type II controller assume no knowledge about the 
functions. Actually, type II controller is a "function-free*1 controller. Therefore, 
the type II controller require more training then type I to linearize the nonlinear 
system. In link L there are more sources of disturbance introduced into the 
system than in link 2. Hence, the sum of error, £ e, and sum of composite error, 
£ ec of link 1 with both types of coutrollers are always greater thau those of link 
2. 
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Figure 8.2: Output tracking of both joiut 1 & 2 using type I adaptive fuzzy 
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Figure 8.3: Coutrol iuput of both joint 1 k 2 using type I adaptive fuzzy con-
troller. (solid liue: t u clashed line: r2) 
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Figure 8.9: Control input of both joint 1 k 2 using type I adaptive fuzzy con-
troller with iuput disturbance, (solid liue: ru dashed line: r2) 
194 
Chapter 8 Application of MRAFC scheme on Manipulator Control " 
1 1— i -r 1 1 I I 1 
0 .6 -
i\ -
o.4 n |i »; 
I H ' / '' \ A /i\- ^ 
I o J i i J ; \\ / \ A ^ / V V ^ 
0 ! ! \ l \ j V ^ ^ ' 
il i r 
-0.4-
I l i t I • . i 1 
0 1 2 3 4 5 6 7 8 9 10 A 
Time(sec) 
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Figure 8.11: Output tracking of both joint 1 k 2 using type II adaptive fuzzy 
controller with input disturbance . (solid line: qu q2, dashed line: qmU ?m2, 
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Figure 8.14: Output tracking of both joint 1 k 2 using type I adaptive fuzzy 
controller in the 2nd run. (solid line: <71, q2, dashed line: qmXf qm2, dotted liue: 
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Figure 8.15: Output tracking of both joint 1 k 2 using type II adaptive fuzzy 
controller in the 2nd run. (solid liue: qu q2l dashed liue: qmU q^ir dotted liue: 
n , r2) 
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Figure 8.16: Output tracking of both joint 1 k 2 using type I adaptive fuzzy 
controller in the 3rd run. (solid line: qu q2, dashed line: qmU Qm2, dotted hue: 
n , r2) 
f t • I • 
2s 
1.5-
& - • -«J ..... «m « S • * I « 1  
o> 
c / , 
1 »• X o # -5 /i 
0.5- / 
°o i 2 » * r \ i * i 
Time(sac) 
Figure 8.17: Output trac.kiug of both joint 1 fc 2 using type II adaptive fuzzy 
controller iu the 3"* run. (solid line: qu dashed lme: <jmU dotted hue. 
198 
C h a p t e r 9 
Conclus ion ~ 
% 
In this thesis. Model Reference Adaptive Fuzzy Control (MRAFC) scheme[9] 
applied on a class of linear and nonlinear systems are presented. 
The basic architecture of our adaptive fuzzy controller is a class of fuzzy 
controllers, B-spline fuzzy controller[8], which is constructed by using trian-
gular membership function, correlation-product inference method and centroid 
defuzzificatiou scheme. There exists au explicit form of the fuzzy coutroller[8]. 
Based ou the explicit form, we derive a stable adaptive scheme, MRAFC scheme. 
The new adaptive control scheme combines fuzzy logic control aud adaptive 
control for controlling uonliuear, time-varyiug and structural partially known 
system. The MRAFC scheme is developed and based ou Lyapunov's stability 
theorem[5]. Hence, the stability of a MRAFC system is assured aud the system is 
asymptotically stable. Moreover, the adaptive fuzzy controller cau automatically 
generate or modify the fuzzy IF-THEN rules iu order to make the closed-loop 
respouse follow a pre-specified reference model respouse. For liuear system, 
state-feedback fuzzy controller with MRAFC scheme is showu to be successful 
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in placing closed-loop pole to the system. 
The basic idea of MRAFC scheme for nonlinear control is by using au adap-
tive fuzzy controller to perform stable adaptive feedback linearization (i.e. to 
cancel the noulinearities in the system by utilizing state feedback), such that 
the combined system can behave as a prespecified linear autonomous system 
(the reference model). We have proposed two types of controller structure to 
implement the above idea: I. a state-feedback and a function-feedback fuzzy 
" ' ' controller, II. a state-feedback fuzzy controller/ The Selection of using "which - -
type of controller for nonlinear control mainly depends ou the knowledges we 
have about the process. 
In type I, we assume there is sufficient knowledge about the nonlinear func-
tions governing the system dynamics. The function-feedback fuzzy controller, 
with nonlinear functions as the inputs, is used for direct nouliuear function can-
cellation. The state-feedback fuzzy controller, with states as the inputs, is used 
to place the closed-loop poles to the desired location in the .s-plaue. Both con-
trollers apply MRAFC scheme for adaptively updating the control parameters 
in order to achieve the desired goals. 
In type II. by the use fuzzy systems as universal function approximators [17], 
the state-feedback fuzzy controller, with states as the inputs, is used to perform 
function approximation aud pole-placement. In order to well approximate the 
unknown nonlinear functions, it is desired to assign as many input fuzzy sets 
as possible. MRAFC scheme is apply for progressively updating the control 
parameters for achieving feedback-linearization. 
The concept of input-output liuearizatiou method [21] in modern control can 
be incorporated into MRAFC scheme for extending to another class of nonlinear 
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systems, e.g. helicopters, aircraft and industrial robots. However, there are 
several important limitations about the use the method which are: i . it cannot 
be used for all uoulinear systems, 2. the full state has to be measured, 3. no 
robustness is guaranteed in the presence of parameter uncertainty or unmodelled 
dynamics. Hence, the use of MRAFC scheme on the class of uoulinear systems 
using input-output linearization method is also limited. 
Due to the exist of the explicit form of the B-Spline fuzzy controller used 
for MRAFC "scheme, the analysis of the MRAFC system can be performed. - 1 
Averaging technique[21] is applied to MRAFC system for the analysis ou the 
issues ou parameter convergence and robustness. Given an exact model of the 
process, the parameter convergence couditiou for MRAFC system is guarauteed 
with the input signal satisfying the persistent excitation condition. MRAFC 
system is robust to unstructured but bounded disturbance. Hence, the errors of 
the closed-loop system will uot diverge to infinity but remain bounded. 
Backing a truck to a loadiug dock is a difficult exercise for all but the most 
skilled truck drivers. It is a severly non-linear coutrol problem for which no 
traditional control system design method exists. The truck backing-upper is 
used as an example to show how the MRAFC scheme cau be used for rule-
geueratiou. We state out the issues being considered during the implementation 
of the controller include: l.the knowledge about the plant, 2.the choice of ref-
erence model. 3.the construction of the fuzzy controller, 4.the selection of the 
coutrol parameters. 
The manipulator coutrol problem is used as an example for illustrating how 
MRAFC scheme can be applied ou a real world coutrol problem. Two types 
of fuzzy controller with MRAFC scheme are designed. The performances of 
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the controllers are obtained by simulation. The results show that the adaptive 
controller are capable of provide stable control ou the manipulator to track the 
desired reference model response. The performances of the controllers cau be 
improved as the number of trials increase. 
However, there are some problems that are not mentioned iu this thesis such 
as the effects of unmodelled dynamics, the use of state observer, the effects of us-
ing difference membership function and inference method, and the performance 
comparison of MRAFC scheme with other nonlinear control scheme (e.g. sliding 
mode coutrol, robust control and nouiiuear adaptive control). 
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I m p l e m e n t a t i o n of M R A F C 
Scheme wi th P rac t i ca l Issues 
In this chapter we state out the issues in the practical use of MRAFC scheme. 
In sectiou A.l we use a truck backing-upper as an example to show how the 
MRAFC scheme cau be used for rule-generation. In sectiou A.2 we state out 
the issues being considered during the implementation of the controller. In 
sectiou A.3 we summarize the design procedure of a Model Reference Adaptive 
Fuzzy Controller, 
A . l R u l e Genera t ion by M R A F C scheme 
In this sectiou we develop a fuzzy system adopting MRAFC scheme to back up 
a simulated truck to a loading dock in a planar parkiug lot. We use MRAFC 
scheme to adaptively generate fuzzy rules from state vector taken from the truck. 
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Backing up a truck 
Backing a truck to a loading dock is a difficult exercise for all but the most 
skilled truck drivers. It is a severly non-linear coutrol problem for which no 
traditional control system design methods exist. In [16], Nguyen and Widrow 
develop a neural network controller for the truck backer-upper problem; and, in 
[11], Kong and Kosko propose a fuzzy coutrol strategy for the same problem. 
The neural network controller of [16] only uses numerical data, aud cannot 
utilize linguistic rules determined from expert drivers; on the other hand, the 
fuzzy controller of [16] only' uses linguistics rules, and cannot utilize sampled 
data. However, both controllers require supervisor learning or expert fuzzy rule. 
Here, we introduce the use of MRAFC scheme to adaptively generate fuzzy rules 
from state variables taken from the truck with only little a prior knowledge on 
the structure of the system. 
The simulated truck and loading zone are shown in Figure 1. The three state 
variables <j>. x aud y exactly determine the truck position. <t> specifies the angle 
of the truck with horizontal. The coordinate pair {x,y) specifies the positiou 
of the rear center of the truck in the plaue. In [27], the dynamics of the truck 
backer-upper problem is approximated by 
x(t + 1) « #(t) + + 9(t)\ 4*Mn[0(t}]sin[0{i}] (A.l) 
y(t + 1) = y{t) + sin[o(t) + e{t)} - (A-2) 
. lrSWn[S(#H, /aon 
<j)(i. 4- 1) = d>(t) 4- . s in" [ (A J J 
where b is the length of the truck. As in [Wang and Meudal], the value of b = 4. 
The goal is to make the truck arrive at the loadiug dock at a right angle 
{4f = TT/2) and to align the positiou (x,y) of the truck with the desired loadiug 
204 
Appendix A Implementation of MRAFC Scheme with Practical Issues 
dock (x/i yf). We considered only backing up. The truck moves backward by 
some fixed distance at every stage. The loading zoue corresponding to the plaue 
[—5,5] x [0/20]. Since y is not considered, zf equals 0. At every stage, the fuzzy 
controller should produce the steering angle 9 that backs up the truck to the 
loading dock from any initial position and from any angle in the loading zone. 
Then, we specify the controller's input and output variables. The input 
variables are the truck angle and the x—positiou coordinate x. The output 
variable is the steering-angle signal 9. We assume enough clearance between the 
truck and the loading dock so that we could ignore the y—positiou coordinate. 
The variable rauges are: x 6 [—5,5], <f> G [0,7r] aud 9 € [—7T/4,7T/4]. Positive 
values 9 represents clockwise rotations of the steering wheel and vise versa. 
We follow the definitions in [11] to specify the fuzzy-set values of the input 
aud output fuzzy variables. Angle <j> is divided into 5 fuzzy sets which are RU, 
R.V, VE, LV, LU with vertexs at [ 0, 5TT/12. 7-/12, ;r ], and positiou 
x is divided iuto 5 fuzzy sets which are LE, LC, CE, RC, RI with vertexs at 
[ —5. —2, 0, 2, 5 ]. The fuzzy control rules can be shown iu fuzzy IF-THEN 
rule format which is: 
IF is LE AND <j> is RU THEN 9 is NS 
There are 5 x 5 = 25 rules used for coutrol. 
Problem reformulation 
We assume that the dynamic equations governing the tuck back-upper system 
are uot known. Only simple kinematics equatious about the system are given. 
The simple kinematics equatious can be figured out by intuition and can be 
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wri t t en as: 
x(t) = kco4$(t)] (A.4) 
6(t) = h$(t) (A.5) 
where A; and h are positive real numbers. The above equatiou constructed by 
the facts that 
1. Due to the fixed .backwards velocity, i.is related to (j). by. the function co.s(-). 
2. As 9 increases, (p increases in the same direction. 
To see the relation between the position x and the augle 9, we can differen-
tiate (A.4) and we have: 
x = —k sin((j)) o (A.6) 
= —kk sin(o) 9 (A.7) 
which is a -order system with state variable x. It cau be easily that, from 
the simple kinematics equation, angle </> can be stated as a state variable of x 
by the nouliuear function cos(-). Then, the system equatious derived from the 
simple kinematics equations cau be rewritten as: 
i i = ** (A.8) 
x2 = -kh sin(<f>) 9 (A.9) 
Obviously, we can choose the reference model for the above model to be: 
Xml = Xm2 (A. 10) 
Xm-2 = + «0*ml (A. 11) 
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Due to the norm of the function sin(<j>) uniformly bounded independently 
of we can consider it as a bounded positive function 0. To achieve perfect 
model-tracking, the ideal coutrol law should be: 
- 1 , 
U = kh 8 J '2 + a ° X l ' (A. 12) 
Instead of using the ideal coutrol law, we use a fuzzy controller to approximate 
the control law. For details ou fuzzy systems as universal function approxima-
tors, please refer to chapter 8. It can be-easily seeu that the control law is a _ 
function of the state variables x,, x>i> Due to the fact that x? is related to </> by 
the nonlinear function co.s(-), we can formulate the controller with x aud <f) as in-
puts. Alternatively, the ideal coutrol law is approximated by a fuzzy controller, 
i.e. 
u = /(*,<£) (A.13) 
where f represents the fuzzy control function with inputs x and <b. Here, we 
have assumed that full state is measurable, the hidden dynamics is stable and 
the structure of the system is known. 
Rule Generation 
By applying MRAFC' scheme, the fuzzy controller cau adaptively update the 
rules to achieve model-tracking. Due to the use of B-spliue fuzzy controller 
[8], in each regiou only four rules are activated. As the trajectory goes from 
oue regiou to another one, the rules generated in the previous region are then 
stored. Starting from different conditions, the trajectory can cover differeut 
regious. Therefore, by starting at differeut initial conditions, the whole fuzzy 
rule table cau be generated by using a fuzzy controller with MRAFC scheme. 
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Here, we use 4 x 4 = 16 different initial conditions for rule generation, i.e. 
each region assigns with a starting positiou. Therefore, the whole control region 
can be covered aud the rule table cau be filled in automatically by the adaptive 
fuzzy controller. The initial conditions for both reference model and the truck 
are the same. Due to two systems, the reference model aud the truck system, 
having different forms of dynamic equations, we transform the reference model's 
state xm to be in terms of angle <j)m. Hence, the equation can be reformulated 
as: - — _ _ 
<2>m = 7 — r ^ n r l ^ i ^ cos((/>) + a0xm] (A.14) 
k Sl7l(<f)) 
by 
xm = —k sin((/>m) 4m (A. 15) 
= ajfc cm{4m) (A. 16) 
For the reference model, we use a! = —0.8944 aud «0 = —0.200 to geuerate 
the desired trajectory of truck backing-up problem. We only use the simplified 
dynamic model for geuerate the reference trajectory, but use the actual dyuauiic 
equation for rule generation. In the simplified dynamic model, we use k = 1. 
We define the initial conditions at 16 different locations. Each location cover at 
least one coutrol region. The adaptation gain is 0.002. Each location is repeated 
5 times for rule generation. Here is the rule table generated: 
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~ j > RU 1 RV I VE I LV 1 LIT 
LE 0.4698 0.4472 0.4671 0.2885 0.1741 
LC 0.5786 0.4860 0.2857 0.3034"" 0.2581 
CE 0.5366 0.5598 0.5014 0.4453 0.3798 
RC 0.5671 0.6932 0.6733 0.5374 0.3564 
H e 0.5787 0.6675 0.5574 0.5937 0.5582 
Table A.l: The truck backing-upper rule-table generated by MRAFC scheme 
x <p 1 '1 ' 1 2 1 3 4 - -
1 0.5618 0.6868 2.2652 5.4285 
2 0.5663 0.1018 1.0240 4.5025 
3 4.5277 1.2409 0.1964 0.8629 > 
4 6.2357 3.8816 1.7751 0.0917 
Table A.2: The sum of absolute error in each region (without adaptation) 
The performance of the rule table generated is shown in Figure A.l. It cau 
be easily seeu that the error associated in each regiou is quite large. This is 
mauily due to the model uncertainty aud the insufficient number of iterations. 
If the number of rules increase aud the training is continue, the error in each 
region could be decreased and aii optimal rule table would be generated. Here, 
we only demonstrate the use of MRAFC' scheme for rule-geueratiou. But for 
practical use. the number of rules aud the number of different initial startiug 
positiou should be sufficietly large for geuerating au optimal rule-table. 
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Figure A.l; Truck backiug-upper problem with the use of MRAFC scheme for 
rule-generatiou 
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A.2 I m p l e m e n t a t i o n Considera t ions 
In this section, we discuss some issues ou the implementation of a MRAFC 
system 
Fuzzy control provide a systematic way iu capturing expert knowledge. With 
the use of MRAFC scheme, the fuzzy controller can automatically generate fuzzy 
rules with or without expert knowledge. It can also be easily seen that the 
- —explicit form of.B-spline fuzzy controller is only used in the stage of design and 
analysis for the MRAFC system. Hence, the explicit form is transparented to 
the humau operator and all kinds of information are represented in terms of 
linguistic rules, i.e. fuzzy IF-THEN rules. 
Due to the exist of high speed fuzzy hardware [14] [23] [24], the inference can 
be performed iu parallel. The adaptive laws of MRAFC' scheme only depend ou 
the information of the rules associated. That means each rule can be updated 
independently. Therefore, the inference aud the adaptatiou can be performed iu 
a parallel manner. The speed of inference and adaptation are greatly increased. 
It is suitable for applications required high sampling rate for coutrol. such as 
aircraft altitude coutrol aud manipulator control. 
In implementation of the controller, there are several issues ueeded to be 
considered, which are l.the knowledge about the plant, 2.the choice of reference 
model, 3.the construction of the fuzzy controller, 4.the selection of the control 
parameters. 
211 
Appendix A Implementation of MRAFC Scheme with Practical Issues 
The choice of reference model 
Before applyiug MRAFC scheme, we assume that we have got some knowledges 
about the plaut, i.e. the system order and the structure of the plaut, either by 
applying techniques of system identification or by understanding the physics of 
the system. The structure of the system must be in the form as: 
x(n) = f(x) + flu .(A. 17) 
Due to MRAFC scheme requiring full state measurement, the states can be 
obtained either by using seuors for measurement or by applying state observer. 
For lower order system such as servo system, higher order state(s) can be ob-
tained directly by differentiation. For higher order system, higher order states 
are sensitive to noise and high sampling rates. Therefore, state observer is being 
used for obtaining meaningful state measuremeuts(same type of observer has 
been applied to sliding mode control[5]). 
For linear system, state-feedback fuzzy controller with MRAFC scheme is suf-
ficient in providing perfect model-tracking performance. For uoulinear system, 
if the nonlinear functions governing the system dynamics are known, functiou-
feedback fuzzy controllers plus a state-feedback fuzzy controller is suitable for 
control, if only parts of the uoulinear functions are kuowu, functiou-feedback 
fuzzy controllers plus a state-feedback fuzzy controller used as function approx-
imators cau be used for coutrol, but this requires the state-feedback to have as 
mauy input fuzzy sets as possible in order to well approximate the unknown 
uoulinear functious. 
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T h e choice of reference model 
The reference model should be chosen to have same system order as the plant. 
Beside this, there are some criteria in choosing the reference model: 
L The desired trajectory xm must itself be chosen smooth enough not to 
excite the high-frequency unmodeled dynamics 
2. The choice of reference model dyuamics should be the 44best-conditioued" 
-among linear dynamics, in the sense-that it guarantees the. best bracking 
performance given the desired control gain/baudwidth and the extent of 
parameter/functiou uncertainty. 
3. The reference model should be selected to satisfy the pre-specifiecl perfor-
mance specifications, e.g. rise time, settling time aud overshoot. 
The construction of the fuzzy controller 
Depending ou the knowledge we have about the plaut, various types of fuzzy 
controller can be chosen for control. The basic requirement iu selecting the 
controller are: 
1. The controller should be able to perform pole-placement and uouliuear-
caucellatiou 
2. Depending on the knowledge about the plaut, state feedback and/or func-
tion feedback cau be selected for constructing the fuzzy controller, 
3. If only state-feedback selected for uouliuear system control, the number of 
input fuzzy sets must be sufficient enough to approximate the uouliuear 
functions. 
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T h e selection of the control parameters 
For approximation state-feedback fuzzy controller,, the number of fuzzy sets must 
be selected as mauy as possible to provide "good" approximation of the unknown 
function. For state-feedback or function-feedback fuzzy controller, two fuzzy sets 
for each input are sufficient to perform model-trackiug. 
Beside the input fuzzy set, there is the controller gain can be adjusted. The 
gain provides the maximum output of the controller can provide. To track the 
reference model response, the controller gain must be selected to be large enough 
to perform pole-placement and uonliuear-caucellatiou. For the system, 
*<»> « f(x) + flu, (A. 18) 
to track the reference model, 
x™ = aTxm + br, (A.19) 
the gain G must satisfy the following condition: 
r< II II - II ~ / ( * ) + " T * + H U , A o m 6 = iPiu ( 1 
For adaptation, the adaptation constant 7 is depended ou the characteristic 
of the plant. There is uo systematic way in choosing the adaptation. If expert 
rule is provided, small 7 is suitable for modification. If there is 110 knowledge 
about the rule, large 7 should be for the controller to capture the rough control 
law. For a time-varying plant, large 7 cau provide the adaptive fuzzy controller 
in capturing the time-varying plant parameters. However, if the 7 selected is too 
large, the system may become oscillate aud may cause "integrator wiudup." For 
large 7 and the error betweeu the plaut and the model is large, the integrator 
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in the adaptive laws may cause the coutrol parameters-to be unreasouablely 
large to reduce the error. The adaptation stop as the desired trajectory is being-
reached (i.e. error is zero). But then, the error increase due to the uou-ideal 
coutrol parameters, control parameters change aud the system goes through 
large amplitude oscillations iu order to return to the desired trajectory. 
A.3 M R A F C Sys tem Design P r o c e d u r e 
In the following, we summarize the desigu procedure of a MARFC system. 
1. Plant and Reference Model 
• To acquire knowledge about the system (e.g. order, structure, . . . ) 
• To select a reference model which can provide desired trajectory 
• To solve the Lyapunov equation A;nP -f PAm = — / 
2. Controller 
• To define the controller input and the universe of discourse of each 
input 
• To assign input fuzzy sets to each input 
• To initialize the rule table with expert rule or no rule 
• To choose a suitable controller gain for pole-placemeut and uouliiiearity-
caucellatiou 
3. Adaptation 
• To select suitable adaptation gain, 7 
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The construction of a MRAFC' system for the class of nonlinear systems is 
summarized in Figure A.2. 
/ FUZZY Controller Plant 
~T U X 
L^ T f f t h / / ^ THF.N u is J ^ . — ^ dx/dt = f(x) + (3 u • 
r AND r / s A 
/ Adaptive Law - • - -
I e ~+JL 
L dR/dt = -ysgn(P) p T e [ a x + l ] [ b r + l ] * © 
r . " a 
Reference Model 
r ^ m m m M — m w m m m m w m m m m m ^ m m m r n r n m ^ m m — m f m w — m — m X 
m 
dxm /dt = A m x m + B m r - | 1 
A 
Figure A.2: Model Reference Adaptive Control System 
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