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1. Introduction
In this paper we investigate the formation of singularities for one-dimensional quasilinear hyperbolic system
∂u
∂t
+ A(u) ∂u
∂x
= 0 (1.1)
with the following initial data
t = 0: u(0, x) = ψ(x), (1.2)
where  is a suﬃciently small positive constant, u = (u1,u2, . . . ,un)T is the unknown vector-valued function, A(u) = (aij(u))
is an n × n matrix with suitably smooth elements aij(u) (i, j = 1, . . . ,n), and ψ(x) is a suitably smooth vector-valued
function.
It is well known, the smooth solution of the system (1.1) generally exists in ﬁnite time even if the initial data is smooth
and small enough. After this time, only weak solution can be deﬁned. We usually call this time life span of the smooth
solution. However, singularities (e.g., shocks) generally develop when time goes on. How will the classical solutions blow
up? How will the singularities appear? What is the structure of the singularity? These kinds of problems are interesting
and important in both mathematics and applied ﬁelds. For a single conservation law, these problems have been known well
by the characteristic method (see [22,23]). For the p-system, Lebaud [17] studied the problem of shock formation under the
hypothesis that one of Riemann invariants is a constant. Without the Lebaud’s assumption, Chen and Dong [3] generalized
the result in [17] to the case of general initial data. By a different way, Kong [12] investigated the formation and propagation
of singularities for general 2× 2 quasilinear hyperbolic systems.
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their analysis, new idea is needed for general n × n systems. By a suitable iterative scheme, Chen, Xin and Yin [4] studied
the initial formation and construction of shock waves for 3×3 quasilinear strictly hyperbolic systems with small initial data.
For the case of n× n systems, some results have been known (see [1,2,6–15,18–21]).
Suppose that the system (1.1) is strictly hyperbolic and the initial data ψ(x) satisﬁes that there exists a positive constant
μ such that
θ = sup
x∈R
(
1+ |x|)(1+μ)(∣∣ψ(x)∣∣+ ∣∣ψ ′(x)∣∣)< +∞, (1.3)
Li, Zhou and Kong [21] and Kong [10] proved that, if the system (1.1) is weakly linearly degenerate,2 then there exists θ0 > 0
so small that for any given θ ∈ [0, θ0], the Cauchy problem (1.1)–(1.2) admits a unique global C1 solution u = u(t, x) on
t  0. Moreover, Kong and Yang [16] proved that, when t tends to inﬁnity, the solution approaches a combination of C1
traveling wave solutions at algebraic rate (1+ t)−μ .
When the system (1.1) is not weakly linearly degenerate, there exists a non-empty set J ⊆ {1,2, . . . ,n} such that λi(u) is
not weakly linearly degenerate if and only if i ∈ J . We observe that for any ﬁxed i ∈ J , either there exists an integer αi  0
such that
dlλi(u(i)(s))
dsl
∣∣∣∣
s=0
= 0 (l = 1, . . . ,αi), but d
αi+1λi(u(i)(s))
dsαi+1
∣∣∣∣
s=0
= 0, (1.4)
or
dlλi(u(i)(s))
dsl
∣∣∣∣
s=0
= 0 (l = 1,2, . . .). (1.5)
In the case that (1.5) holds, we deﬁne αi = +∞. Li et al. [21] and Kong [10] proved the following theorem.
Theorem A. Suppose that the system (1.1) is strictly hyperbolic and A(u) is suitably smooth in a neighborhood of u = 0, suppose
furthermore that the initial data ψ(x) satisﬁes (1.3). Suppose ﬁnally that system (1.1) is not weakly linearly degenerate and
α = min{αi | i ∈ J } < ∞, (1.6)
where αi is deﬁned by (1.4)–(1.5). Let
I1 = {i | i ∈ J , αi = α}. (1.7)
If there exists i0 ∈ I1 such that
li0(0)ψ(x) ≡ 0, (1.8)
where li0(u) stands for the i0-th left eigenvector, then there exists 0 > 0 so small that for any ﬁxed  ∈ (0, 0] the ﬁrst order derivatives
of the C1 solution u = u(t, x) to the Cauchy problem (1.1)–(1.2) must blow up in a ﬁnite time and the life span T˜ () of u = u(t, x)
satisﬁes
lim
→0
(
α+1 T˜ ()
)−1 = max
i∈I1
sup
x∈R
{
− 1
α!
dα+1λi(u(i)(s))
dsα+1
∣∣∣∣
s=0
[
li(0)ψ(x)
]α
li(0)ψ
′(x)
}
, (1.9)
where u = u(i)(s) is the i-th characteristic trajectory passing through u = 0.
Remark 1.1. The same result has been proved by Kong [11] for the system with the slow decay initial data, i.e., μ = 0
in (1.3).
Remark 1.2. The same result has been proved by Dai [5] for the system with the initial data of small BV norm and small L1
norm. Therefore, the results in this paper can be proved similarly for the Cauchy problem (1.1)–(1.2) if the initial data is of
small BV norm and small L1 norm.
In this paper, based on Theorem A, we investigate the mechanism of formation of singularities of the solutions, give a
complete description of the solutions close to blow-up points, and provide some sharp estimates of blow-up rate of the
solutions.
2 See the deﬁnition in [20] or [10].
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assumptions of Theorem A, the blow-up system3 of the system (1.1) has a unique C1 smooth solution for the time being in a
neighborhood of the lifespan. This result will play an important role in our analysis. Using the method of new characteristic
coordinates, in Section 4 we determine exactly the blow-up time and the blow-up set of the smooth solution of the Cauchy
problem (1.1)–(1.2), and describe the breakdown mechanism of the smooth solution. Under appropriate assumptions, in
Section 5 we ﬁrst show that the solution is a blow-up solution of cusp type, according to the terminology of Alinhac [2], and
then we construct the envelope of characteristics of the same family and prove that the formation of singularity is due to
this envelope of characteristics and the singularity occurs at the starting point of the envelope. Employing the singularity
theory of smooth mappings, some sharp estimates on the blow-up rate of the solutions are also given in Section 6.
2. Preliminaries
In this section, we brieﬂy recall some basic facts on one-dimensional quasilinear strictly hyperbolic systems (see [6–10]).
By strict hyperbolicity, for any given u on the domain under consideration, A(u) has n distinct real eigenvalues
λ1(u) < λ2(u) < · · · < λn(u) (2.1)
and a complete system of left (resp. right) eigenvectors. Let li(u) = (li1(u), . . . , lin(u)) (resp. ri(u) = (ri1(u), . . . , rin(u))T ) be
a left (resp. right) eigenvector corresponding to λi(u) (i = 1, . . . ,n):
li(u)A(u) = λi(u)li(u)
(
resp. A(u)ri(u) = λi(u)ri(u)
)
. (2.2)
Without loss of generality, we may suppose that
li(u)r j(u) ≡ δi j, rTi (u)ri(u) ≡ 1 (i, j = 1, . . . ,n), (2.3)
where δi j stands for the Kronecker’s symbol.
Let
vi(u) = li(u)u, wi(u) = li(u)ux. (2.4)
By (2.3), we have
u =
n∑
k=1
vkrk(u), ux =
n∑
k=1
wkrk(u). (2.5)
Let
d
dit
= ∂
∂t
+ λi(u) ∂
∂x
(2.6)
be the directional derivative along the i-th characteristic. We have (see [10,21])
dvi
dit
=
n∑
j,k=1
βi jk(u)v jwk, (2.7)
where
βi jk(u) =
(
λk(u) − λi(u)
)
li(u)∇r j(u)rk(u). (2.8)
On the other hand, we have (see [6,10,20])
dwi
dit
=
n∑
j,k=1
γi jk(u)w jwk, (2.9)
where
γi jk = 12
{(
λ j(u) − λk(u)
)
li(u)∇rk(u)r j(u) − ∇λk(u)r j(u)δik + ( j|k)
}
, (2.10)
in which ( j|k) stands for all terms obtained by changing j and k in the previous terms.
3 See Alinhac [2] for the deﬁnition.
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On the domain where the classical solution u = u(t, x) of the Cauchy problem (1.1)–(1.2) exists, we denote the i-th
characteristic passing through the point (0, X ) by x = xi(t, X) φ(t, X), which is deﬁned by
∂φ(t, X)
∂t
= λi
(
u
(
t, φ(t, X)
))
, φ(0, X) = X . (3.1)
Let
z(t, X) = u(t, φ(t, X)), (3.2)
then we have (see [2])⎧⎨⎩
∂tφ = λi(z),
li(z)∂t z = 0,
l j(z)
[
(∂Xφ)∂t z +
(
λ j(z) − λi(z)
)
∂X z
]= 0, ∀ j = i. (3.3)
According to the terminology of Alinhac [2], (3.3) is called the blow-up system corresponding to the eigenvalue λi(u).
We have the following key theorem of this section.
Theorem 3.1. Under the assumptions of Theorem A, the blow-up system (3.3) has a unique C1 smooth solution (φ, z) =
(φ(t, X), z(t, X)) with respect to (t, X) on the domain
D(M1) =
{
(t, X)
∣∣ 0 t  T˜ () + M1α+1, −∞ < X < ∞},
where M1 is any positive constant such that 2α+1M1  12 and T˜ () is the lifespan of the classical solution deﬁned in Theorem A.
Moreover, we have φt X ∈ C0 and the following estimates hold in the domain D(M1):∣∣φt(t, X)∣∣ c1, ∣∣φX (t, X)∣∣ c1, ∣∣φt X (t, X)∣∣ c1,∣∣z(t, X)∣∣ c1, ∣∣zt(t, X)∣∣ c1, ∣∣zX (t, X)∣∣ c1, (3.4)
here and hereafter ck (k = 1,2, . . .) stand for some positive constants independent of  . Finally, when t ∈ [0, T˜ ()), φ = φ(t, X) and
z = z(t, X) satisfy (3.1) and (3.2), respectively.
Proof. Before the blow-up time, i.e., the lifespan T˜ (), we know that
φX (t, X) > 0, 0 t < T˜ ().
The Cauchy problem (1.1)–(1.2) has a unique C1 smooth solution u = u(t, x) and the transformation (t, X) → (t, x): (t, x) =
(t, φ(t, X)) is C1 invertible before the lifespan T˜ (). Therefore, (φ, z) = (φ(t, X), z(t, X)) = (φ(t, X),u(t, φ(t, X))) is C1
smooth when the time 0  t < T˜ (). Moreover, the inequalities in (3.4) hold (see [21,10] or [5]). Thus, in order to
prove Theorem 3.1, it suﬃces to prove the existence and uniqueness of C1 solutions (φ, z) = (φ(t, X), z(t, X)) when
T˜ () − M1α+1  t  T˜ () + M1α+1. In what follows, similar to S. Alinhac [1] we employ the ﬁxed points theorem to
prove this.
Denote
τ0  α+1
(
T˜ () − M1α+1
)
, τ1  α+1
(
T˜ () + M1α+1
)
 M0 + 1, (3.5)
where M0  lim→0+ −(α+1) T˜ () and  is suﬃciently small.
Stimulated by Theorem A, we introduce
τ = α+1t. (3.6)
Suppose that
u(x, t) = ρ(τ , x).
Then, ρ(τ , x) satisﬁes
α+1ρτ + A(ρ)ρx = 0.
Let
x = φ(τ , X), ρ(τ ,φ(τ , X))= σ(τ , X).
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z(t, X) = σ (τ , X)
and the blow-up system (3.3) can be rewritten as⎧⎪⎨⎪⎩
α+1∂τ φ = λi(σ ),
α+1li(σ )∂τ σ = 0,
l j(σ )
[
α+1(∂Xφ)∂τ σ +
(
λ j(σ ) − λi(σ )
)
∂Xσ
]= 0, ∀ j = i. (3.7)
We introduce
k = ∂Xφ (3.8)
and the supplemental invariants
ζi = li(σ )∂Xσ , ζ j = α+1l j(σ )∂τ σ ( j = i), (3.9)
by (3.7) we have
α+1∂τ σ =
∑
j =i
ζ jr j(σ ), ∂Xσ =
∑
j =i
−kζ j
λ j(σ ) − λi(σ ) r j(σ ) + ζiri(σ ). (3.10)
We denote ζ˜ = (ζ1, . . . , ζ̂i, . . . , ζn)t which do not include ζi .
It follows from the ﬁrst equation in (3.7) and (3.10) that
α+1∂τk = α+1φτ X =
(
λi(σ )
)
X = ∇uλi(σ )∂Xσ
 
[
L(1)(σ )ζ˜
]
k + [∇uλi(σ )ri(σ )]ζi, (3.11)
here and hereafter L(k)(σ ) (k = 1,2) stand for some vectors or scalars which are dependent of σ continuously.
Differentiating the second equation in (3.7) with respect to X leads to

(∇uli(σ )∂Xσ )tα+1∂τ σ + α+1li(σ )∂2τ Xσ = 0,
where (∇uli(σ )∂Xσ)t means the transformation of the column vector ∇uli(σ )∂Xσ . Using (3.10), we have
α+1li(σ )∂2τ Xσ = α+1∂τ
(
li(σ )∂Xσ
)− (∇uli(σ ) · α+1∂τ σ )∂Xσ
= α+1∂τ ζi − 
(∇uli(σ ) · α+1∂τ σ )∂Xσ .
Then we obtain
α+1∂τ ζi = 
[
ζ˜ t Q (1)(σ )ζ˜
]
k + [ζ˜ t L(2)(σ )]ζi, (3.12)
here and hereafter Q (k) (k = 1,2, . . .) are symmetric matrices depending on σ continuously.
Differentiating the third equation in (3.7) with respect to τ and then multiplying α+1 yields

(∇ul j(σ )(α+1∂τ σ ))t[k(α+1∂τ σ )+ (λ j(σ ) − λi(σ ))∂Xσ ]
+ l j(σ )
[
α+1k∂τ +
(
λ j(σ ) − λi(σ )
)
∂X
](
α+1∂τ σ
)
+ l j(σ )
[(
α+1∂τk
)(
α+1∂τ σ
)+ ((∇uλ j(σ ) − ∇uλi(σ ))(α+1∂τ σ ))t∂Xσ ]
= 0.
Furthermore, we have[
α+1k∂τ +
(
λ j(σ ) − λi(σ )
)
∂X
]
ζ j
− [k∇ul j(σ )(α+1∂τ σ )+ (λ j(σ ) − λi(σ ))(∇ul j(σ )∂Xσ )]t(α+1∂τ σ )
+ (∇ul j(σ )(α+1∂τ σ ))t[k(α+1∂τ σ )+ (λ j(σ ) − λi(σ ))∂Xσ ]
+ l j(σ )
[(
α+1∂τk
)(
α+1∂τ σ
)+ ((∇uλ j(σ ) − ∇uλi(σ ))(α+1∂τ σ ))t∂Xσ ]
= 0.
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α+1k∂τ +
(
λ j(σ ) − λi(σ )
)
∂X
]
ζ j + 
[(
α+1∂τ σ
)t
Q (2)(σ )
(
α+1∂τ σ
)
k + (α+1∂τ σ )t Q (3)(σ )(∂Xσ)]
= −α+1∂τk · ζ j .
On the other hand, it follows from (3.10) that(
α+1∂τ σ
)t
Q (2)(σ )
(
α+1∂τ σ
)
k + (α+1∂τ σ )t Q (3)(σ )(∂Xσ)
=
(∑
j =i
ζ jr j(σ )
)t
Q (2)(σ )
(∑
l =i
ζlrl(σ )
)
k
+
(∑
j =i
ζ jr j(σ )
)t
Q (3)(σ ) ×
(∑
l =i
−ζl
λl(σ ) − λi(σ ) rl(σ ) · k + ζiri(σ )
)
= k[ζ˜ t Q (4)(σ )ζ˜ ]+ [Q (5)(σ )t ζ˜ ]ζi .
Therefore, noting (3.11) we get[
α+1k∂τ +
(
λ j(σ ) − λi(σ )
)
∂X
]
ζ j
+ [ζ˜ t Q (4)(σ )ζ˜ + L(1)(σ )ζ˜ ζ j]k + [Q (5)(σ )t ζ˜ + ∇uλi(σ )ri(σ )ζ j]ζi = 0. (3.13)
We assume that
σ (0) = σ(τ0, X), ζ˜ (0) = ζ˜ (τ0, X), ζ (0)i = ζi(τ0, X), K (0) = k(τ0, X)
and denote
W0 = sup
X∈R
∣∣σ(τ0, X)∣∣= O (1), H˜0 = sup
X∈R
∣∣ζ˜ (τ0, X)∣∣= O (1),
H (0)i = sup
X∈R
∣∣ζi(τ0, X)∣∣= O (1), K0 = sup
X∈R
∣∣k(τ0, X)∣∣= O (1).
We next consider the linear system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
li
(
σ (n)
)
∂τ σ
(n+1) = 0, (3.14)a
l j
(
σ (n)
)[
α+1k(n)∂τ +
(
λ j
(
σ (n)
)− λi(σ (n)))∂X]σ (n+1) = 0, ∀ j = i, (3.14)b
α+1∂τk(n+1) − 
[
L(1)
(
σ (n)
)
ζ˜ (n)
]
k(n) − [∇uλi(σ )ri(σ )]ζ (n)i = 0, (3.14)c
α+1∂τ ζ (n+1)i − 
[
ζ˜ (n)Q (1)
(
σ (n)
)
ζ˜ (n)
]
k(n) − [ζ˜ (n)L(2)(σ (n))]ζ (n)i = 0, (3.14)d[
α+1k∂τ +
(
λ j
(
σ (n)
)− λi(σ (n)))∂X]ζ (n+1)j + [ζ˜ (n)Q (4)(σ (n))ζ˜ (n) + L(1)(σ (n))ζ˜ (n)ζ (n)j ]k(n)
+ [Q (5)(σ (n))ζ˜ (n) + ∇uλi(σ (n))ri(σ (n))ζ (n)j ]ζ (n)i = 0, j = i. (3.14)e
Suppose that∣∣σ (n)∣∣W , ∣∣ζ˜ (n)∣∣ H˜, ∣∣ζ (n)i ∣∣ Hi, ∣∣K (n)∣∣ K , (3.15)n
where W , H˜ , Hi , K are constants determined below.
By (3.5), we easily get
τ1∫
τ0
∣∣ζ˜ (n)(τ , X)∣∣dτ  2M1α+1 H˜
and
τ1∫
τ0
∣∣∇uλi(σ (n))ri(σ (n))∣∣dτ  α+1C1(W ),
here and hereafter Ck(W ) (k = 1,2, . . .) stand for some constants which are dependent of W continuously.
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Introduce
Z (n)j = α+1k(n)∂τ +
(
λ j
(
σ (n)
)− λi(σ (n)))∂X , ∀ j,
and denote
z(n+1)j = l j
(
σ (n)
)
σ (n+1), ∀ j.
Then we can rewrite (3.14)a and (3.14)b as
α+1∂τ z(n+1)i + 
(
ζ˜ (n)
)t
P i
(
σ (n)
)
z(n+1) = 0
and
Z (n)j z
(n+1)
j + 
(
ζ˜ (n)
)t
P j
(
σ (n)
)
z(n+1)k(n) + (ζ˜ (n))t P j(σ (n))z(n+1)ζ (n)i = 0, ∀ j = i,
where Pi(σ (n)) and P j(σ (n)) ( j = i) are matrices. We can easily get∣∣σ (n+1)∣∣ c2W0 exp[C8(W )H˜ K + C9(W )H˜ Hi + C10(W )H˜].
Supposing that  is suﬃciently small, we can choose
W = 2c2W0, H˜ = H˜0 + 1, Hi = H (0)i + 1, K = 2+ 2C3(0)
(
H (0)i + 1
)
and the estimations (3.15)(n+1) hold.
Next we estimate ∇σ (n) , ∇ ζ˜ (n) , ∇ζ (n)i and ∇k(n) . To do so we introduce
h(n)i = li
(
σ (n−1)
)
∂Xσ
(n), h(n)j = l j
(
σ (n−1)
)
∂Tσ
(n), ∀ j = i.
We easily know that the estimations of ∇σ (n) are equivalent to that of h(n) .
We suppose that∣∣h(n)∣∣W ′, ∣∣∇ ζ˜ (n)∣∣ H˜ ′, ∣∣∇ζ (n)i ∣∣ H ′i, ∣∣∇K (n)∣∣ K ′, (3.16)n
where W ′ , H˜ ′ , H ′i , K
′ are constants determined below. It follows from (3.14) that
sup
τ∈[τ0,τ1]
sup
X∈R
∣∣h(n+1)∣∣W ′0 + c3 sup
τ∈[τ0,τ1]
sup
X∈R
∣∣h(n+1)∣∣+ c3(W ′ + H˜ ′ + H ′i),
sup
τ∈[τ0,τ1]
sup
X∈R
∣∣∇k(n+1)∣∣ K ′0 + c3H ′i + c3(H˜ ′ + W ′),
sup
τ∈[τ0,τ1]
sup
X∈R
∣∣∇ζ (n+1)i ∣∣ Hi ′0 + c3(W ′ + K ′ + H ′i),
sup
τ∈[τ0,τ1]
sup
X∈R
∣∣∇ζ (n+1)∣∣ H˜ ′0 + c3(W ′ + K ′ + H ′i).
Choosing
W ′ = W ′0 + 1, H˜ ′ = H ′0 + 1, H ′i = H ′i0 + 1, K ′ = K ′0 + 1+ c3
(
H ′i0 + 1
)
and  suﬃciently small, we obtain (3.16)(n+1) .
Therefore (σ (n) , k(n) , ζ˜ (n) , ζ (n)i ) converge uniformly to a limit (σ ,k, ζ˜ , ζi) which are C
1 smooth with respect to (t, X)
when τ ∈ [τ0−(α+1), τ1−(α+1)]. The inequalities in (3.5) can be easily obtained from the uniform bounds in (3.15)n and
(3.16)n . Hence, combining the existence and uniqueness of the C1 solution (φ(t, X), z(t, X)) = (φ(t, X),u(t, φ(t, X))) on the
time interval [0, T˜ ()) we have proved that the initial value problem (3.7), then (3.3), has a unique C1 smooth solution
on the strip {(t, X) | 0  t  T˜ () + M1α, −∞ < X < ∞}. The inequalities in (3.5) are also obtained. Thus, the proof of
Theorem 3.1 is completed. 
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w j(t, X)
−l j(z(t, X)) ∂z∂t (t, X)
λ j(z(t, X)) − λi(z(t, X)) ( j = i)
is continuous and∣∣w j(t, X)∣∣ C4
in the domain D(M1), where z = z(t, X) is the C1 solution to the blow-up system (3.3).
Remark 3.1. Before the blow-up time, i.e., lifespan, we know that φX (t, X) = 0. In the domain of the C1 solution u = u(t, x)
to the Cauchy problem (1.1)–(1.2) exists, i.e., in the domain [0, T˜ ())× (−∞,+∞), from (1.1) and the third equation in (3.3)
we have, along the i-th characteristic x = xi(t, X) passing the point (0, X),
w j
(
t, xi(t, X)
)≡ w j(t, X) ( j = i).
Therefore, in the next sections, we do not distinguish w j(t, xi(t, X)) and w j(t, X) for j = i.
4. General blow-up
In this section, we determine exactly the set of all blow-up points at the blow-up time, and prove that the formation of
singularity is due to the formation of the envelope of characteristics of the same family, and the singularity occurs at the
starting point of the envelope, i.e., the point with minimum t-value on the envelope.
As pointed out in Section 1, throughout this paper, we always suppose that the assumptions of Theorem A hold. More-
over, without loss of generality, we may assume (see [10] or [21])
0< λ1(u) < λ2(u) < · · · < λn(u).
We also assume the normalization of coordinates in the u-space achieving that the i-th axis is an integral curve of ri(u)
(see [1] or [10]) in this paper. Then we have
li(0) = eTi , ri(0) = ei (i = 1, . . . ,n), (4.1)
where ei is the i-th basic vector.
By Theorem 3.1, for i = 1,2, . . . ,n, there exists δ > 0 such that the blow-up system (3.3) has a unique smooth solution
on the domain D(T˜ () + δ), denoted by
(φi, zi) =
(
φi(t, X), zi(t, X)
)
, (4.2)
which satisﬁes (3.1) and (3.2) when t < T˜ (), where δ is a small positive constant dependent of  .
Let Πi : (t, X) → (t, x) be the mapping deﬁned by{ t = t,
x = φi(t, X), (4.3)
where φi(t, X) is one component of the solution of the blow-up system (3.3) on the domain D(T˜ () + δ). Moreover, let
J i(t, X) be the Jacobian
∂(t,x)
∂(t,X) of Πi . It follows from (4.3) that
J i(t, X) = det
(
1 0
∂tφi ∂Xφi
)
= ∂Xφi . (4.4)
Under the assumptions of Theorem A, the following facts come from [10] directly.
Proposition 4.1.
(I) When t ∈ [0, T˜ ()), for every i = 1,2, . . . ,n,
J i(t, X) = 0, ∀t ∈ [0, T˜ ()), (4.5)
andΠi is a convertible smooth mapping, whose inverse mapping exists and is denoted byΠ
−1
i : (t, x) → (t, X). Moreover, it holds
that
u(t, x) = zi
(
Π−1i (t, x)
)
, ∀t < T˜ (). (4.6)
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J i(t, X) = 0 on D
(
T˜ () + δ). (4.7)
(III) There exist at least one index i0 ∈ I1 and a point (T˜ (), X0) such that
J i0
(
T˜ (), X0
)= 0. (4.8)
On the one hand, it follows from (3.2) that
zi0(t, X) = u
(
t, φi0(t, X)
)
(4.9)
and then
∂X zi0 = ∂Xφi0 · ux = J i0(t, X)ux. (4.10)
On the other hand, similar to the proof of Lemma 3.13 in [10] (see (3.8.57) in [10]), we can prove
∂X zi0 = 0 at
(
T˜ (), X0
)
. (4.11)
Therefore, (4.10) and (4.11) imply that ux must blow up at the point (T˜ (), x0), where x0 = φi0(T˜ (), X0). This means that
J−1i0 (0)
{
(t, X)
∣∣ J i0(t, X) = 0} = ∅ (4.12)
and allows us to deﬁne
Tmax  inf
{
t
∣∣ J i(t, X) = 0, i ∈ I1}. (4.13)
Remark 4.1. It follows from §3.8 in [10] that there exists a large M > 0 independent of  such that
J i(t, X) = 0, when t ∈
[
0, T˜ () + δ] and X /∈ [−M,M]. (4.14)
(4.13) implies that Tmax is nothing but the blow-up time, i.e., the life span T () of the C1 solution of the Cauchy problem
(1.1)–(1.2). That is to say,
Tmax = T˜ () t0. (4.15)
For i ∈ I1, let
Γi =
{
(t0, x)
∣∣ there exists a point (t0, X) ∈ J−1i (0) such that x = φi(t0, X)}. (4.16)
By the argument mentioned above, there exists at least one index i0 ∈ I1 such that
Γi0 = ∅. (4.17)
Denote
Γ =
⋃
i∈I1
Γi . (4.18)
Then,
Γ = ∅. (4.19)
Proposition 4.2. Under the assumptions of Theorem A, it holds that
Γi ∩ Γ j = ∅, i = j (i, j ∈ I1) (4.20)
and
Measure Γ = 0. (4.21)
Proposition 4.2 comes from [10] directly, here we omit its proof.
For an arbitrary point (t0, x0) ∈ Γ , there exist a unique i0 ∈ I1 and an (at least one) X0 ∈ R such that (t0, X0) ∈ J−1i0 (0)
with x0 = φi0(t0, X0). Such a point (t0, X0) is called the preimage of the blow-up point (t0, x0). Clearly, the preimage of
(t0, x0) might not be unique.
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Jt(t0, X0) = φt X (t0, X0) < 0, (4.22)
where J and φ stand for J i and φi (i ∈ I1), respectively.
Proof. It follows from (4.4) and the ﬁrst equation in (3.1) that
Jt(t, X) = φt X =
(
λi(u)
)
X =
n∑
j=1
∂λi(u)
∂u j
(u j)xφX . (4.23)
Noting (3.1), one ﬁnds
φX (0, X) = 1, φX (t, X) > 0 for 0 t < t0. (4.24)
By (4.23) and (4.24) we get
d lnφX =
n∑
j=1
∂λi(u)
∂u j
(u j)x dt,
i.e.,
lnφX (t, X) =
t∫
0
[
n∑
j=1
∂λi(u)
∂u j
(u j)x
]
dt. (4.25)
Noting φX (t0, X0) = 0, we have
t0∫
0
n∑
j=1
∂λi(u)
∂u j
(u j)x
(
t, φ(t, X0)
)
dt = −∞.
Since
∂λi(u)
∂u j
(u j)x ( j = i) are bounded,
(
ui(t, x)
)
x → −∞ as (t, x) → (t0, x0)
(see [10]), we obtain
lim
t→t0−0
∂λi(u)
∂ui
(ui)x
(
t, φ(t, X0)
)= −∞. (4.26)
Thus, it follows from (4.23) that
φt X (t0, X0) 0. (4.27)
Along the i-th characteristic curve: t = t , x = φ(t, X0), t ∈ [0, t0), from Theorem 3.1 we ﬁnd
φy(t, X0) > 0, φX (0, X0) = 1, φt X (t0, X0) 0
and
wi(t, X0) → −∞, when t → t−0 . (4.28)
By (2.9), we have
dwi
dit
(t, X0) a0(t; i, X0)wi(t, X0)2 + a1(t; i, X0)wi(t, X0) + a2(t; i, X0), (4.29)
where
a0(t; i, X0) = γiii(u)
(
t, φ(t, X0)
)= −∇λi(u)ri(u)(t, φ(t, X0)),
a1(t; i, X0) =
∑
j =i
(
γii j(u)
(
t, φ(t, X0)
)+ γi ji(u)(t, φ(t, X0)))w j(t, φ(t, X0)),
a2(t; i, X0) =
∑
γi jk(u)
(
t, φ(t, X0)
)
w j
(
t, φ(t, X0)
)
wk
(
t, φ(t, X0)
)
.j =k; j,k =i
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∂t ln
∣∣φX (t, X0)∣∣= ∇λi(u)ux(t, φ(t, X0))
= ∇λi
(
u
(
t, φ(t, X0)
))
ri
(
u
(
t, φ(t, X0)
))
wi +
∑
j =i
∇λi
(
u
(
t, φ(t, X0)
))
r j
(
u
(
t, φ(t, X0)
))
w j . (4.30)
From (3.8.45) in Kong [10], we know
lim
t→t0−0
∇λi
(
u
(
t, φ(t, X0)
))
ri
(
u
(
t, φ(t, X0)
))= ∇λi(z((t0, X0)))ri(z(t0, X0)) = 0.
Without loss of generality, we assume that
∇λi
(
z
(
(t0, X0)
))
ri
(
z(t0, X0)
)
> 0.
Otherwise, changing its sign, we can draw the same conclusion.
Noting (4.29)–(4.30), there exists t1 ∈ (0, t0), such that
dwi
dit
(t, X0) ∼ −w2i , when t1 < t → t−0 ,
ln
(
φX (t, X0)
)∼ wi, when t1 < t → t−0 ,
where A ∼ B stands for there exist two position constants d1 and d2 independent of t (probably dependent of ) such that
d1A  B  d2A.
Thus, we ﬁnd that
wi(t, X0) ∼ − 1
t0 − t , φX (t, X0) ∼ t0 − t, when t1 < t → t
−
0
and then noting (4.30)
φt X (t, X0) ∼ wi(t, X0)φX (t, X0) ∼ −1, when t1 < t → t−0 .
Therefore, φt X (t0, X0) < 0. 
Similar to [12], we give the following proposition without proof.
Proposition 4.3. For any point (t0, x0) ∈ Γi , there exist two real number Xmin  Xmax such that all i-th characteristics x = φi(t, X)
reach to (t0, x0) when t → t0 − 0, where t ∈ [0, t0) and X ∈ [Xmin, Xmax]. Moreover, any preimage (t0, X0) of (t0, x0) satisﬁes that
X0 ∈ [Xmin, Xmax].
Summarizing the arguments mentioned above gives the following main theorem of this section.
Theorem 4.2. Under the assumptions of Theorem A, the C1 solution u = u(t, x) of the Cauchy problem (1.1)–(1.2) must blow up in a
ﬁnite time and the life span of the solution is Tmax (see (4.13)). Moreover, Γ is the set of all blow-up points on the line t = t0 = Tmax ,
and it is a non-empty set with zero measure. More precisely, for any ﬁxed (t0, x0) ∈ Γ , there exists an i ∈ I1 and at least one preimage
(t0, X0) such that ∂Xφi(t0, X0) = 0, and along the i-th characteristic x = φi(t, X) (where X ∈ [Xmin, Xmax]), it holds that∣∣(ui)x(t, x)∣∣→ +∞ as t → t0 − 0.
5. Blow-up of cusp type
In this section, under some appropriate assumptions we prove that the solution of the Cauchy problem (1.1)–(1.2) is
a blow-up solution of cusp type, according to the terminology of Alinhac [2]. Based on this, we construct the envelope of
characteristics of the same family.
Suppose that λ j(u) ∈ C4(Rn) ( j = 1,2, . . . ,n) and ψ(x) ∈ C4(R). Suppose furthermore that there exists a point (t0, X0) ∈
J−1(0) such that
φX (t0, X0) = 0, φX X (t0, X0) = 0, φX X X (t0, X0) > 0, (5.1)
where J−1(0) and φ stand for J−1i (0) and φi for some i ∈ I1.
By (5.1), there exists a full neighborhood O of the point (t0, X0) such that
φX X X (t, X) > 0, ∀(t, X) ∈ O . (5.2)
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Let O 0 ⊆ O be a small ball centered at (t0, X0). In what follows, we investigate the behavior and structure of the set
J−1(0) ∩ O 0, i.e., the set
C = {(t, X) ∣∣ (t, X) ∈ O 0, φX (t, X) = 0}. (5.3)
Theorem 5.1. Suppose that (5.1) holds. Then in O 0 , the singular points of the mapping Π form a smooth curve which can be deﬁned
by an explicit function t = t(X) satisfying the following properties:
(1) t(X0) = t0;
(2) t = t(X) is strictly convex and takes its minimum at X0;
(3) singular points (t, X)(= (t0, X0)) are fold points and (t0, X0) is a cusp point,
where Π stands for Πi for some i ∈ I1 .
Proof. By Theorem 4.1, in a manner similar to Kong [12] we can prove it easily. 
Let Cl (resp. Cr ) be the part of the curve t = t(X) to the left (resp. right) of (t0, X0) ∈ O 0 (see Fig. 1). Obviously,
C = Cl ∪ Cr and Cl (resp. Cr ) is the strictly decreasing (resp. increasing) part. Let γ l (resp. γ r ) be the image of Cl (resp. Cr )
under the mapping Π .
In what follows, we consider the behavior of γ l and γ r in the (t, x)-plane. To do so, we introduce
O+0 =
{
(t, X)
∣∣ (t, X) ∈ O 0, t > t(X)}, O−0 = {(t, X) ∣∣ (t, X) ∈ O 0, t < t(X)} (5.4)
and denote the intersection points of the curve t = t(X) with the boundary of O 0 by Al(tl, Xl) and Ar(tr, Xr), respectively.
See Fig. 1.
Lemma 5.1. It holds that
xX (t, X) < 0, ∀(t, X) ∈ O+0 ; xX (t, X) > 0, ∀(t, X) ∈ O−0 . (5.5)
Proof. By Theorem 4.1,
d
dt
(
∂x
∂ X
)
= Jt(t, X)−δ < 0, ∀(t, X) ∈ O 0, (5.6)
where δ is a constant independent of t and X . On the other hand,
∂x
∂ X
(
t(X), X
)= 0, ∀(t(X), X) on C; ∂x
∂ X
(0, X) = 1. (5.7)
Combining (5.6) and (5.7) yields (5.5). The proof of Lemma 5.1 is completed. 
By (5.5), in O 0 the curve x(t, X) = const can be explicitly expressed by t = tc(X) and is increasing in O+0 and decreasing
in O−0 . Moreover, it is easy to see that γ l (resp. γ r ) is deﬁned by
x = x(t(X), X), ∀X ∈ [Xl, X0] (resp. x = x(t(X), X), ∀X ∈ [X0, Xr]). (5.8)
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leftmost point of γ l and γ r . Moreover, γ r is convex, γ l is concave and lies below γ r .
Proof. Differentiating (5.8) with respect to X leads to
dx
dX
= λi(u)t′(X),
where we have made use of (3.1) and (5.7). Then, by Theorem 5.1,
dx
dX
< 0,
dt
dX
< 0, ∀X ∈ [Xl, X0]; dxdX > 0,
dt
dX
> 0, ∀X ∈ [X0, Xr]. (5.9)
Therefore, γ l and γ r are strictly increasing in the (t, x)-plane, and (t0, x0) is the lowest and leftmost point of γ l and γ r .
On the other hand, noting (5.9) and using the implicit function theorem, we can solve X from t = t(X) (X ∈ [Xl, X0])
(resp. X ∈ [X0, Xr]) and denote it by X = Xl(t) (resp. X = Xr(t)), where t ∈ [t0, t(Xl)] (resp. t ∈ [t0, t(Xr)]). Substituting it
into x = x(t, X) gives an explicit formula of γ l (resp. γ r ). We denote it by x = xl(t) (resp. x = xr(t)).
By a direct calculation,
d2xl(t)
dt2
= d
dt
(
dxl(t)
dt
)
= d
dX
(
xtt′(X) + xX
t′(X)
)
dX
dt
=
[
d
dX
(
xt
(
t(X), X
))] 1
t′(X)
=
[
d
dX
(
λi
(
u
(
t(X), x
(
t(X), X
))))] 1
t′(X)
, (5.10)
where we have made use of (5.7). On the other hand,
d
dX
(
λi
(
u
(
t(X), x
(
t(X), X
))))= n∑
j=1
∂λi(u)
∂u j
[
(u j)tt
′(X) + (u j)x
(
xtt
′(X) + xX
)]
=
n∑
j=1
∂λi(u)
∂u j
[
du j
d jt
+ (λi(u) − λ j(u))(u j)x]t′(X) + n∑
j=1
∂λi(u)
∂u j
[
(u j)x
]
xX . (5.11)
By [10], near the blow-up point corresponding to the i-th wave, we have∣∣(u j)x∣∣< K ( j = i), when t < T (),
where K is a positive constant independent of (t, x). In addition, noting that t′(X0) = 0, we then obtain
d
dX
(
λi
(
u
(
t(X), x
(
t(X), X
))))∣∣
X=X0
= ∂λi(zi(t, X))
∂t
t′(X)
∣∣∣∣
X=X0
+
∑
j =i
∂λi(u)
∂u j
(
λi(u) − λ j(u)
)
(u j)xt
′(X)
∣∣∣∣
X=X0
+ ∂X∂tφi(t, X)|X=X0
= ∂t∂Xφi(t, X)|X=X0 = Jt(t0, X0) < 0. (5.12)
Therefore,
d
dX
(
λi
(
u
(
t(X), x
(
t(X), X
))))
< 0, ∀X ∈ [Xl, Xr],
provided that the ball O 0 is suitably small. Substituting it into (5.10) leads to
d2xl(t)
dt2
< 0, ∀t ∈ (t0, t(Xl)). (5.13)
Similarly,
d2xr(t)
dt2
> 0, ∀t ∈ (t0, t(Xr)). (5.14)
(5.13) and (5.14) imply that γ l is strictly concave and γ r is strictly convex.
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Choose a point (t1, X1) on Cr and denote φ(t1, X1) by x1, i.e., x1 = φ(t1, X1). We draw two curves t = t1 and x(t, X) = x1
passing through the point (t1, X1), respectively. Let (t j, X j) ( j = 2,3) be the intersection points of Cl with two curves t = t1
and x(t, X) = x1, respectively. See Fig. 1. Thus, noting (5.9), we have
x1 = x3  φ(t3, X3) < x2  φ(t2, X2), t3 < t2 = t1. (5.15)
(5.15) implies that γ l lies below γ r . See Fig. 2. This proves Theorem 5.2. 
The curves γ l and γ r can be regarded as two sheets of the envelope, formed by characteristics of the i-th family with
its cusp point (t0, x0). The formation of singularity of the classical solution of the Cauchy problem (1.1)–(1.2) is due to the
formation of the envelope of characteristics of the i-th family and the singularity occurs at the starting point (t0, x0) of this
envelope.
Similar to [12], we can also construct the triple-valued solution and the artiﬁcial solution of the Cauchy problem (1.1)–(1.2)
in a neighborhood of (t0, x0). Because of space limitations, we omit the details.
6. Blow-up rate
Let Ω− = B(t0,x0),κ \ {(t, x) | γ r  x  γ l, t  t0}, where B(t0,x0),κ is a suitably small ball centered at the point (t0, x0)
with the radius κ > 0. By Sections 3 and 4, (t, x) ∈ Ω− has a unique preimage (t, X) and (t, X) is in O−0 .
Theorem 6.1. Under the assumptions of Theorem A and hypothesis (5.1), for every (t, x) ∈ Ω− , the following estimates hold:∣∣u j(t, x) − u j(t0, x0)∣∣ C0(|t − t0| + |x− x0|), ∀ j = i, (6.1)∣∣(u j)x(t, x) − (u j)x(t0, x0)∣∣ C0(|t − t0| + |x− x0|), ∀ j = i, (6.2)∣∣ui(t, x) − ui(t0, x0)∣∣ C1(|t − t0|3 + ∣∣x− x0 − (λi(u(t0, x0))(t − t0))∣∣2) 16 , (6.3)∣∣(ui)x(t, x)∣∣ C2(|t − t0|3 + ∣∣x− x0 − (λi(u(t0, x0))(t − t0))∣∣2)− 13 , (6.4)∣∣(ui)xx(t, x)∣∣ C3(|t − t0|3 + ∣∣x− x0 − (λi(u(t0, x0))(t − t0))∣∣2)− 56 , (6.5)
henceforth C j ( j = 0,1,2, . . .) are positive constants independent of (t, x).
Remark 6.1. An estimate on the blow-up rate along the characteristics was given in Kong and Li [15].
Proof of Theorem 6.1. Since u j(t, x) and (u j)x(t, x) ( j = 1, . . . , i − 1, i + 1, . . . ,n) do not blow up at (t0, x0) (see [10]),
(6.1)–(6.2) become obvious.
To prove (6.3)–(6.5), we need the following two lemmas.
For convenience, we introduce an aﬃne transformation Π˜ : (t, x) → (t, y) which is deﬁned by{
t = t,
y = x− λi
(
u(t0, x0)
)
t.
Denote χ = Π˜ ◦ Π : (t, X) → (t, y), which is given by{
t = t,
y = φ(t, X) − λi
(
u(t0, x0)
)
t.
(6.6)
Then, we have
|t − t0|3 +
∣∣x− x0 − (λi(u(t0, x0))(t − t0))∣∣2 = |t − t0|3 + |y − y0|2, (6.7)
where y0 = x0 − λi(u(t0, x0))t0.
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∂ y
∂t
= 0, ∂ y
∂ X
= 0, ∂
2 y
∂ X2
= 0, ∂
3 y
∂ X3
> 0,
∂2 y
∂t∂ X
< 0 at (t0, X0). (6.8)
By the unfolding theorem [23] there exist smooth functions h(t, X) near (t0, X0), and a0(t), a1(t) near t = t0, such that
y(t, X) = h(t, X)3 − a1(t)h(t, X) + a0(t) (6.9)
and
∂h
∂ X
= 0. (6.10)
It follows from (6.8) that⎧⎪⎨⎪⎩
h(t0, X0) = 0, ∂h
∂ X
(t0, X0) > 0,
a0(t0) = y0, ∂a0
∂t
(t0) = 0, a1(t0) = 0, ∂a1
∂t
> 0.
(6.11)
Hence, we have{
C4(t − t0) a1(t) C5(t − t0),∣∣|y − y0| − C6|t − t0|2∣∣ ∣∣a0(t) − y∣∣ |y − y0| + C6|t − t0|2. (6.12)
Since (t, x) ∈ Ω− , there exists a unique (t, X), hence a unique h(t, X), corresponding to y under the mapping χ .
Lemma 6.1. The cubic equation x3 + px+ q = 0 has a unique real root if and only if
1
4
q2 + 1
27
p3 > 0 or p = 0, q = 0. (6.13)
Under (6.13), the unique real root can be expressed by
x =
[
−q
2
+
√
1
4
q2 + 1
27
p3
] 1
3
+
[
−q
2
−
√
1
4
q2 + 1
27
p3
] 1
3
. (6.14)
Proof. There are three roots for the equation x3 + px+ q = 0:⎧⎪⎨⎪⎩ x1 =
[
−q
2
+
√
1
4
q2 + 1
27
p3
] 1
3
+
[
−q
2
−
√
1
4
q2 + 1
27
p3
] 1
3
Θ + Φ,
x2 = ωΘ + ω2Φ, x3 = ω2Θ + ωΦ,
(6.15)
where
ω = −1
2
+
√
3
2
i, i = √−1.
The conclusion of Lemma 6.1 comes from (6.15) directly. 
Lemma 6.2. For every (t, x) ∈ Ω− , it holds that∣∣h(t, X)∣∣ C7[|t − t0|3 + |y − y0|2] 16 , (6.16)
C8
[|t − t0|3 + |y − y0|2] 16  ∣∣h(t, X)∣∣ C9[|t − t0|3 + |y − y0|2] 16 , if t > t0, (6.17)∣∣3h2(t, X) − a1(t)∣∣ C10[|t − t0|3 + |y − y0|2] 13 . (6.18)
Proof. We ﬁrst prove (6.16). Since (t, x) ∈ Ω− , there exists a unique (t, X), hence a unique h(t, X), that is, the equation
y = h3(t, X) − a1(t)h(t, X) + a0(t) has a unique real root. Thus, it follows from (6.14) that
h(t, X) =
[
−a0 − y
2
+
√
1
4
(a0 − y)2 + 1
27
(−a1)3
] 1
3
+
[
−a0 − y
2
−
√
1
4
(a0 − y)2 + 1
27
(−a1)3
] 1
3
A+ B. (6.19)
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|A|3, |B|3  |a0 − y|
2
+
√
1
4
|a0 − y|2 + 1
27
|a1|3
 1
2
[|y − y0| + C6|t − t0|2]+√1
4
(|y − y0| + C6|t − t0|2)2 + 1
27
(
C5|t − t0|
)3
 C11
(|t − t0| 32 + |y − y0|)
 C12
[|t − t0|3 + |y − y0|2] 12 . (6.20)
Combining (6.19)–(6.20) gives (6.16) immediately.
We next prove (6.17).
When t > t0, noting (6.13) and a1(t) > 0, using Lemma 6.1 again, we have
1
4
(a0 − y)2 + 1
27
(−a1)3 > 0. (6.21)
Using (6.12) again, we obtain∣∣|y − y0| + C6|t − t0|2∣∣2 > 4
27
a31  C13|t − t0|3,
i.e.,
|y − y0| C14|t − t0| 32 . (6.22)
By (6.12), (6.20) and (6.22), we have∣∣h(t, X)∣∣= |A+ B| = ∣∣∣∣ A3 + B3A2 −AB+ B2
∣∣∣∣
 C15
|a0 − y|
[|t − t0|3 + |y − y0|2] 13
 C16
|y − y0| − C6|t − t0|2
[|t − t0|3 + |y − y0|2] 13
 C17
|y − y0| + |t − t0| 32
[|t − t0|3 + |y − y0|2] 13
 C18
[|t − t0|3 + |y − y0|2] 12
[|t − t0|3 + |y − y0|2] 13
 C19
[|t − t0|3 + |y − y0|2] 16 . (6.23)
Combing (6.16) and (6.23) yields (6.17).
Finally, we prove (6.18). In what follows, we divide into three cases to prove it.
Case I. t < t0.
Noting (6.23), we have∣∣h(t, X)∣∣= |A+ B| = ∣∣∣∣ A3 + B3A2 −AB+ B2
∣∣∣∣ C15 |a0 − y|[|t − t0|3 + |y − y0|2] 13 . (6.24)
Then, by (6.12),
3h2(t, X) − a1(t) C20 |a0 − y|
2
[|t − t0|3 + |y − y0|2] 23
+ C5(t0 − t)
 C21
||y − y0| − C6|t − t0|2|2
[|t − t0|3 + |y − y0|2] 23
+ C5(t0 − t)
= C22
[|t − t0|3 + |y − y0|2]− 23 A
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[|t − t0|3 + |y − y0|2]− 23 [|t − t0|3 + |y − y0|2]
= C23
[|t − t0|3 + |y − y0|2] 13 , (6.25)
where
A = |y − y0|2 − 2C6|y − y0||t − t0|2 + C26 |t − t0|4 + C24(t0 − t)
[|t − t0|3 + |y − y0|2] 23 .
In (6.25) we have made use of the inequality
2C6|y − y0||t − t0|2  1
2
|y − y0|2 + 2C26 |t − t0|4.
Case II. t > t0.
Using (6.13) again, we have
a1(t) > 0.
Noting (6.19), we observe that the properties of positive or negative of h(t, X) and y − a0(t) are same. Therefore, by (6.10),
(6.13), (6.17) and (6.22), we have∣∣(3h2 − a1)h∣∣= ∣∣3(h3 − a1h)+ 2a1h∣∣= ∣∣3(y − a0) + 2a1h∣∣= 3|y − a0| + 2|a1h|
 3
∣∣|y − y0| − C6|t − t0|2∣∣+ 2C4C8|t − t0|[|t − t0|3 + |y − y0|2] 16
 C25|y − y0| C10
[|t − t0|3 + |y − y0|2] 12 . (6.26)
Noting (6.17), we then obtain (6.18).
Case III. t = t0.
In the present case,
a0(t0) = y0, a1(t0) = 0 and y(t0, X) = h(t0, X)3 + y0.
Therefore,∣∣3h(t0, X)2 − a1(t0)∣∣= 3h2
= 3∣∣y(t0, X) − y0∣∣ 23  C26[|t − t0|3 + |y − y0|2] 13 . (6.27)
By (6.25)–(6.27), we get (6.18) immediately. Thus, Lemma 6.2 is proved. 
We now return to prove (6.3)–(6.5).
Noting | ∂h
∂ X | > 0 and using the mean value theorem give
|X − X0| C27
[|t − t0| + ∣∣h(t, X)∣∣]. (6.28)
By (6.16) and (6.28), we have∣∣ui(t, x) − ui(t0, x0)∣∣= ∣∣z(t, X)ei − z(t0, X0)ei∣∣

∣∣zt(·)(t − t0)ei + zX (·)(X − X0)ei∣∣
 C28
(|t − t0| + |X − X0|)
 C29
(|t − t0| + |h|)
 C30
[|t − t0|3 + |y − y0|2] 16 ,
where z = z(t, X) is deﬁned by (3.2). Thus, (6.3) is proved.
Noting
xX = yX =
(
3h2 − a1
)
hX and hX > 0
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|xX | C31
[|t − t0|3 + |y − y0|2] 13 . (6.29)
By [10] (see Lemma 3.13 in [10]),∣∣(ui)x(t, x)xX ∣∣ C32. (6.30)
Combining (6.29) and (6.30) gives (6.4) directly.
Recalling the deﬁnition of z(t, X) (see (3.2)), we get
(ui)xx(t, x) = (zi)X X (xX )−2 − (zi)X (xX )−3xX X (6.31)
and
|xX X | = |yX X | =
∣∣6h(hX )2 + (3h2 − a1)hX X ∣∣
 C33
(|h| + ∣∣3h2 − a1∣∣)
 C34
[|t − t0|3 + |y − y0|2] 16 . (6.32)
By (6.29), (6.31) and (6.32), we have∣∣(ui)xx(t, x)∣∣ C35[(|t − t0|3 + |y − y0|2)− 13×2 + (|t − t0|3 + |y − y0|2) 16 (|t − t0|3 + |y − y0|2)− 13×3]
 C36
[|t − t0|3 + |y − y0|2]− 56 . (6.33)
Thus, the proof of Theorem 6.1 is completed. 
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