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Abstract
We obtain nontrivial solutions of some elliptic interface problems with nonhomogeneous jump
conditions that arise in localized chemical reactions and nonlinear neutral inclusions. Our proofs
in bounded domains use Morse theoretical arguments, in particular, critical group computations.
An extension to the whole space is proved using concentration compactness arguments.
1 Introduction
In this paper we obtain nontrivial solutions of some elliptic interface problems with nonhomogeneous
jump conditions. Such problems arise, for example, in localized chemical reactions and in nonlinear
neutral inclusions.
Let Ω be a bounded domain in RN , N ≥ 2, let Ω1 be a C
1-subdomain of Ω such that Ω1 ⊂ Ω
and Ω2 = Ω \ Ω1 is connected, and let Γ = ∂Ω1. First we consider the interface problem
∆u = 0 in Ω \ Γ
[u] = 0, −
[
∂u
∂ν
]
= g(x, u) on Γ
u = 0 on ∂Ω,
(1.1)
where [u] = u2 − u1, ui = u|Ωi , i = 1, 2, [∂u/∂ν] = ∂u2/∂ν − ∂u1/∂ν, ∂/∂ν is the exterior normal
derivative on Γ, and g ∈ C(Γ× R) satisfies the subcritical growth condition
|g(x, t)| ≤ C
(
|t|q−1 + 1
)
∀(x, t) ∈ Γ× R (1.2)
for some q ∈ (1, 2¯). Here
2¯ =
2(N − 1)/(N − 2), N ≥ 3
∞, N = 2
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is the critical trace exponent. This problem arises, for example, in chemical reactions that are
localized due to the presence of a catalyst (see Chadam and Yin [1] and Pan [8]).
A weak solution of problem (1.1) is a function u ∈ H10 (Ω) satisfying∫
Ω
∇u · ∇v −
∫
Γ
g(x, u) v = 0 ∀v ∈ H10 (Ω),
where H10 (Ω) is the usual Sobolev space with ‖u‖
2 =
∫
Ω |∇u|
2. As noted by Tian and Ge [11] and
Nieto and O’Regan [7] in the ODE case, weak solutions of this problem coincide with critical points
of the C1-functional
Φ(u) =
1
2
∫
Ω
|∇u|2 −
∫
Γ
G(x, u), u ∈ H10 (Ω),
where G(x, t) =
∫ t
0 g(x, s) ds.
We assume that the jump g is asymptotically linear near zero and satisfies the Ambrosetti-
Rabinowitz superlinearity condition near infinity:
g(x, t) = µt+ o(t) as t→ 0, uniformly on Γ (1.3)
for some µ ∈ R, and
0 < θG(x, t) ≤ t g(x, t), x ∈ Γ, |t| large (1.4)
for some θ > 2. Integrating (1.4) gives
G(x, t) ≥ c |t|θ − C ∀(x, t) ∈ Γ× R (1.5)
for some c > 0. A model example is
g(x, t) = µt+ |t|q−2 t,
where q ∈ (2, 2¯).
Assumption (1.3) leads us to consider the interface eigenvalue problem
∆u = 0 in Ω \ Γ
[u] = 0, −
[
∂u
∂ν
]
= µu on Γ
u = 0 on ∂Ω.
The spectrum σ(Γ) of this problem consists of an increasing and unbounded sequence of positive
eigenvalues of finite multiplicities.
Theorem 1.1. Assume (1.2) with q ∈ (1, 2¯), (1.3), and (1.4) with θ > 2. If µ /∈ σ(Γ), then problem
(1.1) has a nontrivial solution.
Our proof of this theorem will be based on explicitly computing the critical groups of Φ at zero
and at infinity, and showing that they are nonisomorphic in some dimension. These groups are
defined by
Cq(Φ, 0) = Hq(Φ
0 ∩ U,Φ0 ∩ U \ {0}), Cq(Φ,∞) = Hq(H
1
0 (Ω),Φ
a), q ≥ 0,
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where Φ0 =
{
u ∈ H10 (Ω) : Φ(u) ≤ 0
}
, U is any neighborhood of zero, a < 0 is such that Φ has no
critical points in Φa =
{
u ∈ H10 (Ω) : Φ(u) ≤ a
}
, and H∗(·, ·) are the relative singular homology
groups. We refer the reader to Chang [2] and Mawhin and Willem [6] for the necessary background
on Morse theory.
We also indicate how Theorem 1.1 can be extended to the p-Laplacian case
∆p u = 0 in Ω \ Γ
[u] = 0, −
[
|∇u|p−2
∂u
∂ν
]
= g(x, u) on Γ
u = 0 on ∂Ω,
(1.6)
where ∆p u = div(|∇u|
p−2∇u) is the p-Laplacian of u, p > 2, g satisfies (1.2) with q ∈ (1, p¯), and
p¯ = (N − 1)p/(N − p) if N > p and p¯ =∞ if N ≤ p. A weak solution u ∈W 1, p0 (Ω) of this problem
satisfies∫
Ω
|∇u|p−2∇u · ∇v −
∫
Γ
g(x, u) v = 0 ∀v ∈W 1, p0 (Ω),
and the associated variational functional is
Φ(u) =
1
p
∫
Ω
|∇u|p −
∫
Γ
G(x, u), u ∈W 1, p0 (Ω).
We replace (1.3) with
g(x, t) = µ |t|p−2 t+ o(|t|p−1) as t→ 0, uniformly on Γ (1.7)
and take θ > p in (1.4). Our model example is g(x, t) = µ |t|p−2 t+ |t|q−2 t, where q ∈ (p, p¯). The
corresponding eigenvalue problem is
∆p u = 0 in Ω \ Γ
[u] = 0, −
[
|∇u|p−2
∂u
∂ν
]
= µ |u|p−2 u on Γ
u = 0 on ∂Ω,
(1.8)
and the spectrum σp(Γ) of this problem consists of the set of all µ ∈ R for which it has a nontrivial
solution.
Theorem 1.2. Assume (1.2) with q ∈ (1, p¯), (1.4) with θ > p, and (1.7). If µ /∈ σp(Γ), then
problem (1.6) has a nontrivial solution.
Our proof here will use an increasing and unbounded sequence of eigenvalues constructed via
the Yang index as in Perera [9] (see also Perera et al. [10]). The standard sequence of eigenvalues
based on the Krasnosel′ski˘ı genus does not provide sufficient information about the critical groups
to prove this theorem.
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Next we consider the anisotropic problem
∆p u1 = 0 in Ω1
∆u2 = 0 in Ω2
u1 = u2, −
(
∂u2
∂ν
− |∇u1|
p−2 ∂u1
∂ν
)
= g(x, u1) on Γ
u2 = 0 on ∂Ω,
(1.9)
where p > 2 and g satisfies (1.2) with q ∈ (1, p¯). Problems of this type arise in nonlinear neutral
inclusions, in particular, in assemblages of neutral coated spheres (see Jime´nez et al. [3]).
We work in the space
X =
{
u = (u1, u2) ∈W
1, p(Ω1)×H
1(Ω2) : u1 = u2 on Γ, u2 = 0 on ∂Ω
}
,
which is a closed subspace of W 1, p(Ω1)×H
1(Ω2). A norm on X, equivalent to the standard norm
of W 1, p(Ω1)×H
1(Ω2), can be defined by
‖u‖ =
(∫
Ω1
|∇u1|
p
)1/p
+
(∫
Ω2
|∇u2|
2
)1/2
.
A weak solution u ∈ X of problem (1.9) satisfies∫
Ω1
|∇u1|
p−2∇u1 · ∇v1 +
∫
Ω2
∇u2 · ∇v2 −
∫
Γ
g(x, u1) v1 = 0 ∀v ∈ X,
and they coincide with critical points of the functional
Φ(u) =
1
p
∫
Ω1
|∇u1|
p +
1
2
∫
Ω2
|∇u2|
2 −
∫
Γ
G(x, u1), u ∈ X.
Theorem 1.3. Assume (1.2) with q ∈ (1, p¯),
g(x, t) = o(|t|p−1) as t→ 0, uniformly on Γ, (1.10)
and (1.4) with θ > p. Then problem (1.9) has a nontrivial solution.
Finally we consider an interface eigenvalue problem in the whole space RN , N ≥ 2, with
R
N−1 × {0} as the interface, which we identify with RN−1. We consider
−∆u+ V (x)u = 0 in RN \ RN−1
[u] = 0, −
[
∂u
∂xN
]
= λ |u|p−2 u on RN−1
u(x)→ 0 as |x| → ∞,
(1.11)
where V ∈ L∞(RN ), [u] = u+ − u−, u+ = u|RN−1×(0,+∞) , u− = u|RN−1×(−∞,0), [∂u/∂xN ] =
∂u+/∂xN − ∂u−/∂xN , λ ∈ R, and p ∈ (2, 2¯). Writing R
N = RN−1 ⊕ R, x = (x′, xN ), we assume
that
inf
x∈RN
V (x) > 0, lim
|x′|→∞
V (x) = V∞ > 0 ∀xN ∈ R. (1.12)
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A weak solution of this problem is a function u ∈ H1(RN ) satisfying∫
RN
∇u · ∇v + V (x)uv = λ
∫
RN−1
|u|p−2 uv ∀v ∈ H1(RN ),
where H1(RN ) is the usual Sobolev space with the norm ‖·‖ induced by the inner product
(u, v) =
∫
RN
∇u · ∇v + V∞ uv,
which is equivalent to the standard norm.
Let
I(u) =
∫
RN−1
|u|p, J(u) =
∫
RN
|∇u|2 + V (x)u2, u ∈ H1(RN ).
Then the eigenfunctions of (1.11) on the manifold
M =
{
u ∈ H1(RN ) : I(u) = 1
}
and the corresponding eigenvalues coincide with the critical points and the critical values of the
constrained functional J |M, respectively.
We will first show that the autonomous problem at infinity,
−∆u+ V∞ u = 0 in RN \ RN−1
[u] = 0, −
[
∂u
∂xN
]
= λ |u|p−2 u on RN−1
u(x)→ 0 as |x| → ∞,
has a least energy solution on M. Let
J∞(u) =
∫
RN
|∇u|2 + V∞ u2, u ∈ H1(RN )
be the corresponding functional. Then
λ∞1 := inf
u∈M
J∞(u) > 0
by the Sobolev trace imbedding.
Theorem 1.4. Assume V∞ > 0 and p ∈ (2, 2¯). Then the infimum λ∞1 is attained at a function
w∞1 > 0.
For the nonautonomous problem,
√
J(·) is an equivalent norm on H1(RN ) since V ∈ L∞(RN )
and inf V > 0, so
λ1 := inf
u∈M
J(u) > 0.
By the invariance of J∞ with respect to the group D of (N − 1)-dimensional shifts u 7→ u(· − y),
y ∈ RN−1, we have λ1 ≤ λ
∞
1 , and we will show that λ1 is attained if the inequality is strict.
Theorem 1.5. Assume (1.12) and p ∈ (2, 2¯). If λ1 < λ
∞
1 , then λ1 is attained at a function w1 > 0.
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The inequality λ1 < λ
∞
1 holds if V ≤ V
∞, with the strict inequality on a set of positive measure.
Indeed, in that case
λ1 ≤ J(w
∞
1 ) < J
∞(w∞1 ) = λ
∞
1
since w∞1 > 0 a.e. So we have the following corollary.
Corollary 1.6. Assume (1.12) and p ∈ (2, 2¯). If V (x) ≤ V∞ for all x ∈ RN and the strict
inequality holds on a set of positive measure, then λ1 is attained at a function w1 > 0.
The main difficulty here is the lack of compactness inherent in this problem. This lack of com-
pactness originates from the invariance of RN and RN−1 under the action of the noncompact group
D, and manifests itself in the noncompactness of the Sobolev trace imbedding
H1(RN ) →֒ Lp(RN−1), which in turn implies that the manifoldM is not weakly closed in H1(RN ).
Our proofs will use the concentration compactness principle of Lions [4, 5], expressed as a suitable
profile decomposition for minimizing sequences, to overcome this difficulty.
2 Proofs of Theorems 1.1 – 1.3
2.1 Proof of Theorem 1.1
Consider the linear interface problem
∆u = 0 in Ω \ Γ
[u] = 0, −
[
∂u
∂ν
]
= f(x) on Γ
u = 0 on ∂Ω,
where f ∈ L2(Γ). This problem has a solution u, obtained by minimizing the associated functional
Ψ(u) =
1
2
∫
Ω
|∇u|2 −
∫
Γ
f(x)u, u ∈ H10 (Ω),
and it is unique by the maximum principle. Testing Ψ′(u) = 0 with u and using the Ho¨lder
inequality gives ‖u‖2 ≤ ‖f‖L2(Γ) ‖u‖L2(Γ). So the linear map L
2(Γ) → H10 (Ω), f 7→ u is bounded
by the boundedness of the trace imbedding H10 (Ω) →֒ L
2(Γ), and hence the solution operator
S : L2(Γ) → L2(Γ), Sf = u is compact by the compactness of the same imbedding. Thus,
the spectrum σ(Γ) of the self-adjoint operator S−1 consists of isolated eigenvalues µl ր ∞, of
multiplicities dl <∞.
Since µ /∈ σ(Γ), zero is a nondegenerate critical point of the asymptotic functional
Φ0(u) =
1
2
∫
Ω
|∇u|2 −
µ
2
∫
Γ
u2, u ∈ H10 (Ω),
of Morse index
m0 =
∑
µl<µ
dl.
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Then it follows from a standard homotopy argument that
Cq(Φ, 0) ≈ Cq(Φ0, 0) = δqm0 G,
where G is the coefficient group.
Recall that Φ satisfies the Palais-Smale compactness condition (PS) if every sequence (uj) in
H10 (Ω) such that Φ(uj) is bounded and Φ
′(uj)→ 0, called a (PS) sequence for Φ, has a convergent
subsequence.
Lemma 2.1. If (1.2) and (1.4) hold, then
(i) Φ satisfies the (PS) condition,
(ii) Cq(Φ,∞) = 0 for all q.
Proof. (i) Let (uj) be a (PS) sequence for Φ. We have(
θ
2
− 1
)
‖uj‖
2 = θΦ(uj)−
(
Φ′(uj), uj
)
+
∫
Γ
θ G(x, uj)− uj g(x, uj) ≤ o(‖uj‖) + O(1)
by (1.2) and (1.4), so ‖uj‖ is bounded and then a standard argument gives a convergent subse-
quence.
(ii) We have the orthogonal decomposition H10 (Ω) = V ⊕ W, u = v + w, where V =
H10 (Ω1)⊕H
1
0 (Ω2) and W = V
⊥. For v ∈ V ,
Φ(v) =
1
2
∫
Ω
|∇v|2 ≥ 0.
Denoting by S =
{
u ∈ H10 (Ω) : ‖u‖ = 1
}
the unit sphere in H10 (Ω), for u ∈ S \ V and τ > 0,
Φ(τu) =
τ2
2
−
∫
Γ
G(x, τw) ≤
τ2
2
− c τ θ
∫
Γ
|w|θ + C → −∞ as τ →∞ (2.1)
by (1.5), and
d
dτ
(
Φ(τu)
)
= τ−
∫
Γ
w g(x, τw) =
2
τ
(
Φ(τu)−
∫
Γ
τw
2
g(x, τw) −G(x, τw)
)
≤
2
τ
(
Φ(τu)−a0
)
(2.2)
for some a0 ≤ 0 by (1.2) and (1.4). Fix a < a0. Then Φ has no critical points in Φ
a.
We have Φ(τu) ≤ a for all sufficiently large τ by (2.1), and
Φ(τu) ≤ a =⇒
d
dτ
(
Φ(τu)
)
< 0
by (2.2), so there is a unique τu > 0 such that
τ < (resp. =, >) τu =⇒ Φ(τu) > (resp. =, <) a
and the map S \ V → (0,∞), u 7→ τu is C
1 by the implicit function theorem. Then
Φa =
{
τu : u ∈ S \ V, τ ≥ τu
}
,
and H10 (Ω) \ V radially deformation retracts to Φ
a via
(H10 (Ω) \ V )× [0, 1]→ H
1
0 (Ω) \ V, (u, t) 7→
(1− t)u+ t τû û, u ∈ (H
1
0 (Ω) \ V ) \Φ
a
u, u ∈ Φa,
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where û = u/ ‖u‖ is the projection of u 6= 0 on S.
Thus,
Cq(Φ,∞) = Hq(H
1
0 (Ω),Φ
a) ≈ Hq(H
1
0 (Ω),H
1
0 (Ω) \ V ) ≈ Hq(W,W \ {0}) = 0 ∀q
since W is infinite dimensional.
Theorem 1.1 now follows since Cm0(Φ, 0) 6≈ Cm0(Φ,∞).
2.2 Proof of Theorem 1.2
Let
I(u) =
∫
Ω
|∇u|p, J(u) =
∫
Γ
|u|p, u ∈W 1, p0 (Ω).
Then the eigenvalues of problem (1.8) coincide with the critical values of the functional I on the
manifold
M =
{
u ∈W 1, p0 (Ω) : J(u) = 1
}
by the Lagrange multiplier rule. Denote by A the class of closed symmetric subsets of M and by
i(A) the Yang index of A ∈ A (see Yang [13, 14]). Then
µl := inf
A∈A
i(A)≥l−1
sup
u∈A
I(u), l ≥ 1
is an increasing and unbounded sequence of eigenvalues. Moreover, zero is an isolated critical point
of
Φ0(u) =
1
p
∫
Ω
|∇u|p −
µ
p
∫
Γ
|u|p, u ∈W 1, p0 (Ω)
since µ /∈ σp(Γ), and Cq(Φ0, 0) = δq0 G if µ < µ1 and Cl(Φ0, 0) 6= 0 if µl < µ < µl+1 (see Perera
[9] and Perera et al. [10]). Since Cq(Φ, 0) ≈ Cq(Φ0, 0), Theorem 1.2 then follows as before once we
prove the following lemma.
Lemma 2.2. If (1.2) with q ∈ (1, p¯) and (1.4) with θ > p hold, then
(i) Φ satisfies the (PS) condition,
(ii) Cq(Φ,∞) = 0 for all q.
Proof. (i) If (uj) is a (PS) sequence for Φ, then(
θ
p
− 1
)
‖uj‖
p = θΦ(uj)−
(
Φ′(uj), uj
)
+
∫
Γ
θ G(x, uj)− uj g(x, uj) ≤ o(‖uj‖) + O(1)
by (1.2) and (1.4), so ‖uj‖ is bounded and a standard argument gives a convergent subsequence.
(ii) The argument in the proof of Lemma 2.1 (ii) can be repeated with the direct sum decom-
position W 1, p0 (Ω) = V ⊕W , where V = W
1, p
0 (Ω1) ⊕W
1, p
0 (Ω2) and W =
{
u ∈ W 1, p0 (Ω) : ∆u =
0 in Ω \ Γ
}
, i.e., u ∈W 1, p0 (Ω) belongs to W if and only if∫
Ω
∇u · ∇v = 0 ∀v ∈ V.
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2.3 Proof of Theorem 1.3
By the elementary inequality (a+ b)p ≤ 2p(ap + b2), a ≥ 0, 0 ≤ b ≤ 1, (1.2), and (1.10),
Φ(u) ≥
(
1
2p p
+ o(1)
)
‖u‖p as ‖u‖ → 0,
so zero is a strict local minimizer of Φ and hence Cq(Φ, 0) = δq0 G. Theorem 1.3 now follows from
the following lemma as before.
Lemma 2.3. If (1.2) with q ∈ (1, p¯) and (1.4) with θ > p hold, then
(i) Φ satisfies the (PS) condition,
(ii) Cq(Φ,∞) = 0 for all q.
Proof. (i) If (uj) is a (PS) sequence for Φ, then(
θ
p
− 1
)∫
Ω1
|∇uj1|
p +
(
θ
2
− 1
)∫
Ω2
|∇uj2|
2 = θΦ(uj)−
(
Φ′(uj), uj
)
+
∫
Γ
θ G(x, uj1) − uj1 g(x, uj1) ≤ o(‖uj‖) + O(1)
by (1.2) and (1.4), so ‖uj‖ is bounded and a standard argument gives a convergent subsequence.
(ii) The argument in the proof of Lemma 2.1 (ii) can be repeated with the direct sum decom-
position X = V ⊕W , where V = W 1, p0 (Ω1) ⊕H
1
0 (Ω2) and W =
{
u ∈ X : ∆u = 0 in Ω \ Γ
}
, i.e.,
u ∈ X belongs to W if and only if∫
Ω1
∇u1 · ∇v1 +
∫
Ω2
∇u2 · ∇v2 = 0 ∀v ∈ V.
3 Proofs of Theorems 1.4 and 1.5
In the absence of a compact Sobolev trace imbedding, the main technical tool we use here for
handling the convergence matters is the concentration compactness principle of Lions [4, 5]. This
is expressed as the following profile decomposition for bounded sequences in H1(RN ) (see Tintarev
and Fieseler [12]).
Proposition 3.1. Let uk ∈ H
1(RN ) be a bounded sequence, and assume that there is a constant
δ > 0 such that if uk(· + yk) ⇀ w 6= 0 on a renumbered subsequence for some yk ∈ R
N−1 with
|yk| → ∞, then ‖w‖ ≥ δ. Then there are m ∈ N, w
(n) ∈ H1(RN ), y
(n)
k ∈ R
N−1, y
(1)
k = 0 with
k ∈ N, n ∈ {1, . . . ,m}, w(n) 6= 0 for n ≥ 2, such that, on a renumbered subsequence,
uk(·+ y
(n)
k ) ⇀ w
(n), (3.1)
∣∣y(n)k − y(l)k ∣∣→∞ for n 6= l, (3.2)
m∑
n=1
∥∥∥w(n)∥∥∥2 ≤ lim inf ‖uk‖2 , (3.3)
uk −
m∑
n=1
w(n)(· − y
(n)
k )→ 0 in L
p(RN−1) ∀p ∈ (2, 2¯). (3.4)
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Recall that uk ∈ M is a critical sequence for J |M at the level c ∈ R if
J ′(uk)− µk I
′(uk)→ 0, J(uk)→ c (3.5)
for some sequence µk ∈ R. The first limit is equivalent to∫
RN
∇uk · ∇v + V (x)uk v = ck
∫
RN−1
|uk|
p−2 uk v + o(‖v‖) ∀v ∈ H
1(RN ) (3.6)
with ck = (p/2)µk. Since
√
J(·) is an equivalent norm on H1(RN ), uk is bounded by the second
limit in (3.5), so taking v = uk shows that ck → c. If uk(·+ yk) ⇀ w on a renumbered subsequence
for some yk ∈ R
N−1 with |yk| → ∞, replacing v with v(· − yk) in (3.6), making the change of
variable x 7→ x+ yk, and passing to the limit using (1.12) now gives∫
RN
∇w · ∇v + V∞wv = c
∫
RN−1
|w|p−2 wv ∀v ∈ H1(RN ). (3.7)
Taking v = w gives ‖w‖2 = c ‖w‖pp, where ‖·‖p denotes the L
p-norm in RN−1, so if w 6= 0, then it
follows that c > 0 and ‖w‖ ≥
(
(λ∞1 )
p/2/c
)1/(p−2)
since ‖w‖2 / ‖w‖2p ≥ λ
∞
1 .
Lemma 3.2. Let uk ∈ M be a critical sequence for J |M at the level c ∈ R. Then it admits a
renumbered subsequence that satisfies, in addition to the conclusions of Proposition 3.1,∫
RN
∇w(1) · ∇v + V (x)w(1) v = c
∫
RN−1
|w(1)|p−2 w(1) v ∀v ∈ H1(RN ), (3.8)∫
RN
∇w(n) · ∇v + V∞w(n) v = c
∫
RN−1
|w(n)|p−2w(n) v ∀v ∈ H1(RN ), n = 2, . . . ,m, (3.9)
J(w(1)) = c I(w(1)), J∞(w(n)) = c I(w(n)), n = 2, . . . ,m, (3.10)
m∑
n=1
I(w(n)) = 1, J(w(1)) +
m∑
n=2
J∞(w(n)) = c, (3.11)
uk −
m∑
n=1
w(n)(· − y
(n)
k )→ 0 in H
1(RN ). (3.12)
Proof. Since y
(1)
k = 0, uk ⇀ w
(1) by (3.1), so (3.8) follows from (3.6). For n = 2, . . . ,m,
uk(· + y
(n)
k ) ⇀ w
(n), and taking l = 1 in (3.2) shows that
∣∣y(n)k ∣∣ → ∞, so (3.9) follows from
(3.7). Taking v = w(1) in (3.8) gives the first equation in (3.10), and taking v = w(n) in (3.9) gives
the second. (3.12) follows from (3.4), (3.6), and the continuity of the Sobolev imbedding. The
second equation in (3.11) follows from (3.10) and the first, so it only remains to prove that
m∑
n=1
∥∥∥w(n)∥∥∥p
p
= 1.
Since ‖uk‖p = 1,∥∥∥∥∥
m∑
n=1
w(n)(· − y
(n)
k )
∥∥∥∥∥
p
→ 1 (3.13)
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by (3.4). Let ε > 0. Since C∞0 (R
N ) is dense in H1(RN ) →֒ Lp(RN−1), for n = 1, . . . ,m, there is a
w˜(n) ∈ C∞0 (R
N ) such that
∥∥w˜(n) − w(n)∥∥
p
< ε/m. Then∣∣∣∣∣∣
∥∥∥∥∥
m∑
n=1
w˜(n)(· − y
(n)
k )
∥∥∥∥∥
p
−
∥∥∥∥∥
m∑
n=1
w(n)(· − y
(n)
k )
∥∥∥∥∥
p
∣∣∣∣∣∣ ≤
m∑
n=1
∥∥∥w˜(n)(· − y(n)k )− w(n)(· − y(n)k )∥∥∥
p
=
m∑
n=1
∥∥∥w˜(n) − w(n)∥∥∥
p
< ε ∀k. (3.14)
For sufficiently large k, the supports of w˜(n)(· − y
(n)
k ) are pairwise disjoint by (3.2) and hence∥∥∥∥∥
m∑
n=1
w˜(n)(· − y
(n)
k )
∥∥∥∥∥
p
p
=
m∑
n=1
∥∥∥w˜(n)(· − y(n)k )∥∥∥p
p
=
m∑
n=1
∥∥∥w˜(n)∥∥∥p
p
. (3.15)
Combining (3.13) – (3.15) gives∣∣∣∣∣∣
(
m∑
n=1
∥∥∥w˜(n)∥∥∥p
p
)1/p
− 1
∣∣∣∣∣∣ ≤ ε.
Let ε→ 0.
3.1 Proof of Theorem 1.4
Specializing to the case V (x) ≡ V∞ in Lemma 3.2 gives the following lemma.
Lemma 3.3. Let uk ∈ M be a critical sequence for J
∞|M at the level c ∈ R. Then it admits a
renumbered subsequence that satisfies, in addition to the conclusions of Proposition 3.1,∫
RN
∇w(n) · ∇v + V∞w(n) v = c
∫
RN−1
|w(n)|p−2w(n) v ∀v ∈ H1(RN ), n = 1, . . . ,m, (3.16)
J∞(w(n)) = c I(w(n)), n = 1, . . . ,m, (3.17)
m∑
n=1
I(w(n)) = 1,
m∑
n=1
J∞(w(n)) = c, (3.18)
uk −
m∑
n=1
w(n)(· − y
(n)
k )→ 0 in H
1(RN ). (3.19)
Let uk ∈ M be a critical sequence for J
∞|M at the level λ
∞
1 that satisfies the conclusions of
Lemma 3.3. Then
m∑
n=1
I(w(n)) = 1,
m∑
n=1
J∞(w(n)) = λ∞1 (3.20)
by (3.18), and writing I(w(n)) = tn and using J
∞(w(n)) ≥ λ∞1 t
2/p
n gives
m∑
n=1
tn = 1,
m∑
n=1
t2/pn ≤ 1.
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Since p > 2, this implies that there is exactly one nonzero tn, say, tn0 . Then it follows from (3.20)
that w(n0) is a minimizer.
Let w∞1 =
∣∣w(n0)∣∣ and note that w∞1 ≥ 0 is also a minimizer. If w∞1 (x0) = 0 for some
x0 ∈ R
N \ RN−1, then by the strong maximum principle, w∞1 = 0 in the half-space Ω deter-
mined by RN−1 that contains x0, and hence also on R
N−1 by the continuity of the trace imbedding
H1(Ω) →֒ Lp(RN−1). This is impossible since ‖w∞1 ‖p = 1, so w
∞
1 > 0 in R
N \RN−1. If w∞1 (x0) = 0
at some x0 ∈ R
N−1, then by the Hopf lemma, ∂(w∞1 )+/∂xN (x0) > 0 and ∂(w
∞
1 )−/∂xN (x0) < 0,
so [∂w∞1 /∂xN ] (x0) > 0. This violates the jump condition at x0, so w
∞
1 > 0 on R
N−1 as well.
3.2 Proof of Theorem 1.5
Let uk ∈ M be a critical sequence for J |M at the level λ1 that satisfies the conclusions of Lemma
3.2. Then
m∑
n=1
I(w(n)) = 1, J(w(1)) +
m∑
n=2
J∞(w(n)) = λ1 (3.21)
by (3.11), and writing I(w(n)) = tn and using J(w
(1)) ≥ λ1 t
2/p
1 , J
∞(w(n)) ≥ λ∞1 t
2/p
n for n =
2, . . . ,m gives
m∑
n=1
tn = 1, λ1 t
2/p
1 + λ
∞
1
m∑
n=2
t2/pn ≤ λ1.
Since p > 2 and λ1 < λ
∞
1 , this implies that m = 1. Then it follows from (3.21) that w1 =
∣∣w(1)∣∣ is
a minimizer, and w1 > 0 as in the proof of Theorem 1.4.
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