Abstract. In recent years, a number of fast algorithms for computing the determinant of a Toeplitz matrix were developed. The fastest algorithm we know so far is of order k 2 log n + k 3 , where n is the number of rows of the Toeplitz matrix and k is the bandwidth size. This is possible because such a determinant can be expressed as the determinant of certain parts of n-th power of a related k × k companion matrix. In this paper, we give a new elementary proof of this fact, and provide various examples. We give symbolic formulas for the determinants of Toeplitz matrices in terms of the eigenvalues of the corresponding companion matrices when k is small.
Introduction
In this paper, we consider an n × n Toeplitz band matrix T n with r and s superdiagonals as shown below: 
where r + s = k, a s = 0, a s+r = 0, a i ∈ K for i = 0, . . . , k and K is a field. Without loss of generality we assume that s ≤ k, as the determinant remains the same under taking the transpose, and our main concern is the determinant of T n . Finding fast algorithms to compute det(T n ) is of interest for various applications. A number of fast algorithms computing det(T n ) are developed recently (for tri-diagonal and pentadiagonal cases, see [3] , [4] , [5] , [7] , [10] ). Whenever r = s = 2, the author [3] gave an elementary algorithm computing det(T n ) in 82 √ n + O(log n) operations. In this paper, we both improved and generalized the algorithm given in [3] . Namely, the algorithm we give here works for any r ≥ 1 and s ≥ 1, i.e., for any k ≥ 2. Moreover, it takes O( Note that the algorithm we give in this paper is the fastest known algorithm to compute det(T n ), and was first given in [1] . Our method is elementary and more clear. More precisely, we give a new proof of the following theorem:
After this theorem, our attention focuses on the computations of powers of C. Thus, we give brief discussion of various methods of computing C n in §3. Closed form formulas for det(T n ) can be given in terms of the roots of ch C (x) as previously described in [13] . In §5, we illustrate how this is possible for pentadiagonal Toplitz matrices, and give explicit formulas.
The method given here is effective as long as k, the number of nonzero diagonals of T , is not close to n which is the number of rows of T .
A fast algorithm for computing det(T n )
In this section, we give an elementary algorithm for computing det(T n ), which is the fastest known algorithm so far.
First, we describe the outline of the algorithm as follows. We move the first s column vectors of T n and make them the last vectors, successively. This gives a matrix P . If the column vectors of T n are {C 1 , C 2 , . . . , C n }, then the column vectors of P are {C s+1 , C s+2 , . . . , C n , C 1 , . . . , C s }. Note that det(T n ) = (−1) (n−1)s det(P ). Then we multiply the first column by suitable terms and add to the last s columns of P so that the only nonzero entry in the first row will be a s . If the resulting matrix is P ′ , det(P ) is nothing but a s times the determinant of the cofactor P can be reduced to the computation of the determinant of a k × k matrix, and this matrix can be computed easily as it is n-th power of a k × k companion matrix. Next, we describe this algorithm in detail. To be precise, we introduce some notation and deduce some results.
Let f :
t is the transpose of a vector v. Let F be a map sending a k × s matrix A to another k ×s matrix F (A) by applying f to every column of A. That is, if the columns of A are {C 1 , C 2 , . . . , C s }, then the columns of
We define a sequence of k × s matrices (A i ) i≥0 recursively by setting A i+1 = F (A i ) for every integer i ≥ 0, and by taking the following initial value: 
. . , k. Thus, the matrix C given in Equation (1.1) is nothing but the matrix representation of the linear transformation f :
Lemma 2.1. Let the transformation F and the matrices A i and C be as defined before. We can express F in terms of C as follows:
Proof. Note that C · A i is nothing but A i+1 . Thus, the proof of the first part follows from the definition of F . Applying the first part successively to A 0 gives
This completes the proof.
Let O (n−k)×s be the zero matrix of size (n − k) × s. We set
Next, we relate the determinants of T n and P n,0 .
Proof. We move the first s column vectors of T n and make them the last vectors, successively. This gives the matrix P . More precisely, if the column vectors of T n are
Note that the matrix P is nothing but P n,0 . Therefore, det(
The following theorem is a generalization of [3, Theorem 2.3]:
Theorem 2.3. Let s and k be as before. For every integers n ≥ k and i such that
Proof. By Lemma 2.2, det(T n ) = (−1) (n−1)s det(P n,0 ). Therefore, we are done if n = k or i = 0. For the rest of the proof, we assume n > k and i > 0.
For any integer i with 1 ≤ i ≤ n − k, we multiply the first column of P n−i+1,i−1 by −b j as and add it to its (n − i − s + j + 2)-th column for each j = 0, 1, . . . , s − 1, where b j is the (1, j + 1)-th entry of A i−1 . Let R i be the resulting matrix. Clearly, det(P n−i+1,i−1 ) = det(R i ). The only nonzero entry in the first row of R i is the (1, 1)-th entry with value a s . Note that (1, 1)-th minor of R i is nothing but P n−i,i . Expanding the determinant of R i using the first row gives det(
This gives that det(P n,0 ) = a i s · det(P n−i,i ) for each integer i with 0 ≤ i ≤ n − k. Then the result follows.
Proof. By the definition
On the other hand, A n−k = C n−k · A 0 by Lemma 2.1 with i = n − k. Then the result follows from the second part of Theorem 2.3.
We can improve Theorem 2.4 as follows:
Proof. The proof follows by similar arguments given in the proof of Theorem 2.3, but we need to introduce new notation for precise and shorter description. We have
by the second part of Theorem 2.3 and the proof of Theorem 2.4.
For any integer i with 0 ≤ i < r, we multiply the first column of [U i | V i ] by Note that Theorem 2.5 outlines a fast algorithm to compute det(T n ). However, we look for even simpler formula, which is possible if we find an answer to the following question:
Can we get a simpler expression for the determinant of the upper s × s submatrix of C n−s · A 0 ? Lemma 2.6 below provides a fairly simple expression for this determinant. First, we give some well-known facts that we will use.
For each integer i = 1, 2, . . . k, suppose u i,n satisfies the recurrence relation
and that their initial values are given by the first equality below, where I k×k is the identity matrix of size k × k. Then the powers of C are given by the second equality below: Next, we give the main result of this paper. Namely, the computation of det(T n ) is basically reduced to the computation of n-th power of the k × k matrix C, and the computation of the determinant of an s × s matrix:
Proof. We can use the algorithm described in this section to compute the characteristic polynomial of T n if we start with T n − λI rather than T n . Therefore, Theorem 2.7 can be extended as follows:
Theorem 2.8. Let C λ be the matrix obtained from C by replacing a 0 by a 0 − λ. For every integer n ≥ k, we have
, where I is the n × n identity matrix and M λ is the upper left s × s submatrix of C n λ .
Computing C n
In this section, we briefly describe the several ways to compute C n from C. We set C 0 = I, where I is the identity matrix of size k × k. Then we use C n = C n/2 C n/2 if n is even, and we use C n = CC n−1 if n is odd. In this way, C n can be computed in O(log n) times the number of operations to compute the product of two k × k matrices. If k is large, one should consider other methods of computing C n . As shown in the previous section, C n can be expressed in terms of k homogeneous linear recurrences u i,j , where i ∈ {1, 2, · · · , k}. If we compute the roots of the characteristic polynomial of C, ch C (x), we can express each of these recurrences in terms of these roots since they satisfy the recurrence relation given by ch C (x) and their initial values are known (see [11, section 7.2.9] for solutions of such recurrences). We should note that the computation of roots of a polynomial of degree higher than five can be a difficult task.
Another method is to use Jordan canonical form of C. We explain the advantageous steps in this approach. First, we note that the characteristic polynomial of C, ch C (x), is the minimal polynomial of C (see [11, page 325] ). Over C, ch C (x) factors into linear terms. Then C have a Jordan canonical form J such that C = V −1 JV , for the Vandermonde matrix V as shown in Equation (3.1) (if any of the eigenvalues has multiplicity more than one, then V will be the corresponding confluent Vandermonde matrix). Then C n = V −1 J n V . This along with Theorem 2.7 implies that det(T n ) = (−1) ns a n s · det(M), where M is the upper left s × s submatrix of V −1 J n V . Moreover, we have the following useful information about the part J n : If J = diag(J 1 , J 2 , . . . , J s ) with s ≤ k and J i is Jordan block matrix for 1
Let J (i) (λ) be a Jordan block matrix, part of a Jordan matrix J, corresponding to an eigenvalue λ. As shown in Equation (3.1), J (i) (λ) is an upper triangular square matrix of size i × i and having λ's on its diagonal, 1's on the next diagonal and 0's elsewhere.
Then one can show that [12, Exercise 7.3 .27] its n-th power is as follows:
where J n (i) (λ) has n + 1 nonzero diagonals (or less if the dimension of J (i) (λ) is less), and the j-th diagonal from the main diagonal has entries n j λ n−j . Note that various methods of matrix exponentiation are explained in the article [8] . One can use the modified versions of those methods to compute C n . The reader can find more information on the critique of those methods in the article [8] and the references therein.
One can use combinatorial arguments to derive combinatorial formulas for the entries of any power of C (see [2] and [6] ). Although such combinatorial formulas are very interesting, they don't lead to fast algorithms to compute powers of C.
Assuming that the roots of ch C (x) are known, one can compute C n in O(k log 2 n) operations by using the method proposed by W. Trench [13] . D. Bini and V. Pan [1, Page 436] improved Trench's result. Namely, without assuming that the roots of ch C (x) are known, one can compute C n in O( 
Determinants of tridiagonal Toeplitz matrices
In this section, we consider the tridiagonal matrices, i.e., we have s = 1, r = 1, and so k = 2, .
We note that C n = u n+1 u n w n+1 w n , where both u n and w n satisfy the recursive
x n for each n ≥ 0, and they have the initial values u 0 = 0, u 1 = 1, w 0 = 1, w 1 = 0. We recognize that u n is nothing but the Lucas sequence of the first type. That is, u n = U n (P, Q) for each integer n ≥ 0, where P = . Because U n+2 (P, Q) = P U n+1 − QU n for each integer n ≥ 0, U 0 (P, Q) = 0 and
Applying Theorem 2.7 gives
Hence, existing formulas for U n applies to det(T n ). For example, using the binet formula for U n+1 we obtain
and using the recursive formula for U n+1 we obtain
where det(T 1 ) = a and det(T 2 ) = a 2 − bc.
Determinants of pentadiagonal Toeplitz matrices
In this section, we give explicit formulas for determinants of pentadiagonal matrices. In this case, we have s = 2, r = 2, and so k = 4, . For each integer n ≥ 1, C n is expressed in terms of u n , v n , t n and w n , each of which satisfies the recursive relation
x n , and that their initial values are given by the second equality below:
, and
Applying Theorem 2.7 gives det(T n ) = c n · (u n+3 v n+2 − u n+2 v n+3 ). As done in the previous section, one can use the formulas for the homogeneous linear recurrence relation u n and v n to derive a formula of det(T n ) in terms of the roots of the characteristic polynomial of u n and v n , which is nothing but ch C (x). Instead, we used the Jordan canonical forms in our computations below:
Note that C is an irreducible Hessenberg matrix, and that both the minimal and the characteristic polynomials of such matrices are the same (see [11, page 325] ). Alternatively, the reader may use a computer algebra system such as Mathematica [9] ) to check that the minimal polynomial of C can not be of degree 1, 2 or 3. This makes some restrictions on the types of Jordan canonical forms, since the multiplicity of an eigenvalue λ in the minimal polynomial is the size of the largest Jordan block corresponding to λ. We have the following five cases. We used Mathematica [9] for the details of these computations.
Case I: ch C (x) = (x − λ 1 )(x − λ 2 )(x − λ 3 )(x − λ 4 ), where the eigenvalues λ i 's for i = 1, · · · 4 are distinct. Then, J = diag(J (1) (λ 1 ), J (1) (λ 2 ), J (1) (λ 3 ), J (1) (λ 4 )), and we have det(T n ) = c n E D , where + (2 + n)λ 2 λ 3 − λ 1 ((3 + n)λ 2 + λ 3 + nλ 3 ))), It is straightforward to implement the algorithm we outlined to obtain similar closed form formulas for other small values of r, s (and so k) by using Mathematica [9] or some other computer programs having symbolic capabilities. However, the formulas for k ≥ 6 are not short enough to include here.
