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Resumen 
En este artículo se propone un estimador basado en el segundo momento de probabilidad aplicado a un modelo estocástico de tercer 
orden en diferencias finitas. Modelo que comúnmente es usado para describir sistemas con amortiguamiento como es el caso de los 
motores síncronos. Los valores que se consideran en el modelo son resultado de la estimación con respecto a la señal de referencia. En el 
diseño se realiza el cálculo de los tres parámetros usando las covariancias Pk y Qk. Es así como la variable estocástica observable está en 
función sus ganancias y del proceso de innovación, lo que permite el desarrollo de un identificador con convergencia en casi todos los 
puntos a la señal de referencia. Para contar con los resultados en línea así como lograr una implementación se realiza la estimación 
recursiva. En la sección de resultados se presenta un experimento teórico utilizando la herramienta de Matlab® para determinar los 
parámetros y lograr la convergencia del modelo de tercer orden con la señal de referencia, lo cual se logró en menos de diez iteraciones. 
La convergencia se puede observar a través del funcional del error. La aproximación del identificador con la estimación recursiva hacia 
la referencia fue de milésimas y es descrita como una supermartingala. Copyright © 2014 CEA. Publicado por Elsevier España, S. L. 
Todos los derechos reservados 
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1. Introducción 
En la literatura existen diversos trabajos de investigación sobre 
estimación estocástica (Kailath, et al., 2000), (Pérez, et al., 2007), 
(Robert, et al., 2008). Muy pocos de ellos han experimentado 
algoritmos basados en el segundo momento de probabilidad 
aplicados a modelos de procesos tipo caja negra de tercer orden. 
Pero al observar que varios de esos sistemas tienen 
amortiguamiento, se convierten en sistemas de tercer orden, tal 
como (Pérez, et al., 2007), en donde se realiza la estimación para 
un motor síncrono, utilizando la interpolación, lo que no permite 
contar con una buena descripción paramétrica. Por tal motivo, es 
relevante la estimación para un sistema de tercer orden. 
Los modelos tipo caja negra son del tipo experimental (Medel 
et al., 2009). Su análisis se logra mediante la evaluación de las 
señales de entrada y salida del sistema a observar (Medel et al., 
2010). En donde la respuesta de salida se describe como una 
variable aleatoria con resultados medidos en instantes de tiempo  
T (Isabelle et al., 1996) (János, 2003). 
La teoría de estimación estocástica tiene como propósito 
determinar que la respuesta del modelo sea aproximadamente 
igual a la señal de salida del sistema tipo caja negra de acuerdo a 
un tipo de excitación. De esta manera, la variable de salida 
estocástica se encuentra en función de los estados estocásticos 
estimados (Alok, 2007). 
Por otra parte, los modelos que se emplean en una 
implementación digital son modelos de tipo recursivos; que son 
obtenidos de los modelos estocásticos de estimación. Donde la 
versión recursiva tiene una dependencia del estado anterior y 
tienen como una de sus finalidades permitir observar la evolución 
de los parámetros y en consecuencia de manera aproximada, 
conocer las condiciones de estabilidad que tiene el sistema de 
referencia. 
La estructura de este trabajo contiene una breve revisión de la 
teoría del modelo simplificado, del modelo propuesto, los 
resultados y las conclusiones. 
2. Breve Revisión de la Teoría del Modelo Simplificado
El modelo estocástico simplificado es obtenido del modelo de 
variables de estados de tercer orden hasta lograr una expresión 
recursiva, como sugiere (Medel et al., 2010) y que es descrito en 
diferencias finitas. 
Teorema 1. El sistema de tercer orden ( )33 )(dt tfd  es descrito en 
diferencias finitas 
3
)3()2(3)(3)(
T
TtfTtfTtftf −−−+−− (1) 
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Prueba. Considérese que dt
tdf )(
es descrito por límites  
( )( )
t
tfttf
t Δ
Δ
Δ
)(
0
lim −+
→
(2) 
Sin perder ninguna de sus propiedades, considerando que el 
lado derecho de (2) con ttt Δ+≅ , la primera derivada tiene la 
siguiente forma  
( )( )
t
ttftf
tdt
tdf
Δ
Δ
Δ
−−
→
≅
)(
0
)( lim (3) 
La variación de tΔ  en función T  que es el tiempo de 
muestreo de acuerdo con (Medel et al, 2010) corresponde a ( )
max2
1 f . Que se describe aproximadamente 
( )
T
Ttftf
dt
tdf −−≅ )()( (4) 
Al realizar la derivada de (4), se tiene la segunda derivada de 
)( Ttf − . 
T
T)df(tdf(t)
dt
f(t)d
2
2
−−
≅
(5) 
En (6), la derivada de )( Ttdf − de acuerdo con (4) considera 
el desplazamiento como tΔ  y que será constante e igual a T . 
T
TtfTtf
dt
Ttdf )2()()( −−−− ≅ (6) 
De forma tal que en (7) se describe de manera explícita la 
segunda derivada (5) considerando a (6) y a (4)  
Tdt
f(t)d T
TtfTtf
T
T)df(tdf(t)
2
2 )2()( −−−−−
−
≅
(7) 
En (8) se muestra la simplificación de (7)
  
2
)2()(2)(
T
TtfTtftf
dt
f(t)d
2
2
−+−−
≅
(8) 
Ahora en (9) se da la descripción de la derivada de (8)
  
Tdt
tfd dt
Ttdf
dt
Ttdf
dt
tdf )2()()(
3
3 2)( −− +−
≅
(9) 
La derivada de )2( Ttdf −  se describe en (10) de acuerdo con 
(4) considerando que el desplazamiento de ǻt  será constante e 
igual a T . 
T
TtfTtf
dt
Ttdf )3()2()2( −−−−
≅
(10) 
En (11) está la descripción en diferencias finitas de (9) 
sustituyendo a (4), (6) y (10), la forma desarrollada 
( )
( )
T
TtfTtf
T
TtfTtf
T
Ttftf
dt
tfd
)3()2(2)(
)()(
2
3
3
−−−−−−
−−
+−
≅
(11) 
En (12) se resume de forma simplificada a (11) agrupando los 
términos, y se observa que el orden de la ecuación diferencial se 
ve reflejado en el grado del denominador, que en este último caso 
corresponde a 3T y el máximo retardo de la función será )3( Ttf − .
33
3 )3()2(3)(3)()(
T
TtfTtfTtftf
dt
tfd −−−+−−
≅
(12) 
Y que corresponde al resultado mostrado en (1).Ŷ
Al hacer el cambio de variables de (12), se obtiene (13) con 
un sistema afín de acuerdo a )(1 tfxk =+ , )( Ttfxk −= ,
)2(1 Ttfxk −=− , )3(2 Ttfxk −=−  y la velocidad de cambio 
¹¸
·
©¨
§
= 3
3 )(
dt
tfd
kw . 
kkkkk bwxaxaxax +++= −−+ 231211 (13) 
Con salida observable (14) de acuerdo con (13) 
kkk dvcxy += (14) 
En donde 21,, −− kkk xxx son las secuencias: de adelanto y 
retardos de las variables de estado, kw y kv son ruidos de 
entrada y salida Gaussianos con esperanza igual a cero y varianza 
acotada. Mientras que 321 ,, aaa son los parámetros a ser 
estimados y db,  son ganancias proporciones de los ruidos 
Gaussianos, y c una relación unitaria entre la variable de salida y 
el estado (Armando et al., 2001). 
En (15) se observa de manera explícita a los parámetros de 
(13), conjugando las propiedades de (14), sustituyendo de manera 
implícita a los estados internos 21,, −− kkk xxx  por su descripción 
correspondiente a la señal de salida retardada. 
kkkkk
kkkk
dvcbwdvadvadva
yayayay
++−−−
−++=
−−−
−−−
332211
332211 (15) 
Que es la expresión de la respuesta del modelo de salida de 
tercer orden, considerando: 321 ,,) −−− kkk yyya ; 
kkkkk vwvvvb ,,,,) 321 −−− ; 321 a,a,ac) ; dcbd ,,) las 
ganancias proporcionales que afectan a los ruidos gaussianos.  
El ruido equivalente del sistema tiene la forma. 
kkk
kkk
dvcbwdva
dvadvaV
++−
−−=
−
−−
33
2211 (16) 
De tal manera que dada (16) en (15), se obtiene (17) con los 
parámetros de manera explícita con relación a la señal observable 
retardada y al ruido generalizado kV   
kkkkk Vyayayay −++= −−− 332211 (17) 
En (18) la señal observable de acuerdo con (17) está formada 
por el vector de [ ]321 aaa  y vector de estados [ ]Tkkk yyy 321 −−− . 
[ ][ ] kTkkkk Vyyyaaay += −−− 321321 (18) 
En (19) se muestra la forma simbólica de (18). 
kkk VAYy −= (19) 
Con ௞ܻ א Թሾଷൈଵሿ,ܣ א Թሾଵൈଷሿǡ  y 
ሼ ௞ܸሽ ك ܰሺߤǡ ߪଶ ൏ ሻ, ݕ௞ א ԹǤ
De (19), se tiene que las perturbaciones generalizadas kV  el 
estado observable ky , y el vector de estados observable kY  son 
elementos conocidos aplicados en el modelo estocástico; 
quedando por conocer qué valores debe tomar A  para que la 
respuesta del modelo (19) sea convergente a la respuesta del 
sistema de referencia tipo caja negra, a la cual se le llamará de 
ahora en adelante kdy , . 
En la siguiente sección se considerará el cómo realizar la 
estimación del vector de parámetros A א Թሾଵൈଷሿ͕ĐŽŶƐŝĚĞƌĂŶĚŽĂ
kdy , ĂƐşĐŽŵŽůĂƐĞůĞĐĐŝſŶĚĞƵŶĂǀĂƌŝĂďůĞŝŶƐƚƌƵŵĞŶƚĂů͘
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3. Modelo Propuesto de Estimación Estocástica  
En el teorema 2, se presenta el estimador de A con respecto a 
(19), considerando el segundo momento de probabilidad usando a 
la variable instrumental para el vector de ruidos sea minimizado y 
lograr describir la dinámica interna de a1, a2, a3. 
Teorema 2.  Sea (20) el estimador para el modelo descrito en 
(19). 
kkk PQA =ˆ (20) 
ܣመ௞ א Թሾଵൈଷሿǡ௞ǡ ݇ א Գǡ ௞ܲ א Թሾଷൈଷሿǡ௞ǡ ܳ௞ א Թሾଵൈଷሿǡ௞Ǥ  
Prueba. En (21) se desarrolla el producto del modelo (19) 
con la variable instrumental de la forma )( kk YfZ = , y que 
cumpla las condiciones de (Christian et al., 2007) y (Frank et al., 
2008).
  
T
kk
T
kk
T
kk ZVZAYZy 111 −−− += (21) 
De acuerdo con (Paul et al., 1971) al considerar en (21) el 
operador de esperanza matemática, se obtiene la forma.  { } { } { }TkkTkkTkk ZVEZYAEZyE 111 −−− += (22) 
El segundo momento del proceso de innovación de (22), se 
describe a continuación  { } { }TkkTkkk ZVEZyEP 11: −− −= (23) 
Al no garantizar que { }Tkk ZYE 1− sea invertible, se considera 
aplicable la pseudo-inversa, como se describe en (24), como el 
vector de ganancias.
  { }( )TTkkk ZYEQ 1: −= (24) 
El estimador de A , de acuerdo con (23) y (24) en (21), tiene 
la forma  
kkk PQA =ˆ (25) 
Que corresponde a (20).Ŷ
En el teorema 3 se desarrolla la forma recursiva para la 
estimación de ܣ con respecto a (19) de acuerdo con (25), 
considerando que el sistema (19) tiene propiedades estacionarias.  
Teorema 3. El estimador recursivo de acuerdo con (25), está 
descrito en (26) para condiciones estacionarías de k,dy
kkkk AA βα += −1ˆˆ (26) 
Con ),,,(),,( kkkkkkk QVyzfkQf == βα .
Prueba Considérese el desarrollo de (25) con respecto a sus 
últimos términos y al segundo momento de probabilidad con 
respecto a 1−kP . 
kk
PkZVZy
k QA k
T
kk
T
kk
¹¸
·
©¨
§
=
−
−+−
2
1
2)1(
ˆ
(27) 
El estimador (25) bajo condiciones estacionarias y retardado 
en el tiempo, tiene la forma 
111ˆ −−− = kkk QPA (28) 
Despejando de (28) a 1−kP  y sustituyéndolo en (27), se logra 
el desarrollo del vector estimado kAˆ  en función de 1ˆ −kA , así 
como de ky ,
T
kZ ,  de los ruidos generalizados kV , y de kQ .
kk
QAkZVZy
k QA kk
T
kk
T
kk
¹¸
·
©¨
§
=
+
−−
−+−
2
11
2
ˆ)1(
ˆ
(29) 
En (30) el estimador tiene la forma recursiva de (29) 
kkkk AA βα += −1ˆˆ (30) 
Y en (31) son descritos kk βα , . 
( ) kkkkk QQ+−−= 112α ,   kk ZVZyk QTkkTkk ¹¸·©¨§= −2β (31) 
Lo que corresponde a (26). Ŷ
El desarrollo del segundo momento del proceso de innovación 
(23) cuenta con tres componentes, como se observa. [ ]kkkk pppP ,3,2,1= (32) 
Mientras que el segundo término kQ , se define como la 
covarianza. 
»»
»
¼
º
««
«
¬
ª
=
kkk
kkk
kkk
k
qqq
qqq
qqq
Q
,33,32,31
,23,22,21
,13,12,11
(33) 
Al considerar que [ ]321: −−−= kkkk yyyZ se resuelve para 
(32) en tres términos: 
.
,
,
33,3
22,2
11,1
−−
−−
−−
−=
−=
−=
kkkkk
kkkkk
kkkkk
yVyyT
yVyyT
yVyyT (34) 
Entonces, los términos de (34) en forma recursiva bajo 
condiciones estacionarias 
( ) ( )( )
( ) ( )( )
( ) ( )( ).1
,1
,1
1,13
2
,3
1
,3
1,12
2
,2
1
,2
1,11
2
,1
1
,1
2
2
2
−
−
−
−+=
−+=
−+=
kkkk
kkkk
kkkk
pkTp
pkTp
pkTp (35) 
Al desarrollar (33) considerando el segundo momento, se 
obtiene  
( )
+
=
−
=
−−
=
−−
=
−−
=
−
=
−−
=
−−
=
−−
=
−
»»
»»
»»
»
¼
º
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««
«
¬
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¦¦¦
¦¦¦
¦¦¦
k
i
i
k
i
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k
i
ii
k
i
ii
k
i
i
k
i
ii
k
i
ii
k
i
ii
k
i
i
k
yyyyy
yyyyy
yyyyy
0
2
3
0
23
0
13
0
32
0
2
2
0
12
0
31
0
21
0
2
1
1
2
(36) 
En (30) se encuentran las componentes de la matriz de 
covariancia kQ  y que es descrita por la matriz pseudo-inversa 
[ ]+ de los ,ijq ∈ji, Գ de acuerdo con (David, 2002) (Medel et 
al., 2009). 
El segundo término de (26) se define como la covarianza en 
(33) y con condiciones estacionarias se desarrolla el teorema 4.  
Teorema 4. La forma recursiva de (24) en condiciones 
estacionarias se describe para +kQ . 
( )( )+
−
+
−+= 1
21 12 k
T
kkkk
QkZYQ (37) 
Prueba. Considérese a (24) con respecto a su último término, 
considerando que es igual a la inversa de la matriz de 
covarianza, i. e., que sin perder la estacionariedad se tiene 
¸¸¹
·
¨¨©
§
+= ¦−
=
+
1
0
1
2
k
i
T
ii
T
kkkk
ZYZYQ
(38) 
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Bajo condiciones estacionarías (24) un intervalo de tiempo 
posterior, la sumatoria de (38) tiene la forma  
( ) +
−
−
=
−=¦ 121
0
1 k
k
i
T
ii QkZY
(39) 
Al ser sustituida en (38) a (39) y sacar la pseudo-inversa, se 
obtiene  
( )( )+
−
+
−+= 1
1 12 k
T
kkkk
QkZYQ (40) 
Que es la pseudo-inversa de la matriz de covarianzas y que 
corresponde al resultado descrito en (37). Ŷ
La pseudo-inversa se calcula utilizando el comando de 
Matlab® pinv de la siguiente forma 
]);
;
;([
,33,32,31
,23,22,21
,13,12,11
kkk
kkk
kkkk
qqq
qqq
qqqpinvQ = (41) 
Con los resultados obtenidos en (34) y (35) para kP así como 
en (37) para kQ , se describe en (42) el vector estimado de 
acuerdo con (Robert et al., 2008) y (24). 
[ ][ ]+= kkk qpa (42) 
En (43) el vector estimado ka  cuenta con sus tres 
componentes. 
[ ]kkkk aaaa ,3,2,1= (43) 
Y en (44) se desarrollan cada una de ellas. 
kkkkkkk
kkkkkkk
kkkkkkk
QpQpQpa
QpQpQpa
QpQpQpa
,3,3,3,3,2,2,3,1,1,3
,2,3,3,2,2,2,2,1,1,2
,1,3,3,1,2,2,1,1,1,1
++=
++=
++= (44) 
El vector de estimación (45) se obtiene al sustituir (44) en la 
salida estocástica (17) de acuerdo con (Daniel et al., 1994). 
kkkkkkkk Vyayayay −++= −−− 3,32,21,1 (45) 
En la estimación estocástica recursiva se consideraron a 
(Reginfo, 2004) y a (Justino, 2007), lo que permite describir a 
kp  en (46), en función de las componentes de kQ1 . 
( ) ( )( )
( ) ( )( )
( ) ( )( ) ¸¸¸¹
·
¨¨
¨
©
§
+−+
−+
=
¸¸
¸
¹
·
¨¨
¨
©
§
+−+
−+
=
¸¸
¸
¹
·
¨¨
¨
©
§
+−+
−+
=
−−
−
−−
−
−−
−
1,33,31,22,3
2
1,11,3
2
31
,3
1,33,21,22,2
2
1,11,2
2
21
,2
1,33,11,22,1
2
1,11,1
2
11
,1
111
11
111
11
111
11
2
2
2
kk
k
kkr
kk
k
kkr
kk
k
kkr
aQaQk
aQkT
p
aQaQk
aQkT
p
aQaQk
aQkT
p
(46) 
En (47) de manera explícita se muestra la matriz de 
covariancia kQ1 , cuyos elementos contribuyen en (46), al igual 
que en (44) y así describir a (43). 
]);
;
;([1
1,331,321,31
1,231,221,21
1,131,121,11
−−−
−−−
−−−
=
kkk
kkk
kkkk
qqq
qqq
qqqQ (47) 
Las expresiones estocásticas recursivas de los estimados se 
dan en (48) de acuerdo con (46) y (47). 
1,33,31,23,21,13,1,3
1,32,31,22,21,12,1,2
1,31,31,21,21,11,1,1
ˆ
ˆ
ˆ
−−−
−−−
−−−
++=
++=
++=
kkrkkrkkrk
kkrkkrkkrk
kkrkkrkkrk
qpqpqpa
qpqpqpa
qpqpqpa (48) 
Conforme con (Lokenath et al., 2005) y (Medel et al., 2010), 
la salida estocástica de forma recursiva es obtenida sustituyendo a 
(48) en (45), logrando la identificación kyˆ y considerando que se 
conoce el vector de perturbaciones kV , por lo menos en un 
sentido e distribución. 
kkkkkkkk Vyayayay −++= −−− 3,32,21,1 ˆˆˆˆ (49) 
4. Resultados 
De acuerdo con (Pérez, et al., 2007) el motor síncrono queda 
descrito en (49) y representa la respuesta de la caja negra a través 
de un modelo de tercer orden en diferencias finitas y con 
perturbación acotada por una función de distribución conocida. El 
ruido en (45) incluye a la señal de excitación al motor. Cabe 
mencionar que las perturbaciones son del tipo aditivas y que solo 
representan un porcentaje de la señal eléctrica. 
La finalidad de (49) es encontrar la convergencia del modelo 
descrito en (45) a la señal de referencia kdy , . Esto requiere de la 
estimación de kkk aaa ,3,2,1 ,,  se base con respecto al segundo 
momento de probabilidad como se observa en (25) y el algoritmo 
recursivo opere para condiciones estacionarias, considerado las 
propiedades aditivas de (31) (Wilfredo, 1999) (Medel et al., 
2010).  
Aplicando el método de Montecarlo (Rao, 2006), se realiza la 
selección del mejor resultado de identificación kyˆ , con respecto a 
kkk aaa ,3,2,1 ˆ,ˆ,ˆ  descritos en (48) y que aplicados en (49), se 
realiza la comparación con la señal de referencia kdy ,  como se 
muestra en la Figura 1. De acuerdo con (42) y (43), cada 
componente de kQ  es descrita en (46) y la matriz de covariancia 
kQ1  con un retardo en (47). Permite realizar la estimación 
recursiva de kkk aaa ,3,2,1 ,,  en (48) y que al ser aplicados en 
(49) con la señal retardada de la repuesta del sistema, se tiene la 
identificación kyˆ . 
Figura 1. Respuesta del Modelo Estocástico (49) (gris) con respecto a la señal 
de referencia yd,k (gris punteado).
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En la Figura 2, se comparan las respuest
recursivo (31) con respecto al modelo no recursi
aplicadas en (49). Los ruidos generalizados kV ti
función de distribución de los ruidos que af
considerando que se cumplen con los cuatro prim
de probabilidad; lo que no garantiza que se t
idéntica, la misma función de distribución. 
Figura 2. Respuesta del Modelo Estocástico de 3er Ord
Recursivo (gris punteado), usando el Algoritmo Estim
Segundo Momento de Probabilidad.
En las Figuras 1 y 2, los parámetros estimado
respuesta de los modelos sea convergente en casi t
a la respuesta del sistema de referencia kdy , . 
histogramas respectivos como se ven en la Figura
la descripción a través de Matlab® histyFk )](,[ =
para la identificación ( )kyhistyFk ˆ)](,[ = , respecti
Figura 3. Histograma del modelo sin recursividad: Salida e
Recursiva (gris, línea inferior). Trayectoria de las Supermart
En la Figura 4, muestra los histogramas del mo
descritos en (49) y la señal de referencia kdy , con
comando de Matlab® hist de la siguiente forma pa
referencia kdy ,  y de la identificada kyˆ de la form
( )kyhist ˆ , respectivamente. En donde el vector de p
kV  usa el comando de Matlab
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Figura 7. Parámetros estimados (48) entre [-0.3,   0.3
condiciones de operación del sistema de referencia (17).
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