The temporal evolution of vegetation activity on various land cover classes in the Spanish Pyrenees was analyzed. Two time series of the normalized difference vegetation index (NDVI) were used, corresponding to March (early spring) and August (the end of summer). The series were generated from Landsat TM and Landsat ETM+ images for the period 1984−2007. An increase in the NDVI in March was found for vegetated areas, and the opposite trend was found in both March and August for degraded areas (badlands and erosion risk areas). The rise in minimum temperature and the time variation of the cloud cover during the study period appears to be the most important factors explaining increased NDVI in the vegetated areas. In degraded areas, no climatic or topographic variable was associated with the negative NDVI trend, which may be related to erosion processes taking place in these regions.
Introduction
Maps of active erosion areas and areas at risk of erosion are of great potential use to environmental agencies (governmental and private), as such maps allow erosion prevention efforts to be concentrated in places where the benefit will be greatest. There is no single straightforward method for assessing erosion, as erosion is highly dependent on the spatial scale and the purpose of the assessment (Warren, 2002) . On a limited spatial scale (less than 100 ha), field surveys can provide an accurate means of analyzing erosion damage. However, approaches that integrate available spatial data need to be applied to focal area selection over larger surfaces. Studies of erosion at spatial scales covering local to regional areas have provided both quantitative (e.g., erosion rates) and qualitative (e.g., erosion risk areas; Vrieling et al., 2006) information.
Methods for evaluating erosion risk at catchment and regional scales (10−10,000 km 2 ) include the application of erosion models, or qualitative approximations using remote sensing and geographic information system (GIS) technologies. Merrit et al. (2003) provided extensive descriptions of current erosion models. However, in most cases such models have been created for use at small scales, and extrapolation to larger scales (catchment and regional) is very complex and occasionally leads to errors (Kirkby et al., 1996) . Remote sensing and GIS techniques have been shown to be of potential use in erosion assessment at regional scales, including the identification of eroded surfaces, estimation of factors that control erosion, monitoring the advance of erosion over time, and investigating vegetation characteristics and dynamics (Muchoney and Haack, 1994; Lambin, 1996) .
classified as badlands (Fig. 1C ). This spatial distribution suggested that a progressive transition between eroded areas and forest (Fig. 1C ). In the same study, a map of the active erosion (badlands) and erosion risk areas was obtained, with the surface areas of these classes comprising 17 km 2 and 49 km 2 , respectively (Fig. 1D) . The surface area of the active erosion region was the same as that obtained from a land cover map generated using the supervised maximum likelihood method. The badlands system comprises a group of typical hillside badlands developed on sandy marls with clay soil, and is strongly eroded over convex hillsides with moderately inclined slopes. Visual comparison of maps showed that the erosion risk areas corresponded principally to the scrubland class The soils in the study area are chromic vertisols with an A-B-C profile, an ochric surface horizon, and a C horizon that is typically greater than 1 m in depth. The original parent material is rich in calcium carbonate, which has accumulated in the form of nodules in the B and C horizons. A significant feature is the formation of cracks arising from shrinkage in the dry season, and these enable mixing of the upper horizon. Under natural conditions the soils are well protected by dense vegetation cover, although they are occasionally subject to piping and gullying processes. Disturbance of vegetation cover leads to accelerated erosion and exposure of the underlying gray marls, which are highly erodible, and this in turn leads to formation of a badland morphology (NadalRomero et al., 2007 (NadalRomero et al., , 2008 .
8
The climate is defined as mountainous, humid and cold, with influences from the Atlantic Ocean and the Mediterranean Sea (García-Ruiz et al., 1985) . The average annual temperature is 11°C and the average annual precipitation is approximately 876 mm.
Precipitation is irregular throughout the year, with a maximum in spring between 180
(April) and 160 mm (May), and a minimum in July−August, when precipitation does not exceed 100 mm. Topography and altitude explain the high rainfall and low temperature of the area. Above 1,700 m precipitation in excess of 2,000 mm year − 1 is commonly recorded; periods without rain are rare and very short, resulting in correspondingly brief periods of water deficit. A large proportion of precipitation falls as snow, which persists for several months, as the 0°C isotherm is located at 1,650 m a.s.l.
Data and methods

Data selection and preparation
A database of Landsat TM and Landsat ETM+ images for the period 1984−2007 was used. The database comprised 28 images, 16 of which were from a summer time series and 12 from a spring time series. The two time series were used to identify possible differences in vegetation dynamics as a function of seasonal differences in vegetation activity, and to assess with more robustness any spatial and temporal patterns in vegetation activity. Table 1 shows the dates of the images used in each time series. The database was processed using a procedure that included calibration and cross calibration of the images, atmospheric correction using a radiative transfer model (6S) that included external atmospheric information, a non-Lambertian topographic correction to avoid errors caused by differences in illumination conditions, and a relative normalization between dates using an automatic procedure (Du et al., 2002) . The procedure allowed accurate measurements of physical surface reflectance units to be obtained. The correction applied to the images guaranteed the temporal homogeneity of the dataset, the absence of artificial noise caused by sensor degradation and atmospheric conditions, and spatial comparability among different areas, given the accurate topographic normalization applied. Details of the correction procedure applied to the images, and a complete description of the dataset and its validation have been described by Vicente-Serrano et al. 
where IR ρ is the reflectivity in the near-infrared region of the electromagnetic spectrum and R ρ is the reflectivity in the red region. The NDVI is a measure of the photosynthetic capacity of the canopy (Ruimy et al., 1994) and the stomatal resistance with respect to water vapor transference (Tucker and Sellers, 1986) . However, several studies have demonstrated a strong relationship of the NDVI to the fraction of photosynthetically active radiation, the vegetation biomass, the green cover, and the leaf area index (e.g. Tucker, 1979; Tucker et al., 1981; Sellers, 1985) . Hence, high NDVI values are indicative of high vegetation activity.
A land cover map comprising the major vegetation types in the study area was also used, as well as a map of active erosion areas (badlands) and areas at erosion risk (Alatorre and Beguería, 2009) .
To analyze climate effects on the vegetation activity we used a database consisting of three daily rainfall series from the National Agency of Meteorology, comprising data since January 1984 (Fig. 1A) . To guarantee the quality of the dataset the series were checked using a quality control process that identified anomalous records and 
Role of climatic factors and time trends on the temporal variation of the NDVI
The existence of statistically significant time trends of NDVI has been used to As a preliminary step we undertook a correlation analysis to determine the most appropriate time span for the climatologic time series. For both the March and August images we found that the climatological series computed for the 3 months prior to the images had the greatest correlation with the NDVI. Therefore, we used the time series of cumulative precipitation, average cloud cover and average maximum and minimum temperature during the 3 months before the acquisition date as covariates in the regression analysis.
As the acquisition date of the images did not coincide among years, which could have affected the NDVI (especially in March, which is very close to the start of the growing period), we also introduced the Julian day of the image as a covariate. To check for temporal trends in the NDVI values that were not explained by variability of the climatic factors and the acquisition date of the images, we also incorporated the year of acquisition of the image as a covariate. It must be noted that, by including as covariates some of the natural factors that control vegetation activity (and hence the NDVI), the analysis was able to determine much more precisely the existence of temporal trends in the annual time series of NDVI.
We used a backward stepwise procedure based on the Akaike's information criterion statistic (AIC), as implemented in the function stepAIC in the MASS library of the R package for statistical analysis (Venables and Ripley, 2002) . This function allowed retaining only the significant explanatory variables for the time evolution of the NDVI for the various land cover classes, and rejecting the variables not contributing to explaining the observed NDVI values. The analysis of the results was based i) on the goodness of fit and statistical significance of the regressions, ii) the explanatory variables selected, and iii) the beta (standardized) regression coefficients to rank the variables according to their relative importance in explaining the NDVI. The existence of temporal trends in the observed NDVI values that could not be attributed to climatic factors or astronomical factors (the Julian date) and could hence be attributed to re-vegeation or degradation processes was checked by the significance (and sign) of the 'year' covariate.
Role of topographical factors on the spatial distribution of the NDVI trends on erosion risk areas
The analysis described in the previous section allowed determining the relevance of climatic factors and the existence of time trends on the observed time variation of the NDVI, averaged by vegetation class. However, it did not offer spatial discrimination of the areas undergoing positive or negative trends. As the next step in the analysis we concentrated on the erosion risk areas due to their ecological importance, and we repeated the multivariate analysis described in the previous section in a pixel-by-pixel basis, using the same set of climatic and astronomical (the Julian day) covariates. This enabled mapping of the spatial distribution of NDVI trends not explained by climatologic factors, and thus identification of areas undergoing processes of degradation (negative trend) or recovery (positive trend).
Finally, the Pearson's product-moment correlation test was performed on the NDVI trends as determined pixel-by-pixel against various topographical factors (elevation, slope gradient and potential incoming solar radiation). A bootstrap procedure was used to determine the statistical significance of the correlations: 1000 repetitions of the correlation analysis were performed on random samples containing approximately 1%
of the pixels belonging to the erosion risk class, and the resulting significance statistics (correlation coefficients and p values) were averaged. This enabled avoidance of a sample size effect that would arise if all the pixels of the erosion risk class (approximately 45,000) were introduced together in the analysis, causing the significance test to become over sensitive and thus unreliable.
Results and Discussion
Role of climatic factors on the temporal variation of the NDVI
Preliminary visual inspection of the mean NDVI time series revealed differences between land cover types (Fig. 2) . Contrary, in August the goodness-of-fit was slightly higher for less vegetated regions (Table 4) . In all models one or more climatic variables were identified as significant by the stepwise algorithm, indicating that climatic conditions were important in explaining the degree of vegetation activity.
However, there were differences between March and August, as well as between land cover classes. In March the average minimum temperature was the most important explanatory factor except for the badlands, as evidenced by the fact that it had the largest (standardized) beta coefficients ( Table 2 ). The effect of the minimum temperature was positive in all cases, reflecting the importance of a relatively warm weather at the end of winter/early spring for initiating the plant growing period. This hypothesis is supported also by the fact that coniferous forests showed much lower influence of the minimum temperature than other (deciduous) vegetation classes, as it could be expected from its perennial character. The maximum temperature had a positive effect on the NDVI although lower than that of the minimum temperature, and it was also significant with the exception of the badlands. The cloud cover was also significant for all land cover classes, and its effect on the NDVI was similar to that of the maximum temperature. It had a negative effect on the NDVI, reflecting the importance of solar radiation in the vegetation activity during this part of the year. The cumulative precipitation, on the contrary, was not significant. The time of acquisition of the image ('Julian day') was significant for all land cover classes except the grassland, demonstrating the relevance of the phenological state of vegetation at this time of the year and the convenience to include this variable in all studies involving the NDVI during critical growth periods. The non-significance in the case of the grasslands can be explained by the fact that the growing period of the grasslands starts much later in the year.
In August (Table 3 ) the maximum and minimum temperatures were the most important covariates for all land cover classes, with a contrasting effect on the NDVI:
while the minimum temperature, as in March, had a positive effect, the maximum temperature had a negative one, reflecting the limiting factor that the summer heat has on the vegetation activity. The cumulative precipitation had smaller effect and only for the coniferous and deciduous forests, and the cloud cover was not significant in any case.
Neither was the time of acquisition of the image ('Julian day'), which was expected since summer is not a critical period for vegetation growth in the area.
Having thus accounted for the NDVI variance explained by climatic and astronomical factors, it was possible to assess the existence of trends in the time series of the NDVI (variable Time in Tables 3 and 4 The results of regression analysis enabled re-interpretation of the observed temporal NDVI patterns (Fig. 2) . The apparent upward trend in the NDVI in wellvegetated areas in March can be explained very well by a similar trend in the average minimum temperature and cloud cover. Only in the case of the coniferous forests the multivariate regression analysis indicated a positive trend not explained by those variables in March, suggesting an increase of the vegetation activity possibly related to forest growth processes. A downward trend in the NDVI in erosion risk areas was also significant and not related to the temporal evolution of any climatic variable, suggesting a progressive decrease of the vegetation cover that is typical of land degradation processes.
These results are in agreement with the evolution observed in the western Spanish
Pyrenees. Vicente-Serrano et al. (2004) found a general positive trend in the NDVI for forests and well-developed vegetated areas, which was related to an increase in annual mean temperature, and to patterns of land abandonment and natural revegetation processes (Lasanta et al., 2007; Hill et al., 2008) . In the present study we also found a positive trend in the NDVI for vegetated areas, and showed that the maximum and minimum temperatures in the 3 months before the Landsat images were taken exerted an opposite influence on the NDVI, and that this effect varied during the year.
The finding that cumulative precipitation had no significant effect on the NDVI was counter-intuitive, since a positive effect could be expected. This anomaly can be explained by the facts that i) water availability is not a limiting factor for vegetation growth in the study area, which receives an average of around 900 mm year In erosion risk areas the temporal trend was strongest than in any other land cover class, and consequently it was the only class exhibiting an overall downward trend in the NDVI. As this land cover class includes very sensitive areas that are at risk of loss of all vegetation cover, thus becoming badlands, we focused further on factors that have contributed to this degradation.
Role of topographical factors on the spatial distribution of the NDVI trends on erosion risk areas
The downward trend in NDVI for erosion risk areas in March and August could not be explained by climatic factors, and suggested the involvement of degradation processes including active erosion or lateral expansion of existing badlands. This possibility motivated a detailed assessment of the spatial distribution of NDVI trends in erosion risk areas.
Following removal of climatic influences, the spatial distribution of positive and negative trends in the NDVI of erosion risk areas was similar in March and August, indicating that the process is quite consistent and not merely attributable to seasonal effects (Fig. 3) . Negative NDVI trends predominated in both images, indicating the These results contrast with those of studies that have focused on the topographical control of vegetation recovery in the Spanish Pyrenees, which have shown that shady slopes enjoy a higher recovery rate than do sunny slopes (Lasanta et al., 2000; VicenteSerrano et al., 2004; Lasanta and Vicente-Serrano, 2006; Pueyo and Beguería, 2007) .
This has been explained by greater stress on vegetation caused by increased evapotranspiration rates on sunny slopes. Our results show that the topographic influence on vegetation recovery processes are opposite in well-vegetated areas compared to regions undergoing erosion processes.
Conclusions
We analyzed the temporal evolution of vegetation activity on vegetated and shown for a random sample containing 10% of the original pixels. The black dots indicate pixels with statistically significant trends.
