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ABSTRACT 
The tensor product of the module of a linear system with the quotient field of the 
ring of linear differential operators is a vector space where, even in the time-varying 
case, a (formal) Laplace transform and the transfer matrix are most naturally defined. 
Several classic problems are examined in this algebraic setting: the relationship 
between left (right) coprime matrix decomposition and controllability (observability), 
the state-variable canonical realization, the transfer algebra with respect to parallel 
and series connections, the input-output inversion, and model matching. 
1. INTRODUCTION 
G&&aliser a I’instationnaire les rapports, obtenus par transformation de 
Laplace, entre systemes lin&res constants et matrices de transfert n’est pas 
immediat. Notre approche se rattache, dune part, & des techniques d’alg;bre 
non commutative deja pr&entes dans la litterature [13-15,18,19,28] et, de 
l’autre, i notre utilisation des modules [7]. Rappelons que cette demiere avait 
permis une interpretation remarquable d’importantes propri&& structurelles, 
comme la commandabilite et l’observabilitk, interpretation qui se rattache [9] 
2 l’approche “comportementale” de Willems [27]. La d%inition de l’index 
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dun systeme linktire implicite [13] illustre, si besoin est, la n&es& de 
manipuler des matrices de transfert variables en temps. 
Le produit tensoriel par le corps quotient de l’anneau des operateurs 
differentiels lin&ires definit un foncteur, dit de Laplace, qui transforme le 
module dun systeme en espace vectoriel, 0; se lisent aisement transforma- 
tion de Laplace et matrice de transfert. Parmi les prop&t& que ce cadre, 
usuel en theorie des anneaux et modules [2,4], nous permet d’aborder, pour 
1 a premiere fois en instationnaire, les plus importantes concement les liens 
entre decompositions de la matrice de transfer-t, commandabilite et obsev- 
abilite. On aboutit ainsi B une g&Gralisation du theoreme de r&lisation dfi i 
Kalman [17], qui recouvre le cas impropre et ne requiert aucun calcul. On 
examine aussi l’algkbre des matrices de transfert, l’inversion entree-sortie et 
la poursmte de modeles. 
L’article debute par un rappel sur les systemes likires et les modules, 
que nous avons voulu bref, car deja fait dans ce journal [13].’ Une version 
prkliminaire a et& present&e en [ll]. 
2. RAPPELS SUR LES SYSTkMES LINBAIRES ET LES MODULES 
2.1 
Un corps difirentiel (ordinaire) [2O] k est un corps commutatif 






Va,b E k, a+b)=h+h, 
;(ab) = cib + a&. 
Une constante c est un element de k tel que d = 0. Un corps de constantes 
est un corps differentiel ne contenant que des constantes. 
2.2 
k[d/dt] designe 1’ anneau des operateurs differentiels liniaires de la 
forme 
‘Voir aussi [12] pour un examen de ces techniques en lin&ire, cornme en non-lin&ire. 
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cu d” (apk). 
hi cLdtp 
Quoique cet anneau soit, en g&&al, non commutatif,2 il reste un anneau 
principal et les k[d/dt]- modules gauches de type fini jouissent de prop&t& 
analogues B celles des modules de type fini sur des anneaux principaux 
commutatifs (voir, par exemple, [4]). En particulier, tout k[d/dt]-module 
gauche de type fini est somme directe de son sous-module de torsion et dun 
module libre. 
‘2.d 
NOTATION. [WI designe le k[d/dt]-module gauche engendre par l’en- 
semble w = {wi 1 i E I}. 
2.4 
Un systbw h&ire [7] A est un k[d/dt]-module gauche de type fini. 
Une dynamique h&ire [7] D munie dune entrie u = (ul,. . . , urn> est un 
systeme lineaire D contenant u et tel que le module quotient D/[u] soit de 
torsion. Une sortie y = ( yl, . . . , yP) consiste en la don&e dun ensemble fini 
d’klements de D. 
2.5 
On peut rhzliser la dynamique precedente D, eventuellement munie 
dune sortie, par la reprhentution d’&at 
(la> 
-la dimension de l’etat x = (x1, . . . , a~,), dont les composantes apparti- 
ennent i D, &gale ceile de D/[u] comme k-espace vectoriel; 
-1es coefficients des matrices F, G, H, J,, de tailles appropriees, appar- 
tiennent i k. 
211 est commutatif si, et seulement si, k est un corps de constantes. 
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2.6 
La commundubiliti usuelle de (la) equivaut a la liberte du module D [7]. 
Cette notion s&tend, ainsi, a tout systeme linkire A, c’est-a-dire 
independamment de toute denomination des variables: A est dit command- 
able si, et seulement si, il est libre. Rappelons [9] que ce point-de-vue se 
rattache B la carackisation trajectorienne de la commandabilite due B 
Willems [27]. 
2.7 
La dynamique D dent&e u, et munie de la sortie y, est dite observable 
[7] si, et seulement si, les modules D et [u, y ] comcident. Cette definition 
equivaut B la notion usuelle d’observabilite pour (1). 
2.8 
EXEMPLE. La realisation (l), si minimale, est observable, mais non 
necessairement commandable [7] ( voir aussi [27]). Ainsi, la realisation associee 
au systeme entree-sortie zj = U, 0; m = p = 1, est 
i = 0. 
(2) 
y=x+u 
qui est observable et non commandable. 
2.9 
REMARQUE. Rappelons que, si k est un corps de constantes, les mkthodes 
pr%dentes permettent de dhfinir simplement les modes cach& et autres 
Eros [B]. _ 
3. LE FONCTEUR DE LAPLACE 
3.1 
L’anneau k [ d/dt ] vhifie les prop&t& d’ore ii gauche et i droite [4] et 
posssde done un corps de fractions, not6 k(d/dt). Tout cr E k(d/dt) s’krit 
soit (T = P-h, soit u = (Y’P’~~, oii (Y, CI’, /?, p’ E k[d/dt]. I1 est loisible, 
pour se conformer B des notations usuelles, d’exprimer tout element de 
k(d/dt) en fonction de s-l, oG s = d/dt. 
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3.2 
TERMINOLOGIE. Une matrice i coefficients dans k(d/dt) (resp. k[d/dt]) 
est dite rationnelle (resp. polyno”miale). 
3.3 
Le produit tensoriel Z = k(d/dt) B k[d,dtIZ, 06 Z est un k[d/dt]-mod- 
ule gauche, cons&e en l’ensemble des elements d-‘z, ou d E k[d/dt], 
z E Z: z^ peut Stre dote d’une structure de k(d/dt)-espace vectoriel gauche 
[4].3 Le noyau de l’application canonique Z + 2, z e i? = 1 8 z, est le 
module de torsion dc Z. Si Z, c Z, sont deux modules tels que Z,/Z, est de 
torsion, alors Z, = Z,. 
3.4 
TERMINOLOGIE. k(d/dt) @‘k d,rltl est un foncteur, dit de Laplace, 
entre les categories des k[d/dt -modules gauches et les k(d/dt)-espaces i 
vectoriels gauches. Le k(d/dt)- 
h 
es ace vectoriel gauche A associe B un p 
systeme lin&ire A est appele eyace vedoriel de transfert. L’application 
k[d/dtl-h&ire canonique Z + Z, z c-) z^ = 1 8 z est appelee transforrna- 
tion de Laplace ~forinelle>; 2 est la transformie de Laplace (forrnelle) de z. 
3.5 
REMARQUE. Notre produit tensoriel foumit le cadre adequat pour 
traduire les relations algebriques des transform&es de Laplace dune fonction, 
de sa d&&e et de son integrale. 11 existe, avec des buts differents, d’autres 
formalisations algebriques des transformations de Fourier et Laplace (voir 
[22], par exemple). 
3.6 
Le rang de Z, note rg Z, est la dimension de Z.4 I1 est nul si, et 
seulement si, Z est de torsion, c’est-a-dire Z = {O}. Supposons-le fini, &gal a 
m. L’ensemble 5 = {(r,. . . , &,} $&ments d: Z est k[d/dt]-lin$airement 
independant si, et seulement si, C = { (r, . . . , &J est une base de Z. 
%oir aussi [2] pour le cas plus simple d’un module sur un armeau commutatif in&gre. 
4Les prop&t& 6Ementaires de dimensions des espaces vectoriels SW des corps gauches 
(skew fields en an&is), c’est-&dire non commutatifs, sont identiques aux habituelles (voir [l, 21, 
par exemple). 
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3.7 
Soit une dynamique D, d’entrhe u = (u,, . .*,,,> et de sortie y = 
(yl,..., yp). Comme D/[u] est de torsion, fi = [u]: toute compensate de 
Q = <&,..., cp> est combinaison k(d/&)-IinGaire de 21 = (z?,, . . . , z2,). I1 
vient: 
oti la matrice rationnelle T E k(d/dt)Pxm est appelge matrice de transfert. 
3.8 
L’entrhe u est dite ino%pendente [7] si le module [u] est libre, c’est&dire - 
si zi est une base de [u] = 6. 11 en dkoule que la matrice de transfert T est 
alors dgfinie de faGon univoque. 
3.9 
REMARQUE. Renvoyons 
instationnaires dans diverses 
i [13] pour le calcul de matrices de transfert 
situations concrhtes. 
4. DIkOMPOSITION, COMMANDABILITh, OBSERVABILITk 
ET RBALISATION 
4.1 
Une matrice carrhe polynomiale P est dite rationnellement inoersible si, 
et seulement si, elle admet une inverse P-’ rationnelle. Si P-l est 
poly&miale, P est dite uninwdulaire. 
4.2 
Une &composition 2 gauche (resp. ci droite) de la matrice T E 
k(d/dt)P” m est don&e par T = D,- ‘N, (resp. T = N,. 0; ‘) oh 
-D, E k[d/dt]pxp (resp. D, E k[d/dt] mXm) est rationnellement in- 
versible; 
-N, E k[d/dt]pX” (resp. N,. E k[d/dt]px”). 
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4.3 
Deux d&compositions B gauche (resp. i droite) T = IJ-‘N, = fi,- ‘Iv, -- 
(resp. T = N,, D,-’ = N, D,- ‘1 sont dites kquivalentes si, et seulement si, il 
existe une matrice unimodulaire U E k[cZ/dt]P”P (resp. V E I~[d/dt]“~“‘) 
telle que 0, = UD,, & = UN, (resp. fir = D,.V, gr = N,.V). 
4.4 
Le d&composition i gauche (resp. i droite) T = DSPINS (resp. T = N,. 0: ‘> 
est dite ir&ductible et les matrices D, et N, (resp. D, et NJ sont dites 
premi&es Ct gauche (resp. Ct droite) si, et seulement si, toute matrice car&e 
poly&miale, f ac eur commun gauche (resp. droit) de D, et N, (resp. D, et t 
N,.), est nkcessairement unimodulaire. 
4.5 
Le rkultat fondamental suivant, connu si k est un corps de constantes 
[16,25], se dgmontre de faGon analogue. 
THI?OF&ME. Toute matrice rationnelle po&de des d&compositions C? 
gauche et ri droite, que l’on peut choisir ir&ductibles. Deux d&compositions ri 
gauche (resp. ci droite) ir-&ductibles sont equivalentes. 
4.6 
Faisons correspondre ‘a la d&composition B gauche T = D,-‘N, le systhme 
ent&e-sortie 
(3) 
dont T est, kidemment, matrice de 
indhpendante. 
4.7 
Soit une dew&me d&composition B 
associe 
transfert. On suppose rent&e u 
gauche T = ES- ‘flS, B laquelle on 
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dent&e egalement independante. Ce qui suit est facile: 
L’upplication u. c) U. (i = 1,. . . , m), y. ++ ij. (j = 1,. . . , p) 
se bzize en un isomorph:sme ‘des k[d/dt]-modules g/uches [u, y] et 
[U, jj], ussoci&_ci (3) et (3), si, et seulement si, les &compositions ci gauche 
T = D,-’ N, = D,- IFS sont equivalentes. 
4.8 
LEMME. LA k[d/dtl- mo u e d 1 g auche [u, y ] associe’ ci (3), est libre si, et 
seulement si, la &composition ci gauche T = D,- ’ N, est irreductible. 
En effet, l’existance dun facteur commun gauche non unimodulaire pour 
D, et N, equivaut a l’existence dun facteur invariant de [u, y], c’est-i-dire 
dun ideal B gauche, nicessairement monogene, 3 c k[d/dt], tel que 
k[d/dt]/z soit isomorphe 21 un sous-module de [u, y]. La conclusion 
decoule du fait que k[d/dt]/s est de torsion. 
4.9 
L’equivalence, rappel&e en 2.6, de la commandabilite et de la liberte, 
foumit le 
COROLLAIRE. Le syst&ne (3) est commandable si, et seulement si, la 
&composition ci gauche T = D,- ’ N, est irr-iductible. 
4.10 
Soit 5 = {tl,. . . ,&I une base dun k[d/dt]-module libre de rang m. 
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4.11 
LEMME. Les k[d/dt]-modules rt gauche [ 5 1 et [u, y], associ~ ci (4, 
coiizcident si, et seulement si, la d&composition ci droite T = N,. D,-’ est 
ir&ductible. 
Soit, en effect, 5 = { gi,. . . , $,} un ensemble k[d/dt]-lineairement 
independant de m elements de [ 51. 11 existe une matrice car&e polynomiale 




i i! = P : . iI 
P est unimodulaire si, et seulement si, 5 est une base de [ (1. La conclusion 
en decoule en prenant pour { une base de [u, y]. 
4.12 
Le lien, rappel6 en 2.7, entre observabilite et inclusion de modules, 
foumit le 
COROLLAIRE. Le syst&ne (4) est observable si, et seulement si, la 
&composition ci droite T = N, D,- ’ est ir&ductible. 
4.13 
EXEMPLE. Reprenons I’exemple y = zi de 2.8. La reahsation non com- 
mandable (2) correspond au lemme 4.8. La repr&entation de comportement, 
entree-sortie y = u, 
est non observable car [u, y ] 4 [ 5 1: e 11 e correspond au lemme 4.11. Insistons 
sur le fait que les Bventuelles pertes de commandabilite et d’observabilite ne 
se lisent pas sur les memes representations. La perte d’observabilite, en 
particulier, n’est pas, ici, interpret&e g&e i la r&alisation kalmanienne 
habituelle. 
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4.14 
REMARQUE. Les relations entre decompositions des matrices de transfert 
et les notions de commandabilite et d’observabilite ont deja &e abordees, si k 
est un corps de constantes, par certains auteurs, notammant par Blomberg et 
Ylinen [3] et par Willems [26]. 
4.15 
Soit T une matrice rationnelle. L’association a une decomposition gauche 
ou droite de (3) ou (41 demontre que T est bien la matrice de transfert dun 
systeme h&ire entree-sortie. Le module libre [u, y], associe a (31, don& 
par une decomposition a gauche irrkductible, foumit une representation 
d&at (l), necessairement commandable et observable. Cette r&Zisation est 
dite cunonique en vertu de l’unicite de [u, y] i un isomorphisme pres. La 
dimension de l&tat est appele de& de McMillan de T. 
4.16 
Resumons-nous: 
TH~OR~ME ET DI?FINITION. Toute matrice rationnelle T est m&rice de 
transfer-t d’un systhne h&air-e entrhe-sortie qui admet une &alisation canon- 
ique commandable et observable. Le degre o?e McMillan de Test la dimension 
de I’hat. 
4.17 
REMARQUE. Par comparaison a 2.8, oh la commandabilite n’est pas 
necessairement satisfaite, c’est l’irreducibilite de la decomposition i gauche 
de T qui impose cette prop&t& 11 n’y a done point de contradiction entre 
2.8 et 4.16! 
4.18 
REMARQUE. Nous g&ralisons le thioreme de rkxlisation de Kalman 
[17] sur les matrices de transfert dans deux directions: Nous englobons le cas 
instationnaire et ne nous limitons pas aux matrices propres.5 
5La propret d’une matrice de transfert se d&hit comme dans le cas constant. Le sujet est 
lib B I’index d’un systhme implicite, trait6 en [13]. 
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5. ALGEBRE DE TRANSFERT 
5.1 
Soient I’,, T, E k(d/dt) pxm les matrices de transfert de deux systemes 
lin&ires dent&e u = (24,‘. . . , u,,,) et de sorties respectives y = ( yi, . . . , yp), 
77 = (7 7~ ) supposees de mgme dimension: les modules [u, y]/[u] et 
[u, r,]/iL] ‘SbnP ‘de torsion. Dans le module [u, y, 71, posons z = (yi + 
Ill>.**> Yp + vp). Comme [u, .z]/[u] est de torsion, on obtient un systeme 
dent&e u, de sortie z qui resulte de la mise en paralGle des precedents, 
dont T = T, + T, est matrice de transfert. 
5.2 
Soit Ts E k(d/dtjrxm [resp. 
dun systeme lineaire dent&e u 
T4 E k(d/dt)qxp] la matrice de transht 
= (q,. . . , u,> [resp. y = (yl,. . . , y )I et 
de sortie y [resp. z = (zi, . . . , z )]. Le caractitre de torsion de [u, y]/Pu] et 
de [ y, zl/[ yl im 1 pl’q ue celui de f u, z]/[u]. On obtient le systeme dent&e u 
et de sortie z qui resulte de la mise en s&e des precedents et dont T = T4T3 
est matrice de transfert. 
5.3 
Resumons-nous: 
PROPOSITION. La somme et le produit de matrices de transfer-t corre- 
spondent ct la mise en parallt?le et en se’rie de sys&mes liniaires. 
6. INVERSION ENTREE-SORTIE ET POURSUITE DE MODELE 
6.1 
L’inversibilG entrge-sortie d’un systeme lineaire d’entree u = 
(Ul,. . . , u,,), de sortie y =(yi,..., yp> et de matrice de transfert T E 
k(d/dt)rxm est caractkisee par le rang di$&etiel de sortie [S, 61 p = rg[ y 1.’ 
Rappelons que, si lent&e est independante, il y a inversibilite’ gauche 
(resp. droite) si, et seulement si, p = m (resp. p = p). 
6.2 
En vertu de 3.6, p est &gal i la dimension du k(d/dt)-espace vectoriel 
gauche engendre par les lignes de T, done au rang de T. Ce qui en decoule a 
deja 6th demontre lorsque k est un corps de constantes [S, 61: 
6En [5,6], on emploie la form&me des espaces vectmiels d~@%w~tiels [20], dent la 
dimension diff&entieZZe n’est autre que le rang du module correspondant. 
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PROPOSITION. Le rang diff&entiel de sortie d’un syst&e Maire 
en&e-so&e est &gal au rang de sa matrice de transfert. Si l’entrie est 
indipendante, l’inversibilite’ entrge-sortie gauche (resp. droite) gquivaut (2 
l’inversibilit& gauche (resp. droite) de la matrice de transfer-t. 
6.3 
Soient T, E k(d/dt)PIX”“, T2 E k(d/dt)pzX” deux matrices rationnelles. 
La pow-suite de wwdsle ci gauche consiste i dhterminer, si possible, une 
matrice C E k(d/dt) plxpz telle que T, = CT,. 
6.4 
Soient T3 E k(d/dt)Pxm3, T4 E k(d/dt) Px m4 deux matrices rationnelles. 
La poursuite de moo!Gle ci droite consiste a d&erminer, si possible, une 
matrice C’ E k(d/dt>m4x’m3 telle que T3 = T4C’. 
6.5 
Connu lorsque k est une corps de constantes, le resultat Gmentaire 
suivant se demontre de meme. 
PROPOSITION. La poursuite de mod&e ci gauche (resp. droite) est possi- 
ble si, et seulement si, 
= rg T, 
(rev. rg(T,, T4) = rgT3). 
6.6 
REMARQUE. Rudolph 1241 a p ro p OS& une solution de la poursuite de 
modkle presentant quelque analogie avec ce qui pr&de. Voir aussi [23] pour 
une autre dkmarche. 
7. CONCLUSION 
Notre thkorie de la transformation de Laplace et des matrices de transfer-t 
reste, en suivant les lignes de [lo], al bl v a e en temps discret [2I]. I1 est aussi 
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possible de l’gtendre B la dimension infinie, qu’il s’agisse de retards ou de 
paramktres kpartis. 
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