Abstract We study the low energy behavior of the resolvent of Schrödinger operators with finitely many point interactions in three dimensions. We also discuss the occurrence and the multiplicity of zero energy obstructions.
Introduction and main results
A central topic in quantum mechanics is the study of quantum systems subject to very short-range interactions, supported around a submanifold of the ambient space. A relevant situation occurs when the singular interaction is supported on a set of points in the Euclidian space R d . This leds to consider, formally, operators of the form
where Y is a discrete subset of R d , and µ y , y ∈ Y , are real coupling constants. Heuristically, (1) can be interpreted as the Hamiltonian for a non-relativistic quantum particle interacting with "point sources" of strenghts µ y , located at y ∈ Y .
From a mathematical point of view, Schrödinger operators with point (delta-like) interactions have been intensively studied, since the seminal work of Albeverio, Fenstad, and Høegh-Krohn [2] , and subsequent characterisation by other authors [23, 11, 12, 7, 17] (see the monograph of Albeverio, Gesztesy, and Høegh-Krohn [3] and reference therein for a thorough discussion).
In this work we focus on the case of finitely many point interactions in three dimensions. Our aim is to provide a detailed spectral analysis at the bottom at the continuous spectrum, i.e. at zero energy. A similar analysis has been done in [4] Raffaele Scandone Gran Sasso Science Institute, via Crispi 7, 67100 L'Aquila e-mail: rscandone@gssi.com for the two dimensional case, with application to the L p -bounedness of the wave operators.
We start by recalling some well known facts on the rigorous construction and the main properties of Schrödinger operators with point interactions.
We fix a natural number N 1 and the set Y = {y 1 , . . . , y N } ⊆ R 3 of centres of the singular interactions. Consider
as an operator closure with respect to the Hilbert space L 2 (R 3 ). It is a closed, densely defined, non-negative, symmetric operator on L 2 (R 3 ), with deficiency index N. Hence, it admits a N 2 -parameter family of self-adjoint extensions. Among these, there is a N-parameter family of local extension, denoted by
whose domain of self-adjointness is qualified by certain local boundary conditions at the singularity centres. The self-adjoint operators −∆ α provide rigorous realisations of the formal Hamiltonian (1), the coupling parameters α j , j = 1, . . . , N, being now proportional to the inverse scattering lenght of the interaction at the centre y j . In particular, if for some j ∈ {1, . . . , N} one has α j = ∞, then no actual interaction is present at the point y j , and in practice things are as if one discards the point y j . When α = ∞, one recovers the the Friedrichs extension of T Y , namely the self-adjoint realisation of −∆ on L 2 (R 3 ). Owing to the discussion above, we may henceforth assume, without loss of generality, that α runs over R N .
We review the basic properties of −∆ α,Y , from [3, Section II.1.1] and [19] (see also [8, 10, 13, 9] ). We introduce first some notations.
For z ∈ C and x, y, y ′ ∈ R 3 , set
and
The function z → Γ α,Y (z) has values in the space of N × N symmetric, complex valued matrices and is clearly entire, whence z → Γ α,Y (z) −1 is meromorphic in C. It is known that Γ α,Y (z) −1 has at most N poles in the open upper half-plane C + , which are all located along the positive imaginary semi-axis. We denote by E + the set of such poles. We denote by E 0 the set of poles of Γ α,Y (z) −1 on the real line. Observe that E 0 is finite and symmetric with respect to z = 0, and we conjecure that actually only z = 0 can belong to E 0 .
The following facts are known.
Proposition 1.
(i) The domain of −∆ α,Y has the following representation, for any z ∈ C + \E + :
. . .
(7) At fixed z, the decompositions above are unique.
(ii) With respect to the decompositions (6)- (7), one has
(iii) For z ∈ C + \E + , we have the resolvent identity (7) is highlighted in [8] . Part (iii) was first proved in [11, 12] (see also [3, Our next step is to investigate the spectral behavior of −∆ α,Y at z = 0, and more generally when z approaches the real line. The starting point is the well known Limiting Absorption Principle for the free Laplacian. Given σ > 0, we consider the Banach space
We have the following result [1, 16] .
continuously extended to the real line.
Owing to the resolvent formula (9) , and observing that for any z ∈ C + ∪ R the projectors |G
, it is easy to easy to deduce that also −∆ α,Y satisfies a Limiting Absorption Principle.
Proposition 4 (Limiting absorption principle for
As anticiped before, we actually expect that there can not exists singularities at any z ∈ R \ {0}. Our main result is a resolvent expansion in a neighborhood of z = 0. [1, 14] . In this case, moreover, it is well known that R −1 = 0 if and only if there exists a generalized eigenfunction at z = 0 (a zero-
Theorem 1. In a (real) neighborhood of z = 0, we have the expansion
σ > 0, which satisfies (−∆ + V )ψ = 0 as a distributional identity on R 3 . As it will be clear from the proof of Theorem 1, a similar characterisation holds true also for −∆ α,Y (see Remark 2).
2 Asymptotics for Γ α,Y (z) −1 as z → 0
We fix N ≥ 1, α ∈ R N and Y ⊆ R 3 , and we set Γ (z) := Γ α,Y (z). We shall use the notation O(z k ), k ∈ Z, to denote a merophorpic M N (C)-valued function whose Laurent expansion in a neighborhood of z = 0 contains only terms of degree ≥ k. In particular, O(1) denotes an analytic map in a neighborhood of z = 0. We also write Θ (z k ) to denote a function of the form Az k , with A ∈ M N (C) \ {0}.
In a neighborhood of z = 0, we can expand
In the following proposition we characterise the small z behaviour of Γ (z) −1 .
Proposition 5. In a neighborhood of z = 0 we have the Laurent expansion
where
In the proof of Proposition 5 we shall use the following result due to Jensen and Nenciu [15] . 
Lemma 1 (Jensen-Nenciu
We are now able to prove Proposition 5.
Proof (Proof of Proposition 5).
If Γ 0 = Γ (0) is non-singular, then Γ (z) −1 in analytic in a sufficiently small neighborhood of z = 0. Assume now that Γ 0 is singular. We distinguish two cases:
It follows that Γ ≤1 (z) := Γ 0 + zΓ 1 in invertible, whence the same is Γ (z) for small z, with Γ (z)
. In order to invert Γ ≤1 (z), we use the JensenNenciu Lemma. Let P be the orthogonal projection onto Ker Γ 0 . Observe that Γ 0 + P is invertible, whence the same is Γ ≤1 (z)+ P for small z, with (Γ ≤1 (z)+ P) − 
By Lemma 1 we get
Owing to (13) , and observing that (Γ 0 + P)
Substituting into (14) we get
Case 2: Ker Γ 0 ∩ Ker Γ 1 = {0}. We start by proving that Ker Γ 1 ∩ Ker Γ 2 = {0}. In particular, we show that the quadratic form associated to Γ 2 is strictly negative on Ker Γ 1 \ {0} = (1, 1, . . . , 1) ⊥ \ {0}. Observe that, apart from a multiplicative factor, (Γ 2 ) jk = |y j − y k |.
Our first step is to prove that for any v ∈ R N with v 1 + . . .
The key point is to use the so called averaging trick. By rotational and scaling invariance, we can see that there exists a positive constant c such that, for any y ∈ R 3 ,
and then it is sufficient to prove that, for a fixed w ∈ S 2 ,
Let P w be the orthogonal projection onto the one-dimensional subspace generated by w, and observe that w, y j − y k = w, P w y j − P w y k . Hence we may assume, without loss of generality, that all the points y k lie on the same line. Under this assumption, we can write
where we used the Iverson bracket notation [P], which equals 1 if the statement P is true and 0 if it is false. So it is enough to prove that, for almost every t ∈ R,
where we used, in the last equality, the hypothesis v 1 + . . . + v N = 0. Assume now that we have the equality in (16) . Once again, we may assume that all the points y k lie on the same line, say y 1 < y 2 < . . . < y N . This follows from the averaging trick and the observation that for almost every w ∈ S 2 the projections P w y 1 , . . . , P w y N are pairwise distinct. Owing to (17) and (18), we have that for almost every t ∈ R,
In particular, (19) must be true for almost every t ∈ R \ {y 1 , . . . y N }, which in view of (18) implies
and this means that v j = 0 for all j, concluding the proof of Ker Γ 1 ∩ Ker Γ 2 = {0}. Now, for z small enough, z = 0,
As before, we invert Γ ≤2 (z) by means of the Jensen-Nenciu Lemma. Let P be the orthogonal projection onto Ker Γ 0 ∩ Ker Γ 1 . Observe that Γ ≤1 (z) + P is invertible, with
For small z, also Γ ≤2 (z) + P is invertible, with (Γ ≤2 (z)
With similar computations as before, we get
Expansion (12) is thus proved in any case. Moreover, statements (i) and (ii) easily follows from the discussion above.
We can prove now our main Theorem.
Proof (of Theorem 1).
The low-energy expansion (11) follows by combining the resolvent formula (9) 
Let us fix z ∈ C + \ E + , and write
where in the second equality we used that Γ 0 c = 0. By virtue of representation (7), we conclude that ψ ∈ D(−∆ α,Y ). Moreover, formula (8) yields
Let us discuss now the opposite implication. To this aim, consider a function ψ ∈ Ker (−∆ α,Y ) \ {0}. For a fixed z = iλ ∈ C + \ E + , we can write
for some non-zero F z ∈ H 2 (R 3 ), and with
Observe that the c j 's are necessarily independent of z, since G
Owing to (8) and the representation (23), the relation −∆ α,Y ψ = 0 is equivalent to
We show now that, for λ ↓ 0, F iλ H 2 → 0 whence also F λ → 0 uniformly on compact subsets of R 3 . This would imply 
Observe moreover that 
Occurrence and multiplicity of zero energy obstructions
In this Section we discuss the occurrence and the multiplicity of obstructions at zero energy for the resolvent of −∆ α,Y , depending on the choices of the set Y of centers of interactions and of the coupling parameters α 1 , . . . α N .
In the single center case, it is easy to check that the only possible obstruction at z = 0 is a resonance, atteined if and only if α = 0. In general, a resonance can be found for any N and for any given configuration of the centers, for a measure zero set of choices of the parameters α 1 , . . . , α N .
By means of the discussion in Chapter 2, we can define the multiplicity of a zero-energy resonance as
We conjecture that, as N increases, one can find Y and α such that r α,Y becomes arbitrarily large.
As anticipated in Section 1, when N = 2 we can find a simple zero eigenvalue by choosing α 1 = α 2 = −(4πd) −1 , where d is the distance between the two centers. For a generic N ≥ 3, a zero eigenvalue occurs for specific geometric configurations of the centers of interactions and for a measure zero set of choices of α 1 , . . . , α N .
By means of the discussion in Chapter 2, the multiplicity of a zero eigenvalue is given by
Let us discuss now the maximal possible value for e α,Y as the number of centers of interactions increases.
• N = 3. We can taxe Y as the vertices of a equilater triangle of side-lenght one, and α 1 = α 2 = α 3 = −(4π) −1 . With this choice we get e α,Y = 2.
• N = 4. We can taxe Y as the vertices of a regular tetrahedon of side-lenght one, and α 1 = α 2 = α 3 = α 4 = −(4π) −1 . With this choice we get e α,Y = 3.
• N = 5. Observe that we can not find five points in R 3 with constant pairwise distances. It easily follows that the maximal value for e α,Y is still three.
One could conjecture that for N ≥ 4 the maximal value of e α,Y is three. Nevertheless, it is also conceivable that for large N there exist complicated geometrical configurations which led to a higher multiplicity. Such kind of mechanism is wellknown in similar contexts. Consider, for example, the problem in combinatorics to determine the chromatic number of the unit distance graph on R 3 , that is the graph with vertices set V = R 3 and edges set E = {(x, y) ∈ R 3 × R 3 | |x − y| = 1}. Owing to a compactenss principle by De Bruijn and Erdős [6] this is equivalent, under the axiom of choice, to determine the highest chromatic number of a finite graph embedded in R 3 in such a way all its edges have lenght one. For a graph with N vertices, we have the following situation:
• N = 3. We can consider an equilater triangle of side-lenght one, which has chromatic number three.
• N = 4. We can consider a regular tethraedon of side-lenght one, which has chromatic number four.
• N = 5. The highest possible chromatic number is still four.
• N = 14. There is a configuration of 14 points in R 3 , the Moser-Raiskii spindle, with chromatic number five [21, 22] .
• For large N, the highest possible chromatic number is known to be between 6 and 12 [18, 20, 5] .
It is evident that there are similarities between the two problems, and it would be interesting to understand if they are actually related. In particular, one may take Y as the vertices of the Moser-Raiskii spindle and wondering whether there exists α = (α 1 , . . . , α 14 ) such that e α,Y = 4.
