Wireless sensor networks (WSNs) are nowadays widely used in monitoring and tracking applications. This paper presents the feasibility of using WSNs in active vibration control strategies. The method employed here involves active-structural acoustic control using piezoelectric sensors distributed on a car structure. This system aims at being merged with a WSN whose head node collects data and processes control laws so as to command piezoelectric actuators wisely placed on the structure. We will study the feasibility of implementing WSNs in active vibration control and introduce a complete design methodology to optimize hardware/software and control law synergy in mechatronic systems. A design space exploration will be conducted so as to identify the best WSN platform and the resulting impact on control.
Introduction
Wireless monitoring has emerged during the last year as a promising technology due to its wireless connectivity removing many hardware constraints and paving the way for new implementations on mechanical elements. Furthermore, collocating computational power with sensors opens new perspectives in the mechanical domain, where a centralized approach is often preferred.
The use of wireless sensor networks (WSNs) in the mechanical domain has already successfully been demonstrated, particularly in structural health monitoring (SHM) [1] where realizations are numerous and distributed computation possibilities offered by WSN are beginning to be explored [2] . Whereas numerous studies have concentrated on demonstrating the aptitude of WSNs for active control, with some comparison between hardware platforms [1] or deployment of decentralized algorithms, very few studies have focused on hardware platform analysis [3] or on design space exploration.
This work is embedded in the Mécatronique@Lyon (M@L) 4 project, focusing on intelligent structures and systems in the mechatronic domain from the component to integrated design methodologies. The main objectives of this project are the identification and the integration of new intelligent active technologies in automotive systems so as to improve internal comfort (noise and vibrations). For this paper, we will focus on the top-down design approach of WSNs for active vibration control that takes into account the hardware platform specificities at high levels of abstraction. Whereas most current studies are based on the physical deployment of one (sometimes more) hardware platform, we will present and demonstrate a design flow that enables, by simulation, the exploration of different WSN node architecture choices for a mechatronic application. From this design space exploration, we are able to identify the best hardware and to precisely evaluate the advantages and disadvantages of every architecture so as to adequately elaborate the control law. Mechatronics is the domain where several separate domains are strongly integrated [4] . If technological solutions merging those domains are commonly developed, only synergy between those domains can enable significant technological breakthroughs. Design methodologies are the keystone of this synergy: every specificity of the separate domains must be considered conjointly at high levels of abstraction so as to perform a global optimization of the system and the optimal distribution of the specifications. This paper offers a new technological solution by removing the conventional wired sensors used in networks for active control and replacing them by wireless connected smart sensors such as shown in figure 1. With mechatronics being a tight integration of mechanical, electronic and information-driven units a specific design approach will be adopted to integrate the choice and the evaluation of the deployed WSN in the core of the development of the control law.
WSNs are now widely used [5] in industrial application areas such as traffic control, stock management, industrial process monitoring and control, environment and habitat surveillance (water pollution, . . .), and structure monitoring [6] , as well as in the civilian area where they are the keystone of ambient intelligence and home automation [7] . Commonly deployed WSNs are used for applications requiring low data rate exchange (sampling rates are often below the hertz range). In this paper, we use WSNs for active control where the data flow rate generated by each node of the network exceeds the kilohertz range. We will establish the feasibility of deploying WSNs for high data rate automotive applications. If the feasibility is validated, new approaches could be used for active control. Indeed, beyond the removal of the wires of the network, WSNs, by providing distributed smart sensors embedding local computation power, could pave the way for new distributed approaches in the active control of vibrations. The feasibility of using WSNs in active control is a two-step approach: first we establish the specification of the mechatronic system to design a preliminary WSN and then we use a WSN framework named IDEA1 [8] to explore the design space and identify the bottlenecks in the use of WSNs for active control. From the resulting conclusions and synthesis figures extracted from the analysis, we then propose guidelines for control laws 5 that best suit the WSN-based active control network.
WSNs
WSNs are highly distributed self-organized systems [9] . A WSN is made of a large number of scattered tiny low-cost devices featuring strong constraints in terms of processing, memory, communications and energy capabilities. Common applications of WSNs deployed on a given space are data collection from sensor node measurements that are transmitted (or not depending on the local decision process implemented in each node) to a specific node called the sink node. The sink node can be as simple as a node whose connectivity has been extended to enable the transmission of data to external or networked systems, or as complex as a PC motherboard able to achieve elaborate computations. As the longevity of the deployed network (often inaccessible or barely accessible) is a strong constraint, power saving techniques are commonly implemented resulting in a specific behavior for every node. Indeed, nodes sleep most of the time, waking up only for radiofrequency (RF) transmission or data measurement, and rely on low-power communications mainly based on multihop data transmission from sensor nodes to sink nodes and vice versa.
A typical deployment of a WSN can be seen in figure 2 . In this work, we use a heterogeneous network composed of off-the-shelf nodes and home-made nodes based on the Zigbee communication protocol. The following sections will briefly describe the hardware architecture of the node and RF communication in WSNs so as to introduce design parameters before demonstrating the feasibility of WSNs in active control.
Hardware architecture
The elementary part of a WSN is called a mote or a node and consists of one or more sensors associated with a small microcontroller, a radio transceiver and an energy source, usually a battery. A sensor node might vary in size from that of a card box down to a one-cubic-millimeter sized box [10] , although functioning 'motes' of genuine microscopic dimensions still need some development. Sensor nodes aim at being deployed by the thousands: then the cost of a node is generally quite reduced (tenths of dollars) yet expanding to hundreds of dollars for specific high-performance motes.
Constraints on motes differ from commonly considered electronic system ones (even in the embedded domain) in two ways. First, the very limited amount of embedded energy coupled with the difficulty of accessing motes when deployed results in constrained resources in memory, computational speed and bandwidth [11] . Second, due to their structure, WSNs belong to distributed systems in which the main actor is not the element itself but the network that performs a task (data collecting and processing) in collaboration (data-centric approach).
In this work we used both a commercial product from Crossbow and an internally developed node that will be described later.
Software in WSNs
In WSNs, software is at stake at two hierarchical levels: on the mote itself and on the global network for the management of every node so as to achieve the targeted application. Software embedded in a mote results in operating system development, whereas software in a network is more related to middleware concerns [12] . An exhaustive and deep analysis of those aspects can be found in [9, 13] .
For our application, where local computation is limited (embedded software is reduced to the following loop: data acquisition-sending data-sleep), the need for an operating system is limited. However, should we implement local algorithms for active control, we should then use operating systems. Among several existing operating systems for WSNs, TinyOS [14] is the most used and offers support for most existing commercial off-the-shelf WSN nodes. As a result of the high energy cost of dynamic reconfiguration in TinyOS, our final solution will be funkOS [15] , which enables modular description, is supported by many microcontroller architectures and reduces the energy costs of dynamic reconfiguration. Furthermore, in the first stages of our approach where few nodes are used to demonstrate the feasibility of WSNs in active control, middleware is not needed. In further steps, the link will be created between the framework and the deployment of the application on hardware and the maintenance of this network: dynamic reconfiguration [16] , extension of the network, . . ..
Zigbee, a RF solution for mechatronics
RF communications are the backbone of the WSN. Due to the limited available energy, commonly used RF solutions cannot be used for WSNs. Many studies have focused on developing specific protocols and medium access control (MAC) layers [9] . A low-cost, low-power, wireless mesh networking proprietary standard exists today for WSNs based on the IEEE 802.15.4 standard: Zigbee [5, 9] . Among the wireless solutions (bluetooth, ultra wide band and Wi-Fi) that can be used for automotives, Zigbee is considered a good solution [17] despite its lack of real-time capacity. We adopted it because of its low power consumption that could enable us to deploy an autonomous vibration powered WSN in a long term approach. Many RF transceivers implement this standard in their hardware (no need to develop code on the microcontroller to manage the RF transmission, the transceiver takes charge of the whole communication automatically) enabling fast development of massive networks. While not being, in some respects 6 , the best solution for high-performance WSNs (no standard yet exists in this domain), our WSN will be based on this standard protocol 7 . With a data rate of 250 kb s −1 , Zigbee limits the number of nodes that will be supported by the network and the latency (time elapsed between sensing operation on the node and data collection on the coordinator) of the network will directly impact on the control law. A global knowledge of its structure and the way it works is necessary to be able to establish the constraints. This section will present the basics of the IEEE 802.15.4 Zigbee tailored to WSNs for mechatronic systems. For an exhaustive description of IEEE 802.15.4, we will report the norm 8 .
Since we use standard RF transceivers in this work, the physical layer is set and cannot be a design parameter: we will then focus on the parameters of the MAC layer and on the overlayer that Zigbee adds to IEEE 802.15.4 at the network level (organization of the node of the network, data circulation in the network and application in the network).
2.4.1. At the network level: architecture parameters.
To transfer data from one node to another, five important aspects are to be considered.
• Topology of the network: among the different topologies supported by Zigbee, the star topology is the best choice for our application so this aspect would not be considered as a parameter of design in our approach.
• Device class: in our application, with a star topology, the collecting node is a full function device and the other nodes are reduced function devices. With this aspect being set, we will not develop this aspect further either.
• Frame structure: to the data to be transmitted, the IEEE 802.15.4 MAC will add bytes so as to be able to fulfil safely the transfer. These supplementary bytes are the address of the receiving node and some bytes necessary for the synchronization of the data and to check the integrity of the data. The typical structure of a data frame will be developed later since there are several design parameters.
• Access mode to the medium: non-beacon mode and beacon mode have both been explored in this work. 8 Zigbee specifications.
• Data transfer: the star topology sets, in our application, the status of every node. Furthermore, so as to achieve the best latency results, optional acknowledgments will not be used.
Each of these aspects will have its impact on the number of nodes that can be supported and on the average latency. Parameters associated with these aspects will be described in the following sections.
Beaconed and non-beaconed networks
The main access method to the media in IEEE 802.15.4 is the channel access mode carrier sense, multiple access/collision avoidance (CSMA/CA). In IEEE 802.15.4, this channel access mode can be used in two ways: unslotted mode and slotted mode. Both have been explored in this work. Since a superframe structure is used in beacon mode, we will briefly present its characteristics so as to introduce the design parameters for the MAC layer. The superframe structure divides time into different transmission periods: beacon, contention access period (CAP), contention free period (CFP) and inactive period, as shown in figure 3. Beacon mode is selected when power saving is a really hard constraint since every node can sleep between two beacons. Furthermore minimal latency can be guaranteed.
The duration of each period (active and inactive) will determine the dynamic performance of the network: maximal data rate and latency. They can be calculated as follows.
• The superframe duration (SD) is the total time duration of the CAP, CFP (GTS) and a beacon; it does not include the inactive period and is composed of 16 slots. This duration can be calculated by the following formula
The minimum duration of a superframe (aBaseSuperframeDuration) is fixed to 960 symbols (16 slots of 60 symbols) corresponding to 15.36 ms, assuming 250 kbps in the 2.4 GHz frequency band (BO and SO are, respectively, the beacon order and the superframe order).
• The beacon interval (BI) is the time duration between two successive beacons: it is composed of the active period and the inactive period. It can be calculated as follows:
When BO = SO, the inactive period is reduced to zero and then BI = SD.
For the superframe structure, BO and BI will be the two key parameters used in our design space exploration.
In this part, we present the basis of the Zigbee and IEEE 802.15.4 protocol with emphasis on our mechatronic application. In addition, each design parameter that can be used for optimal adaptation of WSNs to the targeted application will be presented. In section 3, we will establish the specifications of the WSN that has to be deployed.
M@L: WSN specification
The first part of our work was to design the WSNs from the hardware specification of each part of the node to the size and topology of the global network. With the starting point being the data that need to be collected, we begin by extracting the mechanical specifications of our vibrating structure to establish the format of the data that have to be processed by the control law.
Mechanical specification extraction
Active vibration control in vehicles is a complex problem that often necessitates the isolation of particular transmission paths. In this work where the focus is not on the development of the control law itself but rather on the wireless aspect of the data sampling collection, we will limit ourselves to the hypothesis of the use of piezoelectric sensors and actuators. For active control of internal automotive vibrations, we will consider the first three modes resulting in a (10 Hz, 300 Hz) range. The preliminary estimation of the needed sampling rate, based on the active control strategy to be deployed, is about 1 kHz. Those two elements will set both the sampling rate performances of every node of the WSN as well as the constraints on the WSNs that must provide the necessary bandwidth resulting from the sampling data rate that must be respected.
Control law in active control vibration
Specifications for active control vibration are naturally expressed in the frequency domain. Unfortunately, until recently, most of the efficient active control design methods focus on time domain specifications. Nevertheless, the H ∞ control method [18] emerges as an efficient active control design method which directly handles frequency domain specifications. The active control of flexible systems using H ∞ control began to be explored in the nineties [19] , with a special emphasis on multi-actuator multi-sensor systems. Based on the know-how developed on the application of this approach, the use of model reduction methods [20] allows one to design active control systems of the lowest complexity. Note that the necessary complexity of the active control system dramatically depends on the performance specifications under consideration. The active vibration control strategy that will be first implemented in the computer connected to the collector node of our WSN will be a global semi-active strategy [21] chosen for its focus on reduced energy since the WSN deployed in this work aims at being energy sufficient (energy harvesting) in a long term view.
Hardware architecture of the node
It has previously been established that every node of the WSN must at least perform a sensing operation every 1 ms. Furthermore, the latency should be kept minimal. In this section we will deduce from specification the hardware architecture of the node that will meet the specification for the global WSN performance.
Microcontroller specifications.
From the previous sections, we can infer, as expected [22, 23] , that an 8 bit architecture based microcontroller is sufficient. Furthermore, judging by the quantification specification for the analogto-digital conversion, a microcontroller's integrated ADC (analog-to-digital converter) solution can be considered: indeed current 8 bit microcontrollers offer 10 bit based analog-to-digital conversion with a sampling rate up to 20 MHz with an acquisition time of about 15-20 µs. A brief overview of commonly used microcontrollers for WSNs shows that the ATMEGA128 family from ATMEL [24] or the MSP430 family from Texas Instruments [25] meets the requirements. Microcontrollers from Microchip are also good candidates with the PIC16F [26] family and their nanowatt technology.
Transceiver specifications.
We have chosen two devices commonly used in the WSN community. The first is the Chipcon CC2420, which can be found in many commercial platforms and particularly in the MicaZ node from Crossbow. The second is the MRF24J40 from Microchip, chosen because of its hardware support of the IEEE 802.15.4 specification. For the Chipcon CC2420, the MAC layer must be realized by the microcontroller and then sent to CC2420 by the serial peripheral interface (SPI) wire, whereas for MRF24J40, the microcontroller just has to send data to the transceiver by the SPI wire and MAC layer support is done by the transceiver itself.
Sensor and signal conditioning.
From mechanical specifications, it has been deduced that a soft PZT would fit our needs. We have chosen a PIC255 from Picoceramic. Yet, the output voltage delivered by the piezoelectric sensor is about millivolts. A signal conditioning stage has then to be realized using a classical charge mode amplifier circuit architecture (cf figure 4) based on the TLV2772 MOS amplifier from Texas Instruments, a commonly used amplifier in piezoelectric conditioning circuits [27] . The TLV2772 is Table 1 . Component values for a signal conditioning interface circuit.
Component
Value
an operational amplifier with a high slew rate and bandwidth, rail-to-rail output swing, a high input impedance, a high output drive and an excellent dc precision. This device provides a 10.5 V µs −1 slew rate and a 5.1 MHz gain bandwidth product. With a consumption of only 1 mA of supply current, this device is perfectly adapted for signal conditioning for WSNs. Furthermore, the high output drive and the rail-to-rail output swing are perfect for driving the analog-to-digital converter of the microcontroller. The amplifier exhibits a typical value of 60 V input offset voltage, 17 nV/vHz input noise voltage, and 2 pA input bias current. The signal conditioning system is a three-stage band-pass amplifier: the first stage is a passive high-pass filter that rejects continuous values of the signal, the second stage is dedicated to the amplification of the signal and the last stage acts as a passive low-pass filter to reject high-frequency signals.
We used the Spice electrical model of the TLV2772 to design our signal conditioning circuit. For the piezoelectric, we used a very simple charge model (classical inductance-capacitance model with values extracted from the datasheet): should it be necessary, we could use a more detailed 2D VHDL-AMS model [28] . The global transfer function of this system can easily be calculated:
The component values are summarized in table 1. The Spice simulation results from figure 5 (Bode diagram: gain and phase) show that we have a band-pass filter with a low cut-off frequency equal to 720 mHz and a high cut-off frequency equal to 470 Hz. The gain in the flat band is about 11.
The resulting circuit exhibits a 2 V amplitude signal with adequate frequency bandwidth. This measurement (cf figure 6 ) was made on a beam whose parameters have been chosen to be identical to the car structure. The amplitude and responsivity fit at best with the full scale of the internal analog-to-digital converters of the two microcontroller we have chosen for this work. Furthermore, these results will be used to generate the sensor stimuli of our design framework IDEA1 [8] .
The nature, number and properties of measured data are of relevance in the system performance. In our case, as low-frequency vibration control is targeted, typically the control of the first vibration modes of the given structure is considered. From a pure control point of view, one can consider displacement, velocity or acceleration for the vibration monitoring. It is expected that the data quality, if reasonable, will not strongly affect the algorithm performance in the low-frequency range. Finally the issue of sensor locations can be treated considering the structural mode shapes of controlled modes.
Network specification
Previously, all hardware specifications have been established. Since the node will be deployed in a network, we must determine the number of nodes that can be supported by our application and the latency that it will present. The topology of our network will be a star composed of a full function device (the coordinator) that has the ability to initiate communication and can authorize nodes to join the network and of a reduced function device that will collect the data and transmit them.
MAC layer parameters
The choice between the beaconed mode and the non-beaconed mode will influence the data rate and the latency. Depending on the communicating mode, collision will occur more or less. The occurrence of collisions can make it necessary to resend data that were not received. The CSMA-CA access mode used in IEEE 802.15.4 offers a mechanism to prevent collisions: each node must verify that the channel is free before sending data. This is achieved by sensing the idleness of the channel at a random time duration. If the channel is busy, the node will wait a random time before retrying to access the channel: the time unit of this random time is called the backoff period (aUnitBackoffPeriod) and is equal to 20 symbols in IEEE 802.15.4. The random time is a random value of aUnitBackoffPeriod chosen in [0, 2 BE − 1] with BE, the beacon exponent, an integer set to a minimal value and increased each consecutive time the node cannot access the channel.
Hence, it is very difficult to estimate the average behavior of the network with actual data rate and latency (integrating collisions and backoff). The few existing works on performance of IEEE 802.15.4 based network constitute an analytical study of a particular case of IEEE 802.15.4 [29, 30] or are linked to a specific node architecture [31] . In this work we want to design a WSN based on IEEE 802.15.4 (we will have to explore the adequacy of the different algorithms) and we want the best architecture for it. We will use a design framework to explore the design space at the MAC layer level and hardware node level and to establish the best WSN adapted to our needs but we need a starting point for this exploration. If the models previously mentioned can help us, we will prefer a more general case model to establish a starting point for configuration of our network.
Latency.
The only IEEE 802.15.4 mode that can guarantee a latency is the GTS mode. El Tamar et al [32] , in their work on intra-vehicle wireless automotive sensor networks, established a formula for the worst case latency (in ms) for the beaconed mode with GTS. If IEEE 802.15.4 could support up to 40 nodes with a latency that does not exceed 100 ms, the IEEE 802.15.4 cannot offer a latency smaller than 15.9 ms for any star network of any size. The first-order approximation means, in the frame of our work, that the coordinator will receive samples 16 sampling periods later when compared with the real sampling time. This will have to be taken into account in the control law. The consequences of such a delay will be developed later in this paper.
Data rate.
The IEEE 802.15.4 supports a maximum over-the-air data rate of 250 kbps for the 2400 MHz band. In reality, due to the many mechanisms implemented in a frame structure to ensure a robust data transmission, the effective data rate is lower. It will depend on the choice of the mode (beaconed or non-beaconed), the size of the payload, the number of nodes, . . .. In the hypothesis of a non-beacon enabled network where the CSMA/CA algorithm never finds that the channel is busy and no retries are required (associated acknowledgment included), we obtain an effective data rate of 127 kbps for a maximum payload of 114 bytes. If we consider a more real case with a 25% probability of a busy channel necessitating one retry, the effective data rate falls to 101 kbps [33] . This effective rate, taken in the context of our work where we consider that the analog-to-digital conversion will be realized on one byte, means that the maximum size of our network is about 16 nodes.
M@L WSN: a summary
The WSN that can be deployed for the active control of vibrations will be a star network composed of eight nodes based on an 8 bit microcontroller architecture and a Zigbee-IEEE 802.15.4 compliant transceiver. The microcontroller of every node has an internal analog-todigital converter responsible for the digitalization of the data collected from the piezoelectric sensor after a signal conditioning based on a TLV2772 amplifier architecture. A first-order analysis showed that a minimal 15.89 ms latency is to be expected for a 1 khz sampling rate of vibration data.
We have used our WSN design platform to validate these results and to optimize the network. We used two different hardware platforms for the node: a commercial platform MicaZ from Crossbow [34] and an internally designed node named N@L (acronym for Node@Lyon). Both platforms will be evaluated.
WSN optimization

WSN platform: IDEA1
IDEA1 (hIerarchical DEsign plAtform for sensOr Networks Exploration) is an internally developed framework for WSNs [8] . It aims at simplifying the design of any WSN from the global application specification down to the individual hardware performance of every component of a node. Written in C++ and based on the SystemC subset commonly used in the electronic and network community [35] , it enables one to take into account hardware characteristics at a network level. This framework allows designers to evaluate the impact of hardware and software architecture of a node (microcontroller/transceiver choice, operating system implementation, sensor . . . ) on the performances of the global network.
4.1.1. Architecture of IDEA1. IDEA1 is a component-based simulation framework. Every component is modeled as an individual SystemC module communicating with each other via channels. The architecture of IDEA1 is illustrated in figure 7 .
The node system is a composite module divided into 2 sub-models, hardware model and software model. The hardware components of a sensor node generally include a processing unit, a RF transceiver, several sensors and a battery. The software model consists of an operating system, middleware, a protocol stack, and application implementation. We can then estimate performance impact at the network level from two aspects: hardware modification or software modification. All the nodes are connected to the same network object via their proxy modules. At the initialization phase, every proxy registers its information in the network module such as position, TX power and RX sensitivity. During simulation, the network object reads the packet sent by nodes, calculates the distance between the source and its destination based on the parameters of relative nodes, and forwards the packet according to the radio propagation models. If two nodes in the radio range transmit at the same time, a collision will occur. The SystemC kernel acts as the simulation engine. It schedules the execution of processes and updates the state of all modules at every simulation cycle. All active processes are invoked in an orderly manner at the same simulator time, which creates an illusion of concurrency. 
A graphical user interface.
IDEA1 is targeted at an audience composed of WSN designers. We have then developed a graphical user interface based on the Qt platform to integrate all of the parts, which can facilitate the system configuration, network topology visualization, simulation control and result analysis.
Users can use the graphical interface to configure the network system and analyze the simulation results. The input parameters of IDEA1 are defined in an eXtensible Markup Language (XML) file, which is read by the executable simulation code during runtime. The input parameters and output results of IDEA1 are summarized in figure 8 .
Many parameters of different levels can be configured by users, including node level, protocol level, application level, etc.
A library.
Many commercial off-the-shelf (COTS) hardware components have been modeled. The current library of hardware supported by IDEA1 is summarized in table 2. We are currently developing the TI MSP430 microcontroller so as to have a 95% coverage of existing commercial nodes for WSNs.
Design space exploration framework.
Although commonly accepted, use of simulation tools in the WSN is a subject of controversy. It is now established that these tools are effective in the comparison of solutions but not for validation before deployment physique. According to analytical works of Stuart Kurkowski [36, 37] , WSN simulation tool results are indeed not representative of reality unless some precautions are taken. IDEA1 has been developed according to these aspects and has been validated through experimental results [38] ; thus, enabling us to use it for design space exploration for WSN pre-deployment analysis.
Node target architecture
For this work we use two node architectures: MicaZ and N@L. MicaZ is a reference mote architecture in the WSN community and is often implemented in mechanical systems such as SHM systems [39] . It is composed of an Atmel ATmega128 microcontroller [24] and a CC2420 transceiver from Texas Instruments [40] , a monopole antenna and a number of peripherals such as light-emitting devices, flash memory and a 51-pin connector. The communication between the microcontroller unit and the transceiver is realized by a SPI and control pins such as clear channel assessment (CCA) and start of frame delimiter (SFD). The SPI is used for both packets and control signal since the CC2420 does not fully support the IEEE 802.15.4 standard. The microcontroller unit is then responsible for the IEEE 802.15.4 MAC layer support. Both the fact that IEEE 802.15.4 must be software implemented and the limited throughput of the SPI link can be bottleneck to global network performances.
N@L is an internally developed node: it is composed of a PIC16LF88 microcontroller unit [26] and the MRF24J40 transceiver [26] (both from Microchip), a monopole PCB antenna and peripherals such as light-emitting devices and a piezoelectric sensing circuit interface. The communication between the microcontroller unit and the transceiver is realized by a SPI and control pins such as the wake-up trigger (WAKE) and the interrupt pin (INT). The microcontroller was chosen for its nanowatt technology that ensures low power consumption and the MRF24J40 because of its full hardware support of IEEE 802.15.4 MAC layer. At first view, the N@L node architecture is superior to MicaZ's architecture and should exhibit better performance when deployed in a network.
Definition of the metrics
To evaluate the performance of the WSN, we need metrics. According to our application, the metrics are defined as follows.
• Packet delivery rate (PDR): PDR is used to evaluate the network throughput. It is the ratio of the number of packets successfully received by the coordinator to the number of packets that needed to be sent by nodes. A single communications failure occurs when a device transaction fails to reach the coordinator, i.e., channel access failure after macMaxCSMABackoffs attempts and an acknowledgment is not received after macMaxFrameRetries attempts.
• Average latency (AL): latency of a packet is the duration elapsed between the time the sensor from the node reads data and the time when the data is received by the coordinator. AL is an average latency of all packets successfully received by the coordinator.
• Power consumption: due to the battery of every node, the lifetime of the network is limited. It is very important to estimate the power consumption at the node level. We will differentiate global power consumption, microcontroller power consumption (data measurement and processing cost) and transceiver power consumption (RF communication cost).
• Energy consumption per sample (ECSple): ECSple is the average energy consumed for successfully transmitting one sample: with packet delivery rate and average latency, this metric fully characterizes the performance of the network.
All these metrics will be used to evaluate the performance and the lifetime of the WSN.
M@L WSN: design space exploration
The three MAC algorithms in the IEEE 802.15.4 standard are implemented, including unslotted CSMA-CA, slotted CSMA-CA and GTS. Unfortunately, the maximum number of GTS slots in a superframe defined in the IEEE 802.15.4 standard is 7. Since our current application consists of 8 nodes, we used the TDMA-based GTS algorithm proposed in [41] : it is more suitable than the original IEEE 802.15.4 GTS algorithm for industrial applications which require low packet delivery latency.
For each algorithm, many cases with different configurations of parameters (e.g., payload, superframe length, the maximum number of retries allowed after a transmission failure, . . .) have been simulated. The payload represents the number of samples in a packet. A sample occupies one byte. The node sends the sensor data out if the amount of data in the buffer is more than payload. In an ideal case, the payload should be reduced to one sample but due to the high sampling rate (compared with the effective IEEE 802.15.4 data rate) such a solution is impossible. A small payload will result in more packets to be sent, causing more collisions and thus a lower PDR. Furthermore, when the payload is small, the short packet causes a short latency and the large number of packets results in higher energy consumption due to more attempts to access the channel. In contrast, a big payload takes a longer time to transmit a packet, which will increase the channel access failures and cause a lower PDR too. The best PDR, hence, occurs in the case with a moderate payload as short as possible so as to minimize the latency in the network.
We have proceeded to simulations based on the starting point previously established and taking into account the aforementioned parameters. For every MAC algorithm, we have kept only the best results with the biggest PDR (or the lowest AL if two or more cases achieve the biggest PDRs): they are presented in table 3. Each case is the average over 2500 samples and is simulated 100 times with random seeds: each metric is the average of the corresponding metrics over the 100 simulations so as to take into account the statistical nature of the RF communication. The two different hardware platforms previously presented are exploited.
Beyond these global results giving the performances at the network level, it is interesting to extract performances at the node level so as to be able to identify the bottleneck of every node. In figure 9 , the energy consumption of the node is represented split over the architecture: the processing unit is separated from the communication unit so as to evaluate the most consuming part. For the processing unit, we have Energy (µJ) Figure 9 . Power consumption anatomy of the node.
three main processes: analog-to-digital conversion (EnergyADCPerNode), SPI communication (EnergySPIPerNode) and data processing (EnergyCPUPerNode). For the communication unit, we have chosen to separate the energy consumption in two parts: consumption in active mode (EnergyTransActive) and consumption in sleeping mode (EnergyTransSleep).
Discussion
MAC algorithm best choice
The CSMA-CA algorithms are not appropriate for this industrial application due to the low PDRs. The sample rate is so high that the system is overloaded and every node keeps trying to transmit the sensor data during the whole application and they compete for channel usage. The PDRs are small as a result of the large number of collisions. Due to the constraints of the maximum GTS slot number of the IEEE 802.15.4 standard, the number of nodes in this simulation is set to 7. Furthermore, the original IEEE 802.15.4 GTS algorithm requires a minimum length of CAP period of a superframe (440 symbols-7040 µs for 250 kbps data rate): in our application, this period is not used, resulting in a loss of performances. Each node can only be allocated for one slot. This algorithm is implemented by software in the MicaZ mote and by hardware in the N@L mote. Although from a global point of view, N@L is superior to MicaZ, for this configuration, the power consumption of the N@L node is surprisingly 50% higher than the MicaZ's power consumption. At the node level, it appears that for IEEE 802.15.4 GTS, the MRF24J40 transceiver is hugely consuming. This peak of consumption comes from the hardware implementation of the IEEE 802.15.4 standard. Indeed, for the MicaZ mote, after receiving a beacon packet, the microcontroller can set the transceiver to sleep mode until its GTS slot; however, for the N@L mote, the transceiver acts automatically and stays in active mode during the CAP portion of a superframe. Yet, N@L stays the best candidate because of its payload of 15 compared with the payload of 30 for the MicaZ. This IEEE 802.15.4 algorithm is not suited for application since it authorizes only 7 nodes but we have taken it into account to demonstrate the feasibility and the limits of a WSN with standard IEEE 802.15.4. It should be noted that it is the first algorithm that can ensure a nearly 100% PDR.
For the TDMA-based GTS algorithm, the PDRs can attain 100%, which proves the reliability of the TDMA-based GTS algorithm based on the MicaZ and N@L hardware platforms in transmitting the sensor data to the coordinator. Yet, this IEEE 802.15.4 based sensor network fails to meet the real-time requirement of this application (1 kHz sample rate) due to the large average latency of packets. Although the average latency of packets can be reduced to 7.0 ms (in contrast with the theoretical 15.3 ms mentioned in El Tamar's work [32] ), the minimal payload is 10 samples, which means that the sensor node must collect 10 samples before sending them. Thus, the collector node receives 10 samples at the same time, the first being 17 ms old. It is interesting to note that for the TDMA-based GTS algorithm, the power consumption of the N@L's transceiver is reduced since the microcontroller is in charge of the communication and then can set the RF transceiver to sleeping mode.
From there, mechatronic system designers have two obvious choices: first they consider that the nine first samples are useless and process only the last sample (this is equivalent to downgrading the effective sampling rate to 100 Hz) or on the other hand they consider that they must establish a control law robust to a 17 ms latency with the advantage of knowing the following coming samples. A third solution can be found: a distributed control law enabling local calculation on every node will reduce the data rate between the node and could be an interesting alternative. Figure 9 allows a straightforward classification of the advantages and disadvantages of each architecture from a consumption point of view. MicaZ has a low-consuming transceiver but its processing unit is consuming in two aspects: data processing and analog-to-digital conversion. N@L has a low-consuming processing unit but exhibits average to bad performances in RF communication. The full hardware support of the IEEE 802.15.4 standard that should be an advantage results in a consuming electronic circuit. Yet, the PDRs of N@L are better than those of MicaZ (at the same parameters they are better or they offer the same results for a lower payload), because of the hardware implementation of the MAC algorithms in MRF24J40. Furthermore, the average latencies of N@L and MicaZ are of the same order, with a slight advantage for MicaZ. This slight advantage comes from the SPI communication between ATMEL ATMega128 and TI CC2420 that is faster than its counterpart between PIC16LF88 and MRF24J40. In order to transmit one packet of several bytes from PIC16LF88 to MRF24J40, the address needs to be sent before each byte. However, ATMega128 only has to transmit one address before the transmission of a packet. For example, PIC16LF88 needs 410 µs to transmit a packet of 10 bytes to MRF24J40, but it only takes 47.47 µs for ATMega128.
Choice of an architecture node
The N@L node platform is the better choice since the energy per sample (i.e. the energy efficiency) is 25%-50% smaller than its counterpart (except for the IEEE 802.15.4 GTS algorithm that supports only 7 nodes).
The two node architectures studied in this work (MicaZ and N@L) permit the constitution of two networks presenting similar results with a slight advantage for the N@L platform owing to its reduced consumption. Furthermore, we could infer from table 3 and figure 9 that a third architecture based on a PIC16LF88 and a CC2420 node will not be better performing because of the lack of hardware support for the IEEE 802.15.4 standard. We can expect an equivalent power consumption because of the increased consumption from the microcontroller's software support of the IEEE 802.15.4 standard and a resulting degraded latency. Indeed, if the PIC16LF88 realizes the communication process, the data that will be transmitted through the SPI wires between PIC16LF8 and CC2420 will be much larger and we saw previously that the SPI communication is one of the main drawbacks of the PIC16LF88 microcontroller.
Conclusion and perspectives
In this paper we have presented the design of a WSN for automotive active control, from the system specifications down to the hardware implementation of the node. From the mechanical specifications of the physical phenomena, we have established the specifications of the WSN to be deployed. Then, we have used our WSN design platform to validate the WSN network structure established based on two different node architectures: MicaZ and N@L. From the simulation results, we have demonstrated that the IEEE 802.15.4 standard used is hardly suited for our application: if the samplings can be routed to the collecting node at a nearly 100% rate, the average latency generated is really too high to establish an efficient real-time control law. We have also demonstrated that the two node architectures are surprisingly similar in terms of performance, with an advantage for the N@L platform in energy efficiency.
The WSN based on the N@L platform is currently being deployed in an automobile structure so as to explore the possibilities of embedding a distributed control law in the network. In parallel with this validation, the following scientific fields are under investigation as a consequence of the results of this work: distributed computation, energy harvesting and SHM applications. By offering a limited communication bandwidth, WSNs cannot offer support for a centralized control law but with an embedded computation unit at every node, local computation at the sensor level is possible. Then active control laws could benefit from distributed computation that may be used with a centralized approach: the design bottlenecks are then on the distributed control laws and on the balance to establish between local control and distributed control. In an extended vision, dynamic control could be introduced by acting on this balance in a real-time approach. The energy collected from vibration is high enough to enable the possibility of using sensors both as sensors and as energy collectors, in a similar way to how they are currently used in SHM.
In conclusion, WSN nodes equipped with piezoelectric sensors and actuators (providing energy through harvesting and enabling local control through dissipation) should offer an (acceptably) performing alternative to current solutions with dynamic strategies based on the local control/global control ratio and methodologies for optimal dynamic spatial control.
