The fault in power system cannot be completely avoided. Rough 
Introduction
Electrical power system is one of the most complex artificial systems in this world, which safe, steady, economical and reliable operation plays a very important part in social economic development, even in social stability. A fault is defined as a departure from an acceptable range of an observed variable or calculated parameter associated with systems. It may arise in the basic technological components or in its measurement and control instruments, and may represent performance deterioration, partial malfunctions or total breakdowns [1] [2] . Fault analysis implies the capability of determining, either actively or passively, whether a system is functioning as intended or as modeled. The goal of fault analysis is to ensure the success of the planned operations by recognizing anomalies of system behavior. A system with faults does not necessarily imply that the system is not functioning. Detecting a fault involves identifying a characteristic of the system, which when a fault occurs, can be distinguished from other characteristics of the system.
The rough set theory proposed by Pawlak (1982) provides an effective tool for extracting knowledge from data tables. As noted in Pawlak (1991), knowledge is deep-seated in the classification capabilities of human beings. A classification is simply a partition of a universe. Thus, in rough set theory, objects are partitioned into equivalence classes based on their attribute-values, which are essentially functional. information associated with the objects. Many databases only contain functional information about objects; however, data about the relationships between objects has become increasingly important in decision analysis [1] .
The fault diagnosis models systematically calculate the parameters based on RS. The results drawn from rough set based classification can be used for decision making. In the Pawlak model, one can have two types of rules, positive rules and boundary rules [5] . A positive rule indicates that an object or an object set for sure belongs to one decision class, which enables us to make a positive decision. A boundary rule indicates that an object or an object set partially belongs to the decision class, which leads to another type of decision. In a probabilistic rough set model, one can also have positive rules and boundary rules. A probabilistic boundary rule expresses that an object or an object set belongs to one decision class beyond another weaker confidence threshold. Besides these two types of rules, there is another situation, such that one cannot indicate to which decision class the object or the object set belongs. Since the confidence is too low to support any decision making. The probabilistic positive and boundary rules can be distinguished not only by the syntax measures, such as confidence, coverage and generality, but also the semantics measures, such as decision-monotocity, cost and risk. The syntax properties focus on the discovery of the rules, while the semantics properties focus on the utilization of the rules, and thus are more practical for the real applications. Measures regarding the semantics properties are less studied in the rough set literature.
A remarkable example is social network analysis, in which the principal types of data are attribute data and relational data .To represent attribute data, a data table in rough set theory consists of a set of objects and a set of attributes, where each attribute is viewed as a function from the set of objects to the domain of values of the attribute. Hence, such data tables are also called functional information systems (FIS), and rough set theory can be viewed as a theory of functional granulation.
In recent years, rough sets have been successfully used in many areas such as pattern recognition, machine learning, and artificial intelligence.
The Pawlak Rough Set Model
In many data analysis applications, information and knowledge are stored and represented in an information table, where a set of objects are described by a set of attributes [2] . An information table represents all available information and knowledge. That is, objects are only perceived, observed, or measured by using a finite number of attributes.
Rough set theory is the main ideas in keeping the classification ability, under the precondition of constant through knowledge reduction, export issue the decision-making and classification rules.
An information table is the following tuple:(1) where
is a finite nonempty set of objects,
is a finite nonempty set of attributes,
}is a nonempty set of values ,and f :
is an information function that maps an object in U to exactly one value in V.
In classification problems, we consider an information 
In this section, we will review several basic concepts in rough set theory. Throughout this paper, we suppose that the universe U is a finite nonempty set.
Let U be a finite and nonempty set called the universe and R=U  U an equivalence relation on U .Then K=(U,R) is called an approximation space [3] . The equivalence relation R partitions the set U into disjoint subsets. This partition of the universe is called a quotient set induced by R, denoted by Y= U/R. It represents a very special type of similarity between elements of the universe. If two elements X,YU,X  Y belong to the same equivalence class, we say that X and Y are indistinguishable under the equivalence relation R, i.e., they are equal in R. We denote the equivalence class including X by R U Y  . Each equivalence class R U Y  may be viewed as an information granule consisting of indistinguishable elements [4] . The granulation structure induced by an equivalence relation is a partition of the universe.
Given an approximation space ) , ( R U K  and an arbitrary subsets U X  , one can construct a rough set of the set on the universe by elemental information granules in the following definition: 
. Each of feature selection method preserves a particular property of a given information system, which is based on a certain predetermined heuristic function. In rough set theory, attribute reduction is about finding some attribute subsets that have the minimal attributes and Application Attributes Reduction of Rough Set in Power System for Fault Diagnosis Dajiang Ren retain some particular properties. For example, the dependency function keeps the approximation power of a set of condition attributes. To design a heuristic attribute reduction algorithm, three key problems should be considered, which are significance measures of attributes search strategy and stopping (termination) criterion. As there are symbolic attributes and numerical attributes in real-world data, one needs to proceed with some preprocessing. Through attribute discretization it is easy to induce an equivalence partition. However, the existing heuristic attribute reduction methods are computationally intensive which become infeasible in case of large-scale data. As already noted, we do not reconstruct significance measures of attributes and design new stopping criteria, but improve the search strategies of the existing algorithms by exploiting the proposed concept of positive approximation.
Let X and Y be binary relations on U then we have the following properties:
. A rough set based prototype system for fault diagnosis.
A Rough Set Based Prototype System for Fault Diagnosis
Rough set theory has been widely used to handle classification problems (Slowinski,1993) . In this work, a novel approach, which attempts to combine the strengths of rough set theory and the pair-wise comparison table suggested by Greco et al. (1995) , is proposed. It aims at extracting a set of minimal diagnostic rules by learning from the historical records, which register the preferential decision pattern of the domain experts.
In a typical fault diagnosis situation, the domain expert will suggest the maintenance work start from the most possible fault with the reference data acquired. Thus the nature of the fault diagnosis, which encoded specific preferential decision pattern, is close to a choice or ranking problem.
In order to represent preferential information provided by the decision maker in form of a table comparison of the possible faults, a table is adopted here. The table is defined as a decision table. The data records are sets of exemplary table comparisons of reference actions (Greco et al., 1999), the decision attribute is the preferential information, which is provided by the domain expert, on the pair of the reference actions with the reference to the condition attributes. Thus, the elements of a table for fault diagnosis can be defined in the following manners:
i)The set of decision rules derived by the rough set approach gives a generalized description of knowledge contained in the financial information table, eliminating and redundancy typical for original data.
ii) Rough set is a tool specifically suitable for analyzing not only quantitative attributes but also qualitative ones.
iii) The decision rules obtained from the rough set approach are based on facts, because each decision rules is supported by a set of real examples.
Take advantages of these characteristics as above, RS may be made to extract significant features from information to generate the decision rules for in fault diagnosis.
This rough set-based approach can be illustrated using the engine diagnosis problem ( Table I ). Assume that A is a finite set that contains the observed symptoms (O) of an engine malfunction on the universe of the performance of the engine, U, and A, Thus, each of the six observations can be associated with Attributes V(Vibration Level), T(Cooling Water Temperature) and W(Output Power). The equivalence relations between the machine performance and the symptoms of engine malfunction are given as follows.
Thus, each of the six observations can be associated with Attributes V, T and W. The equivalence relations between the machine performance and the symptoms of engine malfunction are given as The relations, V and W, are independent. Consequently, {V, W} is a reduct of A. As there is only one reduct of A, the core of A is also {V, W}, and is denoted as CORE(A).
The reduct of A with respect to R={F} can be determined as follows. .The R-core and R-reduct of A are both {V, W}. The superfluous elementary categories {T} can be eliminated from A, as the subset, {V, W}, can solely determine the classification of the object in relation to the elementary categories of Concept R. In fault diagnosis, by computing the relative core of the condition attributes in relation to the decision attribute, superfluous conditions can be removed from the original decision table without violating the final decision. By so doing, a minimal diagnostic rule set can be extracted. The results after deleting the redundant attribute, cooling water temperature (T), are shown in Table II . Core value of each decision rule (each row in the decision table) is then calculated based on Table 2 and show as Table 3 . Finally, the method adopted by Kusiak (2000) is used here to generate the value reduct for each of the rules. The final minimal rule set is shown in Table 4 . Take Row 1 in the final decision table as an example, one of the five diagnostic rules in the minimal diagnostic rule set can be interpreted as follows.
Rule 1: If the vibration level is very high then the engine is likely to be faulty. Thus, a compact and reasonable set of decision rules for fault diagnosis can be deduced from a set of observations. One of the important applications of rough set theory is to induce decision or classification rules. In this section, we consider two related issues. The first issue is the form and interpretation of rules. Two different types of classification rules are introduced and examined. The second issue is the evaluation of a single rule and a set of rules. The evaluation is investigated by considering the local evaluation of each single rule and the global evaluation of a set of rules.
In rough set theory, to support efficient attribute reduction, many heuristic attribute reduction methods have been developed in which forward greedy search strategy is usually employed, cf [5] . In this kind of attribute reduction approaches, two important measures of attributes are used for heuristic functions, which are inner importance measure and outer importance measure. The inner importance measure is applicable to determine the significance of every attribute, while the outer importance measure can be used in a forward feature selection. It is deserved to point out that each kind of attribute reduction tries to preserve a particular property of a given decision table. At this first attribute set to generation through candidate attribute evaluation through attribute suitblity to stopping criterion continue to generation. At last stopping criterion output to an attribute reduct let is all.
In each forward greedy attribute reduction approach, starting with the attribute with the maximal inner importance, we take the attribute with the maximal outer significance into the attribute subset in each loop until this feature subset satisfies the stopping criterion, and then we can get an attribute reduct. Formally a forward greedy attribute reduction algorithm can be written as follows.
Given any definition of attribute reduct and heuristic function, using the above attribute reduction framework, one can heuristically find an attribute reduct (a feature subset) that preserves a particular property of a decision table. If we survey the attribute reduct from the viewpoint of rough classifiers, these attribute reduction algorithms may lead to over fitting in the approximation of concepts, which will weaken the generalization ability of rough classifiers induced by the attribute reduct obtained. This problem could be caused by two cases. One is that the attribute subset induced by an attribute reduction algorithm with forward greedy searching strategy may be edundant. That is to say, there are some redundant attributes in the attribute subset obtained from the definition of a given attribute reduct. The other is that the definition of each of attribute reductions does not take into account the generalization ability of the rough classifier induced by the attribute reduct obtained. These two situations yield the same over fitting problem as a decision tree does when the tree has too long paths. Hence, it is very desirable to solve the over fitting problem of feature selection for learning a rough classifier in the framework of rough set theory. This issue will be addressed in future work.
For efficient attribute reduction, many heuristic attribute reduction methods have been developed in rough set theory see [6] .For convenience, as was pointed out in the introduction part of this paper, we only focus on the four representative attribute reduction methods here Given a decision table S one can obtain the condition partition U/C = { The idea of attribute reduction using positive region was first originated by Grzymala-Busse in Refs [7] .And the corresponding algorithm ignores the additional computation of choice of significant attributes. Hu and Cercone proposed a heuristic attribute reduction method, called positive-region reduction , which remains the positive region of target decision unchanged [8] . In this method, the significance measures of attributes are defined as follows.
Attribute Reduction Algorithm Based on the Positive Approximation is the objective of rough setbased feature selection is to find a subset of attributes which retains some particular properties as the original data and without redundancy. In fact, there may be multiple reducts for a given decision table. It has been proven that finding the minimal reduct of a decision table is a NP -hard problem. When only one attribute reduct is needed, based on the significance measures of attributes, some heuristic algorithms have been proposed, most of which are greedy and forward search algorithms. These search algorithms start with a nonempty set, and keep adding one or several attributes of high significance into a pool each time until the dependence has not been increased.
From the discussion in the previous subsection, one knows that the rank preservation of attributes in the context of the positive approximation. Hence, we can construct an improved forward search algorithm based on the positive approximation, which is formulated as follows. In this general 
The Uncertain Information Distribution of Electricity
The electricity sector has been witnessed with considerable deregulation and liberalization in many countries over the past couple decades, such as Australia, Norway, New Zealand, Sweden, Switzerland, and the U.K. After the introduction of competition into the generation sector, regulatory reform and incentive regulation have also been introduced into the electricity distribution sector. With the planned introduction of the new "Amended Electricity Act" that has been ruled upon by the Executive Yuan, but still under legislative discussion, Taiwan's government plans to liberalize the distribution of electricity by privatizing existing state-owned distribution utilities and permitting new entrants, aiming to improve the sector's efficiency. This policy is particularly important for Taiwan which lacks abundant energy resources.
To ensure the electricity distributors' having a higher operating efficiency after liberalization, there are two essential questions should being examined carefully. In other words what is the optimal scale of an electricity firm? Utilizing the historical cost and output information of existing distribution firms coupled with predictions on electricity usage, we can assess the optimal size of the service territory by using an average cost distance function approach or data development analysis approach from the economical perspectives.
Most important and hotly debated is the second issue, that is, the efficiency estimation of distribution companies. Even though the electricity distribution industry has been liberalized, the electricity distribution utilities will have strong market power within their service territories as usual, indicating a rate regulation by the authorities is necessary. There are several regulatory practices in the electricity market, such as yardstick competition and incentive regulation. Basically we can implement those models in practice based on benchmarking -that is, measuring a firm's efficiency against a reference firm's performance. According to the estimated X-inefficiency which is the deviation from the optimal point on the cost (production) frontier to the real cost (production) level, the regulatory commission can reward or punish firms from a benchmarking application. Therefore, the reliability of the efficiency score is particularly crucial in regulatory practices.
Algorithm Steps in a general improved feature selection algorithm based on the positive approximation. To support the substantial contribution of the general improved attribute reduction algorithm based on the positive approximation, we summarize three factors of speedup of this accelerator as follows. i)One can select the same attribute in each loop of the improved algorithm and that of the original one. This provides a restriction of keeping the result of an attribute reduction algorithm.
ii) Computational time of significance measures of attributes is significantly reduced, which is because that it is only considered on the gradually reduced universe. It is one key factor of the accelerated algorithm.
iii) Time consumption of computing the stopping criterion is also significantly reduced via gradually decreasing the size of data set. This is the other important factor of the improved algorithm.
In this paper we mainly investigate attribute reduction with general fuzzy rough sets from the theoretical viewpoint. We define inconsistent fuzzy decision system and its reductions. Structure of reductions is also presented with the approaches of discernibility matrix. The reduction computation algorithm is also developed and several experiments are presented. The main contributions of the proposed approach are as follows.
i) The proposed approach has solid mathematics foundation A series of theorems show that our proposed approach is based on strict mathematics reasoning. For example, the design of discernibility matrix is based on rough theorem.
ii) It is the first work to find all reductions for an information system with continuous decisions.
The literature review shows that no previous research provides a method of finding all reductions for information systems with continuous decisions in the framework of rough sets.
iii) Compared with other methods, our idea of attribute reduction with general fuzzy rough sets is found to be effective. Further discussion should be paid on selection of different triangular norms and different aggression operators for several fuzzy similarity relations.
Based on the above three speedup factors, we draw such a conclusion that: the general modified algorithm can significantly reduce the computational time of each existing attribute reduction algorithm while producing the same attribute reduct and classification accuracies as those coming from the original ones. It is deserved to point out that each of these modified algorithms can not solve the over fitting problem in the approximation of concepts and improve the generalization ability of the rough classifier induced by the obtained attribute reduct. The general improved algorithm only devotes to largely reducing the computational time of original attribute reduction algorithms [9] Table VI shows that the reduction found by using the TL method is smaller than that found by using the MIN method in the dataset case, whereas the reduction found by using the TL method is bigger than the one found by using the MIN method in the dataset case. Table VII shows that the classification quality of the smaller reduction is not worse or even better than that of the bigger reduction.These show that the TL method is more effective than the MIN method in the dataset case, whereas the MIN method is more effective than the TL method in the dataset case. It is easy to draw a conclusion that the TL and MIN methods have different results for attribute reduction on the same dataset. Both Tables 2 and 3 shows that different triangular norms work well on different types of datasets, and the different triangular norms do affect the performance of attribute reduction Moreover, Pawlak rough set based reduction find nothing for data heart. If each feature produces zero significance in greedy forward search reduction, no feature can be obtained because the search procedure stops here. Variable precision rough set model is a candidate solution to this problem.
Feature selection and attribute reduction are the basic application of rough sets. Pawlak's rough sets can just be used to select nominal features because the model is built on equivalence relations and equivalence classes which can be directly generated from nominal features. Rough sets based on general binary relations can be used to compute more complex data, such as numerical data.
Conclusion
This paper revisits attribute reduction based on fuzzy rough sets into distribution of electricity. Different types of fuzzy approximation operators can be defined by using two pairs of fuzzy approximation operators and various t-norms. Concerning attribute reduction using different fuzzy approximation operators are established, we have found that given certain conditions the same solution can be achieved, which also answer if a reduced subset of attributes may further be downsized. They are helpful in guiding the practice of attribute reduction based on fuzzy rough sets. Simulation results for the given illustrative distribution of electricity examples demonstrate the effectiveness and correctness of the theoretical contributions proposed in this paper.
To further validate and improve the approach, comparative study with similar case studies done by other ranking approach is planned in near future. Equipped by this prototype system, it can be anticipated that the maintenance engineer in a manufacturing plant will be able to carry out fault diagnosis in a more efficient and orderly manner.
