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CLASSIFICATION RESULTS AND CONCLUSION
For each sequence of 12 highlighted rows and columns (test data
averaged over the desired number of repetitions), the row and the
column for which the SVM model returned the largest latent variable
were selected as target row and column, the target character was
identified as the intersection of this row and column.
The results show that both SVMs have equivalent performance; however,
the low computing time needed for the tuning of the SVM with the
method proposed in [4] (around the minute versus around 10 times more
for [5]) allowed us to implement the presented method for online use of
the P300 Speller BCI.
We also compared both methods with the state‐of‐the‐art mind‐speller
reported in [6]. The low number of subjects who participated in our
experiment (4 subjects versus 9 subjects in [6]) does not allow us to make
any statistically grounded conclusion or to claim the superiority of our
results; but our study still shows the relevance of the proposed feature
extraction techniques and machine learning algorithms for the detection
of ERPs in low signal‐to‐noise ratio EEGs and, in particular, for the P300
Mind Speller.
INTRODUCTION
The oddball paradigm consists in having a subject to distinguish 2 kinds of events, one being rarely represented. The
rare event will elicit in the Electroencephalograph (EEG) an Event Related Potential (ERP) with an enhanced positive‐
going component and a latency around 300 ms (P300 ERP). The P300 Speller BCI [1] allows subjects to spell words
by focusing on a character contained in the 6‐by‐6 P300 matrix, while rows and columns of the matrix are
consecutively and randomly highlighted. Highlighting of a row or column containing the target character will elicit a
P300 ERP and by detecting this ERP, the BCI is able to retrieve the desired character (see Fig. 1).
The P300 detection is complicated by the low signal‐to‐noise ratio of this ERP. A common practice is to repeat
sequences of highlighting and average recorded data over the trials (see Fig. 2). This, in turn, leads to a dramatic
increase of the time needed to communicate each character. Whence the necessity of developing new techniques
of feature selection and classification to reduce the number of trials needed.
EXPERIMENT
The EEG recordings were performed using a prototype of an ultra
low‐power battery‐operated 8‐channel wireless EEG system (see
Fig. 3). Recordings were collected from eight electrodes in the
parietal and occipital areas, namely in positions Cz, CPz, P1, Pz, P2,
PO3, POz, PO4 (see Fig. 4). The reference and ground electrodes
were respectively linked to the left and right mastoids.
We used the same visual stimuli paradigm as in the P300‐based
speller of Farwell and Donchin [1]. The subjects were asked to
count the number of intensifications of the attended symbol. Four
healthy male subjects (aged 23‐36 with average age of 31)
participated in the experiments. For training the classifier, the
subjects were asked to consecutively focus on the 36 symbols
depicted in the display. The signals corresponding to the 18 first
letters were used for the training of the classifier of which the
















The classification was performed on the EEG signals filtered in the
0.5‐15 Hz band and cut into 800 ms epochs starting from each stimuli
onset.
Three kinds of features were extracted from those epochs for further
classification. The first was the downsampled values of the signals
(32 points per epoch). The second was based on the Continuous
Wavelet Transform values of those epochs at the most relevant
times and scales determined by a Student test on the training data
[2] (16 points per epoch, see Fig. 5). The third type of features was
based on the variance along the four most discriminative directions
determined via a Common Spatial Pattern applied to the training
data [3] (four points per epoch see Fig. 6).
Two different linear Support Vector Machines were tested as a
classifiers (10 fold cross‐validation), one is a fast implementation of
the solution of a classical SVM in the primal space [4], the second is a
Least‐Squares SVM solved in the dual space [5].
Figure 4. Used electrode  
scalp positions
Figure 2. A typical  example of averaged responses 
to target and non‐target stimuli.
Figure 3. Wireless EEG device. Left: amplifier and 
transmitter. Right: USB stick receiver.
Figure 5. Grand average difference CWT (left), corresponding Student’s t‐statistic (right) and 
selected points (black triangles) at electrode position Cz.
Figure 6. Features calculated through CSP for target 
(red) and non‐target (blue) signals for 2 of the 
4 most discriminative directions selected.
