Latent Dirichlet Allocation (LDA) has been used to support many software engineering tasks. Previous studies showed that default settings lead to sub-optimal topic modeling with a dramatic impact on the performance of such approaches in terms of precision and recall. For this reason, researchers used search algorithms (e.g., genetic algorithms) to automatically configure topic models in an unsupervised fashion. While previous work showed the ability of individual search algorithms in finding near-optimal configurations, it is not clear to what extent the choice of the meta-heuristic matters for SE tasks. In this paper, we present a systematic comparison of five different meta-heuristics to configure LDA in the context of duplicate bug reports identification. The results show that (1) no master algorithm outperforms the others for all software projects, (2) random search and PSO are the least effective meta-heuristics. Finally, the running time strongly depends on the computational complexity of LDA while the internal complexity of the search algorithms plays a negligible role.
Introduction
Topic model techniques have been widely used in software engineering (SE) literature to extract textual information from software artifacts. Textual information is often used support software engineers to semi-automated various tasks, such as traceability link retrieval [2] , identify bug report duplicates [27] , automated summary generator [34, 30] , source code labeling [11] , and bug localization [22] . Latent Dirichlet Allocation (LDA) is a topic model techniques, which has received much attention in the SE literature due to its ability to extract topics (cluster or relevant words) from software documents. LDA needs to set a number of hyper-parameters. For instance, the Gibbs sampling generative model requires to choose the number of topics K, the number of iteration N , and two hyper-parameters α and β affecting the topic distributions across documents and terms. However, there are no optimal hyper-parameter values that produce "good" LDA models for any dataset. In fact, a prior study showed that untuned LDA can lead to suboptimal performance and can achieve lower accuracy than simple heuristics based on identifier analysis [11, 12] .
To address the tuning challenge, researchers have proposed different strategies over the years [17, 35, 16, 28, 1] . While early attempts focused on the number of topics K as the only parameter to tune, Panichella et al. [28] proposed a search-based approach to tune the LDA hyper-parameters. More specifically, the external performance (e.g., the accuracy) of LDA with a given configuration [K, N, α, β] can be indirectly estimated looking at internal cluster quality metrics. In their study, the author used the silhouette coefficient as the driving metric (i.e., the fitness function) to guide genetic algorithms towards finding (near) optimal LDA configurations automatically. Their empirical study showed that LDA settings found with GA dramatically improve the performance of LDA, outperform "off-the-shelf" setting used in previous studies.
Based on the results in [28] , Agrawal et al. [1] further investigated search algorithms for tuning LDA. They used Differential Evolution (DE) as alternative meta-heuristic and showed through an extensive study that it often achieves more stable LDA configurations, leading to better topic models than GAs. Besides, they provided further evidence about the usefulness of search-based topic models over "off-the-shelf" LDA settings. Among other results, Agrawal et al. [1] advocated the use of DE as superior meta-heuristics for tuning LDA.
In this paper, we aim to investigate further and compare the performances of multiple meta-heuristics (not only GA and DE) to understand whether there is one meta-heuristic (the "master" algorithm) that constantly dominates all the others. To this aim, we consider the case of duplicate bug report identification, which has been often addressed with topic modeling. Duplicate reports are bug reports that describe the same issues but that are submitted by different users to bug tracking systems. Duplicate reports lead to a considerable extra overhead for developers who are in charge of checking and solving the reported issues [20] .
We selected seven Java projects from the Bench4BL datasets and compared five different meta-heuristics, namely DE, GA, Particle Swarm Optimization (PSO), Simulated Annealing (SA) and Random Search (Ran). Our results show that there is no "master" (dominant) algorithm in search-based topic modeling, although Ran and PSO are significantly less effective than the other metaheuristics. Besides, DE does not outperforms GA (in terms of both accuracy and running time) when the three meta-heuristics use the same number of fitness evaluations and the stability of LDA is improved using restarting strategies.
Background and Related work
Document Pre-processing. Applying IR methods requires to perform a sequence of pre-processing steps aimed to extract relevant words from software artifacts (bug reports in our case). The first step is the term extraction, in which non-relevant characters (e.g., special characters and numbers) are removed, and compound identifiers are split (e.g., camel-case splitting) [14] . In the second step, a stop-word list is used to remove terms/words that do not contribute to the conceptual context of a given artifact, such as prepositions, articles, auxiliary verbs, adverbs, and language keywords. Besides, the stop-word function removes words that are shorter than a given threshold (e.g., words with less than three characters). In the last steps, a stemming algorithm (e.g., Porter stemmer for English) transform words into their root forms (e.g., verb conjugations). The resulting pre-processed documents are then converted into a term-by-document matrix (M ). The rows of the matrix denote the terms in the vocabulary after pre-processing (m terms) while the columns denote the documents/artifacts in the corpora (n documents). A generic M (i, j) denotes the weight of the i-th term in the j-th document [3] . The basic weight of each term corresponds to its frequency in a given document (tf = term frequency). However, prior studies suggested using tf -idf (terms frequency with inverse document frequency) which gives lower weights (relevance) to words that appear in most of the documents [5] . The term-by-document matrix is then used as input for an algebraic (e.g., Vector Space Model) or probabilistic model (PLSI) to compute the textual similarities among the documents. Such similarities are used differently depending on the SE task to solve. For example, similarities are used to detect duplicated reports with the idea that similar bug reports likely discuss the same bug/issue.
In this paper, we use the following pre-processing steps suggested in the literature [3, 5, 10] : (1) punctuation characters and numbers are removed; (2) splitting compound identifiers with camel-case and snake-case regular expression;
(3) a stop-word list for English Language and Java code; (4) stop-word function with a threshold of two characters; (5) words are transformed into their root forms using the Porter stemmer; (6) tf -idf as the weighting schema.
Identifying Duplicate Bug Report. The term-by-document matrix (or its low-dimensional approximation produced by LDA) is then used to compute the Euclidean distance for each pair of documents (bug reports in our case) and compute the ranked list of duplicate bug reports. More specifically, each bug report is used as a query to retrieve the corresponding duplicated reports. The candidate list for each query is therefore determined using the Euclidean distance and sorting the documents in ascending order of distances. Effective IRmethods or topic model should assign better rankings to duplicate reports over non-duplicates. For example, Nguyen et al. [27] combined information retrieval and topic models to detect duplicate reports in an automated fashion. Hindle et al. [20] showed that continuously querying bug reports helps developers to discover duplicates at the time of submitting new bug reports.
Topic modeling with LDA. Latent Dirichlet Allocation (LDA) [8] is a generative probabilistic model for a collection of textual documents (corpora). More specifically, it is a three-level hierarchical Bayesian model which associates documents with multiple topics [8] . In LDA, a topic is a cluster of relevant words in the corpora. Therefore, documents correspond to finite mixtures over a set of K topics. The input of LDA is the term-by-document (m × n) matrix generated using the pre-processing steps described above. LDA generates two distributions of probabilities, one associated with the documents and the other one related the terms in the corpora. The first distribution is the topic-by-document matrix (Θ): a K × n matrix, where K is the number of topics, n is the number of documents, and the generic entry Θ(i, j) denotes the probability of the j th document to be relevant to the i th topic. The second distribution is the word-by-topic matrix (Φ): an m × K matrix, where m is the number of words in the corpora, K is the number of topics, and the generic entry Φ(i, j) denotes the probability of the i th word to belong to the j th topic.
LDA can also be viewed as a dimensional reduction techniquesif the number of topics K is lower than the number of words m in the corpora. Indeed, the term-by-document matrix is decomposed using LDA as follows:
where K is typically smaller than m. Using Θ, documents can be clustered based on the topics they share based on the corresponding topic probabilities. Documents associated with different topics belong to different topic clusters. Vice versa, documents sharing the same topics belong to the same cluster.
There exist multiple mathematical methods to infer LDA for a given corpora. VEM is the applies a deterministic variational EM method using expectation maximization [25] . The fast collapsed Gibbs sampling generative model is an iterative process that applied a Markov Chain Monte Carlo algorithm [37] . In this paper, we focus on Gibbs-sampling as prior studies showed that it much faster [31] , and it can achieve more stable results [17] and better convergence towards the global optimum than VEM [1] in SE documents.
There are four hyper-parameters to set when using the Gibbs sampling generative model for LDA [28, 7] :
the number of topics K to generate from the corpora; α influences the distribution of the topics per document. Smaller α values lead to fewer topics per documents. β influences the term distribution in each topic. Smaller β values lead to topics with fewer words. the number of Gibbs iterations N ; this parameter is specific to the Gibbs sampling generative model.
Stability of the generated topics.
LDA is a probabilistic model and, as such, it can produce slightly different models (topics and mixtures) when executed multiple times for the same corpora. Furthermore, different document orderings may lead to different topic distributions [1] (ordering effect). Previous studies (e.g., [21, 1] ) suggested different strategies to increase LDA stability, including using random seeds and applying multiple Gibb restarts.
The Gibbs sampling generative method is a stochastic method that performs random samples of the corpora. As any random sampler, the Gibbs method generates random sampling using a random number generator and a starting seed. An easy way to achieve the same topics and mixtures consists in using the same initial seed when running LDA with the same hyper-parameters and for the same corpora. Another well-known strategy to improve the stability of LDA is restarting the Gibbs sampling to avoid converging toward local optima. For example, Hughes et al. [21] proposed a sparsity-promoting restart and observed dramatic gains due to the restarting. Binkley et al. [6] ran run the Gibbs sampler multiple times suggesting that it reduces the probability of getting stuck in local optima. Recently, Mantyla et al. [24] performed multiple LDA runs and combined the results of different runs through clustering.
In this paper, we use both fixed seeds for the sampling and the restarting strategy. More details are provided in Section 3.1.
Automated tuning for LDA. A general problem when using LDA is deciding the hyper-parameters values to adopt when applying it to a specific dataset. Researchers from different communities agree that there is no universal setting that works well for any dataset (e.g., [6, 28, 21] ). Different heuristics have been proposed by researchers to find (near) optimal hyper-parameters for a given task [17, 35, 16, 28, 1] . Most of the early approaches focused on the number of topics K to set while using fixed values for α, β and N [17, 16, 35] .
Panichella et al. [28] used an internal metric for cluster quality analysis to estimate the fitness of LDA configurations based on the idea that LDA can also be seen as a clustering algorithm. More specifically, they used the silhouette coefficient as the fitness function to guide genetic algorithms, which were used to find LDA hyper-parameters that increased the coefficient values. The silhouette coefficient is defined as [28] :
In the equation above, s(d i ) denotes the silhouette coefficient for the document d i in the corpora; a(d i ) measures the maximum distance of the document d i to the other documents in the same cluster (cluster cohesion); b(d i ) measures the minimum distance between of the document d i to another document in a different cluster (cluster separation); s(C) measure the overall silhouette coefficient as the arithmetic mean of the coefficients s(d i ) for all documents in the corpora. s(C) takes values in [−1, +1]; larger values indicate better clusters because (on average) the separation is larger than the cohesion of the clusters. While the silhouette coefficient is an internal cluster quality metric, Panichella et al. [28] showed that hyper-parameters that increased the silhouette coefficient also lead to better external performances, such as the accuracy in traceability recovery. Besides, the LDA configurations found with GAs achieve performance that is pretty close to the global optimum. The silhouette coefficient and GA were also used in a later study [29] to configure the whole IR process (including the pre-processing) automatically.
Recently, Agrawal et al. [1] further investigated the challenges of configuring LDA with search algorithms. They showed than Differential Evolution (DE) can generate optimal hyper-parameter values which lead to more stable LDA models (topic and mixtures). Besides, Agrawal et al. also used a different fitness function. An empirical comparison between GA and DE showed that the latter needs fewer generations and produces more stable LDA models than the former. However, in [1] GA and LDA were configured with different termination criteria: a few dozens of fitness evaluations for DE and thousands of fitness evaluations for GA. Besides, Agrawal et al. [1] did not use standard strategies (e.g., restarting strategies) to produce stable results for both GA and DE. Based on the results in [1] , Mantyla et al. [24] used DE in combination with multiple LDA runs to achieve even more stable topics.
While prior studies argued about the superiority of DE over other metaheuristics for topic modeling, more research is needed to assess how different meta-heuristics perform when using the same number of fitness evaluations (e.g., the same termination criteria) and using random restarting to achieve stable results. This paper sheds lights on this open question and compares the performance of five different meta-heuristics (not only DE and GA) when configuring LDA for duplicate bug report identification. For the sake of our analysis, we use the silhouette coefficient as the fitness function for all meta-heuristics.
Empirical Study
The following research questions steer our study:
-RQ1: Do different meta-heuristics find equally good LDA configurations? Different meta-heuristics may produce different LDA configurations. Our first research question aims to investigate whether configurations produced by alternative meta-heuristics achieves or not the same accuracy. -RQ2: Does the running time differ across the experimented meta-heuristics?
Priori study [1] advocated the usage of Differential Evolution (DE) over other meta-heuristics because it requires less running time. With our second research question, we aim to compare the running time of different metaheuristics when configured with the same number of fitness evaluations.
Benchmark. The benchmark of our study consists of seven datasets from the Bench4BL dataset [22] and publicly available in GitHub 1 . The benchmark has been used by Lee at al. to perform a comprehensive reproduction study of stateof-the-art IR-based bug localization techniques. For our study, we selected seven Java project from Bench4BL: four projects from the apache commons library 2 , two projects from Spring 3 , and one project from JBoss 4 . The characteristics of the selected projects are reported in Table 1 . We chose these seven projects because they have been widely used in the SBSE literature (e.g., [9] ) and are well-managed together with issue tracking systems.
For each project, the Bench4BL contains (i) issues (from their issue tracking systems) that are explicitly labeled as bug by the original developers, and (ii) the corresponding patches/fixes [22] . Each bug report/issue contains (i) the summary (or title), (ii) the description, and (iii) the reporter. Besides, Bench4BL also provides the list of duplicated bug reports for each system in the dataset. The percentage of duplicated bug reports ranges between 3% for apache commons math and 56% for Spring SPR.
Meta-heuristic Selection. We selected the following meta-heuristics:
(1) Genetic Algorithms (GAs) have been used in a prior study to configure LDA [28] and the whole IR process [29] . GA is population-based metaheuristic that evolves a pool of randomly-generated solutions (LDA configurations) through sub-sequent generations. In each generation, solutions are selected based on their fitness values (silhouette coefficient) using the binary tournament selection. Fittest solutions (parents) are combined using binary-simulated crossover and gaussian mutation to form new solutions (offspring). Then, the population for the new generation is formed by selecting the best solutions among parents and offspring (elitism).
(2) Differential Evolution (DE) is an evolutionary algorithm used by Agrawal et al. [1] . DE is also a population-based meta-heuristic with µ randomly generated solutions. The key difference in DE is that new solutions are generated in each generation by using differential operators rather than genetic operators. A new solution (LDA configuration) is generated by (1) randomly selecting three solutions a, b, and c from the population; (2) a new solution is generated with the formula:
where f is the differential weight ∈ [0; 2]; a i , b i and c i denote the i-th elements of the three selected solutions (i.e., the i-th LDA hyper-parameters). The differential operator is applied with a probability p c ∈ [0; 1] (crossover probability).
(3) Particle Swarm Optimization (PSO) is a population-based meta-heuristic proposed by Eberhart and Kennedy [13] . Similarly to DE and GA, PSO iteratively updates the pool of initial particles (solutions) with initial positions (x), inertia (w), and velocity (v). However, unlike GA and DE that uses crossover (and mutation with GA), PSO updates the solutions toward the best solution in the pool by updating their positions and velocity.
(4) Simulated Annealing (SA) is a meta-heuristic that involves only one solution at a time [36] . One randomly-generated solution x (LDA configuration) is updated through random mutation (neighborhood). If the mutated solution x improves the fitness function (i.e., f it(x ) < f it(x)) then SA selects x as new current solution. If the fitness function decreases with x , the current solution x is still replaced with a probability exp −∆D/T , where ∆D is the difference between the cost function for x and x while T is the temperature. The probability of accepting worst solutions decreases exponentially with ∆D: the higher the difference between the two solutions, the lower the probability of accepting the worst one. Usually, the parameter T decreases in each iteration to strengthen the exploitation ability of SA.
(5) Random Search (Ran) is the simplest search algorithm to implement. It tries K random samples and selects as the final solution (LDA configuration) the one with the best fitness value across all generated trials. Despite its simplicity, random search can outperform more sophisticated meta-heuristics for specific problems [4] and it is often used as a baseline in SSBSE.
Parameter settings. For the search, we opt for the standard parameter setting and search operators suggested in the literature [28, 1] . In particular, for GA we use the following parameter values: population size of 10 LDA configurations; crossover probability p c =0.9; mutation probability p m =0.25 (i.e., 1/n, where n is the number of hyper-parameters for LDA). For DE, we use the following setting: population size µ=10; differential weight factor f = 0.7; crossover probability p c =0.9. SA was configured as follows: neighbors are generated using the Gaussian mutation; the number of steps per temperature ns=10; the number of temperatures nt=5. For PSO, we apply the following setting: population size µ=10; inertia weight w i =0.9; search weights c 1 =c 2 =1. The only parameter to set for random search is the number of random solutions to generate.
Termination criteria. To allow a fair comparison, we set all algorithms with the same stopping criterion: the search terminates when the maximum number of fitness evaluations (FEs) is reached. Previous studies in search-based topic modeling suggested different values for FEs: Panichella et al. [28] used GA with 100 individuals and 100 generations, corresponding to 10K FEs; Agrawal et al. [1] used DE with 10 individuals and 3 generations, corresponding to 30 FEs. Agrawal et al. [1] argued that fewer FEs are sufficient to achieve good and stable LDA configurations. In addition, too many FEs dramatically impact the overall running time since each LDA execution (individual) is very expensive for large corpora. Based on the motivation by Agrawal et al. [1] , we use FEs=50 since it provides a good compromise between performances (TOP k metrics) and running time in our preliminary experiments. However, we use the same FEs for all meta-heuristics while prior studies [1] used fewer FEs only for DE.
Implementation. For LDA, we use its implementation available in the package topicmodels in R [18] . We chose this implementation over other implementations (e.g., Mallet 5 in Java) because it provides an interface to the original LDA implementation in C code by Blei et al. [8] . Furthermore, Binkley et al. [6] showed that the R implementation is less sensitive to local optima compared to Mallet. The R implementation was also used in a prior study concerning LDA configurations for SE tasks [28] and support strategies (e.g., random restarts) to achieve stable LDA models. For the meta-heuristics, we also used their implementation available in R: (1) real-coded genetic algorithms from the package GA [33]; (2) differential evolution from the package DEoptim The R scripts and datasets used in our experiment are publicly available at the following link: https://apanichella.github.io/tools/ssbse-lda/.
Experimental methodology
For each project, we run each meta-heuristic 30 times. In each run, we collected the running time needed to reach the stop condition (see the parameter setting) and the performance metric TOP k . At the end of each run, we use the LDA configuration produced by the meta-heuristic under analysis, and we generated the corresponding LDA model, and the topic-by-document matrix (Θ) in particular.
To answer RQ1, we use the TOP k metric, which measures the performance of an IR-method by checking whether a duplicate bug report to a given query is retrieved within the top k candidate reports in the ranked list. For example, TOP 5 is equal to one if the first duplicate report for a given query q is retrieved within the first top k = 5 positions in the ranked list. The overall TOP k metric for a given project is the average of the TOP k scores achieved for all target reports in the project. More formally, let |Q| be the number of queries (reports) in a given dataset, the TOP k metric is defined as [20] :
where in k (i) is equal to one if the first duplicated report for the query q is retrieved within the first k positions in the corresponding ranked list. The higher the TOP k , the better the performance of LDA with a given configuration. In this paper, we consider four values of k, i.e., TOP 5 , TOP 10 , TOP 15 , and TOP 20 .
To answer RQ2, we compare the running time required by the different metaheuristics to terminate the search process in each independent run. For our analysis, we compare the arithmetic mean for the running time across the 30 independent runs and the corresponding standard deviation.
To assess the statistical significance, we use the Friedman test to compare the performance (TOP k and running time) of the assessed meta-heuristics over six projects and five different metrics (four TOP k and the running time). Each meta-heuristic produced 4 (TOP k metrics) × 6 (projects) × 30 (runs) = 720 data points. For statistical analysis, we consider the average (arithmetic mean) of the TOP k metrics across the 30 runs, resulting in 24 average scores per metaheuristic. The five distributions (one for each meta-heuristic) are then compared using the Friedman test [15] , which is used to assess whether the performance achieved by alternative meta-heuristics significantly differ from one another. Then, to better understand which meta-heuristics performs better, we use the Wilcoxon rank sum test to compare pairs of meta-heuristics. To draw our conclusions, we use the significance level 0.05 for both the Friedman and Wilcoxon tests. Given the large number of pair comparisons with the Wilcoxon tests, we report the number of times (i.e., pair of software projects and TOP k metrics) a meta-heuristic A performs significantly better than another meta-heuristic B.
Strategies to achieve stable topic modeling. In this paper, we address the stability problem using two standard strategies: seeding and random restart.
When evaluating each LDA configuration (individual), we store both the silhouette coefficient (fitness function) and the random seed used to generate the LDA model. Therefore, when the search terminates, LDA is re-run using the best solution (configuration) found across the generation/iterations and using the corresponding random seed previously stored. This allows obtaining the same results (silhouette score, topics, and mixtures) even when LDA is re-run multiple times with the same hyper-parameters. Besides, we also used random restarting to improve the stability of the results and reducing the likelihood of reach a local optimum when using the Gibb-sampling method. In particular, the Gibb sampling procedure is restarted n = 5 times (independent runs), and the generated topics and mixtures are obtained by averaging the results achieved across the independent results. Table 2 shows the average (mean) and the standard deviation performance scores (TOP 5 , TOP 10 , TOP 15 , and TOP 20 ) achieved by the different algorithms in the comparison over 30 independent runs. First, we can notice that there is no "master" (dominant) meta-heuristic that outperforms the others for all software projects. DE, GA, and SA produce the best (largest) TOP k scores for different projects and with different k values. DE achieves the highest TOP 5 only for two out of seven projects and in only one project for TOP 1 0. However, in all three cases, DE and GA achieve the same performance score. For all the other projects and metrics, it does not outperform nor compete with other meta-heuristics. Therefore, our results indicate that DE is not superior to other meta-heuristics as argued in prior studies.
Empirical Results
GA achieves the best scores in 17 cases (six projects with different TOP k metrics). For the projects io, math, and wfly, GA outperforms all other metaheuristics according to all TOP k scores. The differences with the second highest scores range between 2% (math with TOP 5 ) and 21% (wfly with TOP 5 ). It is worth noting that these three projects present the lowest percentages of duplicated bug reports (<=8%) compared to the other projects (see Table 1 ). These results suggest that GA is likely more effective on projects with very few duplicate bug reports. For the projects datacmns, lang, and spr, GA achieves the best TOP k scores only for k = 5 (for both projects) and k = 10 (for spr). For larger k values, SA produces the best TOP k scores among the five meta-heuristics.
In general, SA achieves the best TOP k scores in 12 cases (four projects with different TOP k metrics). Independently from the TOP k metric, SA is the best meta-heuristic for collections, which is the smallest projects (<100 bug reports) in our benchmark. The differences with the second best meta-heuristic vary between 4% and 5%. For other three projects, namely datacmns, lang, and spr, SA achieves the best results only for larger values of k.
Random search never produces the best TOP k scores. However, it does produce better average TOP k scores than DE and GA for collections and lang. Finally, PSO produces the lowest TOP k scores than all other meta-heuristics and for all projects in our study. Therefore, it is not a suitable meta-heuristic for topic models, at least in the context of duplicate bug report identifications.
The differences among the different meta-heuristics are statistically significant according to the Friedman test, whose resulting p-value is 3.79× 10 −10 . To better understands which meta-heuristics performs statistically better (or worse) than others, Tables 4-7 report the number of projects in which each metaheuristic (rows in the tables) significantly outperforms another meta-heuristic (columns in the tables) according to the Wilcoxon test. Instead, Table 8 reports the ranking produces by the Friedman tests. According to the statistical results, GA is ranked first, followed by SA and DE, respectively. Instead, Random search and PSO are the bottom two meta-heuristics. While GA was ranked first, we can notice that it does not significantly outperform all other meta-heuristics for all projects. However, it significantly outperforms Random Search and PSO in most of the projects. It outperforms SA in most of the projects only for POS 5 while for k > 5, the two meta-heuristics are comparable. DE (that is ranked third) never outperforms GA according to the Wilcoxon test. Vice versa, GA significantly outperforms DE in three out of seven projects for POS k>5 . There is no "master" (dominant) meta-heuristic when configuring topic models for duplicate bug report identification. GA and SA perform better than other meta-heuristics but not consistently across projects. Random search and PSO are the least effective meta-heuristics. Table 9 reports the mean (and the standard deviation) running time required by the evaluated meta-heuristics to reach the same stopping criterion (50 FEs) across 30 independent runs. As expected, random search is the fastest among all meta-heuristics since it does not involve any solution selection and update (e.g., mutation). For what regards the other meta-heuristics, we can notice that their running does not differ substantially. On average, the difference between each pair of meta-heuristics is lower than 10%, and this small difference is mostly due to the computational complexity of the different individual operators. For example, GA is faster than SA in three projects but slower in three other projects. DE and PSO are instead slightly slower than DE and SA, although the differences are small and in some cases almost negligible (e.g., few additional seconds for the project collections). These results contradict what reported by Agrawal et al. [1] , who used fewer fitness evaluations with DE and many more with GA. In this study, we use the same number of fitness evaluations for all meta-heuristics to allow a fair comparison. When using the same stopping criterion, DE is slightly slower than GA. This confirms previous results in evolutionary computation (e.g., [19] ) that showed how the extra overhead in DE is due to the computation complexity of differential operators. Indeed, a single generation of DE is on average four times more expensive than one single generation with GA [19] .
The running time strongly depends on the number of fitness evaluation performed during the search (time to infer LDA). Instead, the internal complexity of the meta-heuristics is small or negligible.
Threats to validity. Construct validity. All meta-heuristics are implemented in R and were executed with the same stopping criterion. Furthermore, we use seeding and random restarts for all meta-heuristics to alleviate the instability of the LDA results. Internal validity. We drew our conclusions by executing 30 independent runs to address the random natures of the evaluated meta-heuristics. Besides, we use the Wilcoxon and the Friedman tests to assess the statistical significance of the results. We use TOP k as the performance metric because it is a standard performance metric in duplicate bug report identification. External validity. In our study, we consider seven open source projects from the Bench4BL dataset [22] . Assessing the different meta-heuristics and selecting more projects is part of our future plan.
Conclusion and Future Work
In this paper, we empirically compare different meta-heuristics when applied to tune LDA parameters in an automated fashion. We focus on topic-model based identification of bug report duplicates, which is a typical SE task and addressed in prior studies with topic model and IR methods (e.g., [27, 20] ). Experimental results on seven Java projects and their corresponding bug reports show that multiple meta-heuristics are comparable across different projects, although random search and PSO are least effective than other meta-heuristics. Therefore, no meta-heuristic outperforms all the others as advocated in prior studies. However, our conclusions hold for the problem of identifying duplicate bug reports. Therefore, different results may be observed in different SE tasks. Our future work will focus on extending our study by (i) comparing more meta-heuristics, (ii) considering more projects and (iii) evaluating other SE tasks.
