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Let a set of fuzzy numbers with bounded supports be as follows (e.g. [3]):
$\mathcal{F}_{\mathrm{b}}=$ { $\mu$ : $\mathrm{R}arrow I=[0,1]$ satisfying the following conditions $(i)-(iv)$ }.
(i) The membership function $\mu$ has a unique point $m\in \mathrm{R}$ such that $\mu(m)=1$ ;
(ii) $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}(\mu)$ is a bounded set in $\mathrm{R}$ ;
(iii) $\mu$ is fuzzy convex on $\mathrm{R}$;
(iv) $\mu$ is upper semi-continuous on R.
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By the extension principle (e.g., the one due to Zadeh), the binary operation
over the fuzzy numbers is nonlinear. For example it doesn’t necessarily $1_{1\mathrm{O}}1\mathrm{d}$
that $(k_{1}+k_{2})x=k_{1}x+k_{2}x1_{1\mathrm{O}}1\mathrm{d}\mathrm{s}$ for $x\in \mathcal{F}_{\mathrm{b}},\lambda_{i}\in \mathrm{R},i=1,2$ .
In Section 2 we introduce some kind of representation to the fuzzy numbers
so that we can easily calculate addition and difference between fuzzy nulnbers
and scalar product as well as it seems that a set $X\mathrm{i}\mathrm{n}\mathrm{c}\iota_{\mathrm{u}}\mathrm{d}\mathrm{i}\mathrm{n}_{\circ}\sigma$. $\mathcal{F}_{\mathrm{b}}$ construct a
Banach space with suitable addition, scalar product and norm.
In Section 3 we define differentiation and inte.gration of fuzzy functions.
In $\mathrm{d},\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ our representation of fuzzy nunlbers is enable to calculate
addition , scalar product and difference without difficulties, but it is not easy
to calculate the diflerence by the extension principle. Moreover we define the
$\mathrm{i}\mathrm{l}\mathrm{l}\mathrm{t}\mathrm{e}_{\Leftrightarrow}\sigma \mathrm{r}\mathrm{a}1$ of fuzzy functions by calculating end-points of a-cut sets.
In Section 4 we treat initial value problems of fuzzy differential equations in
$\mathrm{t}\}\iota \mathrm{e}$ type of $x=f(t,x)$ . We give existence and uniqueness theorems of the fuzzy
differential equations. And also we show sufficient conditions for the $\mathrm{c}o$ntinuous
dependence with respect to initial conditions of solutions.
2 Representation of Fuzzy Numbers
Let $I=[0,1]$ . Denote a fuzzy numbers $x\in \mathcal{F}_{\mathrm{b}}$ by $x=(a, b)$ , where $a(\alpha)=$
$\min x_{\alpha},b(\alpha)=\max x_{\alpha}$ for $\alpha\in I$ , where $x_{\alpha}$ is the $\alpha$-cut set of $x$ . In $\mathrm{t}\mathrm{l}$) $\mathrm{e}$ case
that $r\in \mathrm{R}$ , we denote $r=(a, b)\in \mathcal{F}_{\mathrm{b}}$ , where $a(\alpha)=b(\alpha)\equiv r$ for $0\leq\alpha\leq 1$ .
Define $x-y=(a-c, b-d)$ for $x=(a, b),y=(c, d)\in \mathrm{R}$ . Denote the
set $\{x-y:x,y\in \mathcal{F}_{\mathrm{b}}\}$ by $F_{\mathrm{b}}-\mathrm{A}$ . In the following definition we give ones of
addition and scalar product etc.
Definition 2.1 Let $.\wedge‘’=(a, b),$ $z_{1}=(a_{1}, b_{1})\in \mathcal{F}_{\mathrm{b}}-\mathcal{F}_{\mathrm{b}}$ .
(i) $Z+_{Ar}\sim_{1}(=a+a1, b+b_{1})$ ;
(ii) $\beta z=(\beta a,\beta b)$ for $\beta\in \mathrm{R}$;
(iii) Define $\hat{\sim}=z_{1}$ by $(a(\alpha)=a_{1}(\alpha))$ and $(b(\alpha)=b_{1}(\alpha))$ for $a\in I$ ;
$(i_{1^{1}})$ The zero $0=(a,b)\in \mathcal{F}_{\mathrm{b}}$ , where $a(\alpha)=b(\alpha)\equiv 0$ for $a\in I$ ;
(v) Let a nomi $||_{\sim} \wedge||=\sup_{\alpha\in I}\sqrt{|a(\alpha)|^{2}+|b(\alpha)|^{2}}$.
It follows that $\mathcal{F}_{\mathrm{b}}-\mathcal{F}_{\mathrm{b}}$ constructs a normed space and the smallest linear
space including $\mathcal{F}_{\mathrm{b}}$ . Denote $X$ by a completion of $\mathrm{f}\mathrm{i}-\mathcal{F}_{\mathrm{b}}$ .
We get properties of end-points of the $\alpha$-cut sets of fuzzy numbers. Denote
$x=(a, b)\in \mathcal{F}_{\mathrm{b}}$ . The following $\mathrm{P}^{\mathrm{r}\mathrm{o}}\mathrm{p}\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{e}\mathrm{S}(\mathrm{i})-(\mathrm{i}\backslash ’)$ hold:
(i) $a$ is lower semi-continuous and $b$ is upper semi-continuous on $I$ ;
(ii) $a$ is non-decreasing with nuax $a(\alpha)=a(1)=m$ and $b$ is non-increasing
with $\min b(\alpha)=b(1)=m$ ;
(iii) If $0<\alpha<1$ , then it follows that $a(\alpha)<b(\alpha)$ , or $a(\alpha)=b(\alpha)$ ;
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(iv) The set $\{(a(\alpha), b(\alpha)) : \alpha\in I\}\subset \mathrm{R}^{2}$ is a bounded curve.
See Figure 1.
Theorem 2.1 $\mathcal{F}_{\mathrm{b}}$ is a cl.osed convex cone in $X$.
Proof. It can be easily proved and it is omitted.
Let $X^{n}=\{(x_{1}, x_{2}, \cdots,x_{n})^{\tau} : X_{i}\in X^{i},i=1,2, \cdots , n\}$ and $\mathcal{F}_{\mathrm{b}}^{7l}=\{(x_{1}, X_{2}, \cdots,xn)\tau$ :
$x_{i}\in \mathcal{F}_{\mathrm{b}},$ $i=1,2,$ $\cdots,$ $n\}$ . The notation $T$ means the transpose. Define $||x||=$
$\max_{1\leq i\leq\eta}||x_{i}||$ for $x\in X^{n}$ . It’s clear that $X^{n}$ is a Banach space and that $\mathcal{F}_{\mathrm{b}}^{n}$
is a closed convex cone in $X^{n}$ .
In [7] Puri and Ralescu introduce the following equivalence relation and
norn). Let $(u, v),$ $(uv)’,’\in \mathcal{F}_{\mathrm{b}}\cross \mathcal{F}_{\mathrm{b}}$. Define an equivalence $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}\sim \mathrm{b}\mathrm{y}$
$(u,v)\sim\Leftrightarrow u+v--v’+u$
’
so that the equivalence classes $\mathcal{F}_{\mathrm{b}}\cross \mathrm{A}/\sim=\{\langle(u, v)\rangle : u, v\in \mathcal{F}_{\mathrm{b}}\}$ is a linear
space $\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{l}\iota$ some addition and scalar product. Denote a norm $||\cdot||_{PR}$ in the
linear space by $|| \langle(u,v)\rangle||=\sup_{\alpha>0}dH(u\alpha’\alpha v)$ , where $d_{H}(\cdot, \cdot)$ is the Hausdorff
metric. Let $u,$ $=(a, b),v=(c, d),’ u’,=(ab),$$v’,\prime J=,$ $(c, d’)’\in F_{\mathrm{b}}$ . such that
$\langle(u, v)\rangle=\langle(u , v)\rangle’$ , i.e., $a-c=a-C$ and $b-d=b-d’$ . Define $T(u-v)=$
$\langle(u, v)\rangle$ . Then we have
$T(u-v)$ $=$ $T((a, b)-(c, d))$
$=$ $T((a-c, b-d))$
$=$ $\tau$ ,
where $u+v^{J}=u’+v$ . Then we get the following theorem.
Theorem 2.2 Th, $ere$ exists a $one-t_{\mathit{0}}$-one linear mapping $T$ such th,$at$
$||T_{Z|}|PR\leq||z|.|\leq\sqrt{2}||T_{\mathcal{Z}}||PR$
for $z\in \mathcal{F}_{\mathrm{b}^{-}}\mathcal{F}_{\mathrm{b}}$ .
Proof. For $z=n-v$ we denote $T:\mathcal{F}_{\mathrm{b}}-\mathcal{F}_{\mathrm{b}}arrow \mathcal{F}_{\mathrm{b}}\cross \mathcal{F}_{\mathrm{b}}/\sim \mathrm{b}\mathrm{y}Tz=\langle(u,v)\rangle$ .
It follows that for $u=(a, b),v=(c, d)$
$||TZ||_{P}R$
$= \sup_{\alpha\in I}\max(\sup_{\alpha 1}\inf\xi\in u\xi_{2\in v}\mathrm{Q}||\xi_{1}-\xi_{2}||,\sup_{\alpha}\xi_{2\in}v\epsilon 1arrow\vee-_{u}\inf_{\alpha}||\xi_{1}-\xi_{2}||)$






3Fuzzy Differentiation and Fuzzy Integration
In what follows we consider a function $f$ : $Earrow Y$ , where $E$ is a subset in a
normed space and $Y$ is a normed space. In this section we give definitions of
differentiation and integration of fuzzy functions.
Definition 3.1 A function $f$ is $cont\prime inuo’\llcorner rS$ at $p_{0}\in E$ , if for any $\overline{c}>0$ there
exists a $\delta>0$ such that $p\in E$ and. $||p-p0||<\delta$ satisfy $||f(p)-f(p_{0})||<\epsilon$ . It
is called $t,h,atf$ is continuous $\mathrm{o}rt,$ $E$ if $f$ is continuous at an,$yp\in E$ .
Let $J$ be an interval in R. In what follows $f$ is fuzzy function from $J$ to $\mathcal{F}_{\mathrm{b}}$ .
Definition 3.2 It is call.$ed$ that $f$ is differentiable at $t_{0}\in J$ if there exists an
$\eta\in \mathcal{F}_{\mathrm{b}}$ such th,at for any $\epsilon>0$ there exists a $\delta>0$ satisfyin.g
$|| \frac{f(t)-f(t_{0})}{t-T_{0}}-\eta||<\in$
$fort\in J$ a$r\mathrm{t}d0<|t-t\mathrm{o}|<\delta$. Denote $\eta=f’(f_{0}),$ df (dt $0f$ ) $=\eta$ . $f$ is $d,ifferent\prime iab\iota e$ on
$J$ if $f$ is $d.\prime iffe?entiab\iota e$ at $ar|,yt\in J$. In th,$e$ similar way high,er $07der$ derivatives
of $f$ are defined by $f^{(k)}=(f^{(k-1}))’$ for $k=2,3,$ $\cdot,$ $.$ . In, case that $f$ : $Jarrow X_{f}$
the derivative of $f$ is defined in t.he same way.
(Cf. [1, 4, 5, 8])
In [7] they define the embedding $j$ : $F_{\mathrm{b}}arrow \mathcal{F}_{\mathrm{b}}\cross \mathcal{F}_{\mathrm{b}}/\sim$ such that $j(u)=$
$\langle(u, 0)\rangle$ . The function $f$ : $Jarrow F_{\mathrm{b}}$ is said $0$ be differentiable in the sense of
Puri-Ralescu, if $j(f(\cdot))$ is differentiable. Suppose that $f$ is differentiable at
$t\in J$ in the above sense, denoted the differential $f^{J}(t)\in \mathrm{R}$ . Then we have
$\frac{d}{dt}(j(f(t)))=\langle(f^{J}(T), 0)\rangle$ , i.e., $f$ is differentiable in the sense of Puri-Ralescu.
In $[6, 7]$ $\mathrm{H}$-difference and $\mathrm{H}$-differentiation of $f$ is treated as follows. Suppose
that for $f(t+h),$ $f(t)\in \mathcal{F}_{\mathrm{b}}$ , there exists $g\in \mathcal{F}_{\mathrm{b}}$ such that $f(t+h)=f(t)+g$, then
$g$ is called to be the Hukuhara-difference, denoted $f(t+h)-f(t)$ . The function
$f$ is said to be Hukuhara-differentiable at $t\in J$ if there exists an $\eta\in \mathcal{F}_{\mathrm{b}}$ such
$f(t+l\iota)-f(t)$ $f(t)-f(t-h)$
that both $\lim_{harrow+0}\overline{h}$ and $\lim_{harrow+0}\overline{h}$ exist and equal to $\eta$ .
If $f$ is $\mathrm{H}- \mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\dot{\mathrm{e}}\mathrm{f}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{e}$, then $f’(t)=\eta$ .
Proposition 3.1 If $f$ is differentiable at $t_{0},$ $th,enf$ is continuous at $t_{0}$ .
Proof. It is clear and the proof is omitted.
Theorem 3.1 Suppose that $f$ is $d^{l}ifferenf,iab\iota e$ at $t_{0}$ , then it follows tha.t there
exist $\frac{\partial}{\partial t}(\min f(t)\alpha),$ $\frac{\partial}{\partial t}(\max f(t)\alpha)$ an.d that
$f’(t_{0})=$ ( $\frac{\partial}{\partial t}(\min f(t)_{\alpha})|t=t\mathrm{o}’\frac{\partial}{\partial t}$ (lnax $f(t)_{\alpha})|t=\iota_{\mathrm{o}}$ )
for $\alpha\in I$ , where nuin $f(\tau)_{\alpha}artd_{1}\mathrm{n}\mathrm{a}\mathrm{X}f(t)_{\alpha}$ are left, right end-points of th, $e\alpha$ -cut
set of $f(t)$ , respectively.
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Proof. In the same way in the proof of $\mathrm{T}1_{1\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}}\mathrm{m}2.2$ in [5] it can be proved.
Theorem 3.2 It follows that $f^{l}(t)\equiv 0$ if $ar\iota d$ only if $f(t)\equiv const\in \mathcal{F}_{\mathrm{b}}$ .
Proof. Let $f’(t)\equiv 0$ . Suppose that $f\neq$ const. Therefore there exist $t_{1}\neq t_{2}$
such that $f(t_{1})-f(t2)\neq 0$ . By applying the Hahn-Banach extension theorem
there exists a bounded linear functional $x^{*}\in X^{*}$ such that $||x^{*}||=1$ and
$x^{*}(f(t_{1})-f(t_{2}))=||f(t_{1})-f(t_{2}.)||$ . Denote $\phi(t)=x^{*}(f(t)-f(t_{1}))$ . Here
$\phi$ : $Iarrow \mathrm{R}$ is differentiable so that $\psi’(t,)=x^{*}(f^{l}(t))\equiv 0$ . Then we have $\phi(t_{1})=$
$x^{*}(f(t_{1})-f(t_{1}))’=0$ . This contradicts with the above assumption. Thus we
get $f=const$ . In case that $f(t_{1})-f(t2)\not\in F_{\mathrm{b}},$ $f’\in X$. Q.E.D.
In the following definition we give one of integrals of fuzzy functions.
Definition 3.3 Let $J=[a, b]$ and $f$ be a mpping from $J$ to $X$ (or $\mathcal{F}_{\mathrm{b}}$). $D$ivide
$th,einter^{\mathrm{v}}UalJ$ such that $a=t_{0}<t_{1}<\cdots<t_{n}=b$ and $\tau_{i}\in[t_{i-1}, t_{i}]$ for
$\prime i=1,2,$ $\cdots,$ $n$ . It is called th,at $f$ is integrable over $J$ if there exists the $lir’?,it$
$| \triangle|\mathrm{l}\mathrm{i}\iota \mathrm{n}arrow 0\sum_{i=}n1f(\mathcal{T}_{i})\triangle i,$ $\prime ufh,ere\triangle_{i}=t_{i}-t_{i-1},$
$| \triangle|=1\leq i\leq \mathfrak{n}\max\triangle_{i}$ . Define
$\int_{a}^{b}f(s)dS=\lim_{|\Delta|arrow 0i}\sum_{1=}^{\eta}f(\tau_{i})\triangle_{i}$ .
Proposition 3.2 Let $f$ be integrable over J. Then the following statements
$(’i)-(ii)$ hold.
(i) $f$ is bounded on $J,$ $i.e.$ , there exists an $M>0$ such that $||f(t)||\leq\Lambda f$ for
$t\in J$. .
(ii) If $f(t)\in \mathcal{F}_{\mathrm{b}}$ for $t\in J$, th.en, $\int_{a}^{t}f(s)dS\in F_{\mathrm{b}}$ for $t\in J$.
Proposition 3.3 If $f$ is con.tinuous on $[a, b]$ then $f$ is in,tegmble over the in-
terval.
Theorem 3.3 Let $f$ : $Jarrow X\eta fi\mathrm{r},hf(t)=$ { $(c(t,$ $\alpha),$ $d(t,$ $\alpha))$ : a $\in I$} be inte-
grable over $[a, b]$ . Then it follows th, $at$
$\int_{a}^{bb}f(_{S})dS=\{(IaC(s, \alpha)ds, \int_{a}^{b}d(s, \alpha)dS):\alpha\in I\}$ .
Conversely, if $c,$ $d$ are contin.uous on $[a, b]\cross I$ , then $f\dot{u}$ integrable over $[a, b]$ .
Proposition 3.4 Let $f$ be con.tinuous on the interval $[a, b]$ .
Den,$oteF(t)= \int_{a}^{t}f(s)ds$ . Then the following propertJies (i) and (ii) hold.
(i) $F$ is differentiable on $[a, b]a,ndF^{J}=J$ ;
(ii) For $t_{1},$ $t_{2}\in[a, b]an,dt_{1}.\leq t_{2}$ , we $h,ave \int_{t}^{t}1f2(S)dS=F(t2)-F(t_{1})$ .
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Proposition 3.5 Let $f$ is continuous on $[a, b]$ . Then it follows that
$|| \int_{a}^{b}f(s)d_{S}||\leq\int_{a}^{b}||f(s)||ds$.
Theorem 3.4 Let $f$ : $[a, b]arrow \mathcal{F}_{\mathrm{b}}$ be continuous on $[a, b]$ an.d differentiabl.$e$ on
$(a, b)$ , Then it follows that there exists a number $c\in(a, b)$ such that
$||f(b)-f(a)||\leq(b-a)||f’(c)||$ .
Pro\’O $\mathrm{f}$. $\mathrm{S}\mathrm{u}\mathrm{p}\mathrm{p}o\mathrm{s}\mathrm{e}$ that $||f(b)-f(a)||\neq 0$ without loss of generality. From
the Hanh-Banach extension theorem there exists a bounded linear functional
$x^{*}\in X^{*}$ such that $||x^{*}||=1$ and $x^{*}(f(b)-f(a))=||f(b)-f(a)||$ . Denote
$\emptyset(t)=x^{*}(f(t))$ , which is differentiable function from $(a, b)$ to $\mathrm{R}$ and $\phi’(t)=$
$x^{*}(f^{J}(t))$ . Then we have
$\frac{x^{*}(f(b)-f(a))}{b-a}$ $=$ $\frac{\phi(b)-\phi(a)}{b-a}$
$=$ $\phi^{f}(c)=x^{*}(f’(C))$
for $c\in(a, b)$ . $\mathrm{F}\mathrm{r}\mathrm{o}\ln||x^{*}(f’(c))||\leq||f’(c)||$ , the conclusion holds.
Q.E.D.
Definition 3.4 Let $f$ : $Jarrow \mathcal{F}_{\mathrm{b}}^{n}$ such that $f(t)=(f_{1}(T), f_{2}(t),$ $\cdots$ , $f_{?},(t))^{T}$ .
It is $cal$.led th,at $f$ is $d^{l}ifferen\mathrm{f},\prime iable$ on $J$ if each $f_{i}$ is d.ifferentio.bl.e on $J$ for
$i=1,2,$ $\cdots$ , $n$ . Define the $de\gamma ivatilef’(t)=(f_{1}’(t), f_{2(t)}’, \cdots, f_{\gamma \mathrm{t}}^{J}(t))^{T}$ .
Let $f$ : $[a, b]arrow X^{\mathfrak{n}}$ such that $f(t)=(f_{1}(t), f_{2}(t),$ $\cdots$ , $f_{n}(t))^{T}$ . It is called that
$f$ is integruble over $[a, b]$ if $f_{i}$ is integrable over $[a, b]f_{\mathit{0}r\prime}i=1,2,$ $\cdots,n$ . $Defin,e$
th.e integral $\int_{a}^{b}f(s)dS=(\int_{a}^{b}f_{1}(s)dS, \int^{b}af_{2}(S)ds,$ $\cdots,$ $\int af_{n}b(s)dS)^{\tau}$ .
It is easily seen that similar theorems and propositions concerning to $\mathcal{F}_{\mathrm{b}}^{n}$ -valued
functions to ones in this section hold.
4 Fuzzy Differential Equations




Here $f$ : $\mathrm{R}\cross F_{\mathrm{b}}^{n}arrow \mathcal{F}_{\mathrm{b}}^{m},$ $t_{0}\in \mathrm{R},$ $x_{0}\in F_{\mathrm{b}}^{n}$ . We mean that a solution $x:Jarrow \mathcal{F}_{\mathrm{b}}^{n}$
satisfies the above equation and initial condition of $((4.1),(4.2))$ , where $J\subset \mathrm{R}$
is an interval.





$x^{(k)}.(t\mathrm{o})=\xi k$ , $k=0,1,$ $\cdots,n-1$ ,
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where $f$ : $\mathrm{R}\cross F_{\mathrm{b}}^{n}arrow \mathcal{F}_{\mathrm{b}},t_{0}\in \mathrm{R},$ $\xi_{k}\in F_{\mathrm{b}}$ . We mean that a solution $x:Jarrow \mathcal{F}\mathrm{i}$
satisfies the above equation and conditions for $t\in J$ , where $J\subset \mathrm{R}$ is an
interval. Define $x_{1}(t)=x(t),$ $x2(t)=x(t),$$\cdots,x_{n}’(t)=x^{(n-1})(t)$ so that the
above problem can be reduced to Problem $((4.1),(4.2))$ . In this section we
show some kinds of conditions to solutions of $((4.1),(4.2))$ for the existence,
uniqueness and continuation.
Definition 4.1 Define a norm. $||p||= \max(|t|, ||x||)$ for $p=(t,x)\in \mathrm{R}\cross X^{n}$ .
Let $p_{0}\in \mathrm{R}\mathrm{x}\mathcal{F}_{\mathrm{b}}^{n}$ . Denote a neighborh,$ood$. of $p_{0}$ by $U(p_{0}, \delta)=\{p\in \mathrm{R}\cross X^{n}:||$
$p-p_{0}||<\delta\}$ and a relative $n|.eighb_{\mathit{0}}r\prime_{l},\mathit{0}od$ of $p_{0}$ by $V(p0,\delta)=U(p_{0}, \delta)\cap(\mathrm{R}\mathrm{X}\mathcal{F}l)\mathrm{b}$
for $\delta>0$ . Let $V\subset \mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}$ . It is called that $V$ is a relatively open subset in
$\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}$ , if for any $p\in V$ there exists a $relat,\prime ive$ n.eighborhood $V(p)\subset \mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{1}$
such that $V(p)\subset V.$ In the similar way we defme relatively open subsets $i7l$
$\mathcal{F}_{\mathrm{b}}^{n}.,\mathcal{F}_{\mathrm{b}}^{\mathrm{v}l}\cross \mathrm{R},$ $\mathrm{R}\cross p_{\mathrm{b}}\cross$ R.
Let a function $f$ : $Varrow \mathcal{F}_{\mathrm{b}}^{71}$ , where $V$ is a relatively open subset in. $\mathrm{R}\cross F_{\mathrm{b}}$ . It
is called that $f$ satisfies a locally $Lipsch\prime it_{\sim},\vee$ condition if for an$\iota yp=(t_{0}, x_{0})\in V$
there exists a relat.ive neighborhood $V(p)\subset V$ and a number $L_{p}>0$ such that
$||f(t, x_{1})-f(t,x2)||\leq L_{p}||x_{1}-x_{2}||$
for $(t,x_{1}),$ $(t, x_{2})\in V(p)$ .
Theorem 4.1 Let $f$ : $Varrow p_{\mathrm{b}}sat^{l}i_{S}f_{\mathrm{t}}J$ th.e locally $Lip_{S}chlit_{\sim}$’ condition and be
continuous on V. Then there exists one and on.$ly$ one $so\iota ut,ionx$ of $((\mathit{4}\cdot \mathit{1}),(\mathit{4}\cdot \mathit{2}))$
defined on $[t_{0}, t0+r]$ passing through $p=(t_{0}, .x\mathrm{o})\in V,$ wher.e $r>0$ .
Proof. From the Lipschitz condition and continuity of $f$ it follows that there
exists an $\lambda I>0$ such that $||f(t, x)||\leq\Lambda\prime I$’ for $(t, x)\in V(p)$ , which is the relative
neighborhood in Definition 4.1. Denote a subset
$A=\{(t,x)\in \mathrm{R}\cross F_{\mathrm{b}}^{n} : t\in[t_{0},t_{0}+\rho], ||x-x0||\leq h;\}\subset V(p)$ ,
$\backslash \mathrm{v}1_{1}\mathrm{e}\mathrm{r}\mathrm{e}$ sufficiently small $\rho>0,$ $k>0$ . Let $r= \mathrm{n}\mathrm{l}\mathrm{i}\mathrm{n}(\rho, k/\Lambda\tau, \frac{1}{2L_{p}})$ .
Let $I_{r}=[t_{0},t_{0}+r]$ . There exists a solution $x$ of $((4.1),(4.2))$ , which has
a continuous derivative $x$
’
for $t\in I_{r}$ , if and only if $\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{r}\mathrm{e}$ exists a continuous
solution $x$ of an integral equation $x(t)=x_{0}+ \int_{t\mathrm{o}}^{\mathrm{t}}f(S, x(S))dS$ for $t\in I_{r}$ . We shall
show the existence of solution of the integral equation. A set $C(I_{r}, X^{n})=\{x$ :
$I_{r}arrow X^{n}$ are continuous} is a Banach space with the norm $||x||_{\infty}= \sup_{t_{-r}^{-}}\succ I||$
$x(f)||$ . Denote $S_{k}=\{x\in C(I_{r}, \mathcal{F}^{l}’)\mathrm{b}:||X-x0||_{\infty}\leq k\}$ , which is a closed subset
in $C(I_{\mathrm{J}}.,X^{r\iota})$ . Then we have $(t, x(t))\in A\subset V(p)\subset V$ for $x\in S_{k},t\in I_{r}$ and
there exists $f(t, x(t))$ on $I_{r}$ . Define a mapping $T:S_{k}arrow C(I_{r}, \tau_{\mathrm{b}}^{n})$ by
$(Tx)(t)=X0+ \int_{t}^{t}\mathrm{o})f(S,x(S)ds$ ,
where $t\in I_{r}$ . $\mathrm{T}1\iota e\mathrm{n}||Tx-x_{0}||_{\infty}\leq k$. so that $T$ is an into mapping on $S_{k}.$ .
Moreover $||Tx_{1^{-Tx_{2}}}||_{\infty}\leq 2^{-1}||x_{1}-x2||_{\infty}$ for $x_{i}\in S_{k},i=1,2$ . Thus $T$ is a
contraction nlapping on $S_{k}$ . $\mathrm{T}1_{1}\mathrm{e}\mathrm{r}e$ exists a unique point $x\in S_{k}.$ , which satisfies
$((4.1),(4.2))$ . Q.E.D.
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Theorem 4.2 Snppose that the same conditions as Theorem 4.1 hold. Let func-
tions $\alpha\cdot,$ $y:Jarrow \mathcal{F}_{\mathrm{b}}^{n}$ be solutions of $((\mathit{4}\cdot \mathit{1}), (\mathit{4}\cdot \mathit{2}))$ , where $J=[t_{0}, \tau)$ and $T>t_{0}$ .
Then $x(t)=y(t)$ for $t\in J$.
Proof. Suppose that there exists $t_{1}\in J$ such that $x(t_{1})\neq y(t_{1})$ . Denote
$A=\{t\in I : x(t)\neq y(t)\}$ and $t_{0}^{*}=$ inf $A$ . From Theorem 4.1 there exists
a number $r>0$ such that $x(t)=y(t)$ for $t\in[t_{0}^{*}, \dagger_{0}^{*}+r]$ . This leads to a
contradiction. Thus the theorem holds.
Q.E.D.
Suppose that the same conditions of Theorem 4.1 hold. Denote an interval
$\mathrm{J}=$ { $[t_{0},$ $\tau)\in \mathrm{R}$ : there exits a solution $x$ of $((4.1),(4.2))$ on $[t_{0},$ $T)$ }. For $J\in \mathrm{J}$
there exists a unique solution of $((4.1),(4.2))$ on $J$ . Denote $J(t_{0},$ $x_{0)}= \bigcup_{J\in \mathrm{J}}J$
and $x_{j}(t_{0}, x_{0},t)=X_{J(t)}$ for $t\in J\in \mathrm{J}$ . For $t\in J(t_{0},$ $x_{0)}$ there exists a unique
value $x_{J}(t)$ . The function $x_{f}$ : $\mathrm{t}^{r}\cross J(t0, x\mathrm{o})arrow \mathcal{F}_{\mathrm{b}}^{n}$ is said to be the solution
of $((4.1),(4.2))$ with the maximal interval $J(t_{0,0}x)$ . Denote a mapping $x_{f}$ :
$\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}\cross \mathrm{R}arrow \mathcal{F}_{\mathrm{b}}^{\mathrm{n}}$ defined on $D(f)=\{(t_{0}, X_{0},t) : (t_{0}, x_{0})\in V,t\in J(t_{0,0}x)\}$ .
See [9].
Theorem 4.3 Suppose that the same conditions of Theorem 4.1 hold. Let $J=$
$[t_{0}, T]\subset J(t0, x_{0})\cap](\downarrow_{0,x^{l}})0$
’ where $T>t_{0}$ . Then there exists an $\Lambda\prime I>0$ such
that
’
$||x_{j}(t_{0,x_{0}}, t)-xj(t0, X0,t)||\leq \mathit{1}\mathrm{t}f||x_{0}-X_{0}||$
for $t\in J$.
Proof. Let $\emptyset(t)=x_{j}(t_{0}, x_{0}, t),$ $\psi(t)=x_{j}(t_{0}, x_{0}’, t)\mathrm{f}_{\mathrm{o}\mathrm{r}}t\in J$ . Then we have
$\phi,$ $\psi\in C(J, \mathcal{F}^{n})\mathrm{b}$ . From condition of $f$ and compactness of $J$ , there exists a
number $L>0$ such that
$||f(\dagger, \psi(t))-f(t, \emptyset(t))||\leq L||\psi’(t)-\emptyset(t)||$
for $t\in J$ . So we have
$||\psi(t)-\emptyset(\iota)||\leq||x0-x_{0}||+L||\psi-\phi||_{\infty}(t-i_{0})$
for $t\in J$. In the same way we get
$||\psi(t)-\emptyset(t)||$
$\leq||X_{0}-X_{0}’||\sum_{0k=}^{n}\frac{(L(T-t_{0}))k}{k!}+\frac{(L(T-l\mathrm{o}))^{n+}1}{(n+1)!}||\psi-\emptyset||_{\infty}$ .
Put $M–e^{L(}7’-t_{0}$ ), then the above conclusion holds. $\mathrm{Q}.\mathrm{E}$.D.
Consider tlle following fuzzy differential equation
$x^{l}(t)=f(X(t))$ . (4.4)
Corollary 4.1 Let $f$ : $\mathrm{t}^{\gamma}.arrow \mathcal{F}_{\mathrm{b}}^{n}$ satisfy the locally Lipschitz condition on V,
$whc7^{\cdot}e\mathrm{t}^{\gamma}\subset \mathcal{F}_{\mathrm{b}}^{n}$ is a relatively open subset. Then there exists one and only one
solution $x$ of $((\text{ },.\text{ },),(\mathit{4}\cdot \mathit{2}))$ defined on $[t0, t_{0}+r]$ passing through $t_{0}\in \mathrm{R}$ and
$p=x_{0}\in \mathrm{t}’$, where $r>0$ .
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Froln the sinlilar discussion to $((4.4),(4.2))$ the maximal interval $J(t_{0^{X}}.\mathit{0})$
and the corresponding to solution $x_{j}$ can be defined. (see [9]). It can be seen
that
$J(t0,x_{0})$ $=$ $J(0,x\mathrm{o})+t0$
$=$ $\{t\perp t0 : t\in J(0, x\mathrm{o})\}$
for (to, $xo$ ) $\in \mathrm{R}\cross V.$ and for $t\in J$ (to, $x_{0}$ ) we get
$x_{f}$ (to, $x_{0},$ $t$ ) $=x_{f}(0, X0,t-t\mathrm{o})$ .
$\mathrm{T}\mathrm{l}\mathrm{l}\mathrm{u}\mathrm{s}$ we denote $J(x_{0})=J(0,’.r\mathrm{o}),$ $xf(X_{0}, t)=x_{f}(0, x0, t.)$ and $D_{0}(f)=\{(x\mathit{0},t)\in$
$V\cross J(x_{0})\}$ .
Theorem 4.4 The sam.$eco7|.ditions$ of Corol. $lar\gamma/\mathit{4}\cdot \mathit{1}h,old.$ . Then $D_{0}^{+}(f)=$
$\{(x0, t)\in D_{0}(f) : t>0\}\prime i\mathrm{s}$ a relatively open subset in $F_{\mathrm{b}}^{n}\cross \mathrm{R}$ and the mappi$r$}$.g$
$x_{f}$ is $cont\prime i7\iota,uousom$. $D0(f)$ .
Proof. Let $(X_{0}^{*}, t^{*})\in D_{0}(f)$ . There exists $r>0$ such that $J=[0, t^{*}-|\ulcorner\Gamma]\subset J(x^{*})0$ .
Since the set $B_{J}=\{x_{f}(x_{0}^{*},t) : t\in J\}$ is compact, there exists $\delta>0$ such that
$B_{J}(\delta)=\{\xi\in F_{\mathrm{b}}^{n} : diSi(\xi, BJ)\leq\delta\}\subset V$, so that $f$ satisfies the locally Lipschitz
condition with the constant $L>0$ . We shall prove the existence and uniqueness
of solutions for the $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}_{\circ^{\Gamma \mathrm{a}}}\sigma\iota$ equation $x(t)=x_{0}+ \int_{0}^{t}f(X(S))dS$ for $x_{0}\in \mathcal{F}_{\mathrm{b}}^{m}$
$\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{s}\mathrm{f}_{\}^{r}}\mathrm{i}\mathrm{n}\mathrm{g}||x_{0}-x^{*}0||\leq\rho/2$ and $t\in J$, where $\rho=\delta e^{-2L()}t+f$ . Denote a norm
in $C(J, X^{n})$ by $||x||_{L}= \max\{||x(t)||e^{-2Lt} : t\in J\}$ and $x^{0}(t)=x_{f}(x_{0}*, t)$ .
Let $S_{p}=\{x\in C(J, \mathcal{F}_{\mathrm{b}}^{\mathfrak{n}})d||x-x^{0}||_{L}\leq\rho\}$ which is a closed subset in tlle
Banach space $C(J, X^{n})$ . Then we have $x(t)\in B_{J}(\delta)\subset V$ for $x\in S_{\rho},t\in J$
and there exists $f(x(t))$ on $J$. Define a mapping $T_{x_{\mathrm{O}}}$ : $S_{p}arrow C(J,\mathcal{F}_{\mathrm{b}}^{\gamma}\iota)$ such that
$(T_{x_{\mathrm{O}}}(X))(t)=x_{0}+ \int_{0^{f}}^{t}(x(S))dS$ for $t\in J$. Since $||(T_{x_{\mathrm{O}}}(x))(t)-X(0t)||\leq\rho e^{2L}/12$ ,
$T_{x_{\mathrm{O}}}(x)\in S_{\rho}$ and $T_{x\mathrm{o}}$ is a contraction mapping, because
$||(T_{x}.( \mathrm{o}x1))(t)-(T_{x\mathrm{o}}(X2))(\mathrm{f})||\leq\frac{e^{2Lt}}{2}||x_{1}-x2||_{L}$ ,
so $\mathrm{t}\mathrm{l}\iota \mathrm{a}\mathrm{t}||T_{x}.(\mathrm{o}X1)-T_{x}(\mathrm{o}X2)||_{L}\leq\frac{1}{2}||x_{1}-x_{2}||_{L}$ for $x_{i}\in S_{\rho},i=1,2$ . Thus there
exists a unique solution of the integral equation as well as $(x_{0}, t)\in D_{0}(f)$ for
$x_{0}\in P_{\mathrm{b}}^{l}$ satisfying $||x_{0}-x^{*}0||\leq\rho/2$ and $t\in J$. Therefore $D_{0}^{+}(f)\subset \mathcal{F}_{\mathrm{b}}^{n}\cross \mathrm{R}$ is
a relatively open subset.
We have for $||x0-x_{0}*||\leq\rho/2,t\in J$,
$||x_{f}(x_{0}, t)-x_{f}(x0’ t^{*}*)||$
$\leq||x_{j}(x_{0},t)-xf(X_{0}^{*}, t)||+||x_{f}(X^{*}t)0’-Xf(X^{\mathrm{x}}t*)0’||$ .






for $t\in J$. From the Gronwall’s Lemma (e.g., [2]), we get
$||x_{f}(X_{0}, t)-x_{j(}x_{0}*,$ $t)||$ $\leq$ $||x_{0}-x_{0}^{*}||eL \int^{t}\mathrm{o}Sd$
$\leq$ $||x_{0}-x0|*|e^{L(t+r)}.$ .
Thus $x_{f}(x_{0},$ $t\mathrm{I}$ is continuous in $(x_{0}, \mathrm{r})\in D_{0}(f)$ .
Q.E.D.
Condition (L) For any $p=(t_{0},x\mathrm{o})\in V$ there exists a relative $\mathrm{n}\mathrm{e}\mathrm{i}_{\mathrm{o}}\sigma 1_{1}\mathrm{b}\mathrm{o}\mathrm{r}\mathrm{h}\mathrm{o}\mathrm{o}\mathrm{d}$
$V(p)\subset V$ and a number $L_{p}>0$ such that
$||f(t1,x1)-f(t2, .x_{2})||\leq L_{p}||(t_{1}, x_{1})-(T_{2},x_{2})||$
for $(t_{1},x_{1}),$ $(t_{2},x_{2})\in V(p)$ .
It is said tllat $y:Jarrow \mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{1}$ is differentiable at $t\in J$ if
$y(t+h)=y(t)+\zeta h+o(h)$
as $harrow \mathrm{O}$ , where $\zeta\in \mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}$ and $o(h)/harrow \mathrm{O}$ , denoted $\zeta=y’(t)$ .
Theorem 4.5 Consider Problem $((\mathit{4}\cdot \mathit{1}),(\mathit{4}\cdot \mathit{2}))$ . Let $f$ : $Varrow \mathcal{F}_{\mathrm{b}}^{n}$ satisfy Con,-
dit.ion $(L),$ $wh,ereV$ is a relatively open subset in $\mathrm{R}\cross F_{\mathrm{b}}^{n}$ . Then $D^{+}(f)=$
$\{(t0,x0,t)\in D(f) : t>t_{0}\}$ is a relatively open subset in $\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}\cross \mathrm{R}$ and the
$m,appingx_{f}$ is $con\cdot t^{li.S}nuoy$ on $D(f)$ .
Proof. Let $x$ be the solution of $((4.1),(4.2))$ defined on $J=[t_{0}, T)$ , where
$T>t_{0}$ . We denote mapping $y=(?/1,y_{-}.,)$ : $Jarrow \mathrm{R}\cdot\cross P_{\mathrm{b}}$ such that $y_{1}(t)=$
$t,$ $\mathrm{t}j2(t)=x(t)$ and mapping $g:Varrow \mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}$ such that $g(\eta)=(1,f(\eta))$ , where
$\eta\in V.$ $\mathrm{T}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{n}y=(y_{1}, \tau/2)$ satisfies $y’=g(y(t))$ for $t\in J$ and $y(t_{0})=(t_{0}, X_{0})$ .
Conversely if $y$ satisfies the above equation and initial condition, then $x=y_{2}$ is
the solution of $((4.1),(4.2)),\cdot$
Denote the solution of $y=g(y),$ $y(\tau)=(t\mathit{0}, x\mathrm{o})$ with the maximal interval,
$\backslash \mathrm{v}\mathrm{l}\mathrm{l}\mathrm{i}\mathrm{C}\mathrm{h}$ satisfies $?J=(y_{1},\tau/2)$ such that
$y_{1}(_{\mathcal{T},t}0,x\mathit{0}, t)$ $=\cdot t_{0}-\tau+r$ (4.5)
$\tau/2(t\mathit{0},t_{0},X0, t.)$ $=$ $x_{f}(t0_{)}X0, t)$ . (4.6)
Since $y(\tau, t_{0,0}x, t)=y(\mathrm{O}, t_{00,-},xt\tau)$ , we have
$x_{f}(t_{0,0,t)}X=y_{2}$ ( $\mathrm{o},$ to, $x0,t-t_{0}$ ). (4.7)
The function $y$ ( $\mathrm{O},$ to, $x0,t$ ) exists on $D_{0}(g)$ so that $x_{f}$ exists on
$D(f)=\{(t_{0},X_{0}, t)\in \mathrm{R}\cross \mathcal{F}^{-n}\mathrm{b}\cross \mathrm{R}:$ (to, $x0,$ $t-t\mathrm{o}$ ) $\in D_{0(g)\}}$ .
Dcnote an into $\mathrm{n}$) $\mathrm{a}\mathrm{p}\mathrm{P}^{\mathrm{i}}11_{\circ}^{\sigma}\Phi$ on $\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}\cross \mathrm{R}$ such $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}\Phi(t0,X0, t)=(t_{0}, x_{0}, t-t\mathrm{o})$ .
Then it follows $\mathrm{t}\mathrm{l}\downarrow \mathrm{a}\mathrm{t}$
$D(f)=\Phi^{-}1(D_{0(}g))$ , $D^{+}(f)=\Phi^{-1}(D_{0}^{+}(_{\mathit{9}}))$ . (4.8)
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Since $D_{0}^{+}(g)$ is a relatively open subset in $\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{n}\cross \mathrm{R}$ and $\Phi$ is continuous,
$D^{+}(f)$ is relatively open in $\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{7l}\cross \mathrm{R}$. $\mathrm{F}\mathrm{r}\mathrm{o}\iota 11$ Tlleorem 4.4, (4.7) and (4.8),
$x_{j}$ is continuous on $D(f)$ .
Q.E.D.
In the following Corollary we assume that $f$ : $Uarrow \mathcal{F}_{\mathrm{b}}^{7l}$ satisfies some proper-
ties corresponding to the sn’noothness in the sense of F$r\’echet, where $U$ is a open
subset in $\mathrm{R}\cross X^{n}$ such that $U\cap(\mathrm{R}\cross F_{\mathrm{b}}^{\mathrm{n}})\neq\emptyset$ .
Property (P). It follows that there exists the $\dot{\mathrm{p}}$roduct $T(y)\Delta\in F_{\mathrm{b}}^{\dot{n}}$ such that
$f(y-|\ulcorner\triangle)=f(y)+T(y)\triangle+o(||\triangle||)$
as $||\triangle||\prec 0$ , where $y+\triangle\in U$ and the above product nueans the one of extension
principle. Denote the derivative $f^{t}(y)=T(y)$ . Suppose tllat $f’$ is continuous
on $U$.
Corollary 4.2 Let $f$ in (4.1) satisfy Propert.$y(P)$ . Then $D^{+}(f)$ is a relatively
open subset ‘in $\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{?l}\cross \mathrm{R}$ and. $x_{f}$ is $co7t\cdot t,inuoys$ on $D(f)$ .
Proof. It can be easily seen that $||f(y+ \triangle)-f(y)||\leq||\triangle||\sup_{0\leq\alpha\leq 1}||$
$f^{l}(y+a\triangle)||$ . Since $f\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}_{\}}$, Condition (L), the conclusion holds by Theorem
4.5. Q.E.D.
Theorem 4.6 Consider Problem $((\mathit{4}\cdot \mathit{3}))$ . Let $f$ : $Varrow \mathcal{F}_{\mathrm{b}}sat\prime iSf\mathrm{t}J$ the locally
Lipschitz condition $ar\iota d$ be $con,t^{J}inuousf$ where $V\subset \mathrm{R}\cross F_{\mathrm{b}}^{\mathfrak{n}}$ is a relatively open
subset. Tii.en for $(t_{0}, \xi_{1},\xi 2, \cdots , \xi_{\iota},)\in V$ there $exi_{S}t_{S}$, one an.$d$ only one solut.ion
$x_{f}$ of $(\mathit{4}\cdot \mathit{3})$ on the moxim.$alint,er\mathit{1}ja\iota$. $\lambda\tau_{oreov}er$ if $fsat,\prime iSfieSCond\prime it.i_{\mathit{0}n}(L)_{J}$ then
the set $D^{+}(f)=\{(t_{0},\xi_{1,\xi_{2}}, \cdots , \xi_{n}, t)\in D(f) : t>t_{0}\}$ is a relatively open subset
in. $\mathrm{R}\cross \mathcal{F}_{\mathrm{b}}^{r\iota}\cross \mathrm{R}.$ a$71,d$. the $mapp\cdot i_{7l}.g_{X_{j}}$ is $con,ti\eta.uouS$ on $D(f)$ .
Proof. It can be $\mathrm{p}\mathrm{r}\mathrm{o}\backslash \prime \mathrm{e}\mathrm{d}$ in the similar way as the proof of Theorem 4.5.
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Figure 1: Fuzzy numbers x $=(a,$b) in the following cases $(\mathrm{i})-(\mathrm{i}\mathrm{i}\mathrm{i})$ .
(i) b–m $=C_{1}(m-a)$ , $c_{1}>0$ ;
(ii) (b $-m)^{2}=c_{2}(m-a)$ , $c_{2}>0$ ;
(iii) b–m $=c_{3}(a-m)^{2}$ , $c_{3}>0$ .
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