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Abstract
Repetitive processes are a distinct class of 2D systems (i.e. information propagation in two inde-
pendent directions) of both systems theoretic and applications interest. They cannot be controlled
by direct extension of existing techniques from either standard (termed 1D here) or 2D systems
theory. Here we give new results on the relatively open problem of the design of physically based
feedforward/feedback control laws to achieve desired performance and disturbance decoupling in
the sense de¯ned in the body of the paper.
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1 Introduction
Linear repetitive processes are a distinct class of 2D systems of both system theoretic and applications
interest. The essential unique characteristic of such a process is a series of sweeps, termed passes,
through a set of dynamics de¯ned over a ¯xed ¯nite duration known as the pass length. On each
pass an output, termed the pass pro¯le, is produced which acts as a forcing function on, and hence
contributes to, the next pass pro¯le. This, in turn, leads to the unique control problem for these
processes in that the output sequence of pass pro¯les generated can contain oscillations that increase
in amplitude in the pass-to-pass direction.
To introduce a formal de¯nition, let ® < +1 denote the pass length (assumed constant). Then in
a repetitive process the pass pro¯le yk(p); 0 · p · ®; generated on pass k acts as a forcing function
on, and hence contributes to, the next pass pro¯le yk+1(p); 0 · p < ®; k ¸ 0: The fact that the pass
length is ¯nite (and hence information in this direction only occurs over a ¯nite duration) is the key
di®erence with other classes of 2D linear systems, such as those with discrete dynamics described by
the well known and extensively studied Roesser [12] and Fornasini Marchesini [6] state space models.
Physical examples of repetitive processes include long-wall coal cutting and metal rolling oper-
ations (see, for example, [5, 3]). Also in recent years applications have arisen where adopting a
repetitive process setting for analysis has distinct advantages over alternatives. Examples of these
so-called algorithmic applications of repetitive processes include classes of iterative learning control
(ILC) schemes [1] and iterative algorithms for solving nonlinear dynamic optimal control problems
based on the maximum principle [11]. In the case of ILC for the linear dynamics case, the stabil-
ity theory for di®erential and discrete linear repetitive processes is the essential basis for a rigorous
stability/convergence analysis of such algorithms.
A rigorous stability theory for linear repetitive processes has been developed. This theory [13] is
based on an abstract model in a Banach space setting which includes all such processes as special cases.
In essence, this stability theory is a form of bounded-input bounded-output stability which prevents
1the appearance of oscillations in the output pass pro¯le sequence in the pass-to-pass direction and
also, in its strongest form, ensures that the dynamics along a pass are also bounded independent of the
pass length. Also the results of applying this theory to a wide range of sub-classes of such processes
have been reported, including the one required here where the resulting conditions can be tested by
direct application of well known 1D linear systems tests.
It is possible de¯ne physically meaningful control laws for repetitive processes where in the ILC
application, for example, one such family of control laws is composed of (state or output based)
feedback control action on the current pass combined with information `feedforward' from the previous
pass (or trial in the ILC context) which, of course, has already been generated and is therefore available
for use. The majority of the work to date on the control of linear repetitive processes (outside the ILC
application area where extra structure arises which can be used to advantage) has been on ensuring
stability under control action | see, for example, [9]. In this paper, we develop new results on the
design of control laws for performance and disturbance rejection (in addition to stability).
Next we introduce the sub-class of constant pass length linear repetitive processes considered
here and other necessary background. Throughout this paper, the identity matrix with the required
dimensions is denoted by I, respectively. Moreover, M > 0 denotes a real symmetric positive de¯nite
matrix.
2 Background
The state space model of the discrete linear repetitive processes considered in this paper has the
following form over 0 · p · ® ¡ 1; k ¸ 0
xk+1(p + 1) = Axk+1(p) + Buk+1(p) + B0yk(p) + Ewk+1(p)
yk+1(p) = Cxk+1(p) + Duk+1(p) + D0yk(p) + Fwk+1(p) (1)
Here on pass k; xk(p) is the n£1 state vector, yk(p) is the m£1 pass pro¯le vector, uk(p) is the q£1
vector of control inputs, and wk+1(p) is a f £ 1 disturbance vector which enters on the current pass
and here is assumed to be the same value on each pass and denoted from this point onwards by w(p):
This state space model is a natural extension of that ¯rst introduced in [13] to allow for disturbances
which enter both the state and pass pro¯le dynamics on each pass. To complete the process description,
it is necessary to specify the `initial conditions' | termed the boundary conditions here, i.e. the state
initial vector on each pass and the initial pass pro¯le. Here these are taken to be The simplest possible
choice for these is
xk+1(0) = dk+1; k ¸ 0
y0(t) = f(p)
(2)
where the n£1 vector dk+1 has known constant entries and f(p) is an m£1 vector whose entries are
known functions of p over 0 · p · ® ¡ 1.
The ¯rst attempt to control these processes [5] arose in the long-wall coal cutting operation and
used the standard Nyquist criteria for continuous time systems (with independent variable t). To
apply this, an auxiliary independent variable termed the total distance traversed was ¯rst used to
convert the process dynamics into to those of an equivalent in¯nite length single pass process. At
point t on pass k + 1 this variable, denoted by v here, is given by v = k® + t and hence, for example,
yk+1(t) is transformed to y(v): Once this task was completed, the Laplace transform was applied to the
resulting process dynamics to obtain a transfer function and the assertion then was that the original
repetitive process was stable if, and only if, its in¯nite length single pass equivalent had this property.
In e®ect, this stability analysis ignored the fact that the pass initial conditions are reset before
the start of each new pass and also destroyed the essential ¯nite pass length repeatable nature of the
underlying dynamics. This, in turn, led to a new stability theory [13] for linear constant pass length
repetitive processes which is based on an abstract model of the process dynamics in a Banach space
(here denoted by E®) of the form
yk+1 = L®yk + bk+1; k ¸ 0 (3)
2In this model yk 2 E® is the pass pro¯le on pass k; L® is a bounded linear operator mapping E®
into itself and bk+1 2 W®; where W® is a linear subspace of E®: Also the term L®yk describes the
contribution of pass k to pass k + 1 and bk+1 represents control inputs and other e®ects which enter
on the current pass.
The unique control problem for these processes is that the output sequence of pass pro¯les fykgk¸1
can contain oscillations which increase in amplitude in the pass-to-pass direction. Hence a natural
de¯nition of stability is to demand bounded input sequences produce bounded sequences of outputs
(in this case pass pro¯les). Suppose therefore that jj ¢ jj denotes the norm on E®: Then so-called
asymptotic stability holds provided there exist real numbers M® > 0 and ¸® 2 (0;1) such that
jjLk
®jj · M®¸k
®; k ¸ 0 (where jj ¢ jj is also used to denote the induced operator norm). This property
requires that the spectral radius, r(L®); of L® satis¯es r(L®) < 1:
To establish conditions for asymptotic stability of a particular example therefore requires the
computation of the spectral values of the corresponding L®: Also if asymptotic stability holds then
fykgk¸1 converges strongly (in the pass-to-pass direction) to the so-called steady, or limit, pro¯le y1
which is the unique solution of the linear equation
y1 = L®y1 + b1
In the case of processes described by (1), a simple extension of the result for the case [13] when
w(p) = 0 yields that asymptotic stability holds if, and only if, r(D0) < 1 and the resulting limit pro¯le
is described by the 1D linear system
x1(p + 1) = (A + B0(I ¡ D0)¡1C)x1(p) + Bu1(p) + E(I ¡ D0)¡1Fw(p); x1(0) = ds
y1(p) = (I ¡ D0)¡1 [Cx1(p) + Fw(p)]
where ds denotes the strong limit of the pass state initial vector sequence fdk+1gk¸0: A key fact,
however, is that this property does not guarantee that the limit pro¯le has `acceptable' along the pass
dynamics where the most basic requirement is stability in the 1D sense, i.e. r(A+B0(Im¡D0)¡1C) < 1
| a point which is easily illustrated by, for example, the case when A = ¡0:5;B = 0;B0 = 0:5+b0;C =
1;D = D0 = 0; and the real scalar b0 is chosen such that jb0j ¸ 1:
The reason why asymptotic stability does not guarantee a limit pro¯le which is `stable along the
pass' is due to the ¯nite pass length. In particular, asymptotic stability is easily shown to be bounded-
input bounded-output (BIBO) stability with respect to the ¯nite and ¯xed pass length. Also in cases
where a limit pro¯le which is unstable as a 1D linear system is not acceptable, the stronger concept
of stability along the pass must be used which, in e®ect, demands the BIBO property uniformly,
i.e. independent of the pass length. In terms of the abstract model, stability along the pass holds
provided there exists real numbers M1 > 0 and ¸1 2 (0;1) which are independent of ® such that
jjLk
®jj · M1¸k
1; k ¸ 0:
In the case of processes described by (1) several equivalent sets of necessary and su±cient conditions
for stability along the pass can be derived but here it is the following one which is required. The proof
of this result follows immediately from that in [13] for the case of processes described by (1) with
w(p) = 0 and hence it is omitted here.
Theorem 1 Discrete linear repetitive processes described by (1) and (2) are stable along the pass if,
and only if, the 2D characteristic polynomial
C (z1;z2) := det
·
I ¡ z1A ¡z1B0
¡z2C I ¡ z2D0
¸
6= 0 in U
2 (4)
where U
2 = f(z1;z2) : jz1j · 1;jz2j · 1g:
Note here that necessary conditions for stability along the pass are r(D0) < 1 and r(A) < 1: Hence
asymptotic stability is a necessary condition for stability along the pass. Moreover, simply requiring
that the dynamics along any pass are bounded independent of the pass length, i.e. r(A) < 1; is also
3only a necessary condition for stability along the pass, as the simple example given above demonstrates.
Consider also a 2D Roesser model whose state dynamics is governed by the so-called augmented plant
matrix ·
A B0
C D0
¸
Then stability along the pass is equivalent to BIBO stability of this Roesser model (see the relevant
references cited in [13]). This last fact enables stability tests to be exchanged between these two areas.
As noted in the introduction, repetitive processes arise in both physical examples (recently another
application has arisen in self-servo writing in disk drives [10]) and in the so-called algorithmic applica-
tions already referred to in the introduction to this paper. Hence it is essential to complement the work
on stability and systems theoretic properties with the development of control schemes. Only when
such schemes are available (together with supporting design and performance assessment algorithms)
can the true potential of repetitive processes be determined.
It is in this last respect that the analysis of discrete linear repetitive processes and 2D linear
systems described by the Roesser model diverge. In the case of repetitive processes, a clear design
objective is to obtain a limit pro¯le with acceptable along the pass properties independent of the
presence of disturbances. Such a design objective has no 2D Roesser model equivalent.
In the reminder of this paper we give signi¯cant new results on controller design for the discrete
linear repetitive processes considered here and illustrate them using the particular case when
A =
2
6
6
4
1:9118 ¡0:0047 ¡1:4706 0:7353
1 0 0 0
0 0 0 0
0 0 1 0
3
7
7
5; B =
2
6
6
4
¡2:2059 £ 10¡5
0
0
0
3
7
7
5;B0 =
2
6
6
4
0:7794
0
1
0
3
7
7
5
E =
2
6 6
4
1
0
0
0
3
7 7
5;C =
£
1:9118 ¡0:0047 ¡1:4706 0:7353
¤
D = 2:2059 £ 10¡5; D0 = 0:7794; F = 1
This data comes from a model of a physical process which has been used previously in the 2D
systems literature [14] where here we take ® = 20:
3 Control for stability and performance in the absence of distur-
bances
Clearly the most basic property for discrete linear repetitive processes is asymptotic stability and
indeed in some applications this is all that can be achieved. For example, the matrix corresponding to
A in the optimal control application never satis¯es r(A) < 1 [11]. In general, however, stability along
the pass will be required. This section considers the use of control laws to achieve asymptotic and/or
stability along the pass coupled with desired pass-to-pass and along the pass performance as required.
In the case of the asymptotic stability based analysis, we make use of the 1D equivalent model of
the underlying dynamics which has is summarized next. It is essential to note at this stage that the
1D equivalent model does not (as with the approach of [5]) destroy the underlying ¯nite pass length
repeatable nature of the underlying dynamics and should be regarded as a `reversible transformation
to aid analysis'. Note also that the stability results given in this and the next sub-section also hold in
the presence of the disturbance vector w(p):
The 1D equivalent state space model for discrete linear repetitive processes in the absence of
disturbances [8] has already found major use in control related analysis. To extend the equivalent 1D
model to processes described by (1), ¯rst introduce the substitutions
l = k + 1; vl(p) = yl¡1(p); 0 · p · ® ¡ 1
4Next, introduce the so-called global state, input, pass pro¯le and disturbance vectors of dimensions
n® £ 1; q® £ 1; m® £ 1 and f® £ 1 respectively
X(l) =
2
6
6 6 6
6
4
xl(1)
xl(2)
xl(3)
. . .
xl(®)
3
7
7 7 7
7
5
;U(l) =
2
6
6 6 6
6
4
ul(0)
ul(1)
ul(2)
. . .
ul(® ¡ 1)
3
7
7 7 7
7
5
; V (l) =
2
6
6 6 6
6
4
vl(0)
vl(1)
vl(2)
. . .
vl(® ¡ 1)
3
7
7 7 7
7
5
;W =
2
6
6 6 6
6
4
w(0)
w(1)
w(2)
. . .
w(® ¡ 1)
3
7
7 7 7
7
5
Then the 1D equivalent state space model of the dynamics of (1) takes the form
X(l) = ¡V (l) + §U(l) + ª0dl + ­xW
V (l + 1) = ©V (l) + ¢U(l) + £0dl + ­yW (5)
where for the purposes of this work it is only necessary to detail the structure of the following matrices
¢ =
2
6
6
6 6
6
4
D 0 0 ::: 0
CB D 0 ::: 0
CAB CB D ::: 0
. . .
. . .
. . .
...
. . .
CA®¡2B CA®¡3B CA®¡4B ::: D
3
7
7
7 7
7
5
; © =
2
6 6
6 6
6
6
4
D0 0 0 ::: 0
CB0 D0 0 ::: 0
CAB0 CB0 D0 :::
. . .
. . .
. . .
. . .
... 0
CA®¡2B0 CA®¡3B0 CA®¡4B0 ::: D0
3
7 7
7 7
7
7
5
­x =
2
6 6
6 6
6
4
E 0 0 ::: 0
AE E 0 ::: 0
A2E AE E ::: 0
. . .
. . .
. . .
...
. . .
A®¡1E A®¡2E A®¡3E ::: E
3
7 7
7 7
7
5
; ­y =
2
6 6
6 6
6
4
F 0 0 ::: 0
CE F 0 ::: 0
CAE CE F ::: 0
. . .
. . .
. . .
...
. . .
CA®¡2E CA®¡3E CA®¡4E ::: F
3
7 7
7 7
7
5
These last two matrices describe the in°uence of the disturbance terms and will be required in
Section 4.
3.1 Asymptotic stability with performance design
We consider the use of the following feedback control law expressed in terms of the 1D equivalent
model as
U(l) = KV (l) (6)
This control law is activated only by the previous pass pro¯le. Hence it is to be expected that it will
be of limited e®ectiveness in controlling the along the pass dynamics.
Using well known LMI results (see, for example, [2, 7]) we immediately obtain the following result
for asymptotic stability of the resulting closed loop process. This control law only requires knowledge
of the previous pass pro¯le which is available by de¯nition of the process dynamics and can be pre-
computed before the start of each new pass. Note also that it has no (explicit) dependence on the
process state dynamics which clearly govern the behavior along each pass (and hence stability along
the pass).
Theorem 2 Suppose that the 1D equivalent model is used to design a control law of the form (6) for
a discrete linear repetitive process de¯ned by (1) and (2) with w(p) = 0: Then the resulting closed
loop process is asymptotically stable if, and only if, there exist matrices P > 0, G and L such that the
following LMI is feasible ·
¡P ©G + ¢L
GT©T + LT¢T G + GT ¡ P
¸
< 0 (7)
Also if this last condition holds then the controller matrix K is given by
K = LG¡1 (8)
5Next we give a new result which address the currently open question of how to design a control
law for discrete linear repetitive processes for both closed loop stability and performance. We assume
that the control law of (6) is applied and hence that no reference or tracking vector is speci¯ed for
each current pass (analogous to 1D linear systems regulator theory). The problem then is controller
design for asymptotic stability with the additional requirement that the resulting limit pro¯le vector
is identically zero over the pass length.
Model matching control is a long standing technique in standard (or 1D) systems theory and there
has also been some work on this problem for 2D discrete linear systems described by the Roesser
and Fornasini state space models [14]. In the case of the discrete linear repetitive processes treated
here, ¯rst note that the system matrix © describes the contribution of the previous pass pro¯le to the
current one. Also under the action of the control law (6) this matrix is `mapped' as follows
© ! © + ¢K (9)
Suppose now that we want to assign the closed loop matrix here to b © where this matrix is selected
to give a state space model whose behavior the controlled process is required to follow. Then we have
the following result.
Theorem 3 Suppose that the 1D equivalent model is used to design a control law of the form (6) for
a discrete linear repetitive process de¯ned by (1) and (2) with w(p) = 0: Then the resulting closed loop
process is asymptotically stable and reaches the required form b © if there exist matrices P > 0, G and
L such that the following LMI is feasible
"
¡P (© ¡ b ©) G + ¢L
GT(© ¡ b ©)T + LT¢T G + GT ¡ P
#
< 0 (10)
If this condition holds, the control law matrix K is computed using the formula (8) in such a way that
© ¡ b © + ¢K = 0 (11)
Proof. First note again that if the LMI (10) holds then the control law matrix K of (6) is given by
(8). Also it is a standard fact that it is possible to obtain from the LMI solver a K such that (11)
holds. In such a case, the closed loop system matrix is
b © = © + ¢K
which completes the proof. ¤
Suppose now that the matrix K can be designed such that (11) of Theorem 3 holds. Then, since
the control law does not contain a tracking or reference vector, the resulting limit pro¯le is zero, i.e.
the process has been regulated to produce zero output over the pass length on the limit pro¯le.
It is essential to note here that it is impossible to obtain an arbitrarily speci¯ed model matrix
b © starting from an arbitrarily speci¯ed ©. However, conditions under which (11) has a solution can
be characterized easily on the basis of, for example, Cramer's rule for linear vector equations and
the matrix Kronecker product. This is clearly an area for further research and the remainder of this
section focuses on the design of control laws for stability along the pass and desired performance, as
opposed to just stability along the pass in the work reported to-date in this subject area.
3.2 Stability along the pass with performance design
Here we consider a control law of the form 0 · p · ® ¡ 1; k ¸ 0
uk+1(p) = K1xk+1(p) + K2yk(p) := e K
·
xk+1(p)
yk(p)
¸
(12)
where K1 and K2 are appropriately dimensioned matrices to be designed. In e®ect, this control
law uses feedback of the current pass state vector (which is assumed to be available for use) and
6`feedforward' of the previous pass pro¯le vector (compare with the control law of the previous sub-
section). (Note that in the repetitive process literature the term `feedforward' is used to describe the
case where (state or pass pro¯le) information from the previous pass (or passes) is used as (part of)
the input to a control law applied on the current pass, i.e. to information which is propagated in the
pass-to-pass (k) direction.)
This control law has clear physical meaning for practical applications of discrete linear repetitive
processes and the following result uses the LMI setting (in e®ect, Theorem 1 closed loop is replaced
by a su±cient condition which directly yields a computable formula for the controller matrices) to
give a controller design algorithm which can be easily implemented (for background on the required
computations see, for example, [4]) and where
b A1 =
·
A B0
0 0
¸
; b A2 =
·
0 0
C D0
¸
Theorem 4 [7] Suppose that a control law of the form (12) is applied to a discrete linear repetitive
process described by (1) and (2) with w(p) = 0: Then the resulting closed loop process is stable along
the pass if there exist matrices Y > 0; Z > 0; and N such that the following LMI holds
2
6
4
Z ¡ Y 0 Y b AT
1 + NT b BT
1
0 ¡Z Y b AT
2 + NT b BT
2
b A1Y + b B1N b A2Y + b B2N ¡Y
3
7
5 < 0 (13)
where
b B1 =
·
B
0
¸
; b B2 =
·
0
D
¸
If (13) holds, then a stabilizing e K in the control law (12) is given by
e K = NY ¡1 (14)
Note that the state space quadruple fA;B0;C;D0g describes the contribution of the previous pass
pro¯le to the current one and also stability along the pass | see Theorem 1. Also under the action
of the control law (12) this quadruple is `mapped' as follows
·
A B0
C D0
¸
!
·
A + BK1 B0 + BK2
C + DK1 D0 + DK2
¸
and since there is no closed loop tracking (or target) vector, the process closed loop dynamics is
completely described by the matrices on the right-hand side of this last expression. Suppose also that
we want to assign these closed loop matrices here to fA; B0; C; D0g; where these matrices are selected
to give a state space model whose behavior the controlled process is required to follow. Then we have
the following result.
Theorem 5 Suppose that a control law of the form (12) is applied to a discrete linear repetitive process
described by (1) and (2) with w(p) = 0: Suppose also that the procedure of (13) and (14) produces
controller matrices K1; K2 such that
·
A ¡ A B0 ¡ B0
C ¡ C D0 ¡ D0
¸
+
·
B
D
¸
[K1 K2] = 0 (15)
Then the resulting closed loop process is stable along the pass and its dynamics are de¯ned by the
(previously speci¯ed) state space quadruple fA; B0; C; D0g if there exist matrices P > 0 and Q > 0
such that
2
6
4
Z ¡ Y 0 Y e AT
1 + NT ^ BT
1
0 ¡Z Y e AT
2 + NT ^ BT
2
e A1Y + ^ B1N e A2Y + ^ B2N ¡Y
3
7
5 < 0
7where
e A1 =
·
A ¡ A B0 ¡ B0
0 0
¸
; e A2 =
·
0 0
C ¡ C D0 ¡ D0
¸
and the other matrices are as before. The control law matrices K1 and K2 are again computed us-
ing (14).
Proof. First note again that if the LMI of (13) holds then the control law matrix e K = [K1 K2] is
given by (14). Also it is a standard fact that it is possible to obtain from the LMI solver a e K such
that (15) holds. In which case, the closed loop system matrices are such that
· ~ A ~ B0
~ C ~ D0
¸
:=
·
A + BK1 B0 + BK2
C + DK1 D0 + DK2
¸
=
·
A B0
C D0
¸
(16)
which completes the proof. ¤
The problem encountered in the analysis of the previous sub-section also arises here. In particular,
it is impossible to obtain an arbitrarily speci¯ed model matrices fA; B0; C; D0g starting from an
arbitrary speci¯ed fA; B0; C; D0g. However, conditions under which (15) has a solution can be
characterized easily on the basis, for example, of Cramer's rule for linear vector equations and the
matrix Kronecker product.
In common with 1D linear systems, a natural approach to the control of repetitive processes is to
specify a reference, or tracking vector, representing desired performance on each pass and then attempt
to use a control law to achieve this goal. Here we consider the case when the term K3rk+1(p); 0 ·
p · ® ¡ 1 is added to the control law where rk+1(p) is an m £ 1 column vector representing desired
behavior on pass k + 1; k ¸ 0; and K3 is an q £ m controller matrix to be selected. This results in
the closed loop process state space model
xk+1(p + 1) = Axk+1(p) + BK3rk+1(p) + B0yk(p)
yk+1(p) = Cxk+1(p) + DK3rk+1(p) + D0yk(p)
The questions which now arise are: (i) what is a suitable choice for rk+1(p)?; and (ii) how can we
design the control law to give stability along the pass plus acceptable transient behavior?
To illustrate what can be achieved here, we focus on the single-input single-output case and
use the numerical data given earlier in this paper and select the current pass reference vector as
rk+1(p) = ¡1; 0 · p · ® ¡ 1; k ¸ 0; i. e. a downward unit step applied at p = 0 on each pass.
One possible way of designing the control law is to note that K3 does not in°uence stability along
the pass. Hence we can execute the LMI design of Theorem 5 to obtain control law matrices K1 and
K2 which ensure closed loop stability along the pass and then attempt to select a suitable K3 to meet
the performance requirements by `tuning' the response of the resulting closed loop process model. In
the case of the numerical example given in the previous section, it is easily checked that this model is
unstable along the pass and the stabilization procedure of Theorem 5 gives the control law matrices
K1 and K2 as
K1 =
£
83203:2 4226:3 ¡67555:2 29928:8
¤
; K2 =
£
¡2882:67
¤
(17)
and in the resulting stable along the pass closed loop process (It was also found that K3 = ¡3765:8
gave acceptable performance.)
·
A B0
C D0
¸
=
2
6
6 6
6
4
0:0764 ¡0:0979 0:0196 0:0751 0:8430
1:0 0:0 0:0 0:0 0:0
0:0 0:0 0:0 0:0 1:0
0:0 0:0 1:0 0:0 0:0
0:0764 ¡0:0979 0:0196 0:0751 0:8430
3
7
7 7
7
5
(18)
The empirical nature of the above approach means that it is clearly not feasible in the general
case. Instead, the method developed next can be used.
8This new approach is based on a (simple structure) re-formulation of the problem and is the ¯rst
step which allows us to extend the design analysis to the case when external disturbances are present
| see the next section. The starting point is the fact that control task here is to drive the process
pass pro¯les to some prescribed reference vector yref(p); 0 · p · ® ¡ 1; where it is an immediate
consequence (see Section 2 in this paper) of the stability theory that if asymptotic stability holds then
the pass pro¯le sequence converges to a steady, or so-called limit, pro¯le described for discrete linear
repetitive processes by a 1D linear systems state space model. Here what we are aiming to do is to
force the process to produce the limit pro¯le yref(p):
To solve this last problem, introduce the modi¯ed output vector variable termed the incremental
pass pro¯le vector as
Âk(p) := yk(p) ¡ yref(p) (19)
Then it is clear that the design requirement here is equivalent to
Âk(p) ! 0; 0 · p · ® ¡ 1;k ! 1
Now replace the process state space model (1) with w(p) = 0 by the following one obtained from it
by substitution using (19)
xk+1(p + 1) = Axk+1(p) + B0Âk(p) + Buk+1(p)
Âk+1(p) = Cxk+1(p) + D0Âk(p) + Duk+1(p) (20)
and apply to it the following control law (which is clearly of the form (12), i.e. current pass state
feedback augmented in this case by feedforward of the di®erence between yk(p) and yref(p))
uk+1(p) = K1xk+1(p) + K2Âk(p)
= K1xk+1(p) + K2yk(p) ¡ K2yref(p) (21)
Also choose the closed loop control law (21) to transform the process of (20) into the form of those
for which Theorem 5 holds, i.e. fA, B0, C, D0g. Then it follows immediately from the above analysis
that the resulting closed loop model must be stable along the pass and also that the resulting limit
pro¯le is the zero vector over 0 · p · ® ¡ 1: Moreover,
xk(p) ! 0; 0 · p · ® ¡ 1; k ! 1 (22)
which is a natural, and most frequently obtained, result when using the LMI based approach to
controller design.
Given this control law and converting back to the original pass pro¯le vector yk(p) we obtain the
resulting closed loop state space model
xk+1(p + 1) = Axk+1(p) + B0yk(p) ¡ B0yref(p)
yk+1(p) = Cxk+1(p) + D0yk(p) + (I ¡ D0)yref(p)
which is stable along the pass and whose limit pass pro¯le, due to (16) and (22), is clearly equal to
yref(p); i.e. the control task has been exactly achieved.
4 Design for Disturbance Rejection
4.1 Asymptotic Stability
The aim here is full decoupling of the in°uence of the disturbance w(p) together with simultaneously
driving the process to the required reference vector denoted in this sub-section by Vref. In this case,
it means that the resulting limit pro¯le de¯ned in terms of the 1D equivalent model as V1 := V (l)
l!1
9must be the a-priori speci¯ed vector Vref or, in component form,
Vref :=
2
6 6
6 6
6
4
yref(0)
yref(1)
yref(2)
. . .
yref(® ¡ 1)
3
7 7
7 7
7
5
and note again that asymptotic stability is equivalent to r(©) < 1:
The overall design task at this stage is to achieve the following:
(i) asymptotic stability, and hence the limit pro¯le exists,
(ii) the resulting limit pro¯le equals the a-priori speci¯ed vector, i.e.
V (l) ! Vref; l ! 1
and;
(iii) complete decoupling of the e®ects of the disturbance vector w(p) closed loop.
Suppose now that asymptotic stability holds, i.e. r(©) < 1; then
V (l + 1) ¡ V (l) ! 0; l ! 1
which is equivalent to
V (l + 1) = V (l) ´ Vref; l ! 1
and hence the resulting limit pro¯le is described in this representation by
Vref = ©Vref + ¢U1 + £0d1 + ­yW (23)
where U1 denotes the 1D equivalent model representation of the strong limit of the control sequence
fukgk¸1 applied to the process, and d1 denotes the strong limit of the pass state initial vector sequence
fdkgk¸1:
Subtracting (23) from the second equation in (5) yields
V (l + 1) ¡ Vref = ©
¡
V (l) ¡ Vref
¢
+ ¢
¡
U(l) ¡ U1
¢
+ £0(dl ¡ d1) (24)
Now introduce the so-called residual variables
^ V (l + 1) = V (l + 1) ¡ Vref
^ U(l + 1) = U(l + 1) ¡ U1
^ dl = dl ¡ d1
Then (24) can be written as
^ V (l + 1) = ©^ V (l) + ¢^ U(l) + £0 ^ dl (25)
and the external disturbance vector w(p) has been decoupled from the process dynamics.
If the process is open loop asymptotically unstable, then control action can be employed which, in
e®ect, is a modi¯ed form of (6). In particular, apply the following control law to (25)
^ U(l) = K ^ V (l) ) U(l) ¡ U1 = K
³
V (l) ¡ Vref
´
(26)
and choose K such that asymptotic stability holds closed loop, i.e. r(© + ¢K) < 1: Then it follows
immediately that this control law gives the required limit pro¯le and also complete decoupling of the
disturbance vector w(p):
10The only di±culty here is that to apply U(l); i.e.
U(l) = KV (l) ¡ KVref + U1
it is necessary to compute U1 explicitly. To do this, rewrite (23) in the form
¢U1 = (I ¡ ©)Vref ¡ ­yW ¡ £0d1 (27)
to obtain the condition which must hold for the control task to be achieved. This, in turn, means that
not all choices for Vref can be achieved and, in particular, only those which satisfy
rank
£
¢ j (I ¡ ©)Vref ¡ ­yW ¡ £0d1
¤
= rank
£
¢
¤
(28)
are feasible.
It now follows immediately from the structure of ¢ that if D is a full row rank matrix then (27)
is solvable and hence
U1 = ¢]
³
(I ¡ ©)Vref ¡ ­yW ¡ £0d1
´
(29)
where (¢)] denotes the pseudo inverse of (¢). Note that, if m = q i.e. ¢ is square and nonsingular
(since D is assumed to be full rank) matrix, the pseudo inverse can be replaced by the matrix inverse.
In which case (29) becomes
U1 = ¢¡1
³
(I ¡ ©)Vref ¡ ­yW ¡ £0d1
´
(30)
Note that if the input, pass pro¯le and disturbance are scalars then D 6= 0 means that (30) is valid
in this case. In the general case, however, it will often be the case that the dimension of the pass
pro¯le vector exceeds that of the input vector and hence neither D or ¢ are full row rank matrices.
As noted before, not all possible limit pro¯le vectors can be achieved under this design. There is,
however, a means of reducing the limitations this may impose. This is due to the fact that it may be
possible to choose d1 to ensure that (28) holds.
Return now to the numerical example used in this paper and suppose that to meet other perfor-
mance requirements we must have
·
A B0
C D0
¸
=
2
6
6 6
6
4
0:0764 ¡0:0979 0:0196 0:0751 0:8430
1:0 0:0 0:0 0:0 0:0
0:0 0:0 0:0 0:0 1:0
0:0 0:0 1:0 0:0 0:0
0:0764 ¡0:0979 0:0196 0:0751 0:8430
3
7
7 7
7
5
and yref(p) = ¡1; 0 · p · ® ¡ 1: Also we consider the case when w(p) is the sampled sine wave
w(p) = ¡0:5sin(
2¼(p¡1)
® ):
The controller matrix K in (26) in this case is
K =
£
K1 K2 K3 ::: K20 ¤
=
2
6 6
6 6 6
4
k1 0 0 ::: 0
k2 k1 0 ::: 0
k3 k2 k1 ::: 0
. . .
. . .
. . .
...
. . .
k20 k19 k18 ::: k1
3
7 7
7 7 7
5
where
K1 =
£
¡2882:6667 2585:0977 40481:0829 270:8555 ¡694:9791 :::
::: ¡79:6131 61:9560 12:5276 ¡5:1084 ¡1:6167 :::
::: 0:3766 0:1870 ¡0:0226 ¡0:0200 0:0007 :::
::: 0:0020 0:0001 ¡0:0002 0:0 0:0
¤T
114.2 Stability Along the Pass
Now we show how to solve the design problem considered here under stability along the pass, i.e. when
asymptotic stability in the design objectives listed under (i)-(iii) earlier in this section is replaced by
the stronger requirement of stability along the pass.
Suppose that stability along the pass holds. Then as k ! 1 we have for 0 · p · ®¡1; xk+1(p) =
xk(p); yk+1(p) = yref(p) and hence
x1(p + 1) = Ax1(p) + Bu1(p) + B0yref(p) + Ew(p)
yref(p) = Cx1(p) + Du1(p) + D0yref(p) + Fw(p) (31)
Now introduce
^ yk(p) = yk(p) ¡ yref(p)
^ xk(p) = xk(p) ¡ x1(p)
^ uk(p) = uk(p) ¡ u1(p)
Then using (31) and (1) we obtain
^ xk+1(p + 1) = A^ xk+1(p) + B^ uk+1(p) + B0^ yk(p)
^ yk+1(p) = C^ xk+1(p) + D^ uk+1(p) + D0^ yk(p)
and in this so-called residual model the in°uence of the disturbance has been decoupled.
Suppose now that a stabilizing control law is required. Then this can be achieved by writing
^ uk+1(p) = K1^ xk+1(p) + K2^ yk(p)
or, equivalently,
uk+1(p) = u1(p) + K1xk+1(p) ¡ K1x1(p) + K2yk(p) ¡ K2yref(p) (32)
and the task now is to construct x1(p) and u1(p) when w(p) and yref(p) are known.
From the algebraic equation of (31) for yref(p) we have that
Du1(p) = (I ¡ D0)yref(p) ¡ Cx1(p) ¡ Fw(p)
Here we see again that not all yref(p) are available under this design. In particular, only those which
ensure that
rank
£
D j (I ¡ D0)yref(p) ¡ Cx1(p) ¡ Fw(p)
¤
= rank
£
D
¤
(33)
are allowed. Suppose now that this condition holds (as is the case when D is full row rank). Then we
have that
u1(p) = D]
³
(I ¡ D0)yref(p) ¡ Cx1(p) ¡ Fw(p)
´
Also if D is square and nonsingular, the pseudo inverse can be replaced by the matrix inverse and
then
u1(p) = D¡1
³
(I ¡ D0)yref(p) ¡ Cx1(p) ¡ Fw(p)
´
Once u1(p) has been computed over 0 · p · ® ¡ 1 then
x1(p + 1) = (A ¡ BD¡1C)x1(p) + (B0 + BD¡1(I ¡ D0))yref(p) + (E ¡ BD¡1F)w(p)
(which is simply a 1D discrete linear systems state equation which can be computed given d1 |
the strong limit of the known pass state initial vector sequence) and the overall control law is of the
form (32) where K1 and K2 are the control law matrices computed by the LMI method to give stability
along the pass closed loop.
125 Conclusions
This paper has developed substantial new results on the control of discrete linear repetitive processes.
Here the focus is on control law design for stability and performance as opposed to the former alone in
previous work. The design algorithms obtained have been illustrated on a model of physical process
which has also been considered in the 2D systems literature. Work is currently in progress on both
the in depth development/evaluation of these results and their extension. Output from this research
will be reported in due course.
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13Summary of the changes made to MULT147-03
The points raised by reviewer 1 have been addressed as follows.
1. A summary of the main steps, and reference to, the classical approach to stability analysis of
these processes has been added | paragraph after (2) on page 2.
2. The links between the stability theories for these processes and 2D linear systems has been
clari¯ed | ¯rst 3 paragraphs after Theorem 1.
3. The role of the 1D equivalent model has been clari¯ed.
We also which to state that the example given disproves the idea proposed by this reviewer that
1D stability uniform with respect to p is all that is required here.
14