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Abstract 
 
In the last decade, the fundamental understanding of pore-scale flow in porous media has been 
undergoing a revolution through the recent development of new pore-scale imaging techniques, 
reconstruction of three-dimensional pore space images, and advances in the computational 
methods for solving complex fluid flow equations directly or indirectly on the reconstructed 
three-dimensional pore space images. Important applications include hydrocarbon recovery 
from - and CO2 storage in - reservoir rock formations. Of particular importance is the 
consideration of carbonate reservoirs, as our understanding of carbonates with respect to 
geometry and fluid flow processes is still very limited in comparison with sandstone reservoirs. 
This thesis consists of work mainly performed within the Qatar Carbonates and Carbon Storage 
Research Centre (QCCSRC) project, focusing on development of three dimensional imaging 
techniques for accurately characterizing and predicting flow/transport properties in both 
complex benchmark carbonate and sandstone rock samples.  
Firstly, the thesis presents advances in the application of Confocal Laser Scanning Microscopy 
(CLSM), including the improvement of existing sample preparation techniques and a step-by 
step guide for imaging heterogeneous rock samples exhibiting sub-micron resolution pores. A 
novel method has been developed combining CLSM with sequential grinding and polishing to 
obtain deep 3D pore-scale images. This overcomes a traditional limitation of CLSM, where the 
depth information in a single slice is limited by attenuation of the laser light. Other features of 
this new method include a wide field of view at high resolution to arbitrary depth;  fewer 
grinding steps than conventional serial sectioning using 2D microscopy; the image quality does 
not degrade with sample size, as e.g. in micro-computed tomography (micro- CT) imaging.  
Secondly, it presents two fundamental issues – Representative Element of Volume (REV) and 
scale dependency which are addressed with qualitative and quantitative solutions for rocks 
increasing in heterogeneity from beadpacks to sandpacks to sandstone to carbonate rocks. The 
REV is predicted using the mathematical concept of the Convex Hull, CH, and the Lorenz 
coefficient, LC, to investigate the relation between two macroscopic properties simultaneously, 
in this case porosity and absolute permeability.  
The effect of voxel resolution is then studied on the segmented macro-pore phase (macro-
porosity) and intermediate phase (micro-porosity) and the fluid flow properties of the 
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connected macro-pore space using lattice-Boltzmann (LB) and pore network (PN) modelling 
methods. A numerical coarsening (up-scaling) algorithm have also been applied to reduce the 
computational power and time required to accurately predict the flow properties using the LB 
and PN methods. 
Finally, a quantitative methodology has been developed to predict petrophysical properties, 
including porosity and absolute permeability for X-ray medical computed tomography (CT) 
carbonate core images of length 120 meters using image based analysis. The porosity is 
calculated using a simple segmentation based on intensity grey values and the absolute 
permeability using the Kozeny-Carman equation. The calculated petrophysical properties were 
validated with the experimental plug data.  
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Definitions 
 
Total porosity – Ratio of the total pore volume to the total volume of the rock sample. 
 
Effective porosity – The interconnected pore volume or void space in a rock that contributes 
to fluid flow. 
 
Absolute permeability - The measurement of the permeability, or ability to flow or transmit 
fluids through a rock, conducted when a single fluid, or phase, is present in the rock. The 
symbol most commonly used for permeability is k, which is measured in units of darcy (D) or 
millidarcys (mD). 
 
Relative permeability – In multiphase flow in porous media, the relative permeability of a 
phase is a dimensionless measure of the effective permeability of that phase. It is the ratio of 
the effective permeability of that phase to the absolute permeability. 
 
Specific surface area – Surface area between pore and grain per unit rock volume (m-1). 
 
Interfacial tension – A property of the interface between two immiscible phases. Interfacial 
tension is the Gibbs free energy per unit area of interface at fixed temperature and pressure.  
 
Wettability – Ability of a solid surface to reduce the surface tension of a liquid in contact with 
it such that it spreads over the surface and wets it. 
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Chapter 1  – Introduction 
The fundamental understanding of complex fluid flow phenomena in porous media with 
complex pore structure is pertinent to a variety of engineering and industrial problems, ranging 
from ink imbibition in a printing paper, building materials, and biomedical studies (Schoelkopf, 
2002; Wong et al., 2006 & Cheng et al., 2014). It also plays an important role in geoscience 
applications including prediction and extraction of oil, gas and geothermal energy from 
underground reservoirs, groundwater remediation, environmental issues related to CO2 storage 
and capture and transport of contaminants in aquifers and soil (Dullien, 1992 & Blunt et al., 
2013). The global increase in energy demand requires increased hydrocarbon production. This 
drives the petroleum industry to increase fundamental understanding of the complex fluid flow 
process by accurately determining petrophysical parameters and transport properties in 
reservoir rocks.  
Laboratory experiments to reliably determine macroscopic transport properties are not 
straightforward. For example, experimental measurement of the relative permeability is 
cumbersome (Oak, 1990), as these experiments take a long time and are very expensive, and 
hence are limited to small number of samples. In the past, many researchers have attempted to 
relate fluid transport with rock properties (Bear, 1988; Walsh & Brace, 1984; Dvorkin et al., 
1996 & Mostaghimi et al., 2012). Unfortunately, these empirical relations do not actually 
predict the transport properties accurately due to the complex and heterogeneous geometry of 
the rock structure. Fluid transport properties depend critically on the size, shape and 
connectivity of the pore space and geometry of the porous medium (Fredrich, 1999). This 
motivated the research to enhance our knowledge of the geometry and topology of porous 
media. Pore-scale studies, including digital core analysis, offers an alternative solution to the 
above problem.  
A pore-scale study consists of two key procedures: Imaging and Modelling. Recent pore-scale 
studies accompanied by complex fluid flow modelling techniques on sandstone and carbonate 
rocks have proved effective to understand the multi-phase flow processes associated with 
enhanced oil-gas recovery and CO2 sequestration processes (Blunt et al., 2002; 2013; 
Knackstedt et al., 2006; Crawshaw & Boek, 2013). 
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To understand and predict the flow properties accurately, it has been believed that an improved 
understanding is required simultaneously on three major fronts:  
 Developing new experimental techniques to characterize the three-dimensional micro-
geometry of complex porous media. 
 Assessing and finding solutions to the limitations and challenges of pore-scale studies, 
including image analysis. 
 Development of efficient computational numerical methods to model single- and multi-
phase fluid flow in the porous media.   
This work summarizes the progress in the first two major areas related to pore-scale 
characterization of sandstone and carbonate rocks with the assistance of third area, including 
pore network (PN) and lattice Boltzmann (LB) modelling. In this work, a novel experimental 
technique has been developed using Confocal Laser Scanning Microscopy (CLSM) to image 
and reconstruct three dimensional (3D) geological rock samples. These 3D images are then 
used to predict macroscopic transport properties using LB models. Then pore-scale studies are 
assessed and analysed using 3D micro-CT rock images.  
In Chapter 2, a literature review is provided on the subject showing the latest developments in 
pore-scale imaging and modelling techniques. A detailed discussion is provided on the 
Representative Element of Volume (REV) and scale dependency.  
In Chapter 3, a novel imaging method is presented using the CLSM technique. It is an extension 
of the methods currently used in digital rock imaging to build numerical rock models, such as 
reconstruction from computed tomography scans (micro-CT and synchrotron-computed micro 
tomography), computer generated sphere packs and 2D scanning electron microscope (SEM) 
images. The novel method developed here is to image the pore space to the depth which can 
be accessed by the conventional CLSM approach and then grind away a slightly smaller layer 
of the rock followed by another imaging step. This process is repeated to acquire a 3D rock 
image of unlimited depth. The volumetric 3D pore space image is used to quantitatively 
calculate macroscopic petrophysical properties, including total porosity, macro-porosity, 
micro-porosity and sub-sample single phase permeability using digital rock analysis techniques 
validated with experiments.  
In Chapter 4, a detailed description of the experimental set-up for the entire library of rocks is 
provided predicting experimental total porosity and single phase permeability. The process of 
24 | P a g e  
 
generating 3D micro-CT pore-scale images of the entire rock library for pore-scale analysis is 
given with a summary of the 3D micro-CT data obtained. The image processing step is 
explained in detail, segmenting the micro-CT pore images into two and three phases, generating 
a binarised input file for LB and PN flow simulations. The 3D segmented pore-scale images 
are then used for calculating representative elements of volume (REV) and scale dependency.  
A novel method is developed for determining the representative elementary volume (REV) of 
a rock for several parameters simultaneously. This is an extension of the methods currently 
used in numerical rocks that consider individual parameters such as porosity and permeability 
independently. Numerical simulations to determine the parameters of interest are run on 
multiple sub-volumes of a 3D rock pore space extracted from a micro-CT image.  The resulting 
estimates of the parameters are plotted for different sub-volume sizes and the convex hull of 
the data is determined. A plot of the area of the convex hull as a function of the element size is 
used to determine the REV. The characteristic length such as the pore size is proposed to choose 
an efficient absolute voxel size for the numerical rock. To further enhance computational 
efficiency, the area of the convex hull (for well-chosen parameters such as the log of the 
permeability and the porosity) shows an exponential decay and so only a few small simulations 
are needed to determine the system size needed to calculate the parameters to high accuracy 
(small convex hull area). Subsequently the Lorenz Coefficient, a statistical measure of 
variability for different ranges of petrophysical properties is calculated to estimate the impact 
of the observed heterogeneity on multiphase flow processes. This could provide a good starting 
point for complex flow calculations in porous media such as two-phase relative permeability 
and capillary pressure prediction.  
The purpose of this work, is to understand the scale dependency of transport properties, in order 
to up-scale the flow physics from pore to core scale. 3D micro-CT pore images of the porous 
rocks are scanned at four different (4 µm, 6 µm, 8 µm and 10 µm) voxel resolutions, scanning 
the same physical field of view. Implementing three phase segmentation (macro-pore phase, 
unresolved micropore phase and grain phase) on pore-scale images helps to understand the 
importance of connected macro-porosity in the fluid flow for the samples studied. The 
petrophysical properties is then computed for all the samples using PN and LB simulations to 
study the impact of voxel resolution on petrophysical properties. A numerical coarsening 
scheme is then introduced; a high voxel resolution (4 µm) is up-scaled to low resolution (6 µm, 
8 µm and 10 µm) to study the impact of coarsening data on macroscopic and multi-phase 
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properties. This proves an important tool in improving the computational efficiency and 
predictive capabilities of modelling techniques. 
In Chapter 5, X-ray medical-CT dry core image data is used to predict petrophysical rock 
properties, including porosity and absolute permeability. Image-based analysis is used and the 
results are validated with experimental data. This work was done as part of a three month 
internship at BG Group, UK. 
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Chapter 2  – Background and 
Literature Review 
The exact division of pore space into pore body and throat entities is arbitrary and therefore is 
difficult to define in a unique way (Delerue et al., 1999). Pore bodies are also known as storage 
entities whereas throats are used to transport fluids between the pore bodies. However,  it is 
assumed that in a natural rocks, large empty spaces are considered as pore bodies and elongated 
empty spaces, connecting the larger empty spaces are considered as throats as shown in Figure  
2.1. 
 
Figure 2.1. Larger empty spaces between grains are pore bodies and elongated pathways connecting the 
pores are described as throats. 
The geometry of the pore space plays an important role in accurate determination of transport 
properties (Sahimi, 1995). Transport properties such as permeability of the porous medium is 
affected more strongly by the geometry, size and connectivity of pore space than by the total 
pore fraction available to transmit the flow. For instance, consider a typical quartz sandstone, 
such as Berea, (Fredrich, 1999) with a bulk porosity of ~20-25 % and a permeability of ~200-
800 mD. In contrast, a sedimentary diatomaceous rock with more than twice the porosity (~60 
%), may have a permeability of ~0.1-1 mD, which is lower by well over two orders of 
magnitude. This dramatic change of the usual trend between the porosity and permeability is 
the direct result of differences in the geometry of the pore space for the two rocks (Fredrich, 
1999). 
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2.1 Characterization of porous media 
In the past, indirect (experimental) methods such as saturation method and gas porosimetry 
have been used to quantitatively characterize the pore space. The Davis empirical formula 
(Davis, 1954) was used to estimate the porosity as the simplest geometric attribute of porous 
rock samples (Ramana & Venkatanarayana, 1971). Mercury porosimetry is the most commonly 
applied indirect technique for geological materials, accessing the pore space in the range of 20 
nm to 100 µm (Amritharaj et al., 2011). Unfortunately, this method does not estimate the pore 
size distribution, but instead provides the pore throat size distribution derived from capillary 
pressure mercury data. The above mentioned indirect method gives a calculated effective 
porosity but cannot interpret the geometric complexity of the pore space in terms of micropores, 
interconnectivity and geometric irregularities etc. Therefore, a revolution in the interpretation 
and characterisation of the geometry of complex porous media took place with the introduction 
of direct imaging methods. These techniques are promising as they contribute to an 
unambiguous and complete characterisation, of the microstructure of a porous material. 
Traditional imaging methods such as reflected or transmitted light microscopy, and scanning 
electron microscopy (SEM) (see Figure 2.2 (a)), using quantitative stereological 
measurements, were widely used in the past to calculate the porosity and specific surface area 
(Wong et al., 1985). Two and three point correlation functions have also been used to estimate 
porosity, specific surface area and permeability from SEM micrograph of polished sections of 
sandstones (Berryman & Blair, 1986). Pore and crack size distributions have also been 
estimated by stereological measurements of chord length (Krohn, 1988; Wong et al., 1985 & 
Fredrich et al., 1993). Absolute and relative permeabilites have been predicted using image- 
based analysis and effective medium theory on backscattered SEM (BSEM) images  
(see Figure 2.2 (b)) and thin sections of carbonate rocks (Jurgawczynski, 2007). An important 
shortcoming of these methods is the preclusion to examine a two-dimensional (2D) 
representation of 3-D objects (Bernabe, 1991), as pores with complex shapes and connectivity 
are difficult to identify in 2D images impeding accurate analysis of rock properties. Similarly, 
extracting pore connectivity qualitatively and quantitatively from the obtained 2D images is 
unfeasible. Figure 2.2 shows 2D BSEM image of sandstone and carbonate rock, where the pore 
phase is irregular in the two dimensional plane of the image; however, the impregnated epoxy 
validates that the pore phase is actually connected in three dimensions.  
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Figure 2.2. Backscattered scanning electron microscopy (BSEM) image. (a) Berea sandstone (Fredrich, 
1999: p.552). (b) Middle Eastern 1 carbonate (Jurgawczynski, 2007: p.93). The pore phase in the images is 
impregnated with epoxy (black). BSEM images of sandstone and carbonate shows the complex 2D pore and 
grain geometry, but it is unrealistic to extract a quantitative description of the three-dimensional 
microstructure.  
Despite advances in 2D imaging methods of petrophysical analysis, the results often carry 
elements of uncertainty. Therefore, in the last decade or so, three dimensional imaging 
techniques have been developed to image and reconstruct the complex 3D pore structure of 
porous media. The next section will outline the different imaging techniques to obtain 3D scans 
including the 3D imaging techniques used for analysis and development in this study. 
2.2 Pore-scale imaging 
Three dimensional (3D) pore space images of porous media, specifically rocks can be 
generated by two different methods: 
a) Indirect imaging: Constructing synthetic 3D rock images from 2D high resolution thin 
sections using statistical reconstruction and geological process simulation methods. 
b) Direct imaging:  Reconstructing 3D images of rock samples representing the real interior 
pore and grain structure of the original rock core scanned. This includes Focussed Ion Beam 
(FIB), X-ray micro-computed tomography (micro-CT) and confocal laser scanning 
microscopy (CLSM).  
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2.2.1 Stochastic reconstruction – statistical methods 
High resolution 2D pore space images (2D thin sections) are routinely available for geological 
studies. These 2D pore space sections are analysed and measured to obtain geometrical 
properties which include porosity (one-point correlation function) and two-point correlation 
functions (measuring the probability of finding two points separated by a certain distance 
within the same phase) to reconstruct a 3D image using statistical methods (Quiblier, 1984). 
The truncated Gaussian random field method complemented by geometrical properties is the 
most widely used stochastic reconstruction. The geometrical properties characterize the pore 
structures of the 2D thin sections from which 3D images have to be reconstructed. (Quiblier, 
1984 and Adler & Thovert, 1998). The main objective of this method is to generate a random 
phase function of space Z(x) representing the pore phase as “1” and grain or solid phase as “0”. 
The Z(x) generated must satisfy the one- and two-point correlation functions of 2D thin sections 
as a reference to reconstruct 3D images (Dong, 2008). Nevertheless, the defined one and two-
point correlation descriptors have been found to be insufficient to accurately represent and 
reconstruct the microstructural information of porous media (Quiblier, 1984; Adler et al., 1990, 
1992; Roberts & Torquato, 1999; Ioannidis et al., 1999; Ioannidis & Chatzis, 2000; Levitz, 
1998; Liang et al., 1998 & Bekri et al., 2000). A real need is to identify proper morphological 
descriptors that reproduce and replicate the microstructural and topological information of 
porous media accurately.  
The distribution of lineal path length defined as the probability of finding a line segment with 
certain length z, completely in either void or solid phase is used in combination with two-point 
correlation functions as a morphological descriptor by Yeong & Torguato (1998a; 1998b). The 
chord length distribution is considered as another descriptor useful to characterize the pore 
structure to generate 3D images to predict macroscopic properties.  
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Figure 2.3. Cross section of two-phase random media showing chord-length measurement. The chords are 
defined by the intersection of lines with the two phase interface (redrawn from Torqutato & Lu, 1993). 
For a given direction, the pore chord length is defined as the length through the pore space 
between solid voxels. Distribution functions are calculated by counting the number of chords 
of a given length playing an important role in many areas of mineralogy and stereology 
(Torquato & Lu, 1993; Levitz, 1998 & Talukdar et al., 2002a; 2002b). Another useful 
descriptor to improve geometrical characterization is the local porosity and percolation 
probability introduced by Hilfer (1991). Well-defined geometrical descriptors such as lineal 
length/pore chord length combined with one and two-point correlation improves the 
reconstruction of 3D images in terms of connectivity and predictions of macroscopic properties 
such as permeability. However, an important drawback of these methods is the connectivity 
over the long range of the original pore space.  
The problem of long range connectivity was solved by a multi-point statistical method (Okabe 
and Blunt, 2004; 2005) reconstructing a 3D volume from thin sections, enabling the pore space 
to be seen in 2D. This method is a generalization of the Markov Random Mesh statistical model 
developed by Wu et al. (2004; 2006) using a 5 point stencil to measure the probability of 
neighbouring pixels. 3D high resolution images are generated from 2D thin sections using the 
statistical methods discussed above, with well-defined morphological descriptors.  
Comparing the statistical method reconstruction with the geological process-based method 
discussed in the next section, it can generate 3D structures when the sedimentary processes are 
undefined, as for example, in carbonates (Dong, 2008). A major disadvantage with most of the 
models is assumption of isotropic pore structure in the porous media. 
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2.2.2 Process-based reconstructions 
The pore structure in porous media is dominated by different physical processes, a major 
contributing fact in process based models in contrast to statistical models. Different rock 
forming physical processes such as diagenesis (modelled by swelling spheres uniformly and 
allowing them to overlap) and compaction (moving the centers of the spheres closer together 
in the vertical direction and again allowing them to overlap) were studied (Bryant & Blunt, 
1992; Bryant et al., 1993a & 1993b) using a packing of equal spheres (Finney, 1970).  This 
model plays an important role in providing valuable understanding of how different geological 
processes affect the pore structure and can be considered as an achievement for the foundation 
of pore-scale modelling. Pore networks can be generated by assigning cells as pores and cell 
faces as throats predicting transport properties on water-wet sandpacks, sphere packs and 
cemented quartz sandstone (Okabe, 2004). The assumption of constant grain size is a limitation 
of to predict transport properties accurately. 
The above process based reconstruction was modified by Øren & Bakke (2002; 2003) to 
reconstruct 3D sandstones from grain size distributions and other petrographical data obtained 
from 2D thin sections of the sandstones. A major modification of this model was inclusion of 
different sized spheres to simulate more complex geological processes such as sedimentation, 
compaction and diagenesis. Process based reconstructed 3D Fountainebleau (see Figure 2.4) 
images were validated with micro-CT images of this sandstone, in terms of different 
morphological properties, such as one- and two-point correlation functions and petrophysical 
properties such as absolute permeability and formation factors. Pore networks can be extracted 
from the process based model reconstructing 3D rock images with successful prediction of 
transport properties (Øren et al., 1998; Patzek, 2001; Valvatne & Blunt, 2004 and Piri & Blunt, 
2005a; 2005b). 
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Figure 2.4. Comparison of three dimensional reconstructed pore space image of Fountainebleau sandstone. 
(a) Micro-CT reconstructed image. (b) Process-based image (Øren & Bakke, 2002: p. 329-330). 
Two dimensional binarised sections (see Figure 2.5) and 3D micropore structures of 
Fountainebleau sandstone generated by different methods are shown and compared  
(see Figure 2.6). The 2D and 3D process based reconstructed data are compared with micro-
CT images and show a better representation of typical shapes of pore and grain space than the 
statistical methods. The deposition of angular grains can further improve process-based 
reconstruction methods (Latham et al., 2001; 2002).  
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Figure 2.5. Comparison of 2D binarised section of 3D reconstructed pore space image of Fountainebleau 
sandstone generated by different methods. (a) Micro-CT reconstruction. (b) Process-based reconstruction. 
(c) Gaussian field reconstruction. (d) Simulated annealing. (Biswal et al., 1999) 
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Figure 2.6. Comparison of 3D reconstructed pore space image of Fountainebleau sandstone generated by 
different methods. (a) Micro-CT reconstruction. (b) Process-based reconstruction. (c) Gaussian field 
reconstruction. (d) Simulated annealing. (Biswal et al., 1999) 
2.2.3 Serial Sectioning 
Koplik et al. (1984) and Lin et al. (1986) made 2D serial sections using SEM, incrementally 
taking away as little as 1 µm of surface material by polishing and coupled these with image 
processing techniques to generate 3D images of sandstone. The 3D pore structure was 
reconstructed by stacking serial sections captured from a high resolution digital camera (Vogel 
& Roth, 2001). Although effective, this technique failed to preserve the rock structure, treating 
the pore space as a network of elliptical cylinders and is limited by the scanned sample volume 
in z-dimension. Serial sectioning is very time consuming due to laborious preparation of cross 
sections by polishing and destructive slicing processes. 
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Recent advancements in 3D imaging, combines serial sectioning with focussed ion beam (FIB) 
technology (Tomutsa & Radmilovic, 2003 & Tomutsa et al., 2007). This allows the 
reconstruction of sub-micron resolution 3D images of porous ceramic substrates (Wilson et al., 
2006) and geological materials (De Winter et al., 2009; Sondergeld et al., 2010 & Lemmens et 
al., 2010) (Figures 2.7 and 2.8). A focussed beam of gallium ions (Ga+) is accelerated to an 
energy of 5-50 keV, focused onto the sample staged at 45° by an electrostatic lens.  
 
 
Figure 2.7. FIB-SEM vacuum chamber with carbonate rock sample mounted on 45° stage (Bera et al., 2012: 
p. 179). 
The samples are prepared by sputtering a 100 nm layer of gold and silver paste. FIB milling is 
done by adjusting the ion currents, for instance, to a few thousands pA. This allows milling a 
50 x 50 µm2 physical area with a 0.1 µm depth. The selection of higher current leads to poor 
output quality images due to rougher surfaces. Recent improvements in FIB-SEM for 3D 
imaging were reported by Bera et al. (2012) and Keller et al. (2011). 
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Figure 2.8. FIB-SEM reconstructed image of carbonate sample with voxel size 10 x 10 x 20 nm3 with 
physical dimensions 9.83 x 6.57 x 4.86 µm3. (a) Solid matrix of carbonate sample (grey colour). (b) Pore 
spaces in the same region, with highlighted dead pores (dark green) (Bera et al., 2012: p. 176). 
2.2.4 Confocal Laser Scanning Microscopy (CLSM) 
The concept of confocal microscopy (CLSM) was patented by Minsky (1961) at Harvard 
University in 1957, but recent advances in optical hardware and software technology allowed 
the first confocal microscope to be built at the end of 1980s (Mauko et al., 2009). A detailed 
description of CLSM techniques can be found in Boyde (1990) and Web (1996). CLSM has 
been widely used in the biological community over the past decades (Pawley, 1990 & Stevens 
et al., 1994) and it has proved effective as a new optical imaging technique in the field of 
geomaterials. The first application of the CLSM technique for geomaterials started in the early 
1990s by Petford & Miller (1990) to study fission tracks. CLSM has recently been used for 
examining pores and pore networks in sandstone reservoir rocks (Fredrich et al., 1993 & 1995; 
Petford et al., 1999; Fredrich, 1999 & Menendez et al., 2001), and also for characterising 
porosity in hardened concrete (Head & Buenfeld, 2006). CLSM is used for characterizing 
microporosity in carbonates (Al Ibrahim et al., 2012). CLSM was used to study oil shales (Nix 
& Feist-Burkhardt, 2003) and lake and ocean sediment cores (Ribes et al., 2006). 
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The confocal microscope used in this study is a ZEISS LSM 700 shown in Figure 2.9. The 
diagrammatic representation of the confocal principle is shown in Figure 2.10. As discussed 
by Shah et al. (2013), there are two light modes for capturing images in CLSM: 1) visible 
(white) light and 2) fluorescent light. The light sources (in our case the lasers) have three 
different wavelengths of 405nm, 488nm and 555nm. By scanning across the sample with a 
particular laser, it is possible to build up an image of the sample that is spatially resolved to 
approximately ~0.2µm. The most important feature of the confocal microscope is a small 
pinhole aperture which is placed in front of the photomultiplier tube (PMT), located in a plane 
conjugate to the focal plane of the sample objective lens. However it can be defined using the 
term ‘confocal’. The beam path, including pinhole aperture, is shown in Figure 2.10.  
 
 
Figure 2.9. A commercial ZEISS LSM 700 microscope at Department of Chemical Engineering, Imperial 
College, London. The CLSM imaging facility is used in this study. 
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Figure 2.10.  Diagrammatic representation of confocal principle (redrawn from Head & Buenfeld, 2006). 
Only light that originates from the focal plane (represented by the blue line) is able to enter 
through the confocal pinhole aperture. Hence the only light that is in sharp focus is allowed to 
go through the pinhole to the detector to form an image but the light originating from below or 
above the focal plane will be blocked. The confocal microscope has the unique capability to 
scan the sample sequentially on a plane in a point to point manner, through the vertical ‘z axis’ 
and as a result a stack of 2D optical slices is generated and reconstructed as a 3D model. This 
is the main difference between a conventional light microscope and a confocal microscope. 
The diameter of the pinhole aperture is adjustable and it can be tuned to a size larger than the 
light ray which in turn is responsible for the thickness of the optical slice optimising the vertical 
resolution (Head & Buenfeld, 2006). A set of dichroic mirrors and a precision stepper motor 
are used to accomplish the vertical position (z plane) of the stage and also the focal plane. 
Ultimately, the use of the laser light source in our confocal systems controls and enhances the 
resolution because lasers offer a high degree of brightness and monochromaticity, small 
divergence, a high degree of spatial and temporal coherence and plane polarized emission 
(Fredrich, 1999).  
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The CLSM technique has not been widely used in imaging 3D geomaterials due to the 
limitation of depth information. The limitation of CLSM is the restriction on acquiring depth 
(z-dimension) information because the observed light intensity is attenuated with depth due to 
absorption and scattering by the material.  
 
 
Figure 2.11. 3D confocal volume rendering of pore space shown in opaque (coloured) and solid space in 
translucent. (a) Quartz sandstone with depth 165 µm (Fredrich et al., 1995: p.277). (b) Berea sandstone 
with depth 70 µm (Fredrich et al., 1999: p.556). 
Petford et al. (1999) obtained a maximum depth of 500 µm compromised by poor axial 
resolution; Fredrich (1999) stated that the optical sectioning depth in rock samples ranged from 
50 to 250 µm, depending on the nature of the imaged rock material (see Figure 2.11). In the 
patent literature, a method to build 3D digital models of porous media has been reported, using 
confocal profilometry, transmitted CLSM and multi-point statistics with a depth limit of 500 
µm (Hurley et al., 2011a; 2011b). In Chapter 3, a novel method is developed to image and 
reconstruct the pore space of heterogeneous carbonate rock samples to higher depth combining 
conventional CLSM and serial sectioning methods. 
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2.2.5 X-ray Micro-computed Tomography (micro-CT) 
The advent of X-ray computed tomography has made it possible to directly image and 
reconstruct the complex 3D internal structure porous materials. It has been used in medical 
applications, with recent development in micron scale imaging. The working principle of X-
ray micro-computed tomography (micro-CT) is shown in Figure 2.12 (a) and (b).  
 
 
Figure 2.12. Schematic representation of X-ray micro-computed tomography. (a) Parallel beam 
configuration used in synchrotron facilities. (b) Cone beam configuration used in typical laboratory micro-
CT. 
The system uses X-rays to penetrate through the sample that is rotated during the scanning and 
projects the X-ray attenuation profiles along the circular trajectory on the detector. These 
attenuation profiles are used for reconstructing 3D image of the interior volume of the sample 
using reconstruction software. X-ray attenuation is a function of three different parameters; 
density, atomic number of the sample and X-ray energy (higher energy X-ray tends to be more 
penetrating and absorbed less than lower energy X-rays.  This attenuation profile generates a 
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data set, called a tomogram, which is a 3D representation of the structure and variation of 
composition within a sample. The term “voxel” is a 3D point in the tomogram. 
In laboratory micro-CT scanners, the X-ray beam is polychromatic and is not collimated. 
Therefore, the image resolution is determined primarily by the proximity of the rock sample to 
the source (Blunt et al., 2013). The polychromatic X-ray leads to a beam hardening problem 
which affects the quality of image. To minimize this problem, special filters are used which 
have a composition similar to the sample and have a thickness of about 37% (e-1) of the 
diameter of the sample (Sakellariou et al., 2004). Typical X-ray energies for a laboratory micro-
CT scanner are in the range 30-160 KeV. This corresponds to a range of wavelengths of 0.04 -
0.01 nm. In synchrotron facilities, the X-ray beam is monochromatic and the intensity of the 
X-rays is high compared to a lab micro-CT scanner, producing better quality images in terms 
of artefacts and contrast. Synchrotron based x-ray sources have a beam energy typically less 
than around 30 KeV for imaging rock samples (Blunt et al., 2013). Sample size, quality of 
synchrotron beam and detector specification determine the resolution of image obtained from 
synchrotron facilities. The problem of time constraints is not a problem for lab based micro-
CT scanners to acquire numerous 3D images of different samples whereas synchrotron 
facilities are often limited.  
Flannery et al. (1987) used both laboratory and synchrotron sources to reconstruct the first 
micro-CT pore-scale image of Coconino sandstone. Spanne et al. (1994) and Auzerais et al. 
(1996) used micro-CT to obtain 3D voxel data of sandstone at a voxel resolution of around 
7.5µm. Blunt et al. (2013) obtained data for carbonate samples at different voxel resolutions 
ranging from 2.68µm to 13.7µm. The reconstructed pore geometries from micro-CT have been 
used for the prediction of petrophysical properties including permeability, porosity and 
formation factor (Arns et al., 2005; Knackstedt et al., 2006 & Blunt et al., 2013). A laboratory 
micro-CT scanner Xradia Versa XRM-500 X-Ray Microscope (see Figure 2.13) located at 
Imperial College, London was used to obtain 3D pore-scale images of porous media in this 
study. 
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Figure 2.13. Picture of laboratory micro-CT scanner (Xradia Versa XRM-500) at Department of Chemical 
Engineering, Imperial College, London. This micro-CT imaging facility is used in this study. 
2.3 Pore-scale modelling 
In this section, the different methods of pore-scale modelling will be discussed. 
2.3.1 Network modelling 
The resemblance between flow in porous media and random resistor networks was first 
exploited by Fatt in 1956, developing the first use of network modelling for application in 
porous media. The next further development in network modelling occurred in late 1970s, with 
the availability of increased computing power. The 2D network assumptions made by Fatt were 
reviewed by Chatzis & Dullien (1977) and concluded that the accurate 3D behaviour of flow 
in porous media (sandstones) cannot be represented by 2D network prediction. However, most 
networks were based on a regular cubic lattice combined with circular capillaries yielding an 
unrealistic description of real porous media such as sandstones (Chatzis & Dullien, 1977). 
Therefore, the need arose to capture the statistical behaviour of real porous media. As discussed 
in the section above, a combination of process-based models and networks extracted from a 
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random close packing of equally-sized spheres (real 3D porous medium) was pioneered by 
Bryant et al. (1993a; 1993b). 
In last decade, the developments in pore-scale imaging techniques, motivated network 
extraction and modelling methods to predict single and multi-phase transport properties (Blunt, 
1998; Blunt et al., 2002; Valvatne & Blunt, 2004; Knackstedt et al., 2006 & Blunt et al., 2013).  
Several excellent reviews on how to model, describe and represent the multi-phase flow 
through complex porous media are available in the literature (Blunt, 2001 & Blunt et al., 2002) 
with recent development of network models incorporating the effects of flow rate to study the 
displacement process more accurately (Idowu & Blunt, 2010; Løvoll et al., 2005 & Nguyen et 
al., 2006).  Gharbi & Blunt. (2012) also studied the wettability effects on complex carbonate 
rocks successfully using pore-scale network modelling methods. Multi-scale imaging 
techniques such as micro-CT imaging, focussed ion beam, 2D BSEM and SEM-EDS analysis 
are combined for better extraction of the connected macro- and micropore space in 
heterogeneous carbonates and tight gas reservoir rocks to predict single and multi-phase flow 
properties (Sok et al., 2010 and Knackstedt et al., 2011b). 
The reconstructed 3D micro-CT pore geometries are used to extract networks representing sets 
of pore bodies connected by throats using different algorithms developed in the literature. Dong 
et al. (2008) compared four different network extraction methods (medial axis, velocity based, 
grain recognition and maximal ball algorithms) on 3D images of sandstones and carbonates. In 
this study, a refined maximal ball algorithm (pore network extraction code) developed by Dong 
& Blunt (2009) is used. They developed a two-step searching algorithm to find the nearest 
interface of pore and grain space to define a ball. A clustering process was invented to define 
pores and throats by linking the maximal balls into family trees according to their size and 
rank.  Pore network extraction code provides valuable pore space properties such as number of 
pores and throats; number of different pore shape elements; average pore and throat size; and 
average coordination number (average number of throats connected to each pore).  
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Figure 2.14. Figure (a). Three dimensional binarised reconstructed from micro-CT Fontainebleau 
sandstone. Figure (b). Three dimensional extracted pore and throat network of Fontainebleau sandstone 
from maximal ball algorithm method (Dong, 2008. p: 129-130). 
The importance of flow through wetting layers and variation in wettability (fractional 
wettability – water-wet, mixed-wet and oil-wet) has been observed and investigated 
experimentally in complex carbonate reservoirs (Blunt et al., 2002 & Nguyen et al., 2006). The 
two-phase network model used in this study was developed by Valvtane & Blunt (2004). The 
wetting layers in this model are accommodated by pores and throats extracted from the 
networks, represented as geometrical elements such as squares, circular and triangular cross 
sections depending on their assigned shape factors G, the ratio of cross-sectional area to 
perimeter squared. The shape factors are directly calculated from binary images (Valvtane & 
Blunt, 2004). Figure 2.15 shows a single representative pore explaining the essence of the two-
phase model used in this study. The model is explained with an example in Chapter 5.  
 
45 | P a g e  
 
 
Figure 2.15. Modelling of drainage and waterflooding process with possible occurrence of fluid flow 
configuration. (a) For a strongly water-wet case, the triangular pore is fully saturated with water. (b) 
Primary drainage is mimicked by injecting oil where oil occupies the centre of the pore space and corners 
remains filled with water. The model allows altering the wettability of the parts in direct contact with oil; 
in this case the pore walls may become oil-wet. (c) Waterflooding process. The water is re-injected and the 
pore can be fully saturated with water. (d) Wettability alteration is large enough, oil might become 
sandwiched as a layer between water in the corner and the centre. (Valvtane, 2004 and Valvtane & Blunt, 
2004). 
2.3.2 Direct methods 
Recent development in 3D imaging techniques has enabled the reconstruction of pore space 
images consisting of interconnected pore structures. This allows fluid flow and mass transfer 
directly on the 3D images without simplification of the real 3D image geometry. This can be 
achieved by two direct modelling methods: (1) conventional computational fluid dynamics 
(CFD) and (2) lattice Boltzmann (LB) methods. 3D rock images are binarised into pore and 
grain space, the voids (or pores) are generally discretized using a Cartesian grid. This grid is 
then used directly to compute flow and transport, preserving the original 3D pore space 
geometry (Blunt et al., 2013). 
The conventional CFD methods solve the conservation equations of mass, momentum and 
energy at the continuum scale (Mostaghimi, 2012). Several conventional CFD techniques such 
as the alternating direction-implicit (ADI) finite difference method was used to study 
Newtonian fluid flow in 3D Fontainebleau sandstones with different porosities by Adler et al. 
(1990). The finite difference method has also been used to model flow at the pore-scale to 
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predict permeability of porous media (Øren & Bakke, 2002; Silin & Patzek, 2006 and 
Mostaghimi et al., 2012). The finite element method (FEM) was used by Saeger et al. (1995) 
to solve the Stokes equations in periodic porous media.  
The LB method uses a different approach to simulate fluid flow, describing the fluid system 
by interactions (streaming and collision) of fictitious particle groups which reside on the lattice 
nodes. These particle groups are bigger than the real fluid molecules, but show the same 
behaviour in density and velocity as the real fluid at the macroscopic scale. The averaged 
behaviour of LB method has shown to approximate and recover the governing Navier Stokes 
equation (Frisch et al., 1986 & Chen et al., 1992). The LB method is considered as a popular 
tool for modelling fluid flow in complex pore geometries (Knackstedt et al., 2006 and Boek & 
Venturoli, 2010). The implementation of simple algorithms and local operations make the LB 
method suitable for parallel computing (Boek, 2010). The capability of handling arbitrarily 
complex boundaries in the LB method for real pore geometries is very attractive compared to 
other methods such as the finite element method (FEM) and network modelling (Zhang et al., 
2000). While the conventional CFD method discretizes the governing equation in a top-down 
approach, the lattice-Boltzmann method recovers the governing equations from the rules for 
discretized models in a bottom-up approach (Chen et al., 1992). The lattice model is considered 
as important because all the operations are performed on the lattice nodes in the LB method. 
Several lattice models were proposed for the LB method (Chen et al., 1992; d'Humières et al., 
1986 & Higuera et al., 1989).  
A single phase LB code is used in this study to compute the single phase permeability directly 
on complex geometries such as pore-scale images of real rock samples obtained from micro-
CT and confocal microscopy imaging. This code was developed at Imperial College, London 
(Yang, 2013 & Yang et al., 2013). A Multi-Relaxation-Time (MRT) D3Q19 model was used 
to solve the flow in porous media as proposed by d'Humières et al. (2001). The model for single 
phase flow can be described by: 
                                     + , 	
 −  , 	
 =  , 	

                                           (2.1) 
where, 
fi (x, t)       = particle distribution function at location x and time t along the i-th direction (i = 
0, 1, 2…., 18 in our case).  
Ωi (fi (x, t)) = collision operator 
ei  = local particle velocity 
47 | P a g e  
 
D3Q19 has 19 velocity vectors including a rest vector and three velocity types (σ = 0, 1, 2) 
which corresponds to the i-th directions as shown in Figure 2.16. Flow and solute transport was 
then calculated directly on 3D pore-scale images of different rocks such as bead pack, 
Bentheimer sandstone and Portland carbonate using the MRT LB code (Yang et al., 2013). 
Figure 2.17 shows pore-scale images of rocks studied along with the calculated velocity 
distribution. The flow is imposed in the positive z direction, by imposing a uniform body-force 
boundary condition throughout the 3D pore-scale image of the rock. 
 
 
Figure 2.16. D3Q19 lattice model (velocity type, σ = 0 when i = 0; σ = 1 when i = 1,…,6; σ = 1 when i = 
7,…,18) (Gray et al., 2014). 
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Figure 2.17. (left) 3D pore-scale images (grains in blue, pores in green) and (right) velocity distribution of 
porous media (red and blue indicates high and low velocities respectively). (a) beadpack with voxel 
resolution 5 µm. (b) Bentheimer sandstone with voxel resolution 4.9 µm. (c) Portland carbonate with voxel 
resolution 9 µm (Yang et al., 2013: p.8534). 
The multi-phase fluid flow is considered as the major challenge, due to tracking of fluid 
interfaces to model and simulate in the complex pore geometries by direct modelling 
techniques. There are three multi-component LB models described in the literature for multi-
phase fluid simulation and a useful comparison of all the three models are given by Yang & 
Boek (2013). Boek et al. (2014) show the recent development and potential of LB method as 
an effective methodology to model, single and relative permeability, dispersion, dissolution 
and capillary pressure measurement directly on pore-scale images. The main disadvantage of 
direct modelling methods is computational efficiency. However, current advances in power 
complemented by parallel computing techniques allow the prediction of multi-phase flow 
properties accurately and efficiently.  
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2.4 Discussion on fundamental issue of pore-scale study 
A pore-scale study consists of two key procedures: Imaging and Modelling. One fundamental 
problem in pore-scale studies is how to represent and model the different range of scales 
encountered in porous media, starting from the unresolved sub-resolution micro-porosity. Bear 
(1988) has explained the concept of Representative Element of Volume (REV), qualitatively 
taking into consideration a macroscopic property, such as porosity. The REV is the minimum 
volume that can represent a particular macroscopic property of the sample.  Figure (2.18) shows 
a graph to define the REV, where Ui is defined as a volume in a porous medium, and Ui is 
considered to be much larger than a single pore or grain. Uv is the volume of void space, and 
the fractional porosity is defined by ni, as the ratio of void space to volume.  
As shown in Figure 2.18, there are minimal fluctuations of porosity as a function of volume at 
large values of Ui. As the volume decreases, fluctuations in the porosity increase, specifically 
as Ui approaches the size of a single pore, which has a fractional porosity of 1. Therefore the 
REV is defined by U0, above which fluctuations of porosity are minimal, and below which 
fluctuations of porosity are significant. The determination of the volume Ui is related to the 
different length scales varying from pore-scale to core-scale to continuum scale. (Crawshaw & 
Boek, 2013). 
 
Figure 2.18. Schematic diagram showing the measured property varies with the sample volume and the 
domain of the Representative Element Volume (REV) (modified from Bear, 1988). 
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Pore-scale techniques have to answer far reaching questions such as: “What is the actual size 
of an REV? Does the determined size of the REV vary for different type of rock types? Are the 
REVs similar or significantly different for different quantities at a given location? How do the 
transport and structural properties such as permeability and porosity vary with scale?” (Zhang 
et al., 2000). The questions above were partly answered by Bear (1988), Zhang et al. (2000), 
Keehm (2003) & Mostaghimi et al. (2012). 
The new concept of “statistical REV” was proposed by Zhang et al. (2000) to assess the size 
of the REV more efficiently comparing the results obtained from crushed glass beads and 
sandstone with the outcome that the size of an REV varies spatially and depends on the quantity 
being represented. Keehm (2003) found that to predict the absolute and relative permeability 
of porous media, a minimum REV of size L = 20a is needed, where a is the maximum pore 
size of the porous medium using analysis of 2D thin sections. Mostaghimi et al. (2012) 
demonstrated that the REV for permeability is larger than for static properties, such as porosity 
and specific surface area. They also found that the REV for carbonate rocks appears to be larger 
than the image size considered. However these previous studies only partly address issues 
regarding the concept of REV for pore-scale imaging and modelling and show its limitations.  
It is difficult to define the term heterogeneity in geological studies, but instead it is quite simple 
and satisfying to define the opposite of heterogeneity called homogeneity. Homogeneity is 
defined qualitatively as a characteristic representation of a physical property between different 
elemental volumes which has the same value regardless of their location. Therefore, the terms 
heterogeneity and homogeneity are dependent on the model or sample volume of the measured 
physical property (Nordahl & Ringrose, 2008).   
The principal knowledge of fluid flow in porous media is allied with three different length 
scales which are defined as pore-scale (microscopic, µm), lab-scale (macroscopic, mm to cm) 
and field-scale (reservoir, km) (Zhang et al., 2000). The essence of pore-scale studies is to 
encapsulate the understanding of complicated physical fluid flow processes from small scale 
(microscopic) to large scale (macroscopic and field). However, the process of up-scaling from 
pore-scale to macroscopic-scale has encountered many challenges due to limitations associated 
with pore-scale imaging. 
There is always a compromise between the spatial (voxel) resolution and the physical area of 
the sample (field of view, FOV) to be scanned by imaging methods, specifically X-ray micro-
CT in our case. Consider, for instance, a rock sample scanned to obtain a 3D pore-scale image 
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using focussed ion beam (FIB) at a voxel resolution of 10 nm with a physical scanned area of 
10 µm3 capturing the pore geometry for pore sizes less than 0.1 µm; and micro-CT imaging at 
a voxel resolution of 3 µm with a physical scanned area of 3 mm3, to cover at least pore-scale 
heterogeneity. The FIB technique gives information down the nanometre scale, but this comes 
at the cost of smaller FOV which cannot incorporate the different scales of heterogeneity even 
at the pore-scale range. The micro-CT technique gives a larger FOV with lower resolution 
which lacks detailed micropore space information. Now let us consider a realistic case for 
modelling single- and multi-phase simulation on 3D data sets of 20003 voxels scanned at a 
voxel resolution of 1.5 µm representing 3 mm3 of physical sampling area. In this case, a large 
amount of computational power and time is required which restricts the prediction to be done 
on sub-sample data sets and is a challenge for up-scaling (Blunt et al., 2013 and Yang & Boek, 
2013). The solution to the above problem was partly answered by Peng et al. (2012), Al-Ansi 
et al. (2013) and Shah et al. (2013).  
Peng et al. (2012) have investigated the effect of resolution on pore space properties of Berea 
sandstone with two different voxel resolutions, 0.35 µm at a smaller FOV and 12.7 µm at a 
larger FOV. Al-Ansi et al. (2013) have studied the effect of five different voxel resolutions on 
predicted transport properties for two sandstones, Doddington and Clashach samples. They 
found that the predicted porosity was insensitive while the single phase permeability changes 
considerably with change in voxel resolution. However, these previous studies were carried 
out on different sampling areas (Peng et al., 2012) and only three homogenous rock systems 
were studied, which is too sparse to fully address the issue of voxel resolution on transport 
properties. Therefore, in Chapter 4, a novel method is developed to predict the representative 
elements of volume (REVs) of porous media. The effect of voxel resolution is systematically 
studied with the implementation of a numerical coarsening algorithm method, using pore-scale 
imaging and modelling techniques. 
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Chapter 3  – Confocal Imaging of 
Porous Media 
3.1 Introduction 
The main objective of this chapter is to develop novel two dimensional (2D) and three 
dimensional (3D) CLSM imaging techniques to accurately image, reconstruct and statistically 
characterize higher depth 3D complex porous geological materials with hydrocarbon reservoir 
and CO2 storage potential, specifically carbonate rocks. The detailed background and working 
principle of Confocal Laser Scanning Microscopy (CLSM) was explained in Chapter 2. 
Carbonate rocks are inherently heterogeneous and have a complex pore structure. This may 
include a major proportion of microporosity (pore size less than 1 µm) contributing to the total 
porosity (Cantrell & Hagerty, 1999). This microporosity can be directly accessed through the 
CLSM imaging technique if the sample is appropriately prepared for imaging. However, 
individual micropores are below the resolution of the technique so only the average porosity 
can be measured. 
In this chapter, recent improvements and a step-by-step guide to the sample preparation of 
porous materials, for accurate confocal imaging of macro- and micropores is presented. To our 
knowledge, no sample preparation techniques have been published for challenging porous 
materials, particularly those with very small pores. The practical and technical aspects of the 
confocal imaging technique are discussed carefully with application to imaging complex 
geological carbonate rock samples. The detailed study of confocal porosity analysis is done on 
2D high resolution wide field of view CLSM image of carbonate samples. 
Finally, the development of a novel method called ‘slice and grind’ integrated with CLSM to 
overcome the z-depth limitation to obtain high resolution wide field of view 3D confocal pore-
grain geometries is explained in detail. This is followed by the complete work-flow of image 
processing to filtering and segmenting the 3D raw confocal volumetric data into pores and 
grains for quantitatively determining petrophysical pore-scale properties such as total porosity, 
macro- and micro-porosity and single-phase permeability using lattice Boltzmann (LB) 
simulations, validated by experiments. 
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3.2 Materials and Methods 
Standard sample preparation techniques have been developed for confocal imaging (Fredrich 
et al., 1993 & 1995; Montoto et al., 1995 & Petford et al., 2001).  These approach used the 
technique of impregnating the pore space of a porous rock sample with a very low viscosity 
epoxy doped with fluorescent dye using vacuum impregnation only. Our technique also 
consists of impregnating the pore space of the carbonate sample with a mixture of slowly curing 
epoxy resin and hardener doped with fluorescent dye. The new extension of the technique 
reported here is to apply a large positive pressure to force the resin into the smallest pore sizes 
before it sets. 
3.2.1 Selection of fluorescent dye 
The Zeiss LSM 700 confocal system is equipped with a solid state laser cassette with lines at 
405 nm, 488 nm and 555 nm. The selection of the fluorescent dye should be according to the 
absorption peak, which should be matched to the imaging wavelength of the laser installed 
(Fredrich, 1999) and also considering other technical scanning parameters which will be 
explained in the later section 3.3. Fluorescent Epodye (available from Struers, UK) that 
dissolves well in the epoxy system and fluoresces at 488 nm laser wavelength was used in this 
study. 
3.2.2 Preparation of epoxy mixture 
EpoFix (available from Struers, UK), a low-viscosity, slow-curing (about 12 hours at room 
temperature) two liquid compound known as epoxy resin and hardener, was used and doped 
with the fluorescent Epodye. First, the epoxy resin was mixed with the fluorescent Epodye 
(yellow powder), usually at the concentration of 1g:200g (Epodye: epoxy resin) by weight. The 
epoxy resin and fluorescent Epodye were mixed thoroughly in a mixing cup using a magnetic 
stirrer. The mixture was then heated to about 40°-45°C for approximately 15-20 minutes until 
the Epodye was evenly dissolved in the epoxy resin. At this stage the epoxy hardener was 
introduced into the above mixture in the ratio of 25:3 (epoxy resin + Epodye: epoxy hardener) 
by weight. 5% toluene was added to the weight of the epoxy mixture (epoxy resin + Epodye + 
epoxy hardener) to help reduce the viscosity of the mixture.  The mixture of resin and hardener 
was allowed to be mixed thoroughly while heating the mixture to about  
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30°-35°C for approximately 15 minutes. The epoxy mixture was then ready for impregnation 
and to fill the pore space in the carbonate sample. Care was taken while mixing the above 
compounds regarding the concentration: using an incorrect mixing ratio of resin and hardener 
will not allow the mixture to cure. Also the epoxy mixture should not be overheated as it then 
cures very rapidly so that the viscosity of the mixture increases and hence pressure application 
cannot be performed.  
3.2.3 Vacuum impregnation 
The next step was to start with pressure application using a vacuum impregnation unit (Cast n’ 
Vac 1000), applying a negative pressure to impregnate the mixture deep into the carbonate 
sample and to fill the pores. Prior to impregnation, the carbonate sample and the resin mixture 
were placed inside the vacuum chamber for outgassing, removing any air bubbles present in 
the mixture. The impregnation cycle was carried out under vacuum by pouring the mixture 
slowly onto the sample, submerging it completely. The vacuum was then slowly released to 
help the mixture to impregnate the finer pores and also to reduce the chance of damaging the 
sample microstructure (Head & Buenfeld, 2006). The vacuum impregnation technique was 
validated by cutting the impregnated sample into two equal pieces and then scanning the cross-
sections of the cut pieces to a depth of 2 mm to confirm whether the mixture has penetrated 
throughout the carbonate sample without air bubbles. The vacuum cycle is repeated 2-3 times. 
The results are shown in Figure 3.1, illustrating a cut section of a high permeability carbonate 
sample from Mt Gambier with complete impregnation of the macro pore-space, scanned at 
magnifications of 2.5x (10  µm pixel size) and 10x (2.5 µm pixel size). 
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Figure 3.1. Sample cut-off section of Mt Gambier carbonate CLSM image with complete impregnation of 
the macro pore-space. (a) Scanned at pixel size resolution of 10 µm to illustrate that the fluorescent dye has 
impregnated deep into the sample without any air bubbles. (b) Scanned at pixel size resolution of 2.5 µm. 
However, it was observed that low permeability carbonate samples, such as Indiana Limestone 
and carbonate samples with a large fraction of sub-micron pores, such as Ketton carbonate, do 
not fill perfectly with resin using the above technique. This was because the impregnation of 
the sample micropores by the epoxy mixture is only partial, which can be clearly visualized 
using CLSM imaging as will be shown later. Therefore, an additional step is introduced to 
apply a positive pressure to the uncured resin while the sample was still submerged and 
maintaining the pressure while the resin cured completely. 
3.2.4 Micropores  
During the vacuum impregnation step, resin enters the porous media in an imbibition process. 
Here the timescale required will be estimated for imbibition and compare it to the curing time, 
demonstrating the necessity of the positive-pressure forcing step. The contact angle of the 
mixture (epoxy resin + Epodye + hardener) on a calcite crystal surface was measured. The 
contact angle measurement was taken using a Rame-Hart instrument with DROPimage 
advanced software (van Oss et al., 1987; 1988). In this study, Ketton carbonate sample consists 
of 99% calcite; a drop of the epoxy mixture was placed on a cleaved calcite surface to measure 
the contact angle between the surface and the epoxy mixture as shown in Figure 3.2, which 
was found to be 25.5º±0.5º .The interfacial tension for the epoxy mixture with respect to air, 
0.0356 ± 0.0003 N/m, was taken from the literature (Li et al., 2012). The contact angle 
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experiment confirms that the epoxy mixture is wetting on a rough calcite surface and therefore, 
in principle, every pore should fill by spontaneous imbibition.  
 
 
Figure 3.2. Epoxy mixture droplet resting on rough calcite surface showing the contact angle measurement 
between epoxy mixture and rough calcite surface. 
A Ketton carbonate sample is prepared using the vacuum impregnation technique to quantify 
the porosity data obtained using CLSM grey scale intensity segmentation analysis (Shah et al., 
2013). The CLSM grey scale intensity segmentation analysis will be explained in later section 
3.4.2 with detailed proposed steps. 
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Figure 3.3. 2D high resolution CLSM image of Ketton carbonate with lateral dimension 1x1 cm2 at 2.5 µm 
pixel resolution. (a) Obtained after application of vacuum impregnation technique. (b) Zoomed sub-section 
image showing macropores (fluorescent green) fully filled with epoxy mixture, but the sub-resolution 
micropores are unfilled at centre of the grain. 
Mercury Injection Capillary Pressure (MICP) experiments were conducted on similar 
representative Ketton carbonate sample to obtain experimental porosity and permeability data 
(outsourced to Weatherford Laboratories, East Grinstead, UK; 
http://www.weatherfordlabs.com/). The 2D high resolution CLSM image of Ketton carbonate 
sample shown in Figure 3.3 has been scanned to measure the total, macro and micro porosity 
in comparison with MICP experimental porosity data shown in Table 3.1. 
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Table 3.1. Experimental and Confocal analysis porosity data of Ketton sample for only vacuum 
impregnation technique. 
 Total Porosity Macro-Porosity Micro-Porosity 
Experimental MICP 20.80% 10.60% 10.19% 
Confocal 14.61% 9.99% 4.61% 
 
The parameters such as mixture viscosity and time of imbibition are considered important for 
impregnation, to understand the benefit of the positive pressure step in preparing samples for 
accurate CLSM porosity estimation. The initial viscosity of the epoxy mixture was 0.320 ± 
0.004 N s m-2, measured by an Anton Paar DV-1 P Digital Viscometer.  
The theoretical imbibition time of the mixture through the carbonate sample was calculated 
using a semi-empirical scaling formula (Eq. 3.1), which was developed for recovery of oil from 
very strongly water-wet media (Ma et al., 1997). The imbibition time, t, is defined as, 
 
                                                        =     ɸ                                                                           (3.1) 
where  
t              = imbibition time [s] 
td           = dimensionless time [-] 
σ             = interfacial tension [N m-1] μμ   = geometric mean of the impregnated mixture and air viscosity [N s m-2] 
Lc           = characteristic length [m] 
ɸ          = parameter (defined below) proportional to a micropore radius of the sample [m] 
The characteristic length Lc is the distance over which the imbibition takes place. In the case 
of the Ketton carbonate sample, this is a single grain. As the epoxy mixture fills the macropores 
quickly and surrounds the grain at the start of microporosity imbibition, the average grain 
radius from the 2D confocal Ketton carbonate image is used to define the characteristic length 
of approximately 300 µm. The geometric mean of the initial epoxy mixture and air viscosity 
was calculated as 0.002545 N s m-2. The microscopic pore radius for Ketton carbonate was 
calculated by predicting the absolute permeability, k and microscopic porosity, . The 
microscopic porosity was calculated, using a high resolution 2D CSLM image as 10% and the 
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absolute permeability, k, was calculated using the Carman-Kozeny equation (Boek et al., 2012; 
Mostaghimi et al., 2012). 
                                                           =    !"
   (3.2) 
where 
k = absolute permeability [m2] 
S = specific surface area [m-1] 
 = microporosity [-] 
c = constant [-] 
 
The specific surface area (S) was estimated for the microporous regions of Ketton carbonate, 
assuming the microporous structures in the Ketton sample scale with the grain diameter in the 
same way as a sphere pack, which was given by 
 
                                                           ! =  #"


                                                                 (3.3) 
where 
d = micrograin diameter [m] 
 
 
Figure 3.4. SEM image of Ketton carbonate sample showing micro-grain structures. 
The micrograin diameter was measured from the SEM image (see Figure 3.4) as 1.5 ± 0.5 µm. 
The specific surface area calculated was 3.61 µm-1. In predicting the absolute permeability (k), 
the constant c = 7 was used which corresponds to the assumption of simple grain packing 
(Mostaghimi et al., 2012). The microscopic pore radius was calculated as 0.0113 µm. The 
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dimensionless time, td, was assumed to be 105 as was found by Xie & Morrow (2000) for 
complete spontaneous imbibition for oil recovery in the oil/water system and Berea sandstones. 
Using Eqn. (3.1), the imbibition time was calculated as 110 ± 2 hours, which is much larger 
than the 12 hours setting time of the impregnated mixture. The above imbibition time was 
calculated using the initial impregnated mixture viscosity. This means that the mixture would 
set before spontaneous imbibition was completed. Hence, it was necessary to apply positive 
pressure to fill micropores effectively in the sample.  
3.2.5 Positive pressure application 
The problem of uneven distribution of the mixture, and unfilled sample micropores, was 
addressed by altering the sample preparation technique to add a positive pressure step. The 
experimental apparatus consists of a high-pressure, high-temperature (HPHT) vessel that can 
sustain pressures up to 10 MPa as shown in Figure 3.5.  
 
 
Figure 3.5. Experimental apparatus for positive pressure application using high pressure high temperature 
(HPHT) vessel. 
The sample holder containing the rock sample (submerged in the unset mixture from the 
vacuum impregnation step) was placed inside the HPHT vessel and pressure was applied using 
an ISCO 260D syringe pump filled with compressed air. The pressure was increased in steps 
of 2 MPa every 2 minutes (to avoid spillage of mixture) to a maximum pressure of 6.9 MPa 
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which was then applied for the 12 hour curing time. Induced cracking in the carbonate was 
observed above a critical pressure applied during the positive pressure application. In our 
experiments, a positive pressure of 6.9 MPa is applied to the Indiana Limestone and Ketton 
carbonate samples. Then both samples are imaged under the confocal microscope and observed 
that Indiana Limestone can withstand a pressure of 6.9 MPa, the Ketton carbonate sample 
developed cracks following application of the same pressure. Figure 3.6 shows both the 
carbonate samples after positive pressure of 6.9 MPa.  
 
 
Figure 3.6. 2D CLSM image scanned at pixel size resolution of 2.5 µm where fluorescent green is pore and 
black is grain obtained after applying 6.9 MPa positive pressure during improved two-stage process. (a) 
Indiana Limestone without any cracks. (b) Ketton carbonate with induced micro-cracks. 
The preparation process was repeated at different pressures to determine the range within which 
cracking could be avoided while the complete pore space was filled. Four different carbonate 
samples which are Indiana Limestone, Guiting, Mt Gambier and Ketton were impregnated and 
positive pressure was applied. All the carbonate samples can withstand a pressure of 6.9 MPa 
except the Ketton carbonate which shows cracking. A Ketton sample treated at a lower pressure 
of 4.13 MPa showed no cracking.  
To obtain optimum results using the positive pressure technique, there were some important 
steps to be followed: (a) immediately place the epoxy filled sample after the vacuum 
impregnation cycle into the HPHT vessel as the viscosity of the epoxy mixture continues to 
increase with the time during curing; (b) applying a very high positive pressure to carbonate 
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samples leads to induced cracking in the sample above a critical pressure which depends on 
the rock. A new Ketton carbonate sample is prepared using improved two-step process 
technique by first implementing the vacuum impregnation to impregnate the epoxy mixture 
and then applying positive pressure to fill the sub-resolution micropores with the epoxy 
mixture. A 2D high resolution CSLM image of Ketton, shown in Figure 3.7 was obtained to 
measure the quantitative total, macro and micro-porosity. This is shown in Table 3.2, in 
comparison with the MICP experimental data.  
 
 
Figure 3.7. 2D high resolution CLSM image of Ketton carbonate with lateral dimension 1x1 cm2 at 2.5 µm 
pixel resolution. (a) Obtained after implementing improved two-step process, vacuum impregnation 
followed by positive pressure application. (b) Zoomed sub-section image showing the sub-resolution 
micropores fully filled at the centre of the grain. 
From Table 3.2, the quantitative porosity obtained using confocal grey scale intensity 
segmentation analysis for macro-porosity and micro-porosity is in good agreement with the 
experimental data. In the improved two-stage process, the micro-porosity is clearly filled in the 
centre which was not the case in the vacuum impregnation technique (see Figure 3.3) and also 
it can quantitatively compare the micro-porosity with the experimental data. 
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Table 3.2. Experimental and Confocal analysis porosity data of Ketton sample for two-step process 
combining vacuum impregnation technique and positive pressure application. 
 Total Porosity Macro-Porosity Micro-Porosity 
Experimental MICP 20.80% 10.60% 10.19% 
Confocal 20.03% 10.27% 9.75% 
 
3.2.6 Grinding and polishing 
The main aim of using the CLSM here was to obtain high resolution images with a large field 
of view (FOV) to quantify the porosity of complex rocks such as carbonates which have 
structures across a wide range of length scales. To obtain a large field of view, with lateral 
dimensions of approximately 1 cm2 and high resolution, the impregnated hardened samples 
have to be ground and polished flat to obtain the best images.  
After impregnating the epoxy mixture into the sample, there is also a layer of epoxy above the 
surface of the rock sample which must be removed before CLSM imaging. The other main 
reason for grinding and polishing of the samples is that confocal microscopy requires an 
optically flat surface. If the sample is not optically flat, the ambiguity in measuring the porosity 
increases due to inhomogeneity in the intensity acquired (see Figure 3.8). Hence, the first step 
is to grind the excessive hardened epoxy mixture to expose the sample surface and then apply 
a series of successively finer polishing steps to obtain an optically flat polished surface for 
CLSM imaging. 
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Figure 3.8. CLSM image of Ketton which shows inhomogeneity in the intensity because the sample is not 
optically flat. 
The steps of grinding and polishing, shown in Figure 3.9 are explained as follows: 
1. The grinding and polishing steps were performed using a Buehler Auto-Met 300 automatic 
grinder and polisher. The first step was to remove the excessive hardened epoxy mixture 
from the sample, in order to expose the sample surface, using a 55µm grinding disc 
followed by a 15µm grinding disc. Images are obtained to compare different stages of 
grinding and polishing using a Zeiss Axio Vision conventional light microscope. 
2. The second stage was to polish the sample using different polishing grade discs and 
diamond polishing pastes of varying particle size varying from 3µm to 1µm to obtain a 
highly polished surface. 
3. The last stage was to polish the sample with abrasive 0.05µm alumina.  
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Figure 3.9. 2D image of Ketton carbonate taken using conventional microscopy in reflected light mode 
showing. (a) Excessive epoxy hardened on the sample surface after the sample is cured. (b) 2D image after 
grinding with 55µm and 15µm grinding disc. (c) 2D image of the same sample polished using diamond 
polishing paste of particle size 3µm followed by 1µm. (d) 2D final polished image of Ketton sample using 
0.05µm particle size alumina to obtain the best optical flatness and detection of confocal signal across the 
whole sample. 
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3.3 Technical and Practical Considerations 
In 1792, Henry Baker states “When you employ the microscope, shake off all prejudice, nor 
harbour any favourite opinions; for, if you do, ‘tis not unlikely fancy will betray you into error, 
and make you see what you wish to see” (North, 2006).  This sampling bias can be largely 
avoided if the volume of material imaged for analysis is large. Therefore, in this study the major 
technical and practical considerations are explained to obtain optimal 2D and 3D high-
resolution confocal images of heterogeneous and porous rocks to quantify macroscopic 
petrophysical properties accurately.  
A pivotal factor in determining image resolution for confocal systems is the correct pinhole 
diameter and numerical aperture (NA). The NA is defined as NA  =  ni sin θmax, where ni is the 
refractive index of the immersing medium (air, water, oil, etc.) adjacent to the objective lens, 
and θmax is the half-angle of the maximum cone of the light aperture by the lens. The modified 
pinhole diameter, PD, measured in µm, is defined as pinhole diameter/magnification. A 
geometrical optical confocality analysis is used when PD > 1.0 AU1 and a wave-optical 
confocality analysis is used when PD < 0.25 AU (Wilhelm et al., 2003 & Park et al., 2004).  
The quantification of the interaction between the resolution and noise in the confocal systems 
is solved by the concept of resolution probability. CLSM tends to work with PD > 0.25 AU; a 
diameter of 1 AU is a typical setting (Wilhelm et al., 2003).  Table 3.3 shows the theoretical 
lateral/axial resolution and optical slice thickness formulae for conventional microscopy, 
compared to geometrical and wave optical formulae for confocal systems.  The lateral 
resolution in conventional microscopy is primarily based on the Rayleigh criterion given by 
emitted wavelength (λem) and NA of the objective lens (Webb, 1996). In this study, PD ~ 1 AU 
as recommended is used, dominated by excitation wavelength (λex), NA and the refractive 
index of the immersing medium between rock sample and objective, in our case air (n =1) to 
determine accurate lateral and axial resolution. The wave optical confocality analysis is 
dominated by the mean wavelength (λm).2  
  
                                                          
1
 Airy unit, AU = $.&&'()*+  , NA is the numerical aperture and λex being the fluorescent excitation wavelength.  
2
 The mean wavelength is defined as , ,- = .2 '()'(0'()12'(01 
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Table 3.3. Lateral/axial resolution and optical slice thickness for conventional and confocal microscopy 
(Park et al., 2004: p.107).  
  Conventional 
microscope 
Geometric-optical confocal 
microscope 
Wave-optical 
confocal 
microscope 
 
Lateral 
resolution 
 
0.61,678  0.51,78  0.37,678  
 
Axial 
resolution 
NA 
≥ 0.5 2<,=-78&  0.88,< − <2 − 782 
0.64,6
< − <2 − 782 
NA 
< 
0.5 
 
1.67<,782  1.28<,6782  
Optical slice 
thickness 
  
No definition @A 0.88,6< − <2 − 782B
2 + A.2<CD78 B
2
 
0.64,6
< − <2 − 782 
 
To understand the complex flow processes in the porous rock samples, a statistical 
characterization of the pore geometry in 3D is necessary to understand the connectivity. 
According to the literature in the biomedical community, the vertical depth to which the optical 
slicing can be performed depends on the excitation wavelength (~ high absorption peak for 
fluorescent dye), numerical aperture (NA), and magnification of objective. The concept of 
“Seeing is believing” led us to research the optimal acquisition parameters to accurately image 
heterogeneous porous materials. In this thesis, a detailed guide is provided for adjusting the 
acquisition parameters in a confocal system to obtain optimal 2D and 3D rock sample data with 
experimental validation for future researchers using confocal systems. 
The selection of the fluorescent dye to impregnate the pore structures to obtain qualitative and 
quantitative information from confocal systems is significant (Wilson, 1990 & Fredrich, 1999). 
The absorption peak of the fluorescent dye should be well matched to the imaging wavelength. 
The two most commonly used fluorescent dyes to visualize pore space in rocks and cements 
are Rhodamine B (Fredrich, 1999) and Epodye (Hudson Yellow) (Head & Buenfeld, 2006). 
Both dyes were investigated with different excitation wavelengths to obtain optimal results and 
most importantly understand the depth of confocal imaging capability. Rhodamine B can be 
excited with laser line wavelengths 488 nm and 555 nm in our confocal LSM 700 whereas 
Epodye gives better results when excited at 488 nm. Therefore, two different Mt Gambier 
carbonate rock samples were impregnated with Epodye and Rhodamine B using the sample 
preparation technique as explained in the above section. The samples had a thickness of several 
68 | P a g e  
 
millimetres and in both cases the dyed resin penetrated the full depth of the sample. The 
samples impregnated with Rhodamine B and Epodye were excited using laser line wavelengths 
of 555 nm and 488 nm respectively. Two sets of 3D data were obtained using 10x (NA = 0.3) 
and 50x (NA = 0.55) magnifications respectively, to investigate the quality of data as shown 
in Figure 3.10.  
 
 
Figure 3.10. Confocal 3D data sets obtained for a Mt Gambier carbonate sample,  impregnated with (a) 
Epodye fluorescent dye and excited using 488 nm wavelength, scanned using 10x magnification,  
NA = 0.3. (b) Epodye fluorescent dye and excited using 488 nm wavelength, scanned using 50x 
magnification, NA = 0.55. (c) Rhodamine B fluorescent dye, excited using 555 nm wavelength, scanned 
using 10x magnification, NA = 0.3. (d) Rhodamine B fluorescent dye, excited using 555 nm wavelength, 
scanned using 50x magnification, NA = 0.55. 
The 3D confocal data shown in Figure 3.10 illustrate the importance of magnification, 
numerical aperture and accessible optical depth.  Here two major limitations of CLSM are 
noted. Firstly, the attenuation of the signal with increasing depth due to absorption and 
scattering by the sample lying above the focal plane limits the depth. This phenomenon occurs 
as the light passes through regions of different absorbance and refractive index within the 
sample itself (North, 2006). Figure 3.10 shows that the signal intensity goes on decreasing with 
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increasing depth. At 10x (NA = 0.3) magnification (Figure 3.10 (a) and (c)) for both the 
fluorescent dyes, the depth from which any signal can be obtained was limited to approximately 
100 µm. At 50x (NA = 0.55) magnification (Figure 3.10 (b) and (d)) the maximum scan depth 
was approximately 35 µm. However, the true depth at which features such as pores show 
intensity homogeneity was significantly smaller at approximately 20 µm for 10x and 15 µm for 
50x magnification. The lateral and axial resolution obtained using 50x (NA = 0.55) 
magnification gives better resolved features than at a magnification of 10x (NA = 0.3), at the 
cost of imaging time and memory space. Of the two dyes, Epodye gives somewhat better depth 
information.  The second major limitation is the optical slice thickness. The numerical aperture 
(NA) of the objective controls the lateral/axial resolution and the optical slice thickness. Figure 
3.11 shows the theoretical lateral/axial resolution for excitation wavelength, λex = 488 nm, 
approximately the same results would be obtained for λex = 555 nm. In addition Figure 3.12 
shows the optical slice thickness for both excitation wavelengths at the same three numerical 
apertures (NA), using the formula shown in Table 3.3. 
 
 
Figure 3.11. Theoretical calculated lateral/axial resolution for λex =488 nm as a function of three available 
numerical aperture (NA) in our LSM confocal system for n=1.0 (air). 
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Figure 3.12. Theoretical calculated optical slice thickness as a function of three available numerical 
aperture (NA) in our LSM confocal system for n=1.0 (air) for both the excitation wavelength λex =488 nm 
and λex =555 nm.  
The theoretical calculation of lateral and axial resolution along with the experiments above 
with different fluorescent dyes and excitation wavelength guide the selection of the best 
acquisition parameters. The theoretical optical slice thickness for 50x (NA = 0.55) 
magnification is approximately 5 µm, with a lateral resolution of 0.5 µm, whereas for  
10x (NA = 0.3) magnification the slice thickness is approximately10 µm with lateral resolution 
of 2.5 µm. The time required to scan a large field of view area of 7 x 7 mm2 of using  
50x magnifications is 10 times larger than for a 10x magnification. Hence in this study, the 
finalised subsequent settings used is 10x (NA = 0.3) magnification giving lateral resolution ~ 
2.5 µm, optical slice thickness ~ 10 µm and good depth information to ~20 µm. A z-stacking 
program is used to build the 3D data sets from the series of optical sections (Wilhelm et al., 
2003). Epodye as fluorescent dye with excitation wavelength (λex = 488 nm) is selected over 
Rhodamine B. A compromise between different technical parameters has to be made to obtain 
the optimal solution. For example, the laser line excitation wavelength (λex = 488 nm) is set to 
the absorption peak of fluorescent Epodye impregnated with mixture of resin and hardener in 
the rock sample. The laser transmission when set to 10% results in observable photobleaching 
(Fredrich, 1999). However, 2% transmission results in no noticeable bleaching effects. Trying 
to reduce the optical slice thickness by opening the pinhole diameter to the recommended 
setting of ~ 1AU leads to reduced intensity of laser at depth. The gain of the photomultiplier 
detector is increased and balanced to compensate for the reduced intensity when changing the 
depth of investigation. 
71 | P a g e  
 
3.4 Results 
3.4.1 High resolution 2D confocal image 
After impregnation followed by grinding and polishing, the sample was ready for confocal 
imaging. The sample was then placed on the confocal sample holder and it was imaged to 
obtain high resolution, wide field of view 2D confocal images using the best acquired imaging 
settings. To obtain wide field of view carbonate sample images, a technique called ‘Tile 
Scanning’ was used. Tile scanning uses a motorized stage to move the sample after each image 
acquisition to build up a composite image of high resolution. Adjacent images were 
overlapping slightly to allow registration. The concept of tile scanning is explained in 
Figure 3.13.  
 
Figure 3.13. 2D CSLM image of Mt Gambier sample with tile scanning at pixel size resolution of 2.5 µm. A 
total of nine tile scans are obtained by CLSM imaging starting from 1 to 3 and following 4 to 6 and last 7 
to 9. The number of tiles is user defined. 
To illustrate the unique capabilities of confocal imaging, several examples of its application 
are shown using two highly permeable (Ketton and Mt Gambier) and two impermeable 
(Indiana Limestone and Guiting) carbonate samples. All the 2D CLSM image sets were 
collected with a Zeiss LSM 700 confocal imaging system with 488 nm laser line wavelengths 
and 10x (NA = 0.3) magnification at 2.5 µm pixel resolution. 
  
72 | P a g e  
 
Ketton carbonate 
 
Figure 3.14. 2D CSLM image of high permeable Ketton sample at a pixel resolution of 2.5 µm with lateral 
dimensions of 1.1 x 1.1 cm2 where fluorescent green is pore and black is grain. 
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Mt Gambier carbonate 
 
Figure 3.15. 2D CSLM image of high permeable Mt Gambier sample at a pixel resolution of 2.5 µm with 
lateral dimensions of 1.1 x 1.1 cm2 where fluorescent green is pore and black is grain. 
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Indiana Limestone 
 
Figure 3.16. 2D CSLM image of low permeable Indiana Limestone sample at a pixel resolution of 2.5 µm 
with lateral dimensions of 1.1 x 1.1 cm2 where fluorescent green is pore and black is grain. 
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Guiting carbonate 
 
Figure 3.17. 2D CSLM image of low permeable Guiting sample at a pixel resolution of 2.5 µm with lateral 
dimensions of 1.1 x 1.1 cm2 where fluorescent green is pore and black is grain. 
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3.4.2 2D confocal porosity analysis 
Confocal imaging complemented by porosity analysis allows us to quantitatively assess 
heterogeneity in different carbonate rock samples. 2D wide field of view CLSM images of 
highly permeable (Ketton and Mt Gambier) and impermeable (Guiting) heterogeneous 
carbonate samples were prepared using the improved two-stage sample preparation process for 
accurate analysis and estimation of total, macro- and micro-porosity in the rocks using grey 
scale intensity segmentation analysis. The quantitative results obtained using 2D CLSM images 
is compared with MICP experimental porosity data conducted on similar representative 
carbonate samples (outsourced to Weatherford Laboratories, East Grinstead, UK; 
http://www.weatherfordlabs.com/).  
Given a confocal image which is composed of two constituents, i.e. grains (black) and pores 
(fluorescent green), assumed that the grey value of each pixel intensity is directly proportional 
to the void space in the confocal images which gives the total porosity. The following steps 
were developed to accurately estimate the total, macro- and micro-porosity from the wide field 
of view high resolution 2D CLSM images: 
Step 1: Wide field of view 2D CLSM images are obtained by tile scanning the carbonate sample 
using 10x (NA = 0.3) or 50x (NA = 0.55) magnifications. 2D CLSM image data was acquired 
at 8-bit resolution with 0-255 grey levels. 
Step 2: Calculate the total mean intensity of the 2D CLSM (Im) image using Fiji software 
(Schindelin et al., 2012; http://fiji.sc/Fiji). 
Step 3: This is an important step in accurately calculating the total porosity. Adjusting the 
brightness and contrast using image processing changes the original intensity signal acquired 
during the scan. Therefore, the area of completely filled fluorescent epoxy macro-pore phase 
is carefully chosen, cropped and then the total mean intensity of the cropped macro-pore phase 
(Icm) is calculated. 
Step 4: Measure the total imaging porosity (T) of 2D CLSM using equation (3.4): 
                                               ɸE%
 = GHGH IJJ                                                              (3.4) 
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Figure 3.18 shows the work-flow with 2D CLSM Ketton image scanned at magnification 10x 
(pixel size resolution = 2.5 µm) with lateral dimension 1.28 x 1.28 mm2 for accurately 
calculating the total imaging porosity.  
 
Figure 3.18. Work-flow explaining the proposed steps to calculate total imaging porosity from high 
resolution wide field of view CLSM image. 
Step 5: The macro-porosity (M) is then calculated by using a simple threshold operation 
accompanied by histogram of grey scale pixel intensity across the 2D CLSM image, 
segmenting macro-pore phase in 0’s and grain phase in 1’s to obtain a binary image. 
Segmenting the macro-pore phase is decided by thresholding above the pixel intensity of 254 
which represents the macropores (black, 0’s) and anything below 254 is considered as grain 
phase (white, 1’s) as shown in Figure 3.19.  
 
Figure 3.19. Work-flow explaining the proposed steps to calculate macro imaging porosity from a high 
resolution wide field of view CLSM image. (a) 2D Ketton CLSM image. (b) Pixel intensity histogram of 2D 
Ketton CLSM image with fluorescent green (macro-pore) representing highest frequency pixel intensity of 
255. (c) Segmented binary image with white as grain phase and black as macro-pore phase 
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Step 6: Once the macro-pore phase is segmented from the image, the total macro-porosity is 
then calculated using equation (3.5): 
                       ɸK%
 =  ELMNOHPQLRHL"SLQSTIQMUJVU
ELMNOHPQLRSTIQMUTNPTNWTHXQ IJJ                               (3.5) 
Step 7: The micro-porosity (µ), is calculated by combining equation (3.4) and (3.5): 
                                               ɸY%
 = ɸE − ɸK                                                              (3.6) 
Total, macro- and micro-porosity of the 2D confocal image can also be measured for different 
subsamples of the 2D CLSM image. A standard deviation (STD) can be calculated by 
measuring the porosity for different non-overlapping samples of the same size. The large field 
of view 2D CLSM image was cropped using open source Fiji software with installed plugin 
TransformJ (Meijering et al., 2001) into sub-samples of different size as shown in Figure 3.20, 
moving across the whole area of the sample and estimating the total, macro and micro-porosity 
for each of the cropped sub-samples. As the subsample size increases, it is expected that the 
STD should decrease which gives an approximation of the sample size of the rock that can be 
representative of the measured rock property. A quantitative CLSM imaging porosity 
estimation for three carbonate samples (Ketton, Mt Gambier and Guiting) was carried out using 
the proposed steps and have been compared with the experimental MICP data. 
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Figure 3.20. 2D CLSM image of Ketton carbonate with lateral dimension of 1.1 cm2 showing the single tile 
of different sizes to obtain sub-sample images. Orange, blue, yellow and white colour represents sub-sample 
size of 0.128 cm2 obtaining 64 sub-samples, 0.256 cm2 obtaining 16 sub-samples, 0.3662 obtaining 9 sub-
samples and 0.55 cm2 obtaining 4 sub-samples respectively. 
The experimental total porosity was measured using MICP for the entire carbonate sample set 
studied. This yields data in terms of pore throat radius (in µm) versus mercury (Hg) saturation. 
MICP curves were then modified to represent Hg saturation (%) to the porosity filled in the 
carbonate sample with the final Hg saturation giving the total porosity with respect to pore 
throat radius (in µm). An approximation was made on the MICP curve to obtain the required 
macro- and micro-porosity estimation by selecting the segmenting pore throat radius at the 
CLSM imaging resolved limit of 2.5 µm.  
Ketton carbonate 
Figure 3.21 shows a detailed estimation of porosity for a Ketton carbonate sample with equally 
divided grid size compared with experimental MICP data. The MICP curve reveals the nature 
of pore phase which has a distinct bimodal distribution with approximately 50% of the pore 
size below 2.5 µm representing the micropores in the sample. The predicted mean of the total, 
macro- and micro-porosity for different area of sub-samples matches with the experimental 
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MICP data. The calculated STD for total, macro and micro porosity is higher ±4% for a smaller 
sub-sample image area of 0.128 cm2, but decreases to ±2% with sub-sample image area 
increasing to 0.55 cm2. The study of STD from the porosity analysis with an acceptable change 
of less than ±4% demonstrates that Ketton has a representative sample size greater than 0.128 
cm2. Table 3.4 shows the final total, macro- and micro-porosity predicted from a 2D CLSM 
Ketton image of lateral dimension 1.1 cm2 matches well with the experimental MICP data. 
 
    
     
Figure 3.21. Detailed 2D confocal porosity analysis (black colour) of Ketton carbonate sample calculated 
as function of increasing sub-sectioned non-overlapped images compared with MICP data (red colour). (a) 
Modified MICP curve with estimated macro and micro-porosity. (b) Mean total porosity. (c) Mean macro-
porosity. (d) Mean micro-porosity. The black dotted line represents the calculated STD for total, macro- 
and micro-porosity for each of the sub-sectioned non-overlapped images. 
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Table 3.4. Experimental and Confocal analysis porosity data of Ketton sample. 
Ketton carbonate Total Porosity Macro Porosity Micro Porosity 
Experimental MICP 20.8% 10.6% 10.19% 
Confocal Imaging 20.3% 10.2% 9.75% 
 
Mt Gambier carbonate 
Figure 3.22 shows a detailed estimation of porosity for a Mt Gambier carbonate sample with 
equally divided grid size compared with experimental MICP data. The MICP curve for the 
highly permeable Mt Gambier carbonate reveals the nature of pore phase which has 
approximately 90% of the pore size above 2.5 µm representing the macropores in the sample. 
The predicted mean total porosity for different grid sizes matches well with the experimental 
MICP data but macro- and micro-porosity show different trends for different grid sizes. The 
calculated STD for the mean total porosity also shows a large variation of ±7% at smaller sub 
sample area, decreasing (slowly) to ±4% while increasing the maximum sub-sample area to 
0.55 cm2. The varying trends in predicted macro- and micro-porosity with STD calculation 
hints to large scale heterogeneity which is not captured at the maximum sub-sample area of 
0.55 cm2 compared to Ketton carbonate. Table 3.5 shows that the final porosity predicted from 
2D CLSM Mt Gambier images of lateral dimension 1.1 cm2 matches well with the experimental 
MICP data. 
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Figure 3.22. Detailed 2D confocal porosity analysis (black colour) of Mt Gambier carbonate sample 
calculated as function of increasing sub-sectioned non-overlapped images compared with MICP data (red 
colour). (a) Modified MICP curve with estimated macro and micro-porosity. (b) Mean total porosity. (c) 
Mean macro-porosity. (d) Mean micro-porosity. The black dotted line represents the calculated STD for 
total, macro- and micro-porosity for each of the sub-sectioned non-overlapped images. 
 
Table 3.5. Experimental and Confocal analysis porosity data of Mt Gambier sample. 
Mt Gambier carbonate Total Porosity Macro Porosity Micro Porosity 
Experimental MICP 52.7% 43.69% 9.01% 
Confocal Imaging 51.7% 40.80% 10.9% 
 
Guiting carbonate 
Figure 3.23 shows a detailed porosity analysis for impermeable Guiting carbonate sample with 
equally divided grid size compared with experimental MICP data. MICP curve for low 
permeable Guiting sample reveals the nature of pore phase which has approximately 99% of 
the pore size below 2.5 µm representing the micropores in the sample. The predicted mean of 
the total for different area of sub-samples matches with the experimental MICP data. The 
predicted macro- and micro-porosity shows trends opposite to the experimental data which 
may be due to a segmentation error. The 2D CLSM Guiting images show very few completely 
filled macropores which might not actually be the real macro-pore phase.  Instead, due to the 
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limitation of CLSM imaging of not distinguishing individual pores in the microporous regions, 
the thresholding process considers microporous regions as macro-pore phase. The calculated 
STD for mean total porosity shows a large variation of ±7% for a sub sample area of 0.128 cm2 
decreasing to ±1% with sub-sample area increasing to 0.55 cm2. Therefore, the representative 
sample size for the Guiting sample can be predicted to be greater than 0.55 cm2. Table 3.6 
shows that the final total, macro- and micro- porosity predicted from the 2D CLSM Guiting 
carbonate image of lateral dimension 1.1 cm2 matches well with the experimental MICP data. 
 
      
       
Figure 3.23. Detailed 2D confocal porosity analysis (black colour) of Guiting carbonate sample calculated 
as function of increasing sub-sectioned non-overlapped images compared with MICP data (red colour). (a) 
Modified MICP curve with estimated macro and micro-porosity. (b) Mean total porosity. (c) Mean macro-
porosity. (d) Mean micro-porosity. The black dotted line represents the calculated STD for total, macro- 
and micro-porosity for each of the sub-sectioned non-overlapped images. 
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Table 3.6. Experimental and Confocal analysis porosity data of Guiting sample. 
Guiting carbonate Total Porosity Macro Porosity Micro Porosity 
Experimental MICP 26.60% 0.25% 26.35% 
Confocal Imaging 26.62% 3.92% 22.70% 
 
3.4.3 Deep 3D confocal imaging 
The main issue regarding 3D confocal imaging remains the depth information. Will the 
finalised acquisition parameters give us enough depth information to acquire sufficient 
connectivity in the porous rock sample to predict the petrophysical properties? The answer so 
far is no, but a new method is proposed here, ‘grind and slice’, and integrated with the finalized 
acquisition to help us obtain larger 3D depth information at high resolution to quantify pores 
and throats. The work flow for the novel method is to image the pore space to the depth which 
can be accessed by the conventional CLSM approach and then grind away a slightly smaller 
layer of the rock followed by another imaging step. This process is repeated to acquire a 3D 
image of unlimited depth as explained in Figure 3.24. The workflow is applied successfully 
and have acquired 100 sets of 3D confocal data for Ketton carbonate sample and registered all 
the 100 sets to obtain a larger 3D volume of depth 2 mm. 
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Figure 3.24. Work-flow explaining the ‘grind and slice’ technique to obtain higher 3D depth information 
of rock samples imaged using confocal laser scanning microscopy (CLSM) technique   
Step 1 – CLSM imaging 
The first step of scanning was preceded by preparation of the rock sample by impregnation 
with a low viscosity epoxy doped with fluorescent dye (Epodye) using a two-step, vacuum 
impregnation and positive pressure application, followed by grinding and polishing to obtain 
an optically flat surface. (Shah et al., 2014). The rock sample was then imaged under CLSM 
using the finalized acquisition parameters (10x magnification and NA = 0.3) to obtain ~20 µm 
depth information.  The confocal software uses an efficient z-stack slice algorithm (Wilhelm 
et al., 2003). The use of z stack acquisition as shown in Figure 3.25 (a), the sample structures 
between the slice cannot be detected and ambiguity develops in the 3D object reconstruction. 
Therefore, the z-stack parameters were optimised as shown in Figure 3.25 (b), where the second 
acquired optical z slice overlaps around half the optical slice thickness  of the first one, fulfilling 
the Nyquist sampling theorem conditions (North, 2006). According to this theorem, the 
smallest resolvable feature determined by axial resolution (see Figure 3.11) in the sample can 
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be resolved if and only if the spatial sampling frequency (slice interval ~ 2.5 µm) is more than 
two times smaller than the smallest resolvable feature in the sample (North, 2006). 
 
 
Figure 3.25. 3D slice confocal acquisition settings: (a) Based on slice interval method. (b) Recommended by 
CLSM software packages called optimal z-stack slice program. 
The data is acquired at 8-bit resolution (0-255 grey levels) which is found to be sufficient for 
the analysis. The first step is completed by acquiring slices of depth ~20 µm. The first set of 
Ketton carbonate confocal volumetric data of 7359 x 7359 x 20 µm3 using NA = 0.3 is obtained 
using ‘tile–scanning’ control to obtain a large field of view shown in  
Figure 3.26.  
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Figure 3.26. Volume rendered first set of 3D confocal Ketton carbonate sample with imaged physical area 
7359 x 7359 x 20 µm3 obtained at voxel resolution 2.5 µm. 
 
Step 2 – Grind/Polish 
The most significant step to overcome the depth limitation was grinding and polishing to 
remove the previously imaged slice from the rock sample, exposing new rock surface for re-
imaging under CLSM.  However, the process of grinding the rock surface with precision 
requires prior practice and implementing different settings on grinder/polisher equipment for 
individual rock types. The optimised grinding and polshing was done using our in house 
Buehler Auto-Met 300 automatic grinder and polisher. The rock sample scanned in the first 
step was loaded in the equipment, ground and polished to remove a 20 µm layer from the 
sample. The removal of the layer was directly dependent on the controls of the equipment such 
as platen speed, head speed, grinding and polishing disc and time to perform grinding and 
polishing. The different combinations of the equipment parameters is tested on the trial rock 
samples to optimise the removal of 20 µm layer. The sample was measured using a digital 
vernier calliper of high precision to validate each time 20 µm was grounded off the rock 
surface.  Table 3.7 summarises all settings on the grinder and polisher equipment and  
Figure 3.27 shows the work-flow diagram required.  
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Table 3.7. Experimentally obtained settings on the equipment to obtain optimal removal of 10µm rock layer 
 Disc 
Head Speed 
[rpm] 
Head Force 
[lbs] 
Platen Speed 
[rpm] 
Time 
 
Step 1: Grinding 
ApexDGD 
15 µm 
75 6 180 1 minute 
Step 2: Polishing 
TexMet 
3 µm 
75 6 180 8 minutes 
 
 
 
Figure 3.27. Work-flow to grind and polish accurately 20µm of rock layer using Buehler Auto-Met 300 
automatic grinder with appropriate grinding and polishing disc. 
After grinding and polishing the rock sample surface down by just less than the depth already 
imaged (in this case 20 µm), the newly exposed rock surface was again placed on the sample 
holder of the CLSM. The major challenge here was to place the rock sample back on the sample 
holder maintaining the angle and position of the previously obtained first set of 3D confocal 
data sufficiently well to register accurately with the second data set. This was achieved by 
drilling small holes in the epoxy at the corners of the sample as shown in  
Figure 3.28.  
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Figure 3.28 Diagrammatic representation of the additional sample preparation by drilling holes at the 
corners of the rock sample for precise registration after each acquisition of 3D confocal data. 
The first data set (Set 1) was scanned along with one of the selected corner drilled holes as 
shown in Figure 3.29 (a) for a Ketton carbonate sample. Figure 3.29 (b) shows the second data 
set (Set 2), after grinding and polishing. The selected drilled hole was first located through 
continuous scanning on the CLSM and then, once it approximately matches the position of the 
hole in Set 1, the second set of 20 µm confocal depth data is acquired. This process continues 
alternating between CLSM imaging and grinding/polishing, in this case for 100 times, to obtain 
depth information over 2 mm.  
 
 
 
Figure 3.29. 2D confocal cross sections of Ketton carbonate sample: (a) Set 1- representing the first 
reference confocal data and (b) Set 2- representing the slice after grinding and polishing 20 µm rock surface 
explored  using continuous scanning controls assisting in 3D registration. 
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Step 3 - 3D Registration and Image Processing 
The problem of placing the sample on the confocal sample holder and registering the 20 data 
sets of 3D confocal Ketton carbonate data was minimized by the introduction of drilled holes 
but still some manual error was introduced. There may be a small shift in lateral x and y 
direction and a small change in angle on placing the sample back on confocal stage after the 
grinding and polishing step that can be visualized by careful analysis of Figures 3.29 (a) and 
(b). Therefore, the next step is the implementation of an accurate algorithm integrated with an 
image processing technique to register each set of 20 µm 3D data acquired  with the next set, 
avoiding the shifting error in x and y direction and maintaining the angle of reference data set 
1 for all the incrementing sets of data down to the depth required.  
Image processing acts as a channel to connect and register each set of acquired 3D confocal 
data accurately. Moreover, it provides a tool to compensate for intensity inhomogeneity and 
filter the noise in the images enhancing the edges without removing any crucial information 
and assisting in simple segmentation of pore and grain space required as an input to our 
simulators to predict the petrophysical properties. A major challenge before 3D registration 
was the intensity inhomogeneity in the each set of acquired 3D confocal data which comprises 
of 2D stack of images. The intensity inhomogeneity was observed for the first few and last few 
2D confocal images compared with the intensity obtained for the central 2D images which 
builds each set of 3D confocal data, shown in Figures 3.30 (a) and (b). To remove this artefact, 
the ‘Match Contrast’ module from Avizo Fire program 8.0 on the first and last few 2D images 
with reference to the central 2D image information. The module corrects the intensity of the 
first and last 2D image with respect to the mean and variance intensity information of the 
reference central 2D image of the 3D confocal data, shown in Figure 3.30 (c). 
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Figure 3.30. Implementation of match contast module on each set of 3D confocal set to compensate for 
intensity inhomegenity for first and last few 2D confocal images. 
After correcting each set of 3D data sets for intensity inhomogeneity, the next step is to register 
all the single sets to construct a 3D model. The registration of two different 3D data sets is a 
common problem in 3D imaging. The best solution to our problem of registering was an 
algorithm implementing rigid body transformations, normally used for registering images in 
the medical field. The rigid transformations consist of translation and rotation of geometrical 
data represented as point sets (Nikolaidis & Pitas, 2001). An open source Fiji software with 
installed plugin TurboReg (Thevenaz et al., 1998) was used in this study. The plugin can 
automatically register 3D data sets, but unfortunately does not give the required output. 
Therefore, the plugin is used manually to register the last slice of set 1 as reference for the first 
slice of data set 2. Now the registered first slice of set 2 is considered as a reference and the 
remaining slices in set 2 are registered using the plugin. This process continues for all the 
remaining 3D data sets.  
The real question is whether  the rigid body transformation algortihm registers the 2D slices in 
the third dimension (z-dimension) accurately with respect to the x-y dimensions. Figures 3.31 
and 3.32 show the registered data at two positions in x-z dimension and y-z sections. The 
registration is satisfactory as features are continuous in the z-direction. 
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Figure 3.31. Two dimensional x-z cross-sections of 3D confocal Ketton carbonate sample showing 3D rigid 
registration for 2 mm depth resolving the pore space (bright) and grain space (dark) in x-z dimension. 
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Figure 3.32. Two dimensional y-z cross-sections of 3D confocal Ketton carbonate sample showing 3D rigid 
registration for 2 mm depth resolving the pore space (bright) and grain space (dark) in y-z dimension. 
The visual appearance of the registered x-z and y-z sections is satisfactory showing the pore 
space features, seen as bright in Figures 3.31 and 3.32. But comparing the x-z dimension and 
y-z dimension of micro-CT image (refer Chapter 4, Figure 4.5), the edges are not smooth but 
instead show streaking effects when one stack of slices is registered with another. In this study, 
the rigid transformation algorithm is used to stack 3D confocal rock data but further research 
is recommended. 
A 3D median filter was used to smooth the 3D registered data and subsequently each voxel 
was segmented into pore phase (0) and grain phase (1). A major advantage of optical imaging 
is that the two phases of porous material are quite distinct and simple to segment compared to 
micro-CT imaging. Micro-CT images are much tougher to segment even after appropriate 
filtering due to the absorption of X-rays across the sample determining the contrast of different 
phases in the porous material. In our study, the filtered 3D data preserves and enhances the 
edges to segment pore and grain space accurately using the segmentation module, ‘Interactive 
Thresholding’ in Avizo Fire program 8.0 (www.vsg3d.com).  
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This interactive thresholding tool is simple and allows the user to select the thresholds 
interactively matching the pore and grain space in 2D slices in all dimensions. The pore and 
grain space were represented in binarised form assigning the pore voxels in 3D data with 0’s 
and grain voxels with 1’s. The 3D binarised data is prerequisite for any modelling method 
predicting the petrophysical properties. The 3D binarised data was volumetrically rendered in 
Avizo Fire 8.0 program. Figure 3.33 (a) shows the pore phase (blue colour) with isolated small 
pores and Figure 3.33 (b) shows the grain phase (red colour). 
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Figure 3.33. Volume rendered 3D binarised confocal Ketton carbonate sample with 2800 x 2800 x 827 voxel 
size with scanned physical area of 7 mm x 7 mm x 2 mm and voxel resolution 2.5 µm. (a) Pore phase 
represented in blue colour. (b) Grain phase represented in red colour along with pore phase in blue colour. 
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3.4.4 Validation 
Once the 3D image of the pore space has been reconstructed by the novel approach described 
above, it can be used to calculate petrophysical properties of the rock by already established 
digital rock approaches.  Here an estimation of orthogonal flow properties are shown as a 
further demonstration of the validity of the new technique.  
Porosity analysis carried out directly on the filtered 3D image provides quantitative information 
on the total porosity; macro-porosity and micro-porosity were validated with mercury intrusion 
capillary pressure (MICP) experiments on a Ketton carbonate sample from the same block. The 
porosity estimation from confocal images is less ambiguous than that from micro-CT imaging 
for the following reasons: The confocal image of any rock sample is composed of two 
constituents, grains (black) and pores (fluorescent green). In confocal imaging, therefore, the 
grey value of each pixel is directly proportional to porosity and the pure resin surrounding the 
sample provides a reliable calibration value for 100% porosity (Shah et al., 2013).   The 
quantitative total porosity, macro-porosity and micro-porosity shown in Table 3.8 were 
calculated directly from the filtered confocal Ketton carbonate data to validate the porosity 
with MICP porosity data. The macro- and micro-porosity from the MICP data is defined by the 
cut-off value chosen to be the voxel resolution, ~2.5 µm in this case. The small discrepancy in 
the split between micro- and macro-porosity results from the difficulty of choosing the cut-off 
value. 
Table 3.8. Comparison of MICP and Confocal Imaging total porosity, macro-porosity and micro-porosity. 
 Total Porosity Macro-Porosity Micro-Porosity 
Experimental MICP 20.80% 10.60% 10.19% 
Confocal 21.1% 13.2% 7.9% 
 
To calculate the single-phase permeability directly on the 3D binarised confocal data, a single-
phase D3Q19 lattice Boltzmann (LB) model is used with a Multiple Relaxation Time operator 
(Yang et al., 2013). The original binarised Ketton confocal data has a size 2800 x 2800 x 827 
with voxel size 2.5 µm. The current capability of our single phase LB code is limited to a 
maximum size of 12003. Therefore, in this study the binarised Ketton data is resampled to a 
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larger voxel size (~ 5.8 µm) to obtain a geometry of size 1200 x 1200 x 343 voxels to calculate 
the single phase LB permeability for the Ketton carbonate in x, y and z directions. This was 
validated approximately with single-phase experiments done on cylindrical Ketton carbonate 
core from the same block (refer Chapter 4, Table 4.1 for more details). The experimental 
permeability is in agreement with the averaged permeability obtained from the simulations as 
shown in Table 3.9. This lends credibility to the novel imaging method developed. 
Table 3.9. Lattice Boltzmann computed single phase permeability for a 3D binarised Ketton carbonate 
using resampled voxel data validated with experimentally measured single phase permeability on the sister 
Ketton carbonate core sample. 
 
 
System Size 
[µm3] 
 
 
Voxel Size 
[µm] 
 
LB Single Phase Permeability 
 
Experimental Single 
Phase Permeability 
 
[mD] 
 
X 
[mD] 
 
Y 
[mD] 
 
Z 
[mD] 
 
1200 x 1200 
x 343 
 
5.8 
 
2105 
 
1887 
 
6838 
 
4772 ±241 
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Chapter 4  – Pore-scale study of flow in 
porous media: 
Representative Element of 
Volume and Scale effect 
analysis 
4.1 Introduction 
In the last decade, the study of fluid flow in porous media has developed strongly due to the 
combination of three dimensional imaging techniques, such as X-ray Micro Computed 
Tomography (micro-CT) and advances in computational methods for solving complex fluid 
flow equations directly or indirectly on the reconstructed 3D pore space images (Arns et al., 
2004a; 2005; Knackstedt et al., 2006; Gharbi & Blunt, 2012; Dong & Blunt, 2009; Yang et al., 
2013 & Blunt et al., 2013). As discussed in Chapter 2, representative elements of volume 
(REV), enhancing computational efficiency of predicting single and multi-phase flow 
properties and scale dependency of predicted transport properties related to pore-scale imaging 
and modelling, in order to up-scale the flow from pore- to core-scale. In this context, the main 
objective of this chapter is divided into two main sections:  (1) REV study and (2) Voxel 
resolution study and analysis. 
Experimental and imaging methodology is presented with summary of the results obtained 
from entire library of rock samples studied in this thesis followed by REV study. A novel 
method for determining the representative element of volume (REV) of a rock is presented 
using the mathematical concept of the Convex Hull, CH and a less well-known but more general 
static measure of variability called Lorenz coefficient, LC to investigate the relation between 
porosity and absolute permeability. Lastly, a careful analysis was done to understand the effect 
of scanned voxel resolution and numerical coarsening algorithm using the micro-CT technique 
on the 3D pore-scale images of complex porous media, specifically rocks ranging from 
sandstone to carbonate rocks scanned at different voxel resolution (4.5 µm, 6.2 µm, 8.3 µm and 
10.2 µm) by keeping the scanned field of view (FOV) constant for all samples.  
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4.2 Materials and Methods 
4.2.1 Experimental methodology 
Small cylindrical cores of sandstone and carbonate samples were drilled using manual head 
drilling equipment. Subsequently, the micro-core samples shown in Figure 4.1 (a) were allowed 
to dry into a vacuum oven set at 40°C for 24 hours. The porosity of each core sample was 
measured experimentally using bulk volume measurements by weighing the core sample dry 
and then saturating the core with de-ionised water in vacuum for a long time. Subsequently the 
sample was re-dried before performing de-ionised single phase permeability experiments on 
the core sample. In these experiments, a specific in-house designed flow cell was used which 
can take different diameter of cores varying from 4 mm to 6 mm shown in Figure 4.1 (b) 
(Gharbi & Blunt, 2012 & Gharbi, 2014). Once the cores were dried, they were gently wrapped 
in a viton sleeve in order to be able to apply a pressurized confining fluid shown in Figure 4.1 
(c).  
 
Figure 4.1. Experimental apparatus for performing single phase permeability on micro-core samples. (a) 
Few examples of drilled cylindrical sandstone and carbonate micro-core samples. (b) In-house designed 
flow cell. (c) Micro-core wrapped with viton sleeve.  
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The experimental apparatus was set-up by placing the wrapped core sample inside the flow 
cell. The flow cell with the sample is then attached to the flow lines using ISCO pumps as 
shown in Figure 4.2. 
 
 
Figure 4.2. Schematic flow diagram representing the apparatus built for performing core flooding 
experiment to measure single phase permeability. A system of two pumps is used: an injection pump and a 
confining pressure pump. A back pressure regulator was used for maintaining back pressure while flow is 
monitored through readings on pressure transducers.  
Prior to any injection, all the flow lines were de-aired sequentially using vacuum pumps and 
ISCO pumps (pump A and B) were filled with de-ionised water for core flood injection and 
confining fluid respectively. Firstly, the pore space of the sample was saturated with the 
introduction of de-ionised water from pump A at the ambient temperature. A confining pressure 
was applied in order to ensure a more homogenous saturation of the core. The single phase 
permeability was measured using the Darcy flow equation by injecting fluid at constant flow 
rate and monitoring the pressure drop across the length of the sample. The single phase 
experiments were performed at three different flow rates in a flow cell for accurate 
measurement. Table 4.1 provides a summary of core dimensions with measured experimental 
porosity and single phase permeability for all the sandpack, sandstone and carbonate samples 
studied. 
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Table 4.1. Summary of the entire rock library studied in this thesis with core dimensions, measured 
experimental porosity and single phase permeability.  
Samples 
Length 
 
[mm] 
Diameter 
 
[mm] 
Experimental 
Porosity 
[%] 
Experimental 
Permeability 
[mD†] 
LV60 sandpack∗∗ - -   37.00 ±0.2 32000.4 ±300 
HST95 sandpack∗∗ - - 33.4  7900  
Bentheimer sandstone 25.5 6 19.02 ±0.3 2191 ±135 
Berea sandstone 15.2 5 11.17 ±0.4  17.5 ±0.7 
Clashach sandstone 11.6 5 11.02 ±0.2 365.2 ±116 
Doddington sandstone 17.8 6 18.41 ±0.5  2362 ±221 
Stainton sandstone 13.8 5 13.50 ±0.2 15.5 ±0.8 
Ketton carbonate 14.2 5 18.93 ±0.1 4772 ±241 
Estaillades carbonate 14.3 5 22.55 ±0.9 60.7 ±2.6 
Guiting carbonate 12.2 5 28.81 ±0.7 10.2 ±2.3 
ME5 carbonate 8.6 5 24.77 ±0.8 438 ±93.2 
ME3 carbonate 10.3 4 25.81 ±0.5    0.3 ±0.002 
Indiana Limestone 1 24.8 5 10.65 ±0.4 1.3 ±0.1 
SH023 carbonate 20.0 6 18.93 ±0.6 3.3 ±0.3 
 
  
                                                          
†
    1 mD = 9.87 x 10-16 m2 
∗∗
   Experimental porosity was measured on a packed column using bulk volume measurement and experimental 
brine permeability was measured on a packed column by injecting brine at a constant flowrate (Pentland, 2010). 
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4.2.2 Micro-CT imaging 
Dry scans of drilled small cylindrical sandstone and carbonate cores were scanned using a 
laboratory micro-CT scanner, the Xradia Versa XRM-500 X-Ray Microscope. The detailed 
background and principle of X-ray Micro Computed Tomography (micro-CT) was explained 
in Chapter 2. The X-ray source produces a polychromatic X-ray beam and the projection data 
(3000 projections) were collected with a cone beam along the circular trajectory. The voltage 
was set at 80kV and power at 7W for obtaining the entire library of dry core 3D micro-CT 
scans. The detector was set as close to the sample as possible. This maximizes the signal – 
noise ratio and minimizes the phase contrast. In our cone beam set-up, the voxel resolution is 
controlled by the proximity of the sample to the beam or X-ray source.  
 
 
Figure 4.3. Picture of laboratory micro-CT scanner showing the basic components such as X-ray source, 
stage, detector with carbonate core sample reading for imaging. 
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A detailed summary of the entire rock library scanned and information such as scanner type, 
image size, voxel resolution and use of data for analysis are shown as images in Figure 4.4 and 
quantitatively in Table 4.2. 
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Figure 4.4. Two-dimensional cross sections of three dimensional micro-CT images of different samples. (a) 
Beadpack with grain size 50 µm. (b) Beadpack with grain size 350 µm. (c) LV60 (Leavenseat sand), 
sandpack with angular grains. (d) HST95, sandpack. (e) Bentheimer sandstone, a quarry stone used in 
buildings (f) Berea sandstone, brighter phase representing quartz grains. (g) Clashach sandstone, medium 
size grains of Permian age. (h) Doddington sandstone, fine to medium sized grains. (i) Stainton sandstone, 
low permeability sample with narrow pores. (j) Ketton, an oolitic quarry limestone of middle Jurassic age. 
The grains themselves contain sub-resolution micropores that are not resolved. (k) Estaillades carbonate, 
consisting of wide range of irregular pores with sub-resolution micro-porosity. (l) Guiting carbonate, 
Jurassic limestone, containing pore space with special arrangements of shell fragments. (m) Middle Eastern 
sample 5 (ME5) carbonate with heterogeneous pore space. (n) Middle Eastern sample 3 (ME3) carbonate 
with circular pore space and unresolved micro-porosity, low permeability sample. (o) Indiana Limestone 
1. (p) SH023 carbonate, with irregular pore space, low-porosity and low-permeability sample. The pore 
space is shown in dark. 
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Table 4.2. Summary of the 3D micro-CT rock core images studied in this thesis. 
Samples Figures Scanner 
Image 
Size 
[voxels] 
Voxel 
Size 
[µm] 
Use 
Beadpack 
50 µm 4 (a) Micro-CT 1000
3 4 REV study 
Beadpack 
350 µm 4 (b) Synchrotron
3
 10003 5.35 REV study 
LV60 
sandpack 4 (c) Micro-CT
4
 5003 7.24 REV study 
HST95 
sandpack 4 (d) Micro-CT
4
 5003 7.89 REV study 
Bentheimer 
sandstone∗ 4 (e) Micro-CT 1000
3
 4.5 Voxel Resolution study 
Berea 
sandstone* 4 (f) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Clashach 
sandstone∗ 4 (g) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Doddington 
sandstone∗ 4 (h) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Stainton 
sandstone∗ 4 (i) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Ketton 
carbonate∗ 4 (j) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Estaillades 
carbonate∗ 4 (k) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Guiting 
carbonate 4 (l) Micro-CT 1000
3
 4.5 REV study 
ME5 
carbonate* 4 (m) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
ME3 
carbonate* 4 (n) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
Indiana 
Limestone 1* 4 (o) Micro-CT 1000
3
 4.5 REV and Voxel Resolution study 
SH023 
carbonate 4 (p) Micro-CT 1000
3
 4.5 REV study 
                                                          
3
 Obtained the synchrotron Beadpack-350 µm data from Kamaljit Singh through personal communication 
4
 Imperial College Consortium on Pore-scale Modelling (2014) 
∗
 3D micro-CT data sets used for voxel resolution study, more detailed information about the data sets is  
presented later in this  section 
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4.2.3 Image processing 
The image processing step acts as a link to connect grey scale micro-CT data to different 
simulation models for the calculation of different petrophysical properties. The porous rock 
samples contain areas of empty space, called void or pore space, while composites are made 
up of several different materials, each with a reasonably uniform density (Sheppard et al., 
2004).  In this study the workflow to segment 3D micro-CT images of the entire rock library 
into macro-pore, intermediate (unresolved micropore and grain) and grain phases will be 
described. First, 3D micro-CT images of the obtained rock samples are cropped into 3D cubic 
images of required volume. For instance, a 3D micro-CT, 10003 data set of Ketton carbonate 
scanned at voxel resolution 4.5 µm is cropped into a 7003 data set as shown in Figure 4.5 
followed by (1) Image enhancement and (2) Binary Segmentation.  
 
 
Figure 4.5. Ketton carbonate micro-CT data scanned at voxel resolution 4.5 µm. (a) 2D section of original 
3D 10003 voxel data. (b) 2D section of 700 x 700 voxel data extracted. (c) 3D volume rendered original 10003 
voxel data. (d) 3D cubic 7003 voxel data extracted for analysis. 
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Image Enhancement  
Image enhancement is a technique to improve the signal-to-noise ratio of micro-CT images to 
remove artefacts causing misclassification of different phases during segmentation (Gonzales 
& Wintz, 1987). Digital filtering is the best method to implement image enhancement on 
micro-CT images. In the literature there are many digital filters available like edge-preserving 
noise reduction, median (Gonzales & Wintz, 1987) and anisotropic diffusion (Perona & Malik, 
1990). All of these work on the principle of smoothing and blurring algorithms. In our study, 
the best filter algorithm is chosen to smooth out the noise while preserving the edges of genuine 
resolvable features and to remove less important information at the same time. A comparison 
of four different filters are carried out for our geological rock type CT images to obtain optimal 
results for the segmentation of different phases. All filter algorithms are available in Avizo Fire 
8.0 program and will summarize the principles of each filter corresponding to our micro-CT 
images. The comparison of filter algorithms is done on a 2D cross section of Doddington 
sandstone seen in Figure 4.6 (a).  
The median filter is a ranking filter, using a morphological operator; the fifth-ranked voxel 
brightness (grey) value is selected as the output voxel brightness from an input group of voxels. 
In a 5 x 5 x 5 group of voxels, the brightness (grey) values of all the voxels in the neighbourhood 
are sorted from smallest value to largest one. The central voxel grey value in the sort is then 
the median value, i.e. the value for which there are as many lower grey value values as higher 
ones. The resulting output filtered image is free of voxel brightness that is at extremes in each 
input group of voxels (Baxes, 1994). A major disadvantage of the median filter is the streaking 
effect seen in Figure 4.6 (b) (Bovik, 1987), caused by overlapping filter windows which 
generates a non- zero probability that the output voxel value in a certain neighbourhood 
originates from the same position of the input image (Kirchner & Fridrich, 2010).   
The edge-preserving smoothing filter models the process of diffusion which can be inferred as 
a process in which energy is levelled between voxels of high and low intensity (grey) value. 
The algorithm is similar to the Gaussian filter which smoothes out the difference between grey 
values of neighbouring voxels, but it does not smear out the edges because the diffusion is 
reduced or stopped in the vicinity of edges (Weickert et al., 1998 and Avizo 8.0 user guide). 
The requirement of memory is five times larger than the size of the data on which the filter is 
applied and it takes a long time to filter large micro-CT data sets. Interestingly after applying 
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the edge preserving smoothing filter to the raw 2D micro-CT Doddington sandstone, it 
produces almost no change from the raw image seen in Figure 4.6 (c).  
The anisotropic diffusion filter aims to reduce the image noise without removing a significant 
part of the image content, like edges. Principally, it again works on the process of diffusion as 
a variant to the edge preserving smoothing filter in which the destined voxel value is 
determined by comparing the destined voxel value with the value of its six neighbours which 
determines the start and stop of diffusion process on the image data (Bernard et al., 2011). The 
resultant image seen in Figure 4.6 (d) shows the effect of smoothing and blurring the image to 
a greater extent. In the past, the anisotropic diffusion filter has been successfully implemented 
on micro-CT rock data along with unsharp mask filter (Sheppard et al., 2004).  
The most promising and encouraging algorithm used in this study is the non-local means filter. 
This employs a sophisticated neighbourhood filtering scheme which not only updates a voxel 
value with the average of neighbouring voxels like traditional neighbourhood filters, but 
updates it using a weighted average of voxels defined as a function of Euclidean distance. The 
weight of each voxel depends on the similarity between two voxels and distance between its 
intensity grey levels vector (Buades et al., 2005). The human eye is the most sensitive 
instrument to decide if the quality of the image has been improved by the different filters. 
Figure 4.6 (e) shows the result of non-local means filtering and gives a satisfactory output by 
smoothing the macro-scale features without losing any information and enhancing the different 
phases for simple phase segmentation.  
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Figure 4.6. Filtering a two-dimensional cross-section of micro-CT image of Doddington sandstone in 
different ways: (a) Raw image. (b) Median filtered image. (c) Edge preserving smoothing filtered image. 
(d) Anisotropic diffusion filtered image. (e) Non-local means filtered image. 
Segmentation 
Segmentation is a process to decide to which phase each voxel in 3D micro-CT image belongs.  
This is needed to accurately establish the connectivity of fluid flow through the system. In the 
past, complex segmentation methods have been applied to greyscale geological CT images to 
segment the voxels mainly into pore space and grain space. The converging active contours 
(CAC) segmentation method was effectively used on sandstone (Sheppard et al., 2004 & 
Knackstedt et al., 2006). The K-means cluster analysis algorithm was used to segment a two-
phase high precision bead pack along with the pore phase (Porter & Wildenschild, 2010). 3D 
reconstructed dry carbonate rock images were obtained from SYRMEP (Synchrotron Radiation 
for Medical Physics) beamline at the Elettra synchrotron in Trieste, Italy which operates at 
lower beam energies (27-30 keV) yielding a high contrast difference between pore and grain 
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phase. These were segmented into binary images based on a histogram analysis using Otsu’s 
thresholding algorithm in ImageJ software by Gharbi & Blunt. (2012).  
In general, the principle for all segmentation methods is based on separating the phase by 
detecting similarities and discontinuities in intensity grey value and partitioning the phases 
accordingly with the help of different edge detection algorithms and labelling similar regions 
of each phase.  In this study, a seeded watershed algorithm was used to segment 3D micro-CT 
images into pores and grain phase which relies not only on the intensity of an image but also 
on the gradient magnitude of an image with the seed generated by the use of 2D histograms 
(Andrew et al., 2013 & Jones et al., 2009).  
The 2D Histogram Segmentation module within Avizo Fire 8.0 program has two main 
processes: (1) initialization of voxels into two or more phases using the concept of region 
growing method based on 3D voxel intensity and gradient magnitude and (2) expansion of 
initially assigned voxels in step 1 so that all the voxels are labelled using watershed transform. 
The output of the first step is to calculate the voxel intensity gradient magnitude and to provide 
a 2D scatter plot of 3D voxel intensity versus 3D voxel intensity gradient magnitude. The two-
phase segmentation for Doddington sandstone is shown in Figure 4.7 (a) and Figure 4.7 (b) 
shows three-phase segmentation for Estaillades carbonate sample. The brightness of the 
regions represents the frequency of voxels with that intensity and gradient values of the 3D 
image data.  
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Figure 4.7. A 2D scatter plot of 3D-voxel intensity versus 3D-voxel intensity gradient magnitude for 5003 
voxel 3D micro CT data. (a) Example of two-phase segmentation for Doddington sandstone. (b) Example 
of three-phase segmentation for Estaillades carbonate. 
The segmentation method is user dependent as the marking of different phases is determined 
by the user. Figure 4.7 (a) shows the user marked box 1 assigns the low gradient magnitude 
region by placing a seed or with the labelled region initially defining the pore phase.  Box 2 
corresponds to high gradient magnitude regions, called grain phase in the 3D micro-CT 
Doddington sandstone. Figure 4.7 (b) shows the user marked box 1, assigning the low gradient 
magnitude region labelled as macro-pore phase, box 2 assigns the intermediate phase consisting 
of a combination of unresolved micropore and grains and box 3 corresponds to grain phase. 
The different seeds placed by marking two or three different boxes for two or three different 
phases can then be expanded using the watershed transform algorithm. The watershed 
transform is principally more sensitive to the first step of initialization of voxels with different 
phases. The watershed transform algorithm models the flow of water from a placed seed or 
labelled regions in a 3D image until the regions reach the watershed lines (Vincent & Soille, 
1991).  
The discussed two-step method of segmentation in this study has some limitations as it is user 
dependent, the partitioning of intermediate phase and grain phase may vary from user to user. 
A reasonable result of two-phase segmentation (Doddington sandstone) and three phase 
segmentation (Estaillades carbonate) are shown in Figures 4.8 and 4.9. In this thesis, an REV 
study was done on two-phase segmented 3D micro-CT images while a voxel resolution study 
112 | P a g e  
 
was done on three phase segmentation to understand the role of resolved macro-pore phase on 
transport properties, including single-phase and multi-phase fluid flow, indirectly pointing at 
the importance of the sub-resolution unresolved micropore phase. 
 
 
Figure 4.8. Two-dimensional cross-section of micro-CT image of Doddington sandstone. (a) 2D filtered 
slice. (b) Two-phase segmentation, binarised image with black label represents pore phase and dark blue 
label represents grain phase. 
 
Figure 4.9: Two-dimensional cross-section of micro-CT image of Estaillades carbonate. (a) 2D filtered slice. 
(b) Three-phase segmentation, binarised image with light blue label represents macro-pore phase, red label 
represents grain phase and dark blue represents combination of unresolved micropore and grains. 
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4.3 Results and Discussion 
4.3.1 REV study 
The cubic cropped 3D pore geometries of the porous samples are partitioned into several sub-
domains which are of the same size (refer Figure 4.10). For example, consider 3D micro CT 
data of Ketton carbonate sample consisting of 7003 voxels with 4.5 µm voxel resolution 
representing a physical area of 3.15 mm. Then divide the geometry of 7003 voxels and physical 
area of the sample into six sub-domain voxels shown in Table 4.3. The division of the original 
geometry of 7003 voxels corresponding to the real physical scale into a number of different 
voxels leads to understand the existence and size of REV.  The division of the geometry into 
different voxels or image sizes is done in x-, y- and z- directions. This is an important factor 
for predicting macroscopic properties and accurate determination of the REV for different 
types of rock samples.  
 
 
Figure 4.10. An example of domain partition. The scanned sample was divided into n3 sub-domains which 
have the same size. 
The single-phase D3Q19 lattice Boltzmann (LB) model is used with a multiple-relaxation-time 
(MRT) operator (Yang et al., 2013). The REV computation code takes a 7003 lattice-unit 
sample and successively extracts sets of sub-volumes of sizes 503 to 3503 lattice-units. A body-
force boundary condition is imposed throughout the domain or sub-domain and calculate the 
single phase permeability from Darcy’s law. For smaller sub-domains, there is no guarantee of 
convergence of the velocity field and therefore the simulation continues for up to 50,000 LB 
time-steps.  
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The sub-volume is discounted if the velocity field does not converge by this limit. The 
calculation is run preferentially on an NVIDIA Tesla K20 GPU with a 5GB global memory but 
in cases where the sub-volume calculation requires more memory than this, the calculation is 
deferred to the CPU system. 
Table 4.3. Division of sub-domain voxel size from the whole domain of 7003 with calculated linear 
dimensions from the voxel resolution for Ketton carbonate sample. 
Ketton Carbonate 
Resolution – 4.5 µm 
Sub-domain 
7003 voxels 
Linear dimension 
(µm) 
1 50 x 50 x 50   225 µm 
2 100 x 100 x 100   450 µm 
3 150 x 150 x 150   650 µm 
4 200 x 200 x 200   900 µm 
5 250 x 250 x 250 1125 µm 
6 300 x 300 x 300 1350 µm 
7 350 x 350 x 350 1575 µm 
 
Convex Hull 
The porosity and single phase permeability for each sub-domain is calculated and plotted along 
x and y axis respectively using the mathematical concept of the ‘Convex Hull’. This will be 
used to investigate the existence and size of the REV for different rocks including sand packs, 
sandstone and carbonate rocks. The concept of the convex hull was well explained by Andrew 
(1979). Let us imagine the points S as being pegs; the convex hull of S is the shape of rubber-
band stretched around the pegs. The formal way to define the convex hull of S is the smallest 
convex polygon that contains all the points of S as shown in Figure 4.11. 
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Figure 4.11. The example explaining the definition of convex hull of set of points S. 
The convex hull concept is applied to the entire library of the rocks using the REV MATLAB 
code (Appendix B). Figure 4.12 shows the calculated porosity and single phase permeability 
for Doddington sandstone, for different sub-domains varying from 503 to 3503 voxels. The 
figure also shows the concept of the convex hull forming a convex polygon for all the sub-
domains by joining the extreme points plotted for porosity and single phase permeability 
(normalised with respect to permeability calculated from the largest system size, 7003 voxels 
in our case).  
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Figure 4.12. The concept of convex hull applied to the plotted values of porosity and single phase 
permeability calculated using LB method for different divided sub-domains varying from 503 to 3503 voxels. 
The data is shown for a Doddington sandstone sample. 
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Figure 4.13. The calculated area of convex hull for domain sizes ranging from 503 to 3503 voxels. (a) 
Beadpack and sandpacks samples. (b) Sandstone samples. (c) Carbonate samples. The graph helps to 
predict the REV size for each sample as the area of the convex hull converges to the value 0.5 or less. 
From the Figures 4.13 (a), (b) and (c), the calculated area of the convex polygons are observed 
systematically decreases with sub-divided domain size increasing from 503 to 3503 voxels for 
each of the rock types. The REV is then predicted by assuming that the convergence value of 
the area of the convex polygon approaches 0.5 determining the REV size for beadpack, 
sandpack, sandstone and carbonate rock types. 
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The beadpack and the two sandpack samples, LV60 and HST95), converge faster than 
sandstone and carbonate rocks, needs only a sub-domain greater than 503 voxels (or 250 µm in 
linear dimensions. In the same routine the calculation of REV size for sandstone based on 
convex area convergence comes to 1503 voxels (or, 750µm in linear dimensions). The seven 
different carbonate types show different convergence rates and hence the REV sizes vary from 
1503 voxels (or, 675µm in linear dimensions) for Ketton, 2503 (or 1125µm in linear 
dimensions) for SH023, whereas Guiting, Indiana Limestone 1, ME5, ME3 and Estaillades 
require volumes larger  than 3503 (or, 1575µm in linear dimensions). 
 
 
Figure 4.14. Standard deviation values for the calculated convex hull area for each rock sample as a 
function of measure of heterogeneity. Black (rhombus) indicates beadpack, Green (triangles) indicates 
sandpacks, blue (circles) sandstones and red (rectangles) indicates carbonate samples. 
A quantitative measure of heterogeneity is the coefficient of variation, defined here as the 
standard deviation of the calculated area of the convex polygon for the entire sub-divided 
domain varying from 503 voxels to 3503 voxels. Figure 4.14 shows the measure of 
heterogeneity for the entire library of rocks used in this study. Comparing the standard 
deviations, to understand the heterogeneity of the rock across the whole domain of 7003 voxels, 
the calculated values of the standard deviation are very small and constant for beadpacks and 
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two sandpacks, LV60 and HST 95. For sandstones, the calculated standard deviations vary 
within a small range, whereas carbonate rocks show a significant variation in the calculated 
standard deviation for all seven different rock samples indicating the heterogeneity across the 
whole domain of 7003 voxels.  
A typical length scale of heterogeneity can be captured as suggested by the REV size 
determination. How valid is this estimated REV size and measure of heterogeneity calculated? 
To address this question, the importance of the concept of heterogeneity is to be understood by 
first considering the beadpacks, which are very homogenous. However, let us imagine the grain 
size was scaled up to around 350 µm as shown in Figure 4.15 (a). If we determine the REV 
size of the Beadpack 1 with a grain size of 350 µm using the convex hull concept, then we 
would find them to be very heterogeneous with a large REV estimation compared to the 
Beadpack 2 of grain size 50 µm seen in Figure 4.15 (b).  
 
 
Figure 4.15.  Binarised two-dimensional cross-sections of the three dimensional data set of Beadpacks. (a) 
Grain size = 350 µm and (b) Grain size = 50 µm respectively. White colour represents the grain space and 
black indicates the pore space. 
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Figure 4.16.  Calculated area of convex hull for voxel sizes ranging from 503 to 3503 is shown for Beadpack 
1 (grain size - 350 µm) and Beadpack 2 (grain size - 50µm). 
The predicted REV for Beadpack 1 with a grain size of 350 µm from Figure 4.16 shows a sub-
domain greater than 1503 voxels (or, 800 µm in linear dimensions), which is 3 times bigger 
than the REV for Beadpack 2 with a grain size 50 µm, which starts to converge at 503 voxels. 
The main reason for different REV size estimation is the large variation in the macroscopic 
properties, as the convex hull process struggles to capture more than one pore in the 503 domain 
for larger Beadpack 2 with grain size of 350 µm. Therefore, it is believed that the choice of 
voxel size is important; perhaps one voxel size fits all the heterogeneity is not the right choice 
to determine the REV. Also from the example of different size beadpacks, it is not possible to 
generalize the REV concept for any particular rock type, particularly for sandstone and 
heterogeneous carbonate rock samples. 
A similar ambiguity arises when the measure of heterogeneity as a function of standard 
deviation in the calculated area of convex polygon for the entire library of rocks shown in 
Figure 4.13. Examining the Figure 4.14 carefully, the standard deviation of the convex hull 
area for Berea sandstone is 21.6 smaller than for the Ketton carbonate sample which is 
calculated as 23.6 respectively. In general, sandstones are more homogenous compared to 
carbonates rock samples and the calculated standard deviation makes sense in principle. In 
Figure 4.17, a two-dimensional cross section of three dimensional micro-CT images of Berea 
sandstone and Ketton carbonate samples, which clearly suggest that the former has a different 
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range of grain and pore sizes whereas Ketton (scanned without capturing the micro-porosity 
within the grains) looks like a sintered beadpack of grain size 500 µm. 
 
 
Figure 4.17. Two-dimensional filtered cross-sections of three-dimensional micro-CT images. (a) Berea 
sandstone. (b) Ketton carbonate. These are grey scale images where the pore space is shown in dark. 
Therefore, by visualizing the 2D sections of the respective samples, one may say that Ketton 
carbonate should be more homogeneous compared to Berea sandstone and hence this 
contradicts our estimated standard deviation of area. This ambiguity is also well explained 
when examined two different beadpacks with varying grain sizes by calculating the standard 
deviation of the convex hull area for Beadpack 1 (grain size- 350 µm) and Beadpack 2  (grain 
size-50 µm) as 114.23 and 0.0048 respectively. Therefore it suggests that it only captures the 
range of variation of the properties rather than simply a size at which these variations smooth 
out. Hence, there is a need to introduce a new scaling factor for sub-domain or voxel size to 
optimize the convex hull process to estimate an accurate REV size for individual geological 
rock samples.  
An average grain size of the rock sample would be the best scaling factor for the mechanical 
properties of the rock which are dominated by the grain structure, for fluid-flow properties the 
natural scaling factor is the average pore size. The average pore diameter was estimated using 
the maximum ball algorithm approach, where the spheres are grown in the pore space of the 
segmented 3D micro-CT data, centred on each pore voxel (Dong & Blunt, 2009). The largest 
spheres or parent sphere in the pore voxels defines the pores and chains of daughter spheres or 
smaller spheres connected to each other representing throats (Silin & Patzek, 2006 and Dong 
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& Blunt, 2009). Table 4.4 shows the calculated dimensionless length obtained after scaling the 
sub-domain voxel size for a Doddington sample. The 3D micro-CT voxel resolution for 
Doddington sample is 4.5 µm and the average pore diameter calculated from the maximal ball 
algorithm is 37.2µm.  
Table 4.4. Calculated dimensionless length for a Doddington sandstone sample to scale the voxel size by the 
average pore diameter of the sample.  
Sub system size 
[voxels] 
Linear dimension [µm] 
= 
Number of voxels * 
voxel size 
Dimensionless length [-] = 
Linear dimension [µm]/Average pore 
diameter [µm] 
50 225 6.05 
100 450 12.10 
150 675 18.15 
200 900 24.19 
250 1125 30.24 
300 1350 36.29 
350 1575 42.34 
 
The mean pore size for the entire library of the rocks is calculated and used in this study to 
estimate the new REV by scaling with the average pore diameter for each of the rock samples. 
Figure 4.18 shows the improved concept for predicting REV and understanding the 
heterogeneity after scaling the voxel size for the entire rock library.  
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Figure 4.18. Improved process of convex hull technique by introduction of dimensionless factor to predict 
REV size and to understand the concept of heterogeneity of different rock samples.  
The decay of the convex hull area with dimensionless length is much more in line with intuition 
regarding the heterogeneity of the samples in the rock library.  The scaling factor successfully 
solves the ambiguity in the calculation for Berea sandstone and Ketton carbonate samples. 
Ketton carbonate sample converges to a hull area of 0.01 at a much smaller dimensionless 
length than the Berea sandstone sample (see Figure 4.18). The graph in Figure 4.17 also shows 
that Berea sandstone is much more heterogeneous than Doddington and Clashach sandstones, 
opposite to their ranking in terms of the standard deviation of convex hull area calculation 
shown in Figure 4.14. Therefore the graph explains the behaviour of heterogeneity from 
beadpack which converges faster representing the homogenous behaviour compared to 
sandpacks, LV60 and HST95. Ketton carbonate is relatively homogeneous and converges 
much faster than sandstone, Doddington, Clashach and Berea, provided the sub-resolution 
micro-porosity in the Ketton carbonate is not taken into account.  The four remaining carbonate 
samples show how the different range of heterogeneity is captured as the scaled voxel size 
increases and converges much slower than homogenous sandpacks and sandstone. Estaillades 
and ME3 carbonate is still not converging for a 3503 domain size and requires more volume to 
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capture the heterogeneity and defines the most heterogeneous sample for the entire rock library 
studied.  
In the examples given above the permeability ranges over several orders of magnitude.  
Consequently, the variance to small permeability has little impact on the area of the convex 
hull, as can be seen in Figure 4.12 where the shape of the hull becomes rather linear as the 
system size is increased. A more evenly weighted convex hull can be made when the log of the 
permeability is taken first for each of the sub-sampled system size and then normalised with 
respect to log of permeability calculated from the largest system size.  This is shown in  
Figure 4.19 where the hull retains its two dimensional shape at large system sizes. 
 
 
Figure 4.19. Convex hull of Log10 (k) against porosity for Doddington sandstone. 
Interestingly, plotting the convex hull area of the log10(k), porosity space against the 
dimensionless length, improves the exponential decay fit as is shown in Figures 4.20 (a), (b) 
and (c) for sandpacks, sandstones and carbonate rocks respectively. They are all linear on a log 
(area of convex hull) – linear (length) graph. This suggest a further gain in computational 
efficiency to be made by only computing the parameters for small system sizes and using the 
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resulting exponential to extrapolate REV. Table 4.5 shows the predicted exponential decay 
constant and the pre-factor predicted from the exponential decay fit to obtain quantitative data 
for all the rocks studied using the formula (Eq. 4.1) given as, 
 
                                                          Z = [, (k < 0)                                                         (4.1) 
where,  
a = Exponential pre-factor constant 
k = Exponential decay constant 
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Figure 4.20. Logarithmic area of convex hull showing exponential decay (dash line, black colour) when 
plotted against dimensionless length. (a) Beadpack and sandpacks samples. (b) Sandstone samples. (c) 
Carbonate samples.  
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Table 4.5. Predicted exponential pre-factor and decay constant for the different rock studied. 
Sample 
Exponential 
pre-factor constant 
Exponential 
decay constant 
R2 
Beadpack 0.0237 -0.079 0.8899 
LV60 sandpack 0.0914 -0.207 0.9575 
HST95 sandpack 0.0344 -0.107 0.9656 
Berea sandstone 1.1075 -0.082 0.968 
Clashach sandstone 1.7529 -0.152 0.9721 
Doddington sandstone 2.5767 -0.175 0.984 
Ketton carbonate 2.0929 -0.331 0.9861 
Guiting carbonate 3.139 -0.088 0.9806 
Estaillades carbonate 2.2767 -0.061 0.9801 
Indiana Limestone 1 4.3529 -0.119 0.8837 
SH023 carbonate 6.3061 -0.079 0.9775 
ME3 carbonate 3.8826 -0.052 0.99 
ME5 carbonate 2.0001 -0.117 0.992 
 
The values of the exponential pre-factor and decay constant in Table 4.5 show systematic trend 
for the different rocks studied.  The decay constant for Berea is -0.08 and about -0.17 for 
Doddington sandstone. This means that the decay is slower for heterogeneous rock (Berea) 
than for relatively homogenous rock (Doddington and Clashach). This in turn suggests that a 
critical value of REV is reached more quickly (at smaller dimensionless length) for 
homogenous than for more heterogeneous sandstones. This is expected qualitatively  
(see Figure 4.18), but now it can be quantified by value of the decay exponent and the pre-
factor from the exponential fit. 
Lorenz coefficient 
The impact of the heterogeneity of different rock samples was further studied by calculating 
the Lorenz coefficient, LC, which relates permeability and porosity heterogeneity to reservoir 
performance (Lake & Jensen, 1991 & Jensen et al., 1997). Principally, the Lorenz coefficient, 
LC is a general static measure of variability for different obtained range of properties. An 
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example of the Lorenz curve calculated from the permeability and porosity distributions of the 
Berea sample is shown in Figure 4.21.  
 
Figure 4.21. Lorenz plot for heterogeneity calculated from porosity and permeability values of Berea 
sandstone sample for domain size 503 voxels (or, linear dimension 225µm). 
The Lorenz curve is a plot of the fraction of total flow capacity, FU, versus fraction of total 
storage capacity CU for a reservoir of N layers of thickness h, porosity  and permeability k, 
(Jensen et al., 1997) 
 
                                                  \] =^ O_O]O`^ N_NaN`                                                                   (4.2) 
 
                                                   b] =^ O_O]O`^ N_NaN`                                                                   (4.3) 
where first the permeability values in decreasing order of k/ is arranged and then the partial 
sums are calculated. The term h represents the thickness of the layer for which the porosity () 
and permeability (k) are calculated. By definition, 0 ≤ U ≤ N as there are N data.  
The plot of FU versus CU on a linear graph is shown in Figure 4.21 and joins the points to form 
the Lorenz curve ABC. The curve ABC must pass through (0, 0) and (1, 1). If S is the shaded 
area shown in Figure 4.21 between the Lorenz curve ABC and the diagonal line, the Lorenz 
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coefficient is defined as LC = 2S. The Lorenz coefficient varies from 0 to 1, where LC is 0 for 
ideal homogeneous reservoirs and 1 for infinitely heterogeneous reservoirs. A 7003 voxel size 
domain is assumed as a reservoir and same method is used for subdividing equal numbers of 
voxels representing the N layers or data explained in Figure 4.10. The thickness, h, in our case 
is considered as the linear dimension for each calculated voxel size. The calculated porosity 
and single phase permeability data is obtained from LB calculations for domain sizes ranging 
from 503 to 3503 voxels.  
 
Figure 4.22. Calculated Lorenz coefficient or Heterogeneity index as a function of dimensionless length. 
The Lorenz coefficient, LC, seen in Figure 4.22 is calculated for each porous medium for sub-
domain sizes varying from 503 – 3503 scaled by the average pore diameter of the individual 
sample.  The Lorenz coefficient validates the results of process of area of convex hull to predict 
heterogeneity of different types of rock samples and also helps to understand how the 
heterogeneity is scaled and captured once the voxel size is increased. The sandpacks, LV60 
and HST95 show a very low heterogeneity index for the minimum sub-domain voxel size of 
503 whereas most of the rock samples (Berea, Doddington, Clashach, Guiting, Indiana 
Limestone 1, SH023, ME3 and ME5) start with heterogeneity index around 0.72 - 0.84 with 
minimum sub-domain size of 503. However, as the domain size increases to a maximum of 
3503 in our case, the end result of the heterogeneity index varies.  
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ME5 and Indiana Limestone 1 shows interesting trend of variation in heterogeneity index from 
domain size 1003 to 2003. The heterogeneity index for ME5 sample goes on increasing from 
0.63 for 1003 to 0.69 for 1503 domain size whereas the heterogeneity index for Indiana 
Limestone 1 remains constant at 0.74 for domain size 1003 and 1503 instead of expected pattern 
of decrease in heterogeneity index. This change in trends of heterogeneity index or Lorenz 
coefficient for ME5 and Indiana Limestone 1 samples gives as insight knowledge of captured 
pore-scale heterogeneity quantitatively with change in voxel size. Estaillades is a special case 
as the heterogeneity index decrease from 0.81 for 503 voxels to 0.54 for 3503 voxels. This rock 
is considered to be more heterogeneous than the other samples and probably needs a larger 
REV to capture the heterogeneity for further multi-phase calculation. 
4.3.2 Voxel resolution study and analysis 
To study and analyse the effect of scaled voxel resolution on the pore-scale micro-CT images 
and corresponding transport properties, it was necessary to scan the sample with the same field 
of view (FOV) with respect to change in voxel resolution. X-rays from a micro-focused X-ray 
source are used to look into the sample. The 3D pore-scale images of the samples were scanned 
at four different voxel resolutions acquiring the same physical field of view by adjusting the 
X-ray source and detector position along with using an appropriate magnification lens. A 4X 
magnification was used to obtained pore-scale images of 10003 voxels at voxel resolution 4.5 
µm and 6.28 µm whereas 1X magnification was used to obtained pore-scale images of 6003 
voxels at voxel resolutions 8.33 µm and 10.20 µm. 3D images of all the samples were first 
cropped into 3D cubic images (4.5 µm – 5753 voxels, 6.28 µm – 4153 voxels, 8.33 µm – 3133 
voxels and 10.20 µm – 2553 voxels reproducing the same field of view (2.6 mm) for all the 
different scanned voxel resolutions. For convenience the voxel resolution will be labelled as 4 
µm, 6 µm, 8 µm and 10 µm. 
Porosity and Single Phase Permeability 
Macro-porosity and intermediate-phase porosity was calculated for all the different rocks using 
the three phase segmented data by calculating the ratio of the total number of macro-pore (and 
intermediate) voxels to the total number of voxels present in the scanned rock volume. The 
single phase permeability was predicted using PN modelling by extracting pore and throat 
networks, and LB simulation on the macro-phase segmented sandstone and carbonate sample 
images. The average coordination number is also calculated for all the carbonate and sandstone 
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samples at varying voxel resolution, representing the number of independent throats connected 
to a pore, which has a critical influence on the transport properties (Arns et al., 2004b and Dong 
& Blunt, 2009). The experimental (total) porosity and single phase permeability was measured 
on the each of the cylindrical sandstone and carbonate core samples (refer Table 4.1). Note that 
these measurements are for the whole sample volume and not only the scanned region. 
 
 
Figure 4.23. Imaging macro-porosity and intermediate phase calculated as a function of scanned voxel 
resolution for sandstones: Bentheimer (rectangles), Berea (circles), Clashach (upper triangles), Doddington 
(lower triangles) and Stainton (stars). The measured experimental total porosity is shown with dot lines. 
Referring to Figure 4.23, the imaging macro-porosity for the sandstone sample except Stainton 
matches the experimental porosity with low segmented intermediate phase as expected for 
sandstone rocks showing no existence of unresolved micropore phase below the scanned limit 
of 4 µm in this study. The imaging macro-porosity and intermediate phase calculated for 
Bentheimer and Doddington sandstone remains insensitive whereas Berea and Clashach 
sandstone show a 2% variation which may be affected by segmentation errors with the change 
in voxel resolution from 4 µm to 10 µm.  
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Figure 4.24. Average coordination number calculated from network extraction of 3D pore-scale images as 
a function of scanned voxel resolution for sandstones.  
 
 
Figure 4.25. Predicted PN and LB single phase permeability as a function of scanned voxel resolution for 
sandstones: Bentheimer (rectangles), Berea (circles), Clashach (upper triangles), Doddington (lower 
triangles) and Stainton (stars). The measured experimental permeability is shown with dot lines 
Referring to Figures 4.24 and 4.25, the predictions of single phase permeability are correlated 
with the average coordination number obtained from the extracted networks of 3D pore-scale 
images of the sample. Bentheimer and Doddington sandstone sample has a well-connected  
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macro-pore phase with a calculated average coordination number of 3 which remains 
approximately constant with change in voxel resolution. Therefore, the predicted PN and LB 
single phase permeability agree with the experimental permeability. The segmentation error in 
Berea sandstone can be observed for the data set obtained at 4 µm voxel resolution where the 
predicted permeability is over-estimated with a high average coordination number of 2.85 
while the segmented data set for remaining (6 µm, 8 µm and 10 µm) voxel resolution validates 
the predicted permeability with experimental permeability maintaining the constant average 
coordination number of 2.08. Clashach sandstone shows a trend of slight decrease in the 
predicted permeability, linked with a decrease in average coordination number. Stainton 
sandstone is a special case which has a high percentage of unresolved micropore phase with 
poorly connected macro-pore phase and a low coordination number of 1; hence a large 
difference is observed in experimental and imaging porosity.  
The PN and LB models predict zero permeability indicating no flow path. This indicates that 
the permeability observed experimentally in the Stainton sample is due to connectivity through 
the unresolved micro pores. For sandstone samples, with the exception of Stainton, the imaging 
macro-porosity is insensitive to changes in the voxel resolution and resolved connected macro-
pore phase dominates the single phase fluid flow.  
In contrast, the imaging macro-porosity for the carbonate samples does not match the 
experimental porosity.  Instead it shows a high percentage of segmented intermediate phase 
which represents a considerable amount of unresolved micropore phase as shown in  
Figure 4.26. The real question is: does the high percentage of segmented intermediate phase 
consisting of micropores contribute to the single phase fluid flow? 
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Figure 4.26. Imaging macro-porosity and intermediate phase calculated as a function of scanned voxel 
resolution for carbonates: Ketton (rectangles), Estaillades (circles), Middle Eastern sample 3 (upper 
triangles), Middle Eastern sample 5 (lower triangles) and Indiana Limestone 1 (stars). The measured 
experimental total porosity is shown with dot lines. 
Ketton and Middle Eastern sample 5 (ME5) carbonates show the imaging macro-porosity at-
least 30% lower, Estaillades and Indiana Limestone 1 at-least 70% lower and ME3 shows a 
90% lower than the experimental total porosity. The study on the average coordination number 
and predicted single phase permeability on each of the carbonate samples helps to understand 
the role of macro-pore and micropore phase on individual heterogeneous carbonate samples.  
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Figure 4.27. Average coordination number calculated from network extraction of 3D pore-scale images as 
a function of scanned voxel resolution for carbonates. 
 
 
Figure 4.28. Predicted PN and LB single phase permeability as a function of scanned voxel resolution for 
carbonates: Ketton (rectangles), Estaillades (circles), Middle Eastern sample 3 (upper triangles), Middle 
Eastern sample 5 (lower triangles) and Indiana Limestone 1 (stars). The measured experimental 
permeability is shown with dot lines. 
Referring to Figures 4.27 and 4.28, the average coordination number is predicted quite 
reasonably for Ketton, Estaillades and ME5 for higher voxel resolution (4 µm) indicating the 
importance of the macro-pore phase connectivity. Predicted and experimental single phase 
permeability is in good agreement. Now as the voxel resolution deteriorates, the effect on the 
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predicted properties can be visualized for the more complex and heterogeneous pore structures 
of ME5 and Estaillades carbonates rather than the simple pore structure of Ketton carbonate 
(see Figure 4.4). In contrast, ME3 and Indiana Limestone 1, which are considered to be low 
permeable carbonate samples from experimental permeability values, the average coordination 
number is also predicted very low from the PN and LB models, predicting zero permeability. 
The obvious reason is the lack of imaged macro-pore phase smaller than the scanned voxel 
resolution (4.5 µm) and the influence of a segmented intermediate phase comprising of 
micropore phase which may contribute to connecting the flow path.  
Numerical Coarsening 
The pore-scale transport properties can, in many cases, be obtained accurately in lower 
resolution digital rock samples than the actual resolution of the scan. By numerically 
coarsening the rock image using a simple but efficient algorithm, the computational power and 
time required for single and multi-phase calculations can be reduced. The binarised lattice (0’s 
and 1’s) is numerically coarsened by mapping a coarser grid onto the original lattice (Figure 
4.29). For each new cell, the amount of solid (1’s) contained within is computed from the exact 
overlap on the original grid. A new cell comprising more than 50% solid is set solid, otherwise 
it is set to a fluid node (0’s). 
 
 
Figure 4.29. Numerical coarsening scheme showing the new, coarser grid is mapped onto the original 
lattice. One new cell is shown. 
In this study, 3D micro-CT scanned rock samples at high voxel resolution (4 µm) consisting of 
5753 voxels are coarsened down to low resolution data (6 µm, 8 µm and 10 µm) generating 
4153, 3133 and 2553 data sets. The macro-porosity and single phase permeability is predicted 
137 | P a g e  
 
for two sandstone samples (Berea and Clashach) and two carbonate samples (Estaillades and 
Middle Eastern sample 5) to observe the effect of the change in voxel resolution due to the 
coarsening effect. The motivation for selecting the sets of sandstone and carbonate samples for 
studying the coarsening effect is mainly because the set shows variation in predicted macro 
porosity and permeability due to a change in voxel resolution and segmentation error.  
 
 
Figure 4.30. Numerical coarsened macro-porosity calculated at high resolution (4 µm) up-scaled to low 
resolution (6 µm, 8 µm and 10 µm) for: Berea sandstone (rectangles), Clashach sandstone (circles), 
Estaillades carbonate (upper triangles) and Middle Eastern sample 5 carbonate (lower triangles) compared 
with imaging macro-porosity scanned voxel resolution. 
Observing Figure 4.30, the coarsened macro-porosity remains constant for both sandstone and 
carbonate samples when the high voxel resolution data set is numerical coarsened. The 
coarsened low resolution data sets are used as input for the PN and LB models for predicting 
single phase permeability as shown in Figures 4.31 and 4.32. Both the LB and PN models show 
the same trend of constant predicted permeability for all the up-scaled low resolution data when 
compared to the imaging predicted permeability for the samples studied.  
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Figure 4.31. Numerical coarsened LB single phase permeability predicted at high resolution (4 µm) up-
scaled to low resolution (6 µm, 8 µm and 10 µm) for: Berea sandstone (rectangles), Clashach sandstone 
(circles), Estaillades carbonate (upper triangles) and Middle Eastern sample 5 carbonate (lower triangles) 
compared with LB permeability predicted as a function of scanned voxel resolution. The measured 
experimental permeability is shown with dot lines. 
 
Figure 4.32. Numerical coarsened PN single phase permeability predicted at high resolution (4 µm) up-
scaled to low resolution (6 µm, 8 µm and 10 µm) for: Berea sandstone (rectangles), Clashach sandstone 
(circles), Estaillades carbonate (upper triangles) and Middle Eastern sample 5 carbonate (lower triangles) 
compared with PN permeability predicted as a function of scanned voxel resolution. The measured 
experimental permeability is shown with dot lines. 
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Numerical coarsening can be considered as an important asset in improving the modelling (LB 
and PN) capabilities to predict the transport properties more efficiently while up-scaling. LB 
modelling is considered relatively easy to code for single and multi-phase flow simulations 
with parallel computing platforms. However, LB simulations demand large computational 
power and time for calculating single and multi-phase properties and have to compromise with 
the sample size (Ramstad et al., 2012 & Blunt et al., 2013).  
In this study, the predicted LB single phase permeability on the each sample was run as a single 
simulation on 128 CPUs in parallel environment. Figure 4.33 shows the time taken to calculate 
the single phase permeability for a high resolution data set (4 µm - 5753 voxels) and also for 
numerically coarsened low resolution data (6 µm- 4153, 8 µm- 3153 and 10 µm -2553 voxels) 
on three rock samples representing high porosity (Bentheimer, 19%), medium porosity with 
simple pore geometry (Clashach, 11%) and low porosity but with complex pore geometry 
(Estaillades, 7.3%). As expected, the calculation time for the LB single phase simulations 
decreases considerably from high to low resolution with respect to porosity and pore geometry 
as shown in Figure 4.33.  
 
 
 
Figure 4.33. Time taken by LB simulation to predict single phase permeability as a function of voxel 
resolution with 128 computer processors (CPUs) for Bentheimer sandstone (rectangles), Clashach 
sandstone (circles) and Estaillades carbonate (triangles). 
The numerical coarsening can also be applied to the prediction of two-phase flow at different 
resolution. The experimental determination of relative permeability on different rock samples 
is often expensive, restricted to a single displacement process on a limited number of samples. 
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Pore-scale imaging and modelling techniques complement experimental measurement of 
relative permeability curves describing the average flow behaviour of immiscible fluids on 
large number of samples studying different displacement sequences and wettability conditions. 
Gharbi & Blunt (2012) have studied the impact of wettability and connectivity on multi-phase 
properties by analysing relative permeability for a set of carbonate samples.  
In this study, the aim is to understand the effect of voxel resolution and numerical coarsening 
scheme on multi-phase flow properties mainly for residual oil saturation (Sor) for well-
connected macro-pore phase Bentheimer and complex Middle Eastern sample 5 (ME5) 
carbonate sample by using a simple water-wet condition using two phase network model 
developed by Valvatne and Blunt (2004) in the absence of experimental relative permeability 
data. Extracting pore and throat representative networks of the rock sample are a key 
component of modelling two phase flow. The representative network of the rock sample which 
are composed of individual elements such as pores and throats with circular, triangular or 
square cross sectional shapes requires the presence of wetting layers while the non-wetting 
phase occupies the centre of the element and wetting phase remains in the corners (Valvatne 
and Blunt, 2004).  
The quality of the networks reconstructed in terms of individual elements such as number of 
pores/throats and shapes changes with the change in voxel resolution and affects the reliability 
of predicted relative permeability curves. Figure 4.34 (a) shows the number of pores/throats 
(solid line) calculated decreases considerably when the scanned resolution is worsened. The 
decrease in number of pores/throats is higher for the complex heterogeneous ME5 carbonate 
than for Bentheimer sandstone. The numerically coarsened data (dotted line) also shows a 
decrease but with small change in number of pores/throats at low resolution data maintaining 
the two phase modelling essence by preserving triangular elements shown in Figure 4.34 (c). 
The average pore/throat radius contributing to the flow also shows large variation in calculated 
size and increases as the scanned voxel resolution becomes worse. Instead numerical 
coarsening maintains a fairly constant average pore/throat size from high resolution to up-
scaled resolution data shown in Figure 4.34 (b).  
141 | P a g e  
 
 
Figure 4.34. Network extracted pore space properties as a function of scanned voxel (solid line) and 
numerically coarsened data (dot line) resolution for Bentheimer sandstone (rectangles) and Middle Eastern 
sample 5 carbonate (circles): (a) Total number of pores and throats. (b) Average pore and throat radius. 
(c) Total number of triangular elements. 
 
Therefore, numerical coarsening can be quite effective representing the high resolution data 
when up-scaled for predicting relative permeability curves. Two-phase pore network modelling 
assumes the medium is initially filled with the wetting phase (brine or water). The primary 
drainage process starts by injecting the non-wetting phase (oil) displacing the wetting phase 
(water). After oil invasion, waterflooding is then simulated and relative permeability curves 
are generated with the same input parameters used by Gharbi & Blunt (2012) shown in Table 
4.6.  
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Table 4.6. Input fluid properties and contact angles used in PN simulations (Gharbi & Blunt, 2012: p. 6) 
Input parameters  
Initial contact angle (degrees) 0 
Interfacial tension (mN m-1) 48.3 
Water-wet contact angle (degrees) 0-60 
Oil-wet contact angle (degrees) 100-160 
Oil viscosity (mPa s) 0.547 
Water viscosity (mPa s) 0.4554 
 
Figure 4.35 shows the relative permeability curve for the completely water-wet case for 
Bentheimer and ME5 samples. The fluid physics as expected in the water-wet case after 
waterflooding process, wetting phase (brine or water) remains in the smallest portions of the 
pore space giving very low water permeability and significant trapping of non-wetting phase 
(oil) in the larger pores, mainly caused by snap-off (Valvatne, 2004). 
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Figure 4.35. Predicted waterflood relative permeability for the strongly water-wet case as a function of 
scanned and numerical coarsened resolution. (a) Bentheimer sandstone – scanned. (b) Bentheimer 
sandstone – coarsened. (c) Middle Eastern sample 5 carbonate – scanned. (d) Middle Eastern sample 5 
carbonate – coarsened.  
 
Figure 4.36. Residual oil saturation as a function of scanned voxel (solid line) and numerically coarsened 
resolution (dot line) for: Bentheimer sandstone (rectangles) and Middle Eastern sample 5 carbonate 
(circles). 
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Referring to Figures 4.35 (a), (b) and Figure 4.36, the Bentheimer sandstone sample shows 
high water permeability due to consistent pore connectivity (see Figure 4.24) across the 
scanned voxel resolution. This results in less trapping of oil predicting low residual oil 
saturation of 25% at high resolution with minimal change of saturation of 29% at low 
resolution. However, the numerically coarsened relative permeability curves show a good 
match of wetting and non-wetting phase compared to scanned curve data but predicts a similar 
trend of residual oil saturation decreasing the variation at up-scaled resolution.  This also 
explains the homogeneity of the rock sample which clearly shows insensitivity to the change 
in voxel resolution for predicted single and multi-phase properties.  
In contrast, the predicted relative permeability for ME5 sample gives a low water relative 
permeability (see Figures 4.35(c) and (d)) as expected due to the highly irregular pore space 
with water remaining in the grooves and crevices giving high residual oil saturation. This 
increases from 37% (high resolution) to 46% (low resolution) (see Figure 4.36) as the pore 
connectivity (see Figure 4.27) decreases with the change in voxel resolution. The predicted 
two-phase flow using pore network modelling in the absence of experimental relative 
permeability for the ME5 carbonate sample shows that low resolution images do not represent 
accurate pore space properties such as pores and throats, contradicting the observations to the 
predicted imaging macro-porosity and single phase permeability (see Figures 4.26 and 4.28) 
which remains constant with the change in voxel resolution. The numerically coarsened relative 
permeability curves show a much better match of the wetting and non-wetting phase for the 
ME5 sample (see Figure 4.35 (d)), maintaining a minimal variation of predicted residual oil 
saturation for up-scaled low resolution.  
The application of the numerical coarsening scheme has proved effective in predicting 
macroscopic transport properties (imaging macro-porosity and single phase permeability) and 
multi-phase properties for sandstones and most of the well-connected macro-pore phase 
carbonates. This is only true when the high voxel resolution data imaged are reconstructed and 
segmented with precise quality and validated with experimental transport properties. For 
example, the predicted permeability for a Berea sample at high voxel resolution is over-
estimated at 200 mD compared to the experimental permeability of 17 mD (see Figures 4.31 
and 4.32). So once the numerical coarsening is done on the high resolution data, a constant 
permeability is predicted for all the up-scaled resolutions.  
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Chapter 5  – Estimation of core scale 
petrophysical properties 
using image based 
analysis 
5.1 Introduction 
The major capabilities of X-ray computed tomography (CT) scanning in petroleum industry 
are core characterization, fluid flow characterization and visualization. The use of CT in the 
petroleum industry is more prevalent for fluid flow to understand the physics of fluid 
displacement. CT is an excellent fluid flow visualization tool to calculate saturation 
distributions during multiphase flow processes (Wellington & Vinegar, 1987), flow related 
heterogeneities such as viscous fingering, gravity segregation, etc. (Siddiqui et al., 1996). Core 
characterization and visualization involves scanning the whole core using a medical-CT 
scanner. Medical-CT scanning is an essential tool to scan the whole core in preserved 
condition, which is particularly useful for unconsolidated cores or cores that need to be tested 
without compromising their wettability states. Qualitative and quantitative CT scanning data 
can be obtained to analyse the core characteristics and predict the petrophysical properties 
(Hunt et al., 1987). Qualitative CT data provides information on heterogeneities, lithology 
changes, vugs, etc. and quantitative CT data are used to measure the bulk density and predict 
the porosity and absolute permeability, to make core-to log comparison for depth matching and 
log calibration (Siddiqui & Khamees, 2004).  In this study, a work-flow is developed to predict 
petrophysical rock properties, including porosity and absolute permeability from 120 meter 
long X-ray medical-CT core image data and approximately validated our estimation with 
experimental plug data at different depths. 
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5.2 Materials and Methods 
The CT core image data obtained in this study has a lateral resolution (x & y dimension) of 
0.44 mm and the distance between two slices axially (z dimension) is 1.2 mm. The cylindrical 
carbonate core has a diameter of 12 cm with a length of 120 m scanned CT data. The origin of 
carbonate core, detailed lithology information and core photos are kept confidential due to 
sponsor’s requirement. After the CT scanning of the whole core is done, two cylindrical plugs 
(Plug 1 and Plug 2) with diameter 3.5 mm are drilled at certain specified depth from the original 
core to measure porosity and absolute permeability experimentally. An experimentally 
measured plug data is used to validate our estimation of petrophysical properties. In this study, 
the graphs for estimated porosity and absolute permeability are restricted for 270 cm length of 
core with experimentally measured plugs at depth 30 cm, 50 cm, 95 cm, 120 cm, 150 cm, 192 
cm, 227 cm and 257 cm. 
5.3 Results and Discussion 
5.3.1 CT segmentation 
Segmentation is the first treatment applied to our medical-CT core images to extract 
quantitative petrophysical data. Previous investigations on estimation of porosity using CT 
images have been done (Akin & Kovscek, 2003; Taud et al., 2005 & Mao et al., 2012). The 
porous media consists of union of two parts; the solid part, made of different materials in our 
carbonate rocks called grains, and the empty part called the pore space.  
A quick and traditional segmentation method based on intensity grey values of an image is 
used. Firstly, 2D medical-CT core image is converted into 8-bit grey values ranging from 0-
255. The value 255 corresponds to a high density material in an image whereas the value 0 
corresponds to the pore space and the intermediate grey value corresponds to the varying 
density material present in the carbonate core image data. The 2D CT image data is segmented 
into grain space and pore space on trial basis, by selecting three different threshold grey values 
from histogram of an image which is shown in Figures 5.1 and 5.2. The user manually matches 
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the segmented pore space with the raw data pore space for a few images from a stack of 2D 
images to finalize on three different threshold grey values.  
 
Figure 5.1. Fig (a) 2D section of three dimensional medical-CT core image with lateral resolution of 0.44 
mm and axial resolution of 1.2mm. Fig (b) Histogram of single 2D section of medical-CT carbonate image 
with three selected segmented grey value intensity.  
 
 
Figure 5.2. Manual segmented 2D section of medical-CT image using three segmented intensity grey value. 
(a) Grey value – 165. (b) Grey value – 145. (c) Grey value – 125. Pore phase is shown in black. 
The 2D stack of CT core images is segmented into pore space (black=0) and grain space (white 
=1) using the standard image processing software Fiji (http://fiji.sc/Fiji). The three segmented 
sets of image core data are obtained which are segmented at three different threshold values of 
165, 145 and 125 to obtain three different sets of porosity and absolute permeability values to 
validate with the experimental plug data. 
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5.3.2 Porosity estimation 
The total porosity is estimated using a segmented version of 2D stack of CT core image, by 
means of:  
                                                            ɸ = cLQUSQQELMQLR_QLHTI                                 (5.1) 
Eq. (5.1) can be rewritten in terms of voxel count, which is given as: 
                                                             ɸ = aOHPQLRSLQUSQdLIQMUELMNOHPQLRUHSMQdLIQMU                             (5.2) 
The total imaging porosity is quickly calculated for the whole long 120 meters of CT core 
image data using the simple segmentation and image based calculation method. The three 
different porosity data sets are shown in Figure 5.3 for a range of 270 cm depth validating with 
experimental plug data to decide on which is the best segmented threshold value. The porosity 
data shown in Figure 5.3 shows jumps in porosity range (0.8-1.0) at certain depth which 
corresponds to the large crack in the core samples. 
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Figure 5.3. Predicted imaging porosity distribution against the depth of CT core image data for three 
segmented grey intensity values. (a) Grey intensity value – 165. (b) Grey intensity value – 145. (c) Grey 
intensity value –125. Experimental porosity for plug 1 (green, triangle) and plug 2 (red, rectangle) for 
respective depth as shown. 
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To validate and to decide the best threshold intensity value, the average porosity of roughly 30 
slices representing a plug with diameter 3.5 mm (the distance between two slices is 1.2 mm) 
for a single specified depth is calculated. Figure 5.4 shows the average porosity calculated from 
30 slices of CT core data compared with the experimental plug porosity data for approximately 
the same depth. The threshold value of 165 (star, blue data points) overestimates the calculated 
porosity by segmenting grain space as pore space and the threshold value of 125 (triangle, pink 
data points) underestimates the calculated porosity as it segments less pore space. The threshold 
value of 145 (circle, black data points) which is used to segment the CT core image into pore 
space and grain space, approximately matches the experimental plug data at the specified plug 
depth.  
In this study, the three different threshold intensity values are decided to understand the effect 
of segmentation on our porosity data. Fortunately, experimentally measured plug data was 
available to find the best threshold value out of the three. However, if the experimental plug 
data is not present, this method of simple segmentation where the threshold is defined by the 
user selection and image based calculation can help to generate quick sets of  porosity data 
which can be compared to other available logging data to decide on final set of porosity data. 
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Figure 5.4. The calculated average imaging porosity of 30 slices representing the plug at certain specified 
depth for three segmented intensity grey value 165 (star, blue), 145 (circle, black) and 125 (triangle, pink) 
comparing with the experimental porosity of plug 1 (rectangle, green) and plug 2 (triangle, red).  
5.3.3 Absolute permeability estimation 
For the estimation of absolute permeability data for CT core image data, a modified version of 
the Kozeny- Carman relation developed by Walsh & Brace (1984) is used: 
                                                              =  ɸ\U                                                                   (5.3) 
where, 
k  = absolute permeability [m2] 
 = porosity [-] 
s = specific surface area [m-1] 
F = formation factor [-] 
c = constant related to pore geometry [-] 
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A convenient and quick method to predict the absolute permeability on the complex three-
dimensional geometries or stack of 2D core images of porous media is to use the Eq. (5.3) 
which relates the permeability to porosity and specific surface area. However, this equation 
incorporates the assumption of variables such as constant c depending on pore geometry. It is 
difficult to predict the pore geometry for complex carbonates in this study. According to Walsh 
& Brace (1984), the constant c is equal to 2 for circular tubes and equal to 3 for cracks. Hence 
in this permeability calculation the value of constant c equal to 3 is used assuming our pores 
look like wide cracks. The value of c can be debated and more research can be done in the 
future to predict an approximate value. The formation factor (F) is known from experimental 
plug data at certain specified depth.  
The important task to calculate the absolute permeability from Eq. (3.1) was to calculate the 
specific surface area. The specific surface area is the surface area between pore and grain per 
unit rock volume (m-1). Berryman & Blair (1986) and Torabi et al. (2008) showed that the 
specific surface area can be calculated using the concept of the two-point correlation function. 
The properties of composite materials, in our case rocks are usually considered as a 
combination of at least two phases; grains and pore space, depending on the properties, amount 
and spatial distribution of each phase. The correlation functions are important statistical 
descriptors that are useful for characterizing the spatial arrangement for the composite material 
(Cule & Torquato, 1999 & Torabi et al., 2008). Grain and pore space in the 2D CT core image 
occupy different spatial positions. Consider a system of volume U, with grain and pore phase 
where each phase occupies a sub-volume Ug for grains and sub-volume Up for pores, the 
function (f) is defined as; 
                                         RI
 = eJ, If]X, If]S                                                                       (5.4) 
For image based analysis, the 2D image consists of M by N pixels and the pore one point 
correlation function, S1, 
                                       ! = ɸ = gRT, h
i =  K^ RT, h
Th                                               (5.5) 
i = 1, 2, 3, …M and j = 1, 2, 3, …N 
The pore-pore two point correlation function, S2(x, y), represents the probability that two points 
that are a distance apart are both in pore phase (Torabi et al., 2008). It is defined by, 
                                      !I, W
 = jRT,hRT2I,h2Wk =  KIa^RT,h
RT2I,h2W
                             (5.6) 
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Eq. 5.6 can be modified, as the difference between the two pixels is important but not their 
absolute position, and assuming the system is translationally invariant. The modified two- point 
correlation function is calculated for M x N pixels in a Cartesian coordinate system as given 
by (Torabi et al., 2008): 
                                            !I, W
 = ^ ^ RT,h
RTlI,hlW
K"I
a"W
a"WhmK"ITm                                                        (5.7) 
To compute the specific surface area from spatial correlation functions, a three-dimensional 
average is performed over a certain distance (r) and then the first derivative n&o  is computed  
with respect to the distance at r = 0 (Berryman, 1998). Therefore, the planar radial average is 
calculated using a 2D bilinear interpolation method and the following equation to convert the 
Cartesian coordinate system to a polar coordinate system (Torabi et al., 2008). 
                                             !
 =  2^ ! p, ᴨMrsMmJ                                                      (5.8) 
 
                                             !o J
 = − Ur                                                                                                (5.9) 
where  
s = specific surface area [m-1] 
The same 2D CT core segmented data with three different thresholds is used to obtain specific 
surface area to calculate the three sets of absolute permeability. In this work, Eq. 5.5, Eq. 5.7 
and Eq. 5.8 have been used in a function that is written in MATLAB to calculate the one- and 
two-point correlation function from the segmented 2D CT core image. Finally Eq. 5.9 has been 
used to estimate the specific surface area from two-point correlation functions. The absolute 
permeability is then calculated using Eq. 5.3 for three different set of segmented data which is 
shown in Figure 5.5.  
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Figure 5.5. Predicted absolute permeability distribution against the depth of CT core image data for three 
segmented grey intensity values. (a) Grey intensity value – 165. (b) Grey intensity value – 145. (c) Grey 
intensity value –125. Experimental absolute permeability for plug 1 (green, triangle) and plug 2 (red, 
rectangle) for respective depth as shown. 
The two-point correlation method to estimate absolute permeability from 2D segmented images 
gave some spurious high permeability’s as the calculated porosity was measured higher due to 
large gaps in the core images. The threshold grey value intensity 145 is assumed to be correct 
to segment pore space and grain space, as in case of calculating the porosity. The average 
absolute permeability is then estimated for 30 slices of CT core images to validate the result 
with the experimental plug permeability for respective depth in this study. Figure 5.6 shows 
the individual estimated permeability for 30 slices to show the average permeability will 
validate the experimental plug permeability at certain specified depth. The average 
permeability gives approximate validation of results compared with experimental plug 
permeability for threshold value 145.  
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Figure 5.6. The calculated average absolute permeability of 30 slices representing the plug at certain 
specified depth for three segmented intensity grey value 165 (star, blue), 145 (circle, black) and 125 
(triangle, pink) comparing with the experimental porosity of plug 1 (rectangle, green) and plug 2 (triangle, 
red).  
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Chapter 6  – Conclusion and 
Future Work 
6.1 Conclusion and Implications 
This thesis describes innovative methods to enhance the understanding of fluid flow study at 
the pore-scale using different 3D imaging techniques and numerical simulations. The major 
innovations include: 1) the development of a 3D high resolution large field of view confocal 
imaging technique to image and reconstruct 3D complex heterogeneous rocks; 2) a new method 
to determine representative element volumes (REV) from 3D pore-scale images and; 3) a 
numerical coarsening algorithm for up-scaling.  
In this study, an improved sample preparation technique was developed for accurate estimation 
of microporosity in rocks using CLSM imaging coupled with grey scale intensity segmentation 
analysis. This is a two-step technique which consists of a vacuum impregnation cycle followed 
by positive pressure application to fill both macropores and sub-resolution micropores using 
fluorescent epoxy mixture. For the carbonates studied, including Ketton, Mt Gambier, Guiting 
and Indiana Limestone, an appropriate pressure for resin impregnation was identified which 
allowed the pore space to be completely filled while avoiding induced cracking. This technique 
allows the estimation of the total porosity by CLSM, including micropores that fall below the 
resolution of the technique. Even though individual pores cannot be distinguished in 
microporous regions, the mean porosity in each pixel can be determined from grey scale 
intensity if they are all saturated with the fluorescent resin. Because the microporosity 
estimated from CLSM images agrees with that estimated from MICP, we conclude that the 
new technique succeeds in filling the microporous regions.  
High resolution wide field of view 1 x 1 cm2 CLSM images were obtained for  highly  
permeable (Ketton and Mt Gambier) and impermeable (Guiting and Indiana Limestone) 
carbonate samples. The total, macro- and micro-porosity from 2D CLSM images were 
quantitatively estimated using the proposed grey scale intensity segmentation analysis 
validated by MICP data. 2D confocal porosity analysis complemented by STD calculations on 
the sub-sectioned non-overlappeing confocal images of Ketton, Mt Gambier and Guiting 
carbonate gives the estimation of representative sample size for the measured rock property.  
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A novel method combining CLSM with sequential grinding and polishing has been developed 
to overcome the limitation of other imaging techniques. A wide field of view can be obtained 
at high resolution in combination with arbitrary depth. Fewer grinding steps are required 
compared with conventional serial sectioning using 2D microscopy and the image quality does 
not degrade with sample size as in micro-CT imaging. CLSM imaging and reconstruction is 
combined to obtain a physical field of view 7 x 7 x 2 mm3 with voxel resolution of 2.5 µm to 
obtain true 3D pore-grain geometries. This was done for a Ketton carbonate and qualitative 
results compare favourably with other imaging techniques, considering the compromise 
between field of view and voxel resolution. The predicted macroscopic petrophysical 
properties for the 3D confocal Ketton carbonate volumetric data, including total porosity, 
macro- and micro -porosity as well as sub-sample single-phase permeability using Lattice 
Boltzmann simulations match fairly well with the experimental data.  
Summarizing, in our REV study, the degree of heterogeneity is measured and the REV size for 
each sample in a library of porous media including sandpacks, sandstones and carbonates. This 
was done in a new way by finding the area of the convex hull around the point cloud consisting 
of pairs of petrophysical parameters such as porosity and permeability calculated from different 
regions of interest in the sample. Previously, the REV size has been determined based on 
individual macroscopic properties such as porosity, permeability and specific surface area. The 
thesis shows the combination of two important macroscopic properties which can be 
considered simultaneously to determine the REV size. This concept could also be extended to 
higher dimensions taking into account 3 or more parameters.  
For one choice of the parameter pair, porosity and log(k), the area of the convex hull decays 
exponentially with system size for all samples tested. This could be used to estimate the REV 
for heterogeneous samples using only calculation on smaller system sizes, therefore avoiding 
expensive computations on large system sizes. Hence to conclude, the methods explained in 
this study may help pore-scale flow simulations, particularly related to calculation of the REV 
for two- and three phase relative permeability.  
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The effect of scanned voxel resolution (4.5 µm, 6.2 µm, 8.3 µm and 10.2 µm) on petrophysical 
properties was studied for different rock types varying from sandstones to carbonates with the 
help of micro-CT imaging and two modelling (LB and PN) techniques. Predicted imaging 
macro-porosity and single phase permeability (LB and PN) for sandstone samples agree well 
with experimental values at the scanned voxel resolution with the exception of Stainton 
sandstone. In the latter case, the connected macro-porosity cannot be captured due to the 
imaging limit of 4.5 µm resolution images used in this study.  The impact of scanned voxel 
resolution on predicted properties was observed for complex heterogeneous carbonates except 
Ketton carbonate. High resolution 3D pore-scale data was successfully up-scaled to low 
resolution using a numerical coarsening scheme. This reduces the computational time required 
for lattice Boltzmann single phase simulation. A detailed study of pore network modelling 
predicting two phase flow in Bentheimer sandstone shows fairly small variations while the 
ME5 carbonate shows unreliable prediction of residual oil saturation at low resolution 
compared to high resolution. The numerical coarsening scheme turns out to be a powerful tool 
in improving the computational efficiency and predictive capabilities of modelling techniques. 
The difference in predicted transport properties using the numerical coarsening algorithm and 
different voxel resolutions is mainly due to the error introduced by changing the scan to 
different voxel size and the segmentation process. 
Petrophysical properties including porosity and absolute permeability can be quickly calculated 
from CT core images using our image based analysis of simple manual segmentation and two-
point correlation functions. The petrophysical properties is calculated for the whole length of 
120 m of CT core images and validated these with experimental plug data. The porosity 
calculation in this study was based on user and trial basis segmentation, matching the pore 
space for few images with the raw CT image. Therefore, the porosity calculation may vary 
from user to user, but not with an error greater than 5% difference. Also, in the permeability 
calculation, the value of c = 3 was quite reasonable, but further research is needed to obtain a 
more accurate value. This technique of calculating petrophysical properties is time saving and 
cost efficient as the software used is open source and widely used. 
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6.2 Future work 
Integrating multi-scale imaging and modelling methods 
This thesis discusses different 2D and 3D pore-scale imaging techniques, including confocal 
laser scanning microscopy and micro-CT imaging focussing only on characterizing and 
distinguishing grains from pores at a particular range of length scales. The characterization of 
different mineralogy information and presence of microporosity is missing due to the limitation 
of the current imaging capabilities used in this study. Such information could provide valuable 
insight to single-phase reactive and non-reactive transport at the Darcy scale and it also 
influences the accurate prediction of multi-phase flow properties such as non-wetting phase 
trapping, relative permeability and irreducible saturation (Blunt et al., 2013). 3D X-ray micro-
CT (limited physical field of view) or 3D confocal imaging can be used to scan the (sub-) 
sample, characterizing the connectivity of the macro-pore space coupled with SEM-EDS 
analysis, mapping different mineralogy and microporosity present in the sample. FIB-SEM 
imaging will help to resolve the connectivity of microporosity present in the sample at the 
nano-scale (Knackstedt et al., 2011a; Knackstedt et al., 2011b; Jiang et al., 2013). In addition, 
numerical simulation methods can be enhanced to incorporate the micropore and mineralogy 
information for accurately predicting multi-phase properties. Blunt et al., 2013 state that  
“Rather than a competition between simulation methods, a more complementary approach is 
needed, where direct simulation is used to elucidate displacement mechanisms and compute 
threshold capillary pressures on representative pores, or small groups of pores, for use in 
improved network models that then handle core-scale simulations of displacement.” 
Further development of 3D CLSM imaging 
The 3D confocal imaging technique developed in this study can acquire large field of view 
high resolution 3D images of rocks to obtain larger depth information using a ‘grind and slice’ 
technique for the first time. The ‘grind and slice’ method as explained in Chapter 3 includes a 
sectioning (grinding and polishing) process which may result in the destruction of micro-
structures of the rock samples. Therefore, further research is needed for accurate sectioning 
methods without affecting the microstructure of the examined rock samples. The other concern 
with 3D confocal imaging is stacking and registering 3D thin sections using complex 
registration software. The rigid body transformation registration method used in this study 
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shows some minor artefacts such as streaking and operates manually by stacking and 
registering individual 3D thin sections, costing time. Therefore, further research is needed to 
register 3D confocal thin sections automatically for even more heterogeneous rock samples by 
developing and upgrading the rigid body transformation algorithm.  
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Appendix A 
Generating 3D input (ASCII) file for modelling codes (LB & PN) from 3D micro-CT data 
A.1 Summary of image processing step 
The 3D rock core sample is scanned and reconstructed by the micro-CT scanner producing a 
series of 2D slices. The data is saved using the extension ‘.txm’, e.g.  ‘Ketton.txm’ 
1. Open Avizo 8.0 and load the 3D micro-CT data set ‘Ketton.txm’ 
2. Click on properties to see the original metadata (x, y and z voxels, scanned voxel 
resolution, file type and format) 
3. Extract sub-volume (700 x 700 x 700 cubic volume) 
4. Apply non-local means filter 
5. Apply 2D histogram segmentation and draw the boxes on the generated 2D histogram 
to select number of different phases as explained in Chapter 4 and follow the steps until 
the end. Two boxes are selected for simple two phase (pore and grain) segmentation. 
6. Save the segmented data as 16bit - 2D Tiff files 
7. Open Fiji program and load the 16bit- 2D Tiff files and convert the image type to 8bit- 
2D Tiff files 
8. While converting two phase 16bit to 8bit files using the Fiji software, it assigns the pore 
space as 0’s and grain space as 255’s grey value.  
9. A simple MATLAB code is written for two purposes: to convert the stack of 2D Tiff 
files into a single 3D input (ASCII) file and representing pores as 0’s and grains as 1’s 
required as the format required in the LB and PN codes. 
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A.2 MATLAB code to generate 3D Input (ASCII) File. 
The segmented 8bit-2D Tiff files are saved in a new folder with the Binary.m matlab code 
function Binary 
close all; clear; clc 
% % %=================================================== 
The following command will find all the files in the directory 
which their extension is *.tif 
% % %=================================================== 
number = size(dir(['*.tif']), 1) 
TypeN = dir(['*.tif']) 
Output = [ ]; 
for j=1:number 
sample = TypeN(j).name 
% % %=================================================== 
The following command will read the files obtained from the 
previous step to convert 255’s to 1’s and rearrange the 2D data 
file. 
% % %=================================================== 
X=imread(sample)/255; 
X=X(:,:,1); 
Output= [Output;X]; 
size(X) 
end 
% % %=================================================== 
The following command will write the 3D input (ASCII) file in 
0’s and 1’s. 
% % %=================================================== 
dlmwrite('Ketton.dat',Output,'delimiter', '\t'); clear sample;  
end 
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Appendix B 
Execution of REV extraction program  
B.1 Description of Input File 
The REV extraction program requires an input file containing necessary information about the 
3D pore space data for determining REV.  
Keywords 
1. Lattice Settings 
Input the cropped cubic voxel dimensions with scanned voxel resolution. 
NLatticeX = 700                  //Lattice dimensions (voxels) 
NLatticeY = 700 
NLatticeZ = 700 
ResolutionMicron = 4.5  //Resolution in microns 
 
2. Simulation Settings  
Input the minimum and maximum sub-volume size with size interval.  
CPUCores = 16   //Number of CPU cores 
SubVolumeInitialSize    = 50  //Start size of sub-volume (voxels) 
SubVolumeSizeInterval = 50  //Increase by this much each time 
SubVolumeSizeMax      = 350 //Max size of sub-volume 
ComputePermFullVolume = true //Calculate permeability of full volume 
 
3. File Paths 
------ Input file ------- 
InputGeometryFile = "D:/REV/Ketton/Ketton.dat" 
GeometryFileBin         = false //Geometry file in binary format 
GeometryFileVTKHeader   = false    //Geometry file has VTK header 
NLinesGeometryVTKHeader = 10 //Number of lines of VTK header 
 
----- Output folder ----- 
OutputFolder = "D:/REV/Ketton/Output/" 
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B.2 Run the Program 
After preparing the above input file, say ‘Input1’(keep the format the same as Input1, 
Input2…), we run the REV extraction code. The code has capabilities to run multiple input 
files giving the required output by calculating porosity and single phase permeability for sub-
volumes of individual samples. 
There is one executable file and one windows batch file in the package of REV extraction code 
along with MATLAB code for REV analysis. 
“REV Extraction GPU.exe” 
“Run.bat” 
“ConvexHull.m” 
The first thing is to right click on Run.bat and edit the numbers (shown in red) to run different 
Input files. The example below will run 4 different input files starting from Input1 to Input4. 
@echo off 
for /l %%x in (1, 1, 4) do (echo Input%%x.txt "REV Extraction GPU.exe" Input%%x.txt) 
PAUSE 
Once the Run.bat is edited, click on it and the code will start to run and will output porosity 
and single phase permeability arranged in two respective columns as ‘Permeability_50.txt, 
Permeability_100.txt, …’ in the specified output folder. Each of the generated data .txt files is 
prepared and renamed. For e.g. ‘Ket_50. dat’, ‘Ket_100.dat’…. 
The next step is the REV analysis from the predicted porosity and single phase permeability 
obtained for different sub-volume sections using the ConvexHull.m matlab code.  
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B.3 MATLAB code for REV Analysis 
ConvexHull.m 
 
close all; clear; clc 
area_v=[ ]; 
 
% % %=================================================== 
The following command initializes the sub-volume data files with 
total volume, porosity and single phase permeability 
information.  
Note: The logarithmic of whole volume LB Single phase 
permeability is calculated for normalising the permeability with 
the sub-section calculated permeability to retain the shape of 
convex hull. 
% % %=================================================== 
  
sizes=[50,100,150,200,250,300,350]; 
file1='Ket_50.dat'; 
file2='Ket_100.dat'; 
file3='Ket_150.dat'; 
file4='Ket_200.dat'; 
file5='Ket_250.dat'; 
file6='Ket_300.dat'; 
file7='Ket_350.dat'; 
 
All_size    =700; 
All_Perm    =log10(7600); 
All_Porosity=0.15; 
 
% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 503 voxels.  
% % %=================================================== 
 
a1=load(file1);  
xx=a1(:,1); 
yy=a1(:,2); 
[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
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% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 1003 voxels.  
% % %=================================================== 
a1=load(file2); 
  
xx=a1(:,1); 
yy=a1(:,2); 
[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
 
% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 1503 voxels.  
% % %===================================================%  
a1=load(file3); 
  
xx=a1(:,1); 
yy=a1(:,2); 
[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 2003 voxels.  
% % %=================================================== 
a1=load(file4); 
  
xx=a1(:,1); 
yy=a1(:,2); 
[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
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x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 2503 voxels.  
% % %=================================================== 
a1=load(file5); 
  
xx=a1(:,1); 
yy=a1(:,2); 
[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 3003 voxels.  
% % %=================================================== 
a1=load(file6); 
  
xx=a1(:,1); 
yy=a1(:,2); 
[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
% % %=================================================== 
The following command will find the convex hull area for sub-
section volume – 3503 voxels.  
% % %=================================================== 
a1=load(file7); 
  
xx=a1(:,1); 
yy=a1(:,2); 
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[Perm_42,IX_42]=sort(a1',2); 
a1=a1'; 
x=xx;y=(log10(yy))/(All_Perm); 
k = convhull(x,y); 
plot(x(k),y(k),'b-',x,y,'*b'); 
[K,V] = convhull(x,y);area_v=[area_v,V]; 
hold on 
plot (a1(1,IX_42(1,:)),a1(2,IX_42(1,:)),'-bs'); 
hold on 
% % %=================================================== 
The following command will plot and give the convex hull area 
for all the sub-section volume ranging from 503 to 3503.  
% % %=================================================== 
figure 
plot(sizes,area_v,'r^'); 
 
 
