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Abstract
In this note we consider a two-component extension of the Kadomtsev–Petviashvili
(KP) hierarchy represented with two types of pseudo-differential operators, and con-
struct its Hamiltonian structures by using the R-matrix formalism.
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1 Introduction
The Kadomtsev–Petviashvili hierarchy plays a fundamental role in the theory of integrable
systems. There are several ways to define the KP hierarchy, and one contracted way is
via Lax equations of pseudo-differential operators as follows. Let
LKP = ∂ + u1∂
−1 + u2∂
−2 + . . . , ∂ =
d
dx
, (1.1)
be a pseudo-differential operator with scalar coefficients ui depending on the spacial co-
ordinate x. The KP hierarchy is composed by the following evolutionary equations
∂LKP
∂tk
= [(LkKP )+, LKP ], k = 1, 2, 3, . . . . (1.2)
Here the subscript “+” means to take the differential part of a pseudo-differential operator.
The hierarchy (1.2) is known to possess a series of bi-Hamiltonian structures, which can
be constructed, for instance, by the R-matrix formalism [22].
The KP hierarchy (1.2) has been generalized to multicomponent versions with scalar
pseudo-differential operators replaced by matrix-value ones [10, 2, 13]. In such general-
izations, the pseudo-differential operators are required to admit certain extra constraints,
and it is probably why no Hamiltonian structures underlying have been found. Towards
overcoming this difficulty, a step was made by Carlet and Manas [8], who solved the con-
straints in the 2-component case and parameterized the matrix operators with a set of
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“free” dependent variables. The study of the 2-component KP hierarchy was also mo-
tivated by the development of infinite-dimensional Frobenius manifolds in recent years,
especially those associated with the bi-Hamiltonian structures for the Toda lattice and
the 2-component BKP hierarchies [6, 28, 29].
Inspired by the Toda lattice hierarchy, we now consider an extension of the KP hier-
archy from the viewpoint of scalar pseudo-differential operators rather than matrix-value
ones. More exactly, given a pair of scalar operators
P = D +
∑
i≥1
uiD
−i, Pˆ = D−1uˆ−1 +
∑
i≥0
uˆiD
i (1.3)
with D being a “derivation” on some differential algebra that contains functions ui and
uˆi, we want to define the following commutative flows:
∂
∂tk
(P, Pˆ ) =
(
[(P k)+, P ], [(P
k)+, Pˆ ]
)
, (1.4)
∂
∂tˆk
(P, Pˆ ) =
(
[−(Pˆ k)−, P ], [−(Pˆ k)−, Pˆ ]
)
(1.5)
for k = 1, 2, 3, . . . . It will be seen that if one takes D = ∂ − ϕ with ϕ being an unknown
function of x, then the hierarchy (1.4)–(1.5) is well defined (see Section 2). Such kind of
hierarchies appeared in the work [24] of Szablikowski and Blaszak as a dispersive counter-
part of the Whitham hierarchy (see, for example, [25]). Their version in fact involves N
operators of the form Pˆ with D replaced by ∂ − ϕi for distinct functions ϕi (1 ≤ i ≤ N).
However, the convergence property of the operators Pˆ k, which can contain infinitely many
positive powers in D, seems not have been taken into account before. In this note, we
will only consider the case N = 1, and illustrate that the operators Pˆ k as the so-called
pseudo-differential operators of the second type introduced by us [16] in recent years. Such
kind of operators converge according to a suitable topology. As to be seen, the extended
KP hierarchy (1.4)–(1.5) can be reduced to the 2-component BKP hierarchy [10, 16] and
the constrained KP hierarchy (see, for example, [1, 4, 14]) under suitable constraints.
Observe that the flows (1.4)–(1.5) are defined on a subset of the Lie algebra G−×G+,
with G∓ being the algebras of pseudo-differential operators of the first and the second
types respectively. It is natural to apply the R-matrix scheme to search for Hamiltonian
structures underlying (1.4)–(1.5), such as what we have done for the Toda lattice and the
2-component BKP hierarchies [26] (cf. [5, 27]). It will be seen that the simple but useful
R-matrix found in [26] is also feasible in the current case, so a series of bi-Hamiltonian
structures for the hierarchy (1.4)–(1.5) will be derived. Furthermore, such bi-Hamiltonian
structures can be naturally reduced to that for the constrained KP hierarchy. Note that
the bi-Hamiltonian structure for the constrained KP hierarchy used to be obtained by
Oevel and Strampp [20], Cheng [9] and Dickey [12], respectively, with different methods.
In a recent paper [17], the central invariants for the bi-Hamiltonian structure have been
calculated, which shows that the constrained KP hierarchy is the so-called topological
deformation of its dispersionless limit.
This article is organized as follows. In the next section we recall the notions of pseudo-
differential operators of the first and the second type, and then check in detail that the
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extended KP hierarchy (1.4)–(1.5) is well defined. In Section 3, we review briefly the
R-matrix method for deriving Hamiltonian structures, and apply this method to the
hierarchy (1.4)–(1.5) and its reductions. Finally some remarks will be given.
2 An extension of the KP hierarchy
2.1 Preliminary notations
Let A be a commutative associative algebra, and ∂ : A → A be a derivation. The set of
pseudo-differential operators is
A((∂−1)) =


∑
i≤k
fi∂
i | fi ∈ A, k ∈ Z

 ,
in which the product is defined by
f∂i · g∂j =
∑
r≥0
(
i
r
)
f ∂r(g) ∂i+j−r, f, g ∈ A. (2.1)
Clearly one has the commutator [∂, f ] = ∂(f) for any f ∈ A.
From now on we assume the algebra A to be a graded one. Namely, A = ∏i≥0Ai,
such that
Ai · Aj ⊂ Ai+j, ∂(Ai) ⊂ Ai+1.
Denote D− = A((∂−1)), which is called the algebra of pseudo-differential operators of the
first type over A. In comparison, by the algebra of pseudo-differential operators of the
second type over A it means
D+ =


∑
i∈Z
∑
j≥max{0,k−i}
ai,j∂
i | ai,j ∈ Aj, k ∈ Z

 , (2.2)
which is endowed a product defined also by (2.1). Observe that an operator in D+ may
contain infinitely many positive powers in ∂, with appropriate constraints to the degrees
of coefficients as in (2.2), see [16] for details.
Given an arbitrary element ϕ ∈ A1 of degree 1, let us consider the following two maps
defined by replacing ∂ with ∂ − ϕ, say
Sϕ : D∓ → D∓,∑
fi∂
i 7→
∑
fi(∂ − ϕ)i. (2.3)
Here we use the same name Sϕ to simplify notations.
Lemma 2.1 The map Sϕ is an automorphism on each D∓.
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Proof: Clearly, on each D∓ the map in (2.3) is well defined. In particular,
Sϕ(∂
−1) =(∂ − ϕ)−1 = ∂−1(1− ϕ∂−1)−1
=∂−1 + ∂−1ϕ∂−1 + ∂−1ϕ∂−1ϕ∂−1 + . . . . (2.4)
Note [∂ − ϕ, f ] = ∂(f) for any f ∈ A, then one has
f(∂ − ϕ)i · g(∂ − ϕ)j =
∑
r≥0
(
i
r
)
f ∂r(g) (∂ − ϕ)i+j−r, f, g ∈ A.
This implies that Sϕ is an endomorphism.
Finally, it is easy to see that Sϕ is injective, and it remains to show that Sϕ is surjective.
This follows from the facts
∂ =(∂ − ϕ) + ϕ,
∂−1 =(∂ − ϕ+ ϕ)−1
=(∂ − ϕ)−1 − (∂ − ϕ)−1ϕ(∂ − ϕ)−1 + (∂ − ϕ)−1ϕ(∂ − ϕ)−1ϕ(∂ − ϕ)−1 − . . . .
The lemma is proved. 
The lemma implies that the algebras D∓ can be represented as follows:
D− =


∑
i≤k
gi(∂ − ϕ)i | gi ∈ A, k ∈ Z

 , (2.5)
D+ =


∑
i∈Z
∑
j≥max{0,k−i}
bi,j(∂ − ϕ)i | bi,j ∈ Aj, k ∈ Z

 . (2.6)
Definition 2.2 For a pseudo-differential operator, its ϕ-expansion is of the form as ele-
ments in (2.5)–(2.6).
Given an operator A =
∑
i∈Z fi∂
i ∈ D∓, recall that its differential part is
A+ =
∑
i≥0
fi∂
i, (2.7)
while A− = A−A+ is the negative part, and the residue of A means
resA = f−1. (2.8)
We take the ϕ-expansion of A, say, A =
∑
i∈Z gi(∂−ϕ)i (in particular, g−1 = f−1). Then
one easily sees
A+ =
∑
i≥0
gi(∂ − ϕ)i, A− =
∑
i<0
gi(∂ − ϕ)i, resA = g−1. (2.9)
To prepare for statements below, let us also recall the following anti-automorphism on
each D∓ defined by
∂∗ = −∂, f∗ = f with f ∈ A.
Note that such an anti-automorphism is indeed an involution.
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2.2 The extended KP hierarchy
From now on we take the graded algebra A =∏i≥0Ai to be the set of formal differential
polynomials of certain smooth function of x parameterizing the loop S1, on which there is
naturally a derivation ∂ = d/dx. In our consideration, we can choose A to be generated
by a collection of unknown functions u1, u2, u3, . . . , ρ, uˆ0, uˆ1, uˆ2, . . . of degree 0 together
with an extra function ϕ of degree 1 (the function ϕ could be understood as some differ-
ential polynomial of degree 1 in other unknown functions, which are not necessary in our
construction).
Over A one has the algebras D∓ of pseudo-differential operators of the first and the
second types respectively. Consider operators as follows:
P =(∂ − ϕ) + ϕ+
∑
i≥1
ui(∂ − ϕ)−i ∈ D−, (2.10)
Pˆ =(∂ − ϕ)−1ρ+
∑
i≥0
uˆi(∂ − ϕ)i ∈ D+. (2.11)
Definition 2.3 The extended KP hierarchy means a system of evolutionary equations of
the unknown functions ui, ρ, uˆi given by
∂P
∂tk
= [(P k)+, P ],
∂P
∂tˆk
= [−(Pˆ k)−, P ], (2.12)
∂Pˆ
∂tk
= [(P k)+, Pˆ ],
∂Pˆ
∂tˆk
= [−(Pˆ k)−, Pˆ ], (2.13)
where k = 1, 2, 3, . . . .
Remark 2.4 The first equation in line (2.12) gives nothing but the KP hierarchy. Indeed,
the operator P can be recast to the form as (1.1):
P = ∂ +
∑
i≥1
u˜i∂
−i, (2.14)
where u˜i− ui ∈
∏
i≥1Ai. This is partially why we use the name extended KP hierarchies
here, until a more appropriate name appears. Here we note that the function ϕ, arising
in the ϕ-expansion for P , is not an independent unknown function in the KP hierarchy.
Another reason for the name is that we would like to distinguish the hierarchy (2.12)–
(2.13) with the so called 2-component KP hierarchy [2, 8, 10, 13] represented by matrix-
value pseudo-differential operators (by now we do not see any connection between them).

Remark 2.5 In [24] Szablikowski and Blaszak presented Lax operators in the form
L∞ =∂ +
∑
l≥1
u∞,l∂
−l, (2.15)
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Li =ui,−1(∂ − ϕi)−1 +
∑
l≥1
ui,l(∂ − ϕi)l, i = 1, 2, . . . , N. (2.16)
They defined a set of auxiliary linear equations
LαΨα = EαΨα,
∂Ψα
∂tβ n
= Ωβ nΨα, (2.17)
for some eigenfunctions Ψα and eigenvalues Eα, where α, β run over {∞, 1, 2, . . . , N} and
Ωαn =


(Ln∞)(∞,+), α =∞;
−(Lni )(i,−), α = i.
(2.18)
Here the projections “±” mean as before. The compatibility conditions between these
linear equations are regarded to be the “quantum” counterparts of the Whitham hierarchy
(without the logarithm part). In this way, when N = 1 one gets a hierarchy of the form
(2.12)–(2.13) (up to a nonessential transformation L1 7→ L∗1). However, the authors of [24]
noted that the operators Ωi,n in their construction do not have a “limited” or “compact”
form. What is more, Hamiltonian structures for such counterparts seem not have been
studied in the literature. 
Let us proceed to check that the equations (2.12)–(2.13) are well defined (cf. [24]).
First, it can be seen that the left and the right hand sides of equations in line (2.12) are
operators with only negative part, which implies that such equations are well defined.
Second, the left hand sides of equations in line (2.13) take a form as
(∂ − ϕ)−1 ∂ϕ
∂t˙k
(∂ − ϕ)−1ρ+ (∂ − ϕ)−1 ∂ρ
∂t˙k
+ differential part, (2.19)
where t˙k stand for tk or tˆk. In order to show that the right hand sides of the Lax equations
in line (2.13) take a similar form as (2.19), we need to do some preparation first.
Given any element f ∈ A and integer k > 0, one has
f(∂ − ϕ)k =
(
(−∂ − ϕ)kf
)∗
=
(
k∑
r=0
(
k
r
)
(−∂)r(f) · (−∂ − ϕ)k−r
)∗
=
k∑
r=0
(
k
r
)
(∂ − ϕ)k−r(−∂)r(f), (2.20)
and
(∂ − ϕ)−1f = f(∂ − ϕ)−1 − (∂ − ϕ)−1 · ∂(f) · (∂ − ϕ)−1. (2.21)
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Suppose that Q is a differential operator, say
Q =
∑
i≥0
fi(∂ − ϕ)i ∈ D∓, fi ∈ A.
We have
[Q, Pˆ ]− =[Q, (∂ − ϕ)−1ρ]−
=f0(∂ − ϕ)−1ρ−

(∂ − ϕ)−1ρ∑
i≥0
fi(∂ − ϕ)i


−
=f0(∂ − ϕ)−1ρ−

(∂ − ϕ)−1∑
i≥0
i∑
r=0
(−1)r
(
i
r
)
(∂ − ϕ)i−r∂r(ρfi)


−
=f0(∂ − ϕ)−1ρ− (∂ − ϕ)−1
∑
i≥0
(−1)i∂i(ρfi)
=
(
f0(∂ − ϕ)−1 − (∂ − ϕ)−1f0
)
ρ+ (∂ − ϕ)−1
∑
i≥1
(−1)i−1∂i(ρfi)
=(∂ − ϕ)−1 · ∂(f0) · (∂ − ϕ)−1ρ+ (∂ − ϕ)−1
∑
i≥1
(−1)i−1∂i(ρfi), (2.22)
of which the third and the last equalities are due to the formulae (2.20) and (2.21) respec-
tively. Observe that the form of [Q, Pˆ ]− is consistent with the negative parts in (2.19),
which implies that equations in line (2.13) are indeed well defined.
In particular, comparing (2.19) with (2.22) one has
∂ϕ
∂t˙k
=∂
(
res P˙ k(∂ − ϕ)−1
)
, (2.23)
∂ρ
∂t˙k
=
∑
i≥1
(−1)i−1∂i
(
ρ res P˙ k(∂ − ϕ)−i−1
)
, (2.24)
where t˙k = tk, tˆk and P˙ = P, Pˆ . The right hand side of equation (2.23) is a total derivative,
which also implies that the assumption ϕ ∈ A1 in the beginning is reasonable.
Finally, one can check that the equations in (2.12)–(2.13) are compatible, that is, ∂/∂t˙k
and ∂/∂t˙l are commutative. Therefore equations (2.12)–(2.13) compose an integrable
hierarchy indeed.
Remark 2.6 Letting ϕ→ 0, for the flows ∂/∂tk and ∂/∂tˆk to make sense it is necessary
to require
resP k∂−1 = res Pˆ k∂−1 = 0.
A nontrivial assumption that fulfills this condition is that k = 1, 3, 5, 7, . . . and
P ∗ = −∂P∂−1, Pˆ ∗ = −∂Pˆ∂−1.
In this way what we obtain is nothing but the Lax representation of the 2-component
BKP hierarchy, see [16] and references therein. 
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3 Hamiltonian structures for the extended KP hierarchy
For the extended KP hierarchy (2.12)–(2.13), we want to construct its Hamiltonian struc-
tures with the R-matrix method, which is similar with the algorithm for the Toda lattice
hierarchy [26] (see also [5]).
3.1 R-matrix and Poisson brackets
Let us recall briefly the R-matrix formalism and some relevant results, based on the work
[15, 19, 22].
Let g be a complex Lie algebra. A linear transformation R : g → g is called an
R-matrix if a Lie bracket is defined by
[X,Y ]R = [R(X), Y ] + [X,R(Y )], X, Y ∈ g. (3.1)
For a linear transformation R being an R-matrix, a sufficient condition is that R solves
the so-called modified Yang-Baxter equation:
[R(X), R(Y )]−R([X,Y ]R) = −[X,Y ], X, Y ∈ g. (3.2)
Assume g to be an associative algebra, whose Lie bracket is defined by the commutator.
We also assume that there is a function 〈 〉 : g → C that induces a non-degenerate
symmetric invariant bilinear form (inner product) 〈 , 〉 as
〈X,Y 〉 = 〈XY 〉 = 〈Y X〉, X, Y ∈ g.
Via this inner product g can be identified with its dual space g∗. Let Tg and T ∗g be the
tangent and the cotangent bundles of g, with fibers TAg = g and T
∗
Ag = g
∗ respectively
at any point A ∈ g.
Given an R-matrix R on g, for any f, g ∈ C∞(g) the following brackets are defiened:
{f, g}1(A) = 1
2
(〈[A,df ], R(dg)〉 − 〈[A,dg], R(df)〉), (3.3)
{f, g}2(A) = 1
4
(〈[A,df ], R(A · dg + dg ·A)〉 − 〈[A,dg], R(A · df + df · A)〉), (3.4)
{f, g}3(A) = 1
2
(〈[A,df ], R(A · dg ·A)〉 − 〈[A,dg], R(A · df · A)〉), (3.5)
where df,dg ∈ T ∗Ag are the gradients of f, g at A ∈ g respectively. Following [15, 19], the
brackets (3.3)–(3.5) are called the linear, the quadratic and the cubic brackets respectively.
Theorem 3.1 ([15, 19, 22]) (1) For any R-matrix R the linear bracket is a Poisson
bracket.
(2) Let R∗ be the adjoint transformation of R with respect to the inner product on g. If
both R and its anti-symmetric part Ra =
1
2 (R−R∗) solve the modified Yang-Baxter
equation (3.2), then the quadratic bracket is a Poisson bracket.
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(3) If R satisfies the modified Yang-Baxter equation (3.2) then the cubic bracket is a
Poisson bracket.
Moreover, these three Poisson brackets are compatible whenever all the above condi-
tions are fulfilled.
In the present note, the quadratic bracket is the one to be applied, see below.
3.2 Poisson bracket on a coupled Lie algebra
Recall the algebras D± of pseudo-differential operators of the first and the second types
over A. As in [26] let us consider
D = D− ×D+, (3.6)
on which the product is defined diagonally as
(X, Xˆ) · (Y, Yˆ ) = (XY, XˆYˆ ), (X, Xˆ), (Y, Yˆ ) ∈ D.
The algebra D is endowed with an invariant inner product given by
〈(X, Xˆ), (Y, Yˆ )〉 = 〈X,Y 〉+ 〈Xˆ, Yˆ 〉, (3.7)
where
〈A,B〉 =
∫
res(AB) dx ∈ A/∂(A) (3.8)
for any A,B ∈ D∓.
Elements of A/∂(A), written in the form ∫ f dx with f ∈ A, are called formal func-
tionals on D (viewed as an infinite-dimensional manifold). In this paper we consider only
formal functionals whose variational gradients belong to D; by the variational gradient
of a formal functional F at A ∈ D, it means a pair of pseudo-differential operators, de-
noted as δF/δA, such that δF = 〈δF/δA, δA〉. Note that the variational gradient of a
functional is determined up to some kernel part, and usually it is not easily written down
explicitly.
The algebra D is naturally a Lie algebra, whose Lie bracket is the commutator. On
the Lie algebra D, it follows from a general result in [26] that there is an R-matrix defined
by (cf. [5, 3])
R(X, Xˆ) = (X+ −X− − 2Xˆ−, Xˆ+ − Xˆ− + 2X+), (3.9)
and this R-matrix solves the modified Yang–Baxter equation. Moreover, it can be checked
〈R(X, Xˆ), (Y, Yˆ )〉 =〈(X+ −X− − 2Xˆ−)Y + (Xˆ+ − Xˆ− + 2X+)Yˆ 〉
=〈X(Y− − Y+ + 2Yˆ−) + Xˆ(−Y+ + Yˆ− − 2Yˆ+)〉
=〈(X, Xˆ),−R(Y, Yˆ )〉;
namely, R is anti-symmetric with respect to the inner product (3.7). Thus by using the
second assertion of Theorem 3.1, we have the following result.
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Lemma 3.2 On the algebra D there is a Poisson bracket between formal functionals
defined by
{F,H}(A) =
〈
δF
δA
,PA
(
δH
δA
)〉
, A = (A, Aˆ) ∈ D, (3.10)
where the Poisson tensor P : TD∗ → TD (the tangent and the cotangent fibers are
identified with D) is given by
P(A,Aˆ)(X, Xˆ) =
(− (AX + AˆXˆ)−A+A(XA + XˆAˆ)−,
(AX + AˆXˆ)+Aˆ− Aˆ(XA+ XˆAˆ)+
)
. (3.11)
3.3 Hamiltonian representation for the extended KP hierarchy
Let us start to derive Hamiltonian structures for the extended KP hierarchy (2.12)–(2.13),
by reducing the Poisson bracket (3.10) to suitable submanifolds of D.
Given operators (2.10) and (2.11), for any positive integer m we let
A = (A, Aˆ) = (Pm, Pˆ ). (3.12)
More explicitly, one has
A = (∂ − ϕ)m +mϕ(∂ − ϕ)m−1 +
∑
i≤m−2
vi(∂ − ϕ)i, (3.13)
Aˆ = (∂ − ϕ)−1ρ+
∑
i≥0
uˆi(∂ − ϕ)i. (3.14)
Conversely, suppose A and Aˆ are given as above, then P = A1/m and Pˆ = Aˆ of
the form (2.10)–(2.11) are determined uniquely. Observe that the unknown functions
(vm−2, vm−3, . . . , ϕ, ρ, uˆ0, uˆ1, . . . ) above and (u1, u2, . . . , ϕ, ρ, uˆ0, uˆ1, . . . ) in (2.10)–(2.11)
are up to a Miura-type transformation. Thus the extended KP hierarchy (2.12)–(2.13)
can be represented equivalently as
∂A
∂tk
=
[(
(P k)+, (P
k)+
)
, (A, Aˆ)
]
, (3.15)
∂A
∂tˆk
=
[(
−(Pˆ k)−,−(Pˆ k)−
)
, (A, Aˆ)
]
. (3.16)
For k ∈ Z we introduce the following notations based on the ϕ-expansion for pseudo-
differential operators:
(D∓ϕ )≤k =


∑
i≤k
fk(∂ − ϕ)i ∈ D∓ | fi ∈ A

 , (3.17)
(D∓ϕ )≥k =


∑
i≥k
fk(∂ − ϕ)i ∈ D∓ | fi ∈ A

 . (3.18)
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Clearly D∓ = (D∓ϕ )≤k ⊕ (D∓ϕ )≥k+1.
All operators of the form (3.12) compose a subset of D as
Um =
(
∂m +
(D−ϕ )≤m−2
)
×
((D+ϕ )≥0 ⊕M
)
, (3.19)
where
M = {(∂ − ϕ)−1ρ | ϕ, ρ ∈ A;ϕ, ρ 6= 0}.
Here M is considered as a 2-dimensional manifold with local coordinate (ϕ, ρ). This
manifold has tangent spaces
Tϕ,ρM = {(∂ − ϕ)−1a(∂ − ϕ)−1ρ+ (∂ − ϕ)−1b | a, b ∈ A}, (3.20)
while the cotangent spaces are
T ∗ϕ,ρM = A⊕A(∂ − ϕ). (3.21)
For the the subset Um, its tangent bundle TUm is composed by the following fibers
TAUm = (D−ϕ )≤m−2 ×
(
(D+ϕ )≥0 ⊕ Tϕ,ρM
)
. (3.22)
The cotangent bundle T ∗Um has fibers (dual with the tangent spaces)
T ∗AUm = ≥−m+1(D−)×
(
(D+ϕ )≤−1 ⊕ T ∗ϕ,ρM
)
, (3.23)
where we have used notations (cf. (3.17))
≥k
(D∓ϕ ) =


∑
i≥k
(∂ − ϕ)ifk ∈ D∓ | fi ∈ A

 . (3.24)
Lemma 3.3 On the subset Um consisting of operators of the form (3.12), there is a
Poisson tensor Pred : T ∗Um → TUm defined by
PredA (X, Xˆ) =
(− (AX + AˆXˆ)−A+A(XA+ XˆAˆ)−,
(AX + AˆXˆ)+Aˆ− Aˆ(XA+ XˆAˆ)+
)
+
1
m
([f,A], [f, Aˆ]), (3.25)
where A = (A, Aˆ) ∈ Um and
f = ∂−1
(
res([X,A] + [Xˆ, Aˆ])
)
∈ A (3.26)
(note that the residue of a commutator of two pseudo-differential operators is always a
total derivative in x).
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Proof: We recall the Poisson bracket (3.10) on D, and want to reduce it onto the subset
Um. To this end, let us consider the following decompositions of subspaces:
D = TAUm ⊕ VA = T ∗AUm ⊕ V∗A,
where
VA = (D−ϕ )≥m−1 × ((D+ϕ )≤−1/Tϕ,ρM),
V∗A = (D−ϕ )≤−m ×
(
1
ρ
(∂ − ϕ)(D+ϕ )≥0(∂ − ϕ)
)
.
The Poisson tensor (3.11) can be written as
PA =
(
PUU
A
PUV
A
PVU
A
PVV
A
)
: T ∗AUm ⊕ V∗A → TAUm ⊕ VA.
More exactly, given (X, Xˆ) ∈ V∗
A
with
X = X−m(∂ − ϕ)−m +X−m−1(∂ − ϕ)−m−1 + . . . , Xi ∈ A,
one has (AX)+ = (XA)+ = X−m and (AˆXˆ)− = (XˆAˆ)− = 0. Hence
PUVA (X, Xˆ) =
(− (AX −X−m)A+A(XA−X−m),
(X−m + AˆXˆ)Aˆ− Aˆ(X−m + XˆAˆ)
)∣∣∣
TAUm
=
(
[X−m, A], [X−m, Aˆ]
)∣∣∣
TAUm
=
(
[X−m, A] +m∂(X−m)(∂ − ϕ)m−1, [X−m, Aˆ]
)
, (3.27)
PVVA (X, Xˆ) =
(
[X−m, A], [X−m, Aˆ]
)∣∣∣
VA
=
(−m∂(X−m)(∂ − ϕ)m−1, 0) , (3.28)
where we have used the fact
[X−m, Aˆ]− =X−m(∂ − ϕ)−1ρ− (∂ − ϕ)−1ρX−m
=(∂ − ϕ)−1∂(X−m)(∂ − ϕ)−1ρ ∈ Tϕ,ρM. (3.29)
On the other hand, for (X, Xˆ) ∈ T ∗
A
Um, one has
PVUA (X, Xˆ) =
(− res(AX + AˆXˆ) · (∂ − ϕ)m−1 + (∂ − ϕ)m−1res(XA+ XˆAˆ),
(AX + AˆXˆ)+(∂ − ϕ)−1ρ− (∂ − ϕ)−1ρ(XA+ XˆAˆ)+
)∣∣∣
VA
=
(
res(XA + XˆAˆ−AX − AˆXˆ) · (∂ − ϕ)m−1,
a(∂ − ϕ)−1ρ− (∂ − ϕ)−1b)∣∣
VA
=
(
∂(f) · (∂ − ϕ)m−1, 0), (3.30)
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where
a = res((AX + AˆXˆ)(∂ − ϕ)−1), b = res((∂ − ϕ)−1ρ(XA+ XˆAˆ)),
f is given in (3.26), and the last equality in (3.30) holds for the same reason as (3.29).
According to (3.27)–(3.30), the following Dirac reduction (see, for example, [18]) from
D to Um is feasible:
PredA = PUUA − PUVA ◦
(PVVA )−1 ◦ PVUA ,
that is, for (X, Xˆ) ∈ T ∗
A
Um,
PredA (X, Xˆ) =
(− (AX + AˆXˆ)−A+A(XA+ XˆAˆ)−,
(AX + AˆXˆ)+Aˆ− Aˆ(XA+ XˆAˆ)+
)
− PVUA (X, Xˆ) +
1
m
(
[f,A] +m∂(f)(∂ − ϕ)m−1, [f, Aˆ]
)
=
(− (AX + AˆXˆ)−A+A(XA+ XˆAˆ)−,
(AX + AˆXˆ)+Aˆ− Aˆ(XA+ XˆAˆ)+
)
+
1
m
(
[f,A], [f, Aˆ]
)
. (3.31)
The lemma is proved. 
By now we have obtained a Poisson tensor Pred on Um. The following shift transfor-
mation
S : (A, Aˆ) 7→ (A+ s, Aˆ+ s), (3.32)
where s is a parameter, induces a push-forward of the Poisson tensor Pred as
S∗Pred = P2 − sP1 + s2P0.
By a straightforward calculation, we have P0 = 0, and conclude the following lemma.
Lemma 3.4 On the subset Um of Dϕ there are two compatible Poisson tensors defined
as follows:
P1(X, Xˆ) =
(− [X− + Xˆ−, A] + [X,A]− + [Xˆ, Aˆ]−
[X+ + Xˆ+, A]− [X,A]+ − [Xˆ, Aˆ]+
)
, (3.33)
P2(X, Xˆ) =
(− (AX + AˆXˆ)−A+A(XA + XˆAˆ)−,
(AX + AˆXˆ)+Aˆ− Aˆ(XA + XˆAˆ)+
)
+
1
m
(
[f,A], [f, Aˆ]
)
(3.34)
with (X, Xˆ) ∈ T ∗
A
Um at any point A = (A, Aˆ) ∈ Um, and f given in (3.26).
Finally, let us represent the extended KP hierarchy into a bi-Hamiltonian form.
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Theorem 3.5 For any positive integer m, let { , }m1,2 be the Poisson brackets on Um
given by the tensors P1,2 in (3.33)–(3.34). The extended KP hierarchy (2.12)–(2.13) can
be represented as
∂F
∂tk
= {F,Hk+m}m1 = {F,Hk}m2 , (3.35)
∂F
∂tˆk
= {F, Hˆk+1}m1 = {F, Hˆk}m2 (3.36)
with k = 1, 2, 3, . . . and Hamiltonians
Hk =
m
k
∫
resP k dx, Hˆk =
1
k
∫
resPˆ k dx. (3.37)
Proof: The proof is similar to that of Theorem 4.6 in [26]. Recalling A = (A, Aˆ) =
(Pm, Pˆ ), since
δHk = 〈(P k−m, 0), δA〉, δHˆk = 〈(0, Pˆ k−1), δA〉,
then the gradients of the Hamiltonian functionals are
δHk
δA
= (P k−m, 0),
δHˆk
δA
= (0, Pˆ k−1) (3.38)
up to a kernel part in V∗
A
. Note that such a kernel part does not change the following
Hamiltonian vector fields
P2
(
δHk
δA
)
=(−(P k)−A+A(P k)−, (P k)+Aˆ− Aˆ(P k)+)
=[((P k)+, (P
k)+), (A, Aˆ)], (3.39)
P2
(
δHˆk
δA
)
=(−(Pˆ k)−A+A(Pˆ k)−, (Pˆ k)+Aˆ− Aˆ(Pˆ k)+)
=[((−Pˆ k)−, (−Pˆ k)−), (A, Aˆ)]. (3.40)
Namely, by virtue of (3.15)–(3.16) we have
∂A
∂tk
= P2
(
δHk
δA
)
,
∂A
∂tˆk
= P2
(
δHˆk
δA
)
. (3.41)
In the same way, it can be checked
∂A
∂tk
= P1
(
δHk+m
δA
)
,
∂A
∂tˆk
= P1
(
δHˆk+1
δA
)
. (3.42)
Therefore the theorem is proved. 
In the above theorem we obtain a family of bi-Hamiltonian structures with index m
for the extended KP hierarchy. It is natural to ask whether there is a certain class of
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(m,n)-parameterized bi-Hamiltonian structures (corresponding to (Pm, Pˆn) ) such like
the case for the Toda lattice hierarchy studied in [26]. The answer is unknown yet, for the
reason that, when n ≥ 2, it is complicated to do calculations in tangent/cotangent spaces
of the submanifold consisting of pseudo-differential operators of the form Pˆn. However,
such kind of difficulty does not appear in the dispersionless limit case, for which we will
derive a two-parameter family of bi-Hamiltonian structures, see Proposition 3.11 below.
3.4 Relation to the constrained KP hierarchy
Let us consider a natural reduction of the extended KP hierarchy (2.12)–(2.13), as well
as its Hamiltonian structures.
Recall the pseudo-differential operators (3.13)–(3.14). Now assume A = Aˆ, each equal
to
L = (∂ − ϕ)m +mϕ(∂ − ϕ)m−1 +
m−2∑
i=0
vi(∂ − ϕ)i + (∂ − ϕ)−1ρ. (3.43)
Under this assumption, the extended KP hierarchy (3.15)–(3.16) is reduced to
∂L
∂tk
= [(Lk/m)+, L], k = 1, 2, 3, . . . , (3.44)
where L1/m = P takes the form (2.10).
Proposition 3.6 The hierarchy (3.44) can be represented in a bi-Hamiltonian form as
∂L
∂tk
= P1
(
δHk+m
δL
)
= P2
(
δHk
δL
)
, k = 1, 2, 3, . . . , (3.45)
where P1,2 are Poisson tensors given by
P1(Y ) = −[Y−, L] + [Y,L]−, (3.46)
P2(Y ) = −(LY )−L+ L(Y L)− + 1
m
[g, L] (3.47)
with g = ∂−1 (res[Y,L]), and the Hamiltonian functionals are
Hk =
m
k
∫
resLk/m dx. (3.48)
Proof: Let A(A,Aˆ) be the algebra of formal differential polynomials generated by the
unknown functions in (A, Aˆ) given in (3.13)–(3.14), and AL be the differential algebra
generated by the unknown functions in (3.43). For any functional F ∈ AL/∂(AL), the
embedding AL →֒ A(A,Aˆ) due to L = A = Aˆ implies the following relation of variational
gradients
δF
δL
=
δF
δA
+
δF
δAˆ
.
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Accordingly, it is straightforward to check that the Poisson tensors (3.33)–(3.34) are re-
duced to (3.46)–(3.47). Therefore the proposition is proved. 
Observe that the bi-Hamiltonian structure in the above proposition is equivalent to
that obtained by Oevel and Strampp [20] and by Cheng [9]. The central invariants for the
bi-Hamiltonian structure were calculated recently by Liu, Zhang and one of the authors
[17], based on an explicit formula for the variational gradient δF/δL.
Example 3.7 When m = 1, we have
L = (∂ − ϕ) + ϕ+ (∂ − ϕ)−1ρ = ∂ + (∂ − ϕ)−1ρ. (3.49)
The hierarchy (3.44) now reads
∂L
∂tk
= [(Lk)+, L], k = 1, 2, 3, . . . . (3.50)
One has ∂/∂t1 = ∂/∂x, and according to (2.23)–(2.24),
∂ϕ
∂t2
= ∂x(ϕ
2 + 2ρ+ ϕx),
∂ρ
∂t2
= ∂x(2ϕρ − ρx). (3.51)
Here the subscript x means the derivative with respect to it.
If we perform the following transformation of variables:
ϕ =
qx
q
, ρ = q r, (3.52)
then the equations (3.51) are converted to
∂q
∂t2
= 2q2r + qxx,
∂r
∂t2
= −2q r2 − rxx, (3.53)
which form the nonlinear Schro¨dinger equation. We also note that the hierarchy (3.50)
together with certain extra flows composes the so-called extended nonlinear Schro¨dinger
hierarchy in [7], which is equivalent to the extended Toda hierarchy up to a transformation
of variables. An interesting question is whether the extended KP hierarchy and the Toda
lattice hierarchy are related in a similar way; we plan to study it somewhere else.
Example 3.8 When m = 2, we have
L = (∂ − ϕ)2 + 2ϕ(∂ − ϕ) + u+ (∂ − ϕ)−1ρ, (3.54)
and the hierarchy (3.44) is the so-called Yajima–Oikawa hierarchy [9, 30]. The first non-
trivial equations are
∂ϕ
∂t2
= ux,
∂ρ
∂t2
= ∂x(2ϕρ− ρx), ∂u
∂t2
= 2ρx + 2ϕux + uxx. (3.55)
In fact, these equations are recast to equations (2.20) in [9] via the following transforma-
tion:
ϕ =
qx
q
, ρ = q r, u = u1 +
qxx
q
. (3.56)
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Remark 3.9 Let A and B be two differential operators of the form
A = ∂m+n + am+n−1∂
m+n−1 + · · ·+ a1∂ + a0, (3.57)
B = ∂n + bn−1∂
n−1 + · · ·+ b1∂ + b0, (3.58)
and L = B−1A with B−1 = ∂−n − bn−1∂−n−1 + . . . . Recall that a version of constrained
KP hierarchy suggested by Aratyn et al [1] and by Bonora et al [4] (see also [12]) is the
collection of the following evolutionary equations
∂A
∂tk
= −
(
A(Lk/m)+A
−1
)
−
A,
∂B
∂tk
= −
(
B(Lk/m)+B
−1
)
−
B, (3.59)
where k = 1, 2, 3, . . . . In particular, one has
∂L
∂tk
=−B−1∂B
∂tk
B−1A+B−1
∂A
∂tk
=B−1
(
B(Lk/m)+B
−1 −A(Lk/m)+A−1
)
−
A
=B−1
(
B
[
(Lk/m)+, B
−1A
]
A−1
)
−
A
=
[
(Lk/m)+, L
]
, (3.60)
of which the last equality holds for the fact[
(Lk/m)+, L
]
= −
[
(Lk/m)−, L
]
having order less than m. Hence the hierarchy (3.44) can be regarded as a reduction of
the constrained KP hierarchy (3.59) under the assumption
A = ∂m + am−2∂
m−2 + · · ·+ a1∂ + a0, B = ∂ − ϕ. (3.61)
From this point of view, the second Hamiltonian structure (3.47) is just a reduction of the
Hamiltonian structure obtained by Dickey [12] for the constrained KP hierarchy (3.59).

3.5 Dispersionless limit
For the extended KP hierarchy, let us study its dispersionless limit and the corresponding
Hamiltonian structures.
Given a function ϕ ∈ A1 as before, we introduce the following two algebras:
H−ϕ = A(( (z − ϕ)−1)) =


∑
i≤k
fi(z − ϕ)i | fi ∈ A, k ∈ Z

 , (3.62)
H+ϕ = A((z − ϕ)) =


∑
i≥k
fi(z − ϕ)i | fi ∈ A, k ∈ Z

 . (3.63)
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They consist of Laurent series in z − ϕ defined outside or inside a loop Γϕ surrounding
z = ϕ on the complex plane respectively. Each algebra H±ϕ is endowed with a Lie bracket
given by
[a, b] =
∂a
∂z
∂b
∂x
− ∂b
∂z
∂a
∂x
. (3.64)
Moreover, on each H±ϕ there is an inner product
〈a, b〉 = 〈a b〉, 〈a〉 = 1
2π
√−1
∮
S1
∮
Γϕ
a(z) dz dx, (3.65)
which is invariant with respect to the above Lie bracket.
Introduce two series
p(z) = (z − ϕ) + ϕ+
∑
i≥1
ui (z − ϕ)−i ∈ H−ϕ , (3.66)
pˆ(z) =
∑
i≥−1
uˆi (z − ϕ)i ∈ H+ϕ (3.67)
with uˆ−1 = ρ 6= 0. The dispersionless extended KP hierarchy (or the Whitham hierarchy
of genus zero with one marked point [24, 25], without the logarithm flow) is defined by
∂p˙(z)
∂tk
= [(p(z)k)+, p˙(z)],
∂p˙(z)
∂tˆk
= [−(pˆ(z)k)−, p˙(z)], (3.68)
where p˙(z) = p(z), pˆ(z), and k = 1, 2, 3, . . . . Here the subscripts “±” mean to take the
nonnegative and negative parts, respectively, of a series in z − ϕ.
Let us derive Hamiltonian structures for the dispersionless hierarchy (3.68). To this
end, we consider the Lie algebra Hϕ = H−ϕ ×H+ϕ whose Lie bracket is defined diagonally.
On Hϕ it is equipped with an inner product as
〈(a, aˆ), (b, bˆ)〉 = 〈a, b〉 + 〈aˆ, bˆ〉, (a, aˆ), (b, bˆ) ∈ Hϕ.
Clearly, a map R of the form (3.9) defines an R-matrix that solves the modified Yang–
Baxter equation on Hϕ.
According to Theorem 3.1, one has the following Poisson bracket
{F,H}(a) = 1
2
(〈[
a,
δF
δa
]
, R
(
a
δH
δa
)〉
−
〈[
a,
δH
δa
]
, R
(
a
δF
δa
)〉)
, (3.69)
where F,H are arbitrary functionals depending on a ∈ Hϕ, with variational gradients
δF/δa, δH/δa respectively (the definition of variational gradient is almost the same as
before, so it is omitted here).
Given two arbitrary positive integers m and n, let
a(z) = (a(z), aˆ(z)) = (p(z)m, pˆ(z)n). (3.70)
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All such series form a subset of Hϕ as
Um,n =



zm + ∑
i≤m−2
vi (z − ϕ)i,
∑
i≥−n
vˆi (z − ϕ)i

 ∈ H−ϕ ×H+ϕ

 . (3.71)
Lemma 3.10 On Um,n there are two compatible Poisson brackets { , }m,nν (ν = 1, 2)
given by the following Poisson tensors:
P1(X, Xˆ) =
(
[X, a]− + [Xˆ, aˆ]− − [X− + Xˆ−, a],
− [X, a]+ − [Xˆ, aˆ]+ + [X+ + Xˆ+, aˆ]
)
, (3.72)
P2(X, Xˆ) =
(
([X, a]− + [Xˆ, aˆ]−)a− [(Xa+ Xˆaˆ)−, a],
− ([X, a]+ + [Xˆ, aˆ]+)aˆ+ [(Xa+ Xˆaˆ)+, aˆ]
)
+
1
m
([f, a], [f, aˆ]) , (3.73)
where
f = ∂−1
(
resz=ϕ([X, a] + [Xˆ, aˆ])
)
, (X, Xˆ) ∈ T ∗(a,aˆ)Um,n. (3.74)
Proof: The proof is similar with (and easier than) that of Lemma 3.3, with the method
of Dirac reduction, so we omit the details here. 
Furthermore, in the same way as for Theorem 3.5 we arrive at
Proposition 3.11 For any positive integers m and n, the dispersionless extended KP
hierarchy (3.68) can be represented in a bi-Hamiltonian form as
∂F
∂tk
= {F,Hk+m}m,n1 = {F,Hk}m,n2 , (3.75)
∂F
∂tˆk
= {F, Hˆk+n}m,n1 = {F, Hˆk}m,n2 (3.76)
with k = 1, 2, 3, . . . and
Hk =
m
k
〈p(z)k〉, Hˆk = n
k
〈pˆ(z)k〉.
Let us consider reductions of the dispersionless extended KP hierarchy. Assume
p(z)m = pˆ(z)n = l(z) (3.77)
with
l(z) = (z − ϕ)m +mϕ(z − ϕ)m−1 +
m−2∑
i=−n
vi (z − ϕ)i,
19
then the hierarchy (3.68) is reduced to
∂l(z)
∂tk
= [(p(z)k)+, l(z)],
∂l(z)
∂tˆk
= [−(pˆ(z)k)−, l(z)], (3.78)
where k = 1, 2, 3, . . . .
With the same method as for Proposition 3.6, we have
Proposition 3.12 Under the constraint (3.77), the Poisson structures (3.72)–(3.73) are
reduced to
P1(Y ) =[Y, l]− − [Y−, l], (3.79)
P2(Y ) =[Y, l]−l − [(Y l)−, l] + 1
m
[g, l] (3.80)
with g = ∂−1 (resz=ϕ[Y, l]). They give a bi-Hamiltonian structure for the reduced hierarchy
(3.78).
4 Concluding remarks
In this article we have considered the extended KP hierarchy defined with scalar pseudo-
differential operators, whose dispersionless limit is the Whitham hierarchy with only one
marked point. We clarify how the hierarchy is related to the 2-component BKP and the
constrained KP hierarchies. We hope that the reconstruction of the hierarchy with two
types of pseudo-differential operators, as well as the study of its Hamiltonian structures,
would help to cause more attention to this topic, especially its possible relation with
infinite-dimensional Frobenius manifolds [6, 28, 29] (see also [21, 23]). We will study it
elsewhere.
By using the density functions of the Hamiltonians (3.48), one has the following closed
1-form
ω =
∑
k=1,2,3,...
(resP k dtk + res Pˆ
k dtˆk).
Hence given a solution of the extended KP hierarchy (2.12)–(2.13) there locally exists a
tau function τ = τ(t1, t2, . . . ; tˆ1, tˆ2, . . . ) such that
ω = d(∂x log τ). (4.1)
In contrast to the KP hierarchy, it is unknown whether the extended KP hierarchy (2.12)–
(2.13) could be recast to some bilinear equation of τ , such like those Hirota equations
raised via boson-fermion correspondence [13, 11]. The main difficulty in doing this is the
dependence of the operator ∂−ϕ on t, which is essentially different from the cases of KP
and 2-component BKP hierarchies. We hope to study it in the future; an answer to this
question would help us to understand generalizations of the KP hierarchy like [8, 13, 25].
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