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We develop a theory to describe dynamics of a non-stationary open quantum system interacting
with a hybrid environment, which includes high-frequency and low-frequency noise components. One
part of the system-bath interaction is treated in a perturbative manner, whereas the other part is
considered exactly. This approach allows us to derive a set of master equations where the relaxation
rates are expressed as convolutions of the Bloch-Redfield and Marcus formulas. Our theory enables
analysis of systems that have extremely small energy gaps in the presence of a realistic environment.
As an illustration, we apply the theory to the 16-qubit quantum annealing problem with dangling
qubits and show good agreement with experimental results.
PACS numbers: 03.65.Yz, 03.67.Lx, 74.50.+r
I. INTRODUCTION
The theory of open quantum dynamics [1–3] is an im-
portant and active area of physics with applications in
nanotechnology, chemical physics, quantum biology, and
quantum information. In open quantum theories, the
system under consideration is assumed to interact with
an environment that has many degrees of freedom. Be-
cause details of the environmental Hamiltonian are usu-
ally unknown, measurable quantities such as tempera-
ture T or noise spectrum S(ω) are used to describe the
average statistical behavior of the environment. An open
quantum model, therefore, provides a set of differential
equations that describe the statistical dynamics of the
quantum system, taking the temperature and the spec-
trum of the bath as input parameters.
Increased research and development of technology in
quantum computing is renewing interest in open quan-
tum modeling. One such promising computation scheme
is quantum annealing (QA) [4–6] (in particular, adia-
batic quantum computation [7]). In QA, the system is
evolved slowly so that it stays at or near the ground state
throughout the evolution. At the end of the evolution,
the system will occupy a low-energy state of the final
Hamiltonian, which may represent a solution to an opti-
mization or a sampling problem.
Open quantum dynamics of a QA processor have been
studied theoretically [8–11]. These models assume weak
coupling to an environment, which is typically taken to
have Ohmic spectrum with large high-frequency content.
This limit is well described by the Bloch-Redfield theory
[1–3, 9, 12]. Realistic qubits [13], however, suffer from
strong interaction with low-frequency noise (in particu-
lar, noise with 1/f-like spectrum). Incoherent dynamics
of a qubit coupled to such an environment are described
by the Marcus theory [14–16]. A complete (hybrid) open
quantum model should account for both low-frequency
and high-frequency environments. Such a model for a
single qubit has been developed and agreement with ex-
periment has been demonstrated [17–19]. A generaliza-
tion of this theory to multiqubit systems has also been
developed and compared with experimental observation
[20, 21]. Several attempts to combine the Bloch-Redfield
and Marcus methods have been undertaken in chemical
physics and quantum biology(see, for example, Refs.[22–
24]).
In this paper, we expand the work of Refs. [20, 21].
We provide a systematic and detailed derivation of a hy-
brid open quantum model, which agrees with the results
of Ref. [20, 21] for problems with large spectral gaps.
Our theory, however, can also be applied to small-gap
problems with nonstationary Hamiltonians, for which the
model in [20, 21] is not applicable. We provide an intu-
itively appealing and computationally convenient form
for the transition rates in terms of a convolution be-
tween Redfield and Marcus formulas. As an example,
we investigate a dissipative evolution of a 16-qubit sys-
tem strongly interacting with low-frequency noise and
weakly coupled to a high-frequency environment. The
problem is characterized by an extremely small gap in
the energy spectrum of qubits in the middle of anneal-
ing. Solving the problem requires the right combination
of Bloch-Redfield and Marcus approaches as well as a
proper consideration of the calculation basis, which takes
into account the nonstationary effects. The results of the
present paper can also be applied to any other open quan-
tum system.
The paper is organized in the following way. Section II
describes a single-qubit system to provide the necessary
intuition before moving to more complicated multi-qubit
problems. Section III formulates the Hamiltonian and
introduces important definitions and notations for the
system and the bath. Master equations for the proba-
bility distribution of the quantum system are derived in
Section IV. Section V presents the relaxation rates as
convolution integrals of the Bloch-Redfield and Marcus
envelopes. In the Section VI we show that in equilibrium
the master equations obey the detailed balance condi-
tions. We also demonstrate that the convolution expres-
sion for the relaxation rates turns into the Marcus or
to Bloch-Redfield formulas in the corresponding limits.
Dissipative dynamics of a 16-qubit system with an ex-
2tremely small energy gap is considered in Section VII. A
brief compilation of the commonly encountered notations
is presented in Appendix A. In other Appendixes we pro-
vide a detailed derivation of many important formulas.
II. SINGLE-QUBIT SYSTEM
We begin with a single-qubit system that has a Hamil-
tonian
HS = −∆
2
σx − h
2
σz, (1)
with the Pauli matrices σx, σy , σz, tunneling amplitude
∆, and bias h. The ground state, |1〉, and the ex-
cited state, |2〉, of the Hamiltonian (1) have energies
E1,2 = ∓Ω02 , with the energy splitting Ω0 =
√
∆2 + h2.
We assume that the system-bath interaction is deter-
mined by the Hamiltonian
Hint = −Qσz, (2)
where Q is a quantum-mechanical operator of the bath.
The bath itself has a Hamiltonian HB, so that the total
Hamiltonian H of the problem is a sum of three terms:
H = HS +Hint +HB . (3)
We assume that the free bath (with no coupling to the
system) has a Gaussian statistics [12] determined by a
spectrum of fluctuations:
S(ω) =
∫
dteiωt〈Q(t)Q(0)〉, (4)
where Q(t) = eiHBtQe−iHBt. Frequently, the Gaussian
bath is represented as a collection of harmonic oscillators
[1]. Within our general formalism we do not have to
resort to any specific representation of the bath.
In many realistic situations (see, for example,
Refs. [19]), the noise may come from different sources,
some dominating at low frequencies (such as 1/f noise)
and others dominating at high frequencies. As such, we
consider S(ω) to be a sum of two terms:
S(ω) = SL(ω) + SH(ω), (5)
where SL(ω) and SH(ω) are functions that are peaked
at low and high frequencies, respectively. Each function
may tail into the other function’s region. Hereafter we re-
fer to the noise with the spectrum (5) as the hybrid noise.
The formula of high-frequency spectrum SH is given in
Sec. III E. For the explicit expression for SL(ω) we re-
fer to Eq. (B3) shown in the Supplementary Information
Section of Ref. [6], although there are no need for these
formulas here. Notice also that in the present paper we
operate with the experimentally-measured parameters of
the low-frequency bath, such as the noise intensity W 2
and the reorganization energy εL, which are are defined
below.
The relaxation dynamics of the qubit become simple in
two situations. First, when the qubit is weakly coupled
to only a high-frequency (HF) bath and the energy split-
ting of the qubit is larger than the broadening of qubit’s
energy levels. In this case, the relaxation is described by
the Bloch-Redfield rate [1–3],
Γ =
∆2
∆2 + h2
SH(Ω0), (6)
which is valid when Γ≪ Ω0. Herein, we make the follow-
ing assumptions for the Boltzmann and Planck constants:
kB = 1, h¯ = 1.
The second case is when the qubit is coupled only to
a low-frequency (LF) bath and its tunneling amplitude
is much smaller than the energy broadening caused by
noise. The qubit dynamics therefore becomes incoherent
and the resulting macroscopic resonant tunneling (MRT)
rate is given by [17, 18]
Γ =
∆2
8
√
2pi
W 2
exp
[
− (h− 4 εL)
2
8W 2
]
, (7)
where
W 2 =
∫
dω
2pi
SL(ω), εL =
∫
dω
2pi
SL(ω)
ω
(8)
determine the intensity of the noise and the reorgani-
zation energy (the shift of the bath energy due to the
change of the qubit state), respectively. The fluctuation-
dissipation theorem leads toW 2 = 2 εL T, where T is the
equilibrium temperature of the bath [17]. Equation (7),
commonly known as the Marcus formula [14, 15, 22, 23],
is valid when the tunneling amplitude ∆ is much smaller
than the MRT line-width W : ∆≪W. This equation has
been successful in explaining experimental data from flux
qubits [19, 25].
In practice, low and high-frequency noises coexist and
both have to be considered in the dynamics of the qubit.
In Refs. [17, 19] the formula (7) has been generalized to
include effects of high-frequency noise on the MRT rate.
For small tunneling amplitudes ∆ the modified rate Γ is
described by the following integral:
Γ =
∆2
4
∫
dτ ei(h−4εL)τ−2W
2τ2 ×
exp
[
4
∫
dω
2pi
SH(ω)
ω2
(
e−iωτ − 1)] . (9)
We notice that the integrand of Eq. (9) is equal to the
product of the low-frequency component, e−2W
2τ2−4iεLτ ,
multiplied by the high-frequency factor, which depends
on the spectrum SH . The low-frequency component has
the Gaussian Fourier image,
GL(ω) =
√
pi
2W 2
exp
[
− (ω − 4εL)
2
8W 2
]
. (10)
3The high-frequency factor is characterized by the more
complicated integral:
GH(ω) =
∫ +∞
−∞
dτ eiωτ ×
exp
[
4
∫
dΩ
2pi
SH(Ω)
Ω2
(
e−iΩτ − 1) ] . (11)
We notice that both functions, GL(ω) and GH(ω), satisfy
the normalization condition,∫
dω
2pi
Gµ(ω) = 1, (12)
where µ = L,H.
The rate (9) can be represented as a convolution of the
Gaussian envelope GL(ω) and the function GH(ω),
Γ =
∆2
4
∫
dω
2pi
GL(h− ω)GH(ω). (13)
In the Markovian case, where the spectrum SH(ω) is flat,
SH(ω) = SH(0), the function G
H(ω) has a Lorentzian
shape,
GH(ω) =
4SH(0)
ω2 + [2SH(0)]2
. (14)
Here we need not to assume that the qubit-bath cou-
pling is small. Equation (14) is valid at frequencies
0 ≤ ω ≤ 1/τH , where τH is a correlation time of the high-
frequency fluctuations described by the function SH(ω).
Later we introduce a spectral density SH of the Ohmic
noise characterized by the correlation time τH ∼ 1/T.
The Bloch-Redfield limit is described by Eq. (11) with
the frequency ω, which is much larger than the cou-
pling to the environment given by the spectrum SH(ω):
SH(ω)
ω ≪ 1. With this small parameter, we can expand
the dissipative factor in Eq. (11). Now the function
GH(ω) turns into the form
GH(ω) = 4
SH(ω)
ω2
. (15)
Equations (14) and (15) can be approximately com-
bined into one Lorentzian formula that has a frequency-
dependent numerator,
GH(ω) =
4SH(ω)
ω2 + [2SH(0)]2
. (16)
The Markovian and Bloch-Redfield expressions follow
from this formula in the corresponding limits. Notice
also that the function (16) is normalized according to
Eq. (12).
Thus, the single-qubit relaxation rate (9) can be con-
veniently represented as a convolution of the Gaussian
and Lorentzian line shapes,
Γ =
∆2
4
∫
dω
2pi
SH(ω)
ω2 + [2SH(0)]2
×√
pi
2W 2
exp
[
− (h− ω − 4εL)
2
8W 2
]
. (17)
The convolution integral in (17) has a simple interpre-
tation. One can think of the low-frequency noise as a
random shift in energy bias: h→ h+ hnoise, where hnoise
has Gaussian distribution with variance of 2W . The
high-frequency relaxation rate, given by the Lorentzian
line-shape, will therefore be shifted by hnoise. Ensemble
averaging over low-frequency fluctuations will lead to a
convolution integral similar to (13) and (17). The reor-
ganization energy εL is a result of the action of the qubit
on the environment.
The intuitive description above holds beyond the va-
lidity of Eq. (17). In the next sections, we will generalize
this approach to multiqubit systems without resorting to
the small tunneling amplitude approximation.
III. DEFINITIONS AND NOTATIONS
A. The Hamiltonian
We are interested in dissipative evolution of a quan-
tum annealer [6, 26, 27] treated as a system of N qubits
coupled to a heat bath. The qubits are described by the
Hamiltonian:
HS = A(s)HD + B(s)HP , (18)
where HD and HP are the driving (tunneling) and prob-
lem Hamiltonians defined as
HD = −1
2
∑
α
∆α σ
α
x ,
HP =
1
2
∑
α
hασ
α
z +
1
2
∑
α6=β
Jαβ σ
α
z σ
β
z . (19)
The energy functions A(s) and B(s) determine the an-
nealing schedule with s = t/tf being the dimensionless
annealing parameter (0 ≤ s ≤ 1), and t is and tf being
the running time and the total annealing time, respec-
tively. Details of the annealing schedule are unimportant
for the current discussion as long as the time-dependent
Hamiltonian changes slowly, which is exactly the case for
quantum annealing algorithms.
We assume an interaction with a bath of the form:
Hint = −
N∑
α=1
Qα σ
α
z , (20)
with operators Qα characterized by Gaussian statistics
with zero average values, 〈Qα〉 = 0.We also suppose that
different qubits, labeled as α and β, are coupled to statis-
tically independent environments, such that 〈QαQβ〉 = 0
if α 6= β. This has been experimentally confirmed for flux
qubits [28].
B. Schro¨dinger picture
The total system-bath Hamiltonian H written in the
Schro¨dinger representation has the form given by Eq. (3).
4Here, the time evolution of the system-bath can be de-
scribed by the density matrix ρSB = |ψSB〉〈ψSB |, where
|ψSB〉 is the system-bath wave function. The time-
evolution of ρSB is governed by the von Neumann equa-
tion,
iρ˙SB = [HS +HB +Hint, ρSB], (21)
where [A,B] means a commutator of operators A and B.
We assume that the initial system-bath matrix can be
factorized into the product
ρSB(0) = ρS(0)⊗ ρB (22)
of the initial density matrix of the qubits, ρS(0), and the
equilibrium matrix of the bath [29],
ρB =
e−HB/T
TrB(e−HB/T )
. (23)
Here, TrB denotes a trace over bath variables, and T is
the bath temperature.
With the unitary matrix UB = e
−iHBt, the Hamilto-
nian H (3) turns into the form
H ′ = U †B (HS +Hint +HB)UB − i U †B
∂
∂t
UB
= HS −
∑
α
Qα(t)σ
z
α, (24)
where Qα(t) is the free-evolving bath operator,
Qα(t) = e
iHBtQα e
−iHBt. (25)
The evolution of the density matrix can now be defined
in terms of the unitary operator
U(t) = T e−i
∫
t
0
dτ H′(τ). (26)
Hereafter, for simplicity of notation, we remove time de-
pendences from unitary matrices. A consecutive applica-
tion of the operators UB and U produces the system-bath
density matrix ρSB(t) at time t,
ρSB(t) = UBUρSB(0)U
†U †B. (27)
This time-dependent matrix presents the solution of the
von Neumann equation (21). The average value of an ar-
bitrary Schro¨dinger operator O, which describes a phys-
ical variable of the qubits or of the bath, is determined
by the density matrix ρSB(t) (27) taken at time t,
〈O〉SB(t) = Tr[ ρSB(t)O ] =
TrB
∑
k
〈k | ρSB(0)U † U †B OUB U | k〉. (28)
Here the total trace Tr includes the trace TrB over free-
bath variables and also the trace TrS ,
TrS =
∑
k
〈k| . . . |k〉, (29)
over a full set of qubit states {|k〉}.
C. Heisenberg picture
In the density matrix approach, the state of the system
is described via the reduced density matrix, which is ob-
tained by averaging ρSB over the bath fluctuations. Some
information about quantum fluctuations is lost after the
averaging. This limits the method to calculations of only
the averages and same-time correlation functions. Other
properties such as different-time correlations remain be-
yond the reach of this approach. In the Heisenberg pic-
ture, the equations are written in terms of the operators
without taking averages. This allows calculations of cor-
relation functions to any order as long as the equations
can be solved.
In the Heisenberg representation, the average value of
an arbitrary operator O in (28) can be written as
〈O〉SB(t) = Tr[ ρSB(0)OH(t) ], (30)
where
OH(t) = U †U †B OUBU (31)
is the Heisenberg operator of the variable O. The
Schro¨dinger operator O may explicitly depends on time.
In this case, its partial derivative over time, ∂O∂t , is not
equal to zero. It follows from Eq. (31) that the time evo-
lution of the operator OH(t) is described by the Heisen-
berg equation
i
d
dt
OH = [OH , HH ] + (UBU)†i ∂O
∂t
UBU, (32)
where the total Hamiltonian (3) is written in the Heisen-
berg picture as
HH = U †U †BH UBU (33)
D. The bath
We assume that the bath coupled to α−qubit is de-
scribed by Gaussian statistics [12]. These statistics are
characterized by a correlation function Kα(t, t
′)
Kα(t, t
′) = 〈Qα(t)Qα(t′)〉. (34)
Here Qα(t) is a free-evolving bath operator (25). The
brackets 〈. . .〉 denote the average of O over the free-bath
fluctuations,
〈O〉 = TrB[ ρB O ], (35)
unless otherwise specified. For stationary processes,
Kα(t, t
′) depends on the time difference, hence allowing
the spectral density to be defined as
Sα(ω) =
∫
dteiωtKα(t). (36)
5In addition to the correlator (34), we introduce dissipa-
tive functions fα(t) and gα(t) defined as
fα(t) =
∫
dω
2pi
Sα(ω)
ω2
(1− e−iωt),
gα(t) = −i f˙α(t) =
∫
dω
2pi
Sα(ω)
ω
e−iωt. (37)
Notice that Kα(t) = f¨α(t). The total reorganization
energy of the bath is defined as
εα =
∫
dω
2pi
Sα(ω)
ω
. (38)
The response of the bath to an external field is de-
scribed by the retarded Green function
ϕα(t−t′) = 〈i[Qα(t), Qα(t′)]〉 θ(t−t′). (39)
The causality is provided by the Heaviside step function
θ(t− t′). The response function ϕα is related to the sus-
ceptibility of the bath defined through
χα(ω) =
∫
dτ eiωτϕα(τ). (40)
According to the fluctuation-dissipation theorem, in equi-
librium Sα(ω) is proportional to the imaginary part
χ′′α(ω) of the bath susceptibility,
Sα(ω) = χ
′′
α(ω)
[
coth
( ω
2T
)
+ 1
]
, (41)
where T is the temperature of the equilibrium bath.
E. Hybrid noise
Hereafter we assume that the dissipative environments
coupled to different qubits, although uncorrelated, have
the same spectral density of bath fluctuations: Sα(ω) =
S(ω). The same is true of the functions fα(τ) = f(τ),
gα(τ) = g(τ), and χα(ω) = χ(ω). In the case of hybrid
noise, S(ω) is given by Eq. (5). The dissipative func-
tions f and g can be split into low and high-frequency
components,
f = fL + fH , g = gL + gH . (42)
For the low-frequency part of the function f , one can
expand eiωτ in Eq. (37), assuming ωτ ≪ 1. Keeping up
the second order in ωτ , we obtain
fL(τ) = i εL τ +
1
2
W 2 τ2, (43)
with εL and W defined in Eq. (8).
To treat the high-frequency parts, we assume Ohmic
noise
SH(ω) =
ηω
1− e−ω/T e
−|ω|/ωc . (44)
Here η is a small dimensionless coupling constant and ωc
is a large cutting frequency of the high-frequency noise.
This assumption is justified experimentally [19] and also
theoretically [1]. The dissipative functions fH and gH
are calculated in Appendix B. The total reorganization
energy, εα ≡ ε, is defined by (38), so that ε = εL + εH .
Here εL is defined in (8), and εH is the high-frequency
component of the reorganization energy (38). For the
Ohmic spectrum (44) of the bath, we have εH =
ηωc
2pi .
F. Selection of the basis
The dynamical equations we aim to derive must be
represented in a convenient basis, which we denote by
{|n(t)〉}. This basis could be the instantaneous eigen-
states of the system Hamiltonian or some superpositions
of those. The system-bath Hamiltonian H ′ in (24) can
be written as
H ′ =
∑
n
[En −Qn(t) ] |n〉〈n|+
∑
m 6=n
[Tmn −Qmn(t) ] |m〉〈n|. (45)
where
En = 〈n|HS |n〉, Tmn = 〈m|HS |n〉, (46)
Qn(t) =
N∑
α=1
σαn Qα(t),
Qmn(t) =
N∑
α=1
σαmnQα(t), (47)
with Qα(t) defined in (25), and
σαn = 〈n|σαz |n〉, σαmn = 〈m|σαz |n〉. (48)
We also introduce the following notations, which we will
use later:
amn =
∑
α
(σαm − σαn )2, bmn =
∑
α
|σαmn|2, (49)
cmn =
∑
α
σαmn(σ
α
m − σαn ), dmn =
∑
α
σαmn(σ
α
m + σ
α
n).
Hereafter, we will refer to the parameter amn as to the
Hamming distance between states |m〉 and |n〉. We also
notice that the parameters amn and bmn are real and
positive, and c∗mn = − cnm, d∗mn = dnm.
IV. SYSTEM EVOLUTION IN THE
INTERACTION REPRESENTATION
Properties of the system of qubits are determined by
the reduced density matrix
ρS = TrBρSB = TrB[UρSB(0)U
†], (50)
6where the system-bath density matrix ρSB is given by
Eq. (27). A system-bath average of an arbitrary operator
OS of the system is written as
〈O〉SB = TrS [ρS(t)OS ]. (51)
In the basis introduced in Sec. III F, the matrix ρS has
the form
ρS =
∑
mn
ρnm|n〉〈m|, (52)
with the matrix elements defined as
ρnm = 〈n|ρS |m〉. (53)
Our goal is to derive a set of master equations for the
probability distribution of the qubits, Pn, over the states
{|n〉}, where
Pn = ρnn = 〈n|ρS |n〉. (54)
The time evolution of the matrix (50) is determined by
the unitary operator U defined by (26) where the Hamil-
tonian H ′ is given by Eq. (45). The objective is to go
beyond the perturbation theory in the system-bath cou-
pling. This can be done by treating Qn exactly, but
Qmn perturbatively. The interaction representation is
best suited for this goal.
A transition to the interaction picture, although
straightforward for time-independent bases, becomes
more involved if the basis changes in time. Let us in-
troduce a unitary operator
U0(t) =
∑
n
e−iφn(t) Sn(t) |n〉〈n|, (55)
where |n〉 is a time-dependent basis of the system, and
φn(t) =
∫ t
0
dτEn(τ) (56)
is written in terms of average energies
En(t) = 〈n(t)|HS(t)|n(t)〉. We also introduce the
S-matrix:
Sn(t) = T exp
[
i
∑
α
σαn (t)
∫ t
0
dt1Qα(t1)
]
, (57)
with T being the time-ordering operator for t1. Notice
that the time-dependent matrix element σαn (t) is taken
out of the integral over t1. This becomes necessary when
we want to express correlation functions in terms of dis-
sipative functions.
The interaction Hamiltonian is given by the expression
HI = U
†
0H
′U0 − iU †0 U˙0. (58)
This Hamiltonian defines the unitary evolution operator
UI(t) = T e−i
∫
t
0
dτHI(τ). (59)
We expect that the Hamiltonian HI does not contain
the nonperturbative diagonal terms Qn. To calculate the
time-derivative U˙0 in (58), we need
−iS˙n(t) = Qn(t)Sn(t) +∑
α
σ˙αn (t)Sn(t)
∫ t
0
dτ S˜†n(t, τ)Qα(τ) S˜n(t, τ), (60)
where
S˜n(t, τ) = T exp
[
i
∑
α
σαn (t)
∫ τ
0
dt1Qα(t1)
]
. (61)
Notice that Sn(t) = S˜n(t, t). In the interaction picture,
the system-bath Hamiltonian HI (58) takes the form
HI = i
∑
n
|n˙〉〈n| −
∑
mn
Q˜mn(t) |m(t)〉〈n(t)|. (62)
The modified bath operator Q˜mn has diagonal terms
Q˜nn(t) =
−
∑
α
σ˙αn(t)
∫ t
0
dτ S˜†n(t, τ)Qα(τ) S˜n(t, τ), (63)
and off-diagonal (m 6= n) terms,
Q˜mn = e
iφmn(t) S†m(t) [Qmn(t)− T˜mn]Sn(t). (64)
Here
φmn(t) = φm(t)− φn(t) =
∫ t
0
dτ ωmn(τ), (65)
is defined in terms of
ωmn(t) = Em(t)− En(t), (66)
and
σ˙αn (t) =
∑
m 6=n
[ σαmn〈n˙|m〉+ 〈m|n˙〉σαnm ]. (67)
We also introduce
T˜mn = Tmn − i〈m|n˙〉, (68)
with Tmn defined in (46). When the basis {|n〉} is formed
by the instantaneous eigenstates of the Hamiltonian HS ,
HS |n〉 = En|n〉, we obtain
〈m|n˙〉 = 1
tf
〈m(s)|dHS(s)ds |n(s)〉
En(s)− Em(s) . (69)
Here we assume that the spectrum En is nondegenerate
and that HS (18) is characterized by real parameters. In
this case we have 〈n|n˙〉 = 0.
In Appendix C, we calculate correlation functions
K˜m
′n′
mn (t, t
′) of the bath variables (64),
K˜m
′n′
mn (t, t
′) = 〈Q˜mn(t), Q˜m′n′(t′)〉. (70)
7We show that the only terms that survive during the
annealing run are characterized by the relation
K˜m
′n′
mn (t, t
′) = δmn′δnm′ K˜mn(t, t
′), (71)
where the function K˜mn(t, t
′) is given by Eq. (C34). In
addition, we demonstrate that, during annealing, cor-
relations between diagonal operators Q˜kk (63) and off-
diagonal bath variables Q˜mn (64) rapidly disappear in
time, such that 〈Q˜mn(t), Q˜kk(t′)〉 ∼ 0. The same is true
for the average values of the operators (64): 〈Q˜mn(t)〉 ∼
0.
A. Time evolution
The evolution of the matrix ρS is determined by the
unitary matrix (26), which can be written as: U = U0UI ,
where U0 and UI are given by Eqs. (55) and (59). In the
interaction picture, we have
ρnm = e
iφmnTr[ρSB(0)U
†
I |m〉S†mSn〈n|UI ]
= eiφmnTr[ρSB(0)U
†
IS†mSnUIΛmn],
= eiφmnTrS [ρS(0)〈U †IS†mSnUIΛmn〉]. (72)
Here, we have used (22,50,53) and have introduced the
interaction picture operator
Λmn = U
†
I |m〉〈n|UI , (73)
which will play an important role in our theory. The bath
average 〈...〉 is defined in (35). Equation (72) becomes
simplified for the diagonal elements:
Pn = ρnn = TrS [ρS(0)〈Λnn〉]. (74)
In the following, we consider time evolution of the op-
erators Λnn instead of working with the elements (72)
and (74) of the system density matrix. Working with
operators instead of averages allows derivation of more
accurate master equations.
Taking the derivative of (73) and using (62), we obtain
i
d
dt
Λmn =
∑
k
(QIkm Λkn −QInk Λmk), (75)
where
QImn = U
†
I Q˜mn UI . (76)
Here we use the fact that Λmn and Q
I
kl, taken at the same
moment of time t, commute: [Λmn, Q
I
kl] = 0, for any
set of indexes m,n, k, l. The evolution of the diagonal
elements Λnn is of prime interest since these elements
determine the probabilities (74):
i
d
dt
Λnn =
∑
m 6=n
(QImn Λmn −QInm Λnm). (77)
Notice that the diagonal elements of the bath, QImm and
QInn, have no influence on the evolution of Λnn. Averag-
ing over free bath fluctuations leads to
i
d
dt
〈Λnn〉 =
∑
m 6=n
(〈QImn Λmn〉 − 〈QInm Λnm〉). (78)
This equation is exact and difficult to solve without ap-
proximations.
To simplify Eq. (78), we use perturbation expansion
assuming that Q˜mn is small. Appendix D shows that the
probability distribution Pn of the system (74) follows the
master equation:
P˙n + ΓnPn =
∑
m
Γnm Pm, (79)
where Γn =
∑
m Γmn and
Γnm =
∫ +∞
−∞
dτ eiωmnτ−amnf(τ) ×
{bmnf¨(τ) + [T¯mn − cmng(τ)] [T¯ ∗mn − c∗mng(τ)]}. (80)
Coefficients amn, bmn, dmn are defined by Eq. (49) and
T¯mn = Tmn − i〈m|n˙〉 − dmn ε, (81)
where ε is the total reorganization energy described in
Sec. III E, T¯ ∗mn = T¯nm. All matrix elements of the system
operators in Eq. (80) are taken at the running moment
of time t.
The rate Γnm can be written in a form similar to the
single-qubit expression (9) and also to the multiqubit rate
Γ1→0 given by Eq. (5) from Ref. [20] and by Eq. (68) from
Ref. [21],
Γnm =
∫ +∞
−∞
dτ eiωmnτ e−iεmnτ−
1
2
W 2mnτ
2 ×
[
(1 + iωcτ)
sinh(piTτ)
piTτ
]− ηmn
2pi
×
{bmnf¨(τ) + [T¯mn − cmng(τ)] [T¯ ∗mn − c∗mng(τ)]}. (82)
Here we use Eqs. (43) and (B1) and introduce the follow-
ing parameters:
εmn = amnεL, W
2
mn = amnW
2, ηmn = amnη. (83)
We notice that, compared to previous results (see
Eqs. (5), (6) in [20] and Eqs. (43),(52),(54),(68) in [21]),
the rate (82) does not contain any polaron shifts to the
frequency ωmn. Moreover, we have no need to represent
the bath as a system of harmonic oscillators as done in
Refs. [20] and [21].
B. Applicability conditions
The master equations (79) have been derived in Ap-
pendix D with the proviso that
Γnmτmn ≪ 1, (84)
8where Γnm is the relaxation rate (80). The inverse corre-
lation time of the bath, τ−1mn, is estimated in Appendix C
as the maximum of two parameters: the average energy
distance |Em − En| between the states |m〉 and |n〉 and
the MRT line-width Wmn =W
√
amn,
1
τmn
= max{|Em − En|,Wmn}. (85)
V. RELAXATION RATE AS A CONVOLUTION
OF BLOCH-REDFIELD AND MARCUS
ENVELOPES
In this section we show that, in addition to the expres-
sion (82) of the rate Γnm as the integral over time, the
same rate can be conveniently represented as a convolu-
tion integral over frequencies of the Gaussian envelope
multiplied by the Lorentzian function. As in the case of
a single qubit described in Sec. II, the Gaussian curve is
produced by low-frequency bath noise. The Lorentzian
factor is due to effects of the high-frequency environ-
ment. Here, our aim is a generalization of the single-
qubit formula (17) to the multi-qubit case where both,
low-frequency noise and the single-qubit tunneling, can
be large.
A. Convolution form of the rate Γnm
Using integration by parts and f˙(τ) = ig(τ), we obtain∫
dτ eiωτe−amnf(τ)g(τ) =
ω
amn
∫
dτ eiωτe−amnf(τ),
and ∫
dτ eiωτe−amnf(τ)g2(τ) =
∫
dτ eiωτe−amnf(τ)
[(
ω
amn
)2
− 1
amn
f¨(τ)
]
.
Equation (80) can therefore be represented as
Γnm =
∫
dτ ei ωmnτ e−amn f(τ) ×[(
bmn − |cmn|
2
amn
)
f¨(τ) +
∣∣∣∣T¯mn − ωmn cmnamn
∣∣∣∣
2
]
. (86)
Let us introduce Fourier transformations
Gµmn(ω) =
∫ ∞
−∞
dτ eiωτ e−amnfµ(τ), (87)
where µ = L,H for low and high-frequency noise, re-
spectively. Our goal is to write (86) as a convolution of
the two functions GLmn(ω) and G
H
mn(ω). The integrand of
Eq. (86) contains a term e−amnf(τ), which can be written
in the following form,
e−amnf(τ) = e−amnfL(τ)e−amnfH(τ) =∫
dω1
2pi
∫
dω2
2pi
e−i(ω1+ω2)τ GLmn(ω1)G
H
mn(ω2).
Substituting in (86) and taking the integral over τ , we
obtain:
Γnm =
∫
dω
2pi
∆2mn(ω)G
L
mn(ωmn − ω)GHmn(ω), (88)
where
∆2mn(ω) = |Amn|2 +Bmn (ω2 +W 2mn), (89)
with
Amn = T¯mn − ωmn cmn
amn
,
Bmn =
amnbmn − |cmn|2
a2mn
=
1
2a2mn
∑
αβ
|(σαm − σαn )σβmn − (σβm − σβn)σαmn|2. (90)
Here, we have used f¨ =W 2+f¨H and neglected f˙
2
H , which
is O(η2) in the weak coupling approximation. Notice that
Bmn is always positive and disappears in a single-qubit
case where α = β = 1. Also, we have A∗mn = Anm and
Bnm = Bmn.
Appendix E shows that the low-frequency function
GLmn(ω) has a Gaussian shape,
GLmn(ω) =
√
2pi
W 2mn
exp
[
− (ω − εmn)
2
2W 2mn
]
. (91)
A similar line shape describes the rate of macroscopic
resonant tunneling (MRT) in a system of qubits [17]. The
high-frequency component GHmn(ω) can be approximated
by a Lorentzian form, combining both Bloch-Redfield and
Markovian rates:
GHmn(ω) =
amn SH(ω)
ω2 + γ2mn
. (92)
The parameter γmn =
amn
2 SH(0) does not depend on
frequency ω. It follows from Eq. (44) that SH(0) = ηT.
VI. SPECIAL CASES
In this section we verify detailed balance conditions for
the equilibrium distribution of qubits and also consider
the Bloch-Redfield and Marcus limits of the rates (88).
In addition, we apply the results of the previous section
to a single qubit interacting with a hybrid environment.
9A. Equilibrium condition
We conclude from Eq. (88) that
Γmn = exp
(
−ωmn
T
)
Γnm, (93)
where ωmn is defined by Eqs. (46) and (66). It follows
from Eq. (79) that the equilibrium probabilities P eqn and
P eqm to observe the qubits in the states |n〉 and |m〉, re-
spectively, obey the equation:∑
m
(ΓmnP
eq
n − ΓnmP eqm ) = 0. (94)
The solution of this equation follows the detailed balance
condition:
P eqm
P eqn
= exp
[
−Em − En
T
]
, (95)
with the local energy levels Em and En (46) and the bath
temperature T .
The set of master equations (79) with the rates Γnm
given by Eq. (88) provides a description of the dissipa-
tive dynamics of a quantum annealer during the entire
annealing process. This description should be comple-
mented by the equation for the off-diagonal elements ρnm
of the system density matrix. The time evolution of ρnm
is approximately described by the formula
ρnm = e
iφmn〈S†mSn〉TrS [ρS(0)〈Λmn〉] ≃
eiφmn(t)〈S†m(t)Sn(t)〉TrS [ρS(0)〈Λmn(0)〉]. (96)
To derive this relation, we start with Eq. (72) and move
out the dephasing factor 〈S†m(t)Sn(t)〉 assuming that the
matrices S†m and Sn are weakly correlated with the oper-
ator Λmn (73). In Eq. (96) we have two possibilities: in
the first case the energy gap between states |m〉 and |n〉
is large, therefore the factor eiφmn ≃ eiωmnt rapidly oscil-
lates in time; in the second case the factor 〈S†m(t)Sn(t)〉,
which is given by Eq. (C19), is the fast-decaying function
of time. In both cases, the correlation time τmn defined
by Eq. (85) is much shorter than the time scale Γ−1nm of
the variables 〈Λmn〉 and 〈Λnn〉. Therefore, in Eq. (96)
the function 〈Λmn(t)〉 can be replaced by its initial value
〈Λmn(0)〉. Equation (96) describes fast dephasing of the
system of qubits.
B. Bloch-Redfield and Marcus limits
For the qubits weakly interacting with the high-
frequency noise in the absence of low-frequency noise,
the parameters of the low-frequency bath go to zero:
W = 0, εL = 0. The Gaussian envelope G
L
mn(ω) (91) is
approximated by the function 2piδ(ω), and the rate Γmn
(88) takes the form
ΓRnm = ∆
2
mn(ωmn)
amn SH(ωmn)
ω2mn + γ
2
mn.
. (97)
At a sufficiently large distance ωmn between the energy
levels Em and En, we find that
∆2mn(ωmn) =
bmn
amn
ω2mn.
It is evident from Eq. (97) that, at |ωmn| ≫ γmn, the
relaxation rate Γmn is proportional to the noise spectrum
SH(ωmn),
ΓRnm = bmn SH(ωmn), (98)
with the coefficient bmn =
∑N
α=1 |〈m|σαz |n〉|2, as it should
be for the Bloch-Redfield rate. Transitions between
states |m〉 and |n〉 separated by a zero Hamming distance
(amn = 0) are also described by the Redfield rate (98).
In the absence of high-frequency noise, with η = 0
and SH = 0, the function (92) peaks at zero frequency:
GHmn(ω) = 2piδ(ω). In this case the relaxation rate (88)
of the many-qubit system is determined by the Gaussian
line shape,
ΓMnm = ∆
2
mn
√
2pi
W 2mn
exp
[
− (Em − En − εmn)
2
2W 2mn
]
. (99)
This line shape is typical of the Marcus formulas [17, 22].
The multiqubit tunneling amplitude ∆2kn(0) is deter-
mined by the expression
∆2mn ≡ ∆2mn(0) =
(
bmn − |cmn|
2
amn
)
W 2 +
∣∣∣∣Tmn − i〈m|n˙〉 − dmn εL − ωmn cmnamn
∣∣∣∣
2
. (100)
C. Relaxation rate of the single qubit
We assume that the single qubit is described by a
Hamiltonian (1),
HS = −h
2
σz − ∆
2
σx,
with a bias h, a tunneling amplitude ∆, and energy split-
ting Ω0 =
√
∆2 + h2. The energy basis {|k〉} has only two
states, |1〉 and |2〉. These states can be found from the
equation: HS |m〉 = Em|m〉. In Eq. (88) for the rate
Γnm we assume that n = 1 and m = 2. The ground
state |n〉 and the first excited state |m〉 have the ener-
gies: Em = −En = Ω0/2. We work in the energy basis
where Tmn = 0. For the single qubit we obtain the fol-
lowing set of parameters,
amn = 4
h2
Ω20
, bmn =
∆2
Ω20
, cmn = −2 h∆
Ω20
, dmn = 0, (101)
so that Bmn = 0 and ∆
2
mn(ω) = ∆
2/amn (see sections
III F and VA for definitions). It follows from Eq. (88)
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that in the case of hybrid noise the single-qubit relax-
ation rate combines both, Bloch-Redfield and Marcus,
formulas,
Γnm = ∆
2
∫
dω
2pi
SH(ω)
ω2 + γ2mn
×√
2pi
amnW 2
exp
[
− (Ω0 − ω − amn εL)
2
2 amnW 2
]
, (102)
where γmn = amn
ηT
2 . In the limit of small ∆ the rate
(102) corresponds to the formula (17) shown in Sec. II.
VII. DISSIPATIVE EVOLUTION OF A
16-QUBIT SYSTEM
In this section we analyze dynamics of the 16-qubit
structure depicted in Fig. 1. The structure is determined
by the Dickson instance, which was proposed in Ref. [30]
and investigated in details in Ref. [27]. The energy spec-
trum of the problem features an extremely small gap be-
tween the ground and first excited states. The existence
of such a gap presents a computational bottleneck for
quantum annealing. An experimental technique to over-
come this difficulty by individual tuning qubit’s trans-
verse fields has been demonstrated in Ref. [31]. Never-
theless, a theoretical analysis of dissipative dynamics in
this system presents a real challenge.
The probability distribution of the qubits is governed
by the master equation (79) with the relaxation matrix
given by Eq. (88). The qubits are described the Hamil-
tonian HS (18). In the problem Hamiltonian HP (19) we
have ferromagnetic couplings between qubits, Jij = −1,
for every pair of coupled qubits. Two internal qubits
have zero biases, h4 = h10 = 0, whereas the other inter-
nal qubits are negatively biased, with
h1 = h2 = h3 = h9 = h11 = h12 = −1.
All external qubits have positive biases:
h5 = h6 = h7 = h8 = h13 = h14 = h15 = h16 = 1.
We use the annealing curves ∆α(s) = ∆αA(s) and B(s)
plotted in Fig. 2. We also take into account minor vari-
ations of the annealing schedule between the qubits.
The spectrum of the system has an extremely small
energy gap, E2−E1=0.011 mK, between the ground and
the first excited states [27]. This gap is located at s∗ =
0.6396. In Fig. 3 we show the four lowest energy levels of
the system near the anticrossing. The most interesting
annealing dynamics happen in the interval s1 < s < s2,
where s1 = 0.625 and s2 = 0.65.
The two diabatic states with the lowest energies, |GM〉
and |Σ〉, are given by the expressions
|GM〉 = | ↓1↓2↓3↓4↓9↓10↓11↓12〉 ⊗
| ↓5↓6↓7↓8↓13↓14↓15↓16〉,
|Σ〉 = | ↑1↑2↑3↑4↑9↑10↑11↑12〉 ⊗
| →5→6→7→8→13→14→15→16〉. (103)
FIG. 1: The 16-qubit instance. Qubits are denoted as cir-
cles, FM couplings as black lines. Colors correspond to biases
applied to the qubits.
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FIG. 2: Annealing parameters B(s) (black line) and tunnel-
ing amplitudes ∆1(s), ...∆16(s) (all other colors) plotted as
functions of s.
Here we introduce the eigenstates | ↑α〉 and | ↓α〉 of the
matrix σαz , and also their superposition | →α〉,
σαz | ↑α〉 = | ↑α〉, σαz | ↓α〉 = −| ↓α〉,
| →α〉 = 1√
2
(| ↑α〉+ | ↓α〉).
More details can be found in Ref. [27] and in the sup-
plementary information for that paper. It follows from
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FIG. 3: Four energy levels of the 16-qubit system as functions
of the annealing parameter near the anticrossing of two lowest
energy levels. Energies are counted from the energy E1 of the
ground state.
Fig. 2c of Ref. [27] that, before the anticrossing at s < s∗,
the instantaneous eigenstates of the 16-qubit system co-
incide with the diabatic states: |1〉 = |Σ〉, |2〉 = |GM〉.
After the anticrossing point at s > s∗, we have the re-
verse situation, with |1〉 = |GM〉 and |2〉 = |Σ〉. Although
the experimental results provided in Ref. [27] were in ac-
cordance with the physical intuition given in the paper,
no theoretical analysis was provided. This was due to the
lack of an open quantum theory that takes into account
both low-frequency and high-frequency noises. Here, we
apply our approach to provide a theoretical explanation
of the experimental results of Ref. [27].
The presence of a very small gap and the time-
dependence of the system Hamiltonian, which becomes
nonadiabatic near the minimum gap, make the problem
instance in Fig. 1 difficult to analyze within one theo-
retical framework in all regions during the annealing. As
such, some tricks are necessary to choose the proper basis
as we discuss next.
A. Rotation of the basis
The dissipative dynamics of the qubits coupled to a
heat bath is described by the master equations (79).
These equations are derived with the proviso that the
rate Γnm of the relaxation (88) between the states |n〉
and |m〉 is much less than the inverse time scale τ−1mn
given by Eq. (85), so that: Γnmτmn ≪ 1. For the system
of 16 qubits under study the perturbation requirement
breaks down at the anticrossing point as it is evident
from Fig. 4a. Here we plot the energy gap, E2 − E1,
between two instantaneous eigenstates of the Hamilto-
nian HS (see dot-dashed blue line), and also the MRT
line width, W21 = a21W (see continuous green line), as
functions of the annealing parameter s. At s = s∗ both
En
er
gy
 s
ca
le
s 
(G
Hz
)
0
0.2
0.4
0.6
E2- E1
W21 
<
2|d
/ds
|1>
×105
-3
-2
-1
0
s
0.638 0.6385 0.639 0.6395 0.64 0.6405 0.641
Θ
/pi
0
0.25
0.5
(a)
(c)
(b)
FIG. 4: (a) The energy scales E2 − E1 and the line width
W21 = Wa21 calculated in the instantaneous basis of qubit
states. These variables are shown as functions of the anneal-
ing parameter s near the anticrossing point. According to
(85), the scales E2 − E1 and W21 determine the inverse cor-
relation time τ−1
21
of the bath. (b) The s-dependence of the
matrix element 〈2| d
ds
|1〉 calculated with Eq. (69). This ma-
trix element is a part of the renormalized tunneling coefficient
T¯mn (81) and, thus, of the rate Γ21 (80). (c) The optimal ro-
tation angle Θ/pi obtained as a solution of Eq. (106).
parameters, E2 − E1 and W21, become extremely small,
leading to a diverging correlation time τmn (85). At the
same time, Γ12 becomes very large due to the contri-
bution from T˜21. Both of these break the applicability
condition (84) in the instantaneous energy basis. More-
over, the time dependence of the Hamiltonian can create
nonzero off-diagonal elements of the density matrix near
the minimum gap due to nonadiabatic transitions. These
terms do not decay quickly as required by our theory. As
we shall see, all these issues can be resolved by rotating
the basis. This is equivalent to the introduction of the
pointer basis as described in Refs. [20, 21, 32]. We rotate
the two anticrossing states as:
|1′〉 = cosΘ |1〉+ sinΘ |2〉,
|2′〉 = − sinΘ |1〉+ cosΘ |2〉. (104)
The rotation angle Θ can depend on the annealing pa-
rameter s and therefore on time t. For real eigenstates
|1〉 and |2〉 it follows that
〈2′| d
ds
|1′〉 = 〈2| d
ds
|1〉+ dΘ
ds
.
We choose the rotation angle Θ(s) such that in the ro-
tated basis
〈2′| d
ds
|1′〉 = 0. (105)
This means that the s-dependence of the angle Θ is de-
termined by
dΘ
ds
=
〈2|dHSds |1〉
E2 − E1 . (106)
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Notice that (105) assures minimum quantum transition
between the two states |1′〉 and |2′〉 near the anticross-
ing and therefore minimum generation of off-diagonal el-
ements of the density matrix. As we show in Appendix F,
it also resolves all issues with the applicability condition
(84) discussed above.
A solution of Eq. (106) is shown in Fig. 4c. In the
beginning of annealing Θ ≃ 0, so that the rotated basis
coincides with the instantaneous basis. Near the anti-
crossing point, at s = s∗, the angle Θ rapidly switches
to pi/2. We notice that, with the condition (105), the
renormalized matrix element T˜2′1′ (68) is
T˜2′1′ = 〈2′|HS |1′〉 = E2 − E1
2
sin 2Θ. (107)
This is zero before (Θ = 0) and after (Θ = pi/2) the
anticrossing due to the sine function and is very small at
the anticrossing due to the small gap (E2−E1 ≈ 0). This
means that T˜2′1′ does not contribute to the rate Γ1′2′
keeping it small, within the applicability range of our
model. For this example we rotate only the two lowest-
energy states that have an anticrossing. However, the
rotation can be applied to anticrossing excited states as
well, if necessary.
B. Thermal enhancement of the success probability
The goal of annealing is to reach the ground state
at the end of the evolution. It follows from Fig. 2c of
Ref. [27] that at the end of annealing, at t = tf , the
ground state of the 16-qubit system coincides with the
state |GM〉 shown in Eq. (103). We therefore define
the success probability as the probability PGM to ob-
serve the system in |GM〉 at t = tf . Figure 3 of Ref.[27]
demonstrates the temperature dependence of PGM. It is
clear from this figure that, at sufficiently fast annealing
(tf ≤ 100 ms), PGM grows with increasing temperature
from 20 to 40 mK and decreases after. Our goal is to
reproduce this non-monotonic behavior with our open
quantum model. Notice that we do not aim to precisely
fit the experimental data to the results of our model.
We solve numerically the master equations (79) with
the relaxation rates given by the convolution formula (88)
written in the rotated basis (104). We perform simula-
tion for the total anneal time tf between 0.04 to 4 ms.
An example of PGM as a function of time is shown in
Fig. 9b in Appendix F. Fig. 5 plots the success probabil-
ity, PGM(tf ), as a function of temperature T for different
speeds of annealing characterized by the anneal time tf .
In the theoretical calculations we assume that η = 0.1
and W = 20 mK. Figure 5 reproduces the results shown
in Fig. 3 of Ref.[27], including the enhancement PGM at
low temperatures and its reduction at T ≥ 40 mK. As
mentioned in Ref. [27], this decrease may be related to
the excitement of the high-energy levels separated from
the two lowest states by a gap of order 40 mK (see the
spectrum in Fig. 3).
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FIG. 5: End-of-annealing probability to be in the |GM〉 state,
PGM, as a function of temperature T and the anneal time tf
at η = 0.1 and W = 20 mK.
VIII. CONCLUSIONS
In this paper, we have derived a set of master equations
describing a dissipative evolution of an open quantum
system interacting with a complex environment. The en-
vironment has low-frequency and high-frequency compo-
nents, as in the case of realistic qubits affected by the
hybrid bath, which includes 1/f and Ohmic noise. A
part of the system-bath interaction is treated in a non-
perturbative way. This treatment allows us to combine
the Bloch-Redfield and Marcus approaches to the the-
ory of open quantum systems and obtain the relaxation
rates, which are well-suited for the description of dissi-
pative dynamics of many-qubit quantum objects, such as
quantum annealers. The relaxation rates are expressed in
the convenient convolution form clearly showing the in-
terplay between the low- and high-frequency noise. The
main results of the paper are given by the master equa-
tions (79) with the relaxation rates (88). As an illus-
tration, we apply the theory to the 16-qubit quantum
annealer investigated in Ref. [27]. The instance stud-
ied there features an extremely small gap between the
ground and first excited states. With the proper rota-
tion of the basis, we have solved the master equations
and theoretically confirmed the main experimental find-
ings of Ref. [27]. The results of the paper may be useful
for understanding a dissipative evolution of various sys-
tems, from chromophores in quantum biology [22–24] to
qubits in real-world quantum processors [33, 34].
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Appendix A: Notations
In this appendix we assemble notations used through-
out the paper, so that the main part of the paper becomes
easier to follow. In a chosen basis {|n〉} the matrix ele-
ments of the system Hamiltonian HS (18) and those of
the Pauli matrix σαz of the α-qubit are denoted as
En = 〈n|HS |n〉, Tmn = 〈m|HS |n〉,
σαn = 〈n|σαz |n〉, σαmn = 〈m|σαz |n〉. (A1)
For combinations of the matrix elements we introduce
the following notations:
amn =
∑
α
(σαm − σαn )2, bmn =
∑
α
|σαmn|2, (A2)
cmn =
∑
α
σαmn(σ
α
m − σαn ), dmn =
∑
α
σαmn(σ
α
m + σ
α
n).
The parameters of the bath are defined as
εL =
∫
dω
2pi
SL(ω)
ω
, εH =
ηωc
2pi
, ε = εL + εH ,
W 2 =
∫
dω
2pi
SL(ω) = 2 εLT, (A3)
with η and ωc defined in Sec. III-E. We also introduce
εmn = amnεL, W
2
mn = amnW
2,
ηmn = amnη, γmn =
1
2
ηmnT. (A4)
For a time-dependent basis |n(t)〉, we write the following
functions of time:
ωmn(t) = Em(t)− En(t),
φmn(t) =
∫ t
0
dτ ωmn(τ),
T˜mn = Tmn − i 〈m|n˙〉,
T¯mn = Tmn − i 〈m|n˙〉 − dmn ε. (A5)
The coefficients Amn, Bmn used in Eqs. (88) and (89) are
defined as
Amn = T¯mn − ωmn cmn
amn
,
Bmn =
amnbmn − |cmn|2
a2mn
=
1
2a2mn
∑
αβ
|(σαm − σαn )σβmn − (σβm − σβn)σαmn|2. (A6)
Appendix B: High-frequency dissipative functions
For the Ohmic high-frequency bath characterized by
the spectrum (44) the dissipative functions fH , gH and a
correlator KH = f¨H are given by the formulas
fH(t) =
η
2pi
ln
[
(1 + iωct)
sinh(piT t)
piT t
]
, (B1)
gH(t) =
η
2pi
ωc
1 + iωct
− iηT
2
[
coth(piT t)− 1
piT t
]
,
KH(t) =
η
2pi
{(
ωc
1 + iωct
)2
−
[
piT
sinh(piT t)
]2
+
1
t2
}
,
provided that the cutting frequency ωc is much higher
than the temperature, h¯ωc ≫ kBT. We notice that at
large times, t≫ h¯pikBT , all the three functions vanish. In
Eq. (44) we introduce η as a small dimensionless coupling
constant [1], and ωc as a large cutting frequency of the
high-frequency noise. For the Ohmic bath, the spectral
density χ′′H(ω) is defined as
χ′′H(ω) =
ηω
2
e−|ω|/ωc . (B2)
We assume independent noise sources coupled to every
qubit, each described by the above-mentioned formulas
with identical parameters.
Appendix C: Correlator K˜m
′n′
mn (t, t
′)
Here we calculate the correlator (70) of the nondiago-
nal bath variables with indexes m 6= n and m′ 6= n′. In
this case, the bath operators are defined by Eq. (64), and
the correlator K˜m
′n′
mn (t, t
′) is given by the formula
K˜m
′n′
mn (t, t
′) = eiφmn(t)eiφm′n′(t
′) ×
〈S†m(t)[Qmn(t)− T˜mn(t)]Sn(t)×
S†m′(t′)[Qm′n′(t′)− T˜m′n′(t′)]Sn′(t′)〉. (C1)
This correlator can be represented as a sum of four com-
ponents:
K˜m
′n′
mn (t, t
′) = ei
∫
t
0
dτ ωmn(τ)+i
∫
t′
0
dτ ωm′n′(τ) ×
{(i) + (ii) + (iii) + (iv)}, (C2)
with
(i) = T˜mn T˜m′n′ F
m′n′
mn (t, t
′), (C3)
(ii) = −T˜mn〈S†m(t)Sn(t)S†m′(t′)Qm′n′(t′)Sn′(t′)〉,
(iii) = −T˜m′n′〈S†m(t)Qmn(t)Sn(t)S†m′ (t′)Sn′ (t′)〉,
(iv) = 〈S†m(t)Qmn(t)Sn(t)S†m′ (t′)Qm′n′(t′)Sn′(t′)〉,
where
Fm
′n′
mn (t, t
′) = 〈S†m(t)Sn(t)S†m′(t′)Sn′(t′)〉. (C4)
The bath variable Qmn is defined in (47), and Sn is the
S-matrix of the bath given by Eq. (57).
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1. Term (i) and the functional Fm
′n′
mn
To calculate the functional Fm
′n′
mn (t, t
′) (C4) we con-
sider a more complicated term
Fm′n′mn (t, τ ; t′, τ ′) =
〈S†m(t, τ)Sn(t, τ)S†m′ (t′, τ ′)Sn′(t′, τ ′)〉, (C5)
where the modified S-matrix of the bath, Sn(t, τ), is de-
fined by Eq. (61). We notice that
Fm
′n′
mn (t, t
′) = Fm′n′mn (t, t; t′, t′). (C6)
The functional Fm′n′mn (t, τ ; t′, τ ′) obeys two differential
equations:
d
dτ
Fm′n′mn (t, τ ; t′, τ ′) = i
∑
α
σ˜αnm(t)×
〈S†m(t, τ)Qα(τ)Sn(t, τ)S†m′ (t′, τ ′)Sn′ (t′, τ ′)〉,
d
dτ ′
Fm′n′mn (t, τ ; t′, τ ′) = i
∑
α
σ˜αn′m′(t
′)×
〈S†m(t, τ)Sn(t, τ)S†m′ (t′, τ ′)Qα(τ ′)Sn′(t′, τ ′)〉, (C7)
where we introduce the notation σ˜αnm(t) = σ
α
n(t)−σαm(t).
With the Wick theorem [35], we have to take all possible
pairings of the Gaussian operators Qα(τ) and Qα(τ
′) in
Eq. (C7) with other operators. As a result, we obtain
d
dτ
lnFm′n′mn (t, τ ; t′, τ ′) =
∑
α
σ˜αmn(t)×∫ τ
0
dτ1 [σ
α
n (t)Kα(τ, τ1)− σαm(t)Kα(τ1, τ) ]−
∑
α
σ˜αmn(t) σ˜
α
m′n′(t
′)
∫ τ ′
0
dτ1 Kα(τ, τ1),
d
dτ ′
lnFm′n′mn (t, τ ; t′, τ ′) =
∑
α
σ˜αm′n′(t
′)×
∫ τ ′
0
dτ1 [σ
α
n′(t
′)Kα(τ
′, τ1)− σαm′(t′)Kα(τ1, τ ′) ]−
∑
α
σ˜αmn(t) σ˜
α
m′n′(t
′)
∫ τ
0
dτ1 Kα(τ1, τ
′). (C8)
The solution of these two equations is given by the ex-
pression
lnFm′n′mn (t, τ ; t′, τ ′) =
−
∑
α
σ˜αmn(t) σ˜
α
m′n′(t
′)
∫ τ
0
dτ1
∫ τ ′
0
dτ2Kα(τ1, τ2) +
∑
α
σ˜αmn(t)
∫ τ
0
dτ1
∫ τ1
0
dτ2 ×
[σαn (t)Kα(τ1, τ2)− σαm(t)Kα(τ2, τ1) ] +∑
α
σ˜αm′n′(t
′)
∫ τ ′
0
dτ1
∫ τ1
0
dτ2 ×
[σαn′(t
′)Kα(τ1, τ2)− σαm′(t′)Kα(τ2, τ1) ] . (C9)
It follows from Eq. (C6) that the functional Fm
′n′
mn (t, t
′)
of the Gaussian bath is described by the formula
Fm
′n′
mn (t, t
′) =
exp
{
−
∑
α
(σαm − σαn )(t) (σαm′ − σαn′)(t′)×
∫ t
0
dτ1
∫ t′
0
dτ2Kα(τ1, τ2)+
∑
α
(σαm − σαn )(t)
∫ t
0
dτ1
∫ τ1
0
dτ2×
[σαn (t)Kα(τ1, τ2)− σαm(t)Kα(τ2, τ1) ] +∑
α
(σαm′ − σαn′)(t′)
∫ t′
0
dτ1
∫ τ1
0
dτ2×
[σαn′(t
′)Kα(τ1, τ2)− σαm′(t′)Kα(τ2, τ1) ]} . (C10)
Here Kα(t, t
′) is the correlation function (34) of the free
bath.
2. Terms (ii) and (iii)
Using the Wick theorem [35], we find that the terms
(ii) and (iii) are proportional to the correlators
〈S†m(t)Sn(t)S†m′(t′)Qm′n′(t′)Sn′(t′)〉 =
i
∑
α
σαm′n′(t
′)Fm
′n′
mn (t, t
′)×
{
(σαn − σαm)(t)
∫ t
0
dt1Kα(t1, t
′)+
∫ t′
0
dt1[σ
α
n′(t
′)Kα(t
′, t1)− σαm′(t′)Kα(t1, t′) ]
}
,
〈S†m(t)Qmn(t)Sn(t)S†m′(t′)Sn′(t′)〉 =
i
∑
α
σαmn(t)F
m′n′
mn (t, t
′)×
{
(σαn′ − σαm′)(t′)
∫ t′
0
dt1Kα(t, t1)+
∫ t
0
dt1[σ
α
n (t)Kα(t, t1)− σαm(t)Kα(t1, t) ]
}
.(C11)
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3. Term (iv) and the total correlator
The last term in Eq. (C3) can be written as
〈S†m(t)Qmn(t)Sn(t)S†m′ (t′)Qm′n′(t′)Sn′(t′)〉 =∑
α
σαmn(t)σ
α
m′n′(t
′)Kα(t, t
′)Fm
′n′
mn (t, t
′) +
i2
∑
αα′
σαmn(t)σ
α′
m′n′(t
′)Fm
′n′
mn (t, t
′)×
{∫ t
0
dt1[σ
α
n (t)Kα(t, t1)− σαm(t)Kα(t1, t) ]+
(σαn′ − σαm′)(t′)
∫ t′
0
dt1Kα(t, t1)
}
×
{∫ t′
0
dt1[σ
α′
n′ (t
′)Kα′(t
′, t1)− σα
′
m′(t
′)Kα′(t1, t
′) ]+
(σα
′
n − σα
′
m )(t)
∫ t
0
dt1Kα′(t1, t
′))
}
. (C12)
The correlation function (C2) of the operators Q˜mn(t)
and Q˜m′n′(t
′) has the form
K˜m
′n′
mn (t, t
′) = eiφmn(t)eiφm′n′ (t
′) × (C13)
{Km′n′mn (t, t′) + Um
′n′
mn (t, t
′)Vmnm′n′(t′, t)}Fm
′n′
mn (t, t
′),
where
Km′n′mn (t, t′) =
∑
α
σαmn(t)σ
α
m′n′(t
′)Kα(t, t
′), (C14)
Um′n′mn (t, t′) = T˜mn(t)−
i
∑
α
σαmn(t)
{
(σαn′ − σαm′)(t′)
∫ t′
0
dt1Kα(t, t1)+
∫ t
0
dt1[σ
α
n(t)Kα(t, t1)− σαm(t)Kα(t1, t) ]
}
,
Vmnm′n′(t′, t) = T˜m′n′(t′)−
i
∑
α
σαm′n′(t
′)
{
(σαn − σαm)(t)
∫ t
0
dt1Kα(t1, t
′)+
∫ t′
0
dt1[σ
α
n′(t
′)Kα(t
′, t1)− σαm′(t′)Kα(t1, t′) ]
}
.
We notice that
[
Fm
′n′
mn (t, t
′)
]†
= Fnmn′m′(t
′, t),[
Km′n′mn (t, t′)
]†
= Kn′m′nm (t′, t),[
Um′n′mn (t, t′)
]†
= Vn′m′nm (t, t′),
[Vmnm′n′(t′, t) ]† = Unmn′m′(t′, t). (C15)
4. Correlators and dissipative functions
The correlation function of the bath (C13) and the
functional (C10) can be rewritten in terms of the dissi-
pative functions defined by Eq. (37). Taking into account
integrals, such as
∫ t
0
dt1
∫ t′
0
dt2Kα(t1, t2) = fα(t) + f
∗
α(t
′)− fα(t− t′),∫ t
0
dt1
∫ t1
0
dt2Kα(t1, t2) = −i εα t+ fα(t),
we find that
lnFm
′n′
mn (t, t
′) =
∑
α
(σαm − σαn )(σαm′ − σαn′) fα(t− t′)−
i
∑
α
εα[(σ
α
m)
2 − (σαn )2] t− i
∑
α
εα[(σ
α
m′)
2 − (σαn′ )2] t′ +
∑
α
(σαm − σαn )(σαn − σαm′ + σαn′)fα(t)−
∑
α
(σαm′ − σαn′)(σαm′ + σαm − σαn)f∗α(t′) (C16)
+
∑
α
(σαm′ − σαn′)σαn′fα(t′)−
∑
α
(σαm − σαn)σαmf∗α(t).
Here the matrix elements σαm and σ
α
n are taken at time t,
whereas the elements σαm′ and σ
α
n′ depend on the time t
′.
The total reorganization energy εα is defined by Eq. (38).
With Eq. (C16) we can calculate the correlator
〈S†m(t)Sn(t)〉. It follows from Eqs. (57) and (C4) that this
correlator is determined by Eqs. (C6) and (C10) where
we have to put t′ = 0:
〈S†m(t)Sn(t)〉 = Fm
′n′
mn (t, t
′ = 0) =
exp
[
−
∑
α
(σαm − σαn )2 f ′α(t)
]
eiϑmn(t), (C17)
with the phase
ϑmn(t) =
∑
α
[(σαm)
2 − (σαn )2] [f ′′α(t)− εαt]. (C18)
Taking into account Eqs. (43) and (B1) we find that
〈S†m(t)Sn(t)〉 = e−
1
2
W 2mnt
2
eiϑmn(t) ×[√
1 + ω2c t
2
sinh(piT t)
piT t
]− ηmn
2pi
. (C19)
Low-frequency, W 2mn = amnW
2, and high-frequency,
ηmn = amnη, parameters are proportional to the Ham-
ming distance amn between states |m〉 and |n〉 (49). At
amn 6= 0 the function 〈S†mSn〉 rapidly decays within the
time scale of 1/Wmn. The average value of the operator
(64) also does not survive during the annealing process
since
〈Q˜mn(t)〉 ∼ eiωmnt 〈S†m(t)Sn(t)〉 ∼ 0. (C20)
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5. Selection rules
The real part of the exponent (C16) has the form
ℜ{ lnFm′n′mn (t, t′) } = (C21)∑
α
(σαm − σαn )(σαm′ − σαn′) f ′α(t− t′)
−
∑
α
[(σαm − σαn )2 − (σαm′ − σαn′)2]
f ′α(t)− f ′α(t′)
2
−
∑
α
(σαm − σαn + σαm′ − σαn′)2
f ′α(t) + f
′
α(t
′)
2
.
We expect now that the time interval t − t′ is short
enough, so that t ∼ t′ ≫ |t− t′|. However, we have t ∼ tf
and t′ ∼ tf , where tf is the total annealing time. No-
tice also that the functions fα(t) and fα(t
′) are growing
with time. It follows from the formulas in Appendix B
that the high-frequency parts of the functions fα(t) and
fα(t
′) are linearly increasing with time: fH(t) ∼ ηT t at
t ≫ h¯piT ≫ 1ωc . We assume that environments coupled
to different qubits are described by the same dissipative
functions as we do in Sec. III E. The low-frequency com-
ponent fL(t) grows with time as well. This means that,
during the annealing run, the contribution of the last line
in Eq. (C21) suppresses the functional Fm
′n′
mn (t, t
′) if the
prefactor (σαm−σαn+σαm′−σαn′)2 is not equal to zero. The
only surviving term in the matrix Fm
′n′
mn (t, t
′) should have
the set of indexes such that the relation
σαm − σαn + σαm′ − σαn′ = 0 (C22)
is satisfied during the entire annealing process at t ∼ t′ ≫
|t−t′|. The relation (C22) is true at every annealing point
for the indexes:
m = n′, n = m′. (C23)
In this case, the real part of the exponent (C21) depends
on the time interval t− t′ only:
ℜ{ lnFnmmn (t, t′) } = −
∑
α
(σαm − σαn )2 f ′α(t− t′). (C24)
We notice that the selection rules (C23) are derived pro-
vided that σαm = 〈m|σαz |m〉 6= 0 at some m and α.
At the condition (C23), we obtain the following expres-
sion for the functional Fmn(t, t
′) ≡ Fnmmn (t, t′),
Fmn(t, t
′) = exp
{
−
∑
α
(σαm − σαn)2fα(t− t′)−
i
∑
α
εα [ (σ
α
m)
2 − (σαn )2 ] (t− t′)+ (C25)
2i
∑
α
(σαm − σαn)σαm [ f ′′α(t)− f ′′α(t′) ]
}
.
With the selection rules (C23), the correlator (C13)
takes the form
〈Q˜mn(t)Q˜m′n′(t′)〉 = δmn′δnm′ 〈Q˜mn(t)Q˜nm(t′)〉, (C26)
where
K˜mn(t, t
′) ≡ 〈Q˜mn(t)Q˜nm(t′)〉 = ei
∫
t
t′
dτωmn(τ) × (C27)[∑
α
|σαmn|2Kα(t, t′) + Umn(t, t′)U∗mn(t′, t)
]
Fmn(t, t
′).
The function Umn(t, t′) ≡ Unmmn (t, t′) is defined in
Eq. (C14),
Umn(t, t′) = T˜mn(t)− (C28)
i
∑
α
σαmn(t)(σ
α
m − σαn )(t′)
∫ t′
0
dt1Kα(t, t1)−
i
∑
α
σαmn(t)
∫ t
0
dt1[σ
α
n (t)Kα(t, t1)− σαm(t)Kα(t1, t) ].
Taking into account the integrals, such as
∫ t′
0
dt1Kα(t, t1) = i [ gα(t)− gα(t− t′) ], (C29)
we find the function Umn(t, t′),
Umn(t, t′) = T˜mn −
∑
α
σαmn(σ
α
m − σαn ) g˜α(t− t′)−
∑
α
σαmn σ
α
m [ g˜α(t) + g˜α(−t) ]. (C30)
The function g˜α(t) is defined as: g˜α(t) = gα(t) − εα,
where gα is shown in (37). We also notice that
g˜α(t) + g˜α(−t) = −2
∫
dω
2pi
χ′′α(ω)
1− cosωt
ω
. (C31)
Taking into account that the dissipative function gα(t)
goes to zero at t → ∞, we obtain the steady-state ex-
pression for the function Umn(t, t′),
Umn(t, t′) = T¯mn −
∑
α
σαmn(σ
α
m − σαn ) gα(t− t′), (C32)
where
T¯mn = Tmn − i 〈m|n˙〉 −
∑
α
σαmn(σ
α
m + σ
α
n ) εα. (C33)
We presume that all matrix elements of qubit operators
are taken at time t.
For the case of qubits coupled to environments de-
scribed in Sec. III E, we obtain the following expression
for the bath correlator (C27):
K˜mn(t, t
′) = eiωmn(t)τ e−amnf(τ) ei(ζn−ζm)τ ×
{bmnf¨(τ) + [T¯mn − cmng(τ)] [T¯ ∗mn − c∗mng(τ)]}, (C34)
where τ = t − t′. The parameter ζn has a meaning of a
polaron shift [20, 21],
ζn =
∑
α
εα(σ
α
n )
2. (C35)
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We notice that the polaron shift (C35) contains contri-
butions of both, low-frequency, εL, and high-frequency,
εH , parts of the bath reorganization energy since εα =
εL+εH . The polaron shift introduced in Eqs. (5) and (6)
of Ref. [20] depends on low-frequency noise only.
The bath correlator (C34) is characterized by a short
correlation time τmn. The parameter τ
−1
mn can be evalu-
ated as
1
τmn
= max{|Em − En|,Wmn}. (C36)
6. Cross-correlator 〈Q˜mn(t) Q˜kk(t
′)〉
The cross-correlations are characterized by the func-
tion
〈Q˜mn(t) Q˜kk(t′)〉 = − ei φmn(t)
∑
α′
σ˙α
′
k (t
′)×
∫ t′
0
dτ ′〈 S†m(t) [Qmn(t)− T˜mn ]Sn(t)×
S†k(t′, τ ′)Qα′(τ ′)Sk(t′, τ ′) 〉. (C37)
Taking into account the definitions of the S-matrix (57)
and (61) and applying the Wick theorem [35] for the
Gaussian operators of the bath, we find that the corre-
lator (C37) is proportional to the function 〈S†m(t)Sn(t)〉
given by Eq. (C17),
〈Q˜mn(t) Q˜kk(t′)〉 = J kmn(t, t′)× 〈S†m(t)Sn(t)〉, (C38)
where
J kmn(t, t′) = iZmn(t) eiφmn(t)
∑
α
σ˙αk (t
′)×
∫ t′
0
dτ
{
σαk (t
′)
∫ τ
0
dτ1[Kα(τ, τ1)−Kα(τ1, τ)] +
(σαn − σαm)(t)
∫ t
0
dτ1Kα(τ1, τ)
}
−
eiφmn(t)
∑
α
σαmn(t) σ˙
α
k (t
′)
∫ t′
0
dτKα(t, τ), (C39)
with the renormalized tunneling coefficient Zmn(t) de-
fined as
Zmn(t) = T˜mn − i
∑
α
σαmn(t)×
∫ t
0
dt1 [σ
α
n (t)Kα(t, t1)− σαm(t)Kα(t1, t) ] . (C40)
The most important fact here is that the cross-correlator
(C38) is proportional to the function 〈S†m(t)Sn(t)〉, which
rapidly decays during the annealing process according
to Eq. (C17). Therefore, the cross-correlators (C37) be-
tween diagonal and off-diagonal operators of the bath
give no contribution to the evolution equation (78).
Appendix D: Derivation of master equations
The time evolution of the system operators 〈Λnn〉 is
governed by Eq. (78). We transform this relation to the
set of master equations for the probabilities Pn defined
by Eq. (74). To do that, we have to calculate products
of bath and system operators, such as 〈QImn Λmn〉, where
〈. . .〉 means averaging over free bath fluctuations. Oper-
ators Λmn and Q
I
mn are given by Eqs. (73) and (76).
1. Calculation of the correlator 〈QImn Λmn〉.
We begin by calculating a more general correlation
function 〈QImn Λkl〉 using a perturbation expansion up
to the second order in the bath operators Q˜mn (64) and
resorting to the methods outlined in [12, 23, 36]. It fol-
lows from Eqs. (73) and (76) that
〈QImn(t) Λkl(t)〉 = 〈U †I (t) Q˜mn(t) |k(t)〉〈l(t)|UI(t)〉,(D1)
where the unitary matrix UI (59) is determined by the
Hamiltonian HI given by Eq. (62). Using functional
derivatives, up to the second order in operators Q˜mn,
we obtain
〈QImn(t) Λkl(t)〉 = 〈U †I (t) Q˜mn(t) |k(t)〉〈l(t)|UI(t)〉 =∫
dt′ K˜mnm′n′(t
′, t)
〈
δU †I (t)
δQ˜m′n′(t′)
|k(t)〉〈l(t)|UI(t)
〉
+
∫
dt′ K˜m
′n′
mn (t, t
′)
〈
U †I (t) |k(t)〉〈l(t)|
δUI(t)
δQ˜m′n′(t′)
〉
,
where K˜m
′n′
mn is the bath correlation function defined by
Eqs. (70), (71), and (C34). The cross-correlation func-
tions, such as 〈Q˜mn(t)Q˜n′n′(t′)〉, do not appear in the
correlator 〈QImn Λkl〉 since they do not survive the long
annealing run. The average value of the bath operator
〈Q˜mn(t)〉 also gives no contribution to Eq. (D1) as it fol-
lows from Eqs. (C19) and (C20) obtained in Appendix C.
We see from Eq. (59) that
δUI(t)
δQ˜m′n′(t1)
= −iT
{∫ t
0
dτ
δHI(τ)
δQ˜m′n′(t1)
e−i
∫
t
0
dt2HI (t2)
}
.
With the Hamiltonian HI given by Eq. (62), we find
δHI(τ)
δQ˜m′n′(t1)
= −δ(τ − t1) |m′(t1)〉〈n′(t1)|. (D2)
For the functional derivatives of the unitary matrices UI
and U †I , we derive the relations:
δUI(t)
δQ˜m′n′(t1)
= i θ(t− t1)UI(t) Λm′n′(t1),
δU †I (t)
δQ˜m′n′(t1)
= −i θ(t− t1) Λm′n′(t1)U †I (t). (D3)
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With these formulas in mind, we obtain the following
expression for the correlator (D1):
〈QImn(t) Λkl(t)〉 = (D4)
i
∫ t
0
dt1K˜
m′n′
mn (t, t1) 〈Λkl(t)Λm′n′(t1)〉 −
i
∫ t
0
dt1K˜
mn
m′n′(t1, t) 〈Λm′n′(t1)Λkl(t)〉.
In Eq. (78) we have terms such as 〈QImnΛmn〉. Using the
selection rules (C26) we obtain
〈QImn(t) Λmn(t)〉 = (D5)
i
∫ t
0
dt1K˜mn(t, t1) 〈Λkl(t)Λnm(t1)〉 −
i
∫ t
0
dt1K˜nm(t1, t) 〈Λnm(t1)Λnm(t)〉.
After the first step, the evolution equation (78) turns into
the form
d
dt
〈Λnn〉 =
∑
m 6=n
∫ t
0
dt1K˜mn(t, t1) 〈Λmn(t)Λnm(t1)〉 −
∑
m 6=n
∫ t
0
dt1K˜nm(t1, t) 〈Λnm(t1)Λmn(t)〉+ {h.c.}, (D6)
where {h.c.} is the Hermitian conjugate of the previous
terms. It is of interest that the time evolution of the
system operator 〈Λnn〉 depends on the behavior of the
correlators, such as 〈Λmn(t)Λnm(t1)〉.
2. Correlator 〈Λmn(t)Λnm(t
′)〉
As the next step in the derivation of master equations,
we calculate the correlator of system operators in the
right-hand side of Eq. (D6). Of interest is when the mo-
ments of time t and t′ are separated by the short time
interval τmn such that
t− t′ ∼ τmn ≪ t.
For Eq. (D6) the parameter τmn corresponds to the corre-
lation time given by (C36). It follows from (75) that the
evolution of the operator Λmn is quite slow. The rate
of this evolution is determined by the bath operators,
such as QIkm and Q
I
nk , which are proportional to the off-
diagonal elements of qubit Pauli matrices, σαkm and σ
α
nk,
and also to the off-diagonal terms such as T˜km and T˜nk;
see Eqs. (46, 48, 64, 68) for definitions. At first glance,
this fact allows us to ignore the variation of Λnm(t
′) in
time during the interval τmn. In this case, the correlator
of system operators can be easily calculated:
〈Λmn(t)Λnm(t′)〉 ≃ 〈Λmn(t)Λnm(t)〉 =
〈U †I |m〉〈n|n〉〈m|UI〉 = 〈Λmm(t)〉. (D7)
We notice, however, that the sum of the off-diagonal el-
ements, such as∑
k 6=n
σαnk σ
α
kn = 1− (σαn )2, (D8)
is not small, even though each of the components of this
sum is small by itself. Therefore, the system correlators
in (D6) should be calculated more precisely.
To do this, we notice that the correlators in question
satisfy the equation
i
d
dt
〈Λmn(t)Λnm(t′)〉 =
∑
k
〈QIkm(t)Λkn(t)Λnm(t′)〉 −
∑
k
〈QInk(t)Λmk(t)Λnm(t′)〉, (D9)
which follows from (75). We show that Markovian fluc-
tuations of the bath characterized by zero-frequency sus-
ceptibility χα(0) contribute to the right-hand side of
Eq. (D9). This contribution is significant because it is
proportional to the sums
∑
k 6=n |σαnk|2 given by Eq. (D8).
We choose the system basis where the off-diagonal ele-
ments, such as σαnk, are small, whereas the diagonal ele-
ments σαn can take any values from the interval [−1, 1].
The components of the Pauli matrix σαz are defined by
Eq. (48). Notice that the Markovian contribution to the
right-hand side of Eq. (D9) can be traced without re-
sorting to the perturbation theory in the system-bath
interaction. In the process, we drop perturbative terms,
which are proportional to individual matrix elements of
the Pauli matrices and also to the off-diagonal elements
T˜mn of the system Hamiltonian HS . For this reason, in
the bath operators QImn involved in (D9) and defined by
Eq. (76), we assume that
Q˜mn(t) = e
iφmn
∑
α
σαmn S†m(t)Qα(t)Sn(t).
The first term in the right-hand side of Eq. (D9),
〈QIkm(t)Λkn(t)Λnm(t′)〉 =
∑
α
σαkme
iφkmΞαmnk(t, t
′),
is proportional to the factor
Ξαmnk(t, t
′) =
〈U †I (t)S†k(t)Qα(t)Sm(t) |k〉〈n|UI(t) Λnm(t′)〉. (D10)
From here on, matrix elements, such as σαkm, and system
operators, such as |k〉〈n|, are taken at time t. According
to the Wick theorem [35], in Eq. (D10) we pair the Gaus-
sian bath operator Qα(t) with the other operators, which
contain bath variables. Notice that, as follows from the
definition in (57), pairings of Qα(t) in (D10) with the
matrices S†k(t) and Sm(t) give rise to diagonal matrix el-
ements, such as σαk and σ
α
m, and, therefore, to products
such as σαkmσ
α
k and σ
α
kmσ
α
m. These products do not com-
bine into sums similar to (D8). Therefore, this kind of
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pairing should be omitted. The system operator Λnm(t
′)
also contains free bath operators such as Qα(t
′′) where
t′′ ≤ t′ < t. The relation t′ < t means that Λmn(t′) can-
not depend on the Markovian operator Qα(t) taken at
the future moment of time t. For this reason, we do not
consider pairings between Qα(t) and Λmn(t
′) in (D10).
Taking pairings of Qα and the operators U
†
I and UI ,
we obtain
Ξαmnk(t, t
′) = (D11)∫
dt1Kα(t1, t)
〈
δU †I (t)
δQα(t1)
S†kSm|k〉〈n|UI(t)Λnm(t′)
〉
+
∫
dt1Kα(t, t1)
〈
U †I (t)S
†
kSm|k〉〈n|
δU †I (t)
δQα(t1)
Λnm(t
′)
〉
.
where Kα(t, t1) = 〈Qα(t)Qα(t1)〉 is the correlation func-
tion of the free bath. The matrices S†k and Sm are taken
at time t. For the functional derivative of the matrix UI
(26), we obtain
δUI(t)
δQα(t1)
= −i T
{∫ t
0
dτ
δHI(τ)
δQα(t1)
e−i
∫
t
0
dt2HI (t2)
}
.(D12)
In the Hamiltonian HI(τ) we keep the component that
is proportional to the free bath operator Qα(τ),
HI(τ) = −
∑
α
∑
k′ 6=l′
σαk′l′(τ) e
iφk′l′ (τ) ×
S†k′ (τ)Qα(τ)Sl′ (τ)|k′(τ)〉〈l′(τ)|. (D13)
The dominant term in the functional derivative of the
Hamiltonian HI has the form
δHI(τ)
δQα(t1)
= −δ(τ − t1)× (D14)∑
k′ 6=l′
σαk′l′(t1) e
iφk′l′ (t1) S†k′(t1)Sl′(t1)|k′(t1)〉〈l′(t1)|.
For the derivative (D12), we obtain
δUI(t)
δQα(t1)
= i θ(t− t1)× (D15)∑
k′ 6=l′
σαk′l′(t1) e
iφk′l′(t1) UI(t)Sk′l′(t1) Λk′l′(t1),
where we introduce the new bath operator
Skl(t) = U †I (t)S†k(t)Sl(t)UI(t). (D16)
We also have the following formula
δU †I (t)
δQα(t1)
= −i θ(t− t1)× (D17)∑
k′ 6=l′
σαk′l′(t1) e
iφk′l′ (t1) Λk′l′(t1)Sk′l′(t1)U †I (t).
With Eqs. (D15) and (D17), the function Ξαmnk(t, t
′)
(D11) takes the form
Ξαmnk(t, t
′) = i
∑
k′l′
∫ t
0
dt1Kα(t, t1)σ
α
k′l′(t1)e
iφk′l′ (t1) ×
〈Λkn(t)Skm(t)Sk′l′(t1)Λk′l′(t1)Λnm(t′)〉 −
i
∑
k′l′
∫ t
0
dt1Kα(t1, t)σ
α
k′l′(t1)e
iφk′l′ (t1) ×
〈Λk′l′(t1)Sk′l′(t1)Skm(t)Λkn(t)Λnm(t′)〉. (D18)
The bath correlator Kα(t, t1) = Kα(t− t1) is defined by
Eq. (34). The Markovian part of this correlator has a
sharp peak at t = t1. Its contribution to the function
Ξαmnk(t, t
′) is described by Eq. (D18) where in all func-
tions of t1 we have to put t1 = t and, after that, remove
these functions from the integrals over time. We notice
that operators Λkn(t) (73) and Sk′l′(t) (D16) taken at the
same moment of time commute at any sets of indexes.
This fact allows us to calculate the same-time products
of the system operators with relations outlined in (D7).
In particular, we have
Λkn(t)Λk′l′(t) = δnk′ Λkl′ (t),
Λk′l′(t)Λkn(t) = δkl′Λk′n(t).
The function (D18) now turns to the form
Ξαmnk(t, t
′) = i
∫ t
0
dt1Kα(t, t1)×∑
l 6=n
σαnl(t)e
iφnl(t)〈Skm(t)Snl(t)Λkl(t)Λnm(t′)〉 −
i
∫ t
0
dt1Kα(t1, t)×∑
l 6=k
σαlk(t)e
iφlk(t)〈Slk(t)Skm(t)Λln(t)Λnm(t′)〉. (D19)
This function appears in (D10) and, after that, in
Eq. (D9) for the correlator 〈Λmn(t)Λnm(t′)〉. The sec-
ular part of Ξαmnk(t, t
′) should contain the correlator of
system operators with the same set of indexes. In the
first term in the right-hand side of Eq. (D19) we have to
put k = m and l = n, which is impossible since l 6= n.
Therefore, the first component of Ξαmnk(t, t
′) has no secu-
lar term. In the second part of (D19) we take that l = m.
This is accepted if m 6= k. Thus, the secular part of the
function Ξαmnk(t, t
′) can be written as
Ξαmnk(t, t
′) = −i
∫ t
0
dt1Kα(t1, t)×
σαmk(t)e
iφmk(t)〈Λmn(t)Λnm(t′)〉. (D20)
Here we take into account that Smk(t)Skm(t) = 1. The
secular part of (D10) has the form
〈QIkm(t)Λkn(t)Λnm(t′)〉 = (D21)
−i〈Λmn(t)Λnm(t′)〉
∑
α
|σαmk(t)|2
∫ t
0
dt1Kα(t1, t).
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With the same approach, we obtain a secular component
of the last term in (D9):
〈QInk(t)Λmk(t)Λnm(t′)〉 = (D22)
i〈Λmn(t)Λnm(t′)〉
∑
α
|σαnk(t)|2
∫ t
0
dt1Kα(t, t1).
We notice that nonsecular terms in the right-hand side of
Eq. (D9) are proportional to the products of S matrices
of the bath, such as given by Eq. (C19). These terms
rapidly disappear over time.
The contribution of Markovian fluctuations of the bath
to the evolution of the correlator of system operators is
described by the following equation:
d
dt
〈Λmn(t)Λnm(t′)〉 = (D23)
−
∑
α
∑
k 6=n
|σαnk(t)|2
∫ t
0
dt1Kα(t, t1)〈Λmn(t)Λnm(t′)〉+
∑
α
∑
k 6=m
|σαmk(t)|2
∫ t
0
dt1Kα(t1, t)〈Λmn(t)Λnm(t′)〉.
The correlator Kα(t) of the free bath is defined in Sec-
tion III D together with a susceptibility χα(ω) and the
spectrum Sα(ω). The upper limit t in (D23) can be re-
placed by infinity since the annealing time scale t is much
longer than the correlation time of the bath. Taking into
account the fluctuation-dissipation theorem (41) and the
fact that χα(0) = 2εα, we obtain∫ ∞
0
dt1Kα(t, t1) = TΥα − iεα, (D24)
where
Υα =
χ′′α(ω)
ω |ω=0
is a negligibly small parameter, Υα = ΥH = η/2. Finally,
keeping the main contributions to (D9), we derive a sim-
ple equation which governs the short-time evolution of
the system correlator:
d
dt
〈Λmn(t)Λnm(t′)〉 = (D25)
i
∑
α
εα

∑
k 6=n
|σαnk|2 −
∑
m 6=k
|σαmk|2

 〈Λmn(t)Λnm(t′)〉.
The solution of this equation,
〈Λmn(t)Λnm(t′)〉 = ei(ζm−ζn)(t−t
′) 〈Λmm(t′)〉, (D26)
has the additional factor oscillating in time with the fre-
quency ζm− ζn. Here we take into account Eq. (D8) and
also the definition (C35) of the polaron shift ζn.
3. Equations for system operators 〈Λnn〉
As the next step, we substitute the correlation func-
tions (D26) to Eq. (D6) taking into account that t′ = t1.
In the process, the system operator 〈Λmm(t1)〉 is re-
placed by 〈Λmm(t)〉 since this variable is practically un-
changed during the correlation time τmn of the function
eiωmnτ K˜mn(τ), where τ = t − t1. Equation (D6) trans-
forms to the equation for the system operator 〈Λnn〉,
〈Λ˙nn〉+ Γn〈Λnn〉 =
∑
m
Γnm 〈Λmm〉, (D27)
with the relaxation matrix Γnm,
Γnm =
∫ ∞
0
dτ K˜mn(τ) e
i(ζm−ζn)τ + {h.c.}, (D28)
and with the rate Γn =
∑
m Γmn. Notice that K˜
†
mn(τ) =
K˜mn(−τ), and that the matrix Γnm has no diagonal el-
ements. The matrix elements of the qubit operators in-
volved in Eq. (D28) are taken at time t. The bath correla-
tor K˜mn(τ) is given by Eq. (C27), and also by the simpler
expression (C34). Taking these formulas into account,
we derive Eq. (80) for the relaxation matrix Γnm. It is
of interest that the polaron shifts in Eq. (D28) precisely
cancel the polaron shifts in the bath correlator (C34) so
that the rate (80) does not contain ζn and ζm. This is
especially important for the multiqubit system where the
relative shift of two levels, ζm − ζn, can be quite large.
The master equation (79) for the probability distribution
of the system over basis states follows from Eq. (D27) if
we apply the procedure (74) that turns the system oper-
ator 〈Λnn〉 into the probability Pn.
4. Equations for system operators 〈Λmn〉
The time evolution of the qubit operator 〈Λmn〉, where
m 6= n, can be found from Eq. (75) averaged over free
bath fluctuations. Using the results of the previous sub-
section, and also a secular approximation, we obtain the
simple equation for the function 〈Λmn〉,
〈Λ˙mn〉+
(
Γn + Γm
2
+ i
δn − δm
2
)
〈Λmn〉 = 0. (D29)
Here, as in the previous subsection, the line width of the
n-level is defined as Γn =
∑
k Γkn, where the rates Γkn
are determined by Eq. (D28). These rates are given by
Eq. (82) for the case of identical environments, with the
spectra Sα(ω) = S(ω). In the more general case different
qubits are coupled to different environments, and these
environments have different spectral functions, such as
Sα(ω) 6= Sβ(ω) at α 6= β. In this case the rate Γnm can
be expressed in terms of the function Gnm(ω):
Γnm = Gnm(ωmn). (D30)
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where
Gnm(ω) =
∫ ∞
−∞
dτ eiωτ e−
∑
α(σ
α
m−σ
α
n )
2fα(τ) ×{∑
α
|σαmn|2f¨α(τ)+
[T¯mn −
∑
α
σαmn(σ
α
m − σαn )gα(τ)]×
[T¯ ∗mn −
∑
α
σαnm(σ
α
m − σαn )gα(τ)]
}
. (D31)
The renormalized matrix element T¯mn is given by
Eq. (C33). In accordance with the dispersion relations,
the frequency shift δn is also defined in terms of the func-
tion G(ω),
δn = −
∑
k
∫
dω
pi
Gkn(ω)
ω − ωkn . (D32)
Here, there is no simple convolution form for the function
Gnm(ω) and for the rate Γnm, as it takes place for the
case of identical environments described in Sec. V. We
notice that Eq. (D30) is equivalent to Eq. (D28) from
the previous subsection.
Appendix E: Gaussian and Lorentzian line shapes
In this appendix we describe properties of the functions
GLmn(ω) andG
H
mn(ω) used in Sec. VA. The low-frequency
envelope (with an index µ = L) and the high-frequency
function (with µ = H) are defined as
Gµmn(ω) =
∫ ∞
−∞
dτ eiωτ e−amnfµ(τ). (E1)
The low-frequency dissipative function fL is given by
Eq. (43). The function GLmn(ω) is described by a Gaus-
sian lineshape,
GLmn(ω) =
∫
dτ ei(ω−εmn)τ−W
2
mnτ
2/2 =√
2pi
W 2mn
exp
[
− (ω − εmn)
2
2W 2mn
]
, (E2)
where εmn = amnεL, and W
2
mn = amnW
2 = 2 εmn T. At
εmn → 0, we have GLmn(ω)→ 2piδ(ω).
We assume that the high-frequency function GHmn(ω),
defined by Eq. (E1) where µ = H , includes the case of
strong interaction of qubits with a Markovian heat bath.
This bath is characterized by the flat spectrum SH(ω) =
SH(0) and by the function fH(τ) =
1
2 SH(0) |τ |. The
function GHmn(ω) (E1) related to the Markovian bath has
a Lorentzian shape [17],
GHmn(ω) =
2γmn
ω2 + γ2mn
. (E3)
In the Markovian case the linewidth γmn,
γmn =
amn
2
SH(0), (E4)
should be much smaller than the inverse correlation time
of the high-frequency bath. We also expect that the func-
tion GHmn(ω) covers a weak interaction of qubits with
a non-Markovian bath characterized by the frequency-
dependent spectrum SH(ω). Taking into account that
in the weak-coupling limit the function fH is small, we
expand the exponent in Eq. (E1) and keep linear terms
in power of fH . We obtain the following formula for the
function GHmn(ω):
GHmn(ω) =
2piδ(ω)
[
1− amn
∫
dx
2pi
SH(x)
x2
]
+ amn
SH(ω)
ω2
. (E5)
Equations (E3) and (E5) can be combined by a straight-
forward modification of the Markovian expression (E3),
GHmn(ω) =
amn SH(ω)
ω2 + γ2mn
. (E6)
Evidently, at SH(ω) = SH(0), Eq. (E6) includes the
Markovian case (E3). In the limit of zero qubit-bath
coupling (at SH → 0) both expressions, (E5) and (E6),
turn into δ(ω) function, GHmn(ω) → 2piδ(ω). Finally, at
nonzero frequencies, ω ≫ γmn, both functions, (E5)
and (E6), are inversely proportional to the frequency
squared and linearly proportional to the noise spec-
trum SH(ω), as it takes place in the Bloch-Redfield
limit: GHmn(ω) = amnSH(ω)/ω
2. This means that the
Lorentzian line shape (E6) provides an appropriate de-
scription of the function GHmn(ω) in the whole range of
frequencies.
Both functions, GLmn(ω) (E2) and G
H
mn(ω) (E6), meet
the equilibrium condition,
Gµmn(ω)
Gµmn(−ω) = e
ω/T , (E7)
and the normalization condition,∫
dω
2pi
Gµmn(ω) = 1. (E8)
The normalization condition directly follows from the
definition (E1). We recall that the index µ takes two
values: µ = L,H.
Appendix F: Rates and probabilities for the
16-qubit system
In this appendix we calculate the rate Γ1′2′ (88) of the
system relaxation between the states |1′〉 and |2′〉. These
states are defined as superpositions (104) of the instanta-
neous ground and first excited states. The rotation angle
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FIG. 6: (a) At large coupling to the HF bath (η = 0.25) and
at a small interaction with the LF noise (W = 2 mK), the
hybrid rate Γ12 is close to the Bloch-Redfield rate Γ
R
12. (b)
The perturbation parameter Γ12 τ21 is less than 0.3.
Θ(s) is chosen as the solution of Eq. (106). Hereafter we
drop primes from the state number and use Γ12 instead of
Γ1′2′ . In Figs. 6a, 7a, and 8a we show the s-dependence of
the hybrid relaxation rate Γ12 (black line) in comparison
to the Marcus rate (blue dashed line) and to the Bloch-
Redfield rate (red dashed line). The Bloch-Redfield rate
is calculated with Eq. (97), whereas the Marcus rate is
given by Eq. (99). To verify our approach, in Figs. 6b,
7b, and 8b we show the evolution of the supposed-to-be
small parameter Γ12× τ12 (84) during the annealing pro-
cess. Recall that all rates and parameters are written in
the rotated basis (104). We keep the same temperature,
T = 10 mK, in every figure. We change, however, the
coupling constant η and the MRT line width W , thus
changing a relative contribution of the high-frequency
bath and the low-frequency environment to the hybrid
rate Γ12. Figure 6a is related to case of the large cou-
pling to the high-frequency bath, with η = 0.25, whereas
the role of the low-frequency noise is diminished, with
W = 2 mK. In this case the hybrid rate Γ12 is close to the
Bloch-Redfield rate ΓR12. The perturbation parameter re-
mains low during the annealing process, Γ12τ21 ≤ 0.3. In
Fig. 7 we consider the intermediate case where qubit cou-
plings to both low-frequency and high-frequency environ-
ments are quite large, so that η = 0.25 and W = 10 mK.
Here, the hybrid rate Γ12 differs from the Redfield rate
ΓR12 and from the Marcus rate Γ
M
12 . The perturbation pa-
rameter is decreasing: Γ12τ21 < 0.04. Fig. 8 shows that,
at the smaller coupling to the high-frequency bath, where
η = 0.1, and at the quite strong interaction of qubits with
the low-frequency noise, with W = 10 mK, the hybrid
rate Γ12 almost coincides with the Marcus rate Γ
M
12 . The
validity of these results is verified by the small parameter
Γ12τ21 < 0.008 shown in Fig. 8b.
In Fig. 9, in parallel with the energy spectrum, we
plot a time dependence of the probabilities P1 and P2 to
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FIG. 7: (a) When both couplings are large (η = 0.25 and
W = 10 mK), the hybrid rate Γ12, taken along the annealing
path, deviates from Bloch-Redfield, ΓR12, and from Marcus,
ΓM12 , rates. (b) The perturbation parameter is small, Γ12 τ21 <
0.04.
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FIG. 8: (a) At sufficiently large coupling of the system to the
low-frequency bath, whereW = 10 mK, and at small coupling
to the high-frequency bath, with η = 0.1, the hybrid rate Γ12
is close to the Marcus expression ΓM12 . (b) The perturbation
parameter is decreasing in this case: Γ12 τ21 < 0.01.
find the 16-qubit system in the instantaneous eigenstates
|1〉 and |2〉 of the Hamiltonian HS (18). To calculate
these probabilities, we obtain the numerical solution of
the master equation (79) for the probabilities P1′ and P2′
to observe the system in the states |1′〉 and |2′〉 (104). Af-
ter that, we rotate the basis back, to the instantaneous
energy eigenstates |1〉 and |2〉. The contribution of the
off-diagonal elements of the density matrix to the prob-
abilities P1 and P2 rapidly disappears as it follows from
Eqs. (96) and (C19). We also show the evolution of the
probability PGM (blue curve) to find the system in the
state |GM〉 defined in (103). Here, we have a qualitative
agreement with the experimental results shown in Fig. 2d
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FIG. 9: (a) Instantaneous energy spectrum of the 16-qubit
system near the anticrossing point. (b) The evolution of the
probabilities P1, P2 to find the system in the instantaneous
energy eigenstates during the annealing process at the total
anneal time tf = 2 ms and at η = 0.1, W = 10 mK, T =
10 mK. We also show the time evolution of the probability
PGM for the system to be in the |GM〉.
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