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The decoherence of quantum states defines the transition between the quantum world and classical
physics. Decoherence or, correspondingly, quantum mechanical collapse events pose fundamental
questions regarding the interpretation of quantum physics. They are also technologically relevant
because they limit the coherent information processing performed by quantum computers. We
have discovered that this transition regime enables a novel type of matter transport. Applying
this discovery, we present nanoscale devices in which random quantum collapse events produce
fundamentally novel phenomena by interrupting the unitary dynamics of electron wave packets. For
most of the time, however, the wave packets proceed in coherent superpositions. Geometrically
asymmetric conductors with mesoscopic length scales act as rectifiers with unique properties. They
function in linear response, so Onsager’s reciprocity relations do not apply to transport of this kind.
The interface between the quantum and the classical worlds therefore provides a novel transport
regime of value for the realization of a new category of mesoscopic electronic devices. These devices
provide functions that have been considered impossible until now.
I. INTRODUCTION
The measurement process is a mysterious phenomenon
at the heart of quantum physics. Starting with the
Copenhagen interpretation [1, 2], numerous approaches
have attempted to describe this phenomenon. For an
overview, see, e.g., [3]. The Copenhagen interpretation,
for example, states that a measurement causes a spon-
taneous collapse of the wave function [4], whereas the
decoherence theory attributes the apparent collapse to
the entanglement of the system and its environment[5–7].
Hitherto unknown processes are also considered to cause
quantum collapses, which for macroscopic systems cre-
ate an observer-independent reality [8]. We assume here
that physically real collapse events are initiated by inelas-
tic interactions and show that they impact mesoscopic
transport without a macroscopic measurement process.
Indeed, inelastic scattering events are essential to de-
scribe electron transport and are well known to cause
phase-breaking and decoherence. For the notation, see
appendix, section B.
We analyze the mesoscopic transport of electrons by
considering the event-type character of inelastic scat-
tering, which initiates collapse processes [9]. The idea
behind this approach is presented in Fig. 1. Whereas
electron transport in the quantum regime is described
by propagating plane waves and interference effects
(Fig. 1a), it is characterized in the classical world by
scattering events of particles (Fig. 1c). These two trans-
port regimes are exemplified by the Landauer–Bu¨ttiker
formalism [10, 11] and by the Drude–Sommerfeld model
[12, 13], respectively. We focus here on the transition
regime between the classical and the quantum transport
(Fig. 1b). Existing formalisms assessing this regime are
usually based on the Kubo formalism, which ensemble-
averages the effects of collapses and dephasing processes
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Figure 1: Illustration of electron transport through a ring
structure in (a) the quantum world, (c) the classical or semi-
classical world, and (b) in the transition regime between both
worlds. (a) In the quantum world, plane electron waves inter-
fere without any events. (c) In the classical world, localized
particles undergo numerous inelastic scattering events (red di-
amonds). (b) In the transition regime, wave packets interfere
and undergo possible scattering events (halffilled diamond),
corresponding to a quantum mechanical measurement pro-
cess. The interference affects the events, and the events in
turn affect future interference.
[14]. Such effects include the broadening of energy lev-
els [15] or “washing out of states” [16], and adding
noise to wave functions’ amplitudes and phases [17–19].
These methods find a smooth crossover from the quan-
tum regime to the classical world [20, 21], because deco-
herence is modeled by averaging as a decay process that
is described by the non-unitary evolution of the reduced
density matrix.
However, an inelastic scattering event, is an individual
event that does or does not take place. It breaks time-
reversal symmetry by initiating a collapse of the wave
function and occurs in real space at a distinct location
and time [9]. The spontaneous breaking of time-reversal
invariance in the microscopic dynamics does not fit the
assumptions underlying Onsager’s reciprocity relations
[22, 23]. It is therefore not guaranteed that the trans-
port coefficients have to obey these relations if quantum
collapse processes are relevant. The scattering probabil-
ity is proportional to the likelihood of finding an electron
at a scattering site and depends on the shape of the wave
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2Figure 2: Symmetric and asymmetric nanoscale conductors.
The figure shows a symmetric line, conductors with a trans-
verse asymmetry and a longitudinal asymmetry, and an ex-
ample of an asymmetric Aharonov-Bohm ring (from left to
right).
function. The temporal evolution of the electron state is
thus a function of the relative phases of the plane waves
that form the wave packet.
The wave packets have average momenta close to
the Fermi momentum; they are not delocalized Bloch
waves. This assumption, which is the basis of the well-
established semiclassical description of electron dynamics
[24], is central to our calculations. Our approach has par-
allels to the quantum-trajectories method used in quan-
tum optics [25, 26], but also considers collapse processes
that are induced not by a macroscopic measurement ap-
paratus, but by inelastic scattering. In contrast to the
quantum state diffusion model [27, 28], our wave packets
evolve unitarily between collapse events.
We analyze homogeneous conductors with screened
electron–electron interactions and, for simplicity, with-
out additional elastic scattering. The conductors con-
nect two ports, A and B, and are shaped asymmetrically
perpendicular to or in the direction of the current flow
(transversal and longitudinal asymmetry). We compare
these conductors to Aharonov–Bohm rings [29, 30] with
a transversal asymmetry, and to symmetric devices, as
illustrated in Figs. 2 and 3. Without inelastic scatter-
ing, the transmission probability of wave packets through
such devices is independent of the travel direction, which
is a direct consequence of the unitarity of the S-matrix,
see, e.g., [31] and appendix, section C.
II. DETAILED DEVICE MECHANISM
A. Behavior in the Unitary Regime
For a device supporting ballistic transport, the scat-
tering matrix is unitary; the reflection and transmission
coefficients are independent of the current flow direction
[15, 20]. We begin by solving Schro¨dinger’s equation for
the given device geometry by exact diagonalization us-
ing a tight-binding model. The electron waves emitted
by A or B into the one-dimensional conductor are de-
scribed by Gaussian wave packets with momenta cen-
tered at kF = pi/(3a), with the lattice constant a. As
(a)
0 20 40 60 80 100
time [fs]
0.0
0.2
0.4
0.6
0.8
pr
ob
ab
ili
ty
L → L
R → R
L → R
R → L
(b)
(c)
0 10 20 30 40 50
time [fs]
0.0
0.2
0.4
0.6
0.8
pr
ob
ab
ili
ty
L → L
R → R
L → R
R → L
(d)
(e)
0 40 80 120 160 200
time [fs]
0.0
0.2
0.4
0.6
0.8
pr
ob
ab
ili
ty
L → L
R → R
L → R
R → L
(f)
(g)
0 10 20 30 40 50 60 70 80
time [fs]
0.0
0.2
0.4
0.6
0.8
pr
ob
ab
ili
ty
L → L
R → R
L → R
R → L
(h)
Figure 3: Layouts of transport structures with (a) a trans-
verse asymmetry, (c) a longitudinal asymmetry, (e) an asym-
metric Aharonov–Bohm loop, and (g) a symmetric device.
The devices (a) and (e) are operated with an applied magnetic
field perpendicular to the device plane and to the current flow
direction. The structures connect two ports A and B. (b, d,
f, h) Transmission probability Pm→n for electrons emitted by
port m to reach port n calculated as a function of time after
emission. The calculations shown refer to the scattering-free,
unitary transport properties for the lengths of the devices (a,
c, e, g) of 3.0 nm, 1.8 nm, 12 nm, and 2.4 nm, respectively.
mentioned above, the device mechanism does not require
electron–electron interactions. The exact eigenfunctions
of the single-particle Hamiltonian are used to compute
the time evolution of the states as described in more de-
tail in appendix, section C. Figure 3 displays the prob-
ability that the electron has reached one of the ports of
the conductor with the transverse asymmetry as a func-
3tion of time t after the electron emission. As demanded
by unitarity, in the long-time limit, these probabilities
are reciprocal, independent of the original direction of
the electron. Conversely, the time evolution does de-
pend on the travel direction. The left–right symmetry is
broken because the phase shifts of the individual plane
waves are nonreciprocal. As the phase shifts are also k-
dependent, they influence the temporal behavior of the
wave packet, which comprises many plane waves with
different k-values. This leads to τA→B 6= τB→A, where
τA→B denotes the time spent in the device by a wave
packet coming from port A before it leaves through port
B. See also videos A1, A2.
We find that a nonreciprocal temporal dependence of
particle transport is a generic property of many quantum
devices with appropriately broken symmetries. Fig. 3c
shows a quantum dot that is symmetric in the transversal
direction, but asymmetric in the longitudinal direction.
In these devices, the reflected electrons follow a nonre-
ciprocal temporal dependence even without an applied
magnetic field. The nonreciprocal temporal dependence
has been predicted for asymmetric Rashba rings and
for Aharonov–Bohm rings biased with magnetic fields
(Fig. 3e, videos A2a, b) [32, 33]. In contrast, samples
without adequately broken symmetries (Fig. 3h), show
the well-known reciprocal transport.
B. Behaviour with Scattering Events
We now add individual quantum collapse events [27,
28] to the dynamics of the wave packets. These inelas-
tic processes are induced by electron-phonon or electron-
defect scattering. To add a phonon system to the device,
we couple the device to a heat bath, for example to a
substrate at a temperature T that is small compared to
the energy of the injected electrons. Collapse events are
considered to occur at rates on the order of one inelastic
scattering event per particle transmission. Their occur-
rence is modeled by a Poisson process at a rate propor-
tional to the coupling between electrons and the defect
or phonon systems.
We compute the unitary evolution of the wave packet
up to a collapse event at time tc, which causes a transi-
tion to a new quantum state. This transition transforms
the electron wave into a new state, by projecting it onto
an eigenstate of the “measured” observable [4]. It is dis-
continuous and indeterministic, meaning that the wave
function changes in an unpredictable way. This process
is usually called phase breaking or loss of phase mem-
ory. For t > tc, the wave packet evolves again unitar-
ily until it undergoes a second random collapse event or
leaves the system via the two ports, see video A3. Note
that we do not assume a continuous collapse associated
with a continuous “null measurement” between collapse
events. Instead, to account for a negative measurement
at tc, we rather perform a projection onto the orthogonal
complement of the state that corresponds to a positive
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Figure 4: (a-f) Illustration of the propagation of an electron
wave packet through a device with longitudinal asymmetry.
Panel (a) shows the wave packet entering the device from the
left and (b) propagating to the right (arrow). Between (c)
and (d) a collapse process occurred at a scattering center in
the device, such that a new wave packet is generated at the
center (d). The wave packet then evolves again unitarily (e,f)
to leave the device to the left and, to a smaller extent, to the
right.
measurement. Thus, we consider the wave function to
be a complete description of the dynamics of individual
electrons between the random collapse events.
We emphasize that no agreement exists within the
community regarding the exact modeling or even the na-
ture of the collapse phenomenon or the quantum me-
chanical measurement process in general. Remarkably,
our conclusions do not qualitatively depend on the de-
tailed collapse implementation. We have considered two
scenarios which both entail complete loss of momentum
and phase memory, corresponding to a strong position
measurement [4]. In these scenarios, the wave function
is projected at tc onto either (i) a fixed site or (ii) a ran-
dom site within the device. To illustrate this point, Fig. 4
shows (a,b,c) snapshots of the evolution of a wave packet
after emission, (d) the result of a collapse into a new wave
packet, and (e,f) the ensuing unitary evolution.
With, on average, one collapse event per transmission,
the transmission probability through the device is also
nonreciprocal, in contrast to the unitary case. The re-
sults are presented in Fig. 5 for a device as shown in Figs.
3c, D1b that has a scattering-free transmission time in
the forward direction of ≈ 6 fs and a duration of the re-
flections of ≈ 18 fs (3d). The transmission coefficients
from A to B and from B to A, PA→B and PB→A, respec-
tively, are defined as the conditional probability of having
reached port B or A at a sufficiently long time after ejec-
4Figure 5: Transmission probabilities PA→B and PB→A calculated as a function of the collapse time τc ≤ τs, i.e., the mean time
between collapses, of a structure shown in Figs. 3c, D1b subject to type (ii) collapses. The central device has a length of 1.8 nm.
The sorting function of the device is shown on the right. Significant sorting is achieved for 3× 10−16 s < τc < 2× 10−13 s, when
the transport deviates from reciprocity. Note that for τc . 4× 10−18 s transport through the structure is surpressed, due
to frequent measurement of the electron position. The data of the two colormaps have each been obtained from 6.4× 106
trajectories.
tion from the other port. They are plotted in Fig. 5 as
a function of the collapse time τc ≤ τs, where τs is the
inelastic scattering time. If scattering is rare (large τc,
τs), then PA→B and PB→A are equal. When the collapse
time becomes shorter than ≈ 2× 10−13 s, the electrons
emitted by A advance to B with increasing probability
(Fig. 5), whereas electrons emitted by B do not reach
port A with the same probability (Fig. 5).
The nonreciprocity of the device is quantified by the
difference of the transmission probabilities in both di-
rections, fs = PA→B − PB→A. For the ballistic regime
and for large τc, fs indeed vanishes, as shown in Fig. 5.
However, sorting starts for τc . 2× 10−13 s, and, as ex-
pected, electrons that are emitted in equal numbers by A
and B reach port B with a higher probability than port
A. This sorting is completely absent for the symmetric
device, which is characterized by a reciprocal time de-
pendence of the unitary electron trajectories. (Figs. 3h,
D1d, D2). The effect peaks in a well-defined window
of collapse times between 3× 10−16 s and 2× 10−13 s, in
which τc is of the order of the non-reciprocal difference
of the unitary dwell times in the device. Furthermore,
we observe a restoration of reciprocity at small scatter-
ing times, corresponding to the crossover to classical dif-
fusive transport. Fig. 5 displays the transition to the
classical behavior for τc . 3× 10−16 s. In this regime,
PA→B peaks at 0 and 1, i.e., the coherent distribution of
the wave packet between both ports has disappeared. In-
stead, each trajectory stochastically reaches a single port,
preserving reciprocity of the ensemble of trajectories.
The stochastic collapse processes cause a broad distri-
bution of the transmission probabilities (Fig. 5) with a
rich, nonreciprocal fine structure. This broad distribu-
tion is characterized by a net transmission asymmetry
between ports A and B. In general, this transmission
asymmetry is not caused by a magnetic field bias and
thereby cannot be explained by Onsager’s relation [22].
In the example shown in Fig. 5, a magnetic field is not
even applied. The exemption from Onsager’s relation
in the transition regime is due to the breaking of mi-
croscopic time-reversal invariance by the collapse events
that is not averaged out in sufficiently small systems.
We emphasize that these calculations simply solve
Schro¨dinger’s equation with the additional implementa-
tion of stochastic collapse processes using wave-function
projections and obtain directed transport without exter-
nal driving as, e.g., in Brownian motors [34].
The effects presented here differ from the nonrecipro-
5cal behavior of standard diodes [35], quantum rings [36],
quantum dots [37], chiral structures [38], Weyl semimet-
als [39], non-centrosymmetric superconductors [40], and
multiferroics [41]. In those cases, the nonreciprocity is
achieved by nonlinear, higher-order processes; the linear
response is assumed to be controlled by Onsager’s rela-
tions.
III. DISCUSSION AND OUTLOOK
The transition between the quantum and classical
worlds is of intense interest. It harbors fundamental
questions concerning the appropriate description of de-
coherence and the measurement process. The devices we
have discussed operate precisely at the border between
these two worlds, because they utilize a small number of
random phase-breaking events that interrupt the other-
wise unitary evolution of wave packets. Devices designed
with this principle feature functions that are unobtain-
able by considering purely coherent quantum physics or
a classical framework.
Our work shows that in the unitary regime, electrons
flow through a wire with nonreciprocal effective veloci-
ties, if the wire is shaped with a longitudinal asymmetry.
In the presence of individual scattering events, the trans-
mission and reflection probabilities are also nonrecipro-
cal. Therefore, nothing more than nanostructuring is re-
quired in order to achieve rectification in linear response
by a film of, e.g., Au or GaAs. Quantum physics predicts
that such structures will exert a sorting function between
particles traveling in thermal equilibrium in opposite di-
rections, leading to a nonreciprocal linear conductance.
The sorting function is confined to a well-defined spatio-
temporal region in which the average time between col-
lapse events matches the characteristic dwell time of the
wave packets in the nanodevice. Sorting is achieved in
linear response, which opens fundamental questions. Do
such devices also sort electrons if these are driven by the
thermal current noise [42, 43] of ohmic resistors? Does
the validity range of the second law of thermodynamics
cover the transition regime? If so: What are the reasons?
If not: What are the consequences? See also [44].
These phenomena are expected to occur not only in
top-down patterned devices, but also in molecules with
appropriate structures and in crystals with suitable lat-
tices. The effects are scalable, so that in principle, prac-
tical devices appear to be possible (see Fig. 6 for an
illustration). As partial coherence is required to ex-
ist only across individual molecules, the device output
would increase with the number of molecules. The ef-
fects described here are explorable by experiments on
mesoscopic electron devices or photonic systems. Ow-
ing to the generic nature of the effects described here
and the ubiquity of decoherence, these effects may have
implications for biology and astrophysics.
Figure 6: Schematic illustration showing the principle of
implementing the function of the devices shown in Fig. 3
into macroscopically large objects. The sketch renders a
macroscopic array of conducting molecules forming asymmet-
ric Aharonov–Bohm loops. These molecules connect to ports
(gold) with incoherent electron systems. The sorting function
of the array scales with the number of molecules.
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7Appendix A: Videos
Videos of selected time evolutions. The videos are avail-
able at https://www.fkf.mpg.de/mannhart.
(a) (b)
Figure A1: (a) Unitary propagation of a wave packet (blue)
across a conducting line (gold) with a transverse asymmetry.
A magnetic field is applied perpendicular to the conducting
plane. The wave packet, presented as |ψ(r, t)|2, arrives from
the left and is partially reflected. The data have been obtained
by exact diagonalization as described in the main text. (b)
The wave packet arriving from the right.
(a) (b)
Figure A2: (a) Unitary propagation of a wave packet (blue)
across an asymmetric Aharonov-Bohm ring (gold) biased with
a magnetic flux penetrating the hole of the ring. The wave
packet, presented as |ψ(r, t)|2, arrives from the left and passes
the ring in a straightforward manner. The data have been
obtained by exact diagonalization as described in the main
text. (b) The wave packet arriving from the right passes the
ring only after having been reflected back and forth.
Figure A3: Propagation of a wave packet in a closed system
provided by two contacts and an asymmetric Aharonov-Bohm
ring biased with a magnetic flux penetrating the hole of the
ring. The wave packet is represented by |ψ(r, t)|2. The uni-
tary propagation is interrupted by three collapse processes
highlighted in purple which correspond to negative and to
positive result measurements. The data have been obtained
by the method described in the main text.
Appendix B: Notation “quantum mechanics” and
“quantum physics”.
In this manuscript, the term “quantum physics” is used
to refer to the body of the unitary “quantum mechan-
ics” and to non-unitary decoherence or measurement pro-
cesses.
Appendix C: Methods
1. Time-dependent wave packets and currents
In this part of the supplement, we show that the time-
dependent currents of wave packets are not reciprocal in a
two-terminal device. Nevertheless, the total transported
charge is reciprocal in the long time limit. Unitary evolu-
tion yields therefore reciprocal transport characteristics
independent from the shape of the electronic wave func-
tion in the steady state.
We consider a one-dimensional wire along the x-axis on
a two-dimensional substrate with a local potential V (rˆ)
confined to a finite region in the x/y-plane and a homo-
geneous magnetic field perpendicular to the plane. The
wire is attached to charge reservoirs (ports) on the left
and the right side with chemical potentials µl and µr,
respectively. The single-particle Hamiltonian reads then
(with electron charge qe = e and mass me)
H =
pˆ− ecA(rˆ)2
2me
+ V (rˆ) + Vconf (rˆ) (C1)
The potential Vconf (rˆ) confines the electrons to the wire,
whereas the potential V (x, y) = 0 for |x| > R. With
the choice A(x, y) = (0, Bx, 0)T , we can approximate the
eigenfunctions of (C1) in the wire outside the interac-
tion region by plane waves ψ1,2(x, y) = φn(y)ψ
1,2
k (x) with
ψ1,2k (x) ∝ exp(±ikx) The transversal quantum number is
denoted by n. We assume for simplicity that the energy
Ek = ~2k2/(2me) of ψ1,2k,n does not depend on it.
The asymptotic form of ψ1,2k (x) for |x|  R reads in
general
ψ1k =
1
N
{
eikx +Rlke
−ikx x −R
T lke
ikx x R (C2)
ψ2k =
1
N
{
T rk e
−ikx x −R
e−ikx +Rrke
ikx x R (C3)
with the normalization factor N ∝ √L, where L R is
the length of the wire. A wavefunction with energy E(k)
is in general a superposition of incoming waves from the
left with amplitudes A−k and from the right with ampli-
tudes A+k (k ≥ 0). Both waves are scattered in the region
of V (r) 6= 0, with direction-dependent transmission and
reflection amplitudes T sk , R
s
k, s = r, l. The S-matrix of
8the system reads
Sˆk =
(
T lk R
r
k
Rlk T
r
k
)
(C4)
Unitarity of Sˆk requires:∣∣T sk ∣∣2 = 1− ∣∣Rsk∣∣2 s = r, l (C5)∣∣T lk∣∣2 = ∣∣T rk ∣∣2 (C6)
In the steady state, the current jk,n(x0) of state ψ
1
k,n
injected from the left reservoir at some point x0  −R
reads
jlk,n(x0) =
ev(k)
N2
(C7)
with the electron velocity v(k) = ~k/me. The total cur-
rent injected from the left and passing the point x0 is
I l(x0) = e
∑
k,n
v(k)N−2 = eNy
µl∫
0
dEρ (E) v (k (E))L−1
(C8)
Here, Ny is the number of transversal channels and
ρ(E) = 2L/ (hv(E)) is the one-dimensional density of
states per channel. It follows
I l(x0) =
2e
h
Nyµl (C9)
The total current at x0 contains a contribution from elec-
trons which are reflected at the central region and those
transmitted from the right reservoir:
I(x0) =
2e
h
Ny
 µl∫
0
dE
∣∣∣T lk(E)∣∣∣2 −
µr∫
0
dE
∣∣∣T rk(E)∣∣∣2

(C10)
To obtain the linear response for stationary states, one
averages
∣∣∣T l,rk(E)∣∣∣2 over E. Using (C6),
I(x0) =
2e
h
Ny
∣∣∣T lk(E)∣∣∣2(µl − µr) (C11)
=
2e2
h
Ny
∣∣∣T lk(E)∣∣∣2(Vl − Vr) (C12)
where Vl (Vr) are the voltages of the left (right) reser-
voir. One sees that because of (C6), the coherent linear
response for stationary states is reciprocal and I(x0) = 0
if Vl = Vr.
Now we consider wave packets instead of the time-
independent stationary eigenstates of the system, e.g.,
of gaussian form. At the initial time t = 0, the packet is
localized in the left part of the wire around xlin  −R
with momentum expectation value ~k0 > 0, moving to
the right.
ψl(x, 0) = (piw)
−1/4e−
(x−xlin)2
2w + ik0x (C13)
=
∞∫
0
dk
(
A−l,kψ
1
k(x) +A
+
l,kψ
2
k(x)
)
(C14)
If the packet is sufficiently narrow, the coefficients A±l,k
may be computed using the asymptotic expressions (C2),
(C3) to obtain
A−l,k =
w1/4N√
2pi3/4
e−
w
2 (k−k0)2−ikxlin (C15)
A+l,k = (B
−
l,k −A−l,kRlk)/T rk (C16)
B−l,k =
w1/4N√
2pi3/4
eik0x
l
ine−
w
2 (k+k0)
2+ikxlin (C17)
The state (C14) is time-dependent. The associated cur-
rent at some point xr  R on the right side of the inter-
acting region reads at time t
jl(xr, t) =
e
me
<〈ψl(t)∣∣δ(x− xr)pˆx∣∣ψl(t)〉 (C18)
where <z denotes the real part of z. Now
ψl(x, t) =
∞∫
0
dk
(
A−l,kψ
1
k(x) +A
+
l,kψ
2
k(x)
)
e−iE(k)t/~
(C19)
and to compute jl(xr, t) we may use the asymptotics of
ψ1,2k (x). This yields
jl(xr,t) =
e~
meN2
<
∞∫
0
dk
∞∫
0
dk′
{
k′
[
C∗l,kCl,ke
i(k′−k)xr
+A+∗l,kCl,ke
i(k+k′)xr
]− k′[C∗l,kA+l,ke−i(k+k′)xr
·A+∗l,kA+l,kei(k−k
′)xr
]}
ei(E(k)−E(k
′))t/~ (C20)
with Cl,k = T
l
kA
−
l,k +A
+
l,kR
r
k. We consider now a second
initial state ψr(x, 0) obtained from ψl(x, 0) by reflection
of x at the origin: ψr(x, 0) = ψl(−x, 0), centered around
−xlin  R.
ψr(x, 0) = (piw)
−1/4e−
(x+xlin)
2
2w −ik0x (C21)
=
∞∫
0
dk
(
A−r,kψ
1
k(x) +A
+
r,kψ
2
k(x)
)
(C22)
The state ψr(x, t) has average momentum −~k0 and
moves to the left. The coefficients A±r,k read
A+r,k = A
−
l,k (C23)
A−r,k = (B
+
r,k −A+r,kRrk)/T lk, B+r,k = B−l,k (C24)
9For this state, we calculate the current at a time t and
at the point xl = −xr. The result is
jr(−xr,t) = e~
meN2
<
∞∫
0
dk
∞∫
0
dk′
{
k′
[
A−∗r,kA
−
r,ke
i(k−k′)xr
+ C∗r,kA
−
r,ke
−i(k+k′)xr]− k′[A−∗r,kCr,kei(k+k′)xr
· C∗r,kCr,kei(k
′−k)xr]}ei(E(k)−E(k′))t/~ (C25)
with Cr,k = T
r
kA
+
r,k +A
−
r,kR
l
k. By comparing (C20)
and (C25), one sees that the currents are reflection-
symmetric, i.e., jr(−xr, t) = −jl(xr, t), if T lk = T rk and
Rlk = R
r
k. This follows from the reflection symmetry of
the Hamiltonian
H(pˆx, pˆy, xˆ, yˆ,A(xˆ, yˆ))
= R(H)
= H(−pˆx, pˆy,−xˆ, yˆ,A(−xˆ, yˆ)) (C26)
because then
R(ψ)(t) = eitH/~R(ψ(0))
= R
(
eitH/~ψ(0)
)
= R
(
ψ(t)
)
(C27)
However, if (C26) is not satisfied, we have in general
T lk = T
r
k e
iθk , Rlk = R
r
ke
iϑk (C28)
the left and right transmission and reflection coefficients
differ by phase factors, which are allowed by the unitarity
of the S-matrix Sˆk. If the θk, ϑk do not vanish, it follows
jr(−xr, t) 6= −jl(xr, t), i.e., the time-dependent currents
are not reciprocal.
Nevertheless, the total charge transported from the
left to the right over a sufficiently long time equals the
total charge flowing from the right to the left, so that
the steady state has reciprocal transport characteristics,
in accordance with the result (C12), which follows from
(C6). The charge of initial state ψl(x, 0) flowing through
the point xr in the time interval [0, T ] to the right is given
by
Ql→r(xr, T ) =
T∫
0
dtjl(xr, t) (C29)
whereas the charge of state ψr(x, 0) flowing to the left
through point −xr reads
Qr→l(−xr, T ) = −
T∫
0
dtjr(−xr, t) (C30)
The limit T →∞ exists (0 ≤ Q(x, T ) ≤ e) because we
consider an open system without periodic boundary con-
ditions. Thus the electron may pass the point x and never
come back - otherwise Q(x,∞) would be either zero or
infinity. Reciprocity of the steady state corresponds to
Ql→r(xr,∞) = Qr→l(−xr,∞). Because
lim
T→∞
T∫
0
dteitE/~ = piδ(E/~) + iP
(
~
E
)
(C31)
where P denotes the principle part, we obtain
Ql→r(xr,∞) = epi
N2
∞∫
0
dk
[∣∣Cl,k∣∣2 − ∣∣A+l,k∣∣2] (C32)
and
Qr→l(−xr,∞) = epi
N2
∞∫
0
dk
[∣∣Cr,k∣∣2 − ∣∣A−r,k∣∣2] (C33)
Using the identity T r∗k R
l
k + T
l
kR
r∗
k = 0, which follows
from the unitarity of Sˆk, one may show that the inte-
grands of (C32) and (C33) are the same. Therefore
Ql→r(xr,∞) = Qr→l(−x,∞) (C34)
as anticipated.
2. Numerical implementation
The numerical implementation starts with the tight-
binding Hamiltonian:
H = 4t
(∑
i∈Λ
c†i ci
)
− t
∑
〈i,j〉∈Λ
c†i cj (C35)
where t denotes the hopping energy, 〈i, j〉 a pair of neigh-
bouring sites and c†i , ci the creation and annihilation op-
erators on site i. For t we take 1 eV leading to typical
dwelling times of several fs in the device. The lattice Λ
defines the system geometry and size. The leads are long
lines and are connected by periodic boundary conditions.
The total system contains 5065 sites to ensure that dur-
ing the observation time the wave packets do not return
back into to device. Gaussian wave packets as defined
before with w = 9 and k0 = pi/(3a), where a is the lat-
tice constant of Λ, serve as initial wave functions for the
time evolutions. For the calculations presented, a value
of a = 0.3 nm was used. The resulting momentum space
width is ∆k = 1/(3a). As in Eq. (C18), we calculate
the time-dependent probability currents at sites (-25,0)
and (25,0) to obtain the total transmitted and reflected
charges as in Eqs. (C29), (C30). The time is discretized
in steps of width ∆t = min{2.6× 10−17 s, τc/20} to ob-
tain an adequate temporal resolution in the time integrals
of the currents and the dynamical collapse events.
The collapse events are computed in the following way:
A collapse occurs with probability pc per unit time, the
10
rate constant of the corresponding Poisson process is then
Γc = 1/τc = pc, where τc is the average time between col-
lapses occurring at times tc(n) and tc(n + 1). The rate
constant Γc is proportional to the coupling between the
electron and the localized degree of freedom with which it
interacts inelastically. The inelastic event itself is treated
like a measurement process: The electron with wave func-
tion ψ(tc(n)) becomes localized (positive measurement)
and acquires the wavefunction ψloc at time tc(n)+  with
probability p = |〈ψ(tc(n))|ψloc〉|2.
In case of a negative measurement, the state at tc(n)+
is the projection of ψ(tc(n)) onto the orthogonal comple-
ment of ψloc. This happens with probability 1− p. From
the time tc(n)+ onwards, the state develops according to
the time-dependent Schro¨dinger equation until the next
collapse event at time tc(n+ 1), where the wave function
changes again discontinuously.
For Figs. 5, D2 we use the following collapse sce-
nario: ψloc = |i〉, i being one of the nine lattice points
{(0, 0), (±1, 0), (0,±1), (±1,±1), (±1,∓1)}. In case of a
negative measurement, the wave function is projected
onto the orthogonal complement of the span of all nine
|i〉.
The accuracy of the numerical calculations of the uni-
tary dynamics is limited by the finite size of the leads
and the use of periodic boundary conditions. The latter
set an upper bound to the observation time t0 due to
recurrence of the waves after they have passed the leads.
In our case, t0 = 1.58 ps.
The statistical accuracy of the collapse dynamics ob-
viously increases with the number of sampled trajecto-
ries. In the calculations, a minute fraction of trajec-
tories had to be discarded because accumulation of nu-
merical discretization errors led to division-by-zero errors
or small negative. probabilities. For Fig. 5, 6.4× 106
trajectories were used for each transmission map, 448
trajectories were discarded. The same discretization er-
rors cause the calculated total probability of all trajec-
tories to deviate from 1. On average, the probability
conservation violation equals 5× 10−4. For 99 % of the
trajectories it is better than 1× 10−2, the largest vi-
olation being 0.1. A third systematic error concerns
the fact that at t0 the wave function is not completely
zero inside the device, such that QA(t0) + QB(t0) 6= 1,
where QA, QB are the charges in the contacts. Less
than 1× 10−2 of the trajectories leave a residual charge
QA(t0) + QB(t0) − 1 > 1× 10−3 (all numbers referring
to the calculations shown in Fig. 5).
Appendix D: Supplementary figures
~H
A B
(a)
A B
(b)
~H
A B
(c)
A B
(d)
Figure D1: Layout of the devices sketched in Fig. 3 as mod-
eled numerically. The dots present the nodes used in the
tight-binding model.
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Figure D2: Transmission probabilities PA→B and PB→A calculated as a function of the collapse time τc, i.e., the mean time
between collapses, of a symmetric device as shown in Figs. 3h, D1d subject to type (ii) collapses. The central device has a
length of 2.4 nm. The data of the two colormaps have each been obtained from 2.9× 105 trajectories. The sorting function of
the device is shown on the right. This symmetric device shows no sorting, the electron transmission is reciprocal within the
numerical accuracy.
