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Abstract
We introduce moduli spaces of abelian varieties which are arithmetic models of Shimura varieties
attached to unitary groups of signature (n− 1, 1). We define arithmetic cycles on these models
and study their intersection behavior. In particular, in the non-degenerate case, we prove a
relation between their intersection numbers and Fourier coefficients of the derivative at s = 0
of a certain incoherent Eisenstein series for the group U(n, n). This is done by relating the
arithmetic cycles to their formal counterpart from part I via non-archimedean uniformization,
and by relating the Fourier coefficients to the derivatives of representation densities of hermitian
forms. The result then follows from the main theorem of [39] and a counting argument.
1. Introduction
This paper is the global counterpart to [39]. Our purpose here is to
• introduce moduli spaces of abelian varieties which are arithmetic models of Shimura varieties
attached to unitary groups of signature (n− 1, 1),
• define arithmetic cycles on these models and
• study the intersection pattern of these arithmetic cycles, and in particular prove in the non-
degenerate case the relation between their arithmetic intersection numbers and Fourier coeffi-
cients of the derivative at s = 0 of a certain incoherent Eisenstein series E(z, s,Φ) for the group
U(n, n) that was predicted in §16 of [30].
We now describe our results in more detail. Let k be an imaginary quadratic field, with ring of
integers Ok. Let n be a positive integer and let r with 0 ≤ r ≤ n. We then consider the moduli
spaceM(n− r, r) over SpecOk which parametrizes principally polarized abelian varieties (A, λ)
of dimension n with an action ι : Ok → End(A) of Ok. We require that the Rosati involution
corresponding to λ induces the non-trivial automorphism of Ok and that the representation of
Ok on the Lie algebra of A is equivalent to the sum of n− r copies of the natural representation
and of r copies of the conjugate representation. Hence, for n = 1 and r = 0 we obtain the usual
moduli space M0 of elliptic curves with complex multiplication by Ok (these moduli spaces are
Deligne-Mumford stacks and not schemes, but we will neglect this fact in the introduction).
The special cycles of interest to us are defined as follows. To a pair (A, ι, λ), resp. (E, ι0, λ0)
of objects of M(n − r, r) resp. M0 over a common connected base S, we associate the free
Ok-module HomOk(E,A) with the positive definite Ok-valued hermitian form given by
h′(x, y) = λ−10 ◦ y∨ ◦ λ ◦ x ∈ EndOk(E) = Ok .
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For m > 0, let T ∈ Hermm(Ok)≥0 be a positive semi-definite hermitian matrix of size m. The
special cycle Z(T ) is the moduli space over M(n− r, r) ×M0 which parametrizes m-tuples of
homomorphism x = [x1, . . . , xm] ∈ HomO
k
(A,E)m such that h′(x,x) = (h(xi, xj)) = T . We
refer to T as the fundamental matrix of the collection x. After extending scalars from Ok to C,
these cycles coincide with the cycles studied in [33, 35].
These cycles are most interesting in the case when r = 1. In this case, when m = 1 and
T = t ∈ Z>0, they are divisors, which for n = 2 are essentially identical with the cycles
considered by Gross and Zagier [14]. For m ≥ 1 and T ∈ Hermm(Ok)>0, the cycle Z(T ) has
codimensionm in the generic fiber ofM(n−1, 1)×M0, which has dimension n−1, but may have
lower codimension in M(n − 1, 1) ×M0, which has dimension n. We call T ∈ Hermm(Ok)>0
non-degenerate if Z(T ) has codimension m in M(n − 1, 1) × M0. We are led to study the
following intersection problem.
Let n =
∑r
i=1mi and let Ti ∈ Hermmi(Ok). The intersection (fiber product) of the cycles Z(Ti)
decomposes according to the fundamental matrices into the disjoint sum, comp. [30],
Z(T1)× · · · × Z(Tr) =
∐
T∈Hermn(Ok)
Z(T ) ,
where the fiber product is taken over M(n − 1, 1) ×M0. Here the matrices T have diagonal
blocks T1, . . . , Tr. The most tractable part of this intersection are the summands corresponding
to nonsingular matrices T ∈ Hermn(Ok). In this case it is easy to see that the support of Z(T )
is concentrated in finitely many fibers in positive characteristics. We define the contribution of
such T to the arithmetic intersection number of non-degenerate Z(T1), . . . ,Z(Tr) as
〈Z(T1), . . . ,Z(Tr)〉T =
∑
p
χ
(Z(T )p,OZ(T1) ⊗L . . .⊗L OZ(Tr)) · log p .
Here the derived tensor product appears because the cycles Z(T1), . . . ,Z(Tr) do not in general
intersect properly, not even along the part Z(T ) corresponding to a non-singular fundamental
matrix T . Our main result concerns the case when T itself is non-degenerate, i.e. when Z(T )
is a finite set of points. In this case, all diagonal blocks occurring in T are automatically non-
degenerate. To formulate our main result we must introduce the incoherent Eisenstein series.
These series are the analogues for U(n, n) of the incoherent Eisenstein series for Sp(2n) defined
and discussed in detail in [30]. To introduce them, we fix a character η of k×A /k
× whose restric-
tion to Q×A is the quadratic character associated to k. (Such a choice determines splittings of
metaplectic covers of unitary groups and hence allows us to work on the linear groups.) If V is
a hermitian space over k of dimension n and ϕ = ⊗vϕv ∈ S(V (A)n) is a factorizable Schwartz
function on V (A)n, with a suitable K∞-finiteness condition on ϕ∞, there is a corresponding
standard section Φ(s) = Φϕ(s) = ⊗vΦϕv(s) of the global degenerate principal series representa-
tion I(s, η) of U(n, n), induced from the character η(det) | det |s of the maximal parabolic with
Levi factor GL(n)/k (Siegel parabolic). This section is coherent in the sense that it arises from
the global hermitian space V . More precisely, at s = 0 and for a finite place v non-split in k,
the local degenerate principal series Iv(0, ηv) is the direct sum of two irreducible representations
Rn(U
±
v ) for local hermitian spaces U
±
v of dimension n over kv, where χv(det(U
±
v )) = ±1, [43].
The space Rn(U
±
v ) is the image of the local Schwartz space S((U
±
v )
n) under the Rallis coinvari-
ant map. At a split finite place, the local degenerate principal series Iv(0, ηv) is irreducible. At
the archimedean place,
I∞(0, η∞) = ⊕0≤r≤nRn(n− r, r),
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where Rn(n− r, r) is the image of the Schwartz space of a hermitian space of signature (n− r, r),
[44]. For a global hermitian space V the image Rn(V ) of S(V (A)n) in the global degenerate
principal series I(0, η) under the map ϕ→ Φϕ(0) is the irreducible representation
Rn(V ) = ⊗vRn(Vv).
This representation is then realized as an automorphic representation of U(n, n) by taking the
value at s = 0 of the Siegel-Eisenstein series E(h, s,Φϕ) formed from a coherent section Φϕ(s).
This is a special case of the regularized Siegel-Weil formula, proved in the case of unitary groups
by Ichino [22], [23]. There is a second type of irreducible constituent of I(0, η) – note that this
representation is unitarizable and hence completely reducible. These have the form
Rn(C) = ⊗vRn(Cv),
where {Cv}v is a collection of local hermitian spaces of dimension n such that Cv = Vv for almost
all v, and ∏
v
χv(det(Cv)) = −1.
These constituents of I(0, η) and the associated Siegel-Eisenstein series are incoherent in the
sense that they do not arise from a global hermitian space. For any standard section Φ(s) with
Φ(0) ∈ Rn(C), one has E(h, 0,Φ) = 0, and the kernel of the Eisenstein map E(0) from I(0, η) to
the space of automorphic forms on U(n, n) is precisely the direct sum of the Rn(C)’s as C runs
over the incoherent collections.
The incoherent Eisenstein series of interest to us are obtained by fixing a global hermitian space
V of signature (n − 1, 1) for which there exists a self-dual Ok-lattice L. Such a space will be
called a relevant hermitian space; the set R(n−1,1)(k) of isomorphism classes of such spaces is
finite. Let ϕf ∈ S(V (Af )n) be the characteristic function of (L ⊗Z Ẑ)n, and let ϕ′∞ be the
Gaussian in S((V ′∞)
n), where V ′∞ has signature (n, 0). The resulting standard global section
Φ(s, L) = Φϕ′
∞
(s)⊗ Φϕf (s, L)
is incoherent and the corresponding Siegel-Eisenstein series E(h, s, L) depends only on the genus
of L, i.e., the orbit of L under the action of GV1 (Af ), where G
V
1 = U(V ) is the isometry group
of V . There are either one or two genera of self-dual lattices in V ; we denote by E(h, s, V ) the
sum of the E(h, s, L) as L runs over representatives for the genera. Finally, we let
E(h, s) =
∑
V ∈R(n−r,r)(k)
E(h, s, V ) (1.1)
be the sum over the isomorphism classes of relevant hermitian spaces. Our main result expresses
some of the non-singular Fourier coefficients E′T (h, 0) of the derivative E
′(h, 0) at s = 0 in terms
of arithmetic intersection numbers of special cycles. For this, it is more convenient to pass to
the corresponding classical Eisenstein series E(z, s), as in (9.1), where z ∈ Dn, the hermitian
symmetric space for U(n, n). This Eisenstein series has the form, [5], [57], [45],
E(z, s) = det v(z)
s
2
∑
γ∈Γ∞\Γ
det(cz + d)−n| det(cz + d)|−sΦf (γ, s),
where the series is convergent for Re(s) > n. Here Γ = U(n, n)∩GL2n(Ok), Γ∞ is the subgroup
for which lower left n×n block is zero. The meromorphic analytic continuation and holomorphy
on the line Re(s) = 0 follow from Langlands’ general results. By the incoherence condition,
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E(z, 0) = 0, and, as explained in section 9, the Fourier expansion of the central derivative has
the form
E′(z, 0) =
∑
T∈Hermn(Ok)>0
a(T ) qT +
∑
T
other
a(T, v(z)) qT ,
where qT = exp(2πitr(Tz)). In particular, the terms for positive definite T are holomorphic
functions of z.
Theorem 1.1. Let T ∈ Hermn(Ok)>0 be nonsingular with diagonal blocks T1, . . . , Tr. Let
Diff0(T ) be the set of primes p that are inert in k for which ordp(det(T )) is odd.
(i) If |Diff0(T )| ≥ 2, then Z(T ) = ∅ and E′T (z, 0) = 0.
(ii) If Diff0(T ) = {p} with p > 2, then T is non-degenerate if and only if it is GLn(Ok,p)-
equivalent to diag(1n−2, p
a, pb) for some 0 ≤ a < b with a+ b odd. In this case Z(T ) has support
in the supersingular locus in characteristic p and
〈Z(T1), . . . ,Z(Tr)〉T = length(Z(T )) · log p .
Furthermore, in this case
E′T (z, 0) = E
′
T (z, 0, V ) = C1 · 〈Z(T1), . . . ,Z(Tr)〉T · qT .
for an explicit constant C1, independent of T , where V ∈ R(n−1,1)(k) is the unique relevant
hermitian space which differs from VT only at ∞ and p.
Here VT denotes the space k
n with hermitian form defined by T .
The strategy of the proof of this theorem is similar to that of the proof of the analogous theorem
for Shimura curves [42]. We first prove that for nonsingular T ∈ Hermn(Ok)>0 the cycle Z(T ) is
either empty or concentrated in the supersingular locus in finitely many characteristics p, where
p is not split in k, and in fact concentrated in characteristic p, if Diff0(T ) = {p}. Then we use the
theory of non-archimedean uniformization of [52], to reduce the calculation of the length of Z(T )
to a combination of a local calculation on a formal moduli space of p-divisible groups and a point
count. The first problem was solved in our previous paper [39]. The second problem is solved
here in section 12. It then remains to calculate the Fourier coefficient corresponding to T of the
derivative of the incoherent Eisenstein series. For this we use the Siegel-Weil formula established
by Ichino [22], [23], in this case. We must ultimately calculate some representation densities
for hermitian forms, which is in general a very difficult task, even though a general formula
due to Hironaka [17], [18], exists. Fortunately in the non-degenerate case, these calculations are
manageable and a direct comparison gives the formula in our main theorem.
We now put our main result in perspective and indicate possible directions of further research.
Of course, the model for the results above and in fact the origin of the whole program lies in the
theory of special cycles on Shimura varieties attached to orthogonal groups of signature (n−1, 2),
and considered for low values of n in our papers [30], [36], [38], [41]. However, as explained in
the introduction of [39], there are serious problems with the construction of arithmetic models
of these Shimura varieties as soon as n ≥ 6. By contrast, in the case considered here, which
is related to Shimura varieties attached to unitary groups of signature (n − 1, 1), manageable
arithmetic models exist and can be studied for arbitrary n. In fact, we define such models for
unitary groups of arbitrary signature (n − r, r) – but with no level structure. In the case of
deeper level structure such arithmetic models can surely also be defined, although results on
arithmetic intersection numbers of special cycles will then be harder to come by.
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In the case of signature (n − 1, 1), the most promising next steps to be taken seem to be the
following:
• Let T ∈ Hermn(Ok)>0 with diagonal blocks T1, . . . , Tr, which are assumed to be non-degenerate.
Assuming Diff0(T ) = {p} with p > 2 inert in k, prove that 〈Z(T1), . . . ,Z(Tr)〉T is given by the
same formula as in the Main Theorem above. To prove this in general1, one will have to deal with
degenerate intersections, which most probably also requires a better knowledge of the structure
of the special cycles outside the supersingular locus.
• Investigate in detail the reduction modulo a ramified prime p of the moduli spaceM(n− 1, 1)
and its supersingular locus and use this to establish results on the arithmetic intersection num-
bers 〈Z(T1), . . . ,Z(Tr)〉T in the case when T ∈ Hermn(Ok)>0 has Diff0(T ) = ∅.
• One can define variants of our arithmetic models which involve some parahoric level structure.
It should be possible to exploit our considerable knowledge on such models obtained in recent
years, [46], [47], [48], [49], to investigate special cycles in this context.
The situation becomes more speculative when T ∈ Hermn(Ok) is singular. In this case one
would like to equip the special cycles with appropriate Green forms and define classes in certain
arithmetic Chow groups. Then various cup products of these arithmetic cycles should be related
to various special values of derivatives of Eisenstein series on unitary groups of type (n, n). Here
the fact that the moduli spaceM(n− 1, 1) is not proper will play a crucial role. The Eisenstein
series we consider in this paper are conjecturally related to the cup product with values in
ĈH
n(M(n− 1, 1)) – but the non-compactness of these moduli spaces prevents us from making
this more precise. No doubt the extended versions of arithmetic Chow groups defined by Burgos,
Kramer, Ku¨hn [7] will have an impact on these questions.
One may also try to generalize our results in other directions. One may expect similar results
when k is replaced by an arbitrary CM-field. Also, our main results in this paper concern special
cycles which lie above
M =M(n− 1, 1)×M(1, 0) .
However, we define M(n− r, r) for arbitrary r and one can similarly define more general cycles
over more general products. It is a challenge then to determine arithmetic intersection numbers
and to form a sensible generating function using them, which can be compared with some
automorphic counterpart.
As should be clear from the above description, the investigation of special cycles on unitary
Shimura varieties is largely uncharted territory. This also explains why we have made an effort
to explain the relation to previous work; we explain in section 3 the precise relation to the
cycles in [28, 33, 35] (KM-cycles), and in section 14 the relation to the cycles (Heegner points)
considered by Gross and Zagier. In a sequel, [40], we explain how KM-cycles arise in the theory
of occult period mappings.
We now explain the lay-out of the paper. The paper has five parts.
In Part I, we give the definition of the moduli stack M(n − r, r) and define the special cycles
Z(T ) on them. We also show how to uniformize the orbifold of complex points of these stacks
in terms of the space of negative r-planes in Cn, and make the connection between the moduli
stacks M(n − r, r) and certain Shimura varieties associated to unitary groups. In particular,
this allows us to describe the set of connected components of M(n− r, r)C, which is used later
1In this context, we refer to Terstiege’s forthcoming paper [62], in which he deals with this problem in the
case n = 3.
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in the examples.
In Part II, we describe the completion of M(n− r, r) along the supersingular locus in the fiber
ofM(n− r, r) at a prime p which is inert in k, in terms of the formal moduli space of p-divisible
groups that was studied extensively in [65]. This p-adic uniformization is essentially just spelling
out the general method of [52] in the special case at hand. We also exhibit an analogous p-adic
uniformization of the completion of the special cycles along their supersingular locus.
Part III is devoted to the computation of the nonsingular Fourier coefficients of the central
derivative of an incoherent Eisenstein series. First, we review the theory of theta integrals for
unitary groups and the regularized Siegel-Weil formula, due in this case to Ichino [22], that relates
these to special values of certain Eisenstein series for unitary groups. Then, in the incoherent
case, the T th Fourier coefficient of the central derivative for a positive definite T is expressed as
a product of a representation number of T by a genus of definite lattices and a derivative of a
local Whittaker function. The values and derivatives of such Whittaker functions are given in
terms of representation densities for hermitian forms and their derivatives.
In Part IV we prove our main results, by determining explicitly the arithmetic intersection
numbers in the non-degenerate case, and by comparing the result with the special values of the
derivatives at 0 of the relevant Eisenstein series.
Finally, Part V is devoted to examples and variants of our main result. In particular, we give a
more detailed description of the case n = 2 and explain the precise relation of our special cycles
for M(1, 1) to those introduced by Gross and Zagier [14].
We thank U. Terstiege for helpful discussions. This project was started at the Hirschberg con-
ference in 1996 organized by J. Rohlfs and J. Schwermer. We also gratefully acknowledge the
hospitality of the Erwin-Schro¨dinger-Institut, where part of this work was done, and the sup-
port of the Hausdorff Center of Mathematics in Bonn. The first author’s research was partially
supported by an NSERC Discovery Grant. Finally, we thank the referee for a thorough reading
of the manuscript and for many helpful suggestions concerning both content and exposition.
Notation and conventions
We fix an imaginary quadratic field k = Q(
√
∆) with discriminant ∆, ring of integers Ok, and
nontrivial Galois automorphism a 7→ aσ, a ∈ k. As usual, we denote by hk the class number and
by wk = |O×k | the number of units. We view k as a subfield of C via an embedding τ and require
that τ(
√
∆) have positive imaginary part. For a rational prime p, we write Ok,p = Ok ⊗Z Zp
and Ok,(p) = Ok ⊗Z Z(p) where Z(p) is the localization of Z at p.
For a hermitian space V , ( , ) of dimension n over k, let det(V ) ∈ Q×/N(k×) be the determinant
of the matrix ((vi, vj)) where {vi} is a k-basis for V . Note that we take ( , ) to be conjugate
linear in the second argument. Define invariants sig(V ) = (r, s), r + s = n, and invp(V ) =
χp(det(V )), where χp(a) = (a,∆)p. Here ( , )p is the quadratic Hilbert symbol for Qp. Note
that inv∞(V ) = (−1)s and that invp(V ) = 1 for all split primes p. For a fixed dimension n, the
isometry class of the hermitian space Vp over kp (resp. V∞ over C) is determined by invp(Vp)
(resp. sig(V∞)). Moreover, the isometry class of V over k is determined by the collection of its
local invariants (Hasse principle) and, for any collection of local hermitian spaces {Vp} satisfying
the product formula ∏
p≤∞
invp(Vp) = 1, (1.2)
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there is a unique global hermitian space with the Vp’s as its local completions (Landherr’s
Theorem).
For a hermitian space V over k, there is an associated alternating form defined by 〈x, y 〉 =
tr((x, y)/
√
∆). Note that, for a ∈ k, 〈 ax, y 〉 = 〈x, aσy 〉 and that the hermitian form is given by
2(x, y) = 〈
√
∆x, y 〉+ 〈x, y 〉
√
∆. (1.3)
Conversely, if V is a k-vector space with a Q-bilinear alternating form 〈 , 〉 satisfying 〈 ax, y 〉 =
〈x, aσy 〉, then (1.3) defines a hermitian form on V . An Ok-lattice in V is self-dual for ( , ) if
and only if it is self-dual for 〈 , 〉.
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Part I: The global moduli problem and special cycles
2. The global moduli problem
2.1. For an integer n ≥ 1 and a decomposition n = (n − r) + r with 0 ≤ r ≤ n, we define a
groupoid
M(n− r, r)naive =M(k, n− r, r)naive
fibered over (Sch/SpecOk) by associating to a locally noetherian Ok-scheme S the groupoid of
triples (A, ι, λ). Here A is an abelian scheme over S, ι : Ok → EndS(A) is an action of Ok on A,
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and λ : A→ A∨ is a principal polarization such that
ι(a)∗ = ι(aσ)
for the corresponding Rosati involution ∗. In addition, the following signature condition is
imposed:
char(T, ι(a) | LieA) = (T − ϕ(a))n−r(T − ϕ(aσ))r, a ∈ Ok. (2.1)
where ϕ : Ok → OS is the structure homomorphism. Here the left side is the characteristic
polynomial in OS [T ] of the OS-module endomorphism of LieA induced by ι(a). In particular,
A is of relative dimension n over S.
A morphism in M(n − r, r)naive(S) from (A, ι, λ) to (A′, ι′, λ′) is an Ok-linear isomorphism
α : A→ A′ such that α∗(λ′) = λ.
Proposition 2.1. M(n − r, r)naive is a Deligne-Mumford stack over SpecOk. Furthermore,
M(n−r, r)naive×SpecO
k
SpecOk[∆
−1] is smooth of relative dimension (n−r)r over SpecOk[∆−1].
Proof. The representability by a DM-stack follows from the representability by a DM-stack of the
stack of principally polarized abelian varieties and the relative representability of the forgetful
map which forgets the Ok-action. This relative representability follows from the theory of Hilbert
schemes. The smoothness assertion is checked by the infinitesimal criterion for smoothness and
Grothendieck-Messing theory [52], [46]. 
Example 2.2. Let n = 1, r = 0. Then M(1, 0)naive parametrizes triples (E, ι0, λ0) where (E, ι)
is an elliptic curve with complex multiplication by Ok such that the action of Ok on LieE is the
natural one. In this case, the polarization λ0 is uniquely determined. The coarse moduli space of
M(1, 0)naive is SpecOH where H is the Hilbert class field of k. Note that EndO
k
(E/S, ι0) = Ok
for any (E, ι0, λ0) ∈ M(1, 0)naive(S). This example is discussed in [41]. We will abbreviate
M(1, 0)naive to M0.
We note that there is a natural isomorphism between the moduli stacks M(n − r, r)naive and
M(r, n − r)naive which associates to (A, ι, λ) its conjugate (A, ι¯, λ), where the Ok-action on A
has been changed to its conjugate, i.e., ι¯(a) = ι(aσ).
Remark 2.3. As was first pointed out by Pappas, [46], M(n− r, r)naive is not flat over SpecOk
for n ≥ 3. Pappas defines a closed substack of M(n − r, r)naive by imposing an additional
condition as in the following definition.
Definition 2.4. Let M(n − r, r) be the closed substack of M(n − r, r)naive consisting of those
triples (A, ι, λ) for which the action of Ok on LieA satisfies the wedge condition:
∧r+1 (ι(a) − a) = 0, ∧n−r+1(ι(a)− aσ) = 0. (2.2)
For n ≤ 2, this condition follows from the signature condition. Furthermore, over SpecOk[∆−1],
M(n− r, r)[∆−1] =M(n− r, r)naive[∆−1]. (2.3)
Theorem 2.5. (Pappas) Let r = 1, and assume 2 ∤ ∆. Then the stack M(n− 1, 1) is flat over
SpecOk.
Proof. This is [46], Theorem 4.5, a). 
Finally, the following stack will play a fundamental role, so that we introduce a symbol for it.
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Notation 2.6. For a given fixed collection k, n, r, we let
M =M(n− r, r) ×SpecO
k
M0
be the base change of M(k;n− r, r) to M0.
2.2. Suppose that (E, ι0, λ0) ∈ M0(S) and (A, ι, λ) ∈ M(n − r, r)(S), i.e., for an element of
M(S), are given. When S is connected, we consider the free Ok-module of finite rank
V ′(A,E) = HomO
k
(E,A).
On this Ok-module there is a Ok-valued hermitian form given by
h′(x, y) = ι−10 (λ
−1
0 ◦ y∨ ◦ λ ◦ x) ∈ Ok. (2.4)
where y∨ : A∨ → E∨ denotes the dual homomorphism.
Lemma 2.7. The hermitian form h′ on V ′(A,E) is positive-definite.
Proof. Consider the endomorphism α ∈ End(E ×A) given by
α =
(
0 λ−10 x
∨λ
x 0
)
.
The adjoint α∗ with respect to the polarization (λ0, λ) of E ×A is α∗ = α. Hence
αα∗ = diag(λ−10 x
∨λx, xλ−10 x
∨λ) ∈ End(E)× End(A).
The positivity of the Rosati involution implies that the first entry of this diagonal matrix is
positive, as had to be shown. 
Definition 2.8. Let T ∈ Hermm(Ok) be an m×m hermitian matrix, m ≥ 1, with coefficients
in Ok. The special cycle Z(T ) attached to T is the stack of collections (A, ι, λ, E, ι0, λ0;x) where
(A, ι, λ) ∈ M(n − r, r)(S), (E, ι0, λ0) ∈ M0(S), and x = [x1, . . . , xm] ∈ HomO
k
(E,A)m is an
m-tuple of homomorphisms such that
h′(x,x) = (h′(xi, xj)) = T. (2.5)
Proposition 2.9. Z(T ) is representable by a DM-stack. The natural morphism Z(T )→M is
finite and unramified.
Proof. Given an S-valued point (A, ι, λ, E, ι0, λ0) of M, the functor
HomO
k
(E,A) on (Sch/S) defined by
S′  HomO
k
(E ×S S′, A×S S′)
is representable by a scheme which is unramified over S (by rigidity) and satisfies the valuative
criterion for properness (by the Ne´ron property of abelian schemes). The finiteness now follows,
since, by the positive definiteness of h′, the set
{ x ∈ HomO
k
(E,A)m | h′(x,x) = T }
is finite. 
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2.3. There is an obvious Tate module variant of the hermitian space V ′(A,E). Let F be an
algebraically closed field of characteristic p and let
(A, ι, λ;E, ι0, λ0) ∈ M(F ).
Denoting by T p(A)0, resp. T p(E)0 the rational Tate modules prime to p of A resp. E, let
V ′Ap
f
= Hom
k⊗Ap
f
(T p(E)0, T p(A)0),
with hermitian form
h′(x, y) = ι−10 (λ
−1
0 ◦ y∨ ◦ λ ◦ x) ∈ k⊗ Apf .
Then the natural embedding V ′(A,E) → V ′
A
p
f
is isometric. On the other hand, the hermitian
form h′( , ) on V ′
A
p
f
is related to the Weil pairing as follows. We fix an isomorphism Apf (1) ≃ Apf .
Then the natural pairing eA takes values in A
p
f ,
eA : T
p(A)0 × T p(A∨)0 −→ Apf ,
and there is an hermitian form h = hλ on T
p(A)0 given by
2 hλ(x, y) = eA(δx, λ(y)) + δeA(x, λ(y)), (2.6)
where δ =
√
∆.
The same construction can be made with E in place of A. The hermitian forms hλ and hλ0
define a hermitian structure h( , ) on Homk⊗Ap
f
(T p(E)0, T p(A)0), which is independent of the
trivialization of Apf (1). Hence we may replace the base scheme SpecF by any connected Ok,(p)-
scheme S.
Lemma 2.10. The two hermitian forms h′( , ) and h( , ) on
Homk⊗Ap
f
(T p(E)0, T p(A)0)
are identical.
Proof. We choose an identification of T p(E)0 with k⊗Apf , i.e., a basis vector 1 in T p(E)0. We
calculate for x, y ∈ Homk⊗Ap
f
(T p(E)0, T p(A)0)
2 hλ(x(1), y(1)) = eA(δx(1), λ(y(1))) + δ eA(x(1), λ(y(1)))
= eE(δ, x
∨λ y(1)) + δ eE(1, x
∨λ y(1))
= 2 hλ0(1, λ
−1
0 x
∨λ y(1))
= 2 h′(x, y)hλ0(1, 1).
This proves the claim. 
2.4. We define the set R(n−r,r)(k) of relevant hermitian spaces of dimension n over k as the
set of isomorphism classes of hermitian spaces V with sig(V ) = (n − r, r) and which contain a
self-dual Ok-lattice.
Lemma 2.11. (i) The cardinality of R(n−r,r)(k) is
|R(n−r,r)(k)| = 2δ−1,
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where δ is the number of primes that ramify in k, i.e., the number of distinct prime divisors of
∆.
(ii) The number of strict similarity classes of relevant hermitian spaces is
|R(n−r,r)(k)/str.sim.| =
{
2δ−1 if n is even,
1 if n is odd.
Here by a strict similarity we mean a similarity such that the scale factor is positive.
Proof. By the Hasse principle, the isomorphism class of a hermitian space is determined by
its localizations. The existence of a self-dual lattice is equivalent to the condition that the
determinant det(V ) lies in Z×p N(k
×
p ) for all finite primes p. For split and ramified primes, this
local condition is automatic, while, for inert primes it is equivalent to invp(V ) = (det V,∆)p = 1.
Since the signature is also fixed, the relevant spaces are determined by the collection of signs
invp(V ) for p | ∆, and any collection of signs is realized, subject to the condition that
inv∞(V ) =
∏
p|∆
invp(V ).
Here note that inv∞(V ) = (−1)r. This proves (i).
To prove (ii), note that the determinants of similar spaces differ by the nth power of the scale
factor. Thus, for n even, two hermitian space are similar if and only if they are isomorphic,
while, for n odd, two relevant hermitian spaces are locally similar by a unit at each ramified
prime and hence are globally similar, by the Hasse principle for similitudes. 
Proposition 2.12. (i) There is a natural disjoint decomposition of algebraic stacks
M(n− r, r) =
∐
V ∈R(n−r,r)(k)/str.sim.
M(n− r, r)V .
(ii) There is a natural disjoint decomposition of algebraic stacks
M =M(n− r, r)×SpecO
k
M0 =
∐
V ∈R(n−r,r)(k)
MV .
For n even, this decomposition is obtained by base change from that in (i).
Remark 2.13. Of course, for n odd, part (i) is trivial, since there is only one strict similarity
class of relevant V ’s.
Proof. Let (A, ι, λ) be in M(n − r, r)(S) for a connected base S. Let s : SpecF → S be a
geometric point of S. First suppose that F has characteristic zero, and choose an isomorphism
Zˆ(1)
∼−→ Zˆ over F . We obtain from the pull-back ξ = ξ(s) to F of (A, ι, λ) the rational Tate
module T (A)0 with its Riemann form 〈 , 〉λ associated to the polarization λ. This satisfies
〈 ax, y 〉λ = 〈x, aσy 〉λ and hence determines a hermitian form ( , )λ by (1.3). Hence we obtain a
hermitian space V over k⊗QAf with a self-dual lattice given by the Tate module of (A, ι, λ). We
claim that there is a unique element V (ξ) in R(n−r,r)(k) which after tensoring with Af gives the
hermitian space V . The uniqueness is clear by the Hasse principle and the product formula. For
the existence, note that the point ξ arises, via base change, from a point ξ0 ∈ M(n − r, r)(F0)
for a subfield F0 ⊂ F which is finitely generated over the prime field and hence has a complex
embedding. If F has a complex embedding F →֒ C, let V (ξ) = H1(AC,Q) be the rational
homology of the corresponding complex abelian variety, which, by the same argument as above,
is a hermitian vector space over k. By the signature condition, the space V (ξ) has signature
(n−r, r), and by the compatibility between singular homology and Tate module, V (ξ)⊗Af = V .
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Thus V (ξ) ∈ R(n−r,r)(k).
Next, suppose that F has characteristic p > 0, and choose an isomorphism Zˆp(1)
∼−→ Zˆp over
F . We obtain a hermitian space Vp over k⊗Q Apf with a self-dual lattice. There exists a unique
hermitian space V (ξ) with V (ξ) ⊗ Apf ≃ Vp and with sig(V (ξ)) = (n − r, r). We claim that
V (ξ) ∈ R(n−r,r)(k). If p is ramified or split in k, the space V (ξ)p always has a self-dual Ok⊗Zp-
lattice, so that V (ξ) ∈ R(n−r,r)(k). If p is inert in k, we use the fact that M(n− r, r) is smooth
at p. Hence there exists a point ξ˜ = (A˜, ι˜, λ˜) ∈M(n− r, r)(W (F )) lifting ξ, where W (F ) is the
ring of Witt vectors. Then
T p(A)0 = T p(A˜)0 = V (ξ˜)⊗Q Apf ,
as hermitian spaces over k⊗QApf . Also, by the previous argument, V (ξ˜) has signature (n− r, r),
so that V (ξ) and V (ξ˜) are locally isomorphic at all places other than p. Hence V (ξ)p ≃ V (ξ˜)p as
well and this space has a self-dual Zp⊗Ok-lattice. Again, we conclude that V (ξ) ∈ R(n−r,r)(k).
The space V (ξ) attached above to (A, ι, λ) depends on the choice of the geometric point s of S,
on the complex embedding, and on the trivialization of the group of roots of unity. A change
in these choices changes the space V (ξ) within a strict similarity class, as we check below.
However, if (A, ι, λ) and (E, ι0, λ0) are points of M(n − r, r) and M0 over S, then attaching
as above the hermitian spaces V (ξ) to (A, ι, λ) and V (ξ0) to (E, ι0, λ0), the hermitian space
V = Homk(V (ξ0), V (ξ)) ∈ R(n−r,r)(k) is independent of all choices. Indeed, if the trivialization
Ẑp(1) ≃ Ẑp of the prime-to-p roots of unity is changed by a scalar c ∈ (Ẑp)×, then V (ξ) ⊗ Apf
and V (ξ0)⊗Apf are both scaled by the same scalar c, hence V ⊗Apf = Homk(V (ξ0), V (ξ))⊗Apf
is unchanged. Since the archimedean localization of V is determined by the signature condition,
the product formula and the Hasse principle imply that V is unchanged in its isometry class.
Similarly, if two geometric points s and s′ have the same image in S, then V (ξ) ⊗ Apf and
V (ξ′)⊗Apf are scales of one another by the scalar c ∈
(
Ẑp
)×
which compares the corresponding
trivializations of the prime-to-p roots of unity; the same applies to V (ξ0)⊗Apf and V (ξ′0)⊗Apf ,
hence Homk(V (ξ0), V (ξ)) ⊗ Apf ≃ Homk(V (ξ′0), V (ξ′)) ⊗ Apf , and we conclude as before by the
product formula and the Hasse principle. The same argument takes care of the change of the
complex embedding. The independence of the image point in S of the chosen geometric point is
proved by using the specialization homomorphism from a generic geometric point.
This defines the claimed disjoint decomposition in (ii), and also proves (i). 
Over SpecOk[
1
2 ], a slight refinement of the decomposition of Proposition 2.12 will be useful. For
a relevant hermitian space V , let GV1 = U(V ) be the isometry group. Then G
V
1 (Af ) acts on
the set of self dual lattices in V by g : L 7→ V ∩ (g(L ⊗ Ẑ)). The orbit of a lattice L is the
GV1 -genus of L; we denote it by [[L]]. The following result, due to Jacobowitz [24], sections 9
and 10, describes the orbits.
Proposition 2.14. ([24]) Suppose that Vp is a non-degenerate hermitian space of dimension
n over kp/Qp and that Vp contains a self-dual lattice. Then the unitary group U(Vp) acts
transitively on the set of self-dual lattices in Vp except in the following cases:
(a) p = 2, k/Qp is ramified, n = dimVp is even and Vp is a split space.
(b) p = 2, k = Qp(
√
∆) where ord2(∆) = 3, n = dimVp is even and Vp is the sum of a 2-
dimensional anisotropic space and a split space of dimension n− 2.
Then there are two U(Vp)-orbits of self-dual lattices in Vp.
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Remark 2.15. (i) Explicit representatives for the two orbits can be given as follows. Let H(0)
be the hyperbolic plane, i.e., 2-dimensional space with Ok,2-basis e, f and (e, f) = 1, (e, e) =
(f, f) = 0. Note that the Z2-ideal generated by the set of values (x, x), x ∈ H(0) is then
tr(Ok,2) = 2Z2. Let dimV2 = n = 2k. In case (a), the orbit representatives are H(0)
k and
diag(1,−1)⊕H(0)k−1. In case (b), take κ ∈ Z×2 such that κ is not a norm from k2. There is
then a unit λ ∈ O×
k,2
with N(λ)− κ ∈ 4Z2. This element is unique modulo 2Ok,2. Write ∆ = 4d
with d ∈ 2Z2. Then the Ok,2-lattice D(0) of rank 2 with hermitian form defined by(−d λσ
λ κ−N(λ)d
)
is unimodular, anisotropic, and has (x, x) ∈ 2Z2 for all x ∈ D(0). The orbit representatives in
case (b) are D(0)⊕H(0)k−1 and diag(1,−κ)⊕H(0)k−1.
(ii) By analogy with the case of symmetric bilinear forms, [54], we will call a self-dual (unimod-
ular) hermitian lattice type II if the values (x, x) for x ∈ L are all even and type I otherwise.
(iii) By Proposition 10.4 of [24], for a quadratic extension E/F of local fields of characteristic
zero and residue characteristic 2, the isometry class of a unimodular hermitian lattice L is de-
termined by the rank, the determinant det(L) ∈ F×/N(E×) and the OF -ideal µ(L) generated
by the values (x, x) for x ∈ L. This ideal has the form PrF with r ≥ 0 and contains the ideal
tr(OE) ⊃ 2OF . Thus, the number of isometry classes can grow with ordF (2).
Corollary 2.16. For a relevant hermitian space V in R(n−r,r)(k), the number of GV1 -genera of
self-dual lattices in V is 2 or 1 depending on whether or not one of the exceptional cases (a) and
(b) occurs at the prime p = 2.
The following fact will also useful.
Lemma 2.17. Let
GV (Af )
0 = { g ∈ GV (Af ) | ν(g) ∈ Ẑ× }.
Then the orbit of a self-dual lattice under the action of GV (Af )0 is the same as the orbit under
GV1 (Af ).
Proof. The only issue is to show that, in the case where there are two GV1 (Q2)-orbits of self-dual
lattices in V2, the action of G
V (Q2)0 preserves these orbits. But if g ∈ GV (Q2)0, and L is a
self-dual lattice in V2, then the ideals µ(L) and µ(gL) in Z2 generated by the values (x, x) for
x ∈ L (resp. gL) are the same. By Proposition 10.4 of [24], cf. Remark 2.15, L and gL are
isometric. 
Definition 2.18. Let R(n−r,r)(k)♯ be the set of isomorphism classes of pairs V ♯ := (V, [[L]])
where V is a relevant hermitian space and [[L]] is a GV1 -genus of self-dual hermitian lattices in
V .
The GV1 -genus is determined by its type, as defined in (ii) of the preceding remark. Of course,
if n is odd or if n is even and 2 is unramified in k, all self-dual lattices are of type I and the
natural map from R(n−r,r)(k)♯ to R(n−r,r)(k) is a bijection.
We write
M(n− r, r)[1
2
] =M(n− r, r) ×SpecO
k
SpecOk[
1
2
]
and
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M[ 1
2
] =M×SpecO
k
SpecOk[
1
2
].
Proposition 2.19. (i) There is a natural disjoint decomposition of algebraic stacks
M(n− r, r)[1
2
] =
∐
V ♯∈R(n−r,r)(k)♯/str.sim.
M(n− r, r)[1
2
]V
♯
.
(ii) There is a natural disjoint decomposition of algebraic stacks
M[ 1
2
] =
∐
V ♯∈R(n−r,r)(k)♯
M[ 1
2
]V
♯
.
For n even, this decomposition is obtained by base change from that in (i).
Proof. Away from characteristic 2, the Tate module T2(A) is a unimodular Ok,2-lattice where,
as explained in the proof of Proposition 2.12, the hermitian form is well defined up to scaling by
an element of Z×2 . The norm, µ(T2(A)), of this lattice is thus well defined and hence so is the
type of the genus of self-dual lattices in V determined by T p(A). 
We will frequently abuse notation and writeM(n− r, r)V ♯ andMV ♯ instead ofM(n− r, r)[ 12 ]V
♯
and M[ 12 ]V
♯
when working away from characteristic 2.
2.5. We next obtain some information about the support of the cycle Z(T ).
Lemma 2.20. If T ∈ Hermm(Ok)>0 for m > n− r, then Z(T )Q = ∅.
Proof. Obviously, it suffices to prove that Z(T )(C) = ∅, and this is part of Corollary 3.6. 
We now assume that the matrix T is nonsingular of rank n. In this case more can be said.
Lemma 2.21. Let 0 < r < n. Let T ∈ Hermn(Ok)>0. Then supp(Z(T )) is contained in the
union over finitely many inert or ramified p of the supersingular locus of Mp.
Proof. Since T is nonsingular, any point (A, ι, λ;E, ι0, λ0;x) of Z(T ) defines an Ok-isogeny
En → A. Over C such an isogeny cannot exist since the representations of k ⊗ C on (LieE)n
and on LieA are non-isomorphic by the determinant condition. Hence Z(T ) is concentrated in
the fibers at p for finitely many p. Furthermore, if p is inert or ramified, then E is supersingular
and hence so is A.
It remains to exclude the case of split primes p. Let M , resp. M0, be the Dieudonne´ module of
A, resp. En, and let N , resp. N0 be the corresponding rational Dieudonne´ module. The action
of Ok ⊗ Zp ≃ Zp ⊕ Zp decomposes these Dieudonne´ modules into the direct sum of Dieudonne´
modules M =M1⊕M2, and M0 =M10 ⊕M20 , and similarly for the rational Dieudonne´ modules
and the Lie algebras. An Ok-linear isogeny E
n → A induces isomorphisms of rational Dieudonne´
modules N ≃ N0, and N i ≃ N i0 for i = 1, 2. Now ord det(V |N i) = dimM i/VM i = dim (LieA)i,
and ord det(V |N i0) = dimM i0/VM i0 = dim (LieEn)i. Hence dim (LieA)i = dim (LieEn)i for
i = 1, 2. Since (LieEn)i = (0) for one i, this contradicts the nontriviality hypothesis made on
the signature. 
In the case of signature (n− 1, 1) one can go a bit further.
SPECIAL CYCLES ON UNITARY SHIMURA VARIETIES II: GLOBAL THEORY 15
Proposition 2.22. Let r = 1 and suppose that T ∈ Hermn(Ok)>0. Let VT denote the positive-
definite hermitian space VT = k
n with hermitian form given by T . Let Diff0(T ) be the set of
primes p that are inert in k for which ordp(det(T )) is odd.
(i) If |Diff0(T )| > 1, then Z(T ) is empty.
(ii) If Diff0(T ) = {p}, then
supp(Z(T )) ⊂MV,ssp ,
where V ∈ R(n−1,1)(k) is the unique relevant hermitian space with invℓ(V ) = invℓ(VT ) for all
finite primes ℓ 6= p.
Here MV,ssp denotes the supersingular locus in the fiber of MV at p.
(iii) If Diff0(T ) is empty, then, for each p | ∆, there is a unique relevant hermitian space
V (p) ∈ R(n−1,1)(k) for which invℓ(V (p)) = invℓ(VT ) for all ℓ 6= p. Then
supp(Z(T )) ⊂
⋃
p|∆
MV (p),ssp .
Proof. Let p ∈ Diff0(T ), and let (A, ι, λ;E, ι0, λ0;x) ∈ Z(T )(F¯p). Let V ′ = V ′(A,E). Then V ′
can be identified with VT , and the natural map
V ′ ⊗ Apf → V ′Ap
f
is an isomorphism. On the other hand, V ′
A
p
f
can be identified with Homk⊗Ap
f
(T p(E)0, T p(A)0)
(cf. section 2.3), and therefore admits a self-dual Zˆp-lattice. Hence ordℓ(det(T )) is even for all
inert ℓ 6= p. This proves (i), and (ii) and (iii) follow from this and the previous lemma. 
3. Uniformization of the complex points
In this section, we fix an embedding τ of k into C and discuss the complex points of our moduli
spaces M(n− r, r) and of the special cycles.
3.1. Let V, ( , ) be a hermitian vector space over k of signature (n−r, r). Let G = GV = GU(V )
be the similitude group of V , viewed as a reductive algebraic group over Q. Thus, for any Q-
algebra R,
G(R) = { g ∈ Endk(V )⊗Q R | gg∗ = ν(g) ∈ R× },
where ∗ is the involution on End(V ) determined by ( , ). Let G1 = U(V ).
We note that
ν(G(R)) =
{
R× for signature (r, r),
R×+ for signature (n− r, r), with r 6= n− r.
This fact distinguishes the case n− r 6= r from the case n− r = r.
Let us first assume that r 6= n− r. Let h : C → Endk(V ) ⊗ R be an R-algebra homomorphism
such that h(z)∗ = h(z¯), and such that the form 〈 h(i)x, y 〉 is symmetric and positive definite on
V ⊗Q R. Note that h(z)h(z)∗ = ν(h(z)) = |z|2, so that h : C× → G(R). Let J0 be the complex
structure on VR = V ⊗QR given by multiplication by
√
∆⊗ |∆|− 12 . Here √∆ ∈ k is the element
for which τ(
√
∆) has positive imaginary part. For a homomorphism h as above, let U be the
subspace of VR on which h(i) = −J0. Then U is a complex r-plane in (VR, J0) on which the
hermitian form ( , ) is negative definite, and every such r-plane arises in this way. Note that
h(i) = J0 on the positive n − r-plane U⊥. Thus, we can identify the space of homomorphisms
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h : S→ G(R) of the above type with the space D = D(V ) of negative r-planes in (VR, J0). The
subspace of VC on which h(z) acts by z is isomorphic, as a representation of k, to (n−r) ·τ+r · τ¯ .
In the case of signature (r, r), the form 〈 h(i)x, y 〉 is only required to be symmetric and definite
on V ⊗QR, and we define sgn(h) = ±1 so that sgn(h) 〈 h(i)x, x 〉 ≥ 0. On the complex r-plane U
in V (R) on which h(i) = −J0, the hermitian form sgn(h) ( , ) is negative definite, and we may
identify the space of homomorphisms h : S→ G(R) of the above type with D = D+∪D−, where
Dǫ is the space of r-planes that are negative for ǫ ( , ).
3.2. Next, we describe the complex points ofM(n− r, r). Let L(n−r,r)(k) be the set of isomor-
phism classes of self-dual hermitianOk-lattices of signature (n−r, r). There is a natural surjective
map L 7→ L⊗ Q from L(n−r,r)(k) to R(n−r,r)(k). We fix representatives V for R(n−r,r)(k) and
a compatible set of representatives L for L(n−r,r)(k). We will write D(L) = D(L ⊗ Q) for the
corresponding space of negative r-planes. We also fix the trivialization Af (1)
∼−→ Af given by
the inverse of the exponential map Z/nZ
∼−→ µn(C), a 7→ e(a/n), for e(x) = exp(2πix).
Suppose that (A, ι, λ) is an element of M(n− r, r)(C), and let H = H1(A,Z). Then, via ι, H is
an Ok-lattice of rank n with an alternating form 〈 , 〉λ determined by the polarization λ. Since
the adjoint with respect to 〈 , 〉λ is given by ι(a)∗ = ι(aσ), there is a Ok-valued hermitian form
( , ) = ( , )λ,k on H such that 〈x, y 〉λ = tr((x, y)/
√
∆), as in (1.3). Since the polarization λ
is principal, the Ok-lattice H is self dual with respect to ( , )λ,k. By the signature condition
and the canonical isomorphism HR = H ⊗Z R = Lie(A), the hermitian lattice H has signature
(n− r, r). Choose an isomorphism j : H → L, where L is one of our fixed representatives. Via
j the complex structure on HR corresponds to hz(i) for some z ∈ D(L). Now we eliminate the
choice of j; since any two choices of j differ by an element of ΓL, the group of isometries of L,
we obtain the following result.
Proposition 3.1. There is an isomorphism of orbifolds
M(n− r, r)(C) ∼−→
∐
L
[
ΓL\D(L)
]
,
where L runs over L(n−r,r)(k).
Consider the special case n = 1 and r = 0. A fractional ideal a defines a self-dual hermitian
lattice L0,a in the space V0,a = k with hermitian form (x, y) = N(a)
−1 xyσ. This gives an
isomorphism
C(k)
∼−→ L(1,0)(k), [a] 7→ [L0,a], (3.1)
where C(k) is the ideal class group of k and [L0,a] denotes the isomorphism class of L0,a. Since
D(L0,a) consists of a single point and ΓL0,a = O
×
k
, we obtain
M0(C) ∼−→
∐
[a]∈C(k)
[
O×
k
\D(L0,a)
] ≃ [O×
k
\C(k) ], (3.2)
where O×
k
acts trivially on D(L0,a) and C(k).
There is a slight variant of Proposition 3.1. Consider the map L(n−r,r)(k) −→ R(n−r,r)(k)♯ given
by L 7→ (L⊗ZQ, [[L]]). By construction, the fiber in L(n−r,r)(k) over (V, [[L]]) ∈ R(n−r,r)(k)♯ is
in bijection with
GV1 (Q)\GV1 (Af )/KV1 ,
where KV1 is the stabilizer in G
V
1 (Af ) of a self-dual lattice in [[L]].
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Corollary 3.2. There is an isomorphism of orbifolds
M(n− r, r)(C) ∼−→
∐
V ♯
[
GV1 (Q)\
(
D(V )×GV1 (Af )/KV
♯
1
) ]
,
where V ♯ runs over R(n−r,r)(k)♯. 
When n is odd, we will usually drop the ♯ here. On the other hand, when there are two GV1 -
genera, the group KV
♯
1 depends on V
♯, not just on V .
Remark 3.3. In the special case n = 1 and r = 0, the decomposition
M0(C) ∼−→
∐
V0
[
GV01 (Q)\
(
D(V0)×GV01 (Af )/KV01
) ]
in Corollary 3.2 corresponds to the decomposition of C(k) according to genera. More pre-
cisely, the isomorphism class of the hermitian space V0,a = L0,a ⊗ Q is determined by the
values χp(det V0,a) = χp(N(a)) = (N(a),∆)p as p runs over the primes dividing ∆. But these
are just the values of the genus characters ξp([a]) = (N(a),∆)p. Thus the fibers of the map
C(k) ≃ L(1,0)(k) → R(1,0)(k) are the genera, i.e., the cosets of the subgroup C(k)2. On the
other hand, the inclusion of k1\k1Af /Ô1k into k×\k×Af /Ô×k = C(k) identifies
GV01 (Q)\GV01 (Af )/KV01 = k1\k1Af /Ô1k
with C(k)2.
Remark 3.4. For a relevant hermitian space V˜ in R(n−r,r)(k), the set of complex points
MV˜ (C) of the summand MV˜ of M, in the sense of the decomposition in Proposition 2.12,
corresponds to the subset of the product M(n− r, r)(C) ×M0(C) indexed by pairs (V ♯, V0) for
which Homk(V0, V ) ≃ V˜ .
3.3. Next we consider the complex points of the special cycles. Suppose that (A, ι, λ, E, ι0, λ0;x)
is a point of Z(T )(C), and let H = H1(A(C),Z) and H0 = H1(E(C),Z). There are isomorphisms
j : H
∼−→ L and j0 : H0 ∼−→ L0, for relevant hermitian lattices L and L0 in our fixed sets of
representatives, and we obtain data z ∈ D(L) and, setting L˜ := HomO
k
(L0, L),
x˜ = j ◦ x ◦ j−10 ∈ L˜m.
Here we slightly abuse notation and write x for the collection of homomorphisms from H0 to H
induced by x. Note that the lattice L˜ has a hermitian form h˜ coming from the hermitian forms
hλ and hλ0 on H and H0 arising from the polarizations, as above. The pair (z, x˜) satisfies the
following incidence relations
(1) h˜(x˜, x˜) = T.
(2) z ∈ D(L)x˜, where, for x˜ = [x˜1, . . . , x˜m],
D(L)x˜ = { z ∈ D(L) | z ⊥ x˜i(L0) for all i }.
Note that condition (2) corresponds to the fact that the k-linear maps xi : H0,R = LieE →
HR = LieA are holomorphic.
Let
Inc∞(T ;L,L0) ⊂ D(L)× L˜m
be the set of pairs satisfying conditions (1) and (2). The complex uniformization of the special
cycles is now given by the following proposition.
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Proposition 3.5. Let T ∈ Hermm(Ok). Then there is an isomorphism of orbifolds
Z(T )(C) ≃
∐
[L]∈L(n−r,r)
∐
[L0]∈L(1,0)
[
(O×
k
× ΓL)\Inc∞(T ;L,L0)
]
.
Here O×
k
acts by scalar multiplication on the x˜-component of an element of Inc∞(T ;L,L0).
This can be written more explicitly. For a fractional ideal a and a lattice L in L(n−r,r)(k), let
La = a⊗O
k
L, with hermitian form
(x, x)a =
(x, x)
N(a)
. (3.3)
Then, La is again a self-dual lattice,
La ≃ HomO
k
(L0,a−1 , L) (3.4)
as hermitian lattices, and we have
Z(T )(C) ≃
∐
[a]∈C(k)
∐
[L]∈L(n−r,r)
[
(O×
k
× ΓL)\
∐
x∈Lm
a
(x,x)a=T
D(L)x
]
. (3.5)
If x˜ ∈ (L˜⊗R)m with h˜(x˜, x˜) = T > 0, then m ≤ n− r and D(L)x˜ has codimension mr in D(L).
Corollary 3.6. For T ∈ Hermm(Ok)>0, and m ≤ n − r, the cycle Z(T )(C) has codimension
mr. If m > n− r, then Z(T )(C) is empty.
Remark 3.7. The cycles occurring here are essentially those studied in the joint work of the
first author with John Millson. More precisely, let pr : D(L) → ΓL\D(L) be the projection.
Then the cycles
Z(T ;La,ΓL) =
∐
x∈Lm
a
(x,x)a=T
mod ΓL
pr(D(L)x)
of codimension mr in ΓL\D(L) are those introduced in [33], [34], [35], and, in the case of
signature (2, 1), in [28].
There is an alternative version, where, with the notation as above, we fix isomorphisms jQ :
HQ
∼−→ V and j0,Q : H0,Q ∼−→ V0. The lattice jQ(H) determines a GV1 -genus [[L]] in V , i.e.,
an element V ♯ in R(n−r,r)(k)♯. The lattices jQ(H) and j0,Q(H0) correspond to cosets gKV ♯1 in
GV1 (Af ) and g0K
V0
1 in G
V0
1 (Af ), respectively, and so, we obtain a collection
(z, gKV
♯
1 , g0K
V0
1 , x˜) ∈ D(V )×GV1 (Af )/KV
♯
1 ×GV01 (Af )/KV01 × V˜ (Q)m,
where
V˜ = Homk(V0, V ), x˜ = j ◦ x ◦ j−10 .
The data (z, gKV
♯
1 , g0K
V0
1 , x˜) satisfies the following incidence relations.
(0) x˜ ∈ (g(L˜⊗ Ẑ)g−10 )m, where L˜ = HomOk(L0, L).
(1) (x˜, x˜) = T.
(2) z ∈ D(V )x˜, where
D(V )x˜ = { z ∈ D(V ) | z ⊥ x˜i(V0) for all i }.
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For given relevant spaces V ♯ ∈ R(n−r,r)(k)♯ and V0 ∈ R(1,0)(k), let
Inc∞(T ;V
♯, V0) ⊂ D(V )×GV1 (Af )/KV
♯
1 ×GV01 (Af )/KV01 × V˜ (Q)m,
be the subset of collections satisfying conditions (0), (1) and (2).
Proposition 3.8. Let T ∈ Hermm(Ok). Then there is an isomorphism of orbifolds
Z(T )(C) ≃
∐
V ♯∈R♯
(n−r,r)
∐
V0 ∈R(1,0)
[
(GV1 (Q)×GV01 (Q))\Inc∞(T ;V ♯, V0)
]
.

4. Relation to Shimura varieties
In this section, we discuss the relation between our moduli space M(n − r, r) and Shimura
varieties for unitary similitude groups. When n > 1, we assume that r(n − r) > 0, and we fix
an embedding τ of k into C.
4.1. We fix a hermitian vector space V over k of signature (n−r, r) and writeG = GV = GU(V ).
For an open compact subgroup K ⊂ G(Af ), there is a Shimura variety ShVK over2 k with
ShVK(C) ≃ G(Q)\
(
D ×G(Af )/K
)
. (4.1)
Remark 4.1. We note that two hermitian spaces V, ( , ) and V ′, ( , )′ which are strictly similar,
i.e., V ≃ V ′ with ( , )′ = c ( , ) for c ∈ Q×+, define the same Shimura varieties.
4.2. These Shimura varieties are related to the moduli stacks of an ‘up-to-isogeny’ moduli
problem [8, 27]. For a hermitian space V over k with signature (n − r, r) and a compact open
subgroupK in GV (Af ), we define a groupoid Sh
V
K fibered over the category of locally noetherian
k-schemes. For a locally noetherian k-scheme S, the objects of ShVK(S) are collections (A, ι, λ, η¯),
where
(1) A is an abelian scheme over S, up to isogeny, with an action of k, ι : k→ End0(A),
(2) λ is a polarization3,
(3) η¯ is a K-level structure, i.e., a K-orbit of k⊗ Af -linear isomorphisms
η : T (A)0 → V (Af )
such that the polarization form on T (A)0 and the symplectic form 〈 , 〉 on V (Af ) coincide
up to a scalar in A×f .
In addition, the action ι is supposed to be compatible with the polarization, i.e., for a ∈ k,
ι(a)∗ = ι(aσ), where ∗ is the Rosati involution on End0(A) determined by λ. Finally, the action
of k is supposed to satisfy the determinant condition of type (n− r, r) (Kottwitz condition):
det(T − ι(a) | Lie (A)) = (T − ϕ(a))n−r(T − ϕ(aσ))r ∈ OS [T ], (4.2)
where ϕ : k→ OS is the structure homomorphism.
2In the case where n is even and r = n− r, the reflex field is Q, and we take ShVK to be the base change to k
of the usual canonical model.
3 By this we mean that λ is an isomorphism in the isogeny category, and that for some a ∈ Q×
+
, aλ is a
polarization in the sense of Deligne, [8], p.145. Specifically, for an abelian variety A up to isogeny over a field
k, a polarization is an element of NS(A) ⊗Q such that a positive multiple is defined by a projective embedding.
Note that NS(A) ⊗ Q can be identified with the symmetric elements in Hom(A,A∨) ⊗ Q. This identification is
being made here.
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The morphisms between two objects (A, ι, λ, η¯) and (A′, ι′, λ′, η¯′) in ShVK(S) are given by k-linear
isogenies µ : A→ A′ carrying η¯ to η¯′ and carrying λ to a Q×+- multiple of λ′. All such morphisms
are isomorphisms.
Remark 4.2. Let us be more precise about (3). For this we recall the discussion on p.390-91 of
[27]. Suppose that (A, ι, λ) is an abelian scheme over a connected base S, up to isogeny, together
with a polarization λ and a compatible k-action. The rational Tate module of A is then a smooth
Af -sheaf on S. For a fixed geometric point s of S, the rational Tate module of A is determined
by the rational Tate module H1(As,Af ) viewed as a π1(S, s)-module. The polarization induces
an alternating form on H1(As,Af ) valued in Af (1) = Ẑ(1)⊗Z Q, where
Ẑ(1) = lim←−
n
µn(k(s)), (4.3)
for k(s) the residue field of s. If we fix an isomorphism
Ẑ(1)
∼−→ Ẑ, (4.4)
we obtain an Af -valued alternating form on H1(As,Af ) and a corresponding k⊗Af -valued her-
mitian form, since the polarization is compatible with the k-action. A change in the isomorphism
(4.4) results in a scaling of these forms by an element of Ẑ×. A K-level structure is a K-orbit
η¯ in the set of k⊗ Af -linear isomorphisms
η : H1(As,Af )
∼−→ V (Af )
which preserve the hermitian forms up to a scalar in A×f . Finally, the group π1(S, s) acts on
H1(As,Af ) by similitudes of the alternating form, and it is required that the orbit η¯ be fixed
by this action. As a result, the notion of K-level structure is independent of the choice of the
geometric point s and of the trivialization (4.4).
A ‘p-integral version’ of the following proposition is proved in [27], and the proof transposes
easily to the situation considered here, comp. also [8].
Proposition 4.3. ShVK is a smooth Deligne-Mumford stack over Speck. For K sufficiently
small, ShVK is a quasi-projective scheme over k, naturally isomorphic to the canonical model of
the Shimura variety ShVK .
In particular, if K is sufficiently small, the set of C-points ShVK(C) of Sh
V
K , via the fixed embed-
ding τ of k into C, is canonically identified with the double coset space ShVK(C) of (4.1). When
K is not sufficiently small, then ShVK(C) is canonically identified with the space[
G(Q)\D(V )×G(Af )/K
]
viewed as an orbifold.
4.3. The relation between the Shimura variety ShVK and our moduli stack M(n − r, r) is now
given by the following result.
Proposition 4.4. Let V ♯ ∈ R(n−r,r)(k)♯ be a relevant hermitian space. Then there is an
isomorphism of stacks over k,
M(n− r, r)V ♯ ×SpecO
k
Speck ≃ ShVK ,
where M(n − r, r)V ♯ is the component of M(n − r, r) associated to the strict similarity class
of V ♯ in (i) of Proposition 2.19 and K is the stabilizer in GV (Af ) of a self-dual lattice in the
GV1 -genus given by V
♯.
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Remark 4.5. Note the stacks on both sides of this isomorphism depend only on the strict
similitude class of V and recall that, when n is odd, there is only one such class.
Proof. For a connected locally noetherian scheme S over k, let ξ = (A, ι, λ) be an object of
M(n − r, r)V ♯(S). We view A as an abelian scheme up to isogeny with polarization given by
λ and we extend ι to an action of k. In order to complete the definition of the corresponding
object of ShVK(S), we need to define the level structure η¯. Since ξ lies in M(n− r, r)V
♯
(S), and
after choosing a trivialization (4.4) of the roots of unity, we have an k⊗ Af -linear similitude
jAf : T (A)
0 ∼−→ V (Af ),
unique up to an element of GV (Af )0. The image jAf (T (A)) is a self-dual lattice in V in the
genus [[L]] given by V ♯, and so, adjusting by an element of G(Af )0 if necessary, we can assume
that jAf (T (A)) = L⊗ Ẑ. Let η = jAf ; the K-orbit η¯ of η is then uniquely determined, and the
collection (A, ι, λ, η¯) is an object in ShVK(S).
Conversely, if an object (B, ι, λ, η¯) of ShVK(S) is given, the Ok ⊗ Ẑ-lattice
(η)−1(L ⊗ Ẑ) ⊂ T (B)0
is independent of the choice of η in the K-orbit. There is a unique abelian scheme A over S,
equipped with a quasi-isogeny with B, such that
T (A) = (η)−1(L⊗ Ẑ).
Moreover, there is a unique a ∈ Q×+ such that aλ is a principal polarization of A. To see this,
note that, under η, the Ok ⊗ Af -valued hermitian forms on T (B) and V (Af ) coincide up to a
scalar in (Af )×. Of course, this scalar is only well defined up to an element of Ẑ×. In any case,
by passing to aλ, we can arrange it so that this scalar lies in Ẑ× and hence aλ defines a principal
polarization of A, since T (A) correponds to L⊗ Ẑ and hence is now self-dual. The given action
of k on B defines an action of Ok on A, since T (A) is an Ok-lattice. The Kottwitz condition on
(B, ι, λ, η¯) implies the signature condition on (A, ι, λ). Furthermore, by construction T (A)0 is
similar to V ⊗Af , so that V (ξ) is strictly similar to V , again by the signature condition. Thus,
we obtain a collection (A, ι, aλ) of M(n− r, r)V ♯(S). 
4.4. In this section, we review the action of the Galois group Gal(Q¯/k) on the connected
components of ShVK and of M(n − r, r). Here we will work with the canonical model over the
reflex field E, where E = Q, if r = n− r, and E = k otherwise.
Let T be the torus over Q given by
T =
{
T 1 ×Gm if n is even,
Resk/Q(Gm,k) if n is odd,
where T 1 = ker(N : Resk/Q(Gm,k)→ Gm). For a fixed hermitian space V of signature (n− r, r)
with G = GV = GU(V ), we define a surjective homomorphism νo : G→ T by
νo(g) =
{
(det(g)
ν(g)k
, ν(g)) if n = 2k is even,
det(g)
ν(g)k if n = 2k + 1 is odd.
Note that, in the odd case N(νo(g)) = ν(g). In particular, ker(νo) = SU(V ) in both cases. Then
we have
π0(Sh
V
K) ≃ T (Q)\T (A)/νo(K∞ ×K) = T (Q)0\T (Af)/νo(K), (4.5)
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where T (Q)0 = T (Q)∩T (R)0T (Af ) andK∞ is the centralizer of h in G(R). Note that νo(K∞) =
T (R)0, the identity component of T (R).
Next, we recall the standard description of the action of the Galois group on this set, cf. [49],
for example. For any h : S→ G(R), a simple calculation shows that
νo ◦ h(z) =
{
(
(
z
z¯
)k−r
, zz¯) if n = 2k is even,(
z
z¯
)k−r
z if n = 2k + 1 is odd.
Moreover, writing S = SQ ×Q R where SQ = RE/Q(Gm,E), there is a homomorphism of the form
(cf. [49], 1.c),
ρ = NE/Q ◦ νo ◦ µh : SQ −→ T,
given by4
ρ(a) =

(
(
a
a¯
)k−r
, aa¯) if n = 2k is even and r 6= n− r,
(1, a) if n = 2k is even and r = n− r,(
a
a¯
)k−r
a if n = 2k + 1 is odd.
Finally, the action of σ ∈ Gal(Q¯/E) on π0(ShVK) is given, on the right side of (4.5), by multipli-
cation by ρ(xσ), where xσ ∈ A×E is an element whose image under the Artin reciprocity map is
σ|Eab. As in [49], we normalize this map so that a local uniformizer corresponds to the inverse
of the Frobenius.
Part II: The supersingular locus
5. Uniformization of the supersingular locus
Let p be a prime inert in k. In this section we review the p-adic uniformization of M(n− r, r)
along the supersingular locus of its reduction, following the procedure of Chapter 6 of [52].
Let F = F¯p and let W =W (F) with a fixed embedding τ of kp.
As in [63] and [39], we fix a supersingular p-divisible formal group X over F of dimension n
and height 2n with an action ι of Ok satisfying the determinant condition of type (n − r, r)
and a p-principal polarization λX for which the Rosati involution ∗ satisfies ι(a)∗ = ι(aσ). The
collection (X, ι, λX) is unique up to isomorphism.
Let N = N (n − r, r) be the functor on Nilp = NilpW whose value on S ∈ Nilp is the set of
isomorphism classes of collections ξ = (X, ι, λX , ρX) where X is a p-divisible group over S with
an Ok-action satisfying the determinant condition of type (n − r, r) and λX is a p-principal
polarization compatible with the Ok-action. Finally,
ρX : X ×W F −→ X×F S¯
is an Ok-equivariant quasi-isogeny of height 0 such that ρ
∨
X ◦ λX ◦ ρX is a Z×p -multiple of λX
in HomO
k
(X,X∨) ⊗ Q. Here S¯ = S ×W F. An isomorphism between two collections ξ =
(X, ι, λX , ρX) and ξ
′ = (X ′, ι′, λX′ , ρX′) is an Ok-linear isomorphism α : X → X ′, compatible
with ρX and ρX′ over S¯, such that α
∗(λX′) ∈ Z×p λX .
4 In [49], eq. (1.15), the exponent −1 in the first factor should be eliminated.
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In fact, for our global construction, it will be convenient to choose (X, ι, λX) as follows. Suppose
that ξo = (Ao, ιo, λo) of M(n − r, r)(F) lies in the supersingular locus, and let (X, ι, λX) =
(X(Ao), ιo, λX(Ao)) be the corresponding p-divisible group with its additional structure.
We also fix a trivialization of the prime-to-p roots of unity over F,
Ẑp(1) ≃ Ẑp. (5.1)
Then the Weil pairing on T p(Ao)0 takes values in Apf (1) ≃ Apf , and there is a unique relevant
space V ∈ R(n−r,r)(k) such that T p(Ao)0 is isometric to V ⊗ Apf . If p 6= 2, there is a unique
V ♯ = (V, [[L]]) ∈ R(n−r,r)(k)♯ such that T p(Ao)0 is isometric to V ⊗ Apf , and the Tate module
T2(A
o) determines the type of the genus [[L]] of self-dual lattices, cf. the proof of Proposition
2.19.
For the rest of this section, we will discuss only the case p 6= 2 and leave it to the reader to make
the slight modifications needed in the p = 2 case.
Lemma 5.1. For each V ♯ = (V, [[L]]) ∈ R(n−r,r)(k)♯, the supersingular locus inM(n−r, r)V ♯(F)
is non-empty.
Proof. Fix a supersingular elliptic curve E over F and an embedding Ok →֒ End(E) = OB ,
where B is the quaternion algebra over Q ramified at ∞ and p. We assume that Ok acts on
Lie (E) via the standard map of Ok to F and we give E its canonical principal polarization.
The corresponding Rosati involution on B is the main involution b 7→ b′. Let A = En so that
End(A) =Mn(OB) and let λ0 be the product polarization. The Rosati involution is then b 7→ tb′.
Define ι : Ok −→ End(A) by
ι(a) = diag(a, . . . , a︸ ︷︷ ︸
n−r
, a¯, . . . , a¯︸ ︷︷ ︸
r
).
Then (A, ι, λ0) gives a point in the supersingular locus of M(n − r, r)(F). For our fixed trivi-
alization (5.1), the procedure above yields a relevant hermitian space V (λ0) ∈ R(n−r,r)(k). We
next show that, by modifying the choice of the polarization and performing an isogeny, we can
obtain any given V ♯ = (V, [[L]]). Suppose that a relevant space V ♯ = (V, [[L]]) is given. Any
polarization λ on A can be written as λ = λ0 ◦ β, for β ∈Mn(OB) ∩GLn(B) with tβ′ = β > 0,
and the corresponding Rosati involution is given by b 7→ βtb′β−1. This will have the required
compatibility with ι precisely when β centralizes ι(Ok). By (2.6), the hermitian forms hλ and
hλ0 defined on T
p(A)0 by λ and λ0 are related by
hλ(x, y) = hλ0(x, βy). (5.2)
Choose a prime q ∤ ∆ such that (∆, q)ℓ = invℓ(V ) invℓ(V (λ0)) for all ℓ | ∆ and such that q ≡ 1
mod 8, if 2 ∤ ∆. In particular, since V and V (λ0) both have signature (n−r, r) and both contain
a unimodular lattice, their invariants agree at infinity and at all unramified finite primes, and
hence ∏
ℓ|∆
(∆, q)ℓ = 1. (5.3)
It follows that (∆, q)q = 1 as well so that q is split in k. Let i(q) = diag(q, 1, . . . , 1) ∈ End(A), and
let λ = λ0◦i(q) be the resulting (non-principal) polarization. Let V (λ) be the hermitian space of
signature (n−r, r) with an isometry V (λ)⊗QApf ≃ T p(A)0 where the hermitian form on T p(A)0 is
defined by λ. By (5.2), the invariants of V (λ) satisfy invℓ(V (λ)) = (∆, q)ℓ invℓ(V (λ0)) = invℓ(V )
for all ℓ 6= p and hence invp(V (λ)) = invp(V ) as well. Fixing an isometry V ≃ V (λ), we obtain
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an isometry ψ : V ⊗Q Apf ≃ T p(A)0. We can choose an abelian variety B over F, isogenous to
A by a prime to p isogeny such that T p(B) ⊂ T p(A)0 is the image of L ⊗Z Zˆp under ψ. The
collection (B, ι, λ) then defines an element of the supersingular locus of M(n− r, r)V ♯(F). 
For a given V ♯ = (V, [[L]]) ∈ R(n−r,r)(k)♯, we fix a base point ξo = (Ao, ιo, λo) lying in the
supersingular locus of M(n− r, r)V ♯(F).
We fix a self-dual lattice L ∈ V in the given GV1 -genus and an isomorphism
ηo : T p(Ao)0
∼−→ V (Apf ) (5.4)
such that (i) ηo is an isometry and (ii) ηo(T p(Ao)) = L ⊗ Ẑp. Let Kp be the stabilizer of L in
G(Apf ), and note that K
p is a subgroup of
G(Apf )
0 = { g ∈ G(Apf ) | ν(g) ∈ (Ẑp)× }.
We choose a lift X˜ of X toW and let A˜o be the corresponding lift of Ao. Then there is a canonical
isomorphism
η˜o : T p(A˜o)0 −→ T p(Ao)0 η
o
−→ V (Apf ). (5.5)
Using these objects, we can define a morphism of functors on NilpW
Θ : N ×G(Apf )0 −→ M(n− r, r) (5.6)
as follows. For S ∈ NilpW , let A˜oS = A˜o ×W S. Note that, over the special fiber S¯ = S ×W F,
there is a canonical isomorphism
A˜oS ×W F = Ao ×F S¯.
Thus there is an Ok-action
ιoS¯ = ι
o : Ok −→ EndS¯(Ao × S¯) = End(Ao),
and a polarization
λoS¯ = λ
o × 1S¯ : Ao × S¯ −→ Ao∨ × S¯.
By ‘rigidity’, there are unique extensions of these to A˜oS , i.e., there is an Ok-action by quasi-
isogenies,
ι˜oS : Ok −→ End0S(A˜oS) = End0(Ao),
and a (quasi-) polarization
λ˜oS : A˜
o
S −→ (A˜oS)∨.
Finally, there is an isomorphism
η˜oS : T
p(A˜oS)
0 −→ T p(Ao)0 η
o
−→ V (Apf )
derived from (5.5). Note that (A˜oS , ι˜
o
S , λ˜
o
S) need not be an element of M(n − r, r)(S), since ι˜oS
(resp. λ˜oS) is only a quasi-action (resp. quasi-polarization).
Remark 5.2. The choice of trivialization (5.1) of the prime-to-p roots of unity over F made
above gives a canonical choice of such a trivialization at all geometric points of any scheme
S ∈ NilpW . The isomorphism η˜oS is always an isometry for this choice.
Note that the restriction to S¯ of the p-divisible group of (A˜oS , ι˜
o
S , λ˜
o
S) is canonically identified
with (XS¯ , ι, λX,S¯). Also note that all of these constructions are functorial in S.
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Proposition 5.3. For a given S ∈ NilpW , let (A˜oS , ι˜oS , λ˜oS , η˜oS) be the collection of objects just
defined.
For each object ξ = (X, ι, λX , ρX) in N (S) and coset gKp ∈ G(Apf )0/Kp, there is an object
Θ(ξ, gKp) = (A, ι, λ) of M(n − r, r)(S) and a Ok-linear quasi-isogeny φ : A → A˜oS uniquely
characterized by the following properties:
(i) The polarization λ agrees with φ∨ ◦ λ˜oS ◦ φ.
(ii) Let
η = η˜oS ◦ φ∗ : T p(A)0 −→ V (Apf ).
(Note that the map η is a symplectic isomorphism, by (i) and Remark 5.2.) Then
η(T p(A)) = g · (L ⊗ Ẑp).
(iii) Let (X(A), ι) be the p-divisible group of (A, ι) with Ok-action. Then there is an isomorphism
i : (X(A), ι)
∼−→ (X, ι)
such that the quasi-isogeny φ induces ρX over S¯, i.e., the diagram
(X(A), ι)×W F ∼−→ (X, ι)×W F
φ∗ց ↓ρX
(XS¯ , ι)
commutes. The maps λX(A) and i
∗(λX) agree up to a factor in Z×p .
The construction of A, φ is functorial in S in the obvious sense.
Proof. A detailed proof can be found in [52], §6. The point is that we have the lattice
(η˜oS)
−1(gL⊗ Ẑp) ⊂ T p(A˜oS)0,
while ρX determines a p-divisible group in the isogeny class of X(A˜
o
S), the p-divisible group of
A˜oS . Together these two determine a unique abelian scheme A over S with a quasi-isogeny to
A˜oS . The quasi-polarization and quasi-Ok-action on A˜
o
S determine a principal polarization and
Ok-action on A, as required. 
Let I(Q) = IV (Q) be the group of quasi-isogenies in End0O
k
(Ao) that preserve the polarization
λo. Note that I(Q) is the group of Q-points of an algebraic group defined over Q. Any γ ∈ I(Q)
induces a quasi-isogeny αp(γ) of height 0 of the p-divisible group (X, ι, λX) of (Ao, ι, λo) and
hence acts on N by sending ξ = (X, ι, λX , ρX) to αp(γ)ξ = (X, ι, λX , αp(γ) ◦ ρX). The element
γ also induces an automorphism γ∗ of T
p(Ao)0 and hence defines an element
αp(γ) = ηp,o ◦ γ∗ ◦ (ηp,o)−1 ∈ G(Apf ),
of scale factor 1.
Lemma 5.4. Any γ ∈ I(Q) induces an isomorphism
Θ(αp(γ)ξ, α
p(γ)gKp) ≃ Θ(ξ, gKp),
as points in M(n− r, r)(S). Conversely, any isomorphism
Θ(ξ, gKp) ≃ Θ(ξ′, g′Kp)
is induced by a unique γ ∈ I(Q).
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Proof. The quasi-isogeny γ : Ao → Ao lifts uniquely to a quasi-isogeny γ˜S : A˜oS → A˜oS which
commutes with the Ok-action and preserves the polarization λ˜
o
S . Moreover, the diagram
η˜p,oS : T
p(A˜oS) −→ T p(Ao)
ηp,o−→ V (Apf )
(γ˜S)∗ ↓ γ∗ ↓ α
p(γ) ↓
η˜p,oS : T
p(A˜oS) −→ T p(Ao)
ηp,o−→ V (Apf )
(5.7)
commutes. Suppose that Θ(ξ, gKp) = (A, ι, λ) with quasi-isogeny φ : A → A˜oS . Then the
same collection (A, ι, λ) with quasi-isogeny γ˜S ◦ φ satisfies the conditions of Proposition 5.3
for the pair (ξ′, g′Kp) = (αp(γ)ξ, α
p(γ)gKp). Hence γ induces an isomorphism Θ(ξ, gKp) ≃
Θ(ξ′, g′Kp). Conversely, an isomorphism β : Θ(ξ, gKp) ≃ Θ(ξ′, g′Kp) defines a quasi-isogeny
φ−1 ◦ β ◦ φ′ : A˜oS → A˜oS . This then defines an element γ ∈ I(Q) which induces the isomorphism
β. 
In the present situation, the uniformization theorem, Theorem 6.30 of [52], amounts to the fol-
lowing. It reflects the process of forgetting the quasi-isogeny φ in the construction of Proposition
5.3. Recall that we fixed a trivialization (5.1) of the prime-to-p roots of unity over F.
Theorem 5.5. Let M̂(n− r, r)ss denote the formal completion of
M(n−r, r)×SpecO
k
SpecW (F) along its supersingular locus. For a relevant space V ♯ = (V, [[L]])
in R(n−r,r)(k)♯, let M̂(n − r, r)V ♯,ss be the open and closed sublocus where the rational Tate
module T p(A)0 is isomorphic to V ⊗ Apf and the type of the hermitian lattice T2(A) coincides
with the type of the GV1 -genus [[L]]. Then the map Θ induces an isomorphism
Θ :
[
IV (Q)\(N ×GV (Apf )0/Kp)
] ∼−→ M̂(n− r, r)V ♯,ss
of formal algebraic stacks over W , where Kp is the stabilizer of L in GV (Apf ). 
Note that our space N is (a slight variant of) the space M˘ in [52] and that Theorem 6.30 of
loc. cit. actually gives a stronger result, not needed here, involving the descent of both sides to
Spf(Ok ⊗ Zp).
Remark 5.6. Recall from Proposition 2.19 the disjoint decomposition ofM(n−r, r)[ 12 ] according
to strict similarity classes of relevant hermitian spaces in R(n−r,r)(k)♯. Then, it is clear that by
taking the disjoint sum of the spaces M̂(n − r, r)V ♯,ss, as V runs through the elements in the
fixed strict similarity class [V ], we obtain the formal completion of M(n− r, r)[V ]♯ × SpecW (F)
along its supersingular locus.
A special case of the previous result occurs forM0. In this case the formal scheme N0 = N (1, 0)
is trivial, i.e., is equal to Spf W (canonical lifting).
Let us now combine the uniformization theorems for M(n − r, r) and for M0 to obtain a uni-
formization theorem for M =M(n− r, r) ×SpecO
k
M0. Recall the disjoint sum decomposition
of M[ 12 ] according to relevant spaces V˜ ♯ ∈ R(n−r,r)(k)♯, cf. Proposition 2.19. We denote by
M̂V˜ ♯,ss the formal completion of MV˜ ♯ ×SpecO
k
W (F) along its supersingular locus. Now there
is a decomposition
M̂V˜ ♯,ss =
∐
(V ♯,V0)
M̂(V ♯,V0),ss, (5.8)
where
M̂(V ♯,V0),ss = ̂M(n− r, r)V
♯,ss × M̂0
V0,ss
, (5.9)
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and (V ♯, V0) runs over pairs in R(n−r,r)(k)♯ ×R(1,0)(k) with Homk(V0, V ) ≃ V˜ . Note that the
indexing on the right hand side of (5.8) is determined by our choice of trivialization (5.1).
Corollary 5.7. For a pair (V ♯, V0), with
(M(n − r, r)V ♯ ×MV00 )ss(F) non-empty, there is an
isomorphism of formal stacks over Spf W
M̂(V ♯,V0),ss ≃ [ (IV (Q)× IV0(Q))\(N ×N0 ×GV (Apf )0/KV ♯,p ×GV00 (Apf )0/Kp0 )].

6. Special cycles in the supersingular locus
In this section, we utilize the uniformization described in the previous section to study the
intersection of our special cycles with the supersingular locus. To lighten notation, we write
M(n−r, r) forM(n−r, r)×SpecO
k
SpecW ,M0 forM0×SpecO
k
SpecW , andM forM×SpecO
k
SpecW . We denote the supersingular locus by M(n − r, r)ss, Mss0 , and Mss, respectively. We
continue to treat the case p 6= 2, where it is (sometimes) necessary to keep track of the type of
the GV1 -genera. When p = 2 is inert, the G
V
1 -genera do not play a role.
For T ∈ Hermm(k), we write Z(T ) for Z(T )×SpecO
k
SpecW , and introduce the fiber product:
Ẑ(V ♯,V0),ss(T ) −→ M̂(V ♯,V0),ss
↓ ↓
Z(T ) −→ M.
(6.1)
Note that the formal stack Ẑ(V ♯,V0),ss(T ) is the formal completion of Z(T ) along Z(V ♯,V0),ss(T ) =
Z(T )×MM(V ♯,V0),ss.
Having fixed a base point (Ao, ιo, λo;Eo, ιo0, λ
o
0) inM(V
♯,V0),ss(F) and lifts A˜o and E˜o toW , etc.,
as in the previous section, we have the uniformization of M̂(V ♯,V0),ss given by Corollary 5.7. Our
goal is to give a similar uniformization of the formal stack Ẑ(V ♯,V0),ss(T ).
To the base point (Ao, ιo, λo;Eo, ιo0, λ
o
0) in
(M×M0)ss(F) there are associated two hermitian
spaces, V˜ and V˜ ′. Here V˜ = Homk(V0, V ); it may also be characterized as the unique relevant
space in R(n−r,r)(k) such that
V˜ ⊗ Apf ≃ Homk⊗Ap
f
(
T p(Eo)0, T p(Ao)0
)
, (6.2)
i.e., V˜ is uniquely defined by the condition that (Ao, ιo, λo;Eo, ιo0, λ
o
0) ∈ MV˜ ,ss(F). Note that
the isomorphism (6.2) is determined by our choices of η and η0 as in (5.4).
The space V˜ ′ is given as
V˜ ′ = Hom0O
k
(Eo, Ao) (6.3)
with hermitian form defined by
h′(x, y) = (λo0)
−1 ◦ y∨ ◦ λo ◦ x. (6.4)
Note that the natural action of the group IV (Q) (resp. IV0(Q)) on V ′ by post-multiplication
(resp. by pre-multiplication) preserves this hermitian form. For x ∈ V˜ ′, let
x = ηo ◦ x ◦ (ηo0)−1 ∈ Homk⊗Apf (V0(A
p
f ), V (A
p
f )), (6.5)
and let
x ∈ HomO
k
⊗Zp(X0,X) = V (6.6)
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be the corresponding homomorphisms. Note that there is a natural action of the group IV (Apf )×
IV0(Apf ) (resp. I
V (Qp) × IV0(Qp)) on the space Hom(V0(Apf ), V (Apf )) (resp. V), and the maps
x 7→ x and x 7→ x are IV (Q)× IV0(Q)-equivariant.
Lemma 6.1. a) The hermitian spaces V˜ and V˜ ′ are isomorphic at all finite places ℓ 6= p. At
the archimedian place V˜ has signature (n − r, r) and Hasse invariant (−1)r, whereas V˜ ′ has
signature (n, 0) and Hasse invariant 1.
b) IV (Q) ≃ U(V˜ ′)(Q), and IV0(Q) ≃ k1 = ker(Nmk/Q).
Proof. Recall that (Ao, ιo, λo) ∈ M(n − r, r)V˜ (F) is supersingular; hence we can choose an
Ok-equivariant isogeny A
o ≃ (Eo)n. This yields, in turn, compatible isomorphisms
V˜ ′(Q) = Hom0O
k
(Eo, Ao) ≃ End0O
k
(Eo)n = kn,
and
End0O
k
(Ao) ≃Mn(End0O
k
(Eo)) =Mn(k).
Hence also the natural map
V˜ ′ ⊗ Apf → Homk⊗Apf
(
T p(Eo)0, T p(Ao)0
)
(6.7)
is an isomorphism. This proves a).
For b) note that there are obvious homomorphisms IV → U(V˜ ′) and IV0 → ker(Nmk/Q) of
algebraic groups over Q. Since these induce isomorphisms IV (Apf ) ≃ U(V˜ ′)(Apf ), and IV0(Apf ) ≃
(k⊗Apf )1, these homomorphisms are isomorphisms, and induce on the Q-points the isomorphisms
in b). 
In order to state our uniformization result for special cycles, we need the following definition of
special cycles in N ×N 0, which is a slight variant of Definition 3.2 of [39].
Definition 6.2. For a collection x ∈ HomO
k
⊗Zp(X0,X)
m, let Z(x) be the subfunctor of N ×
N0, where Z(x)(S) is the set of isomorphism classes of collections (X, ι, λX , ρX ;Y, ι, λY , ρY ) in
(N ×N0)(S) such that the quasi-homomorphism
ρ−1X ◦ x ◦ ρY : Y m ×S S¯ −→ X ×S S¯
extends to a homomorphism from Y m to X. Here S ∈ NilpW , and S¯ = S ×W F is the special
fiber of S.
Proposition 6.3. Fix a base point (Ao, ιo, λo;Eo, ιo0, λ
o
0) in M(V
♯,V0),ss(F), and define V˜ ′ by
(6.3). For S ∈ NilpW , define Incp(T ;V ♯, V0)(S), the incidence set, inside(
(N ×N0)(S)× (GV (Apf )0/KV
♯,p ×GV0(Apf )0/Kp0 )
)× V˜ ′(Q)m
to be the subset of collections (ξ, ξ0, gK
V ♯,p, g0K
p
0 ;x
o) determined by the following incidence
relations:
(a) h′(xo,xo) = T.
(b) g−1 ◦ xo ◦ g0 ∈ HomO
k
⊗Ẑp(T
p(Eo), T p(Ao))m.
(c) (ξ, ξ0) ∈ Z(xo)(S) ⊂ (N ×N0)(S).
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Then Incp(T ;V
♯, V0)(S) is the set of S-points of the formal scheme
Incp(T ;V
♯, V0) =
∐
(gKV
♯,p, g0K
p
0 )
∐
x
o
Z(xo),
where (gKV
♯,p, g0K
p
0 ) runs over G
V (Apf )
0/KV
♯,p ×GV0(Apf )0/Kp0 , and xo ∈ V˜ ′(Q)m runs over
the set of m-tuples satisfying conditions (a) and (b). Moreover, there is an isomorphism of formal
stacks over W , compatible with the uniformization isomorphism for M̂(V,V0),ss in Corollary 5.7,(
IV (Q)× IV0(Q))\Incp(T ;V ♯, V0) ∼−→ Ẑ(V ♯,V0),ss(T ).
Proof. Let us recall our fixed trivialization (5.1) of the prime-to-p units. Then in the notation
of Proposition 5.3, the pair (ξ, gKV
♯,p), resp. (ξ0, g0K
p
0 ) determines (A, ι, λ), resp. (E, ι0, λ0),
and a quasi-isogeny φ : A → A˜oS , resp. φ0 : E → E˜oS . Let x ∈ HomOk(E,A)m be such that
(A, ι, λ;E, ι0, λ0;x) is in Z(T )(S).
Let
xo = φ ◦ x ◦ φ−10 ∈ Hom0O
k
(E˜oS , A˜
o
S)
m = Hom0O
k
(Eo, Ao)m = V˜ ′(Q)m, (6.8)
be the corresponding collection of quasi-isogenies, and let
xo = ηo ◦ xo ◦ (ηo0)−1 ∈ Homk⊗Apf (V0(A
p
f ), V (A
p
f ))
m,
and let
xo ∈ Hom0O
k
⊗Zp(X0,X)
m
be the collection of quasi-isogenies of p-divisible groups induced by xo. By (i) of Proposition 5.3,
we have
h′(xo,xo) = h(x,x) = T,
i.e., condition (a) holds. Condition (b) follows immediately from (ii) of Proposition 5.3. Finally,
by (iii) of Proposition 5.3,
(X(A), ι, λ, (φ∗)S¯ ;X(E), ι0, λ0, ((φ0)∗)S¯ ,x) ∈ Z(xo)(S),
where Z(xo) is the cycle in N ×N0 defined above.
Conversely, if a collection xo satisfying (a), (b) and (c) is given, the collection
x = φ−1 ◦ xo ◦ φ0 ∈ Hom0O
k
(E,A)m
actually lies in HomO
k
(E,A)m and satisfies h(x,x) = T .
Finally, it is easy to check that dividing out by the action of IV (Q)× IV0(Q) yields an identifi-
cation with Ẑ(V ♯,V0),ss(T ). 
Remark 6.4. When T ∈ Hermn(Ok)>0, so that Z(T ) has support in the supersingular locus,
there is a decomposition
Z(T ) =
∐
(V ♯,V0)
Z(V ♯,V0),ss(T ). (6.9)
Suppose that Z(T )(V ♯,V0),ss 6= ∅. As before, let V˜ = Homk(V0, V ) and let V˜ ′ be the unique positive
definite hermitian space such that invℓ(V˜
′) = invℓ(V˜ ) for all ℓ 6= p. Then V˜ ′ ≃ VT , where VT =
k
n with hermitian form given by T . Indeed, for any point (A, ι, λ;E, ι0, λ0;x) ∈ Z(T )(V ♯,V0),ss,
the last entry defines a k-linear map kn → V˜ ′ = End0
k
(E,A) which is an isometry. Thus, the
index set in (6.9) runs over the pairs (V ♯, V0) such that V˜
′ ≃ VT .
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Part III: Eisenstein series
In the next four sections, we review some material concerning theta integrals, Eisenstein series,
the Siegel-Weil formula, etc. that will be needed in formulating our main results. We refer to
[16], [22], and [30] for more details.
7. The theta integral
For the moment, we shift notation and allow V to be any nondegenerate hermitian space over
k of dimension m. Let G1 = U(V ) and let H = U(n, n) = U(W0), where W0 is a split skew
hermitian space of dimension 2n. Let W = V ⊗k W0, with symplectic form,
〈〈 v1 ⊗ w1, v2 ⊗ w2 〉〉 = trk/Q((v1, v2)〈w1, w2 〉),
as in [16]. There is a homomorphism G1 ×H → Sp(W ) and (G1, H) is a reductive dual pair.
We fix a character η of k×A whose restriction to Q
×
A is χ
m, where m = dimk V and χ is the
global quadratic character attached to k. As explained in [16], the choice of η determines a
homomorphism
G1(A)×H(A) −→ Mp(W )(A)
where Mp(W )(A) is the metaplectic cover of Sp(W )(A) and hence a Weil representation5 ω of
the group G1(A)×H(A) on the Schwartz space S(V (A)n). We normalize this so that the action
of G1(A) is given by (ω(g, 1)ϕ)(x) = ϕ(g−1x). The theta function attached to ϕ ∈ S(V (A)n) is
then
θ(g, h;ϕ) =
∑
x∈V (Q)n
ω(h)ϕ(g−1x),
where g ∈ G1(A) and h ∈ H(A).
We now suppose that m = n and that sig(V ) = (n, 0). The theta integral is then
I(h;ϕ) =
∫
G1(Q)\G1(A)
θ(g, h;ϕ) dg,
where the Haar measure dg is taken so that vol(G1(Q)\G1(A)) = 1. We take ϕ = ϕ∞ ⊗ ϕf
where
ϕ∞(x) = e
−2πtr(x,x) (7.1)
is the Gaussian, and ϕf is the characteristic function of (M ⊗ Ẑ)n for an Ok-lattice M in V . We
take K1 ⊂ G1(Af ) to be the stabilizer of M ⊗ Ẑ and we note that
ϕ∞(g
−1x) = ϕ∞(x)
for g ∈ G1(R). Write
G1(Af ) =
∐
j
G1(Q)gjK1.
Then
I(h;ϕ) = vol(G1(R)K1) ·
∑
j
|Γj |−1
∑
x∈V (Q)n
ω(h)ϕ(g−1j x),
5We also fix the standard additive character ψ of A, trivial on Q and on Ẑ and such that, for x ∈ R,
ψ(x) = e(x) = e2piix.
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where Γj = G1(Q) ∩ gjK1g−1j is the group of isometries of the hermitian lattice Mj = (gj L ⊗
Ẑ) ∩ V (Q), and the lattice Mj runs over representatives for the classes in the G1-genus of M .
Note that
1 = vol(G1(Q)\G1(A)) = vol(G1(R)K1) ·
∑
j
|Γj |−1,
so that
mass(M) :=
∑
j
|Γj|−1 = vol(G1(R)K1)−1 (7.2)
is the classical mass of the genus of M .
Taking hf = 1, we have
I(h;ϕ) = mass(M)−1
∑
j
|Γj |−1
∑
x∈Lnj
ω∞(h)ϕ∞(x).
Let D(W0) be the space of negative n-planes in W0(R), so that
D(W0) ≃ { z ∈Mn(C) | v(z) := (2i)−1(z − tz¯) > 0 }.
Write z = u(z) + iv(z), with u(z) = 2−1(z + tz¯), and let
hz =
(
1n u(z)
1n
)(
a
ta¯−1
)
∈ H(R), (7.3)
where a ∈ GLn(C) with v(z) = ata¯. Note that hz(i1n) = z. Now taking h∞ = hz, we have
ω∞(hz)ϕ∞(x) = η∞(det(a)) det(v(z))
n
2 q(x,x), (7.4)
where, for T ∈ Hermn(C), we write qT = e(tr(Tz)). Thus, we obtain the classical expression6
I(z;M) : = η∞(det(a))
−1 det(v(z))−
n
2 I(hz;ϕ) (7.5)
= mass(M)−1 ·
∑
T∈Hermn(Ok)
rgen(T,M) q
T .
Here the T -th Fourier coefficient is the representation number
rgen(T,M) =
∑
j
|Γj |−1 |Ω(T,Mj)|, (7.6)
where Mj runs over the classes of lattices in the G1-genus of M , and
Ω(T,Mj) = { x ∈Mnj | (x, x) = T }.
8. The Siegel formula
Now we assume that det(T ) 6= 0 and we express IT (z;M), the T -th Fourier coeffiicient of the
theta integral defined in (7.5) in terms of local densities. This is done in detail in section 6 of
Ichino, [22], as part of the proof of the regularized Siegel-Weil formula for unitary groups. Here
we specialize his formulas to the case where dim(V ) = n.
We slightly shift notation and take dg to be Tamagawa measure on G1(A), defined with respect
to a gauge form νG1 on G1. Since the Tamagawa number of G1 is 2, we include a factor of
1
2
in the definition of the theta integral. For general factorizable ϕ = ⊗vϕv ∈ S(V (A)n), Ichino
obtains
IT (h;ϕ) =
1
2
L(1, χ)−1
∏
v
λ−1v
∫
ΩT (Qv)
ω(hv)ϕv(x) dµT,v(x),
6This is called the analytic genus invariant in Siegel [58] and Braun [5].
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where the convergence factors are
λ−1v = Lv(1, χv), (8.1)
and where ΩT (Qv) is the set of Qv-points of the variety
ΩT = {x ∈ V n | (x, x) = T }.
The measures dµT,v are defined as follows. We choose x ∈ V (Qv)n with (x, x) = T , and define an
isomorphism ix : G1(Qv)
∼−→ ΩT (Qv) via gv 7→ gv ·x. The measure dµT,v on ΩT (Qv) is obtained,
via this isomorphism, from the Tamagawa measure dgv on G1(Qv) determined by νG1 . Note
that, for a place v /∈ S, for a sufficiently large finite set of places S including the archimedean
place, ∫
ΩT (Qv)
ω(hv)ϕv(x) dµT,v(x) =
n∏
i=1
Lv(n− i+ 1, χn−i+1v )−1,
so that 7
IT (h;ϕ) =
1
2
L(1, χ)−1
n−1∏
i=1
LS(n− i+ 1, χn−i+1)−1
×
∏
v∈S
λ−1v
∫
ΩT (Qv)
ω(hv)ϕv(x) dµT,v(x)
=
1
2
n∏
i=1
LS(n− i+ 1, χn−i+1)−1
∏
v∈S
∫
ΩT (Qv)
ω(hv)ϕv(x) dµT,v(x).
On the other hand, if Φ(s) is the Siegel-Weil section associated to a factorizable ϕ, we have a
factorization, [22] [59],
ET (h, s,Φ) = L
S(2s, n, χ)−1 ·
∏
v∈S
WT,v(hv, s,Φv),
of the T -th Fourier coefficient of the Eisenstein series again, for a sufficiently large finite set of
places S, where, for convenience, we set
LS(2s, n, χ) =
n∏
i=1
LS(2s+ n− i+ 1, χn−i+1). (8.2)
Here, for Re(s) > n, the Whittaker function (discussed in more detail in section 10 below) is
given by
WT,v(hv, s,Φv) =
∫
Hermn(kv)
Φv(w
−1n(bv)hv, s)ψv(−tr(Tbv)) dbv, (8.3)
where dbv is the self-dual measure on Hermn(kv) with respect to the pairing 〈 b1, b2 〉 = ψv(tr(b1b2)).
By a standard argument due to Weil, [67], [50], see also [42], p. 127, at s = 0 we have
WT,v(hv, 0,Φv) = γv
∫
ΩT (Qv)
ω(hv)ϕv(x) dµT,v(x), (8.4)
where γv is a Weil index. Note that, in this identity, the gauge form νG1 defining the measure
dµT,v is the one determined by the moment map (10.4). This point is discussed in more detail
in section 10, below. Since, for S sufficiently large,∏
v∈S
γv = 1,
this proves that
2 IT (h;ϕ) = ET (h, 0,Φ). (8.5)
7Here, as usual, the superscript S indicates that the Euler factors for the primes in S are omitted.
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In particular, taking h = hz as in (7.3), we have
2 IT (z;ϕ) = η∞(det(a))
−1 det(v(z))−
n
2 ET (hz, 0,Φ). (8.6)
Let Φn∞(s) be the Siegel-Weil section associated to the Gaussian (7.1), and, for each prime ℓ, let
Φℓ(s) be the Siegel-Weil section attached to ϕℓ, the characteristic function of the set (M ⊗Zℓ)n.
We obtain the fundamental identity
2mass(M)−1 rgen(T,M) q
T = LS(0, n, χ)−1 ·
∏
ℓ∈Sf
WT,ℓ(1, 0,Φℓ) ·WT,∞(hz , 0,Φn∞), (8.7)
for a sufficiently large set of primes S = Sf ∪ {∞}.
9. The incoherent case
We now turn to the incoherent case. Fix a hermitian space V with signature (n − 1, 1) and
assume that V contains a self-dual lattice L, i.e., that V is relevant in the sense of section 2.
Take ϕf ∈ S(V (Af )n) to be the characteristic function of (L ⊗ Ẑ)n. The incoherent Eisenstein
series is defined to be E(h, s,Φ) for Φ(s) = Φ(s, L) = Φ∞(s) ⊗ Φf (s, L) where Φf (s, L) is the
Siegel-Weil section associated to ϕf and Φ∞(s) = Φ
n
∞(s) is the Siegel-Weil section attached to
the Gaussian of a hermitian space of signature (n, 0). As in the previous section, e.g., (8.6), we
let
E(z, s,Φ) = η∞(det(a))
−1 det(v(z))−
n
2 E(hz , s,Φ) (9.1)
be the corresponding ‘classical’ Eisenstein series. As explained in [30] (in the orthogonal case),
E(z, 0,Φ) = 0 and we are interested in the central derivative E′(z, 0,Φ).
For T ∈ Hermn(k) with det(T ) 6= 0, let
Diff(T, V ) = { p <∞ | χp(det(T )) = −χp(det(V )) }. (9.2)
Note that only ramified or inert primes can occur in this set. Moreover, if T > 0, then 1 =
χ∞(det(T )) = −χ∞(det(V )), and hence Diff(T, V ) has odd cardinality, due to the product
formula (1.2). Finally, since V contains a self dual lattice, an inert place p lies in Diff(T, V ) if
and only if ordp(det(T )) is odd. By the analysis reviewed in the previous section,
ET (h, s,Φ) = L
S(2s, n, χ)−1 ·
∏
v∈S
WT,v(hv, s,Φv),
for a sufficiently large finite set S of places including the archimedean place. We assume that S
contains Diff(T, V ). By (8.4),
WT,p(hp, 0,Φp) = 0,
for all p ∈ Diff(T, V ), since Vp does not represent T . This implies the following.
Lemma 9.1. (i) If T ∈ Hermn(k)>0 and |Diff(T, V )| > 1, then
E′T (h, 0,Φ) = 0.
(ii) If T ∈ Hermn(k)>0 and Diff(T, V ) = { p }, then
E′T (h, 0,Φ) =W
′
T,p(hp, 0,Φp) · LS(0, n, χ)−1 ·
∏
v∈S
v 6=p
WT,v(hv, 0,Φv).
(iii) If Diff(T, V ) is empty, so that sig(T ) = (n− r, r) for r odd, then
E′T (h, 0,Φ) =W
′
T,∞(h∞, 0,Φ
n
∞) · LS(0, n, χ)−1 ·
∏
v∈S
v 6=∞
WT,v(hv, 0,Φv).
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These formulas can be made more explicit; we will only do this in a special case. We take
h = hz, as above and note that, by analogy with Lemma 5.2.1 of [42], ET (hz, s,Φ) vanishes
unless T ∈ Hermn(Ok).
Remark 9.2. In this situation, we will write WT,p(s,Φp) for WT,p(1, s,Φp) for a finite prime
p.
We suppose that T ∈ Hermn(Ok)>0 with Diff(T, V ) = { p } for an odd inert prime p. Let
V ′ = VT . Note that, up to isometry, V
′ depends only on V and p, since it is the unique
positive definite hermitian space with invp(V
′) = −invp(V ) and invℓ(V ′) = invℓ(V ) for all other
finite primes. Fix an isomorphism V ′(Apf ) = V (A
p
f ), and let L
′ be the lattice in V ′ determined
by L′ ⊗ Ẑp = L ⊗ Ẑp and L′p = Λ∗ where Λ ⊂ V ′p is a vertex of type 1 and level 0 as in
(12.5). Let ϕ′p ∈ S((V ′p)n) be the characteristic function of (L′p)n, and let ϕ′ = ϕ′p ⊗ ϕp where
ϕp ∈ S(V (Apf )n) is the characteristic function of (L ⊗ Ẑp)n. The following facts will be proved
in the next section.
Proposition 9.3. For T ∈ Hermn(Ok)>0 with Diff(T, V ) = { p } for an odd inert prime p,
suppose that, under the action of GLn(Ok,p),
T ∼ diag(1n−2, pa, pb), 0 ≤ a < b.
Let S = 1n and S
′ = diag(1n−1, p).
(i) Let Φp(s) be the Siegel-Weil section associated to the characteristic function ϕp of the set
(L⊗ Zp)n in V (Qp)n. Then
W ′T,p(0,Φp) = γp(V )
n αp(S, S)µp(T ) log p,
where
µp(T ) =
1
2
a∑
ℓ=0
pℓ(a+ b− 2ℓ+ 1).
and αp(S, S) is the local density, cf. (10.1). Note that αp(S, S) = Lp(0, n, χ)
−1, where Lp(2s, n, χ)
is the local factor at p of the L-function (8.2).
(ii) Let Φ′p(s) be the Siegel-Weil section associated to the characteristic function ϕ
′
p of the set
(L′p)
n in (V ′p)
n, where L′p is as explained above. Then
WT,p(0,Φ
′
p) = (−1)nγp(V )n p−n αp(S′, S′).
In particular, this quantity is nonzero and independent of T .
Using the nonvanishing in (ii), we can write
E′T (h, 0,Φ) =
W ′T,p(0,Φp)
WT,p(0,Φ′p)
· LS(0, n, χ)−1 ·
∏
v∈S
WT,v(hv, 0,Φ
′
v)
=
W ′T,p(0,Φp)
WT,p(0,Φ′p)
· 2 IT (h, ϕ′).
Then, using (8.7) and Proposition 9.3, we obtain the expression
E′T (z, 0,Φ) = (−1)n µp(T ) log(p) · Cp · 2mass(L′)−1 rgen(T, L′) · qT ,
where
Cp = p
n αp(S, S)
αp(S′, S′)
.
SPECIAL CYCLES ON UNITARY SHIMURA VARIETIES II: GLOBAL THEORY 35
Finally, we write G′1 = U(V
′) and note that G1 = U(V ) and G
′
1 are inner forms of each other.
Our fixed choice of a gauge form ν1 = νG1 on G1, together with an isomorphism of inner forms
Ψ : G′
∼−→ G defined over Q¯, determines a gauge form ν′1 = νG′1 = Ψ∗(ν1) on G′1. This form is
again defined over Q and hence there are associated Haar measures on G1(Qp) and G′1(Qp), cf.
[26], p. 631. Now, by (7.2) for the positive definite space V ′, we have
2mass(L′)−1 = vol(G′1(R)K
′
1, dν
′
1)
where the volume is taken with respect to Tamagawa measure and our fixed convergence factors
(8.1). By (iii) of Lemma 10.4, we have
Cp · vol(K ′1,p, dν′1) = vol(K1,p, dν1).
Thus
Cp · 2mass(L′)−1 = vol(G′1(R), dν′1) vol(K1, dν1).
As we will see in a moment, the quantity vol(G′1(R), dν
′
1) is independent of p. For later conve-
nience, we will now write
E(z, s, L) = E(z, s,Φ) (9.3)
to emphasize the dependence on the choice of the self-dual lattice L.
Corollary 9.4. For T ∈ Hermn(Ok)>0 with Diff(T, V ) = { p } for an odd inert prime p, suppose
that T satisfies the condition of Proposition 9.3. Then
E′T (z, 0, L) = (−1)nC · µp(T ) log(p) · rgen(T, L′) · qT ,
where L′ is obtained from L as explained just before Proposition 9.3 and
C = vol(G′1(R), dν
′
1) vol(K1, dν1).
Note that the factor (−1)n arises due to the switch from an incoherent to a coherent Eisenstein
series, more precisely, from the sign change in the Weil invariant γp(V
′
p) = −γp(Vp) and the
presence of the factor γp(V )
n in the formula for the local Whittaker function in Proposition 10.1.
Finally, the constant C has the following nice interpretation.
Lemma 9.5.
2C−1 = (−1)n−1 χ(Pn−1(C))−1 · χ•
(
G1(Q)\(D ×G1(Af )/K1)
)
,
where, for an arithmetic group Γ of isometries of the n− 1 ball D,
χ•(Γ\D) :=
∫
Γ\D
Ω,
is the integral of the Gauss-Bonnet form Ω.
Remark 9.6. If Γ is torsion free, then χ•(Γ\D) is the Euler characteristic of the manifold Γ\D.
Also note that Pn−1(C) is the compact dual of D and that (−1)n−1 χ•(Γ\D) is positive.
Proof. First note that, for Tamagawa measure,
2 = vol(G1(Q)\G1(A), dν1) =
(∑
j
vol(Γj\G1(R))
) · vol(K1),
where
G1(A) =
∐
j
G1(Q)G1(R)gjK1
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and Γj = G(Q) ∩ gjK1g−1j . Thus
2 vol(K1)
−1 =
∑
j
vol(Γj\G1(R)),
and so
2C−1 = vol(G′1(R))
−1.
∑
j
vol(Γj\G1(R)).
Here we are using the measure obtained from matching gauge forms on G1(R) = U(n − 1, 1)
and its compact dual G′1(R) = U(n), as described above. But then, the ratio is independent
of the choice of this gauge form. Now write the real Lie algebra of G1 as g = k + p where
dim p = 2n− 2 and g′ = k+ ip. We can use the standard recipe, described in Serre’s article [55]
on Euler-Poincare measures, pp.135-138, to give a top degree form Ω on p (degree 2n− 2) such
that, writing Ω for the corresponding G1(R)-invariant form on D,∫
Γ\D
Ω = χ(Γ\D),
for χ(Γ\D) the Euler characteristic of the manifold Γ\D, when Γ is torsion free, i.e., Ω gives
the Gauss-Bonnet form on D, [15]. We can extend this to g by wedging with a top degree form
η on k which gives the corresponding maximal compact subgroup volume 1. According to [55]
p.136, the resulting measure µ on G1(R) is an Euler-Poincare measure. Then, since the form on
ip corresponds to (−1)n−1 times the Gauss-Bonnet form on Pn−1(C), the measure of G′1(R) is
vol(G′1(R), µ
′) = (−1)n−1χ(Pn−1(C)).

10. Representation densities
In this section, we derive the information about local Whittaker functions and their central
derivatives summarized in Proposition 9.3 from various explicit formulas for representation den-
sities of hermitian forms.
Recall that the classical representation densities are define as follows. For nonsingular matrices
S ∈ Hermm(Ok,p) and T ∈ Hermn(Ok,p), let
Apk(S, T ) = { x ∈Mm,n(Ok/pkOk) | S[x] ≡ T mod pk Hermn(Ok)∨ },
where
Hermn(Ok)
∨ = {b ∈ Hermn(k) | tr(bc) ∈ Ok for all c ∈ Hermn(Ok) }.
The representation density is then defined as the limit
αp(S, T ) = lim
k→∞
(p−k)n(2m−n) |Apk(S, T )|. (10.1)
An explicit formula for αp(S, T ) has been given by Hironaka, [17], in the case of an inert prime
p.
These quantities are related to the Whittaker functions WT,p(s,Φp) where Φp(s) is the Siegel-
Weil section determined by the characteristic function ϕp ∈ S(V np ) of (Lp)n for a lattice Lp on
which the hermitian form has matrix S. We sketch the argument, which is analogous to that
given for quadratic forms in [30], in order to be precise about the various constants involved.
Recall that
WT,p(s,Φp) =
∫
Hermn(kp)
Φp(w
−1n(b), s)ψp(−tr(Tb)) db. (10.2)
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where8
w =
(
1n
−1n
)
, n(b) =
(
1n b
1n
)
,
and db is the self-dual measure with respect to the pairing
〈 b, c 〉 = ψp(tr(bc))
on Hermn(kp). In particular, note that
vol(Hermn(Ok,p), db) = |∆|n(n−1)/4p .
Proposition 10.1. Let
Sr =
 1rS
1r
 .
Then
WT,p(r,Φp) = γp(V )
n |N(detS)| 12np |∆|ep αp(Sr, T ),
where γp(V ) is an eight root of unity given by (10.3) and e =
1
2n(m+ 2r) +
1
4n(n− 1).
Proof. We first use Rallis’s interpolation trick. Let V
[r]
p = Vp ⊕ Vr,r where Vr,r is the split space
of signature (r, r), and let
ϕ[r]p = ϕp ⊗ ϕr,r ∈ S((V [r]p )n)
where ϕr,r is the characteristic function of (Lr,r)
n for a self-dual lattice Lr,r in Vr,r. Then, as in
[30], p.642,
Φp(h, r) = ω(h)ϕ
[r]
p (0),
where ω is the Weil representation of H(Qp) on S((V
[r]
p )n). Note that we use the character η
fixed above to define the Weil representation for all r. Recall, [29], that for w = wn ∈ U(n, n)
as above,
ω(w−1)ϕp(x) = γp(V )
n
∫
V np
ψp(−trk/Qptr(x, y))ϕp(y) dy,
where
γp(V ) = (∆, det(Vp))p γp(−∆, ψp, 12 )
m γp(−1, ψp, 12 )
−m, (10.3)
where γp(a, ψp, 12 ) is the Weil index, [29] with the additive character ψp,
1
2
given by ψp, 12 (x) =
ψp(
1
2x), and dy is the self-dual measure with respect to the pairing
〈x, y 〉 = ψp(trk/Qptr(x, y))
on V np . Inserting this in (10.2) and writing N for Hermn(kp), we have
WT,p(r,Φp) =
∫
N
ψp(−tr(Tb))Φp(w−1n(b), r) db
=
∫
N
ψp(−tr(Tb)) γp(V )n
∫
(V
[r]
p )n
ψp(tr(b(x, x)))ϕ
[r]
p (x) dx db
= γp(V )
n |∆|n(n−1)/4p lim
k→∞
pkn
2
∫
x∈(V [r]p )
n
(x,x)−T∈pkHermn(Ok,p)
∨
ϕ[r]p (x) dx.
Here, in the last step, we have computed the integral over N as the limit of the integrals over
the sets p−k Hermn(Ok,p) ⊂ N .
8Note that the conventions here differ slightly from those of [16], (6.5).
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Take ϕp = ϕLp and choose an integral basis for Lp ⊕ Lr,r for which the hermitian form has
matrix Sr, as above. Then (Lp ⊕ Lr,r)n =Mm+2r,n(Ok,p), and we have
vol(Mm+2r,n(Ok,p), dx) = |N(detSr)|
n
2
p |N(∂p)|
n(m+2r)
2
p = | detS0|np |∆|
n(m+2r)
2
p ,
where | |p is the norm on Qp and ∂p is the different of kp/Qp. We break the integral up into
cosets of pkMm+2r,n(Ok) in Mm+2r,n(Ok).
This gives
WT,p(r,Φp) = γp(V )
n | detS|np |∆|ep lim
k→∞
(pk)n
2−2(m+2r)n|Apk(Sr, T )|
= γp(V )
n | detS|np |∆|ep αp(Sr, T ).
where e = n(m+2r)2 + n(n− 1)/4. 
Proof of Proposition 9.3. In the case of an odd inert prime, the formula above reduces to
WT,p(r,Φp) = γp(V )
n | detS|np αp(Sr, T ).
Now, by Proposition 9.1 of [39] (which uses Nagaoka’s formula [45]), we have
W ′T,p(0,Φp) = γp(V )
n | detS|np α′p(S, T ) log(p)
= γp(V )
n | detS|np αp(S, S)µp(T ) log(p).
This proves (i), where we note that (by Proposition 9.1 of [39])
αp(S, S) =
n∏
i=1
(1− (−1)ip−i) = Lp(0, n, χ)−1.
To prove (ii), let S′ = diag(1n−1, p) and consider
WT,p(0,Φ
′
p) = γp(V
′
p)
n p−n αp(S
′, T ),
where, by (10.3), γp(V
′
p) = −γp(Vp). Note that S′ is the matrix for the hermitian form of V ′p on
the lattice Λ∗, where Λ is a vertex of type 1 and level 0 in V ′p . The analogue of the reduction
formula of Proposition 9.3 of [39], which follows immediately from Corollary 9.12 of [39], implies
that
αp(S
′, T ) = αp(S
′, 1n−2)αp(S
′′, T ′′),
where S′′ = diag(1, p) and T ′′ = diag(pa, pb).
We will give the proof of the following result after our discussion of gauge forms.
Proposition 10.2. The quantity αp(S
′′, T ′′) is independent of a and b.
Corollary 10.3. For n ≥ 2,
αp(S
′, T ) = αp(S
′, S′).
This finishes the proof of Proposition 9.3. 
Next, we need to obtain some information about the dependence on p of the quantity mass(L′).
To do this, we first record a few facts about the moment map and gauge forms
h : V n −→ Hermn, x 7→ (x, x), (10.4)
for a hermitian space V . Let
V nreg = { x ∈ V n | det(h(x)) 6= 0 }.
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Let G1 = U(V ) and note that for any x ∈ V nreg with h(x) = T , the map
ix : G1
∼−→ ΩT = h−1(T ), g 7→ g · x
is an isomorphism.
Fix basis elements α ∈ ∧top(V n)∗ and β ∈ ∧top(Hermn)∗ and write α and β for the translation
invariant forms they define. Here note that the exterior products are taken for the rational vector
spaces V and Hermn; in particular the forms α and β have degrees 2n
2 and n2 respectively. Then
there is a form ν of degree n2 on V nreg such that (i) α = h
∗β ∧ ν, (ii) ν is invariant under the
action of G1 × GL(n) on V n and (iii) for all points x ∈ V nreg, the restriction of ν to ker(dhx)
is nonzero. In particular, the pullback νG1 = i
∗
xν is a gauge form on G1 which is independent
of the choice of x. It determines a Tamagawa measure on G1(A) via a choice of convergence
factors λv, as in (8.1) above. The analogous facts in the orthogonal case are described in detail
in Lemma 5.3.1 of [42].
In the local situation, we have the following useful observations. The analogue of Lemma 4.2 of
[50] implies that the distribution
ϕ 7→WT,p(0,Φϕ)
on S(V np ) is proportional to the orbital integral
OT,p(ϕ) =
∫
ΩT (Qp)
ϕ(x) dT,p(x),
where dT,p(x) is the measure on ΩT (Qp) determined by the restriction of ν to ΩT . More precisely,
by the same argument as in pp. 121-127 of [42], we have
WT,p(0,Φϕ) = Cp(V, α, β, ψ) · OT,p(ϕ),
where
Cp(V, α, β, ψ) =
γp(V )
n cp(β, ψ)
cp(α, ψ)
.
Here
dα,px = cp(α, ψ) dx,
where dα,px is the measure on V
n
p determined by the gauge form α and dx is the self-dual
measure with respect to the pairing 〈x, y 〉 = ψp(trkp/Qptr(x, y)). Similarly,
dβ,pb = cp(β, ψ) db
where dβ,px is the measure on Hermn(kp) determined by the gauge form β and db is the self-dual
measure with respect to the pairing 〈 b, c 〉 = ψp(tr(bc)). Taking ωp(h)ϕ in place of ϕ, we get
WT,p(h, 0,Φϕ) = Cp(V, α, β, ψ) ·OT,p(ω(h)ϕ).
Note that, globally, ∏
p≤∞
Cp(V, α, β, ψ) = 1.
Lemma 10.4. (i) Let Lp ⊂ Vp be an Ok,p-lattice with basis { v1, . . . , vn }, and let S = ((vi, vj))
be the matrix for the hermitian form on Lp with respect to this basis. Let Kp ⊂ U(Vp) = G1(Qp)
be the stabilizer of Lp. Then
h−1(S) ∩ Lnp = Kp · v,
where v = [v1, . . . , vn] ∈ V np .
(ii) Let dg be the measure on G1(Qp) determined by the gauge form νG1 = i
∗
v
ν. Let v ⊗ e be
the Ok,p-basis vi ⊗ ej for Lnp = Lp ⊗Zp Znp , where ej is the standard basis of Znp . Then, for a
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Zp-basis 1, ξp for Ok,p, v⊗ e, ξpv⊗ e is a Zp-basis for Lnp . Let w = [w1, . . . , wn2 ] for a Zp-basis
wj for Hermn(Ok,p). Then
vol(Kp, dg) =
|α(v ⊗ e, ξpv ⊗ e)|p
|β(w)|p · |∆|
1
2n(n−1)
p · αp(S, S),
(iii)
vol(K ′p, dg)
vol(Kp, dg)
=
| det(S′)|np αp(S′, S′)
| det(S)|np αp(S, S)
Proof. To prove (i), take x ∈ h−1(S) ∩ Lnp , and write x = g · v = v · a, with g ∈ G1(Qp) and
a ∈ GLn(kp) ∩Mn(Ok,p). Let L′p ⊂ Lp be the Ok,p-lattice spanned by the components of x.
Then L′p = g · Lp and |Lp : L′p| = |N(det a)|−1p . But
S = (x,x) = (va,va) = ta(v,v)a¯ = taSa¯,
so that N(det a) = 1 and gLp = Lp, i.e., g ∈ Kp. Conversely, if k ∈ Kp, then x = k · v ∈
h−1(S) ∩ Lnp .
To prove (ii), note that by (i),
vol(Kp, dg) = OS,p(ϕp),
where ϕp is the characteristic function of L
n
p . Thus,
vol(Kp, dg) = Cp(V, α, β, ψ)
−1WS,p(0,Φϕp)
= Cp(V, α, β, ψ)
−1 γp(V )
n | detS|np |∆|ep αp(S, S) (10.5)
=
cp(α, ψ)
cp(β, ψ)
| detS|np |∆|ep αp(S, S).
For an Ok,p-basis of Lp, v and a Zp-basis 1, ξp for Ok,p, write v ⊗ e for the Ok,p-basis vi ⊗ ej
for Lnp = Lp ⊗ Znp , and note that v ⊗ e, ξpv ⊗ e is a Zp-basis for Lnp . Then
vol(Lnp , dα,px) = |α(v ⊗ e, ξp v ⊗ e)|p = cp(α, ψ) | detS|np |∆|
1
2n
2
p ,
so that
cp(α, ψ) = |α(v ⊗ e, ξp v ⊗ e)|p | detS|−np |∆|−
1
2n
2
p .
Similarly, if w = [w1, . . . , wn2 ] is a Zp-basis for Hermn(Ok,p), then
vol(Hermn(Ok,p), dβ,pb) = |β(w)|p = cp(β, ψ) |∆|
1
4n(n−1)
p .
Using these expressions in (10.5), we obtain (ii).
Finally, to prove (iii), note that there exists a k-linear isomorphism γ : V ′(Q¯)
∼−→ V (Q¯) of Q¯-
vector spaces such that (γ(x), γ(y))V = (x, y)V ′ , for all x, y ∈ V ′(Q¯). This isomorphism induces
an isomorphism Ad(γ) : G′1
∼−→ G1, g′ 7→ γg′γ−1 of algebraic groups over Q¯. Note that the
function σ 7→ ψσ = σ(γ) ◦ γ−1 ∈ G1(Q¯) on Gal(Q¯/Q) defines the 1-cocycle relating the inner
forms G1 and G
′
1.
Let α′ = γ∗(α) be the top degree form on (V ′)n obtained by pulling back α. Since G1(Q¯)
acts trivially on ∧top(V ), this form is rational over Q. Moreover, the gauge form νG′1 on G′1
determined by α′ and β is the pullback via Ad(γ) of the gauge form νG1 on G1 determined by
α and β.
SPECIAL CYCLES ON UNITARY SHIMURA VARIETIES II: GLOBAL THEORY 41
With respect to the k-bases v and v′ there exists a matrix g = a+ δb with a, b ∈ Mn(Q¯) such
that
γ(v′) = v · g.
Then
S′ = (v′,v′)V ′ = (γ(v
′), γ(v′))V =
tg(v,v)V g¯ =
tgSg¯,
where g¯ = a− δb. In particular,
N(det(g)) = det(S′) det(S)−1.
On the other hand,
α′(v′ ⊗ e, ξpv′ ⊗ e) = α(γ(v′)⊗ e, ξpγ(v′)⊗ e) = N(det(g))n α(v ⊗ e, ξpv ⊗ e).
Using these in the ratio of the expressions in (ii), we obtain (iii). 
Proof of Proposition 10.2. Let V ′′p be the 2-dimensional hermitian space over kp with Ok,p-lattice
L′′p spanned by the components of v
′′ = [v′′1 , v
′′
2 ] with (v
′′,v′′) = S′′. Let α′′ (resp. β′′) be a
top degree translation invariant form on (V ′′p )
2 ( resp. Herm2), and let ν
′′ = α′′/h∗(β′′) be the
corresponding 4-form on (V ′′p )
2, as above. Let
X = {x ∈ (Lp)2 | tx′′S′′x¯′′ = T }.
Then
αp(S
′′, T ′′) = vol(X, dν′′) · |β
′′(w′′)|p
|α′′(v′′ ⊗ e, ξpv′′ ⊗ e)|p ,
where w′′ = [w1, . . . , w4] is a Zp-basis for Herm2(Ok,p). Note that we are now assuming that
kp/Qp is unramified. In particular, the space V ′′p is anisotropic. It is then easy to check that,
for any T = diag(pa, pb) with a, b ∈ Z≥0 with a+ b odd, the set X is non-empty and that
X = G′′p · x′′0 ∼←− G′′p
for any x′′0 ∈ X , where G′′p = U(V ′′p ). Thus, cf. [11], p.500, for example,
αp(S
′′, T ′′) = vol(G′′p , dνG′′p ) ·
|β′′(w′′)|p
|α′′(v′′ ⊗ e, ξpv′′ ⊗ e)|p ,
where, as explained above, the gauge for νG′′p is independent of x
′′
0 ∈ (V ′′p )2. In particular,
αp(S
′′, T ′′) = αp(S
′′, S′′), as claimed. 
Remark 10.5. Although we do not need it, the value
αp(S
′, S′) = p · (1 + p−1)
n−1∏
r=1
(1 − (−1)rp−r)
is obtained from the general formula in [11], Theorem 7.3.
Part IV. Arithmetic intersection numbers
From now on, we restrict to the case of signature (n−1, 1). Accordingly, we abbreviateM(n−1, 1)
to M(n), and we write M for the base change M(n)×Spec(O
k
)M0 of M(n) to M0.
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11. The main theorem and a conjecture
We first recall from the introduction the following definition.
Definition 11.1. A hermitian matrix T ∈ Hermm(Ok)>0 (and the corresponding special cycle
Z(T )) is called non-degenerate if Z(T ) is of pure dimension n−m.
In particular, in the special case m = 1 any T = t ∈ Z>0 is non-degenerate.
The following proposition gives a partial characterization of non-degenerate T ∈ Hermn(Ok)>0;
it follows from [39] and Proposition 6.3 above. Recall that for a nonsingular T in Hermn(Ok),
Diff0(T ) is the set of inert primes p such that ordp det(T ) is odd.
Proposition 11.2. For T ∈ Hermn(Ok)>0, suppose that Z(T ) 6= ∅.
(i) Suppose that Diff0(T ) = {p} for p > 2. Let r0(T ) = n− rank(red(T )) be the dimension of the
radical of the hermitian form red(T ) over Ok/pOk. Then Z(T ) is equidimensional of dimension
dimZ(T ) =
[
r0(T )− 1
2
]
.
In particular, T is non-degenerate if and only if T is GLn(Ok,p)-equivalent to diag(1n−2, p
a, pb)
with 0 ≤ a < b.
(ii) Conversely, suppose that T ∈ Hermn(Ok)>0 and that, for an odd unramified prime p, Z(T )∩
Mp is a nonempty 0-cycle. Then T is non-degenerate with Diff0(T ) = {p}.
Proof. By Proposition 2.22, the cycle Z(T ) is empty unless |Diff0(T )| ≤ 1. When |Diff0(T )| = 0,
then the cycle Z(T ) is supported in the fibers at ramified primes. Thus, under either of the
hypotheses in (i) or (ii), it follows that p is an odd inert prime and that Diff0(T ) = {p}. Moreover,
by Remark 6.4, supp(Z(T )) is contained in the component MV˜ ,ssp , where V˜ ∈ R(n−1,1)(k) is
locally isomorphic to VT at all finite places away from p. Now the completion of Z(T ) along
its supersingular locus breaks up into a disjoint sum (6.9) of Ẑ(V ♯,V0),ss(T ), where the pairs
(V ♯, V0) run over R(n−1,1)(k)♯ × R(1,0)(k) such that Homk(V0, V ) ≃ V˜ . By Proposition 6.3,
Ẑ(V ♯,V0),ss(T ) is the stack quotient of the formal scheme
Incp(T ;V
♯, V0) =
∐
(gKV
♯,p,g0K
p
0 )
∐
x
o
Z(xo), (11.1)
by the group IV (Q) × IV0(Q). It is shown in [39] that Z(xo) is equidimensional of dimension
[(r0(T )−1)/2], and hence is a 0-cycle if and only if T is GLn(Ok,p)-equivalent to diag(1n−2, pa, pb)
with 0 ≤ a < b. 
Remark 11.3. To obtain a complete characterization of non-degenerate T ’s of maximal size it
would be necessary to determine what happens for ramified primes and for p = 2, e.g., to extend
the results of [63], [65] and [39] to such primes.
For positive integersm1, . . . ,mr with
∑r
i=1mi = n, we fix Ti ∈ Hermmi(Ok), with corresponding
special cycles Z(Ti). The fiber product of these cycles over M decomposes as
Z(T1)×M × . . .×M Z(Tr) =
∐
T
Z(T ), (11.2)
where T runs over elements of Hermn(Ok)≥0 with diagonal blocks T1, . . . , Tr. The decomposition
is according to the fundamental matrix which, to an S-valued point (A, ι, λ;E, ι0, λ0;x1, . . . ,xr)
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for a connected scheme S, attaches the matrix T = h′(x,x), where x = [x1, . . . ,xr]. Here h
′ is
the hermitian form (2.4) on HomO
k
(E,A).
Definition 11.4. For T ∈ Hermn(Ok)>0 with non-degenerate diagonal blocks T1, . . . , Tr, let
〈Z(T1), . . . ,Z(Tr)〉T =
∑
p
χ
(Z(T )p,OZ(T1) ⊗L . . .⊗L OZ(Tr)) log p. (11.3)
Here Z(T )p denotes the part of Z(T ) with support in the fiber at p. Note that by Proposition
2.22, Z(T ) has proper support in the special fiber of at most finitely many primes p, so that
the sum and the Euler-Poincare´ characteristics appearing here are finite. Note that, since Z(T )
is a stack and not a scheme, we have to use here the ‘stacky’ definition of the Euler-Poincare´
characteristic, cf. [10], VI 4.1.
Remark 11.5. Note that, if T ∈ Hermn(Ok)>0 is non-degenerate, then the diagonal blocks
T1, . . . , Tr are automatically non-degenerate.
By Proposition 2.22, if |Diff0(T )| > 1, the cycle Z(T ) is empty and the Euler-Poincare´ charac-
teristic is zero. On the other hand, if Diff0(T ) = {p}, then Z(T ) is supported in the fiber over
p of M, and
〈Z(T1), . . . ,Z(Tr)〉T = χ
(Z(T ),OZ(T1) ⊗L . . .⊗L OZ(Tr)) log p. (11.4)
Finally, if Diff0(T ) is empty, then Z(T ) is either empty or supported in the fibers for p ramified
in k, and the sum in (11.3) runs over such primes.
We expect that 〈Z(T1), . . . ,Z(Tr)〉T is the contribution of T to the arithmetic intersection num-
ber of the non-degenerate special cycles Z(T1), . . .Z(Tr).
Proposition 11.6. Let T ∈ Hermn(Ok)>0 with diagonal blocks T1, . . . , Tr and assume that T
is non-degenerate. Then
OZ(T1) ⊗L . . .⊗L OZ(Tr) = OZ(T1) ⊗ . . .⊗OZ(Tr);
more precisely, OZ(T1) ⊗ . . .⊗OZ(Tr) represents the left hand side in the derived category.
Proof. We use the p-adic uniformization, Proposition 6.3 of special cycles. We are then reduced
to the corresponding statement concerning closed formal subschemes of N ≃ N × N0: we are
given
Z(x
i
) ⊂ N , x
i
∈ HomO
k
⊗Zp(X0,X)
ni ,
for i = 1, . . . , r. By assumption ∩i=1,...,rZ(xi) is of dimension 0 (and in fact, by [39], Corollary
4.7 reduced to a single point ξ). But by Proposition 3.5 of [39], for any x ∈ HomO
k
⊗Zp(X0,X),
the formal subscheme Z(x) of N is defined by a single equation. It follows that, denoting by
xji (j = 1, . . . , ni) the components of xi, each Z(x
j
i ) is a formal divisor in N , and Z(xi) is the
proper intersection of these divisors. Hence the local equations f ji (j = 1, . . . , ni) of the divisors
Z(xji ) form a regular sequence in the regular local ring ON ,ξ. This implies that OZ(x
i
) represents
the derived tensor product
OZ(x1i ) ⊗L . . .⊗L OZ(xnii ).
Indeed, each OZ(xji ) is represented by the complex
[O f
j
i−→ O].
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Hence the derived tensor product of all OZ(xji ) is represented by the Koszul complex [3] of the
elements f ji (j = 1, . . . ni), which, since the f
j
i form a regular sequence, has as its only homology
group the module OZ(x
i
).
Similarly, since all formal divisors Z(xji ) (i = 1, . . . , r; j = 1, . . . , ni) intersect properly, an
analogous reasoning proves that all f ji form a regular sequence in ON ,ξ and hence the derived
tensor product of all OZ(xji ) is represented by the Koszul complex of the elements f
j
i , which has
as its only homology group the module O∩Z(xji ). 
Corollary 11.7. For a non-degenerate T ∈ Hermn(Ok)>0 with diagonal blocks T1, . . . , Tr,
〈Z(T1), . . . ,Z(Tr)〉T = length(Z(T )) · log p =: d̂eg(Z(T ))
is the arithmetic degree of the 0-cycle Z(T ). In particular, this quantity is independent of the
choice of the sizes of the blocks Ti on the diagonal of T .
Note that the blocks Ti here are automatically nondegenerate, cf. Remark 11.5.
The proof of the following explicit formula for the length will be given in the next section. Before
stating the formula, we recall that, for T ∈ Hermn(Ok)>0 with Diff0(T ) = {p}, an Ok-lattice M
in the positive definite hermitian space VT determined by T is called nearly self-dual if M ⊂M∗
with M∗/M ≃ Ok/pOk. If M is such a lattice, then rgen(T,M), the representation number of
T by the U(VT )-genus of M , is defined by (7.6). Finally, let
rgen(T, VT ) =
∑
[[M ]]
rgen(T,M),
In the sum, [[M ]] runs over the genera of nearly self-dual lattices in VT .
Theorem 11.8. Let T ∈ Hermn(Ok)>0 be non-degenerate with Z(T ) 6= ∅ and with Diff0(T ) =
{p} for some p > 2. Then
length(Z(T )) = µp(T ) · hk
wk
· rgen(T, VT ),
with
µp(T ) =
1
2
a∑
l=0
pl(a+ b + 1− 2l),
where T is GLn(Ok,p)-equivalent to diag(1n−2, p
a, pb) with 0 ≤ a < b.
Note that the factor
h
k
w
k
is the degree of the stack M0 =
[
O×
k
\SpecOH
]
over SpecOk.
We may now formulate our main result. For each self-dual lattice L in a relevant hermitian space
V ∈ R(n−1,1)(k) there is an incoherent Eisenstein series E(z, s, L) defined by (9.1); it depends
only on the GV1 -genus [[L]] of L. Let
E(z, s, V ) =
∑
[[L]]
E(z, s, L), (11.5)
be the sum of these series over the GV1 -genera of self-dual lattices in V , cf. Corollary 2.16. We
also consider the Eisenstein series
E(z, s) =
∑
V ∈R(n−r,r)(k)
E(z, s, V )
obtained by summing over all self-dual genera.
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Theorem 11.9. Let T ∈ Hermn(Ok)>0 be non-degenerate with Z(T ) 6= ∅ and with Diff0(T ) =
{p} for some p > 2. Let VT be the positive definite hermitian space of dimension n determined
by the matrix T . Then
E′T (z, 0) = E
′
T (z, 0, V ) = C1 · d̂eg(Z(T )) · qT ,
where V ∈ R(n−1,1)(k) is the unique relevant hermitian space that is locally isomorphic to VT at
all primes other than ∞ and p, and E(z, s, V ) is the corresponding incoherent Eisenstein series
defined by (11.5). Here
C1 = (−1)nwk
hk
vol(GVT1 (R)) vol(K1),
for K1 ⊂ GV1 (Af ) the stabilizer of a self-dual Ok-lattice L in V and for the measure normalized
as in sections 7 and 8.
Note that the factor vol(GVT1 (R)) vol(K1) is a (stacky) Euler characteristic, cf. Lemma 9.5.
Proof. This result is an immediate consequence of the formulas for the two sides given in Corol-
lary 9.4 and Theorem 11.8 respectively. 
Note that this identity can be rephrased as saying that, for T as in the theorem,
E′T (z, 0, V ) = C1 · 〈Z(T1), . . . ,Z(Tr)〉T qT ,
where T1, . . . , Tr are diagonal blocks of T , as above.
We have the following conjecture.
Conjecture 11.10. Let T ∈ Hermn(Ok)>0 with non-degenerate diagonal blocks T1, . . . , Tr and
assume that Diff0(T ) = {p} for p > 2. Suppose that Z(T ) 6= ∅. Let VT , V , and E(z, s, V ) be as
in Theorem 11.9. Then
E′T (z, 0) = E
′
T (z, 0, V ) = C1 · 〈Z(T1), . . . ,Z(Tr)〉T · qT .
The point here is that, when the cycle Z(T ) has positive dimension, there is no intrinsic definition
of an arithmetic degree d̂egZ(T ). Instead, as in Conjecture 11.10, we assign to T the following
quantity. Let t1, . . . , tn ∈ Z>0 be the diagonal entries of T . Then consider
d̂egZ(T ) := 〈Z(t1), . . . ,Z(tr)〉T . (11.6)
The conjecture includes the assertion that 〈Z(T1), . . . ,Z(Tr)〉T should always be equal to this
quantity, no matter what ordered partition of n is used to divide T up into blocks, as long as
the blocks T1, . . . , Tr on the diagonal are non-degenerate. Also note that due to the invariance
property of the Fourier coefficients E′T (z, 0, V ) under the action of GLn(Ok) coming from the
transformation law, the conjecture also implies that the following invariance property of the
arithmetic intersection numbers (11.6) should hold. If T ′ = gT tg¯ for some g ∈ GLn(Ok), then
d̂egZ(T ) = d̂egZ(T ′). The picture is consistent with what is proved in [37] in the case of
degenerate intersections of special divisors on Shimura curves and in [60] and [61] in the case of
degenerate intersections of special divisors on Hilbert modular surfaces.
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12. The arithmetic degree in the non-degenerate case
In this section we prove Theorem 11.8. Recall that there is a decomposition
Ẑ(T ) =
∐
(V ♯,V0)
Ẑ(V ♯,V0),ss(T ). (12.1)
We use the p-adic uniformization of the special cycle Ẑ(V ♯,V0),ss(T ) given in Proposition 6.3. As
in [39], we identify Z(xo) with a closed formal subscheme of N . By Theorem 5.1 of [39], the
length of Z(xo) depends only on T and is equal to
length(Z(xo)) = µp(T ) = 1
2
a∑
l=0
pl (a+ b+ 1− 2l). (12.2)
Therefore, we have
length(Ẑ(V ♯,V0),ss(T )) = µp(T ) · |
[
(IV (Q)× IV0(Q))\Incp(T ;V ♯, V0)(F)
]|, (12.3)
where the second factor on the right side is the (stack) cardinality of the quotient.
Recall from Lemma 6.1, a) and Remark 6.4 that the hermitian space V˜ ′ = Hom0O
k
(Eo, Ao) is
positive definite and has invariants invp(V˜
′) = −invp(V˜ ) = −1, and invℓ(V˜ ′) = invℓ(V˜ ) for
ℓ 6= p, where we recall that V˜ = Homk(V0, V ). Let G′ = GU(V˜ ′) and G′1 = U(V˜ ′), and recall
from Lemma 6.1, b) that IV (Q) ≃ G′1(Q) and IV0(Q) = k1.
We also recall that, by Theorem 4.5 of [39],
Z(xo)(F) = V(Λ)(F), (12.4)
is a single point, where Λ is the unique vertex of level 0 and type 1 in9 V˜ ′p such that Λ
∗ contains
the components of xo and where V(Λ) is the stratum associated to Λ in N . Recall here from
[39] that a vertex of level j and type t is a lattice Λ in V˜ ′p such that
pjΛ∗
t⊂ Λ ⊂ pj−1Λ∗, (12.5)
where10
Λ∗ = { x ∈ V˜ ′p | (Λ, x) ⊂ Ok,p },
and where the notation pjΛ∗
t⊂ Λmeans that Λ/pjΛ∗ ≃ (Ok/pOk)t. Also note that, if g ∈ G′(Qp)
with ordpν(g) = r, then ν(g)(gΛ)
∗ = g(Λ∗) and hence gΛ has level j+r and type t. In particular
the group G′(Qp)0 (the subgroup of elements with scale factor a p-adic unit) acts on the set of
lattices of level 0 and type t. The following fact is easily checked, cf. [24], section 7.
Lemma 12.1. Let Lt be the set of lattices in V˜ ′p of level 0 and type t. Then G′(Qp)0 acts
transitively on Lt. 
We fix a lattice Λ ∈ L1 and let K ′p be its stabilizer in G′(Qp). Note that K ′p ⊂ G′(Qp)0.
9Here we are rephrasing the result of [39] in terms of V˜ ′p . Note that, by Lemma 3.9 in [39], the space C, { }
coincides with the space V = V˜ ′p but with the hermitian form scaled by p, i.e., { , } = p ( , ). Since ordp detC is
0 if n is odd and 1 if n is even, we have invp(V˜ ′) = −1, as required.
10In [39], this relation is expressed in terms of
p−1Λ∗ = Λ∨ = {x ∈ C | {Λ, x} ⊂ Ok,p }.
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Recall that Kp is the stabilizer of the Ẑp-lattice HomO
k
⊗Ẑp(T
p(Eo), T p(Ao)), where we write
Kp = KV
♯,p to simplify the notation. Thus, we must compute the stack cardinality of the
quotient of
Incp(T ;V
♯, V0)(F) =
∐
(gKp, g0K
p
0 )
∐
g′pK
′
p∈G
′(Qp)0/K′p
∐
x
o
{pt} (12.6)
by the action of G′1(Q) × IV0(Q). Here, the last union runs over the set of xo ∈ V ′(Q)n such
that
(i) h′(xo,xo) = T ,
(ii) g−1 ◦ xo ◦ g0 ∈
(
HomO
k
⊗Ẑp(T
p(Eo), T p(Ao))
)n
,
(iii) xo ∈ g′pΛ∗.
The combination of (6.2) and (6.7) determines an isometry V˜ (Apf ) ≃ V˜ ′(Apf ) compatible with
the action of IV (Q) on both sides. Define a lattice L˜′ in V˜ ′ by taking L˜′p = Λ
∗ and
L˜′ ⊗ Ẑp = HomO
k
⊗Ẑp(T
p(Eo), T p(Ao)).
The stabilizer of L˜′ ⊗ Ẑ in G′(Af ) is K ′ = K ′pK ′p, where K ′p = Kp under the identification of
V (Apf ) with V
′(Apf ). Note that this lattice is nearly self-dual, i.e.,
(L˜′)∗/L˜′ ≃ Ok/pOk. (12.7)
Next observe that
ν(K ′) = ν(G′(Af )
0),
so that
G′(Af )
0/K ′ ≃ G′1(Af )/K ′1
for K ′1 = K
′ ∩ G′1(Af ). The cosets g′K ′1 in G′1(Af )/K ′1 correspond to the lattices L˜′′ = g′L˜′ in
the G′1-genus of L˜
′, via
L˜′′ = V˜ ′ ∩ (g′ · (L˜′ ⊗ Ẑ)).
For any such lattice, L˜′′ ⊂ V˜ ′, corresponding to g′K ′1, we let
Ω(T, L˜′′) = {x ∈ (L˜′′)n | h′(x,x) = T }
and
Γ(L˜′′) = G′1(Q) ∩ g′K ′1(g′)−1.
Note that this is a finite group.
Observe that since the components of any x ∈ Ω(T, L˜′′) span V˜ ′, the stabilizer Γ(L˜′′)x is trivial.
This implies that [
G′1(Q)\
∐
gKp
∐
g′pK
′
p
∐
x
o
{pt} ] =∐
L˜′′
Γ(L˜′′)\Ω(T, L˜′′)
as orbifold quotients. Here, on the right hand side, L˜′′ runs over the classes of lattices in the
G′1-genus of L˜
′. Thus∣∣ [G′1(Q)\∐
gKp
∐
g′pK
′
p
∐
x
o
{pt} ] ∣∣ =∑
L˜′′
|Γ(L˜′′)|−1 |Ω(T, L˜′′) | = rgen(T, L˜′).
This is not yet the cardinality of the stack quotient of (12.6); we have to take into account
the role of the cosets g0K
p
0 and the action of I
V0(Q). Here g0K
p
0 runs over G
V0(Apf )
0/Kp0 ≃
48 STEPHEN KUDLA AND MICHAEL RAPOPORT
GV01 (A
p
f )/K
p
0,1. For any g0 ∈ GV01 (Apf ) = k1Apf , as the lattice L˜′′ runs over a set of representatives
for the G′1-genus of L˜
′, so does the lattice L˜′′g−10 . Note that∣∣ [ IV0(Q)\GV01 (Apf )/Kp0,1 ] ∣∣ = 1wk · |k1\k1Af /Ô×k | = hk2δ−1 wk .
Thus, we obtain the following explicit formula for the stack cardinality.
Lemma 12.2.∣∣ [ (IV (Q)× IV0(Q))\Incp(T ;V ♯, V0)(F) ] ∣∣ = hk
2δ−1 wk
· rgen(T, L˜′).
Note that the right side here depends only on V˜ = Homk(V0, V ) and the type of the genus in
V ♯ = (V, [[L]]). Moreover, rgen(T, L˜
′) vanishes unless V˜ represents T , i.e., V˜ ≃ VT . The number
of pairs (V, V0) occurring in the decomposition (12.1) such that V˜ = Homk(V0, V ) ≃ VT is 2δ−1.
As we vary the choice of [[L]] in V for a given such pair (V, V0), L˜
′ runs over the GV˜1 -genera of
nearly self-dual lattices in V˜ . Taking these facts into account, Theorem 11.8 then follows from
Lemma 12.2 together with the formulas (12.2) and (12.3).
Part V. Examples
13. Level structures
In this section we define variants of our moduli problemM(k;n−r, r), and discuss how to extend
our main results to these cases. These variants actually show up in the examples discussed in
the following sections.
13.1. Special parahoric level structures at ramified primes. For every p | ∆, we fix an
even integer t(p) with 0 ≤ t(p) ≤ n (the type of p). We denote by t the function p 7→ t(p)
on the set of divisors of ∆. We then introduce the following variant M(k, t;n − r, r)∗,naive of
the stack M(k;n − r, r)naive over (Sch/SpecOk) of section 2. It parametrizes objects (A, ι, λ)
as in the definition of M(k;n − r, r)naive, except that the condition that the polarization λ
be principal is replaced by the following condition. We require that kerλ ⊂ A[∆], so that
Ok/(∆) acts on kerλ. In addition, we require that this action factors through the factor ring∏
p|∆ Fp of Ok/(∆), and that the height of kerλ be equal to
∏
p|∆ p
t(p). Note that if t = 0,
then M(k, t;n − r, r)∗,naive coincides with M(k;n − r, r)naive. When k and t are understood,
we simply write M(n− r, r)∗,naive for this stack.
Then M(n − r, r)∗,naive is a Deligne-Mumford stack over SpecOk which is smooth of relative
dimension (n − r)r over SpecOk[∆−1], provided it is not empty (this may happen, see below).
At the primes p | ∆, the stack is not flat in general. We defineM(n− r, r)∗ to be the flat closure
of M(n− r, r)∗,naive ×SpecO
k
SpecOk[∆
−1] in M(n− r, r)∗,naive.
Proposition 13.1. Let r = 1 and assume 2 ∤ ∆.
(i) If t = 0, then M(k, t;n− 1, 1)∗ =M(k;n− 1, 1).
(ii) At all primes p | ∆ with t(p) = 0, M(k, t;n−1, 1)∗ is Cohen-Macaulay, normal, and regular
outside finitely many points. If n ≥ 3, the special fibers at such primes p are irreducible, reduced,
SPECIAL CYCLES ON UNITARY SHIMURA VARIETIES II: GLOBAL THEORY 49
normal and with isolated rational singularities. If n = 2, then M(k, t;n− 1, 1)∗ has semi-stable,
but non-smooth, reduction at such primes.
(iii) If n is even, then M(k, t;n− 1, 1)∗ is smooth at all primes p | ∆ with t(p) = n.
(iv) If n is odd, then M(k, t;n− 1, 1)∗ is smooth at all primes p | ∆ with t(p) = n− 1.
Proof. Statement (i) is Pappas’ Proposition 2.5, which is [46], Theorem 4.5, and statement (ii) is
also contained in loc. cit.; statement (iii) is [49], §5.c., and statement (iv) is [2], Prop. 4.16. 
We extend the definition of the special cycles in the obvious way: for a hermitian matrix T ∈
Hermm(Ok), we define the Deligne-Mumford stack Z(T )∗ equipped with a natural morphism to
M∗ =M(n− r, r)∗ ×M0 as the stack that parametrizes collections (A, ι, λ;E, ι0, λ0;x), where
x = [x1, . . . , xm] ∈ HomO
k
(E,A)m is an m-tuple of homomorphisms such that h′(x,x) = T . If
S is not connected, we require these conditions on each connected component.
We expect that with these definitions all results of the previous sections can be transposed to
these cases. Let us illustrate this by discussing the complex uniformization ofM(k, t;n− r, r)∗.
Definition 13.2. An Ok-module L equipped with a k-valued hermitian form of signature (n−r, r)
is called11 of type t if L ⊂ L∨ ⊂ ∆−1L and L∨/L ≃∏p|∆ Ft(p)p .
In particular, an Ok-module of type t = 0 is a self-dual hermitian Ok-module. We note that
for any Ok-module of type t, the hermitian space V = L ⊗ Q is relevant. Indeed, to check the
existence of a self-dual lattice in V , it suffices to check this locally at any inert prime p. But
for such p a self-dual lattice in Vp is given by L ⊗ Zp = L∨ ⊗ Zp. We also note that, if 2 ∤ ∆,
lattices of type t always exist in a given relevant hermitian space V , except in the case when
n is even and t(p) = n for some p | ∆ with invp(V ) = −1. Indeed, this is a local question at
primes p dividing ∆. Fix a self-dual lattice Λ in Vp. Then, up to conjugacy under the unitary
group U(Vp), the lattices L in Vp with L ⊂ L∨ ⊂ π−1L such that L∨/L ≃ Ft(p)p correspond to
the totally isotropic subspaces of Λ/πΛ of dimension t(p)/2 with respect to the non-degenerate
symmetric form induced by the hermitian form. Such subspaces always exist except in the case
when n is even and t(p) = n, in which case they exist if and only if invp(V ) = 1.
Let L(n−r,r)(k, t) be the set of isomorphism classes of hermitian Ok-modules of signature (n−r, r)
and type t. Now the complex uniformization of M(k, t;n − r, r)∗ is given by the following
analogue of Proposition 3.1.
Proposition 13.3. There is an isomorphism of orbifolds
M(k, t;n− r, r)∗(C) ∼−→
∐
L
[
ΓL\D(L)
]
,
where L runs over L(n−r,r)(k, t). 
Remark 13.4. By our remarks above, the set L(n−r,r)(k, t) is either empty or is in bijective
correspondence with L(n−r,r)(k), provided that 2 ∤ ∆.
11 Hopefully, there will be no confusion between this notion of type and the type of a GV1 -genus which occurs
in earlier sections.
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13.2. Level structures at unramified primes. Now we discuss how to introduce level struc-
tures at unramified primes.
Definition 13.5. Let N be an odd positive integer prime to ∆. A level N -structure on an object
(A, ι, λ) of M(k;n− r, r)(S) is an Ok-linear isomorphism of finite group schemes
A[N ]
∼−→ (Ok/NOk)nS ,
compatible with the hermitian form associated to the Riemann form corresponding to λ on the
LHS and the standard hermitian form on the RHS, up to a scalar in (Z/NZ)×.
Here the standard hermitian form h on (Ok/NOk)
n with values in Ok/NOk is given in terms
of the canonical basis by h(ei, en−j+1) = δij , ∀i, j = 1, . . . , n. It induces a similar form on the
constant group scheme over S. Note that a level N -structure can only exist if N is invertible on
S. The compatibility condition is independent of the choice of trivialization of the N -th roots
of unity needed for the comparison with the standard form. We also note that if L is a self-dual
Ok-module, then L/NL is isomorphic to (Ok/NOk)
n with the standard form.
We obtain a Deligne-Mumford stackM(k;n−r, r)(N) overM(k;n−r, r)[N−1] which parametrizes
collections (A, ι, λ, η) where η is a level N -structure. It is smooth of relative dimension (n− r)r
over SpecOk[(N∆)
−1]. Note that if N ≥ 3, then, by Serre’s Lemma, M(k;n − r, r)(N) is a
scheme.
Remark 13.6. A variant of the preceding definition arises from a subgroup K¯ of GU
(
(Ok/NOk)
n
)
,
defining a level K¯-structure to be an isomorphism between A[N ] and (Ok/NOk)
n
S , given modulo
K¯. In this way we obtain a Deligne-Mumford stack M(k;n − r, r)(N),K¯ over SpecOk[N−1].
For instance, if K¯ is the subgroup preserving the standard flag spanned by e1, e2, . . . , en, then a
level K¯-structure corresponds to a complete flag of primitive Ok-submodules in A[N ], which is
self-dual for the Riemann form.
There are adelic variants of these definitions. Let QN =
∏
ℓ|N Qℓ and ZN =
∏
ℓ|N Zℓ. Then a
Γ(N)-level structure on an object (A, ι, λ) is a class of k-linear isomorphisms which respect the
hermitian forms up to a scalar in Q×N ,
η : TN(A)
o ∼−→ kn ⊗QN ,
given modulo Γ(N). Here TN(A)
o =
∏
ℓ|N Tℓ(A)
o is the product of the rational Tate modules for
ℓ | N , and Γ(N) denotes the principal congruence subgroup of level N of Γ(1) = GU(On
k
⊗ZN ). A
level N -structure is equivalent to a Γ(N)-level structure η such that η
(
TN (A)
)
= On
k
⊗ZN . More
generally, if K is an open compact subgroup of GU(kn⊗QN), one defines the notion of a K-level
structure as the datum of η as above, given modulo K. For a subgroup K¯ ⊂ GU((Ok/NOk)n), a
level K¯-structure is equivalent to giving a K-level structure η with η
(
TN (A)
)
= On
k
⊗ZN , where
K is the inverse image of K¯ in Γ(1).
The definition of our special cycles can now be extended as follows to the cases with level
structures. Let K0 ⊂ GU
(
k ⊗ QN
)
and K ⊂ GU(kn ⊗ QN) be open compact subgroups, with
associated moduli stacksM(k; 1, 0)K0 andM(k;n− r, r)K . Let m be a positive integer, and fix
a compact open subset
ω ⊂ Homk
(
k⊗QN ,kn ⊗QN
)m
stable under the action of K0×K. Then for T ∈ Hermm(Ok[N−1]), we define the stack Z(T, ω)
over M(k;n− r, r)K ×M(k; 1, 0)K0 as parametrizing the collections (A, ι, λ, η, E, ι0, λ0, η0;x),
where x ∈ (HomO
k
(E,A)⊗Ok[N−1]
)m
satisfies the following two conditions
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(i) h′(x,x) = T
(ii) η ◦ x ◦ η−10 ∈ ω.
This definition is analogous to the definition of special cycles adopted in our previous papers
[30, 36, 38]. Note that if K0 and K are trivial, i.e., equal to Γ(1)0 and Γ(1) resp., so that
M(k;n−r, r)K×M(k; 1, 0)K0 =M(k;n−r, r)×M(k; 1, 0), and if ω = HomOk
(
Ok⊗ZN , Onk⊗
ZN
)m
and T ∈ Hermm(Ok), then the stack Z(T, ω) is equal to the previously defined stack
Z(T ).
Remark 13.7. Of course, one may also mix the two kinds of level structures and define in this
way stacks M(k, t;n− r, r)∗K over SpecOk[N−1], and corresponding special cycles.
We expect that the results of the previous sections can be extended to the moduli stacks
M(k, t;n − r, r)∗K . For the analogues of Theorems 11.8 and 11.9, one has to assume that
Diff0(T ) = {p}, where p ∤ N is odd.
14. The case n = 2
In this section, we illustrate our general results in the case n = 2. In particular, we explain the
relation of our special cycles to the Heegner points defined in the classic paper of Gross and
Zagier, [14].
Let E be the moduli stack of elliptic curves over SpecZ. For a scheme S, an object E ∈ E(S),
and an Ok-module M , we obtain an abelian scheme M ⊗Z E over S by the Serre construction,
[53]. Then M ⊗Z E has a natural Ok-action, and the dual abelian scheme is given by
(M ⊗Z E)∨ ≃M∨ ⊗Z E∨,
where M∨ = HomZ(M,Z) with its natural Ok-action. If we take a fractional ideal M = a,
then the abelian scheme a⊗Z E has relative dimension 2 over S and the Ok-action satisfies the
(1, 1)-signature condition
char(T, ι(a) | LieA) = T 2 − tr(a)T +N(a) ∈ Z[T ], a ∈ Ok.
Note that there is an Ok-antilinear isomorphism
∂−1a
∼−→ a∨, a 7→ N(a)−1 (·, a)k,
where (x, y)k = tr(xy
σ) is the trace form of k/Q, and ∂−1 is the inverse different. The canonical
principal polarization λE : E
∼−→ E∨ gives a polarization
λ : a⊗ E ∼−→ a⊗ E∨ −→ ∂−1a⊗ E∨ ≃ a∨ ⊗ E∨,
where middle arrow is induced by the inclusion a ⊂ ∂−1a, and hence has degree |∆|. Thus, we
obtain a functor
ja : E −→Mspl(1, 1)∗, E 7→ (a⊗Z E, ι, λ). (14.1)
where Mspl(1, 1)∗ is a moduli stack that we now explain.
LetM(1, 1)∗ be the moduli stack over SpecZ for triples (A, ι, λ)/S, where A is an abelian scheme
over S, ι is an action of Ok on A satisfying the (1, 1)-signature condition, and λ : A −→ A∨ is
a polarization with corresponding Rosati involution satisfying ι(a)∗ = ι(aσ). Finally, we require
that ker(λ) = A[∂]. If ∆ = N(∂) is odd, this moduli problem was introduced in the previous
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section, and corresponds to the function t(p) = 2, for all p | ∆. Since the polarization λ is
principal away from ∆, there is a decomposition
M(1, 1)∗ =
∐
V
MV (1, 1)∗,
where V runs over isomorphism classes R(1,1)(k) of relevant hermitian spaces. These can be
described as follows. For a quaternion algebra B/Q with an embedding k → B, write B =
k⊕B−, where B− is the set of b ∈ B such that ba = aσb for all a ∈ k. The space V = V B = B,
viewed as a left vector space over k, has a hermitian form (x, y) = (xyι)+, where b 7→ bι is the
main involution of B, and where for x ∈ B, we denote by x+ ∈ k its component in the above
direct sum decomposition. Let D(B) be the product of the primes p for which B ⊗Q Qp is a
division algebra.
Lemma 14.1.
R(1,1)(k) = { [V B ] | B indefinite, D(B) | ∆ }.

Note that the quaternion algebraM2(Q) always occurs here and that V spl := VM2(Q) is the split
hermitian space. We write
Mspl(1, 1)∗ =MV spl(1, 1)∗.
When 2 | ∆ and we work over SpecOk[ 12 ], the ‘type’ of the hermitian form on the 2-adic Tate
module T2(A) gives a finer decomposition. Let π be a uniformizer of Ok,2, and note that T2(A) is
then a πi-modular lattice for i = ord2(∆), in the sense of the lemma below. When 2 is ramified,
the isometry types of such lattices are given as follows.
Lemma 14.2. Let L be an Ok,2-lattice of rank 2 that is π
i-modular, i.e., L∨ = π−iL as lattices
in V2 = L⊗Z2 Q2, where i = ord2(∆).
(a) Suppose that V2 is isotropic. Then representatives for the isometry types of π
i-modular
lattices are given by
2
(
1
1
)
, 2
(
1
−1
)
for i = 2, and
2
(
0 π
πσ 0
)
, 2
(
2 π
πσ 0
)
,
for i = 3.
(b) Suppose that V2 is anisotropic. Then representatives for the isometry types of π
i-modular
lattices are given by
2
(
1
−1
)
,
for i = 2, and
2
(
2 π
πσ 4
)
,
for i = 3.
Remark 14.3. We will refer to the first of the two lattices in each line of the lists in case (a)
as ‘type II’ lattices.
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It is easily checked that, for p | ∆ with p 6= 2, and πp a uniformizer of Ok,p, there is a unique
isometry class of πp-modular hermitian lattices of rank 2.
We denote by R(1,1)(k)∗ the isomorphism classes of pairs V ∗ = (V, [[L]]), where V is a relevant
hermitian space and [[L]] is a GV1 (Af )-genus of ∂-modular lattices in V . By the previous lemma,
the map from R(1,1)(k)∗ to R(1,1)(k) has fibers of cardinality 1 or 2. The latter occurs precisely
when 2 | ∆ and for those V = V B where B is split at 2.
Then there is a decomposition
M(1, 1)∗[ 1
2
] =
∐
V ∗
MV ∗(1, 1)∗[ 1
2
],
where V ∗ runs over R(1,1)(k)∗. Here MV ∗(1, 1)∗[ 12 ] is the open and closed substack where the
2-adic Tate module is of the type determined by V ∗.
Proposition 14.4. (i) The morphism ja of (14.1) has image contained in Mspl(1, 1)∗.
(ii) If 2 ∤ ∆, the morphisms ja induce an isomorphism∐
[a]∈C(k)
ja :
∐
[a]∈C(k)
E ∼−→ Mspl(1, 1)∗.
(iii) If 2 | ∆, then, over SpecOk[ 12 ], the morphisms ja induce an isomorphism∐
[a]∈C(k)
ja :
∐
[a]∈C(k)
E [ 1
2
]
∼−→ Mspl, II(1, 1)∗[ 1
2
].
whereMspl, II(1, 1)∗[ 12 ] denotes the locus inMspl(1, 1)∗[ 12 ] where the 2-adic Tate module has type
II.
Proof. Part (i) follows from the fact that for the rational Tate module we have T p(a ⊗ E)0 ≃
k⊗Q T p(E)o ≃ M2(Apf ).
(ii) Each morphism ja is proper, as one checks easily using the valuative criterion for properness.
Also, ja is a bijective map onto its image, in the stack sense. Indeed, for a pair E,E
′ of elliptic
curves over a base scheme S, any isomorphism a⊗E ∼−→ a⊗E′ induces an isomorphismE ∼−→ E′,
after choosing a Z-basis of a, which allows us to identify a ⊗ E with E × E, and a ⊗ E′ with
E′×E′. By Proposition 13.1, (iii), the stackMspl(1, 1)∗ is regular; hence we may apply Zariski’s
Main theorem, and the morphism ja induces an isomorphism of E with a union of connected
components of Mspl(1, 1)∗.
When 2 | ∆, over SpecOk[ 12 ], a simple calculation of the hermitian form on T2(ja(E)) ≃ a ⊗Z
T2(E) shows that this hermitian lattice has type II and hence the image of ja(E [ 12 ]) lies in
Mspl,II(1, 1)∗[ 12 ].
Since E is connected, to prove the isomorphism in (ii), it suffices to prove that π0(Mspl(1, 1)∗) ≃
C(k), or also, since Mspl(1, 1)∗ is regular, that π0(Mspl(1, 1)∗C) ≃ C(k). This follows from
Proposition 4.4 and (4.5), where we note that ν(K) = Ẑ and that the image of K in first factor
of T (Af ) ≃ k1Af ×Q×Af is the image U of Ô×k under the map u 7→ uu¯−1. Also note that this last
map induces an isomorphism C(k) = k×\k×Af /Ô×k ≃ k1\k1Af /U .
The proof of (iii) is similar and omitted. 
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Now we turn to the special cycles. To lighten notation, we now denote by E (resp. Mspl(1, 1)∗)
the base change from SpecZ to SpecOk, and write
M∗ =Mspl(1, 1)∗ ×M0,
where the fiber product is taken over SpecOk. For a positive integer m, we define the special
cycle
Z∗(m) −→M∗
as the stack of collections (A, ι, λ, E0, ι0, λ0;x) where (A, ι, λ) is a object of Mspl(1, 1)∗(S),
(E0, ι0, λ0) is an object of M0(S), and
x ∈ HomS((E0, ι0), (A, ι)) ⊗Q
is an Ok-linear quasi-homomorphism such that
x∗ = λ−10 ◦ x∨ ◦ λ ∈ HomS((A, ι), (E0, ι0))
is a homomorphism12 with h(x, x) = x∗ ◦ x = λ−10 ◦ x∨ ◦ λ ◦ x = m.
We want to determine the pullback of Z∗(m) under ja × 1, i.e., the fiber product
(ja × 1)∗Z∗(m) −→ Z∗(m)
↓ ↓
E ×M0 −→ M∗.
Let T (m) be the stack for which the objects of T (m)(S) are triples (E,E′, ψ), where E and
E′ are elliptic schemes over S and ψ : E → E′ is an m-isogeny. Let s : T (m) → E (resp.
t : T (m) → E) be the morphism defined by sending (E,E′, ψ) to E (resp. E′). Consider the
fiber product
T (m)∆,a −→ T (m)
↓ ↓ (s,t)
E ×M0 1×ia−→ E × E .
where i0 :M0 → E is the morphism that sends (E0, ι0) to E0 and ia = i0 ◦ ta where ta :M0 →
M0 sends E0 to a−1 ⊗O
k
E0.
Proposition 14.5. There is a natural isomorphism
(ja × 1)∗Z∗(m) ∼−→ T (m)∆,a
over E ×M0.
Proof. An object of (ja × 1)∗Z∗(m)(S) is a collection (E,E0, ι0, λ0;x) where x : E0 −→ a⊗Z E
is an Ok-linear quasi-homomorphism with x
∗ integral and with h(x, x) = x∗ ◦ x = m. Here
x∗ = λ−10 ◦x∨ ◦λ : a⊗ZE → E0. Let x∗0 : E → a−1⊗Ok E0 be the image of x∗ under the natural
isomorphism
HomO
k
(a⊗Z E,E0) ∼−→ HomZ(E, a−1 ⊗O
k
E0) (14.2)
arising from the Serre construction. On the other hand, an object of T (m)∆,a(S) is a collection
(E,E0, ι0, λ0; y0) where y0 : E → a−1⊗O
k
E0 is an isogeny of degree m. The proposition is then
an immediate consequence of the following result.
Lemma 14.6. If y ∈ HomO
k
(a ⊗Z E,E0) and y0 ∈ HomZ(E, a−1 ⊗O
k
E0) correspond under
(14.2), then h(y, y) = y ◦ y∗ = deg(y0).
12In the case of a principal polarization, the integrality of x∗ is equivalent to the integrality of x. In general,
x need not be integral, so that we are slightly extending the earlier definition of section 13.
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Proof. For an isogeny y0 ∈ HomZ(E, a−1⊗O
k
E0), the corresponding y ∈ HomO
k
(a⊗ZE,E0) is
given by
y : a⊗Z E 1⊗y0−→ a⊗Z (a−1 ⊗O
k
E0) −→ E0, (14.3)
where the second map arises by multiplication a⊗(b⊗x) 7→ ab·x. To compute the desired relation
between deg y0 and h(y, y) = y◦y∗, we can pass to the rational Tate modules at a prime ℓ different
from the characteristic. On the rational Tate modules Vℓ(E) = Tℓ(E)
0, Vℓ(a
−1 ⊗O
k
E0) and
Vℓ(E0), there are nondegenerate Qℓ-valued alternating forms ρE , ρa−1⊗O
k
E0 , and ρE0 induced
by the canonical principal polarizations and a fixed trivialization Qℓ(1) ≃ Qℓ. For example,
ρE(z1, z2) = eE(z1, λE(z2)), where eE is the Weil pairing on Vℓ(E) × Vℓ(E∨) and λE is the
canonical polarization. The pullback of ρ
a
−1⊗O
k
E0 under the isomorphism
y0,ℓ : Vℓ(E)
∼−→ Vℓ(a−1 ⊗O
k
E0)
is deg(y0) · ρE , while the pullback of ρE0 under the isomorphism
ma,ℓ : Vℓ(a
−1 ⊗O
k
E0)
∼−→ Vℓ(E0)
associated to the quasi-isogeny a−1⊗E0 −→ E0, given by multiplication, is N(a)−1 ·ρa−1⊗O
k
E0 .
Similarly, setting A = a ⊗Z E, the non-degenerate Qℓ-valued alternating pairing on Vℓ(A) =
Vℓ(a⊗Z E) ≃ k⊗Q Vℓ(E) determined by the polarization λ = λA is given by
ρA(a⊗ z, a′ ⊗ z′) = N(a)−1 (a, a′)k ρE(z, z′).
From (14.3), we have
yℓ : k⊗Q Vℓ(E)
ξ
∼−→ Vℓ(E0)⊕ Vℓ(E0) −→ Vℓ(E0), (14.4)
a⊗ z 7→ (a ·ma,ℓ ◦ y0,ℓ(z), a¯ ·ma,ℓ ◦ y0,ℓ(z)) 7→ a ·ma,ℓ ◦ y0,ℓ(z).
Here, to arrive at the middle entry, we have used the isomorphism
Vℓ(a⊗Z (a−1 ⊗O
k
E0)) ≃ k⊗Q (k⊗k Vℓ(E0)) ≃ Vℓ(E0)⊕ (k⊗k,σ Vℓ(E0)).
A short calculation shows that the pullback of the diagonal form ρE0 ⊕ ρE0 on the middle term
under the isomorphism ξ is deg y0 · ρA. If we identify Vℓ(A) and Vℓ(E0) ⊕ Vℓ(E0) via ξ, then
y∗ℓ = deg y0 · inc1, where inc1 is the inclusion of Vℓ(E0) into the first factor and the adjoint y∗ℓ is
defined with respect to ρA. Hence y ◦y∗ is multiplication by deg y0 and the lemma is proved. 
This completes the proof of Proposition 14.5. 
For comparison with the classical theory, we add a little more level. We fix a positive integer N
and work over SpecZ[N−1]. Let E0(N) be the moduli stack over SpecZ[N−1] for pairs of elliptic
curves (E,E′, φ) with a cyclic N -isogeny φ. Again applying the Serre construction, we obtain a
morphism
ja,N : E0(N) −→Mspl(1, 1)∗0(N),
where Mspl(1, 1)∗0(N) is the following moduli stack. For a locally noetherian base S, an object
in Mspl(1, 1)∗0(N)(S) is a collection (ξ, ξ′;φ) where ξ = (A, ιA, λA) and ξ′ = (A′, ιA′ , λA′) are
objects inMspl(1, 1)∗(S), and φ : A→ A′ is an Ok-linear isogeny with φ∗(λA′) = NλA and such
that locally in the fppf topology, ker(φ) ≃ (Ok/NOk)S .
As before we tacitly effect a base change from SpecZ[N−1] to SpecOk[N
−1], and write
M∗∗ =Mspl(1, 1)∗0(N)×M0.
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We define the special cycle Z∗∗(m) → M∗∗ as the stack of collections (ξ, ξ′, φ;E0, ι0, λ0;x),
where x : E0 → A is a quasi-homomorphism with x∗ integral, etc. just as before, but with the
additional requirement that, fppf locally, x∗(ker(φ)) is isomorphic to (Z/NZ)S .
To describe the pullback (ja,N×1)∗(Z∗∗(m)) over E0(N)×M0, let T (m)0(N) be the stack whose
objects over S are collections (E,E′, φ, E′′, ψ), where (E,E′, φ) is an object of E0(N) and ψ :
E → E′′ is an isogeny of degree m such that the intersection ker(ψ)∩ker(φ) is trivial. There are
again source and target morphisms to E0(N), where the target is the object (E′′, E′′/ψ(kerφ), φ′)
with φ′ the quotient map.
Finally, as in [14], we make the assumption that all primes dividing N split in k and choose an
integral ideal n with N(n) = N . There is a resulting morphism
i0,n :M0 −→ E0(N), E0 7→ (E0 φ−→ E0/E0[n]),
and its twist ia,n = i0,n ◦ ta.
Proposition 14.7. There is a natural isomorphism
(ja,N × 1)∗(Z∗∗(m)) ∼−→
∐
n
T (m)0(N)∆,a,n,
over E0(N)×M0, where
T (m)0(N)∆,a,n −→ T (m)0(N)
↓ ↓ (s,t)
E0(N)×M0 1×ia,n−→ E0(N)× E0(N),
is the fiber product. 
Remark 14.8. This proposition can be interpreted as follows. First suppose that m = 1. Then,
over a base S on which N is invertible, an object of T (1)0(N)∆,a,n(S) is a collection (E φ−→
E′, E0, ψ), where (E
φ−→ E′) is an object of E0(N)(S) and ψ is an isomorphism
(E
φ−→ E′) ∼−→ (a−1 ⊗O
k
E0 −→ a−1 ⊗O
k
E0/(a
−1 ⊗O
k
E0)[n]).
Hence, T (1)0(N)∆,a,n can be viewed as the graph of the morphism of stacks
ia,n :M0 −→ E0(N),
E0 7→ (a−1 ⊗O
k
E0 −→ a−1 ⊗O
k
E0/(a
−1 ⊗O
k
E0)[n])
Passing to the coarse moduli schemes, for each a and n, we have a morphism
ia,n : Spec (OH [N
−1]) −→ E0(N)
where OH is the ring of integers in H, the Hilbert class field of k. Finally, passing to the generic
fiber, we obtain morphisms
ia,n,Q : Spec (H) −→ E0(N)
Q
= X0(N). (14.5)
Corollary 14.9. (i) The point (14.5) in X0(N)(H) determined by T (1)0(N)∆,a,n is the Heegner
point associated to the ideal class a and the primitive ideal n of norm N as in [14], p.227.
(ii) For m ≥ 1, the set of points on X0(N) similarly determined by T (m)0(N)∆,a,n is the image
of this Heegner point under the m-th Hecke operator.
Thus, in this special case, our cycles Z∗∗(m) provide an integral version of the images under the
Hecke operators of the Heegner points considered in [14]
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So far we have discussed the case B = M2(Q). This case corresponds to the condition that all
prime divisors of N are split in k, imposed by Gross and Zagier to ensure that their Heegner
points lie on the modular curve. As observed in [14] p.313, if this condition is relaxed, the
Heegner points lie on Shimura curves, as we now explain from our point of view. Suppose that
B is an indefinite division quaternion algebra with a maximal order OB and with D(B) | |∆|.
Fix an embedding Ok → OB . Let MB be the Drinfeld stack over SpecZ parametrizing two-
dimensional abelian schemes with a special OB-action, cf. [4]. Choose an element ξ ∈ OB with
ξ2 = −D(B), [4], and define the involution b 7→ b′ := ξbιξ−1 where b 7→ bι is the main involution
of B. Given an object (A, ιB) of MB(S), there is a unique principal polarization λA of A
for which the Rosati involution induces the involution ′ on OB, [4], Prop. (3.3), p.134. Since
the element
√
∆ ξ−1 ∈ OB is invariant under ′, the composition λ := λA ◦ ιB(
√
∆ ξ−1) is a
polarization of A whose Rosati involution ∗ satisfies ι(a)∗ = ι(aσ) for all a ∈ Ok. Here we
have written ι for the restriction of ιB to Ok. Then the collection (A, ι, λ) is an object of the
moduli space M(1, 1)∗D(B) which parametrizes two-dimensional abelian schemes with Ok-action
of signature (1, 1) and polarization λ of degree |∆|/D(B). If ∆ is odd, M(1, 1)∗D(B) coincides
with the moduli problem M(t; 1, 1)∗ defined in the previous section where
t(p) =
{
2 if p | ∆, p ∤ D(B),
0 if p | ∆, p | D(B).
Thus we obtain a morphism jB :MB →M(1, 1)∗D(B) and twists
jB
a
:MB →M(1, 1)∗D(B), jBa = a⊗Ok jB,
for any fractional ideal a. When ∆ is odd, these give an isomorphism∐
[a]∈C(k)
MB ∼−→ MV (1, 1)∗D(B), (14.6)
where V = V B, generalizing that in (ii) of Proposition 14.4 where B = M2(Q). As in the
case of a split quaternion algebra, we can now pull back Z∗(m) to MB × M0, via jBa × 1.
This parametrizes tuples (A, ιB , E0, ι0, x) where x ∈ HomO
k
(E0, a⊗O
k
A)⊗Q is such that x∗ is
integral with x∗◦x = m. Of course, here the adjoint x∗ is formed using the canonical polarization
λ of a ⊗O
k
A constructed above. And we may add level structures as in the case of the split
quaternion algebra.
We end this section by explaining the relations among the M(t; 1, 1)∗ for varying t.
Proposition 14.10. Suppose that t is given and that t(p) = 0 for some prime p 6= 2 with p | ∆.
Define t′ by t′(p′) = t(p′) for p 6= p′ and t′(p) = 2. Then there exists an e´tale Galois covering of
degree 2
M(t; 1, 1)∗,p −→M(t; 1, 1)∗,
equipped with a proper morphism
ϕ : M(t; 1, 1)∗,p −→M(t′; 1, 1)∗,
which is finite of degree p + 1 outside the fibers over p and which contracts some lines in the
special fiber of M(t; 1, 1)∗,p at p, (cf. Remark 14.11 below).
Proof. Let M(t; 1, 1)∗,p be the stack of objects ξ = (A, ιA, λA) of M(t; 1, 1)∗, together with
an abelian scheme A′ with Ok-action of signature (1, 1) and a Ok-linear isogeny µ : A
′ −→ A
of degree p such that the pullback polarization λA′ = µ
∗(λA) has kernel contained in A
′[
√
∆].
The morphism ϕ maps an object (A, ιA, λA, µ) to (A
′, ιA′ , λA′) and is obviously proper. Let
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us determine the fiber of M(t; 1, 1)∗,p over a geometric point ξ = (A, ιA, λA) ∈ M(t; 1, 1)∗(k).
If char k 6= p, then µ : A′ −→ A is given by the p-adic Tate module of A′ which is an Okp -
stable submodule Λ of Tp(A) such that Λ ⊂ Tp(A) ⊂ Λ∨ = π−1Λ, where π is a uniformizer in
kp. However, the hermitian form hA on Tp(A) arising from the polarization λA induces a non-
degenerate Fp-valued symmetric form on π
−1Tp(A)/Tp(A). The set of Λ as above corresponds
in a one-to-one way to the set of isotropic lines in this two-dimensional Fp-vector space, via
Λ 7→ Λ∨/Tp(A). Since p 6= 2, there are precisely two such lines. If chark = p, we use Dieudonne´
modules instead of Tate modules. The Dieudonne´ module of A is a module M over Okp⊗W (k),
and π−1M/M is equipped with a non-degenerate k-valued symmetric form. Then µ : A′ −→ A
is given by the Dieudonne´ module Λ of A′ which is a Okp ⊗W (k)-submodule with Λ ⊂ M ⊂
Λ∨ = π−1Λ. Just as before Λ corresponds to one of the two isotropic lines in π−1M/M .
Now let us determine the fiber of ϕ over a geometric point (A′, ιA′ , λA′) ∈ M(t′; 1, 1)∗(k).
If char k 6= p, then the points in the fiber correspond to the Okp -lattices L in the rational
Tate module Vp(A
′) with Tp(A
′) ( L ( Tp(A′)∨ = π−1Tp(A′) (these are automatically self-
dual). Hence there are p + 1 of them. If chark = p, then the points in the fiber correspond
to Okp -stable Dieudonne´ lattices M in the rational Dieudonne´ module of A
′, containing the
Dieudonne´ module M(A′) of A′, with M(A′) (M ( M(A′)∨ = π−1M(A′). Now there are two
cases. First suppose that F
(
π−1M(A′)
) 6= M(A′), or equivalently, V (π−1M(A′)) 6= M(A′).
Then either F
(
π−1M(A′)
) ⊂ M , or V (π−1M(A′)) ⊂ M , and M is uniquely determined as
M = M(A′) + F
(
π−1M(A′)
)
or M = M(A′) + V
(
π−1M(A′)
)
, respectively. Hence in this case
there is a unique point in the fiber. Next suppose that F
(
π−1M(A′)
)
=M(A′) = V
(
π−1M(A′)
)
.
Then there are no constraints on M and M corresponds to an arbitrary point in the projective
line P
(
π−1M(A′)/M(A′)
)
.
Remark 14.11. Note that the points ξ ∈ M(t′; 1, 1)∗(k) with a fiber of positive dimension have
a Dieudonne´ module M(A′) satisfying F
(
π−1M(A′)
)
=M(A′) = V
(
π−1M(A′)
)
. Let ξ lie in the
component MV (t′; 1, 1)∗(k). Then this condition signifies that ξ is supersingular if invp(Vp) = 1
(resp. is superspecial in the sense of Drinfeld if invp(Vp) = −1).
By Proposition 13.1, M(t; 1, 1)∗ and M(t′; 1, 1)∗ are regular; then M(t; 1, 1)∗,p −→M(t; 1, 1)∗
is an e´tale Galois covering by EGA IV, 18.10.16; furthermore, ϕ is the composition of a blow-up
morphism and a finite morphism. 
More generally, for given t, let S ⊂ {p | p 6= 2, p | ∆, t(p) = 0}, and define t′S by t′S(p) = t(p)
for p /∈ S and t′S(p) = 2 for p ∈ S. Then there exists an e´tale Galois covering M(t; 1, 1)∗,S of
M(t; 1, 1)∗ with Galois group (Z/2Z)S and a morphism
ϕS : M(t; 1, 1)∗,S −→M(t′S ; 1, 1)∗,
which is finite over SpecZ\S, and contracts lines in the fibers ofM(t; 1, 1)∗,S over primes p ∈ S.
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