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The aim of this project was to investigate navigation methods for supporting autonomous operations 
on Mars.  To date there have been several robotic rover missions to Mars for the purpose of scientific 
exploration.  These missions have relied heavily on human input for navigation due to the limited 
confidence in computer decision-making and the difficulty in localising an unknown environment with 
limited supporting infrastructure, such as satellite navigation.  By increasing the confidence in the 
performance of an autonomous rover on Mars, this project will contribute to increasing the efficiency 
of future missions by reducing or removing humans from the control loop. 
Due to the signal propagation delay between Earth and Mars, a certain level of autonomy is required 
to ensure a rover can continue operating while awaiting instructions from a human on Earth.  
However, due to the level of risk in relying solely on automation, there is still considerable human 
intervention.  This can result in significant downtime when awaiting a decision by a human operator 
on Earth.  While acceptable for scientific missions, greater autonomy will be required for routine Mars 
operations. 
The project reviewed systems and sensors that have been used on previous robotic missions to Mars 
and other experiments on Earth.  The most appropriate systems were assembled into a simulated test 
environment consisting of a small rover, an overhead camera that might be carried by a drone or 
balloon and wireless communications between the systems.  A machine vision algorithm was 
developed to test the concept of an overhead camera mounted on a drone or balloon, while evaluating 
different path-planning algorithms for speed in navigating a previously unknown environment.  An 
experimental system was built consisting of a rover, fixed overhead camera and communications 
between them.  The machine vision algorithm was used to send instructions to the rover which could 
then follow a path through a test environment with different obstacle densities.  Two different path-
finding algorithms were tested with the system. 
The key outcomes of the project were the construction and testing of the system.  The rover could 
navigate, rotate towards and travel to a target location, after receiving instructions via serial radio 
communications.  The rover could also detect obstacles using an ultrasonic sensor and send this 
information back to the machine vision algorithm.  The algorithm would then update the path with 
the new information received on obstacle locations and the rover would then follow the new path to 
the target location.  By successfully testing the concept, the project showed that this system could be 
used to support future scientific missions, resource gathering and preparation for human exploration 
of Mars.  
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The exploration of the surface of Mars has largely been conducted by autonomous rovers since the 
early part of the century.  The signal delay between Earth and Mars of up to 24 minutes, makes some 
level of autonomy essential for any machine operating on Mars.  The only rover currently operating 
on Mars is Curiosity, from the Mars Science Laboratory mission.  To operate this rover, instructions 
are sent each morning and the rover is left to follow the instructions for the rest of the day.  At the 
end of the day, information is received from Curiosity relating to its current position, so it is possible 
to plan the next day.  However, this means that every second day is lost because it takes a day to plan 
the next stage of the mission (Grotzinger et al. 2012).   
If the autonomy of the rover could be increased, so that every second day were not lost in planning, 
the operation would make better use of resources.  While this may not be essential for a scientific 
mission, future operations on Mars such as resource gathering to support a future human crewed 
mission will require greater autonomy.  Greater autonomy for future Mars missions is the main 
research goal for this project. 
A key limitation of all Mars rovers to date is that they are limited by what they can see.  A plan view 
of the location, showing areas the rover cannot see, would allow the rover to travel autonomously 
over greater distances.  The idea of flight on Mars has been proposed by other authors, either in the 
form of a helicopter (Fantino et al. 2017) or a balloon (Kerzhanovich et al. 2004).  A platform such as 
this, with a camera to observe the rover, would provide a view of the rover in its surroundings beyond 
what the rover itself could see.  This concept is illustrated in Figure 1.1.  The concept of an overhead 




Figure 1.1 – The conceptual system to be used as a basis for the research project. 
1.1 Aim of research  
This research project will examine the use of path-finding algorithms and obstacle avoidance 
algorithms to complete a repetitive journey to and from a base location, a similar task expected for 
mining operations on Mars.  To examine this scenario on Earth, an autonomous rover will be used to 
travel to a specific location with one or more objects between the start location and the target 
location.  The rover will then return to the start location by the most direct route, using the knowledge 
of obstacles it has gained on the outward journey.  For this task, the rover will be equipped with a 
gyroscope for determining direction and an ultrasonic obstacle detector which can be rotated to a 
defined orientation to determine if the path is clear.  A microcontroller will operate two wheels on 
either side of the rover, which will control direction and speed. 
With the sensors and actuators on board, the rover can find its way to the sample location and return, 
using dead reckoning only.  Given the increasing inaccuracy of the dead reckoning with distance 
travelled, the method for localisation will be with a tracking camera above the rover.  The tracking 
software will provide the location of the rover relative to the fixed points of the origin and target 
locations.  Such a method for localisation has not yet been tested on Mars or any other terrestrial 
body. To date, it has not been possible to obtain an overhead image of the rover directly.  Artificial 
satellites orbiting Mars are too high to observe a rover directly and the orbit of the satellites means 
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that even if they were able to observe the rover directly, the satellite would remain overhead for only 
a short period of time. 
In order to investigate this idea, an experimental system will be set up in a controlled research 
environment.  The system will use an autonomous rover with path finding and obstacle avoidance 
algorithms, with an overhead camera for tracking and localisation.  The combination of an 
autonomous rover with overhead tracking will be tested for feasibility.  By building this system it is 
hoped that an understanding of its potential for mining on Mars will be understood and the research 




2 Literature Review 
2.1 Introduction  
The exploration of Mars has to date been a venture concerned with gathering scientific data, which 
has been solely carried out by robotic orbiters, landers and rovers. Examples include the Mariner and 
Viking missions in the 1970’s and the Mars Science Laboratory (MSL) Curiosity rover, which is still 
operating at present. There are several man-made satellites currently orbiting the planet, which have 
a dual purpose of relaying signals to and from surface landers and rovers and completing scientific 
objectives such as surface mapping and taking atmospheric measurements. The goals of most of the 
lander missions in the past has been to examine the geology of the planet, look for possible signs of 
life and the presence of water.  
Szocik et al. (2017) has outlined reasons why a manned mission to Mars instead of other nearby 
celestial bodies is worth considering.  These reasons include its proximity to Earth and the presence 
of an atmosphere and water, making the logistics of a manned mission a feasible prospect. In 
comparison, Venus which is closer to Earth at perihelion than Mars, present challenges that are 
difficult to overcome for a manned mission. These challenges include extreme temperatures and a 
crushing atmosphere equivalent to 93 Earth atmospheres.  However, Mars still presents significant 
challenges to human presence, such as the lack of a breathable atmosphere and high levels of cosmic 
radiation.  Szocik et al. (2017) argues that the assistance of robots will reduce the exposure of humans 
to these hazards and is a more feasible option for future exploration of celestial bodies. 
It is recognised that the objectives of rover missions to Mars and other celestial bodies will evolve and 
change moving into the future. This literature review aims to summarise the position of current 
technological advances while highlighting areas where further research is required or current research 
improved. 
2.1.1 Historical use and design of Mars Rovers  
The use of autonomy has benefitted robotic explorers on Mars by reducing the time required for 
decision making due to the signal delay to and from Earth (Francis et al. 2019).  By allowing the robotic 
explorers to make simple decisions without confirmation from Earth, a signal delay of up to 24 minutes 
can be removed from the decision-making process for simple decisions.  Autonomous rovers have 
been used on Mars for gathering scientific data and performing experiments. Rovers are an advance 
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in technology from earlier robotic landers such as Viking 1 and 2, which could only explore their 
immediate vicinity upon landing.  The rover concept allows for closer exploration of features that 
would otherwise be unattainable by a fixed lander.   
There have been four successful rover operations on Mars (Brown et al. 2013), with the earliest use 
of an autonomous rover on the planet being the Mars Pathfinder mission in 1997 (Matijevic & Shirley 
1997).  The rover, named Sojourner was a “micro-rover” designed to operate for seven ‘sols’ or 
Martian days.  Sojourner operated within the vicinity of the lander, so that an exact path could be 
computed with the aid of cameras mounted on the lander.  There was a once per sol opportunity to 
receive data from the rover and transmit instructions from earth back to the micro-rover. The rover 
would then perform the task allocated autonomously until the next transmission window. 
The Sojourner rover required some autonomous hazard avoidance to operate successfully while not 
under the supervision of a human operator.  The hazard avoidance system was operated every 10 
seconds with the rover stopped.  A laser stripe illuminated an area in front of the rover, which was 
detected by an on-board camera.  Any gaps in the laser stripe were interpreted as holes or cliffs, while 
any high points were interpreted as obstacles that needed to be avoided. Additionally, tilt sensors 
determined whether the rover should stop and take another path to the ultimate destination, which 
was determined by human operators on a daily basis. 
The second rover mission to Mars was the Mars Exploration Rovers (MER) mission. The mission 
deployed two rovers in different landing locations, Spirit and Opportunity (Cook 2005).  Unlike the 
previous Mars Pathfinder Mission, the Mars Exploration Rovers had no fixed lander to observe 
progress and were controlled using only the aid of sensors and cameras onboard the rovers.  These 
rovers used a more advanced method of obstacle avoidance than the Sojourner rover, which allowed 
greater autonomy on the surface while still requiring a significant input from human operators on 
Earth.  Obstacle avoidance on the Mars Exploration Rovers was carried out with the use of several 
onboard cameras which could interpret stereo images to determine the distance and direction of an 
obstacle.  The use of a human operator was still required but the autonomy allowed the rovers to 
operate while out of contact with Earth. 
The most recent rover mission to Mars was the Mars Science Laboratory in 2011, using the Curiosity 
rover. The Curiosity rover operates with similar autonomous navigation capabilities as its predecessors 
in the Mars Exploration Rover mission.  The autonomous operation of the Curiosity rover can extend 
to three days, where staff are not present over the weekend (Francis et al. 2019).  The Curiosity rover 
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also has many autonomous operations available to its scientific instruments but contact with the rock 
or sample to be examined requires confirmation by a human operator. 
A key function of rover autonomy is to plan a path to a given objective and avoid obstacles along the 
way.  A path planning algorithm is required to determine this path, given information about the 
environment.  Additional information about obstacles may be gathered by on-board sensors along the 
way, meaning the path-planning algorithm must recalculate the path once new information is 
gathered about the environment.  The rover determines its position in the environment using 
localisation.  On Earth this can be achieved using the global positioning system (GPS) however on Mars, 
where no GPS exists, this poses a further challenge. 
2.1.2 Determining Location 
Localisation is the ability of a robot to determine its location in an environment.  In the early days of 
Mars exploration, the position of a robot was determined largely relative to estimates of landing site 
location.  Data gathered by Mars orbiters has enabled later landing missions to establish location 
relative to a global grid, with increasing accuracy as technology improves (Tao et al. 2016). Once the 
position of a rover is known, this information can then be used as an input to the path planning 
algorithm.  Rover localisation is also an important part of the scientific data gathered by existing 
rovers, as the geological data can be interpreted in different ways depending on its exact location.   
The method used by the first rover mission, Mars Pathfinder, was to determine location based on 
correlation between images taken from the lander and the rover combined with dead-reckoning from 
the rover.  This could also be extended to navigating based on images taken by the rover alone in the 
rover travelled “over the horizon” or out of the field of view of the lander (Shirley 1995). 
This method of localisation provided an estimate of location that was acceptable for the goals of the 
Pathfinder mission.  Later rover missions that travelled far beyond the original landing location and 
did not have an associated lander required a more accurate method of localisation.  This was also 
vision based, used data from orbiting satellites to determine location on a global Mars grid (Tao et al. 
2016).  An extension of this method by Tao et al. (2016) was used to achieve even greater accuracy 
and reduce errors accumulated during the traverse.  This method, however relies on prominent 
features that can be identified from orbit to determine location.  These features are then compared 
with images obtained with the rover’s cameras to determine the location of the rover in relation to 
the feature identified from orbit.  Only features that are large enough to be clearly imaged can be 
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used for this process, which is a restriction in largely featureless environments.  At present, localisation 
methods will rely on image data to determine location, commonly known as visual odometry, however 
other methods have also been proposed to improve localisation. 
Guan et al (2014) presents a solution to the position determining problem using star positions to 
accurately determine the position and attitude of a Mars Rover.  This solution significantly reduces 
the accumulated error in position created when using inertial navigation or odometry.  The solution 
allows for autonomous navigation without relying on a signal from Earth or a planetary orbiter (Guan 
et al. 2014).  The method is expanded upon by Ning et al. (2016) and Lu et al. (2017) who use celestial 
navigation in combination with inertial navigation and visual navigation, to determine the path of a 
lunar rover. This method results in greater accuracy than dead-reckoning methods.  However, the 
method can only be used at night when the rover is stationary.  This may prove to be unfeasible for 
solar-powered rovers.  
(Dabrowski & Banaszkiewicz 2008) describe a method to determine the location of a rover as long as 
it is part of a group of rovers within radio contact of each other.  The method is similar to GPS in that 
it relies on an external clock signal broadcast to all rovers in the group to synchronise positions.  The 
method was tested using a computer simulation and the results showed that in theory the method 
would be successful.  This method of localisation would reduce reliance on satellites orbiting Mars, 
but would still require at least an initial position calculation from orbiter data. 
There are also other options for tracking the rover directly which have not been explored in detail by 
previous authors.  Satellites in a low orbit could view the rover directly but the height of the orbit 
would mean that the satellites would be moving quickly. This would require a large number of 
satellites to have a constant image of a ground rover.  Small nanosatellites have been used in Low 
Earth Orbit to provide high resolution images, however a constant image provided by a constellation 
of such satellites has not yet been obtained.   
Another possibility is the use of an aerial drone to provide a direct image above the operating area of 
the surface rover.  An aerial drone for exploring the Martian surface independent of any ground 
presence has been described by Fantino et al. (2017).  A third possibility is the use of a balloon floating 
in the Martian atmosphere to provide a platform for a camera looking down at the area of operation.  
Such a system, which could carry a payload of 2kg, has been proposed by Rand and Phillips (2004).  A 




2.1.3 Path-Finding Algorithms 
Path planning algorithms are used to defined a path from a start point to an objective through a series 
of way-points.  This can be as simple as a straight line from start to finish but more often than not 
requires way-points to avoid known obstacles.  Path planning algorithms have been used by all Mars 
rovers to some extent, with increasing use as more autonomy is allowed. 
When moving around on the surface of Mars, human control is limited by the signal delay from Earth, 
between four and 24 minutes depending on relative locations of Earth and Mars.  The first rover to 
operate on Mars, Sojourner, moved around on the surface using a method that required high levels 
of daily human interaction even though there were some autonomous functions (Matijevic & Shirley 
1997).  The actual path was plotted daily with only minimal decision making required from Sojourner 
to avoid obstacles or other hazards.  The later Spirit, Opportunity and Curiosity rovers had higher 
degrees of autonomy, but still required human interaction on a daily basis to determine the next 
waypoint within visual range (Erickson et al. 2007; Brown et al. 2013).  The path of these rovers was 
plotted based on images received from the rover indicating its current position and a new location 
determined within the range of sight of the rover’s cameras.  The next step for autonomous 
pathfinding for a Mars rover is to autonomously travel to a point beyond visual range. 
Miller et at. (1989) describe a path-planning algorithm using a Bayesian model of the sensor 
uncertainty.  In this theoretical algorithm, local high-resolution maps sourced from the rover’s 
cameras are used to plan a path towards a target that is beyond the range of the rover’s cameras.  The 
target is determined using a low-resolution map sourced from an orbiter, which lacks sufficient detail 
for a rover to safely traverse.  The high-resolution map may only be 10 metres long but enables 
obstacle identification that is not possible using the low-resolution map from the orbiter.  The 
algorithm was tested on two existing robots, a six-wheeled rover similar to future Mars rovers and a 
K2A industrial mobile robot.  The results of the tests were not outlined in the paper but the rover 
described bears significant similarity to the Spirit and Opportunity rovers used as part of the Mars 
Exploration Rover mission 14 years later.  (Miller et al. 1989) 
The above methodology of Miller et al. (1989) was put into practice and built upon further by Post et 
al (2016). Post et al. (2016) evaluates an algorithm that uses a statistical model of infra-red sensors 
with Bayesian methods to map a small outdoor test area with several obstacles.  The presence of an 
obstacle within the range of the sensors, triggers the obstacle avoidance program. This moves the 
rover in such a way that the path of the rover does not intersect the obstacle.  The rover used in testing 
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had three infra-red sensors at the front, one pointing straight ahead and the others either side, which 
were positioned out 10° from the axis of advance.  The algorithm was tested on a small, four wheeled 
rover in an outdoor test area and the results showed that the obstacles were all detected and mapped 
successfully.  This method does not rely on a target point, instead using a mapping algorithm to direct 
the rover to any area within a given radius of the start point that hasn’t been mapped.  Once the entire 
area has been mapped the rover will stop (Post et al. 2016). 
Tarokh (2008) describes a method of path planning using genetic algorithms for global path planning 
and heuristic algorithms for dealing with unexpected obstacles.  The global path planning algorithm 
operates on a visual image of the local terrain obtained by the rover at the start of the traverse.  If an 
unexpected obstacle is encountered during the traverse, the local obstacle avoidance heuristics are 
activated.  The algorithm was tested using Matlab and Simulink and using a simulated Mars rover with 
an existing snapshot of a Martian landscape.  Random obstacles were placed in the rover’s path, after 
the global path planner had calculated the optimal path to simulate an unexpected obstacle.  The 
simulation showed that the algorithm was effective at finding a path through a Martian landscape 
(Tarokh 2008). 
Muñoz et al (2017) describe a path finding algorithm based on previous path finding algorithms such 
as A* and Theta*, which they called 3D accurate navigation algorithm or 3Dana.  The path finding 
algorithm assumes that a global map of the area in question is available to base the path on.  One of 
the main differences between this and other path-finding algorithms is that the height of a potential 
path is considered as well as the terrain cost of crossing the path.  The authors compare the new 
algorithm with existing algorithms in terms of length, terrain cost, number of turns and computational 
time.  Results showed that the 3Dana algorithm obtained a safer path to a target point than the A*, 
Field D* and Theta* algorithms, however this was at the cost of runtime.  The study was theoretical, 
with the algorithms being run on several actual Martian digital terrain maps (DTMs) obtained from 
the Mars Reconnaissance Orbiter.  (Muñoz et al. 2017)  The Theta* algorithm is described by Daniel 
et al (2010) (Daniel et al. 2010) 
2.1.4 Most Common Obstacle Avoidance Algorithms 
For the purposes of this research, a distinction has been made between a path-finding algorithm and 
an obstacle avoidance algorithm.  In the first case, the path-finding algorithm is based on a known 
environment, where obstacles have already been identified and the shortest path determined.  In the 
second case, an obstacle avoidance algorithm will alter the path once an obstacle has been detected 
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to find a new shortest path to the target location.  A path-finding algorithm can be considered to be 
more of a global approach to the problem while an obstacle avoidance algorithm will consider the 
local environment as determined by sensors onboard the rover.  All the Mars rovers so far have used 
some form of obstacle avoidance. 
The field D* obstacle avoidance and path-finding algorithm was created by Ferguson and Stentz (2005) 
who also tested the algorithm on several robotic platforms.  Hayati et al (2007) describes the 
implementation of the Field D* algorithm on the Mars Exploration Rover mission while the rovers 
were on the surface of Mars.  The existing obstacle avoidance algorithm, GESTALT had worked well 
for small isolated obstacles but tended to become stuck when it encountered wider obstacles or a 
large number of scattered obstacles.  The algorithm was tested on Earth before it was transmitted to 
the rovers on Mars as a software update.  Testing on Mars confirmed the successful operation of the 
algorithm, after a significant obstacle was overcome that would have caused the GESTALT algorithm 
to become stuck (Hayati et al. 2007).  
Mutlu and Uyar (2012) describe an obstacle avoidance algorithm implemented on a tracked robot.  
The robot uses a laser measurement system on board, similar to LIDAR to define its environment. The 
environment surrounding the robot was redefined each time the laser measurement system was used.  
Like many other obstacle avoidance algorithms, the one described by Mutlu and Uyar uses a grid to 
describe the surrounding environment and has limited turning angles similar to the A* algorithm.  The 
robot was built and tested successfully in a laboratory environment. (Mutlu & Uyar 2012) 
Zeno et al. (2017) describe a prototype robot based on rodent neuro-physiology for navigation and 
sensing.  The robot created named “ratbot” used the A* algorithm for navigation as it is similar to the 
way rodents and other animals navigate.  The robot was tested on a simple indoor training area by 
instructing it to follow a simple course then find its way back to its start point.  There were five 
ultrasonic sensors at the front for obstacle detection, a MEMS gyroscope and accelerometer for 
navigation and an Arduino microcontroller for controlling the ratbot’s movement.  The ratbot worked 
well in the small, controlled environment of the lab but the authors stated that more worked was 
required to test the ratbot in a more complex environment (Zeno et al. 2017). 
Given known obstacles based on sensor information, a robot can find its way to a target object using 
the “path of least resistance,” as calculated using the potential field.  This approach was described by 
Sasiadek and Green (1997), where the target point has an attractive force while any obstacles have a 
repelling force.  Arutselvan and Vijayakumari (2015) propose a modification to this algorithm which 
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includes a solution to the “local minima” problem (where a robot gets stuck).  A “virtual force ” will 
pull the robot towards free space so it can have another attempt at negotiating the obstacle. 
(Arutselvan & Vijayakumari 2015).  While the algorithm was successful, the authors noted significant 
drawbacks such as the random motion of the robot and the fact that the robot does not take the 
shortest path to the target destination.  There is potential for further work such as altering the 
algorithm in such a way that it finds the shortest path to the destination and finding a better way to 
avoid local minima, as the virtual work method was not always successful 
2.2 Sensors for Obstacle Detection and Navigation 
Whichever obstacle avoidance or path-finding algorithm is chosen, it can only perform successfully if 
an accurate description of the surrounding environment is obtained and the rover can be localised 
within this environment.  Several types of sensors have been used to identify obstacles in the 
immediate vicinity of the rover as well as the movement of the rover itself.   
One of the earliest and simplest sensors used to determine the position of the rover was using wheel 
encoders to determine the distance travelled based on the number of rotations of a wheel.  The Mars 
Pathfinder mission used this method on the Sojourner rover to determine the distance travelled 
(Matijevic & Shirley 1997).  (Pedraza et al. 1998) also used wheel encoders to determine distance 
travelled, although not in the context of a Mars mission as the data was correlated with satellite 
navigation information. More recently, Barfoot et al. (2011) describe the testing of a prototype rover 
in Utah that could be used to drill in exploration for ice at the Martian poles.  Wheel odometry was 
used in this prototype also, to determine distance travelled.  While many rovers and rover concepts 
use wheel odometry to estimate distance travelled, this can be prone to error due to wheel slippage.  
It also doesn’t give any indication of the direction of travel, which must be provided by another sensor 
such as a gyroscope. Bertrand and Winnendael (2000) also describe a different method of overcoming 
the direction problem that involves the lander craft directing a laser at a target determined by human 
operators.  Wheel odometry was then used to determine the distance travelled along a path directly 
towards the laser reflection.  In this way, a point to point traverse could be accurately performed but 
only within site of the lander craft. 
The direction of travel can be calculated using a gyroscope, as was the case for the Mars Pathfinder 
mission (Matijevic & Shirley 1997).  By combining distance and direction with an initial start point, the 
final position of the rover can be calculated using dead reckoning.  This method has an accumulated 
error, however, so a periodic update of position is required, such as the example described by Fox et 
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al. (1998).  In the case of the Mars Pathfinder mission, this could be achieved while the rover, 
Sojourner, was in view of the lander craft.  Once out of the field of view of a known landmark, however, 
the problem of localisation becomes more complex. 
Stereo ego-motion, more commonly known as visual odometry, uses two cameras to determine the 
distance of the rover from a particular object.  The difference in the images taken by each of the 
cameras is compared automatically and the distance from the object can be calculated using the 
known distance between the cameras and the heading of the cameras (Miller et al. 1989).  There is 
still an error associated with this method of localisation, which has been reduced by the addition of 
data from other sensors, such as a  gyroscope, compass or sun sensor, and wheel encoder (Olson et 
al. 2003).  Many authors (Kubota et al. 2010; Neveu et al. 2010; Tao et al. 2016) have worked on 
increasing the accuracy of visual odometry by combining the data obtained from stereo cameras with 
that obtained from other sensors.  Using cameras as sensors for navigation has almost become 
industry standard with many prototypes on Earth and all rovers on Mars being equipped with stereo 
cameras for some level of navigation assistance (Cook 2005; Hayati et al. 2007; Brown et al. 2013; 
Balme et al. 2019). 
Stereo cameras can also be used for identifying obstacles in the rover’s path in the same manner that 
they are used for visual odometry, with the difference being that in visual odometry the target 
landscape feature is usually much further away (Spiteri et al. 2017).  Hazard avoidance was performed 
using stereo cameras on all three Mars rover missions (Matijevic & Shirley 1997; Hayati et al. 2007; 
Brown et al. 2013).  Another method of identifying obstacles in the path of the rover are LiDAR (Barfoot 
et al. 2011) where an entire area can be scanned for obstacles prior to planning a path through it.  A 
laser strip was used to detect obstacles on the Mars Pathfinder mission (Matijevic & Shirley 1997), 
where gaps in the reflected laser strip were interpreted as holes and peaks were interpreted as 
obstacles.  The most basic level of obstacle detection uses contact switches (Matijevic & Shirley 1997; 
Bertrand & Winnendael 2000), although the obstacle would not be avoided if these were closed. 
Ultrasonic sensors have also been for obstacle detection in various applications.  Elrayes et al. (2019) 
describe the building of a small rover used to detect foreign object debris (FOD) on an airport runway.  
This rover used a combination of LiDAR for detection of obstacles on the runway and ultrasonic 
sensors for detection obstacles in the path of the rover.  Mishra et al. (2016) describe an array of 
ultrasound sensors used to map an unknown environment.  There were 24 sensors arranged in a 
circular array.  The sensors were fired using a specific sequence to avoid crosstalk between sensors. 
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Gonzalez et al. (2019) use an experimental approach to test different machine learning algorithms on 
detecting wheel slip on a test lunar rover.  The rover was tested using two different wheel types, two 
different surfaces and 11 different machine learning algorithms.  Inertial measurement units (IMUs) 
were used to determine the amount of wheel slip and the best machine learning algorithm was found 
after a number of tests. 
2.3 Future Directions 
Currently space exploration using rovers is largely human controlled and operated, which means there 
is considerable potential for a more autonomous approach.  The high cost of space exploration 
missions and the risks of failure of the autonomous systems, has resulted in a slow adoption of 
autonomy in space exploration (Post et al. 2016).  However, as mission goals become more ambitious, 
an increased level of autonomy will be required to carry out the mission goals in the allowable 
timeframe (Pilles et al. 2018).  
Multiple authors have speculated on more advanced robotic missions to Mars.  O'Neil and Cazaux 
(2000) describe a concept study into a sample return mission, where rock and soil samples from Mars 
would be returned to Earth for analysis. This would allow for greater analysis due to the resources of 
terrestrial laboratories rather than the limitations of in-situ labs and processing equipment.  Such a 
mission would require the search for an appropriate sampling location, along the lines of previous 
exploration missions.  The second stage would be the autonomous return to the original location with 
the sample, for return to Earth. 
An essential element for a manned mission to Mars would be the adequate supply of water for human 
consumption and hygiene, plants and other uses (Ralphs et al. 2015).  Shishko et al. (2017) have briefly 
described the technology requirements of mining water or ice on Mars using an autonomous rover 
and economic analysis indicates that this would be profitable for a future Mars colony. The study 
assumes a mining operation on Mars would use traditional “truck and shovel” methods for mining, 
like what is used on Earth.    
A different approach to water extraction on Mars is described by Ralphs et al. (2015).  The regolith or 
loose unconsolidated solid material on the surface, contains water in the form of hydrated minerals. 
An autonomous rover could be used to scoop up this material and heat it to a temperature where the 
water would be liberated from the material.  As the processing of raw materials would be performed 
on-board the rover, this could take place during the return to a central collection facility.  Such a 
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process would be extremely slow, so would likely be established well before a manned mission to 
Mars.  
Research by Kading and Straub (2015) also suggests another use for autonomous mining rovers and 
machines; where in-situ materials on planets are mined and 3D printing operations are used to build 
a base structure prior to human arrival. The source of raw material for this process would be basalt 
rocks collected from the immediate vicinity and taken back to a central hopper.  In this scenario, the 
base structure would be completed before the arrival of humans so would require a largely 
autonomous process. 
The common factor in all these mining scenarios, is the autonomous operation of a rover to collect 
raw materials and bring them to a central location.  Mining applications such as these, would require 
a different type of autonomous rover operation than the normal scientific exploration that has been 
used in the past.  There would be repeated journeys to a collection location some distance from the 
start point followed by a return to an initial location for deposit.  It is this type of scenario that is 
addressed by this research project. 
2.4 Conclusion 
Throughout the history of mars exploration, the use of rovers has required varying levels of autonomy 
to reduce the idle time spent waiting for human input and the signal delay between Earth and Mars.  
Originally, the Mars Pathfinder mission used a rover that did not stray far beyond the line of site of 
the lander and required a specific set of instructions from Earth before an action was carried out.  The 
degree of autonomy given to robotic explorers has increased over time, with the latest rover Curiosity, 
performing pre-programmed tasks unsupervised overnight and at weekends to reduce human staffing 
requirements. 
As research into rover autonomy has continued, the focus has been on localisation and path-finding 
abilities for exploration rovers.  Future missions are expected to focus on tasks such as sampling 
missions within the next decade and in the longer term, mining for water or minerals in support of a 
future manned mission to Mars.  To date, there has been some research into how a sampling mission 
could be achieved but minimal research into a more complex mission such as mining on Mars.  A 
summary of the sampling mission research states that this could be achieved with some human 
intervention but most authors agree that a mining mission would be largely autonomous.  At present 
there has been little research into how this would be performed.   
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2.5 Project Aims 
This research project will examine the use of path-finding algorithms and obstacle avoidance 
techniques to complete a journey to a target location to simulate a rover operating autonomously on 
Mars. The research summarised by this review shows that any future mining mission on planets such 
as Mars, would need to operate autonomously to make many trips to and from a central location 
feasible.   
Another vital aspect to achieving the aim of this research project is addressing the localisation 
problem. A review of the literature summarises how this issue has been addressed previously such as 
using visual odometry combined with satellite images of the Martian surface.  Other methods involved 
using star shots at night or images from a lander craft.  These methods would be impractical in a 
mining scenario, where more frequent updates of position would be required.   
This project aims to address the localisation issue by having a low altitude, high resolution image 
tracking the rover in relation to the origin and target locations.  Such an image could be provided by 
low-orbit satellites, aerial drones or balloons.  This information could be used to provide an updated 
position to the autonomous rover to increase localisation accuracy beyond that achieved by dead 
reckoning alone for future missions. 
In previous work of this nature there have been two distinct approaches taken.  One is to use 
simulation to examine the effects of using path-finding algorithms.  The other approach is to build a 
prototype and test it in a controlled situation.  For this project, the aim is to test a system rather than 
the performance of a computer algorithm.  In order to simulate the system accurately, the exact 
operating parameters would need to be known, for example force applied by the motors, mass of the 
rover, how data is handled between the two systems.  In order to measure these properties, it is often 
necessary to build a prototype first and perform tests.   
For this project the aim was achieved by building a prototype system consisting of an overhead 
camera, machine vision software, a test rover and communications between the rover and machine 
vision system.  When considering whether to build the physical system or simulate using a model, the 
complexity of the system with many different parts from different manufacturers had to be taken into 
account.  If the system were to be simulated, the system would need to be modelled using data 
provided by manufacturers based on testing under controlled conditions.  When the system is tested 
under different conditions, errors may be introduced in the modelled assumptions.  When many 
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different components are acting together, these errors can be compounded so that the modelled 
result could be very different from the actual result.  By building this system its feasibility and 
performance could be tested with the confidence of knowing the results were accurate, rather than 





To investigate and test a system that could be used for a sample return mission or mining operation 
on Mars, a scaled down model that simulates an unknown, obstacle-filled environment was built and 
tested in a terrestrial setting.  The system was designed to use an overhead camera and an 
autonomous rover that communicates with a laptop. The laptop will compute the optimal path and 
any course corrections required to get the rover through an obstacle course via the testing of two path 
finding algorithms.  Figure 3.1 shows a schematic diagram of the system setup. 
The test area was indoors and tests were conducted at roughly the same time of day every day to 
ensure similar lighting conditions for each test run.  To ensure the rover starting position was always 
within the test area, the test area under observation by the camera was marked with tape.  This also 
ensured that the exact same area was used for each test.  The camera position was fixed to a marked 
position on the ceiling at the start of the trials so that if the camera was ever removed it could be 
replaced at the exact same spot looking at the same area. 
 
Figure 3.1- System set up – rover communicates with laptop to receive direction instructions and transmit 
obstacle information from the environment.  Overhead camera is used to determine position of rover in relation 
to target and calculated path. 
The system consisted of two projects that could be undertaken independently.  The autonomous rover 
used a microcontroller to operate two motors which controlled the heading and speed of the rover.  










The rover as shown in Figure 3.2 consisted of an off-the-shelf kit that was modified to meet the 
requirements of the project.  The rover was made up of the following systems: 
• Motion control 
• Communications 
• Obstacle detection 
 
Figure 3.2 - The experimental rover showing the location of the main systems on board the rover and the location 
of the colour targets 
These systems were controlled by an Arduino Uno microcontroller with a separate motor controller 
to provide the larger current required by the motors.  The motors were attached to two wheels either 
side of the rover with a free spinning castor at the back of the rover added for balance.  This allowed 
for two basic movements, forward and rotate.  There was potential to add to this, for example move 
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on an arc or reverse, however to simplify the problem, the movements were limited to these two basic 
operations.   
Power to the motors was provided by six 1.2V rechargeable AA batteries in series for a 7.2V supply.  
The microcontroller and attached sensors were powered by a 5V USB battery.  It was found that the 
same power source could not be used for both the motors and the microcontroller as there was too 
much current drawn by both the motors and the radio modem to reliably operate both.  A sensor 
shield provided additional 5V power pins for any sensors attached to the rover.  Basic code was used 
to test the operation of the rover for moving forward, obstacle detection and rotating left and right. 
The circuit diagram of the designed rover is shown in Figure 3.3. 
For basic obstacle detection, an ultrasonic sensor at the front of the device was attached to a servo 
motor, so that it could be rotated through an arc of 120° as required.  The HC-SR04 sensor operates 
by sending an ultrasonic pulse at 40kHz and measuring the time taken for a reflected pulse from a 
solid object.  From this, the distance to the object can be calculated based on the speed of sound.  
Unlike light-based methods, this sensor has a measuring angle of 15° rather than a narrow beam.  This 
means that any obstacle detected could be on an azimuth ±15° from the azimuth of the ultrasonic 
sensor.  This was taken into account when considering the location of any obstacle detected by the 





Figure 3.3 - Rover circuit diagram layout.  The MPU6050 accelerometer/gyroscope ultrasonic sensor mounted on 
servo motor and radio modem were all connected directly to the microcontroller.  The motors are connected 
through the motor controller to provide the higher necessary current. 
3.1.2 Motion Control 
A gyroscope for measuring the orientation of the rover relative to a reference angle was installed at 
approximately the centre of the rover. An option for reference angle was to use an integrated 
magnetometer(compass) for reference angle but because Mars does not have a magnetic field and 
therefore magnetic poles, this was not considered appropriate.  Instead, for the initial stages of the 
project, the reference angle was to be the starting orientation of the rover.  For the gyroscope, an 
MPU6050 was used, which is a commonly used Micro-Electro-Mechanical System (MEMS) 
accelerometer/gyroscope. 
The MPU6050 measures angular velocity(ω) rather than actual orientation(θ).  In order to obtain the 
orientation of the device some processing was required.  To obtain orientation from angular velocity, 
the integral over time(t) is required: 
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𝜃(𝑡) = ∫ 𝜔 𝑑𝑡 
In the context of a digital controller, the time difference is the loop time as measured by the internal 
controller timer.  However, the MPU6050 includes a Digital Motion Processor (DMP) as part of the 
package.  The DMP stores angular velocity and time, while constantly calculating the orientation of 
the device.  This orientation is stored in the DMP memory, which can trigger an interrupt every time 
new data is available.  By using this feature of the MPU6050, it was possible to determine orientation 
directly without using the timing of the microcontroller itself.  Once an interrupt was triggered, a flag 
was set within the code so that during the loop, the orientation of the MPU6050 could be retrieved 
by calling the data retrieval routine which would reset the flag. 
When the MPU6050 was powered on, the initial angular velocity drifted for about 20 seconds until it 
settled to the correct value.  When the angular velocity settled, the heading returned by the DMP was 
unrelated to the heading of the rover.  To give the rover a fixed heading to relate to, the initial heading 
of the rover was set to 0°.  Target headings would then be in the range -180° to 180°, making the 
direction of rotation simple to determine.  Once the new heading was attained, this new heading was 
set to 0°.  Using this method, the direction of rotation was always simple to determine, compared with 
a non-zero initial condition.  For example, if the original heading was -60° and the target was 170°, the 
rotation calculation would be 230° clockwise and not 130° anticlockwise.  This point is illustrated in 




Figure 3.4 - When the reference orientation is relative to the current rover orientation, the rotation is calculated 
as 130°, from 0° to -140°.  When the reference orientation is fixed to the initial orientation, it is possible that the 
complementary angle will be calculated, as in this case, the same rotation is calculated as -60° to 170° for a total 
of 230° rotation. 
3.1.3 PID Controller 
Once the orientation of the MPU6050 could be retrieved using the microcontroller, a PID control 
program could be written to control the orientation of the rover.  The PID controller sent control 
signals to the motors based on the reading from the MPU6050.  In order to tune the PID controller, a 
short test code was written to rotate the rover to a target angle using the PID controller.  The PID 
controller was tuned using the following method: 
1. The proportional gain was adjusted so that the rover oscillated about the target orientation. 
2. The derivative gain was increased to stop the oscillation about the target orientation but the 
steady state error was greater than zero. 
3. The integral gain was increased for small errors only so that the steady state error was reduced 
to zero. 
The PID controller was tested using code to drive the rover a short distance along a fixed bearing and 
then rotating to return to the start point.  It was noted that there was some gyro drift because the 
gyro did not consistently measure the same angle while stationary.  In the finished system, this issue 
was overcome by using the camera to check the location of the rover in relation to the required path 




Once the control system of the rover was established, the communication system was built.  For the 
communication system, a 3DR 433MHz radio modem (3D Robotics, Berkeley, Ca) is connected to the 
Arduino microcontroller which provides a serial communications link to another 433MHz radio 
modem connected to the laptop.  This enables data to be transmitted to and from the rover from the 
laptop, sending instructions such as the optimal path to follow and any obstacles that may be 
encountered and their position from the rover.  Data was transmitted at 57600 baud using the 8-N-1 
configuration, that is 1 start bit, 8 data bits, no parity bit and 1 stop bit.   
Data transmitted from the rover, apart from debugging information used during the building and 
testing phase, indicated the relative location of any obstacles detected by the ultrasonic sensor.  The 
data was sent as a string, with the first character being “S” to indicate sonar data, then an angle value 
and a distance value separated by a forward slash “/”.  The angle was measured in degrees from the 
centre axis and the distance was measured in metres from the sensor.  For example, “S/45/0.23” 
indicated an obstacle at 45° from the centre axis and 0.23m from the sensor as shown in Figure 3.5. 
This data was then split by the python algorithm at the receiving end using the forward slash to 
separate values.  
 
Figure 3.5 - Ultrasound sensor rotated 45° from the centre axis showing sensor field.  The servo rotates 15° per 
iteration until a full sweep of the area in front of the rover is complete. 
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Data transmitted from the laptop was a heading error and distance error.  This data was also sent as 
ASCII text and was surrounded by “<” and “>” to indicate the start and end of a transmission.  This was 
required as the Arduino code does not automatically separate transmissions using an end of line as 
Python does.  The angle error and distance error within the “<” and “>” were again separated by a 
forward slash, for example <19.3/20> would indicate that the rover needed to rotate 19.3° clockwise 
and move forward 20 pixels.  A negative value for the rotation would indicate an anti-clockwise 
rotation was required. 
3.1.5 Obstacle Detection 
Obstacle detection required actions by both the rover and the machine vision, to identify the location 
of obstacles relative to the rover.  On the rover, the ultrasonic sensor checked for obstacles after a set 
distance travelled, then transmitted the information to the path-finding algorithm.  The heading of 
the rover, as determined by the machine vision system, was used to determine the location of the 
obstacle in relation to the rover and target.  If an obstacle was detected, the path-finding algorithm 
was run again and a new path used to transmit instructions to the rover.  The system then checked 
for obstacles again after a specified distance was travelled.  The obstacle detection routine operated 
as follows: 
1. Check for obstacles after a set distance travelled, if an obstacle is detected by the rover, 
transmit the data to the machine vision system. 
2. Use the heading of the rover as determined by the machine vision system to place the obstacle 
in the test area. 
3. Recalculate the path to the target location. 
4. Direct the rover to the next waypoint. 
On the rover, the ultrasonic sensor was rotated on the servo 15° at a time and a check for obstacles 
was performed after each rotation.  This task was performed only when the rover was stationary to 
remove any error incurred due to measuring from a moving platform.  Because the sensor detects any 
object within a 15° cone, beyond a certain point, echoes may be received from the floor.  To remove 
these false floor readings, only echoes received from 0.4m or less were recorded as obstacles and 
transmitted to the path-finding algorithm.  The check for obstacles was performed every 0.3m, so no 
obstacles were missed when the rover moved beyond the range of the previous obstacle check. 
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3.1.6 Rover Testing 
At each stage of the process of building the system, testing was performed to determine whether the 
system was behaving as required.  One of the major milestones, was building the rover with all the 
required systems apart from obstacle detection. To test the gyroscope, serial communications, PID 
and motor systems working together, a working remote-control rover was programmed.  The serial 
data to be sent was one of either an ASCII ‘a’, for rotate left, ‘w’ for move forward, ‘d’ for rotate right 
and any other value to stop the rover.  The gyroscope was used to measure the rover heading and 
maintain the direction when the rover was moving forward.  Once this was working successfully, the 
work continued on to using the video feed for path-planning and localisation with machine vision. 
3.2 Localisation 
The overhead camera used was a HD C920 webcam (Logitech, Newark CA). This was installed in a fixed 
position on the ceiling, directly over the test area.  A two-metre extension USB cable was used to 
connect the camera via its existing one-metre USB cable directly to a laptop, when used for rover 
guidance.  Machine vision techniques were used to localise the rover and target in the test 
environment and determine the rover orientation.  The techniques used included colour thresholding 
and morphological operations as described below and were implemented in Python using the OpenCV 
library. 
On top of the rover, were two different colour squares that would contrast with the background floor.  
A third colour square was used to represent the target location and was placed on the floor as shown 
in Figure 3.6.  For each colour, a range was determined using the HSV (Hue, Saturation, Value) colour 
system.  In this colour system, each colour is represented by a three-column row vector, with each 
member of the vector being a value from 0 to 255.  The first column, hue, represents the colour.  The 
second column, saturation, represents the amount of colour with zero being no colour, or completely 
white and 255 being fully saturated.  The third column, value, represents the amount of shadow in the 
colour, with 0 representing completely shaded, or black and 255 being not shaded at all.  The objective 




Figure 3.6 - Unprocessed image captured by the camera.  The “target”, “rover back” and “rover front” target 
colours were deliberately chosen to contrast with the background and be large enough to be identified using 
the overhead camera.  
The first step for the python algorithm was to find the colours of interest within the test area.  The 
colours were defined using an upper limit and lower limit of the HSV values for each colour.  For the 
hue values, the range was determined by estimating the value then placing a range of ±10 on that 
value.  Using this method, the colour could be isolated within the frame.  The saturation and value 
were chosen to be anything from 50 to 255.  This would not pick up ‘very light’ or ‘very dark’ colours 
with the correct hue but would still allow for a wide range of light conditions. 
Once the colours were isolated, two morphological operations were performed to reduce noise and 
fill holes in the image to make the next step of the process easier.  The first operation was erosion, 
which had the effect of reducing the size of the object by a specified amount.  This was used to remove 
very small objects that may fall in that colour range.  As the only object of interest was of a substantial 
size when compared with other objects in the frame, this operation had the effect of completely 
removing any pixels within the frame that fell within the colour range of the object of interest.  The 
next operation was dilution, which was the opposite of erosion.  This expanded the object of interest 
by a specified amount.  The effect of this was to smooth the edges of the object to improve the 
efficiency of the next step of the process.  The original image shown with the processing and final 







Figure 3.7 - The original image is captured (A) and the important colours are identified and split into separate 
images (B) with the target, rover front and rover back colours in each image.  The centroid of each colour is 
calculated from these images.  These images are then combined and the final image (C) is used to calculate rover 














Once a solid image of each colour without noise was established, the centroid of each colour could be 
used to determine rover location, rover heading and target location.  The “moments” function within 
OpenCV was used to find the centroid of each colour square, returned as a set of cartesian coordinates 
representing the location within the frame.  After this step, trigonometry and vector algebra was used 
to establish the centre of the rover, the heading of the rover and the direction to the target.  As there 
can be ambiguity using inverse trigonometric functions, the convention used for the heading was to 
have 0°/360° at the top of the screen and headings increasing clockwise, following the same rotation 
convention used by the MPU6050 gyroscope. This convention is shown in Figure 3.8. 
 
Figure 3.8 - Angle convention used by the machine vision algorithm, based on the rotation convention of the 
gyroscope.  0° was located at the top of the captured image. 
The heading of the rover was calculated using the front and back colour targets: 




However, because multiple headings can have the same tan ratio, a series of ‘if’ statements were 
required to return the correct heading: 
If xfront > xback and yfront < yback: 






If xfront > xback and yfront > yback: 
ℎ𝑒𝑎𝑑𝑖𝑛𝑔 = tan−1 (
𝑥𝑓𝑟𝑜𝑛𝑡 − 𝑥𝑏𝑎𝑐𝑘
𝑦𝑓𝑟𝑜𝑛𝑡 − 𝑦𝑏𝑎𝑐𝑘
) + 90 
If xfront < xback and yfront > yback: 
ℎ𝑒𝑎𝑑𝑖𝑛𝑔 = tan−1 (
𝑥𝑓𝑟𝑜𝑛𝑡 − 𝑥𝑏𝑎𝑐𝑘
𝑦𝑓𝑟𝑜𝑛𝑡 − 𝑦𝑏𝑎𝑐𝑘
) + 180 
If xfront < xback and yfront > yback: 
ℎ𝑒𝑎𝑑𝑖𝑛𝑔 = tan−1 (
𝑥𝑓𝑟𝑜𝑛𝑡 − 𝑥𝑏𝑎𝑐𝑘
𝑦𝑓𝑟𝑜𝑛𝑡 − 𝑦𝑏𝑎𝑐𝑘
) + 270  
 
After the rover heading was determined, the heading required to drive to the next target was 
determined in a similar manner by using the centre point of the rover, measured as a distance 
between the front and back of the rover and the target.  The difference between the target heading 
and the rover heading was calculated as an error, and it was this error that was sent to the rover.  This 




Figure 3.9 - The heading error is calculated from the difference between the rover heading and the heading to 
the target.  The target heading is calculated using the front and back rover markers.  Using the positions of these 
markers, the centre of the rover could be calculated.  The heading from the centre of the rover to the target could 
then be calculated and the heading error was the difference between these two directions. 
3.3 Path-Finding Algorithms 
The two path-finding algorithms tested were the A* algorithm and the Potential Field algorithm.  Both 
of these algorithms are based on a 2D grid and use heuristic methods to find a path from a start 
location to a goal location, given a grid with obstacles present.  Neither of these algorithms are 
guaranteed to find the shortest path, however they both provide good approximations to the shortest 
path.  Both of these algorithms calculate the shortest path given a known environment, so each time 
an obstacle is detected, the path must be recalculated.  As such they are not as useful for dynamic 
obstacle avoidance, where the obstacle may be present at one time but not at another, however this 
scenario is unlikely to be encountered on Mars at present. 
The A* algorithm uses an algorithm to consider each location on the grid and the cost of moving to 
that location, with the cost of moving to the goal location.  In the case of this research the cost is the 
distance but there can be other parameters that are considered, such as the slope of the terrain or 
the “traversability,” which is a measure based on the roughness of the terrain.  The algorithm looks at 
every possible combination of paths and finds the path with the lowest cost.  The output is a series of 
waypoints, in cartesian coordinates. 
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The other path-finding algorithm that was tested was the potential field algorithm.  This algorithm 
calculates a value for each grid location, a “potential” based on the distance from the goal location 
and the proximity of any obstacles.  It is possible to associate a “gain” for each of these, so that an 
obstacle would have a high negative gain while the goal location would have a positive gain.  The 
algorithm then determines the path to the obstacle by following the highest value from each grid 
location to the next, until the goal location is attained.  Again, the output from the algorithm is a series 
of waypoints in cartesian coordinates. 
Once a series of waypoints has been determined, the next step is to use this information to direct the 
rover.  A short Python routine was used to determine which waypoint was current and direct the rover 
to the next waypoint in the path.  The assumption was made that the rover location did not change 
between measuring the rover location and heading and calculating the path to the goal location.  This 
is a reasonable assumption for the project because the rover was always stopped while the path was 
calculated, a task which could take up to a few seconds.  The first waypoint would then be the current 
rover position.  Once the rover was within a specified distance of the current waypoint, the Python 
algorithm would detect this and set the target to the next waypoint. For the current waypoint, a 
distance error and heading error combination was determined using the current rover position in 
cartesian coordinates within the overhead camera footage. 
A limitation with both of these algorithms is that only limited headings can be used, however these 
can be increased as necessary.  It is also possible to change the grid size and the robot radius to suit 
the application.  Both of these algorithms calculate the path to the goal taking into account known 
obstacles, so if a new obstacle is encountered, the algorithm needs to be run again to find the path to 
the goal, taking into account the newly discovered obstacles. 
3.4 System 
Each part of the system described was required to work together with the other parts of the system, 
to perform the task of travelling to a target while avoiding any obstacles along the way.  This required 
communication between different systems using different conventions, such as passing serial data 
from Arduino to the Python algorithm, to determine the location of obstacles.  Extensive testing was 
performed, to determine the exact form data would take when it was received, to ensure the data 
was handled correctly.  A flowchart of the entire system with both Arduino rover tasks and Open CV 
tasks is shown in Figure 3.10.  The final code used by the Arduino microcontroller is listed in Appendix 




Figure 3.10 – The system flowchart.  Initialise rover: the rover is powered on and input/output pins set, gyroscope 
initialisation conducted to remove gyro drift.  Once the initialisation is complete, the position of the rover is 
determined using the capture from the overhead camera.  The path-planning algorithm then calculates the path 
and the rover is sent the required information to travel to the next waypoint.  If the rover arrives at the waypoint, 
the path-planning algorithm will send the rover the data required to travel to the next waypoint.  In the event of 
an obstacle being detected, the path will be recalculated and the rover will then travel to the next waypoint on 




In order to test the performance of the system, a series of tests were performed at each stage of the 
building process.  The stages of the building process were: 
1. Rover control and communications protocols: The rover was tested without any human input 
on simple forwards and back loop to improve the performance of the turn and drive forwards 
functions.  A radio modem was installed on the rover to allow control of the two functions 
remotely.  At this stage the control was by a human but the later on in the build process the 
control was performed by a computer. 
2. Localisation (machine vision): The coloured indicators were installed on the front and back of 
the rover for this test.  There was some trial and error required to achieve the correct HSV 
values for the coloured squares.  In addition, the target was identified at this stage and the 
heading to the target could be calculated within the Python code. 
3. Path planning and control: In this stage, the code used the error between the rover heading 
and the heading to the target to send instructions to the rover to rotate towards the target.  
Once the rotate command was operating successfully, the “forward” command was added to 
rotate the rover towards the target and then drive in a straight line to the target.  The two 
path-finding algorithms then used were the A* and potential field algorithms.  These two 
algorithms coded in Python were freely available by Sakai et al. (2018).  The algorithms used 
the starting rover location and the target location.  Obstacles were artificially inserted into the 
algorithms using code.  Once a path was calculated the rover could follow it using the 
“forward” and “rotate” commands. 
4. Obstacle detection and avoidance: The sonar was tested on the stationary rover to check an 
obstacle could be detected and located correctly within the test grid.  After an obstacle was 
identified by the traversing rover, a new path was determined and the rover then followed 
the new path. 
4.1 Tests performed prior to Machine Vision 
The first two tests were performed before the computer vison system was set up, in order to test the 
functioning of the rover and set operating parameters.  The first test was on the rotation and forward 
movement functions.  To test these two functions, a short code was written to drive the rover forward 
for a fixed time then rotate 180° and repeat indefinitely.  At first, the rover repeated the same track 
with good accuracy, however over time the difference in heading between the first track and the last 
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track became greater as the gyro drift error increased.  The PID parameters set from this test were Kp 
= 11, Ki = 0.3, Kd = 0.6.  Using these parameters, the rover held the heading while driving and rotated 
quickly to the new heading at the end of the forward movement. 
The second test was to send the “forward” and “operate” commands to the rover using the radio 
modem and serial communications and observe the performance.  Simple ASCII codes were sent to 
the rover using serial communications and the rover performed as expected, executing the tasks when 
commanded.  These two tests combined, set the rover up for the next stage of testing, which was to 
have the OpenCV/ path-finding algorithm send the commands rather than a human. 
4.2 Establishing Machine Vision Parameters 
The machine vision code was first tested to determine if it could locate the colours required to identify 
the rover and the target.  Distinctive colours were used to ensure they would contrast with the 
background of the testing area.  With some trial and error, the HSV values for the colours were 
determined as shown in Table 4.1. 
Table 4.1 - Colour markers with associated HSV values 
Location Colour Lower Limit (H, S, V) Upper Limit (H, S, V) 
Target  25, 40, 50 35, 255, 255 
Rover Front  5, 67, 50 22, 255, 255 
Rover Back  55, 50, 50 80, 255, 255 
 
The upper and lower ranges for each colour were determined over several days with different lighting 
conditions.  The testing was performed inside with the lights on but there was still some influence on 
the colours from the outside light conditions.  Once noise was removed from the image and the centre 
of each colour correctly identified in the image, the data could be used for the next test.   
Figure 4.1 shows the effect of the morphological operations on the orange colour target. Once the 
threshold is applied, there are still some unwanted parts of the image that register as orange. After 




Figure 4.1 - The results of applying morphological operations to the captured image. In the original image (A), 
the orange pixels are identified and isolated as shown in (B).  Unwanted pixels are removed using morphological 
operations to produce the final image of the orange target (C). 
4.3 Motion Control Refinement 
The heading error calculated from the previous test was sent to the rover and the rover rotated to the 
target.  There were two tests performed for this stage, in the first test the heading error from the 
overhead camera was used as the angle input to the PID controller.  This resulted in oscillation about 
the target heading as shown in Figure 4.2.  The second test used the heading error as sent by the 
overhead camera, as well as the heading measurement from the onboard gyroscope, to rotate the 
rover to the correct orientation.  The second test resulted in the rover settling to the target orientation 






Figure 4.2 - Rover attempts to orient using overhead images to obtain heading error. 1). Heading error at 2.17s 
is -33.9°. 2). Heading error at 2.73s is 23.7°. 3). Heading error at 3.30s is -27.1°. 4). Heading error at 3.67s is 36.9°. 
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Figure 4.3 - Rover settles after a few seconds when using gyroscope to obtain heading error. 1). Heading error at 
14.40s is 65.6°. 2). Heading error at 14.70s is 45.3°. 3). Heading error at 15.00s is –2.8°. 4). Heading error at 
16.47s is -0.8°. 
Once the rotation could be controlled by the computer alone, the next test introduced the “forward” 
command to computer control.  For this test, the motors were set at a fixed speed until the rover was 
within a short distance of the target location.  Once the rover was within the specified distance of the 
target, the motors were set to zero.  If at any time the rover heading was greater than 10° away from 
the target, the rover would stop and rotate to a new heading.  This test was completed successfully 
with the rover moving towards the target and stopping more frequently as the distance to the target 







function of the distance to the target. If the heading error was θ and the distance from the rover to 





 A plan view of this is represented in Figure 4.4, where the distance is measured in pixels as observed 
by the overhead camera. 
 
Figure 4.4 - Modified heading error compared with original heading error. 
After the rover could be directed to a given target using the data from the overhead camera, two 
different path-finding algorithms were used to determine a path from the initial rover location to the 
target location.  Obstacles were artificially inserted into the path with code, to test the ability of the 
rover to follow a path to the target.  An initial test was run and it was found that the rover would 
deviate from the target path due to the limits set on the deviation from the target heading.  This 
deviation was high enough that it would have caused a collision with a physical object as shown in 
Figure 4.5.  It was also found that the overshoot of the “rotation” function was too high when the 
rover was turning to face a waypoint, with the rover rotating up to 45° past the target heading in some 
cases.  This was especially true when the initial error was large (greater than about 90°).  An example 




Figure 4.5 - Rover overshoots target heading when rotating, at 22.33s the heading error is -65.5°, then at 23.70s 
the heading error has overshot by a maximum of 64.5°.  In this scenario a coded obstacle was used but in a real 
scenario the rover would have collided with the obstacle. 
To deal with the deviation from the target heading, the allowed heading deviation as observed by the 
camera was halved.  This resulted in the rover following the calculated path with a maximum deviation 
from the target of 5 pixels either side of the target.  This represented about 18mm compared with the 
previous tolerance of 10 pixels or 36mm.  The new equation for calculating the maximum allowed 





To remove the excessive overshoot of the rotation function, the parameters of the PID loop were 
again altered by trial and error.  The new values were Kp = 30, Ki = 3, Kd = 5 which resulted in a much 
higher damping of the rotation speed due to the higher Kd.  This produced a variable rotation speed, 
which appeared as a vibration when the rover was turning towards a target but the overshoot was 
greatly reduced.  After making these modifications to the code, the rover followed the path towards 
the target with lower heading deviation than previously encountered. 
The two path finding algorithms were tested in two different scenarios.  The first scenario consisted 
of large obstacles placed in the path of the rover as shown in Figure 4.5, while the second scenario 
was coded with smaller obstacles in the path of the rover.  Figure 4.6 shows frames from the machine 
vision system, with the rover following a path to the target location using the potential field algorithm.  
The A* algorithm successfully found a path to the target in both cases while the potential field 
algorithm was only able to find a path to the target in the second scenario.  These results are 
summarised in Table 4.2. 





Figure 4.6 - The system using the potential field algorithm to navigate through a course of smaller obstacles.  
Four frames are shown at times 0.00s, 32.30s, 1:08.94s and 2:04.36s.  
 
Table 4.2 - The results of using different path-finding algorithms. 
Algorithm Test Environment Result 
A* Large Obstacles Rover arrived at target 
A* Small Obstacles Rover arrived at target 
Potential Field Large Obstacles Failed to find path (local minimum) 
Potential Field Small Obstacles Rover arrived at target 
 
To test the operation of the sonar system for detecting obstacles, the sonar was first tested with the 
rover stationary, to determine the object detection capability.  The servo operated as programmed to 
rotate the ultrasonic sensor 15° at a time.  This obstacle then appeared on the overhead camera 





object and its indicated position on the camera footage, which was estimated to be about 0.05m as 
shown in Figure 4.7.   
 
Figure 4.7 - The indicated position of the obstacles measured were outside the limits of the actual obstacle. 
Once the sonar was operating on the stationary rover, the code was modified to operate on a moving 
rover.  This involved measuring the distance travelled using the overhead camera and stopping the 
rover at short intervals to run the sonar routine.  Again, this proved successful, the same result was 
achieved as with the stationary rover, with the obstacles indicated as being slightly outside the 
boundaries of the actual obstacle.  The new path was calculated using the A* algorithm with the 
additional obstacle present.  The rover then followed the new path as with the previous tests, using 






Figure 4.8 – The final test using obstacle detection and the A* algorithm to navigate an environment with a real 
obstacle.  At the start (0.00s), the path is calculated as if no obstacles are present.  At time 39.15s the rover 
approaches the obstacle while periodically checking for obstacles.  At time 42.00s the obstacle is detected and a 










The aim of this project was to investigate localisation and navigation in an unstructured environment 
such as that found on Mars.  For the project it was assumed that there would be no satellite navigation 
that could be used for localisation and no magnetic field to use as a direction reference, as is the case 
on Mars.  To overcome these challenges, a concept was developed that would use machine vision to 
both localise and navigate a small rover through a test course.  To evaluate the concept, the system 
was built and tested in a real environment, as opposed to a simulation, to better capture sensing and 
system integration practicalities. 
The results of this project showed the system is a feasible method for autonomous navigation of a 
partially unknown environment.  By simplifying the problem of autonomous navigation on Mars, 
several assumptions were made that may need to be addressed before a system such as this were 
tested on a more realistic situation.   
• The surface over which the rover was traversing was perfectly flat.  This may not be the case 
on Mars but it could be close enough that it would make little difference to the system. 
• The overhead camera remained motionless and was positioned in the centre of the test area.  
An actual platform for an overhead rover on Mars would almost certainly move whether due 
to operational requirements or weather conditions.  Testing the performance of the vision 
system while the camera was moving would be part of future studies. 
• The overhead camera in this project pointed directly down.  If the camera platform in a real 
Mars situation were moved away from directly over the rover, it may be observed from an 
angle.  The effectiveness of the vision system from various angles would need to be tested 
from various angles. 
• The path to the target is within the field of view of the overhead camera.  Even though it is 
unlikely, the field of view may need to be moved to find a path to the target.  If this were the 
case, an autonomous method of moving the overhead camera to find a path for the rover 
would need to be developed. 
5.1 Rover Control and Communications Protocols 
The rover performed well as an experimental platform.  It received instructions from the machine 
vision algorithm and followed the calculated path as required. The instructions to the rover were sent 
as a direction and distance to the next waypoint.  The rover would then rotate towards the waypoint, 
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if not already facing that direction and drive forwards until the machine vision algorithm sent a 
message to drive to the next waypoint.  A PID controller was programmed to allow rotation control 
through the use of an onboard gyroscope and it worked well to control the heading of the rover during 
rotation and also forward movement.  The communications protocol also worked well and allowed 
many instructions to be sent per second.  The success of these systems allowed the evaluation of 
different path planning algorithms. However, there were still some areas of the system that could be 
improved in the future. 
5.1.1 PID Controller 
To control the rotation of the rover, a PID controller was used with gain values determined by trial 
and error.  The input to the control loop was the heading error, as supplied by the gyroscope combined 
with the overhead camera.  The output was the voltage supplied to the motors. However, this output 
only had an indirect influence on the rotation.  The voltage supplied to the motors provided a force to 
rotate them but there were other nonlinearities such as the surface the rover was on and the 
properties of each individual motor.  In some situations, the PID controller produced a jerky response 
while in other situations the response was smooth.  To achieve more efficient and accurate control, 
further work would be required into the sensors and control techniques needed for fast accurate 
rotation control.  Another aspect to investigate might be the gearing system of the motor to improve 
the output linearity.  The measurement of motor current may be useful for this purpose. 
5.1.2 Rover Speed Measurement 
The speed of the rover was not measured directly by any sensor.  A simple technique of stopping the 
rover once it was within a defined range of the target was used, which was successful for this project.  
However, if more precision were required to control the position of the rover, an odometer could be 
used to measure the speed of the rover.  Using speed information with distance information obtained 
from the overhead camera, would enable more accurate positioning of the rover at the target 
waypoint. 
Two possible options for an odometer are available, either a wheel encoder that measures wheel 
revolutions or an optical odometer that uses the same principle as a computer mouse to accurately 
measure speed.  A wheel encoder would be the simplest method but it would be subject to error 
depending on the accuracy of measuring the diameter of the wheel or wheel slippage.  An optical 
odometer measuring actual distance travelled, would be more accurate but may not work as well on 
45 
 
rough terrain or poor light conditions.  Considering the constant error correction available from the 
overhead camera, a wheel encoder would be an appropriate choice for this application. 
5.1.3 Communications 
The communications protocol was not a major research topic for this project, however some 
experience was gained that may prove useful to future projects.  The 433Mhz radio modems used for 
communications have a range of around 500m with a data transfer rate of up to 250kbps.  This was 
much more than was required for this project and demonstrates the potential of even a small system 
such as this one.  However, the code on either side of the communications network used different 
data types and had potential for simplification. 
The rover was programmed using the Arduino IDE with the C++ language, while the machine vision 
was programmed using Python.  Due to this, the data was handled slightly differently by each 
language, which had to be taken into account when processing the data.  For example, Python 
appends a ‘b’ in front of any data sent and adds a ‘b’ in front of any data received to denote a byte 
data type.  By using defined characters to represent the start and end of a string, it was a simple matter 
to then remove any extra characters from the data. 
5.2 Localisation using machine vision 
The machine vision section of the project gave consistent results.  The colour targets could be easily 
distinguished against the background during day time conditions, however poor light or night time 
conditions would require a change in the colour thresholds. A number of other factors would need to 
be considered for future applications, such as the nature of the overhead camera platform and the 
resolution and position of the camera platform in relation to the rover. 
5.2.1 Susceptibility to Light Conditions 
Even though the testing was conducted indoors at around the same time every day, there was still 
some fluctuation in light conditions due to cloud or other factors.  When this happened, there were 
times when the camera would be unable to detect the required colours, causing the system to fail.  To 
mitigate the effects of lighting conditions, a future system could use specific coloured LEDs instead of 
colour markers.  This would have the advantage of being visible at night and during poor lighting 
conditions.   
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To allow for some changes in lighting conditions, it was found that there was a large range of HSV 
values required to detect the necessary colours.  As a result of this, there were occasions when other 
colours would enter the range of the required colours so that the system could not distinguish the 
target, for example, from a component on the rover.  Using specifically coloured LEDs would also solve 
this related issue by allowing the narrowing of the range defined for each colour. 
5.2.2 Camera Resolution 
For this project, the camera resolution used was 640 pixels by 480 pixels.  When calculating the 
centroid of a colour target, whether this was on the rover or the target location, the calculated 
centroid was related to an individual pixel.  The coordinates of this centroid would therefore, by 
definition, be integers.  Because the actual location on the ground or the rover was not an integer, 
there was a rounding error, this rounding error could vary from frame to frame, so even though there 
was no rover movement there could still be a change in the heading error, as illustrated in Figure 5.1.  
In most cases this was not a problem, however when the rover was closer to the target or waypoint, 
this rounding error could cause unnecessary correction in the rotation angle if the fluctuation in the 
position caused the heading error to move outside the allowed limits.  
To minimise this error, a higher resolution image could be captured, which would result in a smaller 
physical distance represented by each pixel.  In this project, the combination of the camera position 
and the image resolution, resulted in a pixel representing about 3mm by 3mm.  With a higher image 
resolution, one pixel would represent a smaller area, so a target position fluctuating between one 
pixel and another would represent a smaller change in the heading error. 
Another solution would be to have the field of vision narrow as the rover approached the target.  In 
the case of a Mars based operation, this could be achieved by having the camera platform reduce 
altitude as the rover approached the target or through the use of a variable focal length lens.  This 
would have the same effect as a high-resolution image, by reducing the physical distance represented 
by each pixel. 
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Figure 5.1 - The effect of rounding the position of colour targets results in variable heading errors even though 
the rover and target do not move.  In the left frame the heading error is -3.8. In the next frame, on the right, the 
heading error has changed to -1.3 even though neither the rover nor target have physically moved. 
5.2.3 Camera Support Platform Motion 
A key assumption for this project is that the camera would remain stationary directly above the rover 
operating area.  In the case of a Mars mission, this may not be the case.  If the camera were to move 
due to weather conditions or other requirements of the operation, a gimballed camera platform 
would be able to rotate to keep the camera in view.  This could be achieved through the use of optical 
flow as described by Walter et al. (2018).  With this method, the terrain features are used in 
combination with the accelerometer/gyroscope data, to rotate a gimballed camera to keep the same 
area in view.  Even with this solution, the angle at which the rover was viewed would change, so more 
work would be required to determine the effects on the machine vision and the localisation and 
navigation. 
5.3 Path-Planning and Control 
The path finding algorithms tested for this project were A* and potential field, as made freely available 
by Sakai et al. (2018).  Both of these algorithms limited the possible headings to 45° increments 
starting at due North (0°).  In order to allow more possible paths, the algorithms were modified for 
this project to include heading increments of about 22.5°.  There is no limit to the number of heading 
increments that may be used but increasing the number of possible headings will increase the number 
of calculations required by the path-finding algorithm and therefore increase the time taken for the 
computer to solve the problem.  Ultimately it would be a matter of compromise between the number 
of headings used for the algorithms and the speed required for the calculation of these algorithms.  
There are also path-finding algorithms available that do not restrict the available headings in any way, 
such as Field D*, however the use of these algorithms was outside the scope of this project and would 
need to be the subject of further research.  
TIME 5:24.89, HEADING ERROR -3.8° TIME 5:24.93, HEADING ERROR -1.3°  
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The choice of path-finding algorithm is another matter for further research.  From this limited study 
of the two path-finding algorithms A* and Potential Field, it is clear that while the A* algorithm 
requires more computing resources, it consistently finds a solution to the problem.  However, there 
are circumstances where the Potential Field algorithm may provide a quicker solution that is 
comparable with the A* solution.  Where the obstacles are small and there is no potential for a local 
minimum, the potential field algorithm would find an appropriate solution quickly.  Perhaps the best 
solution is to use a combination of path-finding algorithms or to equip the autonomous unit with a 
selection of path-finding algorithms and let the software choose the most appropriate one using 
machine learning.  Again, such a topic was outside the scope of this research and would need to be 
addressed by further work. 
Another characteristic of the path-finding algorithms that would require further research would be 
the size of the grid and the number of waypoints.  For this project, every time the rover reached a 
waypoint it stopped and rotated to the next waypoint, causing a delay.  There are several ways to 
reduce the number of waypoints that could be the subject of further investigation.  In the case of 
waypoints that are in a straight line, these could be removed from the final path with no detrimental 
effect on the outcome.  These waypoints existed only because each iteration of the path-finding 
algorithms required movement to an adjacent grid-square.  Another way to reduce the number of 
waypoints would be to increase the size of each grid square.  In the case of this project, one grid square 
had a side length of 0.03m, which was related to the smallest grid square that could be used to solve 
the problem in a reasonable time.  Increasing the size of each grid square would be another way to 
reduce the number of waypoints.  The third way to reduce the number of waypoints would be to use 
another path-finding algorithm such as Field D* that did not require each waypoint to be on adjacent 
grid squares.  Again, perhaps machine learning techniques would be suitable for the selection of the 
grid-size and the number of waypoints. 
5.4 Obstacle Detection and Avoidance 
For this project, an ultrasonic sensor (HC-SR04) attached to a servo motor was installed at the front of 
the rover to be used for obstacle detection.  The servo motor rotated 15° at a time for the ultrasonic 
sensor to take distance readings at each 15° segment of a 135° arc across the front of the rover.  As 
described previously, the 15° corresponded to the width of the ultrasonic sensor cone, as shown in 
Figure 3.5.  While this was adequate for the project, there were several disadvantages that became 
apparent during the testing phase that would need to be addressed for any future applications.   
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Due to the nature of the ultrasonic sensor, the 15° cone of detection means that it is impossible to 
define the nature of an obstacle within the cone of detection.  It may be to one side of the cone or in 
the middle, or it may encompass the entire cone.  This effect is more pronounced the further away 
the obstacle is from the sensor.  At 0.4m, the limit of obstacle detection coded into the rover, the 
width of the cone of detection was 0.11m.  For this project, the obstacle was assumed to be present 
in the centre of the cone of detection, however it is possible that the obstacle only existed on one side 
or the other.  This introduces a potential error of 0.05m between the calculated location of the 
obstacle and the actual location of the obstacle.  To counter the effects of this error, the “robot radius” 
in the path-finding algorithm was increased by the same amount, so that any path calculated would 
avoid an obstacle by the actual robot dimensions plus 0.05m. Figure 5.2 illustrates the effect of 
increasing the robot radius on the calculated path. 
 
Figure 5.2 – The effect of increasing the robot radius used in the path planning algorithm.  The robot radius 
defines the area excluded from path planning calculations around each obstacle.  A larger robot radius will 
provide a greater margin for error, by the rover following the calculated path but may increase the length of the 
path calculated. 
The range of detection for the HC-SR04 ultrasonic sensor is 4.0m, however in this project the practical 
range was about 0.65m as beyond this the sensor picked up the floor as an obstacle.  Even without 
this restriction, at 4.0m, the potential error in calculated obstacle position compared with actual 
obstacle position would be up to 0.52m, which provides little benefit considering the dimensions of 
the rover are 0.15m wide by 0.21m long.  This assumes very high precision of the servo motor in 
determining the direction of the ultrasonic sensor.  If the servo direction was incorrect by 1°, at 4.0m 
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this possible error increases to 0.6m, making it unsuitable for anything but short-range obstacle 
detection.  In addition to this, due to the very low atmospheric pressure on Mars, it is unlikely an 
ultrasonic sensor would be effective because it relies on a medium for sound waves to travel through.  
It is clear that an ultrasonic sensor would be unsuitable for obstacle detection in this application. 
The most common method for obstacle detection in existing Mars rovers is visual odometry such as 
that described by Kubota et al. (2010).  The advantage with this method is that the exact location of 
an obstacle may be determined.  Other methods that could determine the exact position of an 
obstacle are millimetre wave radar, which can determine the position of an object accurate to within 
a fraction of a millimetre, or LIDAR which uses laser reflections from objects to determine distances.  
Both of these methods result in a point cloud defining the surrounding environment and result in 
additional computational cost compared with a simple ultrasonic sensor.  Both millimetre wave radar 
and LIDAR have been successfully tested for use in autonomous vehicles on Earth. 
Another type of obstacle that may be present on Mars is the surface over which the rover is driving.  
If the surface is loose, this may result in the wheels slipping or even completely losing traction.  This 
project did not analyse this possibility as the testing was conducted indoors on a tiled surface, however 
it may be handled in the same way by the path finding algorithm, only the manner of detection would 
change.  By using a wheel encoder to determine the number of wheel revolutions and comparing this 
information to the distance travelled, a loose surface could be determined.  The distance travelled 
could be obtained from the overhead image or some other method.  In the case of a rougher surface 
that could also slow progress, onboard accelerometers could measure vibration as the rover travelled 
over a surface.  If the gradient of the surface became steeper than a pre-set limit, accelerometers 
could be used to sense the slope of the rover. 
In any of these cases, the surface may be considered an obstacle even though it is not a physical barrier 
restricting the movement of the rover.  Where it is possible for the rover to traverse a grid square 
more slowly than another due to the surface conditions, a “traversability” score may be assigned to 
the grid square.  In this case a more sophisticated path-finding algorithm would be applied where the 
presence of an obstacle is no longer represented by a ‘1’ or ‘0’ but a continuum between these two 
values, representing the “traversability” of the grid square.  Algorithms using a method such as this 
were described by Hayati et al. (2007) and Muñoz et al. (2017). 
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5.5 Hardware Issues 
During the rover building and testing phase there were some technical issues that needed to be 
overcome.  While these did not directly affect the results of the project, they did prove to be 
challenging to overcome. They are discussed here as they have implication for future development or 
modification of the system hardware.  
5.5.1 Radio Modem 
To communicate between the rover and laptop, a pair of 433MHz radio modems were used.  These 
modems paired automatically when in range and powered, which could be determined by a solid 
green LED on each modem.  Modems that are not paired will have a flashing green LED. Initially when 
connecting the radio modems to power, one on the Arduino and one at the USB on the laptop, it was 
found that the radio modems would not pair. The specifications for the radio modems state that the 
maximum power output is 100mW, which using a 5V supply would require 20mA.  The output pin of 
an Arduino microcontroller can provide a maximum of 20mA at 5V.  It was found after some 
troubleshooting, that the radio modem connected to the Arduino was not receiving enough power to 
pair with the radio modem connected to the laptop, even though the green LED was flashing, 
indicating it was attempting to pair.   
The solution to this problem was to use two separate power sources for the rover, one to power the 
motors and one to power the Arduino microcontroller and the attached sensors including the radio 
modem.  The power source for the Arduino and sensors was a 5V USB battery while the six 1.2V 
batteries in series, provided power to the motors.  By separating the high-power users on the rover 
with different power sources, it was possible for all systems to draw enough current to operate.   
Another possible solution that would not require two power sources would be to use a transistor 
amplifier or Darlington pair arrangement as shown in Figure 5.3.  This would have eliminated the need 
for a separate power source, which would be impractical in most situations.  In addition, the use of 
rechargeable NiMH batteries which only provide 1.2V each for a total of 7.2V for six batteries may 
have had an effect on the power supplied to each pin.  The datasheet for the Arduino microcontroller 
states that providing less than 7V may result in an unstable voltage, which may have been the case if 
the batteries were running low.  In this case the use of non-rechargeable Zinc-Carbon batteries 
providing 1.5V each for a total of 9V for six batteries, may have been a more stable power source.  This 
was not considered because the expense of continually providing new batteries for testing was outside 




Figure 5.3 – Possible circuit arrangement for the radio modem using a Darlington pair transistor arrangement, 
to amplify the power source for the radio modem. 
5.5.2 Gyroscope 
The MPU6050 accelerometer/gyroscope was used to provide very accurate rotations about the z-axis.  
It was aligned so that the z-axis was vertical, so that all rotation angles were in the horizontal plane.  
There were two main issues relating to this device that needed to be addressed in the code for it to 
be effective.  Firstly, the drift on the gyro when it is reset is too large for the device to be useful.  
Secondly, the reference heading is not set, so the initial heading could be any value. 
Before data from the gyroscope could be used, the gyroscope had to go through a calibration process, 
which addressed the gyro drift and the heading.  To address the gyro drift, the gyroscope needed to 
remain stationary for about 20s after resetting.  After this time the drift was at a manageable level but 
still present.  The heading could be any value at this time, so the second part of the calibration process 
was to reset the heading to zero.  The effect of this process was to provide the rover with an initial 




During the rover testing phase, two separate areas were used, one with a carpeted surface and one 
with a tiled surface.  Often preliminary testing was conducted on the carpeted surface before final 
testing was conducted on the tiled surface.  To test the correct functioning of the gyroscope, the 
testing of the rotation function was conducted on a carpeted surface.  Once testing used the overhead 
camera, a tiled surface was used due to space requirements.  However, after travelling only a short 
distance on the tiled surface, the rover would stop responding to commands and drive until it hit a 
solid object.   
After five weeks of troubleshooting, it was found that the z-axis accelerometer on the MPU6050 was 
faulty and as soon as any z-axis acceleration was detected the device would crash.  One line of code 
to control the rover used a “while” loop to wait for data from the MPU6050: 
while (!mpuInterrupt && fifoCount < packetSize); 
This line of code halted the program until an interrupt was received from the MPU6050 indicating new 
data was ready.  Ordinarily this interrupt would happen many times per second as data was collected 
by the MPU6050, however if the device crashed no interrupt would be generated.  In this case, the 
rover would remain in its current state indefinitely as the “while” loop prevented the code from 
advancing.  On the carpeted surface, there was no z-axis acceleration so the rover tested proceeded 
as expected, however on the tiled surface there was a small amount of z-axis acceleration when the 
rover travelled over a gap between tiles.  It was this z-axis acceleration that caused the device to fail 
on tiles but not on carpet.  Once this problem was identified, a new MPU6050 module was purchased 
to replace the faulty one and the project could proceed.    
Three possible causes of this failure were identified.  The device was initially powered by a 5V pin from 
the Arduino microcontroller in error, while the datasheet specifies a power source between 2.38V and 
3.46V.  After this error was identified the MPU6050 was correctly powered by a 3.3V pin from the 
Arduino.  Another possible cause for the failed unit was rough handling while it was in storage for over 
a year.  The other possible cause was that the device was faulty when shipped and this was not 
identified.  Further work would be required to determine the actual cause of the failure of the device 




Overall the project achieved the main aim, which was to demonstrate a system of autonomous 
navigation in an unknown environment using images obtained from an overhead camera to guide a 
test rover.  There were some parts of the system that could be improved in future work.  From the 
point of view of the rover control, the PID algorithm could be improved to achieve a more precise 
response, possibly with the addition of sensors such as a wheel encoder or current measuring from 
the motors.  The machine vision software consistently identified the rover and the target and could 
accurately determine the heading of the rover.  There was some fluctuation in heading calculations 
due to rounding errors, however this could be reduced by using a higher resolution image.  Finally, 
obstacle detection could be improved by using more appropriate sensors for the environment on Mars 
such as Lidar or Millimetre Wave Radar.  These are all topics that can be considered for future work 





The aim of the project was to build and test a system that could be used for autonomous navigation 
on Mars.  The system was to consist of a rover with images from an overhead camera used to guide it 
through an environment with impassable obstacles present.  The overhead camera in this system 
would be carried by an airborne platform such as a helicopter or balloon.  Operating a robot on Mars 
has many challenges but for this project the specific challenges that were examined were the signal 
delay between Earth and Mars (up to 24 minutes), the lack of a magnetic field and the lack of satellite 
navigation.  On Earth, these challenges do not exist because there is a magnetic field to provide a 
direction reference, a satellite navigation system to provide accurate localisation and if these are not 
enough to allow autonomous navigation, a person can operate the vehicle either in person or 
remotely. 
The system was built and tested successfully in a controlled environment and with no human input, 
was able to navigate from any starting position to a target location.  The lack of a direction reference, 
as provided by a magnetic field and satellite navigation, were overcome by using a fixed overhead 
camera to provide a direction reference and localisation.  The direction reference became the 
orientation of the camera and the localisation was provided by a reference to a target location.  By 
overcoming these challenges, this project shows that fully autonomous operation is possible with the 
aid of an overhead camera for localisation and navigation. 
The rover used a PID controller to follow a path from waypoint to waypoint with an onboard gyroscope 
used to determine the rotation from a starting point.  The overhead camera image was used to 
determine when the rover had reached the waypoint.  It is possible that the control system could be 
configured to use only the overhead camera for this feedback, rendering the gyroscope redundant. 
However, a gyroscope would likely remain on the rover for use as a redundant system.  Even if the 
overhead camera was not available, the rover could navigate by dead reckoning temporarily until the 
camera feed became available again.  In this situation the rover would benefit from an odometer or 
some other method of measuring the distance travelled by the rover.  In an actual Mars mission, 
redundant systems could be used to extend the life of the rover as repair is not possible if one system 
fails. 
The overhead camera used machine vision techniques to identify the rover, its heading and the target.  
These techniques used colour detection to identify the relevant locations within the camera frame 
and morphological techniques to reduce the noise from the camera image to identify a point at the 
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centroid of each colour target.  This was a successful method of identifying the important parts of the 
image, however the testing was run at the same time each day to ensure similar lighting conditions.  
At times the machine vision algorithm would have trouble identifying the correct colours.  A proposed 
solution to this issue is to use LEDs as identifiers for the rover.  In this case, the LEDs would emit the 
same colour at all times regardless of lighting conditions. 
The ultrasonic sensor on the rover used for range finding did perform its function of detecting 
obstacles, however there were some improvements that could be made to any future project of this 
nature.  The accuracy of the obstacle detection could be improved through the use of different sensors 
that use a narrow beam for detection rather than the broader cone of the ultrasonic sensor.  This 
would improve the accuracy of the sensors at distances greater than 0.4m, which was the limit of 
detection set for this project.  For this project, the obstacle detection was conducted while the rover 
was stationary.  A further improvement would be to have the rover detect obstacles while moving. 
Finally, there were some technical issues encountered during the building and operation of the 
project.  These were related to failed components and unexpected power requirements and while 
they did not contribute to the overall research goals of the project, these issues did demonstrate the 
problems that can be encountered when physically building a system for testing rather than simulating 
the solution to the problem.  When simulating the system, it is only possible to assume the model 
parameters. Therefore, greater confidence in the validity of the results can be achieved by building a 
system. 
The aim of this project was to examine a system for navigation and localisation in an unstructured 
environment such as that encountered on Mars.  A conceptual system consisting of a rover, overhead 
camera, machine vision algorithm and communications between them was built and tested using two 
different path-finding algorithms and two different environments.  From these tests it was shown that 
if the system could be applied on Mars it would be a practical solution to the localisation and 
navigation problem.  With the further research that has been identified, the system would be a 
versatile method of autonomous navigation on Mars which could one day support scientific 




6.1 Further Work 
During the course of this project, some opportunities for further work that were outside the scope of 
the project were identified: 
• Improved obstacle detection – The ultrasonic sensors used for this project were suitable for 
the test environment but would be unsuitable for a practical implementation on Mars.  The 
range and accuracy are limited by the wide cone of detection (15°) and the lack of an 
atmosphere on Mars would make it impossible to use.  Instead a device using a narrow beam 
such as millimetre wave radar or lidar could provide more accuracy in the location of the 
obstacle as well as a greater range for obstacle detection.  Another aspect of obstacle 
detection worth investigating is the possibility of obstacle detection while the rover is in 
motion. 
• Path-finding algorithms – The path-finding algorithms tested for this project had mixed 
results.  The A* algorithm was able to consistently calculate a path to the target location if 
one existed, while the potential field algorithm was unable to calculate a path in the same 
conditions if it encountered a local minimum.  There have been a number of studies conducted 
previously on path-finding algorithms on Mars.  Future research could look at comparing path-
finding algorithms using different grid sizes and different obstacle densities, there may be a 
correlation between the most appropriate conditions for a particular path-finding algorithm.  
It would be possible to use simulation for this type of study as only the path-finding algorithm 
would be under test and not the entire system. 
• Machine Vision – For this project a fixed camera was used looking directly down on the test 
area.  A more realistic situation on Mars would use a moving camera looking at the area of 
operation with a range of angles.  Further research could examine the same system with a 
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// Code to run the autonomous rover for research project 2019 
// Jason Pont 29/4/2019 
 
/*  Uses data from the video to set a target direction then rotate 
to that direction using the  
 *   gyro.  The rover will then drive to the target and stop at the 
target.  Includes obstacle detection, i.e if 
 *   an obstacle is detected, the location will be transmitted to 
the CPU and a new path calculated 
 */ 
 








// include the I2Cdev and MPU6050_6Axis_MotionApps20 header files 






// Define the pins used  
 
#define pinLB 3                // define pin3 as left motor back 
connect with IN1 
#define pinLF 5                // define pin5 as left motor forward 
connect with IN2 
#define pinRB 6                // define pin6 as right motor back 
connect with IN3 
#define pinRF 11               // define pin11 as right motor 
forward connect with IN4 
#define ECHO A0                // define ultrasonic receive pin 
(Echo) 
#define TRIG A1                // define ultrasonic send pin(Trig)  
#define INTERRUPT_PIN 2        // pin used for interrupts 
(gyroscope) 
#define LED_PIN 13    
 
// Define state variables 
 
#define ROTATION 0 
#define DRIVE 1 
#define SCAN 2 
#define WAIT 3 
 
// Set up ultrasound sensor and servo with a maximum range of 100cm 
 
NewPing Sonar(TRIG, ECHO, 100); 
int Sonar_ahead = 78;               //Servo angle when sonar is 
pointing directly ahead 
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float Sonar_Range = 0;              //Distance to object picked up 
by sonar 
int Sonar_angle = 78;               //Direction to object, angle of 
sonar 
long sonar_time = 0;                // used to make sure no sonar 
ping is sent within 60ms of the previous one 
bool Sonar_read = false;            //Flag set when sonar reading 
taken 
Servo myservo;                      // new myservo 
    
// MPU variables 
 
MPU6050 mpu; 
Quaternion q;           // [w, x, y, z]         quaternion container 
VectorFloat gravity;    // [x, y, z]            gravity vector 
float ypr[3];           // [yaw, pitch, roll]   yaw/pitch/roll 
container and gravity vector 
float yaw = 0;  
float yaw_calibration = 0;  //resets the yaw to zero after gyro 
stabilises          
uint16_t fifoCount;     // count of all bytes currently in FIFO 
uint16_t packetSize;    // expected DMP packet size (default is 42 
bytes) 
uint8_t fifoBuffer[64]; // FIFO storage buffer 
bool dmpReady = false;  // set true if DMP init was successful 
bool setup_complete = false; // set true if the initial setup is 
complete 
 
uint8_t mpuIntStatus;   // holds actual interrupt status byte from 
MPU 
 
volatile bool mpuInterrupt = false;     // indicates whether MPU 
interrupt pin has gone high 
 
// PID variables 
 
float error = 0; 
float previous_error = 0; 
float pid_p = 0; 
float pid_i = 0; 
float pid_d = 0; 
float PID = 0; 
float constrained_PID = 0; 
float kp = 30; 
float ki = 3; 
float kd = 5; 
float start_time = 0; 
float loop_time = 0; 
float loop_previous = 0;  
float right_bias = 0.8;   //variable to take account of the higher 
power of the right motor 
float PIDL = 0; 
float PIDR = 0; 
float q0 = 0; 
float q1 = 0; 
float q2 = 0; 
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long timer = 0; 
 
bool direction_set = false; 
long current_time = 0; 
 
 
String data = "/n";     //end of line for serial data 
int count = 0; 
 
// set up a buffer to receive serial data 
const byte numChars = 32; 
char RxBuffer[numChars]= {'0'}; 
float angleError = 0; 
int distanceError = 0; 
boolean newData = false; 
char *distanceRX = ""; 
int previousDistance = 0; 
 
// state variable 
int state = WAIT; 
 
// set up the delimiter  








void setup() { 
  digitalWrite(LED_PIN,HIGH); 
  Wire.begin(); 
  Wire.setClock(400000); 
  Serial.begin(57600); 
  myservo.attach(9) ;          // define the servo pin(PWM) 
  myservo.write(Sonar_angle); 
  Gyro_initialise(); 
 
  // Set pin inputs and outputs for motors and ultrasonic range 
finder 
  pinMode(pinLB,OUTPUT); 
  pinMode(pinLF,OUTPUT); 
  pinMode(pinRB,OUTPUT); 
  pinMode(pinRF,OUTPUT); 
  pinMode(ECHO, INPUT); 
  pinMode(TRIG, OUTPUT); 
   
  // allow two minutes for gyro stabilisation and obtain stable 
orientation for calibration 
  for (int x =0; x < 2000; x++){ 
    while (!mpuInterrupt && fifoCount < packetSize); 
    yaw = get_direction(); 
    delay(1); 
    if (x % 100 == 0){ 
      Serial.println(x/100); 
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    } 
  } 
   
  yaw_calibration = yaw; 
  setup_complete = true; 
  Serial.print("yaw calibration value = "); 
  Serial.println(yaw_calibration); 
  digitalWrite(LED_PIN,LOW); 










void loop() { 
  recvWithStartEndMarkers(); 
   
         
  switch (state) { 
    // When the rover is rotating, constantly retrieve the reference  
    // angle from machine vision software 
  case ROTATION: 
    if (!direction_set){ 
      if (newData){ 
        if (atoi(RxBuffer) == 500){ 
            rover_stop(); 
            Sonar_angle = Sonar_ahead - 60; 
            myservo.write(Sonar_angle); 
            sonar_time = millis(); 
            state = SCAN; 
            } else if (atoi(RxBuffer) == 600){ 
                state = WAIT; 
            } else 
              yaw_calibration += angleError; 
        } 
        if (yaw_calibration >= 360){ 
          yaw_calibration -= 360; 
        } 
        if (yaw_calibration <= -360){ 
          yaw_calibration += 360; 
        } 
      direction_set = true;    
    } else { 
      rotate(); 
      if (abs(error) <= 1.0){ 
        direction_set = false; 
        rover_stop(); 
        state = DRIVE; 
      } 
    } 
 
    break; 
69 
 
    // When in DRIVE state, rover will correct course using gyro 
  case DRIVE: 
    forward(70); 
    if (newData){ 
        if (atoi(RxBuffer) == 500){ 
            rover_stop(); 
            Sonar_angle = Sonar_ahead - 60; 
            myservo.write(Sonar_angle); 
            sonar_time = millis(); 
            state = SCAN; 
            } else if (atoi(RxBuffer) == 600){ 
                state = WAIT; 
            } else if (distanceError <=10){             
                rover_stop(); 
                //state = ROTATION; 
                } else if (tan(abs(angleError)*PI/180) >= 
5.0/distanceError){ 
                      rover_stop(); 
                      state = ROTATION; 
                      } else if (previousDistance < distanceError){ 
                      rover_stop(); 
                      state = ROTATION; 
                      } 
             
            } 
 
    previousDistance = distanceError;       
    break; 
    // When in SCAN state rover will stop and scan using ultrasonic 
sensor 
  case SCAN: 
        rover_stop(); 
        if  (Sonar_angle <= Sonar_ahead + 60){ 
         
          if (millis() > sonar_time + 500 && !Sonar_read){ 
              Sonar_Range = (Sonar.ping_cm())/100.0; 
              Sonar_read = true; 
              if (Sonar_Range > 0.0 && Sonar_Range <=0.4){ 
                  Serial.print("/"); 
                  Serial.print("S"); 
                  Serial.print("/"); 
                  Serial.print(Sonar_angle - Sonar_ahead); 
                  Serial.print("/"); 
                  Serial.print(Sonar_Range); 
                  Serial.println("/");                   
              } 
 
          } else if (millis() > sonar_time + 1000 && Sonar_read){ 
              sonar_time = millis(); 
              Sonar_angle +=15; 
              myservo.write(Sonar_angle); 
              Sonar_read = false; 
          } 
 
        } else{ 
           Sonar_angle = Sonar_ahead; 
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           Sonar_Range = 0; 
           myservo.write(Sonar_angle); 
           state = ROTATION; 
        } 
        break; 
      // When set to WAIT, rover will stop and wait for further 
instructions 
  case WAIT: 
      rover_stop(); 
      if (newData){ 
        state = ROTATION; 
      } 
      break; 
  default: 
     
    break; 
  } 
 
  ShowNewData(); 
  // loop timer for PID controller 
  current_time = millis(); 
  loop_previous = start_time; 
  start_time = micros();               
  loop_time = (start_time - loop_previous) / 1000000.0; 
   
  while (!mpuInterrupt && fifoCount < packetSize);  //get rover 
rotation 
  yaw = get_direction(); 
   
  // Adjust yaw values so that only values between -180 and 180 are 
obtained 
  if (yaw < -180) { 
    yaw = yaw + 360; 
  } 
  if (yaw > 180) { 
    yaw = yaw - 360; 
  } 
 
  // Calculate PID values -ve for turning left and +ve for turning 
right 
  error = yaw; 
  pid_p = kp * error; 
  pid_i = pid_i + ki * (error-(pid_i/200))*loop_time; 
  pid_d = kd *((error - previous_error)/loop_time); 
  PID = pid_p + pid_i + pid_d; 
  PID = constrain(PID, -130, 130); 
 





//    SETUP THE GYROSCOPE   // 
////////////////////////////// 





             
  uint8_t devStatus;      // return status after each device 
operation (0 = success, !0 = error) 
   
  // initialize device 
  Serial.println(F("Initializing I2C devices...")); 
  mpu.initialize(); 
  pinMode(INTERRUPT_PIN, INPUT); 
 
  // verify connection 
  Serial.println(F("Testing device connections...")); 
  Serial.println(mpu.testConnection() ? F("MPU6050 connection 
successful") : F("MPU6050 connection failed")); 
 
  // load and configure the DMP 
  Serial.println(F("Initializing DMP...")); 
  devStatus = mpu.dmpInitialize(); 
 
  // supply your own gyro offsets here, scaled for min sensitivity 
  mpu.setXGyroOffset(112); 
  mpu.setYGyroOffset(36); 
  mpu.setZGyroOffset(28); 
  mpu.setZAccelOffset(1468);  
 
  if (devStatus == 0) { 
        // turn on the DMP, now that it's ready 
        Serial.println(F("Enabling DMP...")); 
        mpu.setDMPEnabled(true); 
 
        // enable Arduino interrupt detection 
        Serial.println(F("Enabling interrupt detection (Arduino 
external interrupt 0)...")); 
        attachInterrupt(digitalPinToInterrupt(INTERRUPT_PIN), 
dmpDataReady, RISING); 
        mpuIntStatus = mpu.getIntStatus(); 
 
        // set our DMP Ready flag so the main loop() function knows 
it's okay to use it 
        Serial.println(F("DMP ready! Waiting for first 
interrupt...")); 
        dmpReady = true; 
 
        // get expected DMP packet size for later comparison 
        packetSize = mpu.dmpGetFIFOPacketSize(); 
  } else { 
        // ERROR! 
        // 1 = initial memory load failed 
        // 2 = DMP configuration updates failed 
        // (if it's going to break, usually the code will be 1) 
        Serial.print(F("DMP Initialization failed (code ")); 
        Serial.print(devStatus); 
        Serial.println(F(")")); 






//    GET THE DIRECTION (HEADING) OF THE GYROSCOPE    // 
//////////////////////////////////////////////////////// 
 




  mpuInterrupt = false; 
  // if programming failed, don't try to do anything 
  if (!dmpReady) return; 
 
    // reset interrupt flag and get INT_STATUS byte 
     
    mpuIntStatus = mpu.getIntStatus(); 
 
    // get current FIFO count 
    fifoCount = mpu.getFIFOCount(); 
    if (fifoCount % packetSize !=0){ // check for corrupt packet 
      mpu.resetFIFO(); 
      Serial.println(F("Corrupt Packet!")); 
      return yaw; 
    } 
    else { 
      // check for overflow (this should never happen unless our 
code is too inefficient) 
      if ((mpuIntStatus & 0x10) || fifoCount == 1024) { 
        // reset so we can continue cleanly 
        mpu.resetFIFO(); 
        Serial.println(F("FIFO overflow!")); 
 
        // otherwise, check for DMP data ready interrupt (this 
should happen frequently) 
        } else if (mpuIntStatus & 0x02) { 
            // wait for correct available data length, should be a 
VERY short wait 
            while (fifoCount < packetSize) fifoCount = 
mpu.getFIFOCount(); 
 
            // read a packet from FIFO 
            mpu.getFIFOBytes(fifoBuffer, packetSize); 
            // reset FIFO 
            mpu.resetFIFO(); 
         
            // track FIFO count here in case there is > 1 packet 
available 
            // (this lets us immediately read more without waiting 
for an interrupt) 
            fifoCount -= packetSize; 
 
            // retrieve the yaw, pitch, roll values from the DMP 
            mpu.dmpGetQuaternion(&q, fifoBuffer); 
            mpu.dmpGetGravity(&gravity, &q); 
            mpu.dmpGetYawPitchRoll(ypr, &q, &gravity); 
            //Serial.print("ypr\t"); 
            //Serial.print(ypr[0] * 180/M_PI); 
73 
 
            //Serial.print("\t"); 
             //Serial.print(ypr[1] * 180/M_PI); 
            //Serial.print("\t"); 
            //Serial.println(ypr[2] * 180/M_PI); 
            if (setup_complete){ 
              return (ypr[0] * 180/M_PI) - yaw_calibration; 
            } else 
            return (ypr[0] * 180/M_PI); 
        } 




//    FORWARD MOVEMENT    // 
//////////////////////////// 
 
void forward(int rate) { 
  int forward_left = 0;  //rate for forward left movement 
  int forward_right = 0;  //rate for forward right movement 
 
  PIDL = constrain(rate - constrained_PID,-255,255); 
  PIDR = constrain(rate + constrained_PID * right_bias,-255,255); 
  if (PIDL < 0){ 
      PIDL = -PIDL; 
      analogWrite(pinLB,PIDL); 
      digitalWrite(pinLF,LOW); 
  } else { 
      digitalWrite(pinLB,LOW); 
      analogWrite(pinLF,PIDL); 
  } 
 
  if (PIDR < 0){ 
      PIDR = -PIDR; 
      analogWrite(pinRB,PIDR); 
      digitalWrite(pinRF,LOW); 
  } else { 
      digitalWrite(pinRB,LOW); 
      analogWrite(pinRF,PIDR); 
  } 




//      INTERRUPT DETECTION ROUTINE     // 
////////////////////////////////////////// 
 
void dmpDataReady() { 




//    STOP THE ROVER    // 
////////////////////////// 
 
void rover_stop() { 
  digitalWrite(pinRF,LOW); 
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  digitalWrite(pinRB,LOW); 
  digitalWrite(pinLF,LOW); 
  digitalWrite(pinLB,LOW); 








    if (PID<0){ 
      analogWrite(pinLF,-PID); 
      digitalWrite(pinLB,LOW); 
      digitalWrite(pinRF,LOW); 
      analogWrite(pinRB,-PID); 
    }  
    else { 
      analogWrite(pinRF,PID); 
      digitalWrite(pinRB,LOW); 
      digitalWrite(pinLF,LOW); 
      analogWrite(pinLB,PID); 




//     RECEIVE DATA FROM PC     // 
////////////////////////////////// 
 
void recvWithStartEndMarkers() { 
    static boolean recvInProgress = false; 
    static byte ndx = 0; 
    char startMarker = '<'; 
    char endMarker = '>'; 
    char rc; 
     
  
    while (Serial.available() > 0 && newData == false) { 
        rc = Serial.read(); 
 
        if (recvInProgress == true) { 
            if (rc != endMarker) { 
                RxBuffer[ndx] = rc; 
                ndx++; 
                if (ndx >= numChars) { 
                    ndx = numChars - 1; 
                } 
            } 
            else { 
                RxBuffer[ndx] = '\0'; // terminate the string 
                recvInProgress = false; 
                ndx = 0; 
                newData = true; 
                if (atoi(RxBuffer) < 500 ){ 
                    angleError = atof(strtok(RxBuffer, delim)); 
                    distanceError = atoi(strtok(NULL, delim)); 
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                }         
            } 
        } 
 
        else if (rc == startMarker) { 
            recvInProgress = true; 
        } 




//     DISPLAY RECEIVED SERIAL DATA     // 
////////////////////////////////////////// 
 
// Largely used for debugging 
 
void ShowNewData() { 
    count++; 
    if (newData == true) { 
        Serial.print("Rover received ... "); 
        Serial.println(RxBuffer); 
         
        newData = false; 
    } 
    if (count == 10){ 
        Serial.print("   Error=  "); 
        Serial.print(error); 
        Serial.print("   PID Integral=  "); 
        Serial.print(pid_i); 
        Serial.print("   Yaw=  "); 
        Serial.print(yaw); 
        Serial.print("   Yaw_calibration=  "); 
        Serial.print(yaw_calibration); 
        Serial.print("   STATE=  "); 
        Serial.println(state);         
        count = 0; 
    }   
} 













# Machine vision code for research project 








import matplotlib.pyplot as plt 
 
show_animation = False 
path_set = False 
 
serial_queue = queue.Queue(10000) 
 
# serial read function (read serial data and place in queue) 
def serial_read_thread(s): 
    while True: 
        line = s.readline() # read from serial 
        serial_queue.put(line) # place in queue 
 
         
ser = serial.Serial('COM4', 57600) # select correct port and baud 
 
# start the serial thread  
thread_serial = threading.Thread(target=serial_read_thread, 
args=(ser,),).start() 
 
cap = cv2.VideoCapture(0) 
kernel = np.ones((2,2),np.uint8) 
kernel2 = np.ones((3,3),np.uint8) 
kernel3 = np.ones((5,5),np.uint8) 
kernel4 = np.ones((10,10),np.uint8) 
 
# Default resolutions of the frame are obtained.The default 
resolutions are system dependent. 
# We convert the resolutions from float to integer. 
frame_width = int(cap.get(3)) 
frame_height = int(cap.get(4)) 
test_area_width = 2.36 
test_area_height = 1.75 
  
# Define the codec and create VideoWriter object.The output is 
stored in 'outpy.avi' file. 
out = 
cv2.VideoWriter('rover_test1.avi',cv2.VideoWriter_fourcc('M','J','P'
,'G'), 25, (frame_width,frame_height)) 
 
# Set the colour centroids to 0,0 to start with 
yellow_cX, yellow_cY = 0 ,0 
orange_cX, orange_cY = 0, 0 









    def __init__(self, ox, oy, reso, rr): 
        """ 
        Initialize grid map for a star planning 
 
        ox: x position list of Obstacles [m] 
        oy: y position list of Obstacles [m] 
        reso: grid resolution [m] 
        rr: robot radius[m] 
        """ 
 
        self.reso = reso 
        self.rr = rr 
        self.calc_obstacle_map(ox, oy) 
        self.motion = self.get_motion_model() 
 
    class Node: 
        def __init__(self, x, y, cost, pind): 
            self.x = x  # index of grid 
            self.y = y  # index of grid 
            self.cost = cost 
            self.pind = pind 
 
        def __str__(self): 
            return str(self.x) + "," + str(self.y) + "," + 
str(self.cost) + "," + str(self.pind) 
 
    def planning(self, sx, sy, gx, gy): 
        """ 
        A star path search 
 
        input: 
            sx: start x position [m] 
            sy: start y position [m] 
            gx: goal x position [m] 
            gx: goal x position [m] 
 
        output: 
            rx: x position list of the final path 
            ry: y position list of the final path 
        """ 
 
        nstart = self.Node(self.calc_xyindex(sx, self.minx), 
                           self.calc_xyindex(sy, self.miny), 0.0, -
1) 
        ngoal = self.Node(self.calc_xyindex(gx, self.minx), 
                          self.calc_xyindex(gy, self.miny), 0.0, -1) 
 
        open_set, closed_set = dict(), dict() 
        open_set[self.calc_grid_index(nstart)] = nstart 
 
        while 1: 
            if len(open_set) == 0: 
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                print("Open set is empty..") 
                break 
 
            c_id = min( 
                open_set, key=lambda o: open_set[o].cost + 
self.calc_heuristic(ngoal, open_set[o])) 
            current = open_set[c_id] 
 
            # show graph 
            if show_animation:  # pragma: no cover 
                plt.plot(self.calc_grid_position(current.x, 
self.minx), 
                         self.calc_grid_position(current.y, 
self.miny), "xc") 
                #if len(closed_set.keys()) % 10 == 0: 
                 #   plt.pause(0.0001) 
 
            if current.x == ngoal.x and current.y == ngoal.y: 
                print("Find goal") 
                ngoal.pind = current.pind 
                ngoal.cost = current.cost 
                break 
 
            # Remove the item from the open set 
            del open_set[c_id] 
 
            # Add it to the closed set 
            closed_set[c_id] = current 
 
            # expand_grid search grid based on motion model 
            for i, _ in enumerate(self.motion): 
                node = self.Node(current.x + self.motion[i][0], 
                                 current.y + self.motion[i][1], 
                                 current.cost + self.motion[i][2], 
c_id) 
                n_id = self.calc_grid_index(node) 
 
 
                # If the node is not safe, do nothing 
                if not self.verify_node(node): 
                    continue 
 
                if n_id in closed_set: 
                    continue 
 
                if n_id not in open_set: 
                    open_set[n_id] = node  # discovered a new node 
                else: 
                    if open_set[n_id].cost > node.cost: 
                        # This path is the best until now. record it 
                        open_set[n_id] = node 
 
        rx, ry = self.calc_final_path(ngoal, closed_set) 
 




    def calc_final_path(self, ngoal, closedset): 
        # generate final course 
        rx, ry = [self.calc_grid_position(ngoal.x, self.minx)], [ 
            self.calc_grid_position(ngoal.y, self.miny)] 
        pind = ngoal.pind 
        while pind != -1: 
            n = closedset[pind] 
            rx.append(self.calc_grid_position(n.x, self.minx)) 
            ry.append(self.calc_grid_position(n.y, self.miny)) 
            pind = n.pind 
 
        return rx, ry 
 
    @staticmethod 
    def calc_heuristic(n1, n2): 
        w = 1.0  # weight of heuristic 
        d = w * math.sqrt((n1.x - n2.x) ** 2 + (n1.y - n2.y) ** 2) 
        return d 
 
    def calc_grid_position(self, index, minp): 
        """ 
        calc grid position 
 
        :param index: 
        :param minp: 
        :return: 
        """ 
        pos = index * self.reso + minp 
        return pos 
 
    def calc_xyindex(self, position, min_pos): 
        return round((position - min_pos) / self.reso) 
 
    def calc_grid_index(self, node): 
        return (node.y - self.miny) * self.xwidth + (node.x - 
self.minx) 
 
    def verify_node(self, node): 
        px = self.calc_grid_position(node.x, self.minx) 
        py = self.calc_grid_position(node.y, self.miny) 
 
        if px < self.minx: 
            return False 
        elif py < self.miny: 
            return False 
        elif px >= self.maxx: 
            return False 
        elif py >= self.maxy: 
            return False 
 
        # collision check 
        if self.obmap[node.x][node.y]: 
            return False 
 




    def calc_obstacle_map(self, ox, oy): 
 
        self.minx = round((min(ox)-self.reso)/self.reso)*self.reso 
        self.miny = round((min(oy)-self.reso)/self.reso)*self.reso 
        self.maxx = round((max(ox)+self.reso)/self.reso)*self.reso 
        self.maxy = round((max(oy)+self.reso)/self.reso)*self.reso 
        print("minx: %0.2f" %(self.minx)) 
        print("miny: %0.2f" %(self.miny)) 
        print("maxx: %0.2f" %(self.maxx)) 
        print("maxy: %0.2f" %(self.maxy)) 
         
        self.xwidth = round((self.maxx - self.minx) / self.reso) 
        self.ywidth = round((self.maxy - self.miny) / self.reso) 
        print("xwidth:", self.xwidth) 
        print("ywidth:", self.ywidth) 
 
        # obstacle map generation 
        self.obmap = [[False for i in range(self.ywidth)] 
                      for i in range(self.xwidth)] 
        for ix in range(self.xwidth): 
            x = self.calc_grid_position(ix, self.minx) 
            for iy in range(self.ywidth): 
                y = self.calc_grid_position(iy, self.miny) 
                for iox, ioy in zip(ox, oy): 
                    d = math.sqrt((iox - x) ** 2 + (ioy - y) ** 2) 
                    if d <= self.rr: 
                        self.obmap[ix][iy] = True 
                        break 
 
    @staticmethod 
    def get_motion_model(): 
        # dx, dy, cost 
        motion = [[1, 0, 1], 
                  [0, 1, 1], 
                  [-1, 0, 1], 
                  [0, -1, 1], 
                  [-1, -1, math.sqrt(2)], 
                  [-1, 1, math.sqrt(2)], 
                  [1, -1, math.sqrt(2)], 
                  [1, 1, math.sqrt(2)], 
                  [1,2, math.sqrt(5)], 
                  [2,1, math.sqrt(5)], 
                  [2,-1, math.sqrt(5)], 
                  [1,-2, math.sqrt(5)], 
                  [-1,-2, math.sqrt(5)], 
                  [-2,-1, math.sqrt(5)], 
                  [-2,1, math.sqrt(5)], 
                  [-1,2, math.sqrt(5)]] 
 
        return motion 
 
def frange(start, stop, step): 
    i = start 
    while i < stop: 
        yield i 






print(__file__ + " start!!") 
 
grid_size = 0.03  # [m] 
robot_radius = 0.12  # [m] 
 
# set obstacle positions around the outside of the test area 
ox, oy = [], [] 
for i in frange(0, 2.36, grid_size): 
    ox.append(i) 
    oy.append(0) 
    ox.append(i) 
    oy.append(1.75) 
for i in frange(0, 1.75, grid_size): 
    ox.append(0) 
    oy.append(i) 
    ox.append(2.36) 
    oy.append(i) 
 
 
sonar_angle = 45 
sonar_distance = 0.64 
 
if show_animation:  # pragma: no cover 
    plt.plot(ox, oy, ".k") 
    plt.plot(sx, sy, "og") 
    plt.plot(gx, gy, "xb") 
    plt.grid(True) 
    plt.axis("equal") 
 
current_wp = 0 
waypoint_x, waypoint_y = [], [] 
ox_display, oy_display = [], [] 
 
while(True): 
    #print ("current waypoint   ", current_wp) 
    # Take each frame 
    _, frame = cap.read() 
 
    # Convert BGR to HSV 
    hsv = cv2.cvtColor(frame, cv2.COLOR_BGR2HSV) 
 
    # define range of colours in HSV 
    lower_yellow = np.array([25,40,50]) 
    upper_yellow = np.array([35,255,255]) 
    lower_orange = np.array([5,65,50]) 
    upper_orange = np.array([24,255,255]) 
    lower_green = np.array([60,50,50]) 
    upper_green = np.array([80,255,255]) 
     
    # Threshold the HSV image to get only yellow, orange, green 
colors 
    mask_yellow = cv2.inRange(hsv, lower_yellow, upper_yellow) 
    mask_orange = cv2.inRange(hsv, lower_orange, upper_orange) 
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    mask_green = cv2.inRange(hsv, lower_green, upper_green) 
 
    # Bitwise-AND mask and original image 
    res_yellow = cv2.bitwise_and(frame,frame, mask= mask_yellow) 
    res_orange = cv2.bitwise_and(frame,frame, mask= mask_orange) 
    res_green = cv2.bitwise_and(frame,frame, mask= mask_green) 
 
    # Use morphology to clean up the three images 
    opening_yellow = cv2.morphologyEx(res_yellow, cv2.MORPH_OPEN, 
kernel4) 
    yellow_final = cv2.dilate(opening_yellow,kernel2,iterations = 2) 
    opening_orange = cv2.morphologyEx(res_orange, cv2.MORPH_OPEN, 
kernel3) 
    orange_final = cv2.dilate(opening_orange,kernel2,iterations = 2) 
    opening_green = cv2.morphologyEx(res_green, cv2.MORPH_OPEN, 
kernel2) 
    green_final = cv2.dilate(opening_green,kernel2,iterations = 2) 
 
    # GREEN PROCESSING 
    # convert  green image to binary image 
    gray_image = cv2.cvtColor(green_final, cv2.COLOR_BGR2GRAY) 
    ret,thresh = cv2.threshold(gray_image,63,255,0) 
      
    # calculate moments of binary green image 
    M = cv2.moments(thresh) 
      
    # calculate x,y coordinate of center of green marker 
    if M["m00"] != 0: 
        green_cX = int(M["m10"] / M["m00"]) 
        green_cY = int(M["m01"] / M["m00"]) 
      
    # put text and highlight the center 
    cv2.circle(green_final, (green_cX, green_cY), 5, (255, 255, 
255), -1) 
    cv2.putText(green_final, str(green_cX) + "," +  str(green_cY), 
(green_cX - 25, green_cY - 25),cv2.FONT_HERSHEY_SIMPLEX, 0.5, (255, 
255, 255), 2) 
 
    # ORANGE PROCESSING 
    # convert  orange image to binary image 
    gray_image = cv2.cvtColor(orange_final, cv2.COLOR_BGR2GRAY) 
    ret,thresh = cv2.threshold(gray_image,63,255,0) 
      
    # calculate moments of binary orange image 
    M = cv2.moments(thresh) 
      
    # calculate x,y coordinate of center of orange marker 
    if M["m00"] != 0: 
        orange_cX = int(M["m10"] / M["m00"]) 
        orange_cY = int(M["m01"] / M["m00"]) 
      
    # put text and highlight the center 




    cv2.putText(orange_final, str(orange_cX) + "," + str(orange_cY) 
, (orange_cX - 25, orange_cY - 25),cv2.FONT_HERSHEY_SIMPLEX, 0.5, 
(255, 255, 255), 2) 
 
    # YELLOW PROCESSING 
    # convert  yellow image to binary image 
    gray_image = cv2.cvtColor(yellow_final, cv2.COLOR_BGR2GRAY) 
    ret,thresh = cv2.threshold(gray_image,63,255,0) 
      
    # calculate moments of binary yellow image 
    M = cv2.moments(thresh) 
      
    # calculate x,y coordinate of center of yellow marker 
    if M["m00"] != 0: 
        yellow_cX = int(M["m10"] / M["m00"]) 
        yellow_cY = int(M["m01"] / M["m00"]) 
         
      
    # put text and highlight the center 
    cv2.circle(yellow_final, (yellow_cX, yellow_cY), 5, (255, 255, 
255), -1) 
    cv2.putText(yellow_final, str(yellow_cX) + "," +  
str(yellow_cY), (yellow_cX - 25, yellow_cY - 
25),cv2.FONT_HERSHEY_SIMPLEX, 0.5, (255, 255, 255), 2) 
 
    # Add the three images together 
    res = cv2.add(yellow_final, orange_final) 
    res = cv2.add(res, green_final) 
 
    # Draw line on image representing orientation of the rover 
    cv2.line(res, (orange_cX, orange_cY),(green_cX, green_cY), (255, 
255, 255),1) 
 
    # Calculate rover centroid 
    rover_cX = int(green_cX + 0.92*(orange_cX - green_cX)) 
    rover_cY = int(green_cY + 0.92*(orange_cY - green_cY)) 
 
    # Use A* path finding algorithm to plot path 
    if (path_set == False or len(rx) <= 1): 
        sx = rover_cX * test_area_width / frame_width 
        sy = (frame_height - rover_cY) * test_area_height / 
frame_height 
        gx = yellow_cX * test_area_width / frame_width 
        gy = (frame_height - yellow_cY) * test_area_height / 
frame_height 
        a_star = AStarPlanner(ox, oy, grid_size, robot_radius) 
        rx, ry = a_star.planning(sx, sy, gx, gy) 
        if show_animation:  # pragma: no cover 
            plt.plot(rx, ry, "-r") 
            plt.show() 
 
        rx.reverse() 
        ry.reverse() 
        print (rx, ry) 
 
        waypoint_x, waypoint_y = [], [] 
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        for i in range(0, len(rx)-1): 
            # convert waypoints into pixel locations for calculating 
angles and distances 
            waypoint_x.append (int(rx[i]*frame_width /2.36)) 
            waypoint_y.append (frame_height - int(ry[i]* 
frame_height / 1.75)) 
            print (waypoint_x[i], waypoint_y[i]) 
 
        for i in range(0, len(ox)-1): 
            # convert obstacles into pixel locations for display on 
screen 
            ox_display.append (int(ox[i]*frame_width /2.36)) 
            oy_display.append (frame_height - int(oy[i]* 
frame_height / 1.75)) 
             
        path_set = True 
        current_wp = 0 
 
    if (current_wp > len(waypoint_y)-1): 
        path_set = False     
 
    # Calculate angle between two centroids on the rover for the 
rover heading 
    rover_heading = 0 
    if (orange_cY - green_cY) != 0: 
             
        if (orange_cX >= green_cX and orange_cY < green_cY): 
            rover_heading = math.degrees(math.atan((orange_cX - 
green_cX)/(green_cY-orange_cY))) 
 
        if (orange_cX <= green_cX and orange_cY > green_cY): 
            rover_heading = 180 + math.degrees(math.atan((green_cX - 
orange_cX)/(orange_cY-green_cY))) 
 
    if (orange_cX - green_cX) != 0: 
        if (orange_cX > green_cX and orange_cY >= green_cY): 
            rover_heading = 90 + math.degrees(math.atan((orange_cY - 
green_cY)/(orange_cX-green_cX))) 
 
        if (orange_cX < green_cX and orange_cY <= green_cY): 
            rover_heading = 270 + math.degrees(math.atan((orange_cY 
- green_cY)/(orange_cX-green_cX))) 
 
    heading_text = "%4.1f" % rover_heading 
    cv2.putText(res, heading_text, (rover_cX, 
rover_cY),cv2.FONT_HERSHEY_SIMPLEX, 0.5, (255, 255, 255), 2) 
 
    # Calculate angle between rover centroid and target 
    target_heading = 0 
    if (current_wp <= len(waypoint_y)-1): 
         
        if (waypoint_y[current_wp] - rover_cY) != 0: 
             
            if (waypoint_x[current_wp] >= rover_cX and 
waypoint_y[current_wp] < rover_cY): 
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            if (waypoint_x[current_wp] <= rover_cX and 
waypoint_y[current_wp] > rover_cY): 




        if (waypoint_x[current_wp] - rover_cX) != 0: 
            if (waypoint_x[current_wp] > rover_cX and 
waypoint_y[current_wp] >= rover_cY): 




            if (waypoint_x[current_wp] < rover_cX and 
waypoint_y[current_wp] <= rover_cY): 




    # Calculate heading error for transmission to rover 
    heading_error = target_heading - rover_heading 
    if (heading_error > 180): 
        heading_error = heading_error - 360 
    if (heading_error < -180): 
        heading_error = heading_error + 360 
 
    # Calculate distance error for transmission to rover, distance 
is calculated as pixels on screen 
    distance_error = 0 
    if (current_wp <= len(waypoint_y)-1): 
        #print (rover_cX, ", ", waypoint_x[current_wp], ", ", 
rover_cY, ", ", waypoint_y[current_wp]) 
        distance_error = int(math.sqrt((rover_cX - 
waypoint_x[current_wp]) ** 2 + (rover_cY - waypoint_y[current_wp]) 
** 2)) 
     
     
    # Send angle and distance error to rover  
    rover_data = "<%3.1f/%3d>" % (heading_error, distance_error) 
    print(rover_data.encode("ascii")) 
    ser.write(rover_data.encode("ascii")) 
 
    # is there anything in the queue? If so process all messages 
waiting 
    while not serial_queue.empty():    
        try: 
            linedata = str(serial_queue.get(True, 1)) 
            print(linedata) 
            splitline = linedata.split('/') 
            #process this data 
            if str(splitline[1]) == "S": 
                print(linedata) 
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                sonar_angle = float(splitline[2]) 
                print(sonar_angle) 
                sonar_distance = float(splitline[3]) 
                print(sonar_distance) 
                     
        except: print('Queue Empty or Error') 
 
    # Move on to next waypoint 
    if (distance_error < 10): 
        if (current_wp < len(rx)): 
            current_wp = current_wp+1     
 
    # Display heading error and a line from rover to target 
    heading_text = "%4.1f" % heading_error 
    if (current_wp <= len(waypoint_y)-1): 
        cv2.putText(res, heading_text, (waypoint_x[current_wp]-25, 
waypoint_y[current_wp]+25),cv2.FONT_HERSHEY_SIMPLEX, 0.5, (0, 0, 
255), 2) 
        cv2.line(res, (rover_cX, rover_cY),(waypoint_x[current_wp], 
waypoint_y[current_wp]), (0, 0, 255),1) 
 
        # Plot path of rover 
        for i in range(0, len(rx)-2): 
            cv2.line(res, (waypoint_x[i], waypoint_y[i]), 
(waypoint_x[i+1], waypoint_y[i+1]), (219,70,255), 2) 
 
    # Plot obstacles on final image 
    for i in range(0, len(ox)-1): 
        cv2.rectangle(res, (ox_display[i]+3, oy_display[i]+3), 
(ox_display[i]-3, oy_display[i]-3), (255, 255, 0), -1) 
 
 
    # Write the frame into the file 'rover_testx.avi' 
    complete = cv2.add(res,frame) 
    out.write(complete) 
     
    cv2.imshow('frame',frame) 
    cv2.imshow('yellow',yellow_final) 
    cv2.imshow('orange',orange_final) 
    cv2.imshow('green',green_final) 
    cv2.imshow('res',res) 
    k = cv2.waitKey(5) & 0xFF 
    if k == 27: 
        break 
 
cap.release() 
out.release() 
cv2.destroyAllWindows() 
ser.close 
 
