He’s homotopy perturbation method: An effective tool for solving nonlinear integral and integro-differential equations  by Saberi-Nadjafi, Jafar & Ghorbani, Asghar
Computers and Mathematics with Applications 58 (2009) 2379–2390
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
He’s homotopy perturbation method: An effective tool for solving
nonlinear integral and integro-differential equations
Jafar Saberi-Nadjafi, Asghar Ghorbani ∗
Department of Applied Mathematics, School of Mathematical Sciences, Ferdowsi University of Mashhad, Mashhad, Iran
a r t i c l e i n f o
Keywords:
He’s homotopy perturbation method
Nonlinear integro-differential equations
Nonlinear integral equations
The Adomian decomposition method
The series solution method
The direct computation method
a b s t r a c t
In this paper, we conduct a comparative study among He’s homotopy perturbationmethod
and three traditional methods for an analytic and approximate treatment of nonlinear
integral and integro-differential equations. The proper implementation of He’s homotopy
perturbation method can extremely minimize the size of work if compared to existing
traditional techniques. The analysis is accompanied by examples that demonstrate the
comparison, and shows the pertinent features of the homotopy perturbation technique.
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1. Introduction
This paper presents a comparative study between He’s homotopy perturbation method (HPM) [1–14] and three
traditional methods, namely the Adomian decomposition method (ADM) [15,16], the direct computation method
(DCM) [17], and the series solution method (SSM) [18], for solving nonlinear integral equations and nonlinear integro-
differential equations. The nonlinear Fredholm and Volterra integro-differential equations which we study here are given
by the following, respectively
u(n)(x) = f (x)+
∫ 1
0
k(x, t)[R(u(t))+ N(u(t))]dt, u(k)(0) = bk, 0 ≤ k ≤ (n− 1), (1)
u(n)(x) = f (x)+
∫ x
0
k(x, t)[R(u(t))+ N(u(t))]dt, u(k)(0) = bk, 0 ≤ k ≤ (n− 1), (2)
where u(n)(x) is the nth derivative of the unknown function u(x) that will be determined, k(x, t) is the kernel of the integral
equation, f (x) is a known analytic function, R(u) and N(u) are linear and nonlinear functions of u, respectively. For n = 0,
(1) and (2) turn out to be a classical nonlinear Fredholm integral equation and a nonlinear Volterra integral equation,
respectively.
The Volterra and Fredholm integro-differential equations (1) and (2) arise from themathematical modeling of the spatio-
temporal development of an epidemic model in addition to various physical and biological models [19], and also from
many other scientific phenomena. Nonlinear phenomena, which appear in many applications in scientific fields, such as
fluid dynamics, solid state physics, plasma physics, mathematical biology and chemical kinetics, can be modeled by partial
differential equations and by integral equations as well.
The concepts of integral equations have motivated a large amount of research work in recent years. Several analytical
and numerical methods were used such as the Adomian decomposition method and the direct computation method, the
series solution method, the successive approximation method, the successive substitution method and the conversion
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to equivalent differential equations. However, these analytical solution methods are not easy to use and require tedious
calculation. He’s homotopy perturbationmethod [1–14] has been proved to be effective and reliable for handlingmost of the
linear or nonlinear differential, ordinary and partial, and integral equations. In [20–24], He’s homotopy perturbationmethod
was also applied for solving functional integral equations, Fredholm integral equations, nonlinear Volterra–Fredholm
integral equations, Volterra integro-differential equations and integral equations. This method has been applied to many
other problems [25–34], too.
In this work, we intend to carry out a comparative study between He’s homotopy perturbation method [1,2] and three
traditional methods for analytic treatments of nonlinear integral equations and nonlinear integro-differential equations as
well. He’s homotopy perturbation method, well-addressed in [20–22] has a constructive attraction that provides the exact
solution by computing only a few iterations, mostly two iterations, of the solution series. In addition, He’s technique may
give the exact solution for nonlinear equations without any need for the so-called He’s polynomials [35].
In this paper, we will only focus on a brief discussion of He’s homotopy perturbation method, because the details of
the method are found in [1–14], and in many related works. For the sake of self-sufficiency of the article, the Adomian
decompositionmethod, the direct computationmethod [15–17] and the series method [18] are reminded and employed for
the comparison goal.
2. Homotopy perturbation method
To illustrate the homotopy perturbation method (HPM), Ji-Huan He [1,2] considered the following nonlinear differential
equation:
A(u) = f (r), r ∈ Ω, (3)
with boundary conditions
B(u, ∂u/∂n) = 0, r ∈ Γ , (4)
where A is a general differential operator, B is a boundary operator, f (r) is a known analytic function, Γ is the boundary of
the domainΩ . Suppose the operator A can be divided into two parts:M and N . Therefore, (3) can be rewritten as follows:
M(u)+ N(u) = f (r). (5)
He in [1,2] constructed a homotopy v(r, p) : Ω × [0, 1] → R which satisfies
H(v, p) = (1− p)[M(v)−M(y0)] + p[A(v)− f (r)] = 0, (6)
or
H(v, p) = M(v)−M(y0)+ pM(y0)+ p[N(v)− f (r)] = 0, (7)
where r ∈ Ω and p ∈ (0, 1] is an imbedding parameter, and y0 is an initial approximation of (3). Hence, it is easy to see
H(v, 0) = M(v)−M(y0) = 0, H(v, p) = A(v)− f (r) = 0,
and changing the variation of p from 0 to 1 is the same as changing H(v, p) fromM(v)−M(y0) to A(v)− f (r). In topology,
this is called deformation, M(v) − M(y0) and A(v) − f (r) are called homotopic. Owing to the fact that 0 ≤ p ≤ 1 can be
considered as a small parameter, by applying the perturbation technique [36], we can assume that the solution of (6) and
(7) can be expressed as a series in p, as follows:
v = v0 + pv1 + p2v2 + p3v3 + · · · (8)
when p→ 1, Eqs. (6) and (7) correspond to Eqs. (5) and (8) becomes the approximate solution of Eq. (5), i.e.
u(x) = lim
p→1 v = v0 + v1 + v2 + v3 + · · · . (9)
The series (9) is convergent formost of the cases, and also the rate of convergence depends on howwe choose A(v), (see [1]).
In Sections 3–5, we shall discuss the three traditional methods briefly.
3. The Adomian decomposition method
In the Adomian decomposition method one considers the unknown function u (x) by an infinite series (see [15,16])
u(x) =
∞∑
n=0
un(x), (10)
where the components un(x) are usually determined recurrently. The nonlinear operator N(u) can be decomposed into an
infinite series of polynomials given by
N(u) =
∞∑
n=0
An(u0, . . . , un), (11)
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where An are the so-called Adomian polynomials of u0, u1, . . . , un defined by
An(u0, . . . , un) = 1n!
dn
dλn
N
( ∞∑
k=0
λkuk
)∣∣∣∣∣
λ=0
, n = 0, 1, 2, . . . . (12)
4. The series solution method
This method is a traditional method that mainly depends on Taylor series and has been used in differential and integral
equations as well. However, the method is mainly used for solving Volterra integral equations. In what follows, we present
a brief idea about the method where details can be found in many references such as [17,18].
Assuming that u (x) is an analytic function, it can be represented by a series given by
u (x) =
∞∑
k=0
akxk, (13)
where ak are constants that will be determined recursively. The first few coefficients can be determined by using the
prescribed initial conditions where we may use
a0 = u (0),
a1 = u′(0),
a2 = 12!u
′′(0),
. . . .
(14)
Substituting (14) into both sides of (1) or (2), and assuming that the kernel K(x, t) is separable as K(x, t) = g(x)h(t), we
obtain( ∞∑
k=0
akxk
)(n)
= f (x)+ g(x)
∫ x
0
h (t)
{
R
( ∞∑
k=0
aktk
)
+ N
( ∞∑
k=0
aktk
)}
dt. (15)
Notice that by using this method, we put the procedure of the problem in a straightforward manner, although we can
integrate both sides of Eq. (1) or Eq. (2) with respect to t. Using the Taylor series expansions for f (x), g(x) and h(t), and
equating the coefficients of like powers in both sides of the resulting equations, one can easily determine the coefficients
ak, k ≥ 0. Substituting the results in Eq. (13) leads to the series solution of u(x); as a result, we may obtain the closed form
of the solution if the exact solution exists.
5. The direct computation method
This method is a traditional method that is commonly used to handle the solution of many Fredholm equations. Without
lost of generality, we consider the following nonlinear Fredholm integro-differential equations
u(n)(x) = f (x)+ g(x)
∫ 1
0
h(t)[R(u(t))+ N(u(t))]dt, u(k)(0) = bk, 0 ≤ k ≤ (n− 1), (16)
where u(n) is the nth derivative of u(x), and u(k) = bk, 0 ≤ k ≤ (n − 1) are the initial conditions. We assume the definite
integral on the right-hand side of (16) be equal to a constant α, where
α =
∫ 1
0
h(t)[R(u(t))+ N(u(t))]dt. (17)
Therefore, Eq. (16) becomes
u(n)(x) = f (x)+ αg(x). (18)
Integrating both sides of Eq. (1) n times and using the initial conditions, we obtain a form for u(x) expressed by
u(x) = q(x;α). (19)
Substituting (19) into (17) leads to the determination of the constant α, and next we can obtain the function u(x)
immediately.
For the purpose of making a comparative analysis, four special types of nonlinear equations, namely nonlinear Fredholm
integral equations, nonlinear Volterra integral equations, nonlinear Fredholm integro-differential equations, and nonlinear
Volterra integro-differential equations, were selected to support this study [17,37].
2382 J. Saberi-Nadjafi, A. Ghorbani / Computers and Mathematics with Applications 58 (2009) 2379–2390
6. Nonlinear Fredholm integral equation
We consider the special case of the following nonlinear Fredholm integral equation
u(x) = cos
(pi
2
x
)
+ 2−
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ u3(t)
])
dt, (20)
and we solve it by using He’s homotopy perturbation method, the Adomian decomposition method and the direct
computation method as follows:
6.1. Using He’s homotopy perturbation method
Case 1. A homotopy can be readily constructed as follows:
v(x)− pf (x)+ (p− 1) cos
(pi
2
x
)
+ p
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ v3(t)
])
dt = 0. (21)
It can continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function H(v, 1).
Substituting (8) into (21), and equating the coefficients of like terms with the identical powers of p, we obtain
p0 : v0(x)− cos
(pi
2
x
)
= 0⇒ v0(x) = cos
(pi
2
x
)
,
p1 : v1(x)− f (x)+ cos
(pi
2
x
)
+
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ v30(t)
])
dt = 0⇒ v1(x) = 0,
p2 : v2(x)+
∫ 1
0
pi
2
(3v20(t)v1(t))dt = 0⇒ v2(x) = 0,
and continuing the procedure, we get
v3(x) = v4(x) = · · · = 0.
Therefore,
u(x) = v0(x) = cos
(pi
2
x
)
.
Case 2. We define another convex homotopy as follows:
v(x)− f (x)+
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ (1− p) cos
(pi
2
t
)
+ pv3(t)
])
dt = 0,
and continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function H(v, 1), by the same
manipulation as illustrated in the above procedure; then we have
p0 : v0(x)− f (x)+
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ cos
(pi
2
t
)])
dt = 0⇒ v0(x) = cos
(pi
2
x
)
,
p1 : v1(x)+
∫ 1
0
pi
2
[
− cos
(pi
2
t
)
+ v30(t)
]
dt = 0⇒ v1(x) = 0,
p2 : v2(x)+
∫ 1
0
pi
2
(3v20(t)v1(t))dt = 0⇒ v2(t) = 0.
Again, continuing the procedure, we obtain
v3(x) = v4(x) = · · · = 0.
Hence,
u(x) = v0(x) = cos
(pi
2
x
)
.
Case 3. The homotopy equations (6) and (7) also can be written in the following form:
v (x)− cos
(pi
2
x
)
− 2p+ p
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ v3(t)
])
dt = 0.
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It can continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function H(v, 1).
Accordingly, we have
p0 : v0(x)− cos
(pi
2
x
)
= 0⇒ v0(x) = cos
(pi
2
x
)
,
p1 : v1(x)− 2+
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ v30(t)
])
dt = 0⇒ v1(x) = 0,
p2 : v2(x)+
∫ 1
0
pi
2
(3v20(t)v1(t))dt = 0⇒ v2(x) = 0,
. . . .
Again, we obtain v3(x) = v4(x) = · · · = 0. As a result, u(x) = v0(x) = cos
(
pi
2 x
)
.
6.2. Using the Adomian decomposition method
For using this method, we substitute the decomposition series (10) for u(x) into both sides of (20) which gives
∞∑
k=0
uk(x) = cos
(pi
2
x
)
+ 2−
∫ 1
0
1+ pi
2
cos (pi
2
t
)
sin2
(pi
2
t
)
+
( ∞∑
k=0
uk(t)
)3 dt,
or
∞∑
k=0
uk(x) = cos
(pi
2
x
)
+ 2
3
− pi
2
∫ 1
0
( ∞∑
k=0
uk(t)
)3
dt. (22)
Identifying the zero component u0(x) in (22) by cos
(
pi
2 x
)+ 23 , the remaining components un(x), n ≥ 1 can be determined
by using the following recurrence relation
u0(x) = cos
(pi
2
x
)
+ 2
3
,
un(x) = −pi2
∫ 1
0
An(t)dt, n = 1, 2, 3, . . . ,
where An are the so-called Adomian polynomials. Therefore, we obtain
u0(x) = cos
(pi
2
x
)
+ 2
3
,
u1(x) = −2− 3554pi,
u2(x) = 8+ 29354 pi +
595
648
pi2,
u3(x) = −35− 92827 pi −
7921
648
pi2 − 100835
69984
pi3,
. . . .
In view of the above equations, the solution u(x) is readily obtained in a series form by
u(x) = cos
(pi
2
x
)
− 29− 799
27
pi − 407
36
pi2 − 100835
69984
pi3 + · · · .
The last expression shows that using the Adomian decomposition method cannot lead to the closed form of the solution.
6.3. Using the direct computation method
By setting
α =
∫ 1
0
(
1+ pi
2
[
cos
(pi
2
t
)
sin2
(pi
2
t
)
+ u3(t)
])
dt, (23)
we rewrite Eq. (20) as
u(x) = cos
(pi
2
x
)
+ 2− α. (24)
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Substituting (24) into (23) gives
α = −pi
2
α3 + 3(pi + 1)α2 −
(
12+ 27
4
pi
)
α +
(
14+ 11
2
pi
)
, (25)
so that
α = 2, 8pi + 12± 2i
√
6pi2 + 8pi − 36
4pi
, i = √−1. (26)
Using the real value of α = 2 in (24) leads to the exact solution which we obtained above by using He’s homotopy
perturbationmethod.Meanwhile,we obtain twomore complex solutions. The existence ofmultiple solutions for a nonlinear
equation is a natural matter.
It is worth noting that He’s homotopy perturbation method gives only one solution. This does not mean that nonlinear
equations have a unique solution. The principal feature of He’s homotopy perturbation method is giving only one solution.
More work is needed to employ the method to determine more solutions for nonlinear problems.
In the following section, we study the special cases of nonlinear Volterra integral equations.
7. Nonlinear Volterra integral equations
Consider the following nonlinear Volterra integral equation
u (x) = tan x− 1
4
sin 2x− 1
2
x+
∫ x
0
[
1
1+ u2(t)
]
dt, x <
pi
2
. (27)
7.1. Using He’s homotopy perturbation method
Case 1. We construct a homotopy as follows:
v (x)− tan x+ p
(
1
4
sin 2x+ 1
2
x
)
− p
∫ x
0
[
1
1+ v2(t)
]
dt = 0, (28)
and continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function H(v, 1). Substituting
(8) into (28), and equating the terms with the identical powers of p, we obtain
p0 : v0(x) = tan x,
p1 : v1(x)+ 14 sin 2x+
1
2
x−
∫ x
0
[
1
1+ v20(t)
]
dt = 0⇒ v1(x) = 0,
p2 : v2(x)−
∫ x
0
[−2v0(t)v1(t)
(1+ v20(t))2
]
dt = 0⇒ v2(x) = 0.
Next, we repeat this procedure, we obtain v3(x) = v4(x) = · · · = 0. Thus, u (x) = tan x.
Case 2. We define a convex homotopy as follows:
v(x)+ (p− 1) tan x−
∫ x
0
[
p
1+ v2(t)
]
dt = p
(
tan x− 1
4
sin 2x− 1
2
x
)
.
It can continuously trace an implicitly defined curve froma starting pointH(v, 0) to a solution functionH(v, 1). Collecting
the coefficients of like powers of p, in both sides, and setting them to be equal to zero, we have
p0 : v0(x) = tan x,
p1 : v1(x)+ tan x−
∫ x
0
[
1
1+ v20(t)
]
dt = tan x− 1
4
sin 2x− 1
2
x⇒ v1(x) = 0,
p2 : v2(x)−
∫ x
0
[−2v0(t)v1(t)
(1+ v20(t))2
]
dt = 0⇒ v2(x) = 0.
Consequently, the other components vk(x), k ≥ 3 vanish; the exact solution which is u(x) = tan x, follows immediately.
Case 3. We consider the homotopy equation, Eqs. (6) and (7), as follows:
v(x)−
∫ x
0
[
1− p
1+ tan2 t +
p
1+ v2(t)
]
dt = tan x− 1
4
sin 2x− 1
2
x.
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It can continuously trace an implicitly defined curve froma starting pointH(v, 0) to a solution functionH(v, 1). Repeating
the previous procedures as we did in case 2, we get
p0 : v0(x)−
∫ x
0
[
1
1+ tan2 t
]
dt = tan x− 1
4
sin 2x− 1
2
x⇒ v0(x) = tan x,
p1 : v1(x)+
∫ x
0
[
1
1+ tan2 t
]
dt −
∫ x
0
[
1
1+ v20(t)
]
dt = 0⇒ v1(x) = 0,
p2 : v2(x)−
∫ x
0
[−2v0(t)v1(t)
(1+ v20(t))2
]
dt = 0⇒ v2(x) = 0.
Therefore, the exact solution is u(x) = v0(x) = tan x.
7.2. Using the Adomian decomposition method
Proceeding with the previous steps, we obtain
u0(x) = tan x− 14 sin 2x−
1
2
x,
u1(x) =
∫ x
0
1
1+ (tan t − 14 sin 2t − 12 t)2 dt,
. . . .
For this example, obviously, the Adomian decomposition method cannot give the exact solution. However, the modified
ADM can be applied to solve this problem exactly; one can (see [17]).
7.3. Using the series solution method
Evidently, from (27), we get u(0) = 0. Now, we consider the series expansion (13):
u(x) =
∞∑
k=1
akxk. (29)
By substituting (29) into both sides of (27), and using the Taylor series of the functions involved, and finally integrating
the right-hand side of the result equation, we have
a1x+ a2x2 + a3x3 + a4x4 + a5x5 + · · · = x+ 23 −
1
3
(2− a21)x3 −
1
2
a1a2x4 + 15 (a
4
1 − a22 − a1a3 + 1)x5 + · · · . (30)
Now, we equate the coefficients of like powers of x from the both sides of (30), yields
a1 = 1, a2 = 0, a3 = 13 , a4 = 0, a5 =
2
15
,
and so on. Substituting these results into (29) gives the following series solution:
u(x) = x+ 1
3
x3 + 2
15
x5 + · · · ,
and in a closed form, u(x) = tan x.
Sections 8 and 9 deal with the comparative study between He’s homotopy perturbationmethod and the three traditional
methods of special cases of nonlinear Fredholm integro-differential equations and nonlinear Volterra integro-differential
equations, respectively.
8. Nonlinear Fredholm integro-differential equations
Consider the following nonlinear Fredholm integro-differential equations
u′(x) = 1− 1
4
x+
∫ 1
0
xtu2(t)dt, u(0) = 0. (31)
8.1. Using He’s homotopy perturbation method
Case 1. A homotopy can be readily constructed as follows:
H(v, p) = v′(x)− 1+ 1
4
x−
∫ 1
0
[(1− p)xt3 + pxtv2(t)]dt = 0.
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It can continuously trace an implicitly defined curve froma starting pointH(v, 0) to a solution functionH(v, 1). Collecting
the coefficients of like powers of p, and setting them to be equal to zero, we get
p0 : v′0(x)− 1+
1
4
x−
∫ 1
0
xt3dt = 0⇒ v0(x) = x,
p1 : v′1(x)+
∫ 1
0
xt3dt −
∫ 1
0
xtv20(t)dt = 0⇒ v1(x) = 0,
p2 : v′2(x)−
∫ 1
0
xt(2v0(t)v1(t))dt = 0⇒ v2(x) = 0.
After carrying on the procedure, we obtain
v3(x) = v4(x) = · · · = 0.
Therefore,
u(x) = v0(x) = x,
which is the exact solution.
Case 2. The homotopy equation can be readily written in the form of
H(v, p) = v′(x)+ (p− 1)− p
∫ 1
0
xtv2(t)dt = p
(
1− 1
4
x
)
.
It can continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function H(v, 1). By the
same manipulation carried out above, we have
p0 : v′0(x)− 1 = 0⇒ v0(x) = x,
p1 : v′1(x)+ 1−
∫ 1
0
xtv20(t)dt = 1−
1
4
x⇒ v1(x) = 0,
p2 : v′2(x)−
∫ 1
0
xt(2v0(t)v1(t))dt = 0⇒ v2(x) = 0,
again, continuing the procedure, we obtain
v3(x) = v4(x) = · · · = 0.
Therefore,
u(x) = v0(x) = x,
which is the exact solution.
Case 3. A homotopy can be readily considered as follows:
H(v, p) = v′(x)− 1+ 1
4
px− p
∫ 1
0
xtv2(t)dt = 0.
This homotopy can continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function
H(v, 1). With the similar procedure of case 2, we obtain
p0 : v′0(x)− 1 = 0⇒ v0(x) = x,
p1 : v′1(x)+
1
4
x−
∫ 1
0
xtv20(t)dt = 0⇒ v1(x) = 0,
p2 : v′2(x)−
∫ 1
0
xt(2v0(t)v1(t))dt = 0⇒ v2(x) = 0.
Also we obtain v3(x) = v4(x) = · · · = 0. Therefore, u(x) = v0(x) = x.
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8.2. Using the Adomian decomposition method
Substituting (10) into (30), we have( ∞∑
n=0
un(x)
)′
= 1− 1
4
x+
∫ 1
0
xt
( ∞∑
n=0
An(t)
)
dt,
where An are the so-called Adomian polynomials. Identifying the zeroth component u′0(x) by 1 − 14x, the remaining
components u′n(x), n ≥ 1 can be determined by using the following recurrence relation
u′0(x) = 1−
1
4
x,
u′n(x) =
∫ 1
0
xt
( ∞∑
n=0
An(t)
)
dt, n ≥ 1.
Thus, we obtain
u0(x) = x− 18x
2,
u1(x) = 3893840x
2,
u2(x) = 16727921600x
2,
u3(x) = 1797113920579784472371200000x
2,
. . . .
(32)
In view of (32), the solution u(x) is readily obtained in a series form by
u(x) = x−
(
−1
8
+ 389
3840
+ 16727
921600
+ 179711392057
9784472371200000
+ · · ·
)
x2.
This solution also cannot be written in the closed form.
8.3. Using the direct computation method
Setting
α =
∫ 1
0
tu2(t)dt (33)
Eq. (30) can be rewritten in the following form
u′(x) = 1+
(
α − 1
4
)
x, u(0) = 0. (34)
Integrating both sides of Eq. (33) from 0 to x, we obtain
u(x) = x+
(
α
2
− 1
8
)
x2. (35)
Substituting (35) into (33) gives
α = 389
1920
+ 43
240
α + 1
24
α2,
so that
α = 1
4
,
389
20
.
By choosing the real value of α = 14 and putting it in (35) leads to the exact solution which is the same as the solution
obtained above by He’s homotopy perturbation method. The existence of two solutions here is justifiable.
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9. Nonlinear Volterra integro-differential equations
We close our discussion by considering the following nonlinear Volterra integro-differential equation
u′′(x) = sinh x+ 1
2
cosh x sinh x− 1
2
x−
∫ x
0
u2(t)dt, u(0) = 0, u′(0) = 1, (36)
9.1. Using He’s homotopy perturbation method
Case 1. The homotopy equation can be readily written in the form:
H(v, p) = v′′(x)− sinh x− p
(
1
2
cosh x sinh x− 1
2
x
)
+ p
∫ x
0
v2(t)dt = 0.
This homotopy can continuously trace an implicitly defined curve froma starting pointH(v, 0) to a solution functionH(v, 1).
Collecting the coefficients of like powers of p, and setting to be equal to zero, we have
p0 : v′′0 (x)− sinh x = 0⇒ v0(x) = sinh x,
p1 : v′′1 (x)−
1
2
cosh x sinh x+ 1
2
x+
∫ x
0
v20(t)dt = 0⇒ v1(x) = 0,
p2 : v′′2 (x)+
∫ x
0
(2v0(t)v1(t))dt = 0⇒ v2(x) = 0.
After continuing the procedure, we obtain
v3(x) = v4(x) = · · · = 0.
So,
u(x) = v0(x) = sinh x,
which is the exact solution.
Case 2. A homotopy can be readily constructed by the following:
H(v, p) = v′′(x)− sinh x− 1
2
cosh x sinh x+ 1
2
x+
∫ x
0
[(1− p) sinh2 t + pv2(t)]dt = 0,
and this homotopy can continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function
H(v, 1). By the same manipulation as illustrated in the above procedure, we get
p0 : v′′0 (x)− sinh x−
1
2
cosh x sinh x+ 1
2
x+
∫ x
0
sinh2 tdt = 0⇒ v0(x) = sinh x,
p1 : v′′1 (x)−
∫ x
0
sinh2 tdt +
∫ x
0
v20(t)dt = 0⇒ v1(x) = 0,
p2 : v′′2 (x)+
∫ x
0
(2v0(t)v1(t))dt = 0⇒ v2(x) = 0,
After continuing the procedure, we obtain v3(x) = v4(x) = · · · = 0. Therefore,
u(x) = v0(x) = sinh x,
which is the exact solution.
Case 3. We define a convex homotopy as follows:
H(v, p) = v′′(x)+ (p− 1) sinh x− p
(
sinh x+ 1
2
cosh x sinh x− 1
2
x
)
+ p
∫ x
0
v2(t)dt = 0.
This homotopy also can continuously trace an implicitly defined curve from a starting point H(v, 0) to a solution function
H(v, 1). Likewise, we get
p0 : v′′0 (x)− sinh x = 0⇒ v0(x) = sinh x,
p1 : v′′1 (x)+ sinh x− sinh x−
1
2
cosh x sinh x+ 1
2
x+
∫ x
0
v20(t)dt = 0⇒ v1(x) = 0,
p2 : v′′2 (x)+
∫ x
0
(2v0(t)v1(t))dt = 0⇒ v2(x) = 0.
Also, we obtain v3(x) = v4(x) = · · · = 0. So, u(x) = v0(x) = sinh x.
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9.2. Using the Adomian decomposition method
By employing the Adomian decomposition method, we obtain
u0(x) = x+ sinh x− 112x
3 + 1
16
sinh 2x,
u1(x) = − 172576x
9 + 1
1260
x7 − 1
60
x5 + 257
3072
x3 + 3401
73728
x+ 1
6
x3 cosh x
+ 1
768
x3 cosh 2x− 3
512
x2 sinh 2x− 3
2
x2 sinh x+ 4x cosh x− 1
256
x cosh 2x
− 63
16
sinh x− 1
432
sinh 3x− 1
32768
sinh 4x− 25
512
sinh 2x,
. . . .
In view of the above equations, the solution u(x) can be obtained in a following series form
u(x) = − 1
72576
x9 + 1
1260
x7 − 1
60
x5 + 1
3072
x3 + 77129
73728
x+ 1
6
x3 cosh x
+ 1
768
x3 cosh 2x− 3
512
x2 sinh 2x− 3
2
x2 sinh x+ 4x cosh x− 1
256
x cosh 2x
− 47
16
sinh x− 1
432
sinh 3x− 1
32768
sinh 4x+ 7
512
sinh 2x+ · · · .
9.3. Using the series solution method
We use the series (13), namely
u(x) =
∞∑
k=0
akxk, (37)
and substitute (7) into both sides of (36), and next we use the Taylor series expansion of the functions involved; integrating
the right-hand side of the result equation; and we finally equate the coefficients of like powers of x from both sides; as a
result, we have the following:
a0 = 0,
a1 = 1,
a2 = 0,
a3 = 13! ,
a4 = 0,
a5 = 15! ,
(38)
and so on. Substituting the results given in (38) into (37), gives the following series solution
u(x) = x+ 1
3!x
3 + 1
5!x
5 + 1
7!x
7 + · · · ,
and in a closed form we have, u(x) = sinh x.
10. Conclusions
In this paper, we conducted a comparative study between He’s homotopy perturbation method and the traditional
methods, i.e. the Adomian decomposition method, the direct computation method, the series solution method. He’s
homotopy perturbation method is implemented in a straightforward manner, and it accelerates the rapid convergence of
the series solution. The exact solution is obtained by using one iteration only for all examined models.
The three traditional methods suffer from the tedious work of calculations. However, the traditional methods were
capable of providing more than one solution which is consistent with the theory of nonlinear equations. Other traditional
methods, that are usually used to solve integral equations analytically and numerically, were not examined in this work,
due to the huge size of calculations needed by these methods. Generally speaking, He’s homotopy perturbation method is
reliable and more efficient compared to other techniques.
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