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Abstract. Autonomous robotic systems are complex, hybrid, and of-
ten safety-critical; this makes their formal specification and verification
uniquely challenging. Though commonly used, testing and simulation
alone are insufficient to ensure the correctness of, or provide sufficient
evidence for the certification of, autonomous robotics. Formal methods
for autonomous robotics have received some attention in the literature,
but no resource provides a current overview. This short paper summarises
the contributions published in [5], which surveys the state-of-the-art in
formal specification and verification for autonomous robotics.
1 Introduction and Methodology
This short paper summarises our recently published survey of the formal specifi-
cation and verification techniques that have been applied to autonomous robotic
systems [5], which provides a comprehensive overview and analysis of the state-
of-the-art, and identifies promising new research directions and challenges for the
formal methods community. Previous work, which draws from this survey, advo-
cates the use of integrated formal methods for autonomous robotic systems [2].
We define an autonomous system as an artificially intelligent entity that
makes decisions in response to input, independent of human interaction. Robotic
systems are physical entities that interact with the physical world. Thus, an
autonomous robotic system is a machine that uses Artificial Intelligence (AI), has
a physical presence in and interacts with the real world. Autonomous robotics are
increasingly used in commonplace-scenarios, such as driverless cars [3], pilotless
aircraft [6], and domestic assistants [1].
For many engineered systems, testing, either by real deployment or via sim-
ulation, is deemed sufficient. But autonomous robotics require stronger verifi-
cation, because of the unique challenges: dependence on sophisticated software
control and decision-making, and increasing deployment in safety-critical sce-
narios. This leads us towards using formal methods to ensure the correctness of,
and provide sufficient evidence for the certification of, robotic systems.
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The corresponding journal paper [5] identifies and investigates the following
three research questions:
RQ1: What are the challenges when formally specifying and verifying the be-
haviour of (autonomous) robotic systems?
RQ2: What are the current formalisms, tools, and approaches used when ad-
dressing the answer to RQ1?
RQ3: What are the current limitations of the answers to RQ2 and are there
developing solutions aiming to address them?
To answer these questions we performed a systematic literature survey on
formal modelling of (autonomous) robotic systems, formal specification of (au-
tonomous) robotic systems, and formal verification of (autonomous) robotic sys-
tems. We restricted our search to papers published from 2007 to 2018, inclusive.
In addition to answering the research questions, the survey [5] illustrates op-
portunities for research applying formal methods (and Integrated Formal Meth-
ods (iFM)) to robotics and autonomous systems – either by identifying the pop-
ular languages that integration could use, or by showing the gaps that could be
filled by iFM. It also provides a brief overview of some popular general software
engineering techniques for robotic systems including middleware architectures,
testing, and simulation approaches, domain specific languages, graphical nota-
tions, and model-driven engineering or XML-based approaches.
2 Answering the Research Questions
This section summarises how the results of our survey address the research ques-
tions described in §1.
To answer RQ1, we identified the challenges describe in the surveyed liter-
ature and categorised them as external or internal to the robotic system. Ex-
ternal challenges come from the design and environment, independently of how
the system is designed internally. We found two major external challenges in the
literature: modelling and reasoning about the system’s environment, and pro-
viding enough evidence for public trust and regulation. Internal challenges stem
from how the system is engineered. The three internal challenges that we found
in the literature were related to using: agent-based, multi-robot, and adaptive
or reconfigurable systems. These challenges, and the tools and techniques used
to overcome them, are discussed at length in [5, §3–4].
Tackling internal challenges can have complementary benefits to mitigat-
ing external challenges. Reconfigurability is key to safely deploying robots in
hazardous environments and much more work needs to materialise in order to
ensure the safety of reconfigurable autonomous systems. Therefore, we see a
clear link between a robotic system reacting to the changes in its external en-
vironment, and reconfigurable systems. Similarly, rational agent-based systems
that can explain their reasoning provide a good route for providing evidence
for public trust or certification bodies. This is because they provide the trans-
parency that is crucial for public trust and certification. A rational agent can
provide reasons for its choices, based on input and internal state information.
Formalism System Property
Set-Based 5 0
State-Transition 33 0
Logics 6 32
Process Algebra 3 1
Ontology 4 0
Other 5 8
Table 1. Summary of the types
of formalisms for specifying the sys-
tem and the properties to be checked,
summarising [5, Table 2].
RQ2, asked what are the current formal
methods used for tackling the challenges
identified by answering RQ1. Thus, we
quantify and describe the formalisms, tools,
and approaches used in the literature [5,
§5–6], summarised in Table 1 (right). We
found that state-transition systems and
(temporal) logics are the most used for-
malisms to specify the system and prop-
erties, respectively; which may be because
they allow abstract specification, which is
useful early in development.
We found that model-checkers are the most often used verification approach,
which complements the wide use of state-transition systems and temporal log-
ics [5, Tables 3–4]. This may be because the model-checking approach is generally
easy to explain to stakeholders with no experience of using formal methods. No-
tably, theorem provers were used a lot less often, we believe that this is due to
the level of expert knowledge required to operate them correctly and efficiently.
RQ3, asked what are the limitations of the formalisms and approaches to
verification that were identified in the answer to RQ2 (see [5, §7]). One obvi-
ous limitation appears to be a resistance to adopting formal methods in robotic
systems development [4]. The perception is that applying formal methods is a
complicated additional step in the engineering process, which prolongs develop-
ment while not adding to the value of the final product. A lack of appropriate
tools also often impedes the application of formal methods. There are, however,
notable examples of industrial uses of formal methods [7].
There have been a variety of tools developed for the same formalism [5, Table
3] signaling a lack of interoperability between different formalisms and tools. Of-
ten, models or specifications of similar components are incompatible and locked
into a single tool. Thus, a common framework for translating between, relating,
or integrating different formalisms, would help smooth the conversion between
formalisms/tools. This would also serve a growing need to capture the behaviour
of complex systems using a heterogeneous set of formalisms and integrated for-
mal methods. This is an open problem in formal methods for robotic systems [2].
Another limitation faced in this domain is in formalising the last link, the
step between a formal model and program code. Ensuring that the program
correctly implements the model requires a formalised translation. The lack of
clarity about this limitation points to another: a lack of open sharing of models,
code, and realistic case studies that are not tuned for a particular formalism.
Field tests and simulations are both useful tools for robotic systems devel-
opment [5, §2]; but formal verification is crucial, especially at the early stages of
development when field tests of the control software are infeasible (or dangerous).
A focussed research effort on combining or integrating formal methods should
improve their use in robotic systems development, because no single formalism
is capable of adequately checking that all aspects of a robotic system behave as
expected. Ensuring that these tools are usable by developers and providing sim-
ilar features in an IDE would also improve their uptake by simplifying their use.
Work in this area could lead to an Integrated Verification Environment, allowing
the use of different formalisms using same developer front-end, connecting them
to their respective tools, and providing helpful IDE-like support.
3 Conclusion
The development of autonomous robotic systems is a novel, emerging, and
quickly-changing field. Many of these systems are inherently safety- or mission-
critical, so it is prudent that formal methods are used to ensure that they behave
as intended. To advance research in this area, our survey provides a description
of the formalisms and tools that are current being applied to autonomous robotic
systems. To provide some guidance for choosing these languages and tools, we
describe them and the case study tackled for the surveyed literature [5, Table 1],
however a detailed analysis of this is left as future work. The survey also high-
lights the shortcomings of these approaches and outlines exciting and necessary
future directions for the entire formal methods community.
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