We report a new algorithm, called the self-adjusting algorithm, to construct an aperiodic optical superlattice in which multiple nonlinear optical parametric processes can be realized simultaneously with high conversion efficiency. The numerical simulations show that a self-adjusting algorithm has obvious advantages that are due to its own physical process and feedback function. Especially in comparison with other existing algorithms, a self-adjusting algorithm can eliminate the need to search blindly and is independent of the initial conditions.
Introduction
Nonlinear crystal designs that exploit quasi-phase matching (QPM) can achieve considerable control over the wavelength conversion efficiency by modifying periods and structures of a nonlinear crystal [1] . With the development of room-temperature poling technology, it is possible to achieve domaininverting structures in ferroelectric crystals such as LiNbO 3 , LiTaO 3 , and KTiOPO 4 [2] [3] [4] . The structures can be periodic or aperiodic [5] . From the theory of Fourier transformation, crystals with an aperiodic inverted-domain structure can supply more reciprocal vectors that can match more optical parametric processes simultaneously. As a trade-off, conversion efficiency of each parametric process would be lowered [6] . So, how to find the optimal optical superlattice for a given multiple optical parametric process is a key issue. Many methods haven been proposed to solve the problem. Quasi-periodic optical superlattice (QOS), such as the fibonacci structure [7] , was suggested. Quasi-phase-matched third-harmonic generation and multiple second-harmonic generation (SHG) have been theoretically investigated [8 -11] . Then came the theoretical prediction of the aperiodic optical superlattice (AOS) [12, 13] , which can supply many more reciprocal vectors for multiple QPM processes than a periodic optical superlattice and a QOS [14 -17] . To find the optimal AOS structure, a simulated annealing (SA) algorithm, a genetic algorithm (GA), a genetic simulated annealing (GSA) algorithm (the combination of SA and GA) and other optimization algorithms were employed. However, all these optimization algorithms have the same disadvantages: the searching process is done blindly, so searching takes a long time, especially when dealing with a complicated problem. The searching process depends on initialization conditions and other parameters; the results are easy to incorporate into a local optimum, thus decreasing the conversion efficiency of the total multiple QPM process.
We suggest a new algorithm, which we refer to as a self-adjusting algorithm. The core concept of this algorithm is based on the procedure of energy flowing in QPM nonlinear optical processes, and a feedback function is introduced to avoid searching blindly. We proved that much better results can be found during a shorter calculation time when the optimized results can be kept from relapsing into a local optimum. In addition, the process is independent of the initial conditions and other parameters.
Theory
As is known, to create a high-efficiency SHG, energy conservation and momentum conservation must be satisfied simultaneously. The AOS in LiNbO 3 crystal can be designed by use of a self-adjusting algorithm to satisfy multiple SHG conditions. In our calculations, the crystal with a total length L is divided into N unit blocks with congruent length ⌬L, as shown in Fig. 1 . The polarization direction of each block can be up or down, which is determined by the ensuing flows. To use the largest nonlinear coefficient d 33 , let the interfaces of each domain be parallel to the Y-Z plane, and the propagation and the polarization directions of incident light are along the X and Z axes, respectively. Considering the small signal and the slowly varying approximation, the pump depletion and the transmission loss are also not taken into account. The conversion efficiency from the fundamental wave to the SHG wave reads [16] , where n ͑n 2 ͒ is the index of refraction of the fundamental (second harmonics) wave, c is the speed of light in vacuum, is the wavelength of the fundamental light in vacuum, 0 is the dielectric constant in vacuum, and d(z) represents the orientation of each block taking binary values of 1 or Ϫ1. We define the last term as an effective nonlinear optical coefficient
which can scale the conversion efficiency of SHG by Fourier transformation. Here, ⌬kЈ͑͒ ϭ k 2 Ϫ 2k , where k ͑k 2 ͒ is the wave vector of the fundamental (second harmonic) wave.
Thus, the original question turns into how to construct an AOS structure so that multiple highefficiency QPM SHG processes can be made simultaneously, i.e., effective nonlinear coefficient d reff ͓⌬kЈ͑ i ͔͒ is optimal with identical value. Because the crystal is equally divided into N blocks, we have
The phase mismatch can be described as
A new vector U q ͑͒ is defined as U q ͑͒ ϭ e i⌬kЈ͑͒z qϩ1 Ϫ e i⌬kЈ͑͒z q , which can be used to prove that, for a certain wavelength , U q ͑͒ is a group of N vectors with the same length because of the same length of each block ⌬L, as shown in Fig. 2 .
With the above definition, the effective nonlinear coefficient can be described as 
As an example, to obtain the largest conversion efficiency for a specific wavelength , d reff ͓⌬kЈ͔͑͒ should be maximum, i.e., d͑z q ͒ should be optimized by the algorithm so that
is maximum and 1͓͞L⌬kЈ͔͑͒ is constant for a given .
Example
As an example, we consider how to build an AOS based on LiNbO 3 , which can achieve multiple SHG with an identical effective nonlinear coefficient, while SHG for other frequencies is considered as noise. The four chosen wavelengths of the fundamental wave are 1 ϭ 1060 nm, 2 ϭ 1082, 3 ϭ 1283, 4 ϭ 1364. Length L of the crystal is 9.9 mm, which is divided into 3000 unit blocks with congruent length ⌬L and ⌬L ϭ 3.3 m. Based on the above theoretical analysis, the mathematical model has four groups of vectors: ͕U q ͑ 1 ͖͒, ͕U q ͑ 2 ͖͒, ͕U q ͑ 3 ͖͒, and ͕U q ͑ 4 ͖͒. U q ͑͒ is defined in Section 2, and q ϭ 3000, so each U q ͑͒ has 3000 vectors with the same length, and their directions are determined by their ⌬kЈ͑͒ ⅐ ⌬L and d͑z q ͒. The question is how to structure the optimal function d͑z q ͒ to obtain the absolute values of
so they reach the same maximum value simultaneously. Generally, they are supposed to reach the same maximum value simultaneously with the specific angles of ͕ 1 , 2 , 3 , 4 ͖, as shown in Fig. 3 . In our calculations, we initially set these angles to be {0, 0, 0, 0}, which are parallel to the positive direction of the real axis. We will show that the selection of angles has only a slight influence on the optimized results. In this situation, the effective nonlinear coefficient for each specified wavelength can be described as
For each block, for example, the length from z q to z qϩ1 , the contribution to the total d reff ͓⌬kЈ͔͑͒, can be calculated as
If d reff ͑q͒ Ն 0, the value of d͑z q ͒ is set to 1 when z ʦ ͑z q , z qϩ1 ͒; if d reff ͑q͒ Յ 0, the value of d͑z q ͒ is set to Ϫ1 when z ʦ ͑z q , z qϩ1 ͒. After calculating each block, the initialization of d͑z q ͒ is complete. In this AOS structure, the value of ͚iϭ1
4 d reff ͓⌬kЈ͑ i ͔͒ is certain to be maximum. The calculation result is shown in Fig.  4(a) 4 ͒ is introduced to change the weight of these four frequencies that supports the feedback function. The result is that the sum of four d reff ͓⌬kЈ͑ i ͔͒ can be lowered to some degree. When R͑r 1 , r 2 , r 3 , r 4 ͒ is not introduced, it can be regarded as (1, 1, 1, 1) . For the first optimizing step, R͑r 1 , r 2 , r 3 , r 4 ͒ is reset to Fig. 4(b) Fig. 4(c) 39889, 36562, 25621, 24073) . The computation time is within 1 s, which is much shorter than the time computed by other algorithms. The optimized results after each step are shown in Fig.  4(d) . In addition, we can also achieve the peaks by any arbitrary proportion we want by setting different R͑r 1 , r 2 , r 3 , r 4 ͒. Figure 5 describes the evolvement of the effective nonlinear coefficient of four fundamental waves as they propagate through a series of domain blocks in the AOS. Figure 5 shows that each curve moves to the same end point in different ways. This clearly shows that these wavelengths can all be globally phase matched by the interference effect of all the constructed domains with the same effective nonlinear coefficient, but they undergo different interference processes. For convenience, we set the angles ͕ 1 , 2 , 3 , 4 ͖ to be (0, 0, 0, 0). When we change the angles ͕ 1 , 2 , 3 , 4 ͖ arbitrarily, the peaks change only slightly.
Analysis
Compared with other algorithms, such as SA, GA, and GSA, the combination of SA and GA, the advantages of the self-adjusting algorithm are obvious. The SA method specializes in yielding the best local results but is not good at searching the overall space. The GA method can easily be used to guide the search process to the correct direction, but the GA cannot get the best local results with high efficiency. The computational amount of both the GA and the SA is usually huge and requires quite a long time to solve the problem. The GSA algorithm takes advantage of both the SA and the GA and has proved to be an excellent algorithm. The optimization result of a nonlinear optical superlattice in LiNbO 3 from the GSA algorithm has been reported [12] with the same length of crystal and the same number of blocks when dealing with the same multiple SHG problem. The value of each d reff ͓⌬kЈ͑ i ͔͒ is approximately 0.14, much lower than the result of the self-adjusting algorithm, whereas the noise is much higher. The calculation time takes approximately 8 h, the calculation time for the self-adjusting algorithm is less than 1 s.
The main idea of the self-adjusting algorithm is similar to the Aϩ heuristic algorithm and also takes the feedback function into consideration. Compared with other existing algorithms, the self-adjusting algorithm has significant advantages.
First, the self-adjusting algorithm is based on a specific nonlinear optical process, such as multiple QPM SHG or other frequency conversion processes that take into account the real situation and physical principle when optimizing the structure; other algorithms do not consider the actual physical process. The self-adjusting algorithm can also be used to solve other optical parametric processes, such as optical parametric oscillation, different frequency mixing, only by changing some specific parameters.
Second, the self-adjusting algorithm uses a feedback function to avoid searching blindly, so the calculation time is much shorter. Other algorithms are based on macroscopic computation, the searching processes for optimal results are done blindly and require huge amounts of calculation as well as repetitive huge amounts of tentative calculations. So, the self-adjusting algorithm has a significant advantage when dealing with more complicated QPM optimization questions.
Third, the self-adjusting algorithm is independent of initial conditions. The results gained by other algorithms depend on their initial conditions, which could lead to different solutions. To confirm a most suitable initial condition is usually difficult. For the selfadjusting algorithm, the definition of R͑r 1 , r 2 , r 3 , r 4 ͒ is an analog to the initial condition. Usually, R͑r 1 , r 2 , r 3 , r 4 ͒ is defined as (1, 1, 1, 1) . Actually, the arbitrary initial value of R͑r 1 , r 2 , r 3 , r 4 ͒ could approach the same optimized results.
Last but not least, when using other algorithms, such as SA, GA, and GSA, some specialized parameters need to be confirmed. For example, population size, mating rule, and fitness function for the GA; initial temperature and annealing speed for the SA. If one of these parameters is not suitable, the searching results could be unsatisfactory. Besides, confirmation of parameters is a difficult mission. The self-adjusting algorithm has nothing to do with these parameters, which is a great convenience for the designer.
Conclusion
In summary, we have proposed a new algorithm to search for the ideal construction of an AOS that corresponds to a frequency conversion problem. The calculated results show that it is more flexible and effective than other existing algorithms. By using this algorithm, we can construct the AOS with a higher conversion efficiency. It can also be used to solve other optimization problems with different optical parametric processes. Fig. 5 . Display of the SHG effective nonlinear coefficient of four fundamental wavelengths as they propagate in the AOS sample. The four SHG efficiencies of four wavelengths reach one identical value at the end.
