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CROSS–DIFFUSION AND TRAVELING WAVES IN
POROUS-MEDIA FLUX–SATURATED KELLER–SEGEL MODELS
MARGARITA ARIAS, JUAN CAMPOS AND JUAN SOLER
Abstract. This paper deals with the analysis of qualitative properties in-
volved in the dynamics of Keller–Segel type systems in which the diffusion
mechanisms of the cells are driven by porous-media flux–saturated phenom-
ena. We study the regularization inside the support of a solution with jump
discontinuity at the boundary of the support. We analyze the behavior of the
size of the support and blow–up of the solution, and the possible convergence
in finite time towards a Dirac mass in terms of the three constants of the
system: the mass, the flux–saturated characteristic speed, and the chemoat-
tractant sensitivity constant. These constants of motion also characterize the
dynamics of regular and singular traveling waves.
1. Introduction
Cross-diffusion is the phenomenon in which a gradient in the concentration of
one species affects the diffusion flux of another species. The aim of this paper
is to study spatiotemporal patterns that occur in cell aggregation induced by the
attracting chemical signal produced by the cells themselves leading to a reacting
system which is counterbalanced by cell diffusion with a saturated flux. Patterns
arising by signals exerting a concentration-dependent mechanism constitute a class
of self–organized structures, which are motors of generation of cellular diversity
like Turing structures or standing waves. In the classical Keller–Segel model, the
chemoattractant is emitted by the cells that react according to biased random walk
inducing linear diffusion operators. Chemotaxis can be defined as the movement or
orientation of a population (bacteria, cell or other single or multicellular organisms)
induced by a chemical concentration gradient either towards or away from the
chemical signals. The original Keller–Segel model consists in a reaction–diffusion
system of two coupled parabolic equations:
(1)


∂tu = divx(Du∇xu− χu∇xS) +H(u, S),
α∂tS = DS∆S +K(u, S),
where u = u(t,x) is the cell density at position x and time t, and S = S(t,x) is
the density of the chemoattractant. The positive definite terms DS and Du are the
diffusivity of the chemoattractant and of the cells, respectively, χ ≥ 0 is the chemo-
tactic sensitivity, α > 0 represents a time scale of the process, and the functions
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H(u, S) and K(u, S) in (1) model the interaction (production and degradation) be-
tween the cell density and the chemical substance. In most simplified models and
in the original Keller–Segel system, these terms are modeled as K(u, S) = u − S
and H(u, S) = 0.
Self–organized patterning in reaction–diffusion systems driven by linear diffusion
has been extensively studied since the seminal paper of Turing about morphogen-
esis. The interaction between diffusion and reaction has shown to yield rich and
unexpected phenomena in different contexts. Theoretical and mathematical model-
ing of chemotaxis starts with the works of Patlak in the 1950s and Keller and Segel
in the 1970s [37, 38, 48]. Depending upon the size of cell density and the spatial
dimensions under consideration, the nonlocal chemical interaction could dominate
diffusion and/or produce blow–up of the solutions [29, 30], where we refer to blow–
up according to the classic concept of loss of L∞ estimate of the solution u. For
the two–dimensional case, in [11, 29] was proved that, if the mass M exceeds 8π ,
then any classical solution blows up in finite time, while if M < 8π , then a classical
solution exists globally, since the diffusion dominates the aggregation. However, in
one dimension of space diffusion is always stronger than aggregation and blow–up
never occurs for system (1), see [35]. The situation could be modified in one space
dimension by changing the linear diffusion approach in the original Keller–Segel
model. For example, when cell diffusion is ruled by fractional diffusion, blow–up
may or may not occur depending on the initial data [12], see also [24]. The use of
the Keller–Segel model as a prototype in chemotaxis phenomena is motivated by the
simplicity of the associated reaction–diffusion equations, and its ability to capture
nature experiments as well as the capacity to predict the dynamics of the collective
motion of both species: cells and chemoattractant. In fact, this model has been
extensively studied in a large variety of spatial patterns for the E. coli, and has also
emerged as an important tool in the understanding of embryonic pattern forming
processes, such as the formation of spots or pigmentation patterning in shells or
in the skin of several animals [39], the movement of sperm towards the egg during
fertilization, migration of lymphocytes, prediction of the tumor cell-induced angio-
genesis, and macrophage invasion into tumor, among others, see [1, 31, 34, 36, 39]
for some applications in different contexts.
In the context of morphogenesis, linear diffusion implies that cells receive infor-
mation instantaneously and passively and has so far posed irresolvable problems
from a modeling point of view since it predicts the same exposure time for each cell
in the whole tissue, which is not realistic. However, as it has been pointed out in
the experiments, see [28], the concentration of morphogen received by the cells and
the time of exposure are of similar relevance in order that real biological patterns
could be developed, because morphogen signals have cumulative effects. The used
alternative of arbitrarily cutting off the tail of the Gaussian morphogen distribution
induced by linear diffusion models contributes to create artificial fronts [50], while
the real propagation fronts are far from those predicted by linear diffusion models.
A possible alternative to linear Fickian diffusion is to consider flux–saturated
mechanisms. A prototype of the kind of degenerate nonlinear diffusion phenomena
to be considered in this paper is the following
∂u
∂t
= ν
∂
∂x

 |u|∂um∂x√
1 + ν
2
c2
∣∣∂um
∂x
∣∣2

+ reaction terms, ν, c > 0, m ≥ 1,(2)
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which combines flux–saturation effects together with those of porous media flow.
It will be also considered the so called relativistic heat equation
∂u
∂t
= ν
∂
∂x

 |u|∂u∂x√
u2 + ν
2
c2
∣∣∂u
∂x
∣∣2

+ reaction terms, ν, c > 0.(3)
The derivation of these models using optimal transport theory, the fact that the
propagation speed of discontinuous interfaces is generically bonded by c, and the
convergence to the classical porous medium equation have been studied in [18,
20, 21]. The Rankine–Hugoniot characterization of traveling jump discontinuities,
traveling waves, waiting time and smoothing effects have been previously treated
in [16]. However, the proposed Keller–Segel model with flux–saturated mechanism
will require of a more precise analysis. Other flux–saturated porous–media sys-
tems have been analyzed in [14, 15]. Flux–saturated equations were introduced in
[26, 40, 44, 46, 49], while the general theory for the existence of entropy solutions
associated with flux–saturated equations has been widely developed in the frame-
work of Bounded Variation functions, see [2, 3, 4, 13, 32]. Regularity properties
were analyzed in [2, 14, 16, 19]. Applications of these ideas to diverse contexts
such as Physics, Astronomy or Biology can be found for instance in [14, 44, 49, 50].
The deduction of the Keller–Segel equations from the foundations of the kinetic
theory as a combination of parabolic and hyperbolic limits is also of interest, see
[5, 6, 22, 23, 42, 47] for the derivation of the classical Keller–Segel system and
[7, 8, 24] in the case of flux–saturated or porous media mechanisms of spreading.
Another idea in the line of adjusting the model to experimental evidence is to
saturate the chemotactic flux function by modifying the dependence of the cell ve-
locity term, which is proportional to the magnitude of the chemoattractant gradient
χu∇xS in the original Keller–Segel model (1). This could be done by optimizing
the flux density of cells along the trajectory induced by the chemoattractant, giving
rise to terms of type
divx
(
χu
∇xS√
1 + |∇xS|2
)
,(4)
in the corresponding Euler-Lagrange equation, which is a mean curvature type
operator. This was first introduced in [7] and then numerically analyzed in [25].
Several authors have treated the Keller–Segel problem with some type of saturated
diffusion since the pioneering work [7], see for instance [8, 9, 10, 25]. They have
discussed the problem of well–posedness and the possibility of blow–up in the case
that the cells motion have a saturated flux given by the relativistic heat equation
(3) with different boundary conditions.
On the other hand, we are interested in exploring some particular solutions asso-
ciated with the flux–saturated Keller–Segel model. Traveling waves, i. e. solutions
of the type u(t, x) = u(x − σt), are archetypal models for pattern formation. In
the linear diffusion case, the argument justifying that even if the solution has not
compact support, its size (invoking mass or concentration according to the case
dealt with) is very small out of some ball with large radius, might be unrealistic,
as we have pointed out before [28, 50]. Then, exploring or modeling new nonlinear
transport/diffusion phenomena is an interesting subject not only from the view-
point of applications, but also from a mathematical perspective. In the framework
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of flux–saturated mechanisms, traveling waves have been studied in [15, 14, 17, 18].
In this context, as we will show, the Keller–Segel system with flux–saturated mech-
anism (5), which is the object of study in this paper, exhibits new properties with
respect to the classical one. Indeed, the existence of singular traveling waves is one
of these new properties, which are of solitonic type if the corresponding initial data
have compact support with finite mass.
Then, this paper deals with the problem of finding functions u and S verifying
(5)


∂u
∂t
=
∂
∂x
(
uΦ
(
um−1
∂u
∂x
)
− a
∂S
∂x
u
)
,
−
∂2S
∂x2
= u,
x ∈ R, t > 0,
being a a positive constant, m ≥ 0 and Φ such that the following hypotheses are
satisied:
(H1) Φ ∈ C
2(R), Φ(−y) = −Φ(y), Φ′(y) > 0, lim
y→+∞
Φ(y) = c > 0,
for every y ∈ R. Moreover,
(H2) Φ
′(y) = O(y−α−1), with α ≥ 2.
Therefore, c−Φ(y) = O(y−α). Note that from the definition of Φ, the relativistic
heat equation (3) is included for m = 0 and α = 2, and the flux–saturated porous
media equation (2) is also considered for m > 0. We want also to remark that
modifying (5) by saturating the chemotactic flux in the way (4) could be also
possible in our analysis, but we omit here for simplicity.
Remark 1.1. Setting g := Φ−1, as a consequence of the above assumptions we
obviously have g(r) = O((c − r)−
1
α ) and g′(r) = O((c − r)−
α+1
α ). In particular,
since 0 < 1α ≤
1
2 , defining
G(u) :=
∫ u
0
g(σ) dσ, u ∈ [−c, c],
we find that G ∈ C[−c, c] ∩ C3(−c, c) and verifies G(−u) = G(u), u ∈ [−c, c].
Let us introduce the main results of this paper. To fix ideas, assume that the
initial datum 0 ≤ u0 ∈ L
∞(R) has compact support and mass equal to M . We also
assume that u0 has jump discontinuities only at the boundaries of its support, and
the part of the interior of the support in which u0 vanishes is a set of null measure.
Finally, we assume that Φ satisfies (H1)–(H2). Under these hypotheses, the exis-
tence of a unique entropic solution (see Theorem 4.9) of system (5) is guaranteed
by some previous analysis, for instance that carried out in [3, 4, 14]. However, all
the results of this paper are valid in the general framework of distributional solu-
tions. Our results are focused on the study of three qualitative properties of these
solutions:
(1) Regularity properties: There is a finite time from which the solutions are
regular inside their support. The idea is to study an associated dual prob-
lem for which, with the help of sub and super solutions as well as uniformly
elliptic estimates, we can check the regularity properties of the solutions.
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These arguments will be developed in Section 2 and have been inspired in
[14, 16, 19].
(2) Possible Blow–up and dynamic of the support: We analyze the dynamic
properties of the evolution of the support of the solution in terms of the
three parameters of the system: the massM , the flux–saturated characteris-
tic speed c, and the chemoattractant sensitivity constant a. We characterize
the length of the support, ℓ(t), by means of the following function of time:
ℓ(t) = ℓ(0) + (2c− aM)t. In particular, if M > 2ca , there exists a possible
blow–up time T ∗ =
ℓ(0)
aM − 2c
at which the solution could be concentrated
on a Dirac mass with mass M ; this time T ∗ is sharp in the case where
the solution is not continuous, i.e. the ends of the solution support do not
touch to zero. In the opposite case M < 2ca , the support of the solution
grows indefinitely over time. Also, we prove in Section 3 that the velocity of
distribution of the mass around the center of the support is given in terms
of the mean first moment of the solution. These results are summarized in
Section 3.
(3) Traveling waves: We show that there are bounded traveling wave profiles
both continuous and singular with jump discontinuities at the boundaries
of the support of the solution, of the type u(t, x) = u(x − σt), where u
has support in [ξ−, ξ+]. Then, we prove that the traveling wave speed is
described in terms of the flux–saturated velocity c, the chemoattractant
sensitivity constant a and the mean first moment of u
u¯ =
1
ℓ(0)
∫ ξ+
ξ−
s u(s) ds,
as follows µ¯ = ξ+Mℓ(0) − u¯. Since the support of the solutions are assumed
compact and the mass is finite, the shape of the patterns here are more of
solitonic type. The analysis of these results are the aim of Section 4.
Related to these results, although with different techniques, the following Keller–
Segel initial–boundary value problem was analyzed in [9, 10]:
∂u
∂t
=
∂
∂x

 |u|∂u∂x√
u2 +
∣∣∂u
∂x
∣∣2

− a ∂
∂x

 |u|∂S∂x√
1 +
∣∣∂S
∂x
∣∣2

 ,
∂2S
∂x2
= u− µ, µ =
1
|Ω|
∫
Ω
u0(x)dx,
with no–flux boundary conditions in balls Ω. It was proved that the solutions are
global and bounded if m < mc, where mc =
(
a2 − 1
)−1/2
if a > 1, and mc = +∞
if a ≤ 1.
As a final remark, we would like to point out that the results can be extended
to a broader context, particularly if the influence of the chemoattractant is given
through a mean curvature type operator as in (4) or by the extended equation for
the chemoattractant as established in the following remark.
Remark 1.2. In (5) we have considered a simplified equation for the chemoattrac-
tant, but our analysis can be extended to a more general class
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type
δ
∂S
∂t
=
∂2S
∂x2
+ bu− γS, x ∈ R, t > 0,
being b, δ and γ positive constants. For instance, the change of variable W =
e−(γ/δ)tS transforms the system (5) into

∂u
∂t
=
∂
∂x
(
uΦ
(
um−1
∂u
∂x
)
− ae(γ/δ)t
∂W
∂x
u
)
,
δ
∂W
∂t
=
∂2W
∂x2
+ be−(γ/δ)tu,
x ∈ R, t > 0.
The choice b = 1 and the formal limits δ ≪ 1 and γ/δ ≪ 1 allow to consider (5).
2. The dual problem
Let us assume that we are in the context of existence and uniqueness of entropic
solutions given by Theorem 4.9 in Section 3, i.e. for any initial datum 0 ≤ u0 ∈
L1(Rd) ∩ L∞(Rd) there exists T d > 0 and a unique entropy solution u of (5) in
QTd = (0, T
d)× Rd such that u(0) = u0. The index
d refers to the dual problem.
The idea of this section is to analyze the regularity of solutions via an auxiliary
dual problem by using a transformation called “the mass coordinate” of Lagrange
[45]. This dual problem has some regularity properties that are typical of uniformly
elliptic operators of second order. Lagrange transformations of this type are of
relevance in dealing with free boundary problems for nonlinear parabolic PDEs
because the support transforms into a known domain, see [33, 45] for references.
This change of variables was applied previously in [14, 16, 19].
Let (u, S) be a solution of the system (5) such that u(t, x) ≥ 0. Define M :=∫
R
u(0, x) dx, which is a constant of motion, and consider ϕ : [0,+∞)× (0,M)→ R
given by
(6)
∫ ϕ(t,η)
−∞
u(t, x) dx = η, η ∈ (0,M).
Taking derivatives with respect to t in (6), and using the first equation in (5),
we deduce
0 = u(t, ϕ(t, η))
∂ϕ
∂t
(t, η) +
∫ ϕ(t,η)
−∞
∂u
∂t
(t, x) dx
= u(t, ϕ(t, η))
∂ϕ
∂t
(t, η) +
∫ ϕ(t,η)
−∞
∂
∂x
[
uΦ(um−1
∂u
∂x
)− a
(
∂S
∂x
u
)]
dx
= u(t, ϕ(t, η))
[
∂ϕ
∂t
(t, η) + Φ(um−1(t, ϕ(t, η))
∂u
∂x
(t, ϕ(t, η)) − a
∂S
∂x
(t, ϕ(t, η))
]
.
Therefore, as long as u(t, ϕ(t, η)) > 0 is satisfied, we have
(7)
∂ϕ
∂t
((t, η)) + Φ(um−1(t, ϕ(t, η))
∂u
∂x
(t, ϕ(t, η)) = a
∂S
∂x
(t, ϕ(t, η)).
Now, taking derivatives in (6) with respect to η, we find
u(t, ϕ(t, η))
∂ϕ
∂η
(t, η) = 1.
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Setting ∂ϕ∂η (t, η) = v(t, η) and using the previous equality, we obtain v(t, η) =
(u(t, ϕ(t, η)))−1, as long as u(t, ϕ(t, η)) > 0. Then, in this context we have
∂v
∂η
(t, η) = −
∂u
∂x
(t, ϕ(t, η))
∂ϕ
∂η
(t, η)(u(t, ϕ(t, η)))−2 = −
∂u
∂x
(t, ϕ(t, η))(v(t, η))3 ,
namely, ∂u∂x (t, ϕ(t, η)) = −
∂v
∂η (t, η)(v(t, η))
−3.
Substituting in (7) and differentiating with respect to η, we find
∂v
∂t
(t, η) +
∂
∂η
[
Φ(−
∂v
∂η
(t, η)(v(t, η))−2−m)
]
= a
∂2S
∂x2
(t, ϕ(t, η))v(t, η).
Taking into account the second equation in (5) and the even character of Φ, it can
be checked that v(t, η) satisfies
(8)
∂v
∂t
=
∂
∂η
[
Φ
(
∂v
∂η
v2+m
)]
− a, t > 0, η ∈ (0,M).
We are looking for solutions of (8) such that
(9) Φ
(
∂v
∂η (t, 0)
v2+m(t, 0)
)
= −c, Φ
(
∂v
∂η (t,M)
v2+m(t,M)
)
= c, t > 0.
Theorem 2.1. Let v0 ∈ W
1,∞(0,M), such that v0 ≥ σ1 > 0. Then, there exist
T d with 0 < T d < +∞, and a regular solution v of (8) with initial datum v(0, η) =
v0(η), which is defined in (0, T
d)× (0,M) and verifies the boundary conditions (9).
Proof. Let ε > 0 and T > 0 be fixed. We first consider the following approximate
problem:
(10)
∂v
∂t
=
∂
∂η
[
Φ
(
∂v
∂η
v2+m
)]
− a+ ε
∂2v
∂η2
, t ∈ (0, T ), η ∈ (0,M),
(11) Φ
(
∂v
∂η (t, η)
v2+m(t, η)
)
+ ε
∂v
∂η
(t, η) = (−1)1−
η
M (c− εκ), η ∈ {0,M}, t ∈ (0, T ).
with κ > 0 to be determined.
Then, we proceed in several steps:
Step 1: L∞ bounds independent of ε. For every ε > 0 we define
h(η) :=
1
A
(
G(Aη − c+ ελ)−G(c− ελ)
)
,
with A = 2(c−ε
λ)
M , and λ > 0 to be chosen. Hypotheses (H1) y (H2) imply that
h ∈ C3[0,M ] is symmetric with respect to η =M/2, h(0) = 0, and
h(η) ≥ h(M/2) =
−1
A
G(c− ελ)→
−MG(c)
2c
, as ε→ 0.
Therefore, h(η) > −MG(c)c , η ∈ [0,M ], as ε is small enough.
We are going to build a super-solution of (10)-(11) in the form
V (t, η) = B(t) + h(η),
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being B(t) a strictly increasing function to be determined, with
B(0) max
{
MG(c)
c
, ‖v0‖∞
}
.
As a consequence of Remark 1.1, we have
(12)
∣∣∣∣∂V∂η (t, η)
∣∣∣∣ = |h′(η)| = |g(Aη − c+ ελ)| ≤ g(c− ελ) ≤ C1ε(−β+1)λ,
and
(13)
∣∣∣∣∂2V∂η2 (t, η)
∣∣∣∣ = |h′′(η)| = Ag′(Aη − c+ ελ) ≤ C2ε−βλ,
as ε is small enough, for all t > 0 and η ∈ (0,M), where for convenience we have
put β = α+1α from now on. This yields to∣∣∣∣ε∂2V∂η2 (t, η)
∣∣∣∣→ 0, as ε→ 0,
provided that λ < 1β . In particular, it follows
∣∣∣ε∂2V∂η2 (t, η)∣∣∣ ≤ C3, t > 0, η ∈ (0,M).
On the other hand, we have
∂
∂η
(
Φ
(
∂V
∂η
V
2+m
))
= Φ′
(
h′
V
2+m
)[
h′′
V
2+m −
(2 +m)(h′)2
V
3+m
]
.
Since Φ′ and V are both positive functions, we deduce
(14)
∂
∂η
(
Φ
(
∂V
∂η
V
2+m
))
≤ Φ′
(
h′
V
2+m
)
h′′
V
2+m ≤ C4,
where we have used h′′(η) = Ag′(Aη − c+ ελ) = A
Φ′(g(Aη−c+ελ)
. This implies
Φ′
(
h′
V
2+m
)
h′′
V
2+m =
A
V
2+m
Φ′
(
g(Aη − c+ ελ)/V
2+m
)
Φ′(g(Aη − c+ ελ)
,
and V > σ1.
Then, as a consequence of (13) and (14), and choosing λ < 1β , we find
∂
∂η
(
Φ
(
∂V
∂η
V
2+m
))
− a+ ε
∂2V
∂η2
≤ C5, t > 0, η ∈ (0,M),
as ε is small enough. Now, we choose B(t) = C5t+B(0) in such a way that V (t, η)
verifies
∂V
∂t
≥
∂
∂η
(
Φ
(
∂V
∂η
V
2+m
))
− a+ ε
∂2V
∂η2
, t > 0, η ∈ (0,M).
Furthermore, we have
Φ
(
∂V
∂η
V
2+m
)
+ ε
∂V
∂η
∣∣∣∣
η=0
= Φ
(
−g(c− ελ)
B(t)2+m
)
− εg(c− ελ).
As a consequence of (H1) and (H2), there exists K > 0 such that
(15) Φ(u) ≥ c−K/u, u > 0.
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Therefore, fixing T > 0 the following estimate
Φ
(
∂V
∂η
V
2+m
)
+ ε
∂V
∂η
∣∣∣∣
η=0
≤ −c+K
B(t)2+m
g(c− ελ)
− εg(c− ελ)
≤ −c+ C6ε
λ(β−1) − C7ε
1−λ(β−1),
holds, for all t ∈ [0, T ]. It is enough to choose λ < 23 (β − 1) and set κ =
λ
2 (β − 1)
in order to obtain
Φ
(
∂V
∂η
V
2+m
)
+ ε
∂V
∂η
∣∣∣∣
η=0
≤ −c+ εκ, t ∈ [0, T ].
Analogously, we also have
Φ
(
∂V
∂η
V
2+m
)
+ ε
∂V
∂η
|η=M≥ c− ε
κ, t ∈ [0, T ].
In conclusion, the function V (t, η) is a super-solution of (10)–(11) in [0, T ] ×
(0,M), T > 0, as long as λ < min{α+1α ,
2
3α}.
It is clear that the function V (t) = σ1 − at is a sub-solution, which is positive in
[0, T d), with T d = σ1/a.
In particular, if v is a solution of (10)–(11) with v(0, η) = v0(η), then, fixing
0 < T < T d, we have
0 < σ1 − aT ≤ V (t) ≤ v(t, η) ≤ V (t, η), t ∈ [0, T ], η ∈ (0,M).
Step 2: L1 bounds of ∂v
p
∂η independent of ε. Integrating (10) and using the boundary
conditions (11), we obtain
(16)
∫ M
0
v(t, η) dη =
∫ M
0
v(0, η) dη − aMt+ 2(c− εκ)t.
Therefore, taking into account the estimates obtained in the previous step, we
deduce that v(t, ·) ∈ Lp(0,M), for any 1 ≤ p ≤ ∞ and t ≥ 0. On the other hand,
fixing p ≥ 1 and t > 0, multiplying (10) by vp and integrating in (0, t)× (0,M), it
follows∫ t
0
∫ M
0
Φ
(
∂v
∂η
v2+m
)
∂vp
∂η
dη dt + εp
∫ t
0
∫ M
0
vp−1
(
∂v
∂η
)2
dη dt
=
1
p+ 1
∫ M
0
(
vp+1(0, η)− vp+1(t, η)
)
dη
+ (c− εκ)
∫ t
0
(vp(s, 0) + vp(s,M)) ds− aMt.
Using (15), the following lower bound∫ t
0
∫ M
0
Φ
(
∂v
∂η
v2+m
)
∂vp
∂η
dη dt ≥ c
∫ t
0
∫ M
0
∣∣∣∣∂vp∂η
∣∣∣∣ dη dt−Kp
∫ t
0
∫ M
0
vp+m+1 dη dt,
holds, and as a consequence we have
(17)
∫ t
0
∫ M
0
∣∣∣∣∂vp∂η
∣∣∣∣ dη dt ≤ C(t, p), for all p ∈ [1,∞), and t ≥ 0.
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Step 3: Existence of regular solutions to the Cauchy problem. As a consequence of
the a priori estimates obtained in Step 1, we can use the regular flux
aT (v,
∂v
∂η
) := Φ
(
∂v
∂η
sup{σ1 − aT, v2+m}
)
,
for a fixed 0 < T < T d, in order to prove the existence of regular solutions of
(10)–(11) in [0, T ]× (0,M) following classical results, for instance Theorem 13.24
in [41]. We remark that the initial condition v0 has to be modified if it does not
check the compatibility conditions (11). To make this modification we will use the
following result.
Lemma 2.2. Let δ0 ∈ (0,M) fixed. Then, there exists ε˜ ∈ (0, δ0) such that the
following estimates
Φ
(
B(ε)
[v0(0)]2+m
)
+ εB(ε) > c− εκ,
Φ
(
B(ε)
[v0(δ0) + δ0B(ε)]2+m
)
+ εB(ε) < c− εκ,
hold for 0 < ε < ε˜, and B(ε) := c−ε
κ
2ε .
Proof. It is enough to observe that B(ε)→ +∞ as ε→ 0.
As a consequence, for each ε < ε˜, there exists δ(ε) ≤ δ0 such that
(18) Φ
(
B(ε)
[v0(δ) + δB(ε)]2+m
)
+ εB(ε) = c− εκ.
The function
v0,ε(η) :=
{
v0(δ) +B(ε)(δ − η), η ∈ [0, δ],
v0(η), η ∈ (δ,M ],
fulfills the boundary condition (11) in η = 0. A similar construction allows modi-
fying the initial condition v0 so that v0,ε verifies (11) in ∂(0,M) and
sup
0<ε<ε˜
ε‖v′0,ε‖∞ <∞.
Denoting vε the solution of (10)-(11) that meets the initial condition vε(0, η) =
v0,ε(η), we deduce that vε has first Ho¨lder–continuous derivatives up to the bound-
ary. In addition, setting g = vεηη, vεt, we have
sup
η1 6=η2
{
min(d((t, η1),P), d((s, η2),P))
1−ν |g(t, η1)− g(s, η2)|
(|t− s|+ |η1 − η2|2)
γ
2
}
<∞,
for some ν, γ > 0, where P is the parabolic boundary of (0, T )× (0,M) and d(·,P)
is the distance to P . On the other hand, by classical interior regularity results (see
[43], Chapter V, Theorem 3.1), the solution is infinitely smooth in the interior of
the domain. Here, the smoothness bounds depend on ε.
Step 4: An ε–uniform Lipschitz estimate for vε. For simplicity, let us write v
instead of vε. Given a regular, non-negative test function ϕ with compact support
contained in (0,M), we define
ω =
1
2
(
∂v
∂η
)2
ϕ2.
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Taking into account that v solves (10), it follows
∂ω
∂t
=
∂v
∂η
ϕ2



Φ′
(
∂v
∂η
v2+m
) ∂
2v
∂η2
v2+m
−
(2 +m)
(
∂v
∂η
)2
v3+m




η
+ ε
∂3v
∂η3


=
∂v
∂η
ϕ2
{
Φ′′
(
∂v
∂η
v2+m
) ∂
2v
∂η2
v2+m
−
(2 +m)
(
∂v
∂η
)2
v3+m


2}
+
∂v
∂η
ϕ2
{
Φ′
(
∂v
∂η
v2+m
) ∂
3v
∂η3
v2+m
−
3(2 +m)∂
2v
∂η2
∂v
∂η
v3+m
+
(2 +m)(3 +m)
(
∂v
∂η
)3
v4+m


+ ε
∂3v
∂η3
}
.
Since sΦ′′(s) < 0, the first term of the right–hand side is negative and, therefore,
we deduce
∂ω
∂t
≤
∂v
∂η
ϕ2Φ′
(
∂v
∂η
v2+m
) ∂
3v
∂η3
v2+m
−
3(2 +m)∂
2v
∂η2
∂v
∂η
v3+m
+
(2 +m)(3 +m)
(
∂v
∂η
)3
v4+m


+
∂v
∂η
ϕ2ε
∂3v
∂η3
.
On the other hand, we have
∂ω
∂η
=
∂v
∂η
∂2v
∂η2
ϕ2 +
(
∂v
∂η
)2
ϕϕ′,
∂2ω
∂η2
=
(
∂2v
∂η2
)2
ϕ2 +
∂v
∂η
∂3v
∂η3
ϕ2 + 4
∂v
∂η
∂2v
∂η2
ϕϕ′ +
(
∂v
∂η
)2
ϕ′2 +
(
∂v
∂η
)2
ϕϕ′′.
In particular, we find
∂v
∂η
∂2v
∂η2
ϕ2 =
∂ω
∂η
−
(
∂v
∂η
)2
ϕϕη ≤
∂ω
∂η
+ ω +
1
2
(
∂v
∂η
)2
ϕ′2,
∂v
∂η
∂3v
∂η3
ϕ2 =
∂2ω
∂η2
−
(
∂2v
∂η2
)2
ϕ2 − 4
∂v
∂η
∂2v
∂η2
ϕϕ′ −
(
∂v
∂η
)2
ϕ′2 +
(
∂v
∂η
)2
ϕϕ′′
≤
∂2ω
∂η2
−
(
∂2v
∂η2
)2
ϕ2 + 4
(
∂v
∂η
)2
ϕ′2 +
∂2v
∂η2
2
ϕ2
−
(
∂v
∂η
)2
ϕ′2 +
(
∂v
∂η
)2
ϕϕ′′
≤
∂2ω
∂η2
+ ω +
(
∂v
∂η
)2 (
3ϕ′2 + ϕ′′2
)
.
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Then, combining the above inequalities and taking into account that Φ′(s) and v
are positive functions, we deduce
(19)
∂ω
∂t
≤ A(t, η)
∂2ω
∂η2
+B(t, η)
∂ω
∂η
+ C(t, η)ω + f(t, η),
with
A(t, η) =
1
v2+m
Φ′
(
∂v
∂η
v2+m
)
+ ε,
B(t, η) =
3(2 +m)|∂v∂η |
v3+m
Φ′
(
∂v
∂η
v2+m
)
,
C(t, η) = A(t, η) +B(t, η) +
2(2 +m)(3 +m)
(
∂v
∂η
)2
v4+m
Φ′
(
∂v
∂η
v2+m
)
,
f(t, η) =
(
∂v
∂η
)2(
A(t, η)
(
3ϕ′2 +
1
2
ϕ′′2
)
+
1
2
B(t, η)ϕ′2
)
.
As a consequence of Step 1 and the hypotheses on Φ, which in particular imply that
Φ′(s)s2 is bounded, it is easily deduced that the functions A,B and C are bounded
independently of ε, and A, and therefore also C, are strictly positive.
The term A
(
∂v
∂η
)3
Φ′
(
∂v
∂η
v2+m
)
that appears in the definition of f is bounded
because β ≤ 3/2, since α ≥ 2 due to (H2), and Φ
′(s)s3 is bounded. We need to
find an estimate of ε
(
∂v
∂η
)2
independent of ε. To this aim, if we put ϕ = 1 in (19),
we get inside of (0,M)
∂ω
∂t
≤ A(t, η)
∂2ω
∂η2
+B(t, η)
∂ω
∂η
+ C(t, η)ω.
On the other hand, taking into account the boundary conditions (11), there
follows
c
∣∣∣∣∂v∂η
∣∣∣∣− v2+m + ε
(
∂v
∂η
)2
≤ Φ′
(
∂v
∂η
v2+m
) ∣∣∣∣∂v∂η
∣∣∣∣+ ε
(
∂v
∂η
)2
≤ (c− εκ)
∣∣∣∣∂v∂η
∣∣∣∣ .
Hence, ε
(
∂v
∂η
)2
(t, ·) ≤ v2+m(t, ·) and consequently
εω(t, ·) ≤ C, on (0, T d)× ∂(0,M).
Then, the maximum principle shows that
(20) ε
∥∥∥∥∂v∂η (t, ·)
∥∥∥∥
2
L∞(0,M)
≤ C˜, in (0, T d)× (0,M),
where C˜ is a constant independent of ε. Therefore, we can deduce uniform bounds
for f(t, η) independent of ε in (0, T )× (0,M), for any 0 < T < T d.
We have obtained local Lipschitz bounds on ∂v∂η which are uniform in ε and hold
for t ∈ (0, T d).
Step 5: Conclusion. The smoothness results stated in Step 3 and the local uniform
bounds on the gradient shown in Step 4 allow us to apply the classical interior
regularity results in [43] in order to show uniform–in–ε interior bounds for any
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space and time derivative of vε. A process of passage to the limit similar to that
made in [14, 16, 19] concludes the proof. 
In order to simplify the notation from now on we consider T = T d in both dual
and original problems.
Remark 2.3. Let us comment some estimations obtained on the last proof, whose
validity is independent of ε and will be useful in the next section. The limit as
ε→ 0 in (16) leads to
(21)
∫ M
0
v(t, η) dη =
∫ M
0
v0(η) dη + (2c− aM)t.
On the other hand choosing p = 1 and t = T d in (17) we have
(22)
∫ Td
0
∫ M
0
∣∣∣∣∂v∂η (t, η)
∣∣∣∣ dη dt <∞.
3. Rankine–Hugoniot jump conditions and possible blow–up
Admissible bounded solutions develop and transport jump discontinuities, but
the structure of the singularities that a solution may eventually display is strongly
restricted and is characterized by having a vertical profile that moves according
to a Rankine–Hugoniot law. The Rankine–Hugoniot condition roughly says that
singularity moves at speed
(23) V (t) =
F(t, x+)−F(t, x−)
u(t, x+)− u(t, x−)
,
where F denotes the flux associated with the problem under consideration and u
is the density. Here, the flux–saturated equations (including those of porous media
type) are not much different from scalar conservation laws.
On the other hand, the jump discontinuities fulfilling the Rankine–Hugoniot con-
ditions can either spread out or move towards a concentration of the mass depending
on the constants of the system: the total mass, the flux–saturated characteristic
speed c, and the chemoattractant sensitivity constant a. If u stops being bounded
in L∞ we will say that a blow-up has occurred.
We are going to specify these concepts, in particular distributional and entropy
solutions, in our specific case.
3.1. Distributional framework and moving fronts. Given an initial datum
u0 ∈ L
∞(R) with compact support, we intend to give a solution to the Cauchy prob-
lem meaning for the differential equation (5) defined in QT , with QT =]0, T [×R, for
some T > 0. We restrict ourselves to solutions with only two propagation fronts,
that is, we are going to characterize two functions σ+, σ− ∈ C
1([0, T ]), σ−(t) <
σ+(t), 0 ≤ t ≤ T , and a solution u : QT → R
+ such that u(t, ·) ∈ L∞(R), and
u(t, x) = 0 if x /∈ [σ−(t), σ+(t)], a.e. t ∈]0, T [. Note that S : QT → R is being built
from u. That is, since u(t, ·) ∈ Lp(R) for every p ∈]1,+∞[ and a.e. t ∈]0, T [, then
it is possible to determine S(t, ·) ∈W 2,p(R) by solving
(24) − Sxx = u(t, x), x ∈ R, |S| → 0, as |x| → ∞.
Once S is known we give a distributional sense to (5) by imposing
(25)
∫ T
0
∫
R
u
∂ψ
∂t
dx dt−
∫ T
0
∫
R
u
[
Φ
(
um−1
∂u
∂x
)
− aSx
]
∂ψ
∂x
dx dt = 0,
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for all ψ ∈ C10 (QT ). When t = 0 belongs to the support of ψ, we also recover the
initial datum in the distributional formulation (25). The integrals in (25) make
sense if
(26)
∫ T
0
∫
R
∣∣∣∣∂u∂x(t, x)
∣∣∣∣ dxdt <∞.
Also, we have u(t, ·) ∈W 1,1(σ−(t), σ+(t)), a.e. t ∈]0, T [.
Remark 3.1. Note that
∫
R
∣∣∂u
∂x (t, x)
∣∣ dx < ∞, a.e. t ∈]0, T [, can be seen as the
measure of the variation of the absolutely continuos part of Dxu in the sense of dis-
tributions, for u(t, ·). The singular part can be written as u(t, σ−(t))
++u(t, σ+(t))
−,
which makes sense since W 1,1(σ−(t), σ+(t)) ⊂ C
0([σ−(t), σ+(t)]). Then, u ∈
L1(0, T ; BV (R)).
As usual,
Σ = {(t, x) ∈ QT : x = σ±(t)}
denotes the singular set (points of discontinuity) of u. Let us prove the following
result
Theorem 3.2. Let (ξ−, ξ+) an open interval and u0 ∈ W
1,∞(ξ−, ξ+) such that
inf
(ξ−,ξ+)
u0(x) > 0. There exists a time T > 0 and a distributional solution u of (5)
with two fronts defined in QT , which satisfies
u ∈ C2 (QT \ Σ) ∩ C
0
(
QT \ Σ
)
and
u(0, x) =
{
u0(x), if x ∈ (ξ−, ξ+),
0, otherwise.
Proof. Let v0 : [0,M ]→ (0,∞) be defined by v0 =
d
dηϕ0, where∫ ϕ0(η)
ξ−
u0(s) ds = η,
then v0 ∈ W
1,∞(0,M). Using Theorem 2.1 we can construct a solution v(t, η) of
the dual problem (8), defined on [0, T ]× [0,M ], where M =
∫ ξ+
ξ−
u0(x)dx.
Now we are going to define σ+, σ− : [0, T ] → R and ϕ : [0, T ] × [0,M ] → R
such that ϕ(t, 0) = σ−(t) and ϕ(t,M) = σ+(t) in order to determine the solution u
solving ∫ ϕ(t,η)
σ−(t)
u(t, s) ds = η.
Using (21) we obtain
σ+(t)− σ−(t) =
∫ M
0
∂ϕ
∂η
(t, s) ds =
∫ M
0
v(t, s) ds =
∫ M
0
v0(s) ds+ (2c− aM)t.
Note that
∫ M
0
v0(s) ds =
∫ M
0
d
dη
ϕ0(s)ds = ξ+ − ξ−. Thus, we find a first relation
between the evolution of both fronts
(27) σ+(t)− σ−(t) = ξ+ − ξ− + (2c− aM)t.
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We remark that ϕ0 is known, but ϕ(t, η) = σ−(t)+
∫ η
0
v(t, s)ds, will not be known
until we define σ− or σ+.
A new function has to be defined in order to compute σ+, σ−, which can be
obtained by integrating the second equation of (5). First, we define
(28) µ(t, x) =
∫ x
σ−(t)
u(t, s) ds.
Thus, we have
(29) −
∂S
∂x
(t, x) = µ(t, x)− µ¯(t),
where
(30) µ¯(t) =
1
σ+(t)− σ−(t)
∫ σ+(t)
σ−(t)
µ(t, s) ds.
Using the change of variable s = ϕ(t, η) in (30) we infer
µ¯(t) =
∫ M
0
µ(t, ϕ(t, η))v(t, η)dη
σ+(t)− σ−(t)
=
∫ M
0
ηv(t, η)dη
ξ+ − ξ− + (2c− aM)t
,(31)
which allows us to define µ¯ in terms of the dual solution, and thus deduce that µ¯
is continuous.
Finally, we compute σ+, σ− by solving
(32)
{
σ′−(t) = −c+ aµ¯(t), σ+(0) = ξ+,
σ′+(t) = c− a(M − µ¯(t)), σ−(0) = ξ−.
Thus, we obtain two C1 functions.
Let us give a short explanation of how this expression was obtained. As usual,
the propagation of singularities is always due to a saturation of the flux. This leads
to
(33)
∂u
∂x
(t, σ−(t)) = +∞, and
∂u
∂x
(t, σ+(t)) = −∞.
Note that although u is bounded, this does not prevent its derivatives from being
limited. Inserting (29) into equation (25) and taking into account that we are
dealing with a classical solution of
∂u
∂t
=
∂
∂x
(
uΦ
(
um−1
∂u
∂x
)
− a(µ− µ¯)u
)
out of the singular set Σ, we get∑
{+,−}
±
∫ T
0
[
Φ
(
um−1± (t)
∂u±
∂x
(t)
)
+ a(µ±(t)− µ¯(t))− σ
′
±(t)
]
u±(t)ψ±(t)dt = 0,
fo every ψ ∈ C10 (]0, T [×R), where u±(t) = u(t, σ±(t)
∓), ∂u±∂x (t) =
∂u
∂x (t, σ±(t)
∓),
µ±(t) = µ(t, σ±(t)), and ψ±(t) = ψ(t, σ±(t)).
Now, using that u(t, σ−(t)
+) = v(t, 0) > 0, u(t, σ+(t)
−) = v(t,M) > 0 and
choosing test functions ψ supported around one of the branches of Σ, we find
Φ
(
um−1± (t)
∂u±
∂x
(t)
)
+ a(µ±(t)− µ¯(t))− σ
′
±(t) = 0, a.e. t ∈]0, T [.
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Combining (28), µ(t, σ−(t)) = 0, µ(t, σ+(t)) =M and (33), yields
c− aµ¯(t)− σ′−(t) = 0,
−c+ a(M − µ¯(t)) − σ′+(t) = 0,
which gives the motivation for (32).
Once we know σ+, σ− and ϕ, we define the solution u(t, x) in the following way:
solve x = ϕ(t, η) and obtain ϕ−1t : [σ−(t), σ+(t)]→ [0,M ], then define
u(t, x) =


1
v(t, ϕ−1t (x))
, if x ∈ [σ−(t), σ+(t)],
0, otherwise.
This can be done because ∂ϕ∂η (t, η) = v(t, η) > 0. Now, in order to prove (26) we
perform the change of variables x = ϕ(t, η) and obtain∫ T
0
∫
R
∣∣∣∣∂u∂x(t, x)
∣∣∣∣ dxdt =
∫ T
0
∫ σ+(t)
σ−(t)
∣∣∣∣∂u∂x(t, x)
∣∣∣∣ dxdt
=
∫ T
0
∫ M
0
∣∣∣∣∂v∂η (t, η)
∣∣∣∣ 1v2(t, η)dηdt <∞,
where we have used (22) to prove that last integral is finite.
We have u ∈ C0
(
QT \ Σ
)
, but studying the regularity properties of the solutions
requires that ϕ = ϕ(t, η) ∈ C2(]0, T [×]0,M [). First, let us observe that
∂
∂t
∫ η
0
v(t, δ)dδ = Φ
(
vη(t, η)
v2+m(t, η)
)
− c− aη.
Therefore, ϕt ∈ C
0((0, T )× [0,M ]), and
d
dt
∫ M
0
ηv(t, η)dη
is well–defined, which can be deduced from the following computation∫ M
0
ηvt(t, η)dη =
∫ M
0
η
(
Φ
(
vη(t, η)
v2+m(t, η)
))
η
dη − a
M2
2
= Mc−
∫ M
0
ηΦ
(
vη(t, η)
v2+m(t, η)
)
dη − a
M2
2
.
Then, t → µ(t) given by (31) is a C1 function. This completes the regularity of ϕ
because the other derivatives can be computed in the same way. This implies that
u ∈ C0
(
QT \ Σ
)
, which is the key tool to verify (25). 
3.2. Dynamics of the support and possible concentrations. To understand
the dynamics of the support and the possible concentration towards a Dirac mass
we are going to make some precisions. Denote ℓ(t) = σ+(t) − σ−(t) the length of
the support, where ℓ(0) = ξ+ − ξ−. Then ℓ
′(t) = 2c − aM , which raises various
possibilities. In the case M < 2ca the solution spreads out and expands and we
can think in behaviors of the type
∫
J
u(t, x)dx → 0 as t → +∞ for every compact
interval J , or the convergence towards a continuous traveling wave as those studied
in the next Section. We can not rule out other possibilities: we know that the
solution is bounded before T ∗, but not in a possible continuation in time of this
solution; neither can we elucidate about the eventual rupture of the geometry of the
solution giving rise to a different phenomenology. In the case M > 2ca the solution
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concentrates on smaller and smaller supports and it can be conjectured that in
T ∗ = ℓ(0)aM−2c (formal solution of ℓ(t) = 0) the solution is concentrated in a Dirac
delta. It is possible that, when the solution becomes zero at the ends of its support,
this concentration process leading to the Dirac mass will slow down. Finally, the
case M = 2ca the support of the solution has a fixed length, but in a continuation
in time of the solution, none of the previous possibilities can be discarded.
It is also possible a lateral movement of the support. To see this, we consider
the evolution of the central point of the support interval
σc(t) =
σ+(t) + σ−(t)
2
.
Using the formulas above, it follows that
σ′c(t) = a(2µ¯(t)−M),
which is related to the distribution of the mass in the interval that defines the
support of u. To clarify this, let us define the center of mass associated with u
m(t) =
1
M
∫ σ+(t)
σ−(t)
s u(t, s) ds.
Then, after an integration by parts we find
Mm(t) =Mσ+(t)− (σ+(t)− σ−(t))µ¯(t),
from which we deduce
σ′c(t) =
aM
2(σ+(t)− σ−(t))
(σc(t)−m(t)) .
This implies that if the mass is concentrated at one end of its support, then the
solution will move to the other one.
4. Traveling waves
In this section, we look for solutions of (5) in the form u(t, x) = υ(x−σt), being
υ : R → R a function with compact support [ξ−, ξ+], such that υ(ξ) > 0, ξ ∈
[ξ−, ξ+]. In this case, the support of u(t, ·), given by [σ−(t), σ+(t)], satisfies
σ−(t) = ξ− + σt, σ+(t) = ξ+ + σt,
and the function
µ(t, x) =
∫ x
−∞
u(t, s) ds =
∫ x
ξ−+σt
υ(s− σt) ds = κ(x − σt),
where κ : R→ R is definded as κ(ξ) =
∫ ξ
ξ−
υ(s) ds.
It is easy to check that µ(t) = κ¯ + σt, with
κ¯ =
1
ξ+ − ξ−
(
ξ+M −
∫ ξ+
ξ−
sυ(s) ds
)
,
with M =
∫ ξ+
ξ−
υ(s) ds. Inserting into the first equation of (5) the profile of the
traveling wave, we find
(34) − συ′ =
(
υΦ(υm−1υ′) + a(κ¯ − κ)υ
)′
, ξ ∈ (ξ−, ξ+),
or equivalently
(35) υ
(
Φ(υm−1υ′) + a(κ¯ − κ) + σ
)
= K, with K ∈ R.
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Let us now analyze the different possibilities of the profile attending to its con-
tinuity and behavior at the ends of its support.
Case 1: Continuous profile on the right. We are looking for a profile fulfilling
u(ξ+) = 0. In this framework, we have that the constant K takes the value K = 0
and
Φ(υm−1υ′) = −a(κ¯ − κ)− σ, ξ ∈ (ξ−, ξ+).
Therefore, for a profile of these characteristics to exist, it is necessary that
−a(κ¯ − κ)− σ ∈ [−c, c], ξ ∈ (ξ−, ξ+).
Since [µ(ξ−, t), µ(ξ+, t)] = [0,M ], we deduce that
(36) aκ¯ − c ≤ σ ≤ c+ a(κ¯ −M).
From this sequence of inequalities we have
(37) M ≤
2c
a
.
Choosing M such that fits (37) and taking σ verifying (36), the traveling wave
profile υ must satisfy the following equation
(38)
{
υm−1υ′ = −g(a(κ − κ¯) + σ),
κ
′ = υ.
Since u(ξ) > 0, ξ ∈ (ξ−, ξ+), the function U(κ) = υ(ξ(κ)) verifies
Um
dU
dκ
= −g(a(κ − κ¯) + σ), κ ∈ (0,M), U(M) = 0.
Integrating this equation, we obtain
a
m+ 1
(U(κ))m+1 = G(a(M − κ¯) + σ)−G(a(κ − κ¯) + σ) := H(U),
where G(u) =
∫ u
0
g(s) ds, as previously defined.
The function H(κ) is well–defined in [0,M ] and verifies H(M) = 0. In order to
have H(κ) > 0, κ ∈ (0,M), the following conditions are required:
• σ ≥ a(κ¯ −M), which yields H ′(M) ≤ 0,
• κ∗ = sup{κ < M : H(κ) = 0} ≤ 0.
It is a simple matter to check that κ∗ = 2κ¯−M − 2σ/a. Therefore, κ∗ ≤ 0 only if
(39) σ ≥ a
(
κ¯ −
M
2
)
> a (κ¯ −M) .
But if (37) is verified, then a(κ¯− M2 ) ≥ aκ¯− c holds. We have proved the following
result.
Lemma 4.1. Let M > 0 verifying (37) and 0 < κ¯ < M , and let σ be such that
(40) a
(
κ¯ −
M
2
)
≤ σ ≤ c+ a(κ¯ −M).
Then, the functions
(41)
υ(ξ) :=
[
m+ 1
a
(G(a(M − κ¯) + σ)−G(a(κ(ξ) − κ¯) + σ))
]1/(m+1)
,
κ(ξ) =
∫ ξ
ξ−
υ(τ) dτ,
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which are defined in the interval [ξ−, ξ+], are solutions of (38) in (ξ−, ξ+) and
υ(ξ+) = 0, κ(ξ+) =M hold.
Remark 4.2. It is easy to verify that under the hypotheses of Lemma 4.1, we have
υ′(ξ+) = −∞. In addition, υ(ξ) > 0, ξ ∈ (ξ−, ξ+), and υ(ξ−) = 0 if and only if
σ = a
(
κ¯ − M2
)
. In this case, we find υ′(ξ−) = +∞.
As a consequence of this Lemma we have
Theorem 4.3. Assume (37) and take σ = a
(
κ¯ − M2
)
. Then, there exists υ :
[ξ−, ξ+] → R so that u(t, x) = υ(x − σt) provides a continuous entropy solution of
(5).
Remark 4.4. When a
(
κ¯ − M2
)
< σ ≤ c+ a(κ¯−M), the functions defined in (41)
are solutions of (38). However, when we extend by zero the functions u˜(t, x) =
υ(x− σt), µ˜(t, x) = κ(x− σt), t ≥ 0, x ∈ [ξ− + σt, ξ+ + σt], they do not verify the
saturation condition at the point x = ξ− + σt, that is a discontinuity point.
Case 2: Profile with jump. We are now looking for traveling wave profiles that
satisfy υ(ξ±) = υ
± > 0, with υ′(ξ±) = ∓∞. Inserting ξ = ξ± into (35) we obtain
υ+(−c+ a(M − κ¯) + σ) = K = υ−(c− aκ¯ + σ).
In order that K = 0, σ = aκ¯ − c = aκ¯ + c − aM has to be fulfilled. Thus, this
implies
(42) M =
2c
a
, and σ = a
(
κ¯ −
M
2
)
= aκ¯ − c.
Reasoning as in the previous case, we find that the traveling wave profile we are
looking for must verify the following system
(43)
{
υm−1υ′ = g(c− aκ),
κ
′ = υ,
with boundary conditions υ(ξ±) = υ
±, κ(ξ−) = 0, κ(ξ+) =M.
Then, the function U(κ) = υ(ξ(κ)) must fulfill
Um
dU
dκ
= g(c− aκ), κ ∈ (0,M), U(0) = υ−, U(M) = υ+.
Integrating between 0 and κ, we get
U(κ)m+1 = (υ−)m+1 +
m+ 1
a
[
G(c)−G(c− aκ)
]
, κ ∈ [0,M ].
Because of the symmetry of the function G, we deduce that it is necessarily satisfied
υ− = υ+ := υ±. Then, we obtain the following result:
Theorem 4.5. Let M =
2c
a
and υ± > 0. Then, the functions
υ(ξ) :=
{
(υ±)m+1 +
m+ 1
a
[
G(c)−G(c− aκ(ξ))
]}1/(m+1)
,
κ(ξ) =
∫ ξ
ξ−
υ(τ) dτ,
defined in the interval [ξ−, ξ+] are solutions of (43) in (ξ−, ξ+), and the boundary
conditions υ(ξ−) = υ(ξ+) = υ
± hold.
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Remark 4.6. Note that υ′(ξ−) = +∞, υ
′(ξ+) = −∞.
Remark 4.7. If u(t, x) = υ(x − σt) is an entropic solution on the frame [14, 15],
then its derivative must be a Radon measure on the support. If we assume that this
support is finite, then it can be shown that it is one of those obtained previously.
However, the entropy condition does not allow us in principle to determine if the
set in which the equation (34) is verified is nonempty.
Appendix: Distributional and entropy solutions
Let us first define the entropy solutions context. However, as we have pointed out
before the results of the paper are perfectly valid in the general context of solutions
in the distributional sense. Let us briefly explain these concepts, see [3, 4, 14].
To connect with the framework of entropy solutions we observe that if (t, x) is
a point of discontinuity (necessarily x = σ±(t)), then the abstract condition (23) is
written in (32).
The flux for the differential equation at a point (t, x) is given by
F(t, x) =
(
Φ
(
um−1(t, x)
∂u
∂x
(t, x)
)
− a
∂S
∂x
(t, x)
)
u(t, x).
If x = σ+(t) (the other case is similar), we take into account (33), (29) to deduce
F(t, x+) = 0, F(t, x−) = u(t, σ+(t)),
u(t, x+) = 0, u(t, x−) = u(t, σ+(t)(−c+ a(M − µ(t)),
from which we conclude that V (t) = σ′(t) is the speed of movement of the singu-
larity.
A notion of entropy solution is required in this framework in order to characterize
solutions with jump discontinuities, which is extended here to the d-dimensional
case although in this paper we are only considering one space dimension.
Let us introduce now some useful notation. For a < b and l ∈ R, let Ta,b(r) :=
max{min{b, r}, a}, T la,b = Ta,b − l. We denote [3, 4, 14]
Tr := {Ta,b : 0 < a < b},
T + := {T la,b : 0 < a < b, l ∈ R, T
l
a,b ≥ 0}.
Let us denote P the set of Lipschitz continuous functions p : [0,+∞) → R sat-
isfying p′(s) = 0 for s large enough. We write P+ := {p ∈ P : p ≥ 0}. By
L1w(0, T, BV (R
d)) (resp. L1loc,w(0, T, BV (R
d))) we denote the space of weakly-*
measurable functions w : [0, T ] → BV (Rd). Following Dal Maso [27] we consider
the functional
Rg(u) :=
∫
Ω
g(x, u(x),∇u(x)) dx +
∫
Ω
g0
(
x, u˜(x),
Du
|Du|
(x)
)
d|Dcu|
+
∫
Ju
(∫ u+(x)
u−(x)
g0(x, s, νu(x)) ds
)
dHd−1(x),
for u ∈ BV (Ω)∩L∞(Ω), being Hd−1 the (d− 1)-dimensional Hausdorff measure in
R
d. The recession function g0 of g is defined by
g0(x, z, ξ) = lim
t→0+
t g
(
x, z,
ξ
t
)
.
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Then, for each φ ∈ Cc(R
d), φ ≥ 0 and T ∈ Tr, we define the Radon measure
g(u,DT (u)) by
(44)
〈g(u,DT (u)), φ〉 := Rφg(Ta,b(u)) +
∫
{u≤a}
φ(x) (g(u(x), 0)− g(a, 0)) dx
+
∫
{u≥b}
φ(x) (g(u(x), 0)− g(b, 0)) dx,
where DT denotes the gradient of T in the sense of distributions. Let us introduce
h : R× Rd × Rd → R defined by
(45) h(z, ξ, Sx) := F(z, ξ, Sx)ξ, where F(z, ξ, Sx) = zΦ(z
m−1ξ)− aSxz,
where Sx is given by (29) and S(t, ·) ∈ W
2,p. We define hR(u,DT (u)) as the Radon
measure given by (44) with hR(z, ξ) = R(z)h(z, ξ, Sx). Finally, let Jq(r) denote the
primitive of q for any function q; i.e.
Jq(r) :=
∫ r
0
q(s) ds.
Definition 4.8. A measurable function u : (0, T )×Rd → R+ is an entropy solution
of (5) in QT = (0, T )× R
d if
• u ∈ C([0, T ];L1(Rd))
• u(0, x) = u0(x), x ∈ R
d,
• T (u(·)) ∈ L1loc,w(0, T, BV (R
d)) for all T ∈ Tr
and the equation is satisfied in the following sense:
(i) Equation (5) is verified in D′((0, T )× Rd)
(ii) Given any truncations R ∈ P+, T ∈ T + and any η ∈ D(QT ), the following
entropy inequality is satisfied:∫
QT
ηhR(u,DT (u)) dt +
∫
QT
ηhT (u,DR(u)) dt(46)
≤
∫
QT
JTR(u)∂tη dxdt −
∫
QT
F(u,∇u)∇η T (u)R(u) dxdt.
The following result indicates the type of entropic solution we can expect and its
proof would require to follow the steps in the proofs of [2, 3, 4, 14]. Here, we omit
this proof for being outside the objectives of the paper and will be the content of a
forthcoming publication.
Theorem 4.9. Under the assumptions on Φ (H1)-(H2), for any initial datum
0 ≤ u0 ∈ L
1(Rd) ∩ L∞(Rd) satisfying
(i) u0 has jump discontinuities at the boundaries of its support;
(ii) the part of the interior of the support in which u0 vanishes is a set of null
measure;
there exists T ∗ > 0 and a unique entropy solution u of (5) in [0, T ] × Rd , with
T < T ∗, such that u(0) = u0. Moreover, if u(t), u(t) are the entropy solutions
associated with initial data u0, u0 ∈ L
1(Rd)+, respectively, then
(47) ‖(u(t)− u(t))+‖1 ≤ ‖(u0 − u0)
+‖1 for all 0 ≤ t < T
∗.
The value of T ∗ until which the solution is uniformly bounded in [0, T ]×Rd , with
T < T ∗, is limited by ℓ(0)aM−2c in the case of possible blow–up and a solution with two
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fronts at the ends of its support, or might be non–limited in the absence of blow–up,
in the sense given in Section 3.2.
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