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Abstract 
Microsoft’s Kinect has been used in many augmented reality applications and most of them for interactive purpose. But since the 
Kinect is a device with depth sensing technology, it has been used for capturing the figure both 2D and 3D as well. In this 
research, we would like to create a 3D model or avatar which has the shape just like the actual human. Dealing with 3D avatar 
requires less computer resource than actual 3D model getting from 3D scanner. The purpose of this work is to transform the 2D 
measured shape of the human body into the standard 3D avatar. The new Kinect2 for windows with Depth Frame and Skeleton 
Frame function was used for body measurement. Using T-pose and A-pose position, measurement of the width of parts of the 
body at each joint (Kinect joint: i.e. Shoulder Center Joint, Spine Joint, Hip Center Joint, Hip Left Joint, Knee Left Joint, Ankle 
Left Joint, Foot left Joint and etc.) can be done easily. Since both sides of the body were measured (T-pose and A-pose), the 
circumference at each node can be calculated. In order to transform these data into 3D Model that representing human body, a 
standard model of 3D avatar was created. The size of the human part (measured at the node) was compared with the standard 3D 
model. If the measured size is larger than the standard one, then we had to scale the size of the standard model up but if the 
measured size is smaller, then we have to scale down. To make a perfect 3D model, technique called “Soft Selection” was used. 
Soft Selection is the technique for gradually scaling each node smoothly to match the second node. If we scale without using this 
technique, then there will be a bump occurred from one node to other. The 3D avatar model created this way will have the same 
shape as the human body it represented and can be used in many applications such as virtual fitting room, augmented reality 
games and etc. 
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1. Introduction 
Currently, 3D model of human seem to be in demand in many applications ranging from entertainment industry 
to virtual reality, augmented reality, clothing industry, automobile industry and biomedical industry [1]. With 3D 
printer available at low cost, demand for personal model also increased. Create 3D model can be done using 3D 
scanner but the process take a lot of work and time, not to mentioned about the high cost of scanner. Transforming 
2D picture into 3D model using computer graphics techniques may be the answer for this problem. There are many 
methods for 3D reconstruction that available. For example Range-based method in which expensive laser scanning 
device is used for collecting the distance from a reference coordinate system to the surface of the object to be 
reconstruct1,2. For the image based method, which based on the 2D image measurements, no expensive equipment is 
required. The two widely used techniques for this method are “Shape-from-silhouettes” and “Model-based”. For 
“Shape-from-silhouettes” technique1,3, shape of the object and the background are separated. Intersecting the 
projection of each image, then 3D model is determined. In “Model-based” technique 1,4, pre-defined model of the 
object is used as a reference in order to guide the interpretation of the data acquired. In our experiment, we have 
chosen combination of the “Shape-from-silhouettes” and the “Model-based” technique. 
2. Experimental Method 
In order to get the 3D model from 2D data measurement, we have divided the experiment into 2 parts. The first 
part deals with the data measurement in 2D and the second part deals with 3D model construction.   
2.1. Body Measurement 
In this part, Kinect2 from Microsoft was used for taking depth-frame and skeleton frame of the body. All the 
data need can be acquired from measuring the front (T-Pose) and side (A-Pose). Fig. 1. shows how to make T-Pose 
and A-Pose. 
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Fig. 1. (a) T-Pose and (b) A-Pose 
The measurements were done on the converted picture from depth camera (See Fig. 2.) Using “Canny Edge 
Detection Technique”6, distance between edge to edge of the part that we interest can be measured. 
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Fig. 2. Converted depth picture 
Since we are interested in only some parts of the body that will have some effect on the movement, so only the 
parts that related to the body joint will be measured (see Fig. 3.).  
 
 
  
Fig. 3. The position of the joint in the body5. 
Compared to the position of the joint that Kinect recognized, the parts that should be measured can be seen in 
Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. The parts  related to the joint were measured. 
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At each point that we measured, we can have both front width (T-pose) and side width (A-pose), so the 
circumference of the body part at that joint can be calculated from equation (1). 
 
                                                        (1)
             
 
Measuring should start from Head Joint Position, Shoulder Center Joint Position, Spine Joint Position, Hip 
Center Joint Position, Hip Left Joint Position, Knee Left Joint Position, Ankle Left Joint Position, Foot left Joint 
Position, in that order. After adding the joint position together, we can get the height of the body. The text file 
format of the measured data was shown in Fig. 5.  
 

Fig. 5.The text file format of the measured data 
2.2. 3D Model construction 
The concept of this part is to construct the 3D model from the data of the real body that has been measured 
using Kinect. First, we have to construct standard 3D model and then compare the measured data with the size of the 
standard model at each point. The standard model is shown in Fig. 6.  If the measured one is smaller, we have to 
scale down the standard model but if it is bigger, then we have to scale up.  
 
      
Fig. 6. The standard model 
 
For 3D model construction, we can start by loading the measured data from the text file (Fig. 5.) and each value 
is compared with the value of the standard model, for example:     
 ShoulderLeft   
Real Size  = 0.34 
ShoulderLeft Standard Size  = 0.30 
Ratio ShoulderLeft  = 0.34/ 0.3 = 1.13 
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Then the size of standard model (at the left shoulder) have to be changed by the factor 1.13. (see Fig. 7.). At the 
next measurement point (ElbowLeft), the process is repeated and the size of the upper arm is adjusted again. To 
scale from one measured point to the next, the process called “Soft Selection” from Maya is used as seen in Fig. 8. 
Scaling for the whole body using “Soft Selection” is shown in Fig. 8. 
 a b 
 
Fig. 7. Scaling from Standard model (a) to the real size using Soft Selection (b) 
 
Fig. 8.  Scaling for the whole body using Soft Selection 
3. Result and Discussion 
By comparing the circumference of each body parts that has been measured with the standard model and then 
scale for the whole body part, the results is shown in Fig. 9. Using this technique, we can get the 3D model of the 
whole body easily. The only drawback is computing resources required for scaling the whole body.  
 
 
Fig. 9.  The result compares with the standard model on lefthand side 
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4. Conclusion 
With this concept, the generated model can be done in real time which makes it suitable for some specific 
purpose such as virtual fitting room, game, virtual reality and augmented reality application. This concept can be 
applied to other areas as well as provided that no translation of the object is involved such as in architecture, 
archeology and etc. For the project involved translation of the object, modification has to be made because Kinect 
provides facility to detect only human motion. 
Reference 
1.  Azevedo TC, Tavares JMR, Vaz MA. 3D Reconstruction and Characterization of Human External Shapes from 2D Images using Volumetric 
Methods. SEPTEMBER 2013, retrieve from http://www.researchgate.net/publication/228539742 on June 12, 2015. 
2.  Fassi F, Fregonese L, Ackermann S, De Troia V. Comparison Between Laser Scanning and Automated 3D Modelling Techniques to 
Reconstruct Complex and Extensive Cultural Heritage Areas. International Archives of the Photogrammetry, Remote Sensing and Spatial 
Information Sciences, XL-5/W1, 25 – 26 February 2013, Trento, Italy p. 73-80. 
3.  Slembrouck M, Van Cauwelaert D, Veelaert P, Philips W. Shape-from-silhouettes algorithm with built-in occlusion detection and removal, 
in Proceedings in International Conference on Computer Vision Theory and Applications (VISAPP). March 11-15, 2015, Berlin, Germany. 
4.  Hnatkova E, Kratky P, Dvorak Z. Conversion of 2D medical scan data into 3D printed models. Advanced in Environmental Sciences, 
Development and Chemistry, pp. 315-318; retrieved from: http://www.inase.org/library/2014/santorini/bypaper/ENVIR/ENVIR-47.pdf on 
June 10, 2015.  
5.  Kosaka Laboratory. http://www.kosaka-lab.com/tips/img/kinectSDK_24.jpg. 
6. Bao P, Zhang D, Xiaolin Wu. Canny edge detection enhancement by scale multiplication. IEEE Transactions on  Pattern Analysis and 
Machine Intelligence 2005; 27(9): 1485 – 1490. 
 
 
 
