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To my family.
I am among those who think that science has great beauty.
A scientist in his laboratory is not only a technician: he is also a child
placed before natural phenomena which impress him like a fairy tale.
Marie Curie (1867 - 1934)
A B S T R A C T
During communication processes, such as the allosteric regulation of enzymatic activ-
ity or the opening of mechanically-gated channels, biomolecules undergo conformational
changes. Perturbations, like the binding of a ligand or stress in the cell membrane, act
similar to the application of an external force. They trigger a response which is directly
dependent on the receptor’s mechanical properties, which can be characterized, among
others, through Atomic Force Microscopy (AFM) experiments.
We introduce here Time-Resolved Force Distribution Analysis (TRFDA), an exten-
sion to Molecular Dynamics (MD) simulations, providing an engineer’s view to in silico
(bio)molecules. TRFDA reveals the internal distribution of forces and stresses in equilib-
rium states or during conformational changes, thereby exposing the propagation of an
external force throughout the molecular structure. We also introduce the concept of punc-
tual stress, an expression of stress at atomic level, which highlights the structural elements
involved in the mechanical response.
We rst apply TRFDA to study the indentation until rupture of a single layer graphene
sheet, providing essential insight into the distribution of stress in molecular structures
during material deformation and rupture. We nd that stress accumulates under the AFM
indenter tip much stronger than previously assumed1,2, and it decays to almost background
levels at distances as low as 5–10 times the indenter radius. The graphene rupture is ini-
tiated by thermal uctuations in the stressed material, and the probability of rupture de-
creases exponentially as the distance from the indenter tip increases, explaining the locality
of material failure observed experimentally1.
The force-induced unfolding of two small proteins, ubiquitin and NuG2, represents a
second application of TRFDA. In force-clamp MD simulations, we reproduce the stretched
exponential kinetics reported experimentally3,4 for the unfolding of these proteins. The
unfolding kinetic curves become more stretched with the decreasing mechanical resistance
of the protein, suggesting that the the two-state kinetic model of protein unfolding should
be augmented by a component expressing the protein elasticity. This nding is in line
with the theory of glassy dynamics3 or static disorder in the transition states5, proposed
earlier as explanation for the stretched exponential kinetics. For dierent applied forces, we
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determine unfolding rates, then compare and combine them with experimental kinetic data
in a single model6,7, predicting equilibrium kinetic parameters which agree remarkably
well with experimental ones. Using TRFDA, we identify the structural elements bearing
most of the external force, and nd that similarity in the secondary and tertiary structure is
not a good predictor of similarity of unfolding mechanisms and mechanical properties. Our
analysis of internal forces and stresses in tensed proteins also suggests that the stretched
exponential kinetics is simply an expression of the protein elasticity.
By providing a dynamic view of forces and stress variations in MD simulations
of dynamic processes, TRFDA can give insights in the structure and functionality of
biomolecules, and is the ideal tool to complement experimental techniques in determin-
ing mechanical properties. We therefore hope that TRFDA will soon become a common
tool for analyzing results from MD simulations of (bio)materials.
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Z U S A M M E N FA S S U N G
Bei Kommunikationsprozessen wie der allosterischen Regulation von Enzymen oder der
Önung von mechanisch gesteuerten Kanälen durchlaufen Biomoleküle Konformations-
änderungen. Störungen, wie die Bindung eines Liganden oder Stress in der Zellmembran,
wirken ähnlich wie die Anwendung einer externen Kraft. Diese Störungen lösen eine Re-
aktion aus, welche direkt von den mechanischen Eigenschaften des Rezeptors abhängt,
welche wiederum mit einem Rasterkraftmikroskop (AFM) charakterterisiert werden kön-
nen.
In dieser Arbeit führen wir eine zeitaufgelöste Kraftverteilungsanalyse (TRFDA) als
eine Erweiterung von Molekulardynamik-Simulationen ein, welche einen Einblick in
(Bio-)Moleküle aus der Perspektive eines Ingenieurs gibt. Mit Hilfe TRFDA lässt sich die
interne Kraft- und Stressverteilung im Gleichgewichtszustand oder während Konformati-
onsänderungen aufzeigen. Dabei wird die Propagation der externen Kraft durch die mole-
kularen Struktur oengelegt. Wir führen auch das Konzept eines punktuellen Stresses ein,
ein Ausdruck mechanischen Stresses auf der atomistischen Größenskala. Dadurch ist es
uns möglich, strukturelle Elemente zu identizieren, welche in der mechanischen Reakti-
on auf die äußere Störung involviert sind.
Als erstes wenden wir TRFDA an, um die Verbiegung einer Monolage Graphen bis zum
Zerreissen zu studieren. Dadurch erhalten wir einen essentiellen Einblick in die Stress-
verteilung innerhalb des molekularen Systems während der Materialdeformation bis zum
Bruch. Wir stellen fest, dass der Stress unter der Spitze des Kraftmikroskops viel stärker ak-
kumuliert als bisher angenommen1,2 und abfällt schon bei dem 5–10 fachen Abstand des
Spitzenradius bis fast auf Hintergrundwerte. Der Riss von Graphenlagen wird von ther-
mischen Fluktuationen des unter Stress stehenden Materials herbeigeführt, wobei die Riss-
wahrscheinlichkeit der chemischen Bindungen in Graphen exponentiell mit zunehmenden
Abstand zur Spitze abnimmt. Das erklärt die Lokalität des Materialversagens, die experi-
mentell beobachtet wurde1.
Die kraftinduzierte Entfaltung von zwei kleinen Proteinen, Ubiquitin und NuG2, reprä-
sentiert eine zweite Anwendung von TRFDA. In MD Simulationen unter konstanter Kraft
reproduzieren wir die gleiche - unerwarteterweise gestreckte - exponentielle Kinetik wie
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beim experimentellen Entfalten von Proteinen beobachtet3,4. Die kinetischen Entfaltungs-
kurven werden mit abfallendem mechanischen Widerstand mehr gestreckt, was ein kineti-
sches Modell mit zwei Zuständen suggeriert, das um eine Komponente zur Proteinelastizi-
tät erweitert werden sollte. Diese Beobachtung steht im Einklang mit Theorien zu “glassy
dynamics”3 oder auch zur “static disorder in the transition states“5. Beide Theorien wurden
in vorangegangen Arbeiten zur Erklärung der gestreckten exponentiellen Kinetik vorge-
schlagen. Wir bestimmen und vergleichen Entfaltungsraten für verschiedene angewandte
Kräfte, fassen sie mit experimentellen kinetischen Daten in einem einzelnen Modell zu-
sammen6,7 und berechnen daraus kinetische Gleichgewichtsparameter, welche ausseror-
dentlich gut mit experimentellen Daten übereinstimmen. Mittels TRFDA identizieren wir
strukturelle Elemente, welche den grössten Anteil externer Kraft aufnehmen, und stellen
fest, dass eine Ähnlichkeit in der sekundären und tertiären Struktur eines Proteins kein
gutes Vorhersagekriterium für die Ähnlichkeit im Entfaltungsmechanismus oder in den
mechanischen Eigenschaften darstellt. Unsere Analyse von internen Kräften und Stress
in vorgespannten Proteinen suggeriert auch, dass die gestreckte exponentielle Kinetik in
erster Linie ein Ausdruck für die Proteinelastizität darstellt.
Durch Bereitstellen eines dynamischen Abbilds der Kräfte- und Stressvariationen in MD
Simulationen kann TRFDA Einblicke in die Struktur und Funktionalität von Biomolekülen
geben und ist ein ideales Werkzeug, um Experimente zum Charakterisierung mechanischer
Eigenschaften zu komplimentieren. Wir hoen deshalb, dass TRFDA bald ein weit verbrei-
tetes Werkzeug für die Analyse von MD Simulationen von (Bio-)Materialien wird.
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1
I N T R O D U C T I O N
In biological systems, molecules are very rarely alone. Cells, as well as the inter-cellular en-
vironment close to the cell surface, are very crowded spaces, in which molecules come into
contact very often with other molecules. During this contact, molecules can exert forces
on one another - as is usually the case in ligand binding leading to allosteric regulation of
biological processes, or can transfer small molecular fragments or electrical charges.
Such processes are the basis for communication, an essential feature of living organisms,
at all levels. A eukaryotic cell dies if left alone, due to the missing communication with
other cells or its environment. Dierent types of tissues associated into an organ need to
communicate to perform the required function. Dierent organs of a mammal exchange
information, for example through hormones, cooperating to allow the organism to survive.
Metabolic or cell signaling networks form the underlying mechanism for most of these
communication processes.
At the cellular level, communication is the basis for tissue homeostasis, repair and de-
velopment, or for immunity. Errors in cellular communication pathways can lead to cell
death or misfunctioning, as encountered in diseases like cancer or autoimmune response.
Cells can communicate with each other through a direct contact, or over short or long dis-
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tances, each with specic signal transmission mechanisms. Mechanical signal transduction
is often encountered across membranes, allowing, for example, communications between
the nucleus and the rest of the cell or between the cell and the extracellular environment,
including other cells. Mechanical signaling is often involved in protein allostery, in which
the binding of a ligand or eector at a site leads to regulation of the protein activity through
conformational changes of the active site8. Mechanical signaling can also occur through
stretch-gated ion channels, which respond to stress in the cell membrane by opening or
closing, generating electrical currents, changes in pH, or transport of small molecules8.
The mechanosensors receive the signal in form of an external force. Although the ligand
binding has long been considered to follow the lock and key model, it is currently believed
that the allosteric site can undergo local conformational changes in response to the pres-
ence of the ligand8, similar to mechanical deformations caused by an external force. The
membrane tension acts directly by stretching of ion channels. Thus, studies of mechanical
deformation of proteins can be straightforwardly related to such communication mecha-
nisms9.
The recent development of experimental techniques, like Atomic Force Microscopy, opti-
cal tweezers or biomembrane force probes10, has allowed studying in unprecedented detail
the mechanical response of biomolecules to an external force. These techniques can be used
to apply or measure mechanical forces at a single molecule level, providing details related
to the structure, stability and activity of proteins, nucleic acids or membranes. Forced un-
folding of proteins has demonstrated the intimate relationship between their molecular
geometry and mechanical properties9, and therefore constitutes an important method of
study in this work. Furthermore, the mechanical response has been shown to depend on
the orientation of the force11, as well as on its magnitude6,7,12. In the rest of this chapter, we
briey present the Atomic Force Microscopy method and its extension, force spectroscopy,
which is nowadays one of the preferred ways to study forced unfolding of proteins, as well
as the theoretical background for dependency of the protein mechanical response, in form
of unfolding rates, on the applied force.
1.1 atomic force microscopy
Atomic Force Microscopy (AFM) is a technique initially developed for imaging non-conductive
surfaces, like polymers, ceramics, glass, or biological samples. The principle is simple: a
hard tip is moved on the horizontal surface and the vertical displacement of the tip is
recorded, generating a nano-level representation of the geometry of the surface. Most of-
ten, the tip has a rounded shape, is made of Si or Si3N4, has a radius of several nm to
several tens of nm, and is attached to a planar cantilever whose displacement is measured
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through a laser beam deection system. The scanning can cover areas of up to a hundredth
of mm2 in several minutes and is able to reach true atomic resolution. Although the large
scanning time might lead to degradation of biological samples, the high precision makes it
a precious tool in the laboratory.
Apart from surface imaging, the atomic force microscope can also be used to apply
a force to a surface or sample, in a technique called force spectroscopy. The force is not
measured directly, but calculated from the deection of the cantilever of known stiness
through Hooke’s law. The tip can be moved towards the sample or away from it. In the
rst case, it presses onto the sample, generating an indentation. In the second case, it leads
to a stretching of the sample, which is xed on a substrate. The tip plays a special role in
force spectroscopy experiments. When indenting a sample, the tip has to resist the applied
force; this is straightforward for biological samples which are soft, but can become a di-
cult problem when the material of study is strong, like ceramics or graphene (Chapter 3).
In this mode, forces up to several microNewtons can be reached1. When the sample is
stretched, it adheres to the tip through weak attractive van der Waals, and possibly electro-
static, interactions; therefore, the sample can easily detach from the tip, such that reaching
high stretching forces or keeping the sample stretched for long times is dicult or even im-
possible. In this mode, the measuring resolution is limited to around 10 pN by the thermal
noise.
When applying a force to a sample, the atomic force microscope can function in two
modes: constant force and constant velocity. To keep a constant force, a feedback mecha-
nism is used to adjust the cantilever position such that the force is kept at the desired value;
the result of the experiment is the variation in time of the cantilever position. When the
tip is moved with constant velocity, the variations in force are recorded and the results are
often represented as force versus indentation curves. Both these modes have applications
in biology; while constant velocity experiments are used to measure rupture forces, for
example of ligand-protein complexes, the constant force studies are preferred to describe
protein kinetics.
In this work, we refer to, and attempt to reproduce as well as possible, experiments of
force spectroscopy leading to graphene rupture1 (Chapter 3) and protein unfolding3,11,13,14
(Chapter 4). Such studies have already provided interesting details related to the protein
structure-function relationship, such as the functioning as mechanosensors, import and
degradation in proteasome, or the structural basis of the underlying mechanical resis-
tance9.
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1.2 the bell model
Many biological processes involve the association between two or more molecules, such
as enzymes and substrates, or antigens and antibodies, mediated by forming and breaking
of interactions. Analogously, interactions within a single molecule can break upon the
transition between conformational states, such as the folded and unfolded state of a protein,
as considered in this work (Chapter 4). From an energetic point of view, these processes
are assumed to have two states - bound and unbound, or folded and unfolded, separated
by a barrier which needs to be crossed for the process to happen. The transition between
states is a temperature-dependent process, as expressed by Arrhenius’ law:
k0 = Ae
−∆G/kBT (1.1)
where k0 is the reaction rate,A is a reaction-specic constant,∆G is the free-energy barrier,
kB is the Boltzmann constant, and T is the temperature. Bell introduced the idea that not
only temperature but also mechanical force can have an inuence on the reaction rate6. An
external constant force F, applied during the transition between states at constant temper-
ature, performs work equal to F∆x, where ∆x is the distance along the reaction coordinate
between the reactant and the transition state. This work lowers the energy barrier, such
that the reaction rate becomes force-dependent, following:
k0 = Ae
−(∆G−F∆x)/kBT (1.2)
The change in rate by force can then be expressed as
kF = k0e
F∆x/kBT (1.3)
where kF is the rate constant at force F; of note here is the absence of the reaction-specic
constant A and free-energy barrier ∆G. By taking the natural logarithm, the relation be-
comes
ln kF = ln k0 +
F∆x
kBT
(1.4)
The Bell model makes several assumptions. First, it assumes that the transition along
the reaction coordinate x is independent of any other (possibly force-dependent) process;
this implies that the free-energy prole remains one-dimensional, with the reactant and
product states separated by a single energy barrier. Second, it assumes that the reaction
kinetics continues to be described by an exponential law at a force F > 0 just as it was at
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F = 0. Finally, it considers the distance between the reactant and transition state ∆x to be
independent from F, such that the energy barrier is lowered but not shifted by the external
force.
To account for cases where the latter assumption is not valid, Dudko, Hummer and Szabo
have proposed another model7,12 (DHS) which also includes the eect of the change in
the free-energy landscape upon force application, resulting in an overall decreasing ∆x.
The DHS model also contains the apparent free-energy of activation ∆G as an additional
parameter and can be expressed in terms of reaction rates as:
kF = k0a
(1/ν)−1e∆G/(kBT)(1−a
1/ν) (1.5)
where a = 1− νF∆x/∆G, and ν is a factor expressing the nature of the underlying free-
energy prole for the transition between states. ν = 1/2 corresponds to a harmonic well
with a cusp-like barrier, ν = 2/3 represents a potential containing a combination of linear
and cubic terms, and ν = 1 recovers Bell’s model. The DHS formalism predicts that both
the logarithm of the bound state lifetime under constant force conditions and the mean
breaking force are nonlinear functions of the force and the logarithm of the rate of force
application, respectively. The model was derived for forces at which a free-energy barrier
of several kBT still exists, which implies that the external force has to be kept below a
critical force at which the barrier vanishes F < ∆G/(ν∆x).
The Bell model has been successfully applied to kinetic data obtained from experiments
or from MD simulations. However, the MD derived results dier signicantly from the ex-
perimental ones, and this has been hypothesized to be the consequence of dierent ranges
of forces and velocities that can be reached in each type of study. The DHS formalism tries
to bridge this gap, oering a unied model spanning several orders of magnitude. Still,
we can continue to assume the Bell model as valid for small ranges of forces, where the
free-energy landscape can be approximated by a linear function of the external force.
Although introduced to express the force dependency of bond breaking rates, the Bell
model can be more generally used for any process involving a transition between two states
under the inuence of an external force, for which the rate is assumed to follow an expo-
nential law. In this work, the Bell model will be applied to the rupture of graphene upon
indentation, to represent both the probability of C-C bond rupture as function of the bond
force and the sheet rupture force dependency on the indentation velocity (Chapter 3). It
will also be applied to protein unfolding under mechanical force, to express the relationship
between the unfolding rate and the applied force (Chapter 4).
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1.3 overview
With Molecular Dynamics (MD) simulations, we attempt to reproduce as close as possible
force spectroscopy experiments of the mechanical indentation of a single graphene sheet1
or of protein unfolding3,14, in order to study the distribution of forces and stresses through-
out the molecules and to relate it to mechanical properties or function.
In Chapter 2, we briey present the simulation and analysis techniques used throughout
this work. The application of external forces is a central part of this study; Section 2.1.6
explains how mechanical forces can be exerted during MD simulations and gives some ex-
amples of using them in biologically relevant studies. We then introduce the Time-Resolved
Force Distribution Analysis (TRFDA), a method developed within this work, which allows
the study of distribution and propagation of forces and stresses at atomic level, from MD
simulations. As the concept of stress at atomic level is not well dened, we propose two
new denitions based on the concept of pairwise forces, as calculated from TRFDA.
Chapter 3 presents the application of TRFDA on a (mostly) two-dimensional molecu-
lar system. TRFDA is here used to calculate pairwise forces and stresses in a single-atom
thick graphene sheet, during mechanical deformation until rupture. In order to represent
material rupture, we rst derive a truncated Morse potential which allows representing
the carbon-carbon bond breaking. We then validate our model of the graphene sheet by
comparing it to experimental and theoretical data. Finally, we apply TRFDA to reveal the
distribution of punctual and circular stress in the sheet and compare them with the virial
atomic stress. TRFDA also allows us to link the probability and location of material rupture
to the bond breaking. As part of this study, we learn about the variability of punctual stress
and pairwise forces, and how eective averaging pairwise forces in equivalent bonds is in
reducing noise from thermal uctuations.
The mechanical unfolding of proteins is the subject of Chapter 4. Here, we study two
proteins (ubiquitin and NuG2) which are very similar in structure, yet have been shown
to have a dierent unfolding kinetic behavior3,14. To characterize the unfolding process,
we consider both the unfolding times, as in the force spectroscopy experiments, and the
distribution of forces or stresses in the three-dimensional structure of the proteins, as ob-
tained from TRFDA. We reproduce the stretched exponential kinetics3 for a large range of
forces applied on both proteins. We then calculate zero force kinetic parameters from the
Bell and DHS models (Section 1.2), and attempt to investigate their validity for the ranges
of forces used in experiments and MD simulations. We then turn to use TRFDA, in order to
characterize the stress distribution in the stretched proteins, to elucidate their mechanism
of forced unfolding, and to suggest an explanation for the stretched exponential kinetics.
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Finally, in Chapter 5, we summarize the important results of these studies, present some
of the challenges we encountered during our work, and propose some new directions which
attempt to improve and extend TRFDA, or use it to elucidate further mysteries of mechan-
ical signaling or resistance of proteins.
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2
T I M E - R E S O L V E D F O R C E
D I S T R I B U T I O N A N A LY S I S
This chapter describes the simulation and analysis techniques used throughout this work. It
starts with a presentation of the main aspects of Molecular Dynamics (MD) simulations. It
then introduces the Time-Resolved Force Distribution Analysis (TRFDA), a method which
we developed for studying the distribution and propagation of forces and stresses at atomic
level. As the concept of stress at atomic level is not well dened, the last part of the chapter
proposes two alternative denitions, which use pairwise forces obtained from TRFDA, and
compares them with the existing denitions.
2.1 molecular dynamics simulations
The Molecular Dynamics (MD) simulations represent a technique of calculating the time
dependent behavior of systems composed of one or more molecules, each molecule contain-
ing one or more atoms. Atoms are represented as spheres and interact through spring-like
potentials, forming a classical many-body system. The state of the molecular system is
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described by the combination of atom positions in the three-dimensional space and of in-
stantaneous atom velocities. The progress in time from one state to the next is achieved
through integration of Newton’s equations of motion.
The method was initially used in the late 1950s to study the interactions of a few hun-
dreds hard spheres15,16. Several years later, the simulation of almost 1000 atoms of liquid
argon used for the rst time a realistic (Lennard-Jones) potential17. As the method con-
tinued to be developed, more complex molecules could be studied - of biological interest
are the rst simulations of liquid water18 and of a protein (bovine pancreatic trypsin in-
hibitor)19, both of which were performed in the 1970s. Since then, improvements in com-
putational power, development of force elds and methodological advances have made
MD simulations a well-established tool to study all kinds of biological molecules: proteins,
nucleic acids, lipids and, more recently, sugars, as well as complexes thereof. Nowadays,
MD simulations have a wide range of applications. For example, they are routinely used
to perform ligand binding studies as part of the development of new drugs20, can be com-
bined with quantum mechanical (QM) calculations to simulate bond formation or breaking
in enzymatic reactions21,22, and have been used for in silico folding or unfolding of small
proteins23,24.
2.1.1 Interaction potentials
MD simulations can provide the details of individual atomic motions as a function of
time. They can also be used to describe system-wide physical properties of a molecular
model, in many cases even more easily than experiments performed on the real system.
To achieve such performance, they require a representation of the energy of the system
in form of a force eld. This combines an empirical set of functions and their respective
parameters, dening the energy due to interactions between the dierent atomic species
present in the simulated system as a function of the positions of the atoms. A typical
force eld used for biomolecules, like OPLS-AA25, is composed of bonded and non-bonded
terms. Bonded terms (bonds, angles, dihedral angles and improper dihedral angles) rep-
resent intra-molecular interactions between atoms forming chemical bonds; non-bonded
terms (van der Waals, electrostatic) describe intra- or inter-molecular interactions between
atoms which might be some distance apart. The terms present in the OPLS-AA force eld,
which will be used throughout this work, express the energy of interaction between atoms
through the following functional forms:
Vbond is the interaction energy due to the bond formed by atoms i and j,
Vbond(rij) =
1
2
kbij(rij − bij)
2 (2.1)
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with rij being the distance between atoms i and j, and kbij and bij being the force constant
and equilibrium distance for the bond.
Vangle is the interaction energy due to the angle θijk formed by the bonds between
atoms i, j and j, k,
Vangle(θijk) =
1
2
kθijk(θijk − θ
0
ijk)
2 (2.2)
with kθijk and θ0ijk being the force constant and equilibrium value for the angle.
Vdihedral(φijkl) =
5∑
n=0
Cn(cos(φijkl − 180
◦))n (2.3)
is the Ryckaert-Bellemans dihedral angle potential energy function, where Cn are coe-
cients and φijkl is the dihedral angle formed by the two planes dened by atoms i, j, k
and j, k, l.
Vimproper is the potential energy of the φijkl dihedral angle,
Vimproper(φijkl) = kφ(1+ cos(nφijkl −φs) (2.4)
where kφ is the force constant, n is the multiplicity and φs is the phase shift. This func-
tional form is often used in other force elds to describe proper dihedral angles. With a
change in atom ordering, it is used in the OPLS-AA force eld to express the out-of-plane
bending, and can be employed, for example, to keep aromatic rings planar.
VLJ is the interaction energy between atoms i and j found at distance rij,
VLJ(rij) = 4ij
(σij
rij
)12
−
(
σij
rij
)6 (2.5)
with ij and σij being the depth and the width of the 6-12 Lennard-Jones potential.
VCoulomb is the interaction energy between atoms i and j, found at distance rij, and
bearing the partial charges qi and qj,
VCoulomb(rij) =
qiqj
4piε0rij
(2.6)
with ε0 being the dielectric constant.
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Each atom can be involved in one or more interactions of each type, and their eects on
the atom add up. Summing over all atoms gives the potential energy of the system:
Vpotential= Vbonded + Vnon−bonded
= Vbonds + Vangles + Vdihedrals + Vimpropers + VLJ + VCoulomb
(2.7)
From the potential energy functions, forces can be obtained by derivation with respect
to the coordinates. To prevent errors from numerical dierentiation, forces are calculated
by analytical derivation of the potential energy functions listed above (Equations 2.1-2.6).
Summing up all forces acting on an atom gives the total force on that atom:
Fi =
∑
j
Fji (2.8)
where Fji is the pairwise force acting on atom i due to the interaction with another atom
j.
2.1.2 Integration
Once the forces acting on the atoms are known, Newton’s equations of motions are inte-
grated with respect to time, after choosing a small enough time increment:
Fi = miai = mi dvidt = mi
d2ri
dt2 (2.9)
where Fi is the total force acting on atom i; mi, ai, vi and ri are the mass, acceleration,
velocity and position vector of atom i, respectively. The advance in time is often realized
through a so-called leapfrog scheme, based on the Taylor expansions for velocity and po-
sition, for which the third-order and higher terms are considered negligible:
vi
(
t+
∆t
2
)
= vi
(
t−
∆t
2
)
+ ai(t)∆t (2.10)
ri (t+∆t) = ri(t) + vi
(
t+
∆t
2
)
∆t (2.11)
The integration provides a new set of atom positions and velocities which are used to start
a new MD cycle. The positions at each integration step can be written out in a trajectory
le and used later for analysis.
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The choice of the time increment ∆t (also known as time step) is very important. A
large value allows MD simulations to reach time scales comparable to experimental ones
(milliseconds or higher), but hides the high frequency uctuations of light atoms. To accu-
rately record changes in the position of hydrogen atoms or to represent non-equilibrium
processes, the time increment should not exceed 1 fs (10−15 s). In practice, through the
use of constraints like SHAKE26 or LINCS27,28 to restrict bonds between a heavy atom and
hydrogen to their equilibrium distance, the time increment can be increased to 2-4 fs. In
this work, we use a time increment of 1 fs for the MD simulations of graphene rupture
(Chapter 3) and of 2 fs for the mechanical unfolding of proteins (Chapter 4).
2.1.3 Short range and long range interactions
In a molecular system containing only monoatomic gas molecules, each atom would be able
to interact with all other atoms through non-bonded interactions. For a system composed
of N atoms, the total number of interactions is N(N − 1), which becomes quickly very
large asN increases. In a typical biomolecular system, containing for example one or more
proteins in water, some of the atoms form chemical bonds; as a consequence, the number of
non-bonded interactions is slightly lower thanN(N− 1), but it retains a quadratic depen-
dence on N. Both non-bonded potentials mentioned above (Lennard-Jones and Coulomb)
are a function of the inverse of the distance between atoms (or a power of it, in case of
the Lennard-Jones potential), so the interaction energy becomes lower as the distance in-
creases. By introducing a cut-o distance beyond which the non-bonded interactions of
each atom are neglected, the number of interactions is much reduced. For example, for a
typical cut-o distance of 1 nm used with the OPLS-AA force eld, the number of inter-
actions of each atom is on the order of several hundreds. Compared with N − 1, which
can be very large - hundreds of thousands or more - for multi-protein molecular systems,
the decrease in the number of interactions can reach 2-3 orders of magnitude, leading to a
very signicant reduction in computational power and time required for calculations. Such
interactions with atoms within the cut-o distance are called short range interactions.
While cut-o based schemes are very often used in MD simulations, the accumulation
of neglected interactions can lead to artifacts. The Coulomb potential (which depends on
r-1) decreases much slower with the increase in distance than the Lennard-Jones poten-
tial (which depends on r-6 and r-12). As a consequence, at a certain distance, the Coulomb
potential could be small but non-zero, while the Lennard-Jones potential would be virtu-
ally zero. To recover the contribution to the total potential energy of these so-called long
range electrostatic interactions, a grid (or mesh) based scheme has been introduced; ini-
tially based on an idea of Ewald29, it has been enhanced30,31 and is now known under the
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name of Particle Mesh Ewald (PME). This scheme replaces the individual atomic long-range
interactions by interactions of point charges on a grid. Each point on the grid can have a
charge determined by the surrounding atoms. These charges interact through a Coulomb
potential, generating forces on the grid points which are then distributed to the individ-
ual atoms surrounding each grid point. In contrast to the interaction potentials mentioned
before (Equations 2.1-2.6), the long-range electrostatic potential obtained through PME is
calculated for the whole system at once and, thus, is not a pairwise potential.
The carbon atoms in our model of graphene do not carry any electrostatic charges, such
that no Coulomb interactions are calculated (Chapter 3). In contrast, both short-range and
PME-based long-range electrostatic interactions are calculated during the mechanical un-
folding of proteins (Chapter 4), as molecular systems containing proteins and water are
assigned partial charges on most of their atoms.
2.1.4 Periodic boundary conditions
MD simulations are often performed on a single molecule of interest surrounded by solvent,
for example a protein in water. To keep the simulation time reasonable, the total number
of atoms is small compared to a similar experimental setup. As a consequence, eects of
the boundary of the simulation system on the molecules of interest can lead to artefacts,
such that physical properties derived from the simulation cannot be directly compared to
the ones derived in experiment. To overcome this limitation, MD simulations often use
periodic boundary conditions (PBC), allowing the molecule of interest to experience the
same forces it would in bulk solvent. The simulation is performed with the atoms placed in
a box of regular shape with well dened boundaries; the unit box is virtually multiplied in
all directions, such that the molecular system appears innite. An atom moving beyond one
boundary is replaced by an atom of the same type appearing near the opposite boundary,
thus keeping constant the total number of atoms in the box. The most common box shape is
a rectangular one (or cubic if all sides have equal lengths), but other shapes, like a truncated
octahedron or a rhombic dodecahedron, might be more computationally ecient, reducing
the number of solvent molecules needed to ll the box.
Although PBC make the molecular system appear innite, the box cannot be made arbi-
trarily small - otherwise artifacts could appear due to a solute molecule interacting with its
copy from a virtual neighbor box. Such a situation is prevented by placing the box bound-
aries at a distance larger than the non-bonded interaction cut-o from any atom of the
solute in any direction. For a solute which is expected to change shape during the MD sim-
ulation, like in protein unfolding (Chapter 4), the box should be large enough to surround
the solute in its most extended conformation.
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2.1.5 Temperature and pressure control
The kinetic energy of a molecular system of N atoms can be written as:
Ekinetic =
〈
N∑
i=1
1
2
miv
2
i
〉
=
3
2
NkBT(t) (2.12)
where mi and vi are the mass and velocity of atom i, kB is the Boltzmann constant, T(t)
is the temperature at time t, and the angle brackets surrounding the sum represent a time
average. This equation links the instantaneous velocities of atoms to the temperature of
the system and can be used to maintain a constant temperature by changing the atom
velocities. In practice, the time averaging is performed over a period of several hundreds or
thousands of time steps, such that the temperature can show small uctuations around the
desired value. Equation 2.12 also shows that the more atoms are present in the system the
less signicant the individual atom velocities are on the temperature uctuations. A more
complex and precise system for temperature control32,33 adds an extra degree of freedom in
form of a heat bath; energy is allowed to ow back and forth between the molecular system
and the heat bath, such that the kinetic energy corresponds to the desired temperature as
given by Equation 2.12.
Although a molecular system can be slowly brought to the desired temperature, a dif-
ferent procedure is very often employed: an initial set of random velocities which satises
Equation 2.12 is assigned to the atoms, after which the system is allowed to relax while
maintaining the temperature. Assigning dierent sets of initial velocities to the same molec-
ular system allows it to move in dierent directions in the conformational space. For an
even better sampling of the conformational space, not only the initial velocities but also
the initial conformations should be dierent. We use such a scheme to generate dierent
starting states to study the variation of rupture forces for graphene (Section 3.3) and of
protein unfolding time under mechanical force (Section 4.2).
Similar to maintaining a constant temperature, it is also desirable to maintain a constant
pressure in order to reproduce physiological or experimental conditions. In contrast to the
temperature control, which only requires information about the atoms (their number, their
masses and their velocities), the pressure control needs a well dened volume on which to
act and, therefore, can only be used together with PBC. The pressure control relies on the
virial theorem34,35, which connects the average kinetic and potential energies of a system
of N atoms:
2〈Ekinetic〉 = −〈Epotential〉 (2.13)
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where the angle notation represents a time average. Based on this theorem, the following
relation can be derived36:
pV = NkBT +
〈W〉
3
(2.14)
which links the pressure p and volume V of the system to the temperature T and the
internal virialW; kB is the Boltzmann constant. The internal virial is written as:
W =
N∑
i=1
Fi · ri (2.15)
where Fi is the force acting on atom i, the location of which is given by the position vector
ri. After calculating the right side of Equation 2.14 and given the desired pressure, the
volume of the PBC box can be determined. As the temperature and internal virial vary from
one time step to the next, the dimensions of the PBC box uctuate continuously during the
MD simulation.
MD simulations can be classied based on the presence or absence of temperature and
pressure control. In addition to temperature and pressure, other measures related to the
system as a whole can be kept constant during the simulation. The great majority of MD
simulations are performed with a constant number of atoms N. In some cases the total
energy E of the molecular system is conserved, such that any change in potential energy is
translated into a change in kinetic energy and vice versa. Typically, several such measures
are kept constant simultaneously, forming a so-called ensemble. In an NVE ensemble, the
number of atoms, the volume and the energy do not change over the course of the simula-
tion. In an NVT ensemble, the temperature is maintained constant through a coupling to
a heat bath, and energy is exchanged between the molecular system and the heat bath. In
an NpT ensemble, both the pressure and temperature are controlled; the volume of the sys-
tem changes to maintain the constant pressure. The NVE and NVT ensembles are normally
used to allow the system to relax and reach an equilibrium state, during the so-called equi-
libration phase; the molecular system is considered to have reached an equilibrium state
when one or more observable measures remain relatively constant in time, with only small
uctuations. Such an equilibrium state is then used as the start for simulations in an NpT
ensemble, during which data is collected and analyzed - the so-called production phase. To
reproduce experimental conditions of temperature and pressure, MD simulations in both
the NVT and NpT ensembles are used in this work.
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2.1.6 Applying an external force
As mentioned in Chapter 1, biological processes are often associated with or investigated
by the application of mechanical forces on the molecules of interest. When using MD sim-
ulations to study, for example, the process of unbinding of a small ligand from a protein
receptor, the probability of observing the binding process is very low. By applying a small
mechanical force between the two molecules, directed such that the ligand is pulled away
from the binding pocket on the surface of the protein, the unbinding probability increases
signicantly37,38. The magnitude of the applied force has to be small enough to prevent in-
troducing artifacts in the structure or the sequence of events making up the process under
study. For example, a too high force could induce structural distortions, leading to an unnat-
ural contact surface between the protein and ligand. MD simulations in which mechanical
forces are applied on the molecules of study are called Force-Probe Molecular Dynamics37
or Steered Molecular Dynamics38.
In order to closely reproduce experimental conditions, the magnitude, direction and/or
application point of an external force can be kept constant in MD simulations. The force
can be applied on an individual atom or on a group of atoms, which could also be a whole
molecule. A force applied on a single atom is directly added to the atomic force (Eq. 2.8);
a force applied on a group of atoms acts on the center of mass (COM) of the group and
is distributed in a mass-weighted fashion to the individual atoms. In some studies, the
force application point has to reach a certain position which can be constant or move with
constant velocity or acceleration. To accomplish this, a harmonic potential is used to reduce
the distance between the current and the desired position, the concept being similar to the
bond potential (Equation 2.1).
An example of external force application is the calculation of the free energy of ligand
binding. This is often performed through the so-called umbrella sampling, in which the
ligand and receptor are kept at various distances from each other by an umbrella potential
- a harmonic potential which penalizes any deviation from the desired distance. The force
between the ligand and the receptor needs to change magnitude and direction to counteract
the random movement of the molecules, and is analyzed to derive free energy changes of
the process. Another example is the simulation of AFM experiments (Section 1.1), which
can be performed with either a constant force or a constant velocity of the indenter tip.
The indenter tip has a well dened motion, so the direction of the force remains unchanged
during the experiment.
A mechanical force was applied in most of the MD simulations carried out as part of
this work. For the study of graphene rupture (Chapter 3), the force was applied on a group
of atoms - a sphere resembling an indenter tip - which moves in one direction with con-
17
time-resolved force distribution analysis
stant velocity. To investigate protein unfolding under mechanical force (Chapter 4), a force
with constant magnitude and direction was applied on individual atoms - the Cα-atoms of
terminal protein residues.
2.2 time-resolved force distribution analysis
As mentioned in Section 2.1.1, atoms interact during MD simulations through forces de-
rived from the potential energy functions. During an integration step, the movement of
an atom i is determined by the total force acting on it, Fi, obtained as a sum of pairwise
forces between atom i and any atom jwith which it interacts (Equation 2.8 and Figure 2.1).
Although calculated during each simulation step, the individual pairwise forces are lost
due to the summation.
bond b
ond
 +
ang
le
angle
LJ
+
+
LJ + Coulomb
Figure 2.1: Various types of interactions of an atom
(red) with other atoms (black) are added up to deter-
mine the total force. Thick black lines represent bonds
between atoms. Interactions between atoms not involv-
ing the central one (red) are not shown.
The typical outcome of an MD simula-
tion is a collection of three-dimensional co-
ordinates, indicating the positions of the
atoms, but missing any kind of relation be-
tween them. In contrast, pairwise forces be-
tween atoms or residues describe their in-
teractions independent of their actual po-
sitions and, thus, represent internal coor-
dinates of the molecular system. Pairwise
forces are also a more sensitive measure
for changes that happen during an MD sim-
ulation. For example, two pairwise forces
of equal magnitude but opposite directions
acting on a atom will result in the atom
maintaining its position, as the total force
exerted on it is zero. In this case, analysis of the pairwise forces allows recovering the indi-
vidual interactions of the atom, while the widely used coordinates-based methods will miss
them entirely. Based on this principle, it was possible to highlight low-amplitude yet func-
tionally important motions, such as those in a sti protein core39, to explain the mechani-
cal robustness of immunoglobulin domains40 and to reveal the pre-stress in proteins41. The
method used in these studies, called Force Distribution Analysis (FDA)42, allows examin-
ing the internal forces and their spatial distribution from MD simulations. FDA has been
applied so far only to averaged data from equilibrium simulations, leading to a static view
of the force distribution. However, many biomolecular systems or other complex macro-
molecules can visit a broad range of conformational states in equilibrium conditions. Fur-
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thermore, external perturbations, such as interactions with a ligand or the application of
a mechanical force, can change the rates of transition between these states or open the
possibility of visiting dierent states. Each state can be characterized not only by the three-
dimensional coordinates of the atoms, but also by the spatial distribution of internal forces.
In order to study transitions between conformational states, it is therefore necessary to
follow the evolution in time of the internal forces. This is dicult to achieve with FDA and
prompted a new implementation.
We introduce here theTime-Resolved Force DistributionAnalysis (TRFDA), which
extends FDA by adding a temporal component to enable the analysis of pairwise forces
during conformational changes. Similar to FDA, atomic pairwise forces are computed for
all types of bonded interactions as well as for short-range Coulomb and Lennard-Jones
potentials (Section 2.1.1). Long-range electrostatic interactions computed on a grid (Section
2.1.3) cannot be decomposed in atomic pairwise forces and are thus not included in the
analysis. Also similar to FDA, a trajectory is rst obtained from an MD simulation, and is
then analyzed by using the TRFDA code. The implementation was written from scratch for
GROMACS43 4.5.3 and contains over 3500 lines of code. For visualization of the pairwise
forces and punctual stress (Section 2.3.3), VMD44 plugins are provided. The entire software
distribution is available as open source from the project website:
http://code.google.com/p/force-distribution-analysis/
Apart from focusing on the evolution of pairwise forces, TRFDA also includes several
notable improvements over FDA, like a force decomposition for 3- and 4-body potentials,
internally computed pairwise forces between residues, the possibility to sum up all forces
between the same pair of atoms, two ways of converting vector to scalar forces, the ability
to dene two groups of atoms between which pairwise forces are calculated, a memory-
ecient internal data organization, and data output in easy-to-parse le formats. The multi-
body force decomposition, residue pairwise forces, and vector to scalar transformations
are described below; the others - of more technical nature - are detailed in our publication
describing TRFDA45 and in the TRFDA manual, available from the project website.
2.2.1 Decomposition of forces from 3- and 4-body potentials
For two-body potentials such as bonds, Coulomb and Lennard-Jones potentials, the inter-
action force derived from the potential energy function represents the pairwise force be-
tween the two atoms involved. For many-body potentials, which describe the interactions
between more than two atoms, the atomic forces need to be decomposed into pairwise
forces. TRFDA introduces a complete decomposition of the forces resulting from 3- and
4-body potentials (angle, dihedral angle, cross bond-bond, cross bond-angle), described in
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the Appendix A. The force decomposition is performed on the atomic forces calculated
from the various interaction potentials and is therefore independent of the form of these
potentials. For example, the same decomposition can be applied to the two dierent proper
dihedral angle potentials in GROMACS (periodic and Ryckaert-Bellemans, Section 2.1.1).
The resulting pairwise forces can have any direction, i.e. they do not align with the dis-
tance vector between the two atoms involved. To accommodate this, all pairwise forces
are stored and handled internally as vectors.
This decomposition recties the shortcomings of the previous FDA implementation,
which used approximations for computing pairwise forces resulting from 3- or 4-body po-
tentials. For an angle formed by atoms i, j and k (j placed between i and k), it considered
that no pairwise forces act on atom j, and assumed that the pairwise force between atoms
i and k acts along the distance vector between the two atoms. A similar decomposition
has been used for a dihedral angle formed by four atoms. In contrast to these approxima-
tions, the decomposition used in TRFDA correctly reproduces the distribution of angle and
dihedral forces in a molecule.
2.2.2 Internally computed pairwise forces between residues
Computing pairwise forces between residues allows a signicant decrease in storage and
computational cost for analysis, while providing a mapping of the interactions on the pri-
mary and possibly also secondary structure of a protein. The examination of pairwise forces
between residues can also be used as a tool in the development of residue-level coarse
grained models46. The pairwise force representing the interaction between residues ri and
rj acts on the centers of mass of the two residues and is calculated as:
Fri,rj =
∑
i∈ri,j∈rj
Fij (2.16)
where i is an atom of residue ri, and j is an atom of residue rj, with ri dierent from rj.
TRFDA computes internally pairwise forces between residues; when only forces between
residues are of interest, the amount of memory required is signicantly reduced, and writ-
ing out pairwise forces between atoms is entirely avoided. This constitutes a signicant
improvement over the previous implementation of FDA, which stored in memory a large
number of pairwise forces between atoms, saved them in a large le, and subsequently read
them by a standalone tool which calculated residue pairwise forces.
TRFDA treats equally the atomic and residue pairwise forces with respect to further pro-
cessing and output. For example, the same vector to scalar transformations can be applied
to both pairwise forces between atoms and pairwise forces between residues, punctual
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stress (Section 2.3.3) can be calculated both per atom and per residue, and the output le
formats are the same for data referring to atoms or to residues. Furthermore, the same
graphical representations can be applied to both atom and residue pairwise forces or punc-
tual stress.
2.2.3 Vector to scalar transformations
Although pairwise forces are calculated and stored internally only in vector form, TRFDA
can write them out either as vector or as scalar values. A scalar pairwise force is computed
as the magnitude of the vector pairwise force, similar to FDA, or as the magnitude of the
pairwise force projected onto the distance vector between the two atoms41. In either case,
the scalar value carries a sign indicating whether it is a repulsive (plus) or attractive (minus)
force. If the angle between the vector pairwise force and the distance vector between the
atoms is in the range (−pi/2, pi/2), the pairwise force is considered attractive. If the angle
between the vector pairwise force and the distance vector between the atoms is in the
range (pi/2, 3pi/2), the pairwise force is considered repulsive. If the vector pairwise force is
perpendicular to the distance vector, the pairwise force can be considered neither attractive
nor repulsive and is set to zero.
2.2.4 Noise reduction
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Figure 2.2: Variation of the pairwise force in a carbon-
carbon bond in graphene during an equilibrium simu-
lation. The average value of -1.04 (±1.41) nN is repre-
sented in red. This non-zero value is the expression of
the background stress (Chapter 3).
In most MD simulations, the atom veloci-
ties continuously vary, leading to uctua-
tions in atom positions and, consequently,
in pairwise forces. Very often, these uc-
tuations appear as changes between posi-
tive and negative values, corresponding to
changes between repulsive and attractive
forces, resulting in a high noise of the force
signal (Figure 2.2). Even more, the magni-
tude of these uctuations can be as large, or
even larger, than other forces acting in the
system; for example, it is dicult to distin-
guish an external force (Section 2.1.6). To
reduce this noise, pairwise forces can be av-
eraged in time, in space or between several
simulations. A time average can be obtained through a block based approach (implemented
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in TRFDA) or a moving window approach. For an averaging in space, the molecular sys-
tem should maintain a relatively constant geometry and be relatively homogeneous, with
equivalent interactions found at dierent places in the system; this is the case for graphene
(Chapter 3) or a lipid bilayer. Finally, averaging can be performed over simulations which
sample the same conformational space (Section2.1.5), the result describing the pairwise
forces for the entire ensemble. Apart from averaging, noise can also be reduced by apply-
ing classical signal processing techniques, for example based on the Fast Fourier Transform
or convolution.
In this work, we use all the averaging methods mentioned above to reduce the uctua-
tions in pairwise forces. As part of the circular stress calculation in graphene (Section 2.3.4),
pairwise forces are averaged in space, namely over atom pairs found at the same distance
from the center of the sheet. Averaging between several simulations sampling the same
conformational space and averaging over time are performed for the study of pairwise
forces during the mechanical unfolding of proteins (Chapter 4).
2.3 stress at atomic level in md simulations
Mechanical stress is dened as the ratio between the force and the area on which the force
acts, and can be applied at both macro- and microscopic scales. The study of mechanical
stress has seen signicant advances over time. Nowadays, the distribution of stress can be
very easily and accurately predicted with the help of computer simulations, using Finite
Elements (FE) models. Such models can be built for objects of very dierent sizes, from
screws of few millimeters, to cars of few meters, to airplanes of tens of meters, to bridges
of hundreds of meters or kilometers. Calculations of stress can be performed both in equi-
librium conditions and under some external inuence which manifests as a mechanical
deformation. Such calculations are very important in ensuring that structural elements do
not fail when they are exposed to an external perturbation; for example, a bridge should
not collapse under the load of passing cars, an airplane wing should not break due to wind,
etc. Stress calculations are not only important for choosing the right geometry of struc-
tural elements, but also for choosing the right material for them as each material has a
maximum stress it can sustain before failing. The stress might not be equally distributed in
a structure and the material starts failing only in places where the stress becomes too high.
However, the failure might not be immediately visible and in many cases it starts with a
crack at atomic scale. Therefore, it is highly interesting to have methods for the analysis of
the stress distribution at atomic level and for the prediction of crack formation and prop-
agation. Such methods are not limited to industrial materials, but should be applicable to
molecules of biological interest as well.
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Experimentally measuring how forces or stresses are distributed at atomic level is cur-
rently impossible, but studies can be carried out on FE and molecular models. TRFDA, de-
veloped as part of this work (Section 2.2), can easily be used to examine the internal forces
and their spatial distribution. Computing the atomic level stress is however not straight-
forward, as the area on which atomic forces act is not well dened. The following sections
describe two previous representations of stress, the atomic virial stress47 and the local pres-
sure48, and introduce two new representations, the atomic punctual stress and the circular
stress.
2.3.1 Atomic virial stress
To represent stress at atomic level in MD simulations, the virial theorem34,35 was used to
dene a per atom virial stress47. The pressure in a system of volume V is determined by the
internal virial W dened above (Section 2.1.5) which takes into account the atomic forces
Fi. Similarly, the virial stress for an atom occupying the volume Vi can be determined from
the pairwise forces Fji between the atom i and any other atom j.
Due to the calculation as Fi · ri (Equation 2.15), the virial stress σ is stored as a tensor
with 6 components: 3 components (xx, yy and zz) represent the normal stress, while the
rest (xy, yz and zx) represent the shear stress. The von Mises yield criterion can be used to
reduce the tensor form to a single value:
σ =
√
(σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx)2 + 6(σ2xy + σ
2
yz + σ
2
zx)
2
(2.17)
Instead of the typical denition of stress as force over area, this representation uses an
equivalent one of force times distance, or energy, over volume. The volume occupied by
an atom is not well dened and therefore omitted from calculations, such that the atomic
virial stress is expressed in terms of energy; a true stress can only be obtained once the
atomic volumes are known. As the equations above describe any molecular system, the
atomic virial stress can be regarded as a general purpose atomic stress representation.
2.3.2 Local pressure
The local pressure concept48 was introduced to overcome diculties in dening geometric
properties like area and volume at atomic level. It uses a three-dimensional grid overlapped
onto the molecular system and calculates stress from the interatomic forces acting on the
faces of the grid cells. The grid cells need to be small enough such that any two atoms in
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the molecular system are found in two dierent cells; interactions between atoms found
in the same cell do not “cross” any grid cell face and thus are not taken into consideration.
As both the forces and the area on which they act are well dened, the local pressure uses
units of force over area, like a true stress.
This approach works well when the molecular system has a regular shape and is mostly
aligned to the grid, as is the case for a lipid bilayer. It is however very hard to apply for
a protein of irregular shape, moving and possibly deforming during an MD simulation. A
further disadvantage is that the local pressure oers information about the stress at an abso-
lute location, given by the grid, but not on how dierent atoms, residues or groups interact
with each other. For this reason, the variations of stress during conformational changes
are very hard to track. This limits its usability to the analysis of molecules or ensembles of
molecules with a regular shape, which does not change during the MD simulation.
2.3.3 Punctual stress
The mechanical stress measures the resistance of the material against physical deforma-
tion or rupture upon applying an external force. When several external forces act simulta-
neously on the material, their eects accumulate; the total stress becomes a sum of all the
individual stresses caused by these forces. Similarly, we can dene the stress on an atom as
the sum of stresses induced by all pairwise forces acting on the atom. However, the area of
action of atomic pairwise forces is unknown and therefore ignored. The stress on an atom
i becomes a sum of the absolute values of scalar pairwise forces acting on it:
σi =
∑
j
|Fji| (2.18)
We denote the stress dened in Equation 2.18 as punctual stress, emphasizing the action of
the force on a dimensionless point instead of an area, which is here ill-dened. As a sum
of forces, the punctual stress is expressed in units of force.
In equilibrium conditions, the pairwise forces should converge to non-zero values, and
so should the punctual stress, as a sum of convergent quantities. In contrast, the sum of
vector pairwise forces acting on a single atom, typically computed in MD simulations, aver-
ages to zero in the same conditions. This important property of the punctual stress allows
segregating the presence of force from the eect it usually produces - movement of atoms.
To illustrate this, we can consider two examples: one in which two pairwise forces of equal
magnitudes and opposite directions act on an atom and the second one in which the pair-
wise forces are zero. In the rst example, the sum of the vector forces is zero, while the
punctual stress is equal to the sum of the magnitudes of the forces, and thus is non-zero.
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In the second example, both the sum of vector forces and the punctual stress are zero. The
atom does not move in either example and this would imply that the two examples are
equivalent. The punctual stress can however dierentiate between them, describing the
presence of forces even in the absence of movement. This is a further argument for calling
this measure “stress” despite its expression as a sum of forces: just as the mechanical stress
is able, for example, to represent the presence of internal forces in an airplane wing under
its own weight, so is the punctual stress able to represent the presence of pairwise forces
on a non-moving atom, in the rst example above.
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Figure 2.3:Variation of the punctual stress on a carbon
atom of graphene, during an equilibrium simulation in
vacuum. The non-zero average value (red) represents
the background stress (Chapter 3).
In equilibrium conditions, an atom typi-
cally uctuates around an average position,
and the individual pairwise forces acting
on it often change value and sign. As a sum
of pairwise forces, the punctual stress on
the atom can also vary (Figure 2.3).
As opposed to the analysis of pairwise
forces, which gives a very detailed view of
their distribution in or between molecules,
the punctual stress expresses in a sim-
ple way where pairwise forces accumulate,
and allows the detection of atomic-level
“hot-spots”. Once these locations are iden-
tied, a more detailed analysis of pairwise
forces may be performed.
2.3.4 Circular stress
In both biological and non-biological environments, we can nd molecular systems for
which the morphological and physical properties are very similar for two of the three ge-
ometrical dimensions and signicantly dierent for the third dimension. A lipid bilayer
represents such an example, where the system is heterogeneous in the dimension perpen-
dicular to the bilayer (direction of the thickness of the bilayer), but mostly homogeneous in
the other two dimensions. The so-called two-dimensional materials, like graphene (Chap-
ter 3), hexagonal boron nitride or sheets of transition metal oxides, represent a special case
where the material is one atom thick in the dimension perpendicular to the sheet.
An AFM cantilever, pushing on such a molecular system, generates a localized force
which dissipates radially from the application point, a property which can be exploited to
estimate the stress distribution (Chapter 3). We can dene concentric cylinders with the
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center on the force application point and increasing radii, and with height equal to the
thickness of the molecular system. Based on their position with respect to each cylinder,
the atoms are split between the inside and the outside of it. For a pair of interacting atoms
found on the opposite sides of the cylinder, the pairwise force has a component normal to
the lateral surface of the cylinder. The stress σ can then be dened as the sum of all normal
components of pairwise forces between atoms on the inside and atoms on the outside of
the cylinder divided by the lateral area of the cylinder:
σ =
∑
i,j
F⊥ij
2pirh
(2.19)
where F⊥ij is the component of the pairwise force between atoms i and j normal to the
surface of the cylinder, with atoms i and j on opposite sides of the cylinder; r and h are
the cylinder radius and height, respectively. This denition uses the typical expression of
stress of force over area.
For two-dimensional materials like graphene, the thickness of the material is not well
dened. Equation 2.19 can be modied to ignore the height of the cylinder:
σ2D =
∑
i,j
F⊥ij
2pir
(2.20)
In consequence, the stress is in this case expressed as force over length.
2.3.5 Comparison of atomic stress denitions
As can be seen above, the denition of atomic level stress is not straightforward, the main
diculty being the denition of an area of action of force at atomic level. To sidestep this
diculty, the local pressure and circular stress use geometrical constructs xed in space (a
grid or a cylinder, respectively) for which an area can be dened easily, and calculate forces
acting across these areas. The xed location in space of these constructs represents a sig-
nicant disadvantage, limiting their usability to molecular systems which are themselves
xed in space (e.g. a circular graphene sheet clamped around the edge) or are homogeneous
along the coordinate of interest (e.g. a lipid bilayer). Assigning such stress to an atom or
to a basic unit of the molecular system (e.g. a lipid head) is performed indirectly and is
imprecise, requiring rst a localization of the atom or basic unit relative to the geometrical
construct used. The main advantage is that these denitions of stress include both a force
and an area of action of the force, being therefore expressed as a true stress.
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In contrast, the atomic virial stress and punctual stress are directly assigned to atoms;
the punctual stress can additionally be assigned to basic structural units, like aminoacids.
These stresses can be calculated independent from the movement of atoms during an MD
simulation and, therefore, can be applied to any molecular system. Both these stresses de-
viate from the expression of a true stress as force over area, due to the diculty of dening
geometrical properties at atomic level: the punctual stress uses units of force as the area of
action of pairwise forces is ill-dened, while the atomic virial stress uses units of energy
as the volume of an atom is also ill-dened. Even though these expressions of stress use
non-standard units, they are capable of expressing the relative accumulations of forces in
the molecular system.
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G R A P H E N E R U P T U R E
3.1 introduction
Graphene is a single layer of graphite, which is composed of carbon atoms tightly packed
into a two-dimensional hexagonal lattice (Figure 3.1). Although its existence was proposed
several decades ago49, a method for isolating graphene has been found only recently, allow-
ing its properties to be studied for the rst time50. Since then, the interest in graphene and
carbon nanotubes (CNTs) - graphene sheets rolled as cylinders - has grown exponentially.
Due to its many favorable physical and chemical properties, graphene has been called “the
wonder material” and is considered for applications in many elds51.
The interest in graphene has led to a large body of theoretical and experimental re-
sults. Theoretical studies cover scales ranging from quantum mechanical (QM) calcula-
tions, through classical MD simulations, to Finite Elements (FE) models. QM calculations
are computationally expensive, but take into account the electronic degrees of freedom,
allowing investigations of electron delocalization and excitation52,53, and chemical reactiv-
ity. FE models can bridge the nano- and macroscopic scales, but miss the atomic details,
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such that a complete picture about the material rupture and crack propagation cannot be
obtained.
Figure 3.1: Carbon atoms in a single layer graphene
sheet.
Before experimental studies were possi-
ble, various models have tried to predict
properties of graphene and CNTs. For MD
simulations, the pairwise potentials typi-
cally used for proteins (Section 2.1.1) have
been considered insucient and, there-
fore, specic multi-body potentials have
been developed54–60. To correctly repre-
sent changes in electron delocalization due
to the displacements of atoms in carbon-
based compounds, these potentials rely on
the concept of bond order. They take into
account not only the bond but also its en-
vironment, including in some cases long-range interactions58. Although successfully used
to study physical properties of graphene and CNTs, the bond order potentials have several
disadvantages with regard to eciency and complexity of implementation, as discussed in
further detail in our publication61.
Graphene and CNTs might also nd biological applications51. It is therefore not sur-
prising that mixtures of them with biomolecules have already been investigated by means
of MD simulations62–64. Such studies have modeled the graphene and CNTs either as rigid
bodies or through harmonic pairwise potentials, as the software packages used in biomolec-
ular simulations43,65,66 do not typically include the carbon-specic multi-body potentials.
These approximations are valid because biomolecules are much softer than graphene and,
thus, mechanical interactions do not stretch the graphene C-C bonds far way from the equi-
librium bond length. However, a harmonic bond potential is not appropriate to describe the
elongation or breaking of the C-C bond which could result from mechanical stress, like high
pressure or an external force. A more realistic model for such situations uses the Morse po-
tential, which is able to reproduce the energy convergence towards the dissociation energy
upon bond elongation. It was already used to represent C-C interactions in graphene and
CNTs67, and is only slightly more computationally expensive than a harmonic potential. In
contrast to the carbon-specic multi-body potentials, the Morse potential is already imple-
mented or can be straightforwardly added to biomolecular software packages. Building on
these advantages, the initial part of our work focuses on the development of a Morse-based
potential, able to reproduce important mechanical properties of graphene, but at the same
time being simple to implement and oering a high computational eciency.
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AFM indenter graphene sheet
substrate
Figure 3.2: Schematic representation of the AFM in-
dentation of a graphene sheet.
High mechanical resistance is one of the
many intriguing properties of graphene. By
using an Atomic Force Microscope (AFM)
indenter with a diamond tip (Figure 3.2),
Lee et al.1 obtained load-indentation curves
and determined the rupture force for
defect-free graphene sheets, nding graphene
to be one of the strongest materials known
to date. The resistance of the single layer
of carbon atoms to very large out-of-plane
deformation forces is remarkable and has already led to several studies. Previous models,
using FE68 or MD69 methods, have been derived from AFM experiments1,70 by assuming a
point load on the graphene sheet and, therefore, not taking into account the inuence of the
indenter on the circular plate. Furthermore, the studies focused only on the deformation
of the sheet, neglecting the rupture aspects. Other models have investigated the mechan-
ical rupture of graphene due to in-plane deformations71,72. In consequence, it is largely
unknown how graphene can withstand the enormous forces probed experimentally under
out-of-plane deformation, and how the non-linear elastic deformation of graphene under
the indenter is related to the breaking of individual bonds.
The present work attempts to answer these questions by providing an atomic-level view
of stress variation during graphene deformation until rupture. In MD simulations, we re-
produce closely the experimental conditions, allowing us a direct comparison and valida-
tion of the results. We rst introduce a simple modication of the Morse potential which
allows monitoring bond breaking in graphene, and we parametrize it by tting to high
level quantum mechanical calculations on graphene patches. We then use this potential to
describe the interactions in a circular graphene sheet and model the indenter as a sphere
built from discrete atoms. Further, we validate our model by comparing the rupture forces
for a range of indenter velocities and radii as well as graphene sheet radii to the experi-
mental values. From force-indentation proles obtained from MD simulations, we derive
a two-dimensional elastic modulus, which we use for further validation. Finally, we follow
the stress distribution throughout the graphene sheet during the indentation process un-
til rupture by means of TRFDA and virial atomic stress calculations, and characterize the
probability and location of material rupture.
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3.2 a truncated morse potential
The harmonic potential (Equation 2.1) is typically used to model bonds between atoms
in proteins and other biomolecules. Elongating such a bond results in a linear increase
of the attractive force, which continues even when the interatomic distance becomes large
(nanometers or more). Such large bond lengths are however unrealistic, and bond breaking
should occur before reaching them. In contrast, the Morse potential represents the attrac-
tive forces decreasing exponentially towards zero as the interatomic distance increases,
oering a more realistic model of bond breaking. The Morse potential has already been
used to study the fracture of graphene and CNTs67, where it has been shown that, for
small initial defects, the inection point of the potential and much less the depth of the
potential (i.e. the dissociation energy) determines the maximum mechanical resistance of
the material.
The inection point of the Morse potential corresponds to the maximum attractive force.
As this is the point where the bond resists the most to breaking, it can be dened as the
critical point, and the corresponding bond length as the critical bond length, rc. This deni-
tion implies that the bond can be considered broken for interatomic distances larger than
rc. Although the attractive force derived from the Morse potential is very close to zero at
large bond elongations, it can still act as a restoring force, especially at bond lengths only
slightly larger than rc, leading to unrealistic bond reformation.
Interatomic distance
00
For
ce
r0 rc
Truncated Morse potential
Original Morse potential
0
Figure 3.3: The variation of force with respect to the interatomic
distance for the original and truncated Morse potentials. r0 repre-
sents the equilibrium bond length, rc represents the critical bond
length.
To prevent broken bonds from
reforming, we introduce a slight
modication to the Morse poten-
tial. For bond lengths lower than
or equal to rc, it retains the form
of the original Morse potential,
while for bond lengths higher
than rc, the potential remains
constant, such that the force be-
comes zero (Figure 3.3). As a con-
sequence, a bond elongated be-
yond its critical length is unable
to converge on its own towards
the equilibrium bond length, pre-
venting unrealistic reformation of
bonds stretched to several nanometers. The attractive force can become non-zero again
only if thermal uctuations or other interaction potentials act on the two atoms previously
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forming the bond and bring them closer than rc, equivalent to a bond reformation. To pre-
vent this from happening, our implementation of the truncated Morse potential reports the
bond as broken when it crosses the critical bond length, and can optionally stop the MD
simulation. We note that the Morse potential, in its original form as well as in the truncated
form introduced here, is unable to model bond reformation between dierent C atoms or
between C atoms and other atomic species, without signicant code modications in the
MD software packages. Carbon-specic potentials (AIREBO57) or general reactive force
elds (ReaxFF59) are needed in these cases, with the associated increase in computational
time and complexity of implementation.
The Morse potential is already present in GROMACS43. For two atoms i and j, it has the
form:
VMorse(rij) = Dij[1− e
−βij(rij−bij)]2 (3.1)
whereDij is the dissociation energy, βij is a constant dening the steepness of the energy
well and bij is the equilibrium distance. βij can be derived from the force constant for the
harmonic bond potential and Dij 73.
Dij is typically obtained from experimental data or QM energy proles. It corresponds
to the variation of one bond potential with the interatomic distance while keeping constant
all other interactions. It is however impossible to carry such measurements in graphene,
given its network of identical bonds; for example, the movement of a single atom disturbs
3 bonds and 3 aromatic rings simultaneously. We therefore use a two-step approach for
calculating Dij: gradually shifting a set of C atoms out of the graphene plane (Figure 3.4)
in QM calculations, and using the obtained energy proles as reference for force eld cal-
culations, in whichDij acts as the tting parameter. Thus, instead of trying to identify the
52-1 94-4 94-10
118-19 72-6 108-12
Figure 3.4: Geometry of the graphene
patches used for gradually shifting car-
bon atoms (black) out of the graphene
plane (gray), identied by two num-
bers: the total number of atoms (in-
cluding hydrogen atoms) and the num-
ber of carbon atoms shifted from the
graphene plane. The sets of shifted
atoms are dened by adding layers of
carbon-carbon bonds to a core consist-
ing of a carbon atom (52-1, 94-4, 94-10
and 118-19) or an aromatic ring (72-6
and 108-12).
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energy dierence corresponding to the elongation of an individual aromatic C-C bond, we
consider the energy change of the whole atomic system as a reference to which we t the
Molecular Mechanics (MM) energy proles of the same system.
We carried out the QM calculations using Gaussian09 with the 6-31+G* basis set and sev-
eral methods covering Density Functional Theory, hybrid and self-consistent charge den-
sity functional tight binding. As the bond is considered broken beyond the critical length
and the potential is truncated, we t MM potential energies to the QM energy proles only
for the range of bond lengths between the equilibrium bond length and rc. Consequently,
the truncated Morse potential reproduces only the increase in energy from zero to the in-
ection point. The tting procedure uses the least square method and accounts for the fact
that rc depends on Dij, so a dierent number of points from the QM energy proles may
be taken into account for each Dij.
One of the most commonly used force elds in biomolecular MD simulations is OPLS-
AA25. To obtain a truncated Morse potential for graphene compatible with it, we based our
initial parameters on those describing groups with aromatic rings in OPLS-AA. We used the
force constant and the equilibrium length for an aromatic C-C bond, 392459.2 kJ mol-1 nm-2
and 0.140 nm, respectively. We also used the corresponding OPLS-AA parameters for the
description of angles, proper and improper dihedral angles, and for the Lennard-Jones po-
tential. From the tting procedure, we obtained aDij value of 805 kJ mol-1. The correspond-
ing critical bond length is 0.184 nm, and the maximum force to which the bond can resist is
6285.6 kJ mol-1 nm-1 (or 10.43 nN). We note that Dij is only used as a bond-characteristic
parameter in the tting procedure, and therefore primarily reects the slope in the poten-
tial up to the inection point. In consequence,Dij should not be directly compared to the
dissociation energy known for an aromatic bond.
To validate our ndings, we investigated the variation of C-C bond lengths in equilib-
rium MD simulations of small graphene sheets, the amplitude and frequency of ripples
formed throughout the sheets due to the thermal uctuations of the atoms, and elastic pa-
rameters (Young’s modulus and Poisson’s ratio) obtained from in-plane deformations. In
all cases, we observed a good agreement between our values and previous experimental or
theoretical results61.
We also compared the computational eciency of the truncated Morse potential with
that of other potentials which could be used to model graphene, either carbon-specic56,57
or of a more general nature54,59. Our potential was more than 3 times faster than the fastest
and more than one order of magnitude faster than the slowest of the other potentials61. This
result recommends the truncated Morse potential for simulations of mixtures of graphene
with biomolecules, as well as for graphene sheets of large dimensions, as described in the
next section.
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3.3 graphene indentation until rupture
a)
b)
c)
d)
Figure 3.5: Dierent phases of the indentation pro-
cess until rupture. The sphere starts at a certain dis-
tance from the graphene sheet (a), comes into contact
with the sheet (b) and continues to press on it (c) un-
til rupture (d). The ruptured sheet is included here only
for visualization purposes, but the dynamics after bond
breaking were not included in our analysis.
We performed MD simulations reproduc-
ing as close as possible the AFM indenta-
tion experiments on graphene1. A sphere,
mimicking the indenter tip, was moved
at constant velocity into a circular sheet
which was clamped around the edge. A
graphical representation of the dierent
phases is shown in Figure 3.5. All molec-
ular systems are simulated at room tem-
perature (300 K), unlike most other stud-
ies which added kinetic energy by slightly
displacing C atoms from their equilibrium
positions67,72,74,75. We used GROMACS43
4.5.3 with the truncated Morse potential;
for comparison, we also used LAMMPS76
version 17Feb2012 with the carbon-specic
multi-body AIREBO potential57. Pairwise
forces, per atom punctual stress (Sec-
tion 2.3.3), and circular stress (Section 2.3.4)
were obtained with the TRFDA code (Sec-
tion 2.2). For calculations of virial atomic
stress (Section 2.3.1), we used an own im-
plementation, also based on GROMACS
4.5.3. A detailed protocol can be found in
Appendix B.
During the MD simulations, we have
recorded load-displacements proles, rep-
resenting the dependency of the force
on the tip indentation until rupture. Fig-
ure 3.6a shows the typical indentation pro-
les we have obtained from our simulations, in which we observe the same non-linear elas-
ticity of the sheet uncovered by experiments1. During the indentation, the force increases
in order to maintain the constant velocity of the sphere, indicating a progressive stiening
of the graphene sheet. From a series of 100 independent simulations, started with random
velocities, using sphere radii of 5 nm and graphene radii of 25 nm, we calculated an average
35
graphene rupture
a) b)
0.0 0.1 0.2 0.3 0.4 0.5 0.6
Indentation depth (nm)
0
10
20
30
40
50
60
70
80
90
Fo
rc
e
 (
n
N
)
Load
Accelerated
Unload
0 1 2 3 4 5 6 7 8 9
Indentation depth (nm)
0
50
100
150
200
250
300
Fo
rc
e
 (
n
N
)
260 270 280 290
Rupture force (nN)
0.0
0.1
0.2
0.3
P
ro
b
a
b
ili
ty
Figure 3.6: Graphene force-indentation proles. a) Overlay of non-linear force-indentation curves for a set
of 100 independent simulations with a sphere radius of 5 nm and graphene radius of 25 nm (gray). One such
curve, corresponding to the median rupture force, is shown in black. Inset: histogram of rupture forces, with
an average of 280 nN. b) Force-indentation prole with reverse load. Initial loading (black) was performed
with a constant velocity of 0.01 nm ps-1. The accelerated regime (blue) was performed with an initial velocity
of 0.01 nm ps-1 and an acceleration of -0.0001 nm ps-2, for a total time of 200 ps. Unloading (yellow) was
performed with a constant velocity of -0.01 nm ps-1. A negative velocity denotes a movement of the sphere in
the opposite direction, reducing the load on the graphene sheet.
rupture force of 280 (±10) nN. Rupture forces vary among individual trajectories by up to
±10% (Figure 3.6a inset), the same range as obtained from the AFM experiments1. A reverse
load simulation showed that the molecular system is close to equilibrium throughout the
indentation process prior to rupture (Figure 3.6b).
Similar to the snap-in noticed in experiments (Figure S3a in Reference 1), we observed
an initial jump to depth negative values in all the raw indentation proles derived from
our simulations. This is a consequence of attractive Lennard-Jones interactions that occur
between atoms of the sphere and atoms of the sheet when they become closer than the
cut-o distance. While in experiments the indenter moved towards the sheet, in our MD
simulations the sheet moved towards the indenter. The deection of the sheet had an am-
plitude comparable to the thermally induced ripples61,77,78, such that it did not give rise
to any signicant change in the geometry of the sheet. The graphene indentation proles
shown in Figure 3.6 and used further in calculations only contain the data from after the tip
has reached the initial position of the sheet; this is equivalent to the cantilever becoming
straight in an AFM experiment, placing the tip rmly in contact with the sheet.
We next investigated the inuence of the indenter velocity on the rupture force. Over a
range of velocities covering four orders of magnitude, the rupture force changes very little
(Figure 3.7a). By applying the Bell model (Section 1.2), we obtained a linear regression from
which we could estimate the rupture force at lower indentation velocities. For the experi-
mental AFM indenter velocity (1.3·10-9 nm ps-1), the Bell model predicts a value less than
4% from the lowest rupture force obtaine from MD simulations, well within the variability
range obtained above. We therefore conclude that the force-indentation proles and rup-
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Figure 3.7: Variability of rupture force (FR) and the inuence of sphere velocity (vs), sphere radius (rs) and
graphene sheet radius (rg). a) Inuence of vs on FR over four orders of magnitude (squares) for rs=2.5 nm and
rg=12.5 nm, using the truncated Morse potential. Lowest FR is 133 nN corresponding to vs of 10-4 nm ps-1.
For the experimental vs of 1.3e-9 nm ps-1 (=1.3 µm s-1), the FR estimated from a linear regression (dashed
line) is 129 nN (triangle). b) Inuence of rg on FR using the truncated Morse potential (squares) and the
AIREBO potential (triangles) for rs=2.5 nm and vs=0.01 nm ps-1. FR obtained with the AIREBO potential are
4.2 (±0.2) times larger than those obtained with the truncated Morse potential. c) Inuence of rg on FR force
using the truncated Morse potential for rs=16.5 nm (squares) and rs=27.5 nm (circles), with vs=0.01 nm ps-1.
Dashed lines represent average FR for each sphere radius: for rs=16.5 nm – 800 nN (experimental 1700 nN), for
rs=27.5 nm – 1280 nN (experimental 2890 nN). d) Inuence of rs on FR using the truncated Morse potential
for rg=25 nm (squares) and the AIREBO potential for rg=12.5 nm radius (triangles), with vs=0.01 nm ps-1. FR
obtained with the AIREBO potential is consistently around 4.2 times larger than the value obtained with the
truncated Morse potential.
ture forces from our MD simulations can be directly compared with the experimental ones,
even though they cover dierent ranges of indenter velocities. For all further indentation
simulations, we used a sphere velocity of 0.01 nm ps-1.
Lee et al.1 suggested that the rupture force does not depend on the graphene sheet radius,
but could not fully test this hypothesis due to experimental limitations. From simulations
on a wide range of graphene radii (12.5–100 nm) with both the truncated Morse and the
AIREBO potentials, we could conrm this nding (Figure 3.7b). This allows us to use for
further comparisons spheres with the same radii as the AFM indenters (16.5 and 27.5 nm)
but graphene sheets smaller than the experimental ones (radii of 20–100 nm instead of
1–1.5 µm, Figure 3.7c), without changing the outcome. We also observed that the rupture
forces obtained with the truncated Morse potential were consistently around 2.2 times
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smaller than the experimental values and around 4.2 times smaller than the ones obtained
with the AIREBO potential (Figures 3.7b and 3.7d). Predicting a mechanical resistance for
graphene of the correct order of magnitude is an excellent result for the truncated Morse
potential, which is pairwise potential, much less sophisticated and computationally expen-
sive than AIREBO, and for which no macroscopic material parameters were used.
A dependency of the graphene rupture force on the AFM indenter radius was suggested1,
but not further characterized, as only two tip radii were available for the experiments. The
larger tips (27.5 nm) yielded proportionally higher rupture forces than the smaller ones
(16.5 nm), hinting towards a linear relationship. We were able to build spherical models of
the indenter tip with a much wider range of radii, between 1.5 and 27.5 nm. In indentation
simulations, we observed a perfectly linear dependency of the rupture force on the sphere
radius, for graphene sheets using both the truncated Morse potential and the AIREBO po-
tential (Figure 3.7d). While providing a direct extension of the experimental results, this
nding is also in excellent agreement with theoretical predictions of a spherical inden-
ter pressing on a circular linearly-elastic plate2. This could not be expected, given that
graphene has shown a non-linear elastic behavior (Figure 3.6). We conclude that the linear
dependency of the rupture force on the tip radius might also hold for the more general case
of materials with non-linear elasticity.
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Figure 3.8: Two-dimensional elastic modulus (E2D) for
various sphere and graphene sheet radii, using the trun-
cated Morse (squares) and AIREBO (triangles) poten-
tials. The horizontal gray area shows the range of E2D
values obtained from experiments by Lee et al. 1.
From AFM load-indentation proles, Lee
et al.1 have computed a two-dimensional
elastic modulus (E2D). E2D diers from
the typical elastic (Young’s) modulus, as
it avoids dening the thickness of the
graphene sheet, which is still controver-
sial79. For this reason, it is often used for
comparison between experimental and the-
oretical models of graphene68–70. We have
calculated E2D values for various sheet and
tip radii (Figure 3.8) from load-indentation
proles obtained in our MD simulations.
When using the truncated Morse potential,
most of the values lay within the E2D range derived from experimental data. This is an
excellent result, oering a further validation of our model. At the same time, the values ob-
tained from simulations with the AIREBO potential were more than 10% smaller than the
lower limit of the experimental E2D range. For each sphere radius, an increase in graphene
sheet radius had the eect of decreasing E2D; we believe that this is the result of a too low
ratio between the sheet and sphere radii, which allows edge eects to inuence the appar-
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ent strength of the sheet. Indeed, the E2D values appear to converge as the sheet radius
increases, and small radii spheres show a faster convergence than larger ones, supporting
our hypothesis.
a)
b)
c)
d)
Figure 3.9: Phases of the indentation process until rup-
ture, with the sheet atoms colored by punctual stress. a)
While the sphere is away from the sheet, thermal rip-
ples generate a low level of background stress. b) At the
start of indentation, the stress under the indenter re-
mains low. c) Just before rupture, stress is concentrated
under the indenter. d) Stress returns to low levels im-
mediately after rupture. The ruptured sheet is included
here only for visualization purposes, but the dynamics
after bond breaking were not included in our analysis.
Having validated our computational
model, we next aimed at explaining the ma-
terial failure as well as its dependence on
sheet and tip radii by following the varia-
tion in time of the internal stress during the
graphene indentation until rupture. The
atomic level stress does not have a unique
denition; in Section 2.3, we explored two
existing denitions and introduced two
new ones, based on the calculation of pair-
wise forces in TRFDA. To prevent a bias in
our results, we used three of the four stress
denitions: punctual stress (Section 2.3.3),
circular stress (Section 2.3.4), and virial
stress (Section 2.3.1). The local pressure
(Section 2.3.2) relies on rectangular grid
cells, and therefore does not t well the
circular symmetry of our system. We note
again that none of these three expressions
is a true stress, using units of force, force
over length, and force times length (or en-
ergy), respectively. Normalization by the
area of action of pairwise atomic forces, the
height of the single atom thick layer, or the
atomic volume, respectively, would yield
true stresses, however these quantities are
ill-dened and, thus, not included in cal-
culations. We can consider though that
they are constant throughout the sheet, as
graphene is a homogeneous material.
The distribution of stress in the graphene
sheet at several dierent moments during
the indentation process is shown in Fig-
ure 3.9. The indentation process starts with
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Figure 3.10: Stress variation during indentation and just before rupture, for a graphene radius of 12.5 nm, a
sphere radius of 2.5nm, and velocity of 0.01 nm ps-1. The radial stress was obtained by averaging the per atom
punctual stress (a) or virial atomic stress (c) over all atoms found at the same distance from the center of the
graphene sheet. The circular stress (b) was dened along concentric circles and did not include averaging. The
distance from the center was computed with a resolution of 0.1 nm. The snapshot in a) shows the distribution
of per atom punctual stress, 1 ps before the rupture, in a side view.
the sphere at a certain distance from the sheet; this is required for the sphere to reach and
maintain the desired velocity. Also from the start of the simulation, spontaneous ripples
appear throughout the graphene sheet due to thermal uctuations61,77,78; the relative move-
ment of the atoms with respect to each other causes a low level of background stress. The
snap-in which occurs when the sphere and sheet become closer than the cut-o distance, as
well as any possible shock waves formed due to the contact, cannot be distinguished from
the background stress, suggesting a high exibility of the sheet. As the indentation contin-
ues, the tip presses onto the sheet; the stress increases signicantly only in and around the
area of graphene in contact with the sphere, while it remains at levels comparable to the
background stress towards the edge of the sheet. Timelines of the stress distribution dur-
ing the indentation process are represented in Figure 3.10 separately for the three types
of atomic stress. We note that they are very similar, even though they are expressed in
dierent units and can be compared only qualitatively.
We next investigated the correlation between the stress distribution, measured shortly
before rupture, and the sheet and tip radii. We found that the radial stress at a certain
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Figure 3.11: Distribution of per atom punctual stress less than 100 ps before rupture for several graphene
sheet radii (rg) and sphere radii (rs). The radial stress was obtained by averaging the per atom punctual stress
over all atoms found at the same distance from the center of the graphene sheet. a,c,d) Radial stress as a
function of distance from the center of the sheet for rs=2.5 nm (a), rs=16.5nm (c), rs=27.5 nm (d) and several
rg. Dotted lines show the background stress. b) Radial stress for several rg/rs pairs: 12.5/2.5 (red), 12.5/5.0
(blue) and 25.0/5.0 (green), as a function of distance from the center normalized by rg. The shaded area shows
the standard deviation for one of the curves. Dashed lines show rs, dotted lines show the radii of the contact
area between the sheet and the sphere.
distance from the center of the sheet has no dependency on the sheet radius (Figure 3.11a);
this relationship holds even for sheet radii approaching the sphere radius (3 nm versus
2.5 nm). High stresses are strongly localized in the area of graphene under the sphere (also
visible in Figure 3.10); the stress near the edge of the sheet reaches background levels for a
ratio of sheet to sphere radii of 5–10 (Figures 3.11b,c,d), signicantly smaller than assumed
by the theoretical models1,2. The stress at the center of the sheet is higher than at the edge
of contact between the sphere and the sheet (dotted lines in Figure 3.11b), with a ratio
between 1.4 and 1.9, while the theoretical model for a linear elastic material2 suggests a
lower value of 1.17. We also note that the value of critical radial stress of ∼30 nN at the
center of the stress, at which rupture occurs, remains the same independent of the sheet
and sphere radii. The analysis of circular stress and virial atomic stress revealed again very
similar distributions (Figure 3.12).
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In a related result, the area of contact between the sphere and graphene was independent
of the sheet size (Figure 3.13). Together with the stress distribution ndings, this points to-
wards a small area under and around the indenter, determined only by the indenter radius,
which is sucient to bear the load by distributing the stress among the constituent C-C
bonds. This central area is mechanically supported by the rest of the sheet, throughout
which the stress has much lower levels.
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Figure 3.12:Distribution of circular (a, c, e) and radial virial (b, d, f) stress less than 100 ps before bond breaking
for a sphere radius of 2.5 nm (a, b), 16.5 nm (c, d) and 27.5 nm (e, f) and several graphene sheet radii. The radial
virial stress was obtained by averaging the virial atomic stress over all atoms found at the same distance from
the center of the graphene sheet. The distance from the center was computed with a resolution of 0.1 nm.
Dotted lines show the background stress.
42
3.3 graphene indentation until rupture
0 20 40 60 80 100
Graphene radius (nm)
8
10
12
14
Co
nt
ac
t a
re
a 
(n
m
2 )
Figure 3.13: Contact area between a sphere of 2.5 nm
radius and graphene sheets of various radii less than
100 ps before rupture. Atoms are considered in contact
if the distance between them is less or equal to 0.4 nm.
Figure 3.11b also shows the strong inu-
ence the sphere radius has on the stress dis-
tribution. When the sphere radius is dou-
bled from 2.5 to 5 nm while the sheet ra-
dius is kept constant, the contact area be-
tween the sphere and graphene increases
and the stress distribution becomes wider.
In agreement, we also found that reaching
the critical radial stress requires a higher
indentation force (∼284 nN) for the larger sphere compared to the smaller one (∼160 nN).
While the stress distribution depends on the indenter radius and does not depend on
the sheet radius, stress proles along normalized distances from the center overlap for the
same ratio of sheet and sphere radii (Figure 3.11b). Thus, it is this ratio that determines the
behavior of the entire sheet during indentation, while the rupture force depends solely on
the sphere indenter radius.
To investigate this link in more detail, we turned to study how the spatial distribution
of stress over the C-C bonds determines their likelihood to reach the critical point. From
100 independent MD simulations using the same parameters except for random initial ve-
locities, we calculated the probability of bonds to break as a function of their distance from
the center of the sheet (Figure 3.14a). We observed a very fast decrease of the breaking
probability as the distance increased, with the probabilities becoming lower than 1% at dis-
tances larger than 1.2 nm, which are well within the sphere radius. This agrees very well
with the experimental nding that graphene rupture starts only under the indenter1 and
reects the high concentration of stress under the AFM tip.
Given the rapid decay of bond rupture probabilities on the sub-nanometer scale, we in-
vestigated the inuence of the local geometry of the network of C-C bonds on our ndings.
The C-C bonds which are closest to the center of the sheet are the most likely to break
(Figure 3.14a), therefore changes in their spatial arrangement would have the largest im-
pact on the outcome. From the point of view of the contact between the lowest atom of
the sphere and the sheet, there are two extreme cases. If an atom is placed at the center
of the graphene sheet, the indentation leads to stretching the three C-C bonds formed by
this atom, which is the case in all our indentation simulations performed so far. In contrast,
if the center of the sheet coincides with the middle of an aromatic ring, the indentation
leads to stretching of the six C-C bonds forming the ring. From a small set of simulations
comparing these two cases, we obtained results indistinguishable from each other. This
suggests that a small displacement of the sphere with respect to the center of the sheet
does not bear any inuence on the results, and is consistent with the nding that bonds
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Figure 3.14: Probabilities of bond breaking from a
series of 100 independent simulations with a sphere
radius of 5 nm, a graphene sheet radius of 25 nm
and a sphere velocity of 0.01 nm ps-1. The distance
was calculated between the center of the sheet and
the closest of the two atoms forming the bond
which breaks, with a resolution of 0.1 nm. By con-
vention, an attractive force is negative.
a) Probability of bond breaking as a function of dis-
tance from the center of the graphene sheet. The
number of broken bonds in each bin was normal-
ized by the total number of bonds in that bin.
b) Distribution of C-C bond forces as a function of
distance from the center of the graphene sheet. For
each distance from the center, the distribution re-
ects C-C bond forces from the last 100 ps before
the rst bond breaking.
c) Probability of bond breaking as a function of the
bond force. The averages and standard deviations
are calculated over data from the 100 independent
simulations; each data was the median of the forces
in bonds located at the same distance from the cen-
ter of the sheet for the last 100 ps before the rst
bond breaking. Error bars indicate the standard de-
viation. The dashed line represents a Bell model t
with ∆xbond = 0.034 nm and an average bond force
at 100% probability of -8.7 nN.
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other than the three formed by the central atom can also break (Figure 3.14a). The AFM
indenter in experiments1 could not be positioned exactly in the middle of the sheet, and
had an error of up to 50 nm, further supporting our results. We note that our model of the
graphene sheet did not assume a particular bond or bonds in certain regions of the sheet
to break, in contrast to previously investigated models based on quantum mechanics or
hybrid quantum mechanics/molecular mechanics80,81.
Our truncated Morse potential denes the bond breaking upon reaching the critical force
of ∼10.4 nN. Having determined the probabilities of bond breaking as a function of distance
from the center of the sheet, we next link the probability of reaching the critical force to the
distribution of forces in the individual C-C bonds, as obtained from TRFDA (Figure 3.14b).
The forces have large variations but small average values in the outer regions of the sheet,
indicating a low probability of bond breaking. In contrast, forces are signicantly larger
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and the statistical distribution narrower at small distances from the center of the sheet, and
in particular within the sphere radius (5 nm), implying a signicantly higher probability
of bond breaking. Indeed, the probability has an exponential dependency on the average
tensile force in the bond (Figure 3.14c). While the determined probabilities only extend to
around 10%, by extrapolation to a probability of 100% we nd a force of ∼8.7 nN, slightly
lower than the critical force of 10.4 nN. This suggests that a decisive role in propagating
a tensed bond to the broken state is played by the thermally induced uctuations of bond
forces.
The graphene rupture can be interpreted as a two-state kinetic process, in which the ex-
tension of a single bond beyond the critical point dened by the truncated Morse potential
drives the transition between states. Regarding the bond length as the reaction coordinate,
we applied the Bell model (Section 1.2) to the data in Figure 3.14c and obtained a distance
∆xbond = 0.034 nm between the reactant and the transition state. This is comparable to the
dierence between the average bond length (0.142 nm) in equilibrium simulations and the
critical bond length (0.184 nm) for the truncated Morse potential. Regarding the indenta-
tion depth as the reaction coordinate, the Bell model could also be applied to the rupture
force dependency on the indenter velocity (Figure 3.7a), leading to a distance ∆xindent =
1.4·10-3 nm. The discrepancy of more than one order of magnitude between ∆xbond and
∆xindent probably originates in the dierent orientation of the reaction coordinate. The
surface of the sphere has a low local curvature on the scale of the C-C bond length, such
that the bonds under the indenter are nearly perpendicular to the indentation direction;
consequently, projecting the elongation of the bonds on this direction results in a very
small ∆xindent. Thus, while the energy landscape of the single bonds (i.e. the shape of the
truncated Morse potential) determines the kinetics of individual bond breaking, the projec-
tion of that energy landscape along the direction of the indentation governs the rupture of
the graphene sheet.
3.4 discussion and conclusions
We performed MD simulations replicating as closely as possible the AFM experiments of
graphene indentation1. Instead of deriving elastic parameters exclusively from deforma-
tion studies68,69,79, we focused on the material rupture and the internal stress distribution as
its molecular basis. We measured load-indentation proles and determined rupture forces
for graphene sheets free of defects. The rupture forces showed the same variability as in
experiments and a very weak dependency on the indentation velocity, allowing us to make
direct comparisons between our results and those of Lee et al.
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In order to carry out these studies for sheets reaching almost experimental dimensions,
we developed the truncated Morse potential, a pairwise potential able to represent C-C
bond breaking in graphene. In MD simulations using this potential, the deformation and
rupture results are as close to the experimental ones as those obtained with a much more
complex bond order potential (AIREBO). The model using the truncated Morse potential
also predicted the elasticity of the sheet, expressed through the two-dimensional elastic
modulus (E2D), better than AIREBO. Unlike the bond order potentials, the truncated Morse
potential is not suitable to represent bond reformation between the same or other atoms.
However, this does not represent a disadvantage in mixed simulations involving much
softer biomolecules, where the C-C bonds in graphene are not stretched close to their
critical point. Furthermore, our potential is much simpler to implement and more compu-
tationally ecient than other models used for carbon-based compounds. These strengths
recommend the truncated Morse potential for further mechanical studies of graphene, espe-
cially in mixed graphene-biomolecular simulations or for carbon-based molecular systems
involving millions of atoms in which bond reforming is not expected.
We used the truncated Morse potential to perform indentation simulations until rupture,
from which we studied the relationship between the rupture force and some geometrical
parameters as well as the stress distribution during the process. In excellent agreement with
results from AFM experiments1, we found the rupture force to be independent of the sheet
radius and to linearly depend on the indenter radius. The latter nding was surprising,
as the linear dependency on the tip size was theoretically predicted for a linearly elastic
material2, while graphene showed a non-linear elastic behavior.
The atomic stress distribution just before graphene rupture suggests that a small area of
the sheet found under the indenter is able to bear most of the load. The rest of the sheet
oers mechanical support to this central area and can, in fact, be very small; the stress
distribution and the rupture force remain almost unchanged down to a ratio of sheet to
sphere radii close to one. This is an unexpected nding, as it was previously assumed that
this ratio needs to be much larger for consistent measurements of mechanical parameters.
Therefore, we suggest that the outcome of similar AFM experiments would not change
if they are performed with larger indenters or smaller graphene sheets. This result is of
high practical importance, as obtaining smaller defect-free graphene sheets is easier and
associated with reduced production costs.
The stress distribution just before rupture diers from the ones predicted by an FE
model1 and an analytical model for elastic materials2. This contrasts to the previous nding
of the linear dependency of rupture force on the indenter radius, which ts both graphene
and linear elastic materials. Developing a generalization of current models to describe non-
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linearly elastic materials like graphene would therefore be desired, but is beyond the scope
of this work.
Our analysis of tensile forces in highly stretched C-C bonds suggests that thermal uctu-
ations initiate the material rupture. The probability of a bond to break decays very fast as
the distance from the center of the sheet increases, such that material rupture is restricted
to a small area under the indenter for all practical purposes, in excellent agreement with
experimental observations1. Although the truncated Morse potential was parametrized for
C-C bonds in graphene, our analysis also holds for other materials for which such a poten-
tial is an appropriate model. For example, if the dissociation energy remains the same, a
broader Morse potential implies a larger critical bond length and a lower critical force; ther-
mal uctuations in the indented material would be able to more easily stretch the bonds
to their critical point, resulting in an increased area around the center of the sheet with
high probabilities of bond breaking. Conversely, a narrower Morse potential with the same
dissociation energy would be associated with a higher localization of the rupture initiation
point under the AFM indenter.
Two geometrical coordinates drive the graphene rupture at dierent scales: the macro-
scopic indentation of the sheet leads to stress distributions and rupture forces dependent
on the indenter radius, while the microscopic stretching of the C-C bonds determines the
location of the rupture initiation. Although these results have been obtained for defect-
free graphene sheets, we can also use them to predict the rupture behavior of sheets with
defects under an indentation load. Few, small defects can potentially generate a localized
change in the stress distribution and an associated increase in the range of bond forces in
that area. If such defects are found under the indenter, where the bond forces have large
values and a narrow statistical distribution, the probability of reaching the critical force
would become higher, leading to a smaller rupture force. If the defects are located in the
outer regions of the sheet, their impact on the already wide range of low forces would be
minimal and the rupture force would remain virtually the same. However, defects covering
wide areas or in large numbers will signicantly disturb the regular network of C-C bonds,
such that the stress distribution as well as the probability and location of the sheet rupture
can no longer be inferred from the current results.
Our ndings regarding the very weak dependency of the rupture force on the indenter
velocity suggest that the load distributes very quickly and eciently among the network of
C-C bonds, generating a radially uniform stress concentration. If the dissipation of stress
away from the point of application would be slow, it would lead to localized areas with
increased stress levels and higher bond force. Similar to the case of defects, this would
translate into higher bond breaking probabilities and lower sheet rupture forces. Although
possibly the result of insucient statistical sampling, the slightly lower rupture force ob-
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tained at the higher end of the scale in Figure 3.7a could also be an indication of the in-
dentation velocity becoming close to the load dissipation rate, leading to such an uneven
stress distribution. Analyzing such fast processes is possible with TRFDA, but requires a
much ner resolution of the time-resolved pairwise forces data, and will be the subject of
future work.
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M E C H A N I C A L U N F O L D I N G
O F P R O T E I N S
In this chapter, we investigate the unfolding of proteins under the inuence of an external
force, probed through force-clamp MD simulations. We initially focus on the kinetic aspects
of the forced unfolding, comparing the kinetic proles with experimental ones. We then
use TRFDA to investigate how the applied force distributes through the protein structure,
and whether this distribution has an inuence on the unfolding kinetics.
4.1 introduction
The development of techniques through which proteins can be unfolded mechanically has
enabled measuring the response of proteins to an externally applied force. Single molecule
force spectroscopy (Section 1.1) or molecular tweezers have been used to mimic the me-
chanical stresses that biomolecules experience in their native environment. Among others,
these techniques can be used to study the relationship between the structure and func-
tion of mechanically active proteins (e.g. the muscle protein titin), or the transduction of
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mechanical signals into the cell and downstream signaling pathways by mechanosensory
proteins (e.g. ankyrin repeat proteins, involved in sensing pressure changes in the inner
ear)9.
Studies of mechanical unfolding of proteins are also relevant in the context of structural
biology. The mechanical properties, in particular the resistance to unfolding, are necessar-
ily related to the protein structural properties like topology, patterns or networks of hy-
drogen bonds (H-bonds) and salt bridges, or core interactions holding together elements
of secondary structure. The existing data suggests that β-sheet proteins are the most re-
sistant to unfolding, owing to the H-bonds formed by the neighboring β-strands, but the
relative topology and geometry of these strands play an important role.
Ubiquitin was shown to be mechanically resistant, with the force needed to unfold it
depending on the orientation of the force and the points where the force is applied11,82,83.
As ubiquitin appears naturally in multi-unit chains, it can be easily used in force spec-
troscopy experiments (Section 1.1). The unfolding of individual domains was shown to be
independent of each other, and the fraction of unfolded ubiquitin units to have an approxi-
mately single exponential time dependence13. Single exponential kinetics are in line with a
two-state unfolding process, from a well-dened folded to a well-dened unfolded state, in
absence of intermediates or other transient states. However, later experiments3 and anal-
ysis84 have revealed that a stretched exponential (also known as Weibull) function is the
best t for the unfolding kinetics of ubiquitin. Further experiments4 have replicated this
behavior also at single monomer level and for other protein domains (I27 domain of titin,
with a β-only secondary structure), suggesting that the stretched exponential kinetics is
not characteristic to ubiquitin, but can be found more generally in the mechanical unfold-
ing of proteins. Several explanations have been proposed, among them the uctuations
in the applied force85 or a glass-like restriction on possible conformations3, leading to a
model of static disorder in the transition states5.
This universal character of stretched exponential kinetics seemed contradicted by results
of force spectroscopy experiments on NuG2, a redesigned mutant of the B1 domain of
protein G86. Cao et al. showed that the unfolding of individual domains is independent
of each other, similar to poly-ubiquitin, but concluded that NuG2 has single exponential
unfolding kinetics14. This is even more surprising as NuG2 shares a similar β-grasp fold
with ubiquitin. Later analysis84 suggested though that this contrasting outcome might be
due to an alternative way of interpreting the experimental results, in particular binning
of the data possibly hiding the dierences between a single and a stretched exponential
kinetic prole.
We here set out to reproduce the mechanical unfolding of the two proteins through force-
clamp MD simulations and study their unfolding kinetics. To characterize the unfolding
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process, we consider both the unfolding times, similar to the experiments, and the distri-
bution of forces or stresses in the three-dimensional structure of the proteins, as obtained
from TRFDA. We attempt to reconcile the contradicting results on the shape of the unfold-
ing kinetic prole obtained from experiments. We also study the response of the proteins
when forces of dierent magnitudes are applied, and investigate the validity of the Bell
and Dudko-Hummer-Szabo models (Section 1.2) in deriving unfolding rate constants and
distances to transition states from mechanical unfolding results. We make extensive use of
TRFDA in order to characterize the stress distribution in the stretched proteins, to elucidate
their mechanism of forced unfolding and to suggest an explanation for the stretched expo-
nential kinetics. The results obtained here are likely to be highly relevant in the context of
further studies of protein kinetics.
4.2 structural aspects of protein unfolding
Ubiquitin is a protein with 76 aminoacids, organized in 5β-strands, oneα-helix and a short
310-helix87 (Figure 4.1a). The last four aminoacids do not form any secondary structure,
constituting a exible tail. Theβ-strands are arranged in aβ-sheet, withβ1 andβ5 oriented
in parallel and the other three anti-parallel. According to the experimental evidence87, most
of the aminoacids are part of secondary structure forming H-bonds. The characteristic β-
grasp fold is called the “ubiquitin fold” and is found in other proteins, like the SUMO (Small
Ubiquitin-related MOdier) family or ISG15 (Interferon Stimulated Gene).
Ubiquitin is found in all eukaryotic organisms, where it is highly conserved. It has sev-
eral roles, the main one being to mark other proteins for destruction. For this function,
it attaches through an isopeptide bond of its Gly76 residue to Lys residues in its targets.
Poly-ubiquitin chains can be formed either by connecting monomers through their N-C ter-
a) b)
Figure 4.1: Structure of ubiquitin (PDB code 1UBQ 87) (a) and NuG2 (PDB code 1MI0 86) (b). Secondary struc-
ture elements are color-coded: α-helices in red, β-strands in blue, 310-helices in orange, turns in green.
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mini or by attaching Gly76 of one monomer to one of the 7 Lys residues found in another
monomer; both linear and branched chains are possible, the linkage type being related
to the role ubiquitin performs in the cell88,89. A chain of at least 4 ubiquitin units linked
through Lys48-Gly76 isopeptide bonds and attached to a protein marks the protein for
degradation in the proteasome. Although ubiquitin was found to be mechanically stable, it
is unclear whether this stability has any signicance for its function in the cells.
NuG2 is a mutant of the B1 domain of protein G, designed in a computer-aided process to
fold around 100 times faster than the native structure86,90. It shares a similar β-grasp fold
with ubiquitin, with one β-strand less than ubiquitin (Figure 4.1b). The rst aminoacids
form a exible region, without any secondary structure. We note that the length of the
polypeptide chain used throughout this work (62 aminoacids) corresponds to chain B of
the Protein Data Bank structure 1MI086, which includes a short expression tag; due to the
existence of the exible N-terminal region, the additional aminoacids do not inuence the
results, except for a slight increase in the end-to-end distance.
In the native state, both proteins have an approximately globular shape. When an exter-
nal force is applied, they become elongated up to the maximum length of the polypeptide
chain. The dierence in length between the native and fully stretched states has been mea-
sured in force spectroscopy experiments, and is 20 ±0.9 nm for ubiquitin3,5 and around
15 nm for NuG214. Under a constant external force, the elongation is observed as a sin-
gle step transition in most experiments, corresponding to a simple Markovian two-state
process. These results have lead to the initial conclusion that the unfolding kinetics has a
single exponential time dependence. However, unfolding of ubiquitin occurred sometimes
through intermediate states, even at dierent forces13; for most of these states, the charac-
teristic elongation was around 8.1 nm. Such intermediate states have also been observed in
Monte Carlo simulations using a simplied potential in vacuum82. The existence of such
intermediates is of particular importance for the kinetic studies, as they might represent
relatively stable states along the forced unfolding trajectories and, thus, could lead to a
deviation from the two-state character of the process.
To study the mechanical unfolding of proteins, we used force-clamp MD simulations,
in which the setup tries to replicate closely the experimental conditions. In short, after
solvation and a short equilibrium simulation, an external force was applied on the Cα
atoms of the N- and C-termini. The distance between these atoms represents the end-to-end
distance, which was recorded and represented the criterion used to determine the evolution
of the unfolding process. The simulations were stopped when an end-to-end distance of
10 nm (for ubiquitin) and 8 nm (for NuG2) has been reached, allowing the proteins to
elongate by at least 4–5 nm from the native structure. Stopping the simulations before
reaching the maximum polypeptide chain length is motivated by the sudden character of
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the elongation observed in experiments, which suggests that, once started, the unfolding
proceeds quickly until the full stretching of the protein. Even in the few cases where an
intermediate state has been observed for ubiquitin, the elongation between the native state
and the intermediate, as well as between the intermediate and the fully stretched state, is
sudden. Therefore, apart from a small decrease in the overall unfolding time, this choice
should not bear an inuence on our results. A more detailed description of our simulation
setup can be found in Appendix C.
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Figure 4.2: Typical evolution of the end-to-end dis-
tance during forced protein unfolding. In most cases,
an initial rapid increase is followed by a plateau and a
nal rapid increase (red). For some samples, a plateau
higher than the overall waiting time plateau is observed
for part of the simulation (blue).
Although we apply several dierent
forces on each protein, in most cases the
evolution of the end-to-end distance dur-
ing the MD simulation has the same three
phases: an initial rapid increase, a waiting
time, and a nal rapid increase (Figure 4.2).
The initial increase starts from the native
end-to-end distance and ends with reach-
ing the plateau characteristic for the wait-
ing time; this phase is short, taking in most
cases below 2 ns. The waiting time is char-
acterized by small uctuations of the end-
to-end distance, during which small confor-
mational changes occur, but the protein remains native-like, with a mostly intact secondary
structure. The waiting time usually represents the largest part of the overall unfolding time,
and can vary between hundreds of picoseconds and hundreds of nanoseconds. In a few
cases, this second phase cannot be accurately distinguished from the other two; the end-to-
end distance increase is continuous, with only a middle region where the increase rate is
reduced. The last phase starts from the waiting time characteristic plateau and ends with
reaching the maximum length at which the simulations were stopped; like the initial in-
crease, this phase is also short, taking in most cases below 2 ns. In a few cases, plateaus cor-
responding to end-to-end distances distinctly higher than the overall waiting time plateau
are observed; the end-to-end distance increase between the overall waiting time plateau
and the higher plateau, as well as between the higher plateau and the maximum length,
is also short, below 1-2 ns, similar to the other increase phases. The evolution in time of
the end-to-end distance in a set of 500 simulations for one value of the applied force is
represented in Figure 4.3; the results are very similar for other forces, with the unfolding
time scale showing a dependency on the force.
Due to the existence of exible regions in both proteins, the end-to-end distance of the
native structure is not unique. For ubiquitin, the most common values are in the range
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Figure 4.3: Evolution of the end-to-end distance for a set of 500 simulations on ubiquitin at 664 pN (a) and
NuG2 at 498 pN (b). Samples are ordered based on the unfolding time.
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Figure 4.4: a,b) Histogram of end-to-end distances for a set of 500 simulations on ubiquitin (a) and NuG2
(b) unfolded at 664 pN and 498 pN, respectively. c,d) Histogram of end-to-end distances from all plateaus,
weighted by the inverse of the simulation length, for ubiquitin (c) and NuG2 (d), unfolded at 664 pN and
498 pN, respectively. End-to-end distances below 5.0 nm, for ubiquitin (c), and 5.5 nm, fo NuG2 (d), correspond
to overall waiting time plateaus; higher distances correspond to unfolding semi-stable states.
3.5-3.8 nm; a higher variability is observed for NuG2, due to the longer initial exible re-
gion. The overall waiting time plateau corresponds to lengths in the range 4.5-5 nm for
ubiquitin and 4.5-5.5 nm for NuG2 (Figure 4.4a,b). The higher plateaus are more dicult
to characterize due to their low probability of occurrence (Table 4.1). For ubiquitin, most
such plateaus correspond to lengths in the range 5.0-6.0 nm (Figure 4.4c), with only a few
in the range 6.0-7.0 nm observed at the lowest force (498 pN). For NuG2, these plateaus
are only observed at the lowest forces and correspond to lengths in the range 5.5-6.5 nm
(Figure 4.4d).
The higher end-to-end distance plateaus reect a relative displacement of the β1 and β5
strands (β1 and β4 for NuG2) with respect to each other compared to the native structure.
This displacement is accompanied by a decrease in the number and a rearrangement of
the H-bonds between the two β-strands, as also shown in the characterization of an in-
termediate structure82 or represented as yielding of residue contacts in a simplied model
of ubiquitin83. The further displacement of these strands leads eventually to the loss of
native contacts and complete unfolding. The order in which the various contacts between
residues and secondary structure elements of ubiquitin break during the unfolding process
has already been investigated82,83,91,92. We will focus on these aspects again in the later
Force (pN) 498 581 664 747 830 913 996
Ubiquitin (samples) 95 65 18 4 2 0 0
NuG2 (samples) 23 6 0 0 0
Table 4.1: Frequency of occurrence of the higher end-to-end distance plateaus, indicating a semi-stable state.
A total of 500 samples were unfolded for each force. For NuG2, the highest applied force was 830 pN.
55
mechanical unfolding of proteins
part of this chapter, where the unfolding mechanism is investigated by means of analysis
of internal forces in proteins.
4.3 force-clamp md erases molecular memory
The folding and unfolding of small or single-domain proteins are often considered Marko-
vian processes, consisting of two states, memoryless and independent of the molecular
history. It is however unclear if the unfolding determined by the application of an external
force fullls these conditions14. We investigate here whether the force-clamp MD simula-
tions can lead to a loss of molecular history, and whether the path of transition between
the two states depends on the applied force.
As mentioned in Section 2.1.2, an MD simulation starts with a set of atom coordinates
and velocities, which are used to compute a new set of coordinates and velocities by inte-
grating Newton’s equations of motion. By repeating the integration, the molecular system
evolves in time, and the dierent sets of atom coordinates which are thus obtained repre-
sent (possibly dierent) molecular conformations. The conformational space is huge, and
only small parts of it are sampled during a typical MD simulation.
Regions of the conformational space characterized by a low potential energy form basins,
surrounded by regions with higher energy, representing eective barriers. Thermal uctu-
ations of the atoms (Section 2.1.5) provide a small amount of kinetic energy, allowing the
system to overcome barriers and sample the low energy basins. Large barriers cause the
system to become trapped in a very limited region of the conformational space. Thus, the
starting coordinates and velocities have a strong inuence on the conformations which
can be visited during the simulation. The starting coordinates are often obtained by sav-
ing conformations at regular intervals from a long equilibrium simulation; the longer the
simulation, the higher the probability of generating starting coordinates which could the-
oretically correspond to dierent basins on the energy landscape. The starting velocities
are randomly generated from a Boltzmann distribution corresponding to the desired tem-
perature; their randomness helps towards a better sampling of the conformational space,
even when the initial coordinates are not dierent enough.
The application of an external force can induce a molecular system transition between
basins, such as the basins of the folded and unfolded states, by lowering the energy barrier
(Section 1.2). But can the external force also inuence the way the transition happens? We
attempt to answer this question by using the large amount of MD simulations performed
at a single value of the force, as well as simulations started from the same initial state
on which we applied dierent forces. As a measure of similarity between the simulations,
we use the unfolding time. Running several MD simulations starting from the same set of
56
4.3 force-clamp md erases molecular memory
6
6
4
7
4
7
8
3
0
9
1
3
9
9
6
664
747
830
913
996
−1.0 0.0 1.0
6
6
4
7
4
7
8
3
0
9
1
3
9
9
6
664
747
830
913
996
0.0 0.5 1.0
4
9
8
5
8
1
6
6
4
7
4
7
8
3
0
498
581
664
747
830
−1.0 0.0 1.0
4
9
8
5
8
1
6
6
4
7
4
7
8
3
0
498
581
664
747
830
0.0 0.5 1.0
correlation p-value correlation p-value
Fo
rc
e(
pN
)
Force (pN)
tim
e 
(n
s)
1
2.72
7.39
20.1
54.6
sample
0 100 200 300 400 500
tim
e 
(n
s)
0.37
1
2.72
7.39
20.1
sample
0 100 200 300 400 500
a) b)
c) d) e) f)
Figure 4.5: Unfolding times obtained from a set of 500 samples subjected to an external force of 664 pN (a)
or 830 pN (b). The autocorrelation function (red inset) shows that unfolding times are independent. Spearman
rank-order correlation coecients (c, e) and associated p-values (d, f) for the same 500 samples of ubiquitin (c,
d) and NuG2 (e, f) subjected to dierent external forces.
initial coordinates and velocities leads to the same evolution of the molecular system and
therefore to the same unfolding time. A dierence in the unfolding times thus indicates
one or more of the following: a dierent set of initial coordinates, a dierent set of initial
velocities, or an inuence of the external force on the evolution of the system. It is however
not possible to distinguish between these dierent causes from the analysis of the unfolding
times alone.
We observe no correlation between the unfolding times of successive samples from a set
of 500 MD simulations of ubiquitin subjected to an external force of 664 pN (Figure 4.5a).
The same randomness of unfolding times can be observed at all forces applied here (for
example at 830 pN, Figure 4.5b) or for other proteins (NuG2, data not shown). This indi-
cates that the simulation protocol used to obtain these results is able to erase the molecular
memory, but does not single out which of the steps of the protocol is responsible. (The sim-
ulation protocol is detailed in Appendix C and starts with the Protein Data Bank structures
1UBQ and 1MI0, for ubiquitin and NuG2, respectively).
For a single sample, characterized by a set of initial coordinates and velocities, we can
apply external forces of dierent magnitudes to study their inuence on the evolution of
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the molecular system. As the initial state of the system is identical, any variability in the
unfolding times is necessarily due to the variability in the value of the force. However, a
direct comparison of unfolding times for a single sample is not relevant; it is expected that
a higher force will result in a shorter unfolding time due to the lowering of the energy
barrier (Section 1.2). Instead, we compare the unfolding time in relation to the unfolding
times of other samples. If the external force does not inuence the evolution of the system,
a sample which unfolds faster or slower compared to other samples is expected to do so
at all forces. From Figures 4.5a and b, we can already observe that the unfolding times of
the same sample at dierent forces are not correlated; samples which unfold fast at 664 pN
might unfold slow at 830 pN and vice versa. This result is not limited to the two forces; the
low correlation coecients (Figures 4.5c and d) extend it to the whole range of forces used
here. Furthermore, we obtain a similar picture for another protein (NuG2, Figures 4.5e and
f), suggesting that this is a universal behavior in the mechanical unfolding of proteins. We
can therefore answer the above question - the application of the external force can indeed
change the evolution of the molecular system, erasing its memory.
4.4 non-exponential unfolding kinetics
The Arrhenius equation has long been used to describe the kinetics of simple two-state
reactions. It relies on the assumption that the reaction has a single transition state and a
well dened barrier between states, determining the reaction rate. The unfolding of small
or single-domain proteins has been assumed to be such a two-state process, with the sur-
vival probability following a single exponential time dependency. This assumption further
implies that there is a single unfolding pathway, and that the protein has a single native
conformation or, more generally, that the conformations interconvert much faster than the
unfolding time. However, experimental evidence on ubiquitin and the I27 domain of titin3,4
has revealed a non-exponential survival probability, which has been best described by a
stretched exponential model3,84. As a consequence, it has been proposed that the single na-
tive conformation should be replaced by an ensemble of conformations which interconvert
on time scales similar to, or larger than, the unfolding time, and that the barrier crossing
reaction is similar to glassy dynamics3.
Later, it was found that a single exponential best models experimental data from forced
unfolding of NuG214. This was a surprising result, given the structural resemblance of
ubiquitin and NuG2. Only recently, a detailed analysis of the dierences between the two
sets of experiments has revealed that the cause of the contrasting outcome is an alternative
way of interpreting the results84.
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Figure 4.6: Kinetic proles from forced unfolding of ubiquitin. Dotted lines represent stretched exponential
ts. a) Empirical CDF has an S-shaped prole for all forces, the inection point (represented as a circle) denes
tmin. b) Unfolding proles after elimination of points below tmin. c) Modied CDF after elimination of
points below tmin. d) Same as c), with vertical axis representing −ln(1− F(t)), resulting in a straight line
for a stretched exponential.
From force-clamp MD simulations, we obtain unfolding times for sets of 500 samples
subjected to the same force. To avoid inconsistencies, we analyze our data following the
procedure recommended for the interpretation of the experimental data84. We start by
building an empirical cumulative distribution function (CDF), P(t), representing the un-
folding probability as a function of time. By sorting the unfolding times and ranking them
from the smallest to largest, we obtain an empirical CDF, which expresses the variation of
the unfolding time as a function of the rank in the set:
P(t) = nt/N (4.1)
where nt is the number of samples unfolded before time t, and N is the total number of
samples in a set (500). This empirical CDF has an S-shape for all forces used in this study
(Figure 4.6a), and for both ubiquitin and NuG2.
The dynamics of the unfolding process can oer an explanation for the observed S-
shaped prole. It cannot be expected that one or more samples unfold in virtually zero
time; this would be equivalent to some protein atoms moving over distances of several
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nanometers instantaneously, which is unrealistic. Instead, after applying the external force
on the C- and N-terminal residues, the protein elongates with a nite, variable speed; this is
expressed through an increase in the end-to-end distance. There are two processes which
can be seen as opposing this elongation: an internal friction between parts of the protein
which rearrange, and an external friction between protein and water, as water needs to
be displaced to make space for the elongated protein. These processes can slow down the
elongation, such that the probability of an unfolding event happening during this time is re-
duced or, equivalently, fewer than expected unfolding events can happen. The initial part of
the S-shaped curve, showing a slowly increasing unfolding probability, captures this eect.
Theoretically, if this eect would be missing, the initial part of the S-shape curve would
disappear; this could be achieved by using an umbrella potential (Section 2.1.6) to slowly
pre-elongate the protein, allowing the external force to distribute throughout its structure.
However, the conformational changes associated to this process could already start the
unfolding of the protein, leading to a non-realistically high unfolding probability. To elim-
inate the inuence of this eect on the overall kinetic curve, we determine a minimum
time tmin below which samples show the slow increasing probability, and remove those
samples which complete their unfolding faster than tmin. The excluded samples are valid
unfolding events but, as mentioned above, their number is lower than expected during this
time interval. The slowly increasing probability allows us to identify tmin as the inection
point of the kinetic curve. To determine it, we initially apply a smoothing to the kinetic
curve, followed by numerical dierentiation and nding of the minimum (Figure 4.6a and
Table 4.2).
We also note that a similar procedure needs to be applied for the interpretation of the
experimental data, where events at both ends of the kinetic curve have to be discarded. At
the lower end, a parameter similar to tmin is determined by the frequency of the AFM
constant force feedback mechanism, such that only unfolding times higher than a few tens
of milliseconds can be recorded. At the higher end of the curve, dissociation of the protein
from the indenter tip or from the substrate can terminate the experimental observations
sooner than expected, and too few unfolding events are detected. As a consequence, the
analysis of the unfolding traces for multi-domain protein constructs used in most experi-
ments is quite complex and prone to interpretation bias84.
Interestingly, a similar S-shaped kinetic curve has been previously observed for the me-
chanical unfolding of ubiquitin93. Fitting the kinetic curves obtained from Langevin dy-
namics simulations involving a simplied protein model required a double exponential for
forces even lower than those studied here. Yew et al.93 also proposed that the free-energy
prole might have a more complex shape than those assumed by the Bell or DHS models
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(Section 1.2), or might even be multidimensional. Their theory agrees well with that of
static disorder5, and their ndings qualitatively agree with our results.
After discarding the samples which unfold below tmin, the empirical CDF has the ex-
pected exponential-like shape (Figure 4.6b). A stretched exponential (also known as Weibull)
model has been shown to best t the kinetic data obtained from experiments84 and will also
be used here. It can be expressed as:
F(t) = 1− e−(at)
b (4.2)
where F(t) is the theoretical or true CDF of unfolding times, t is the unfolding time of a
single sample, a is the unfolding rate constant, and b is an exponential constant. We note
that the stretched exponential model also covers the single exponential case, for which b
is 1.
If we consider tmax to be the largest recorded unfolding time for each force, the empir-
ical CDF can be expressed as:
P(t) = F(t)/F(tmax) (4.3)
However, because samples before tmin were discarded, their contribution should be re-
moved, such that F(t) is shifted by F(tmin):
P(t) =
F(t) − F(tmin)
F(tmax) − F(tmin)
(4.4)
where t is always bracketed by tmin and tmax. If the regime of slow unfolding probability
below tmin would not exist (in other words, tmin = 0), the two expressions of P(t) above
are the same.
The results of tting Equation 4.4 to our data can be seen in Figure 4.6b; the correspond-
ing parameter values are listed in Table 4.2. The ts are very good for the whole range of
times between tmin and tmax, and for all forces. Having the parameters determined from
the t allows us to evaluate F(tmin) and F(tmax), and to rewrite the theoretical CDF to
remove the contribution of the samples unfolding faster than tmin as:
F(t) = P(t)(F(tmax) − F(tmin)) + F(tmin) (4.5)
with the results represented in Figure 4.6c. To better evaluate the goodness of t, Figure 4.6d
uses a dierent scale, in which a stretched exponential would be represented as a straight
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Force (pN) a (ns-1) b Inection point (ns) % of data after inection point
498 0.010 1.00 14.02 89.2
581 0.037 0.75 9.20 82.3
664 0.110 0.74 4.10 78.4
747 0.271 0.77 1.73 80.8
830 0.668 0.77 0.79 87.8
913 2.577 0.60 0.64 75.0
996 8.805 0.54 0.43 77.8
Table 4.2: Parameters obtained from tting the stretched exponential model to the empirical CDF of unfolding
times for ubiquitin at various forces.
Force (pN) a (ns-1) b Inection point (ns) % of data after inection point
498 0.049 0.80 4.34 85.2
581 0.190 0.72 1.84 85.2
664 0.460 0.75 0.81 87.0
747 1.311 0.66 0.53 83.8
830 1.726 0.99 0.29 90.0
Table 4.3: Parameters obtained from tting the stretched exponential model to the empirical CDF of unfolding
times for NuG2 at various forces.
line with the slope equal to the exponential constant b (Equation 4.2). Again, if the regime
of slow unfolding probability below tmin would not exist, Equation 4.5 would become:
F(t) = P(t)F(tmax) (4.6)
AsP(t) starts at zero (or very close to it), F(t) should also start at zero; however, Figures 4.6c
and d show F(t) to start at values ranging between 0.15 and 0.9 for the dierent forces.
The missing curve segments between zero and the observed starting values are due to
the samples with unfolding times below tmin, not captured by our kinetic curves. It is
interesting to note the amount of unfolding events to which they correspond: Table 4.2
shows that the number of samples discarded from the empirical CDF varies between 10 and
25%, while Figure 4.6c estimates that 15–90% of the theoretical unfolding events predicted
by a stretched exponential model would happen below tmin.
The values of the exponential constant b show a decreasing trend as the forces become
higher (Tables 4.2 and 4.3), for both ubiquitin and NuG2. The same can be observed by
applying the tting procedure described above for kinetic data obtained from unfolding
under force of single molecules of ubiquitin4 (Lannon and Brujić, personal communication).
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This is equivalent to a attening of the stretched exponential curve with increasing force,
suggesting the the two-state kinetic model of protein unfolding should be augmented by
a component expressing the elastic behavior of the protein stretched by an external force.
The single exponential model, assumed so far for protein unfolding under any conditions,
would thus remain valid only for spontaneous unfolding in the absence of force. Yew et
al.93 reached a similar conclusion, although using a dierent model. Unfortunately, the
data that we have so far does not allow us to derive such an elastic dependency of the
unfolding kinetics. Apart from having only a few values of the b exponential constant,
they are also strongly linked to the exact shape of the empirical CDF, which is inuenced
by the choice of tmin. More samples from which to determine the empirical CDF as well
as more values of the external force would be required before such a dependency could be
derived.
The hypothesis that the unfolding kinetics under force depends on the elasticity of the
protein is further supported by the correlation between the exponential constant b and the
mechanical resistance of the protein. Previous studies of force spectroscopy4,14 have found
that the I27 domain of titin is more mechanically stable than ubiquitin, which in turn is
more stable than NuG2. For the lower forces used in our study, the values of the b exponen-
tial constant are systematically larger for ubiquitin than for NuG2. New experimental data
from forced unfolding of I27 and ubiquitin shows higher b exponential constant values
for I27 than for ubiquitin (Lannon and Brujić, personal communication), rounding up our
results. We therefore suggest that the unfolding kinetic curve becomes more stretched (or
attened) with the decreasing mechanical resistance of the protein. According to this hy-
pothesis, a mechanically stable protein or domain, like I27, would transition more suddenly
between the native and unfolded states, closer to a two-state kinetic model, such that the
unfolding probability prole would resemble a single exponential. On the contrary, a pro-
tein with low mechanical resistance, like NuG2, would show a rubber-like behavior, with
the transition between native and unfolded states delayed by the protein elasticity.
The structural analysis (Section 4.2) has revealed the existence of plateaus in the end-
to-end distance evolution which are higher than the overall waiting time plateau. These
plateaus correspond to semi-stable states; their existence time scale ranges from hundreds
of picoseconds to tens of nanoseconds. However, there was no case in which the sample
transitioned back from such a semi-stable state to the overall waiting time plateau, indi-
cating that these are intermediary structures along the unfolding pathway. But do these
semi-stable states inuence the unfolding kinetics? More precisely, is there a correlation
between the existence of the semi-stable states and the stretched exponential kinetics?
If the semi-stable state would be present in samples with high unfolding times with
higher probability than in samples with low unfolding times, it could indeed explain the
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stretched exponential shape of the kinetic prole. The semi-stable state would act in fact
as an additional state in the transition between the folded and the unfolded states, thereby
slowing down the process. However, the semi-stable states appear randomly distributed
among the entire set of samples; there is no correlation between their presence or length
and the unfolding time of the samples.
The fact that the semi-stable states are not directly related to the stretched exponen-
tial kinetics is further supported by the stretched exponential kinetics observed at higher
forces, where the semi-stable states are absent. We performed an additional test for the set
subjected to a 664 pN force by looking for a stretched exponential unfolding prole after
splitting the samples in two sets: one for the samples containing the semi-stable state and
one for the samples without it. As there were only 18 samples showing semi-stable states,
the data set was too small for reliable tting, and was extended to 39 samples by relaxing
the criterion such that all samples showing an end-to-end distance between 5 and 6 nm
for at least 1 ns were made part of this set. Both sets could be well tted by a stretched
exponential, showing again that the presence of the semi-stable state is not correlated to a
change in kinetic behavior.
Higher plateaus in the evolution of the end-to-end distance can also be observed in un-
folding simulations of NuG2 for the lower forces (498 and 581 pN). As in the case of ubiq-
uitin, the semi-stable state is randomly distributed among the samples, thus its presence
cannot explain the stretched exponential kinetics. We therefore conclude that the semi-
stable states can only be considered a feature of the static disorder in unfolding pathways
of ubiquitin under force5.
4.5 kinetic parameters in the absence of force
Having determined the unfolding kinetic parameters a and b for the dierent forces, we
can use them to extrapolate the unfolding rate constant in equilibrium (at zero force,) and to
estimate the distance along the unfolding reaction coordinate between the reactant, native-
like state, and the transition state. The Bell and DHS models predict that the unfolding rate
constant depends on the force acting on the protein (Section 1.2); by lowering the free
energy barrier, the application of force induces a higher rate of unfolding. In addition to
the unfolding rate constant and the distance to the transition state, the DHS model also
estimates the free-energy barrier.
The characteristic unfolding rate depends on the model describing the kinetics. For the
stretched exponential model used here, it is dened as:
α =
1∫∞
0 1− F(t)dt
=
1∫∞
0 e
−(at)b dt
(4.7)
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Figure 4.7: Determining equilibrium kinetic parameters for ubiquitin from unfolding rate variation as a func-
tion of force. Bell model t for experimental data (solid red); Bell model t for MD data (dotted red); DHS
model t for combined data, assuming a cubic (black) and cusp (blue) energy proles. Unfolding rates were
derived from experimental data (Lannon and Brujić, personal communication) for forces below 200 pN, and
from MD data for forces starting at 498 pN.
which has the form:
α(a,b) =
a
Γ(1+ 1/b)
(4.8)
where Γ(x) is the gamma function. Figure 4.7 shows Bell model ts for α values calculated
from our data and, separately, from experimental data4 (Lannon and Brujić, unpublished
results). In addition, we represent a DHS model t to the experimental and our data com-
bined. The parameters obtained from these models are listed in Table 4.4.
As mentioned in Section 1.2, the Bell model has been widely used in previous studies
of protein unfolding under constant force. Its validity should hold for similar ranges of
forces, and Figure 4.7 shows indeed that it models the data well when MD or experimental
data are used separately for tting. However, it is clear that it cannot t well a combined
set containing both the MD and the experimental data. This is also evident from the com-
parison of zero force unfolding rate constants (α0) and distances to transition state (∆x).
While ∆x obtained from MD data is 3 times smaller than the one obtained from experi-
mental data, the unfolding rate constants have widely dierent orders of magnitude. The
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α0 (s-1) ∆x (nm) ∆G (pNnm) Critical force (pN)
Bell model, MD data 2.5·104 0.03
Bell model, experimental data 0.011 0.09
Cubic DHS model (ν = 2/3) 0.009 0.11 73 1004
Cusp DHS model (ν = 1/2) 0.002 0.14 76 1095
Table 4.4: Kinetic parameters obtained from tting the Bell and DHS models to MD and experimental data for
ubiquitin.
α0 (s-1) ∆x (nm) ∆G (pNnm) Critical force (pN)
Bell model, MD data 2·104 0.03
Bell model, experimental data 0.023 0.16
Cubic DHS model (ν = 2/3) 0.135 0.11 64 837
Cusp DHS model (ν = 1/2) 0.059 0.14 66 919
Table 4.5: Kinetic parameters obtained from tting the Bell and DHS models to MD and experimental data for
NuG2.
α0 value obtained from the MD data is unrealistic, indicating a high rate of spontaneous
unfolding events which is not observed in natural conditions. We note that the α0 value
obtained from the experimental data is dierent from the one obtained in experiments of
chemically induced denaturation94 (4.3·10-4 s-1), however it was already proposed13 that
this dierence appears due to dierent reaction mechanisms in the two types of experi-
ments. As the experimental data was generated for a small range of small forces, we can
assume the Bell model to hold and the ∆x and α0 values obtained from it to be realistic.
One of the goals in developing the DHS model is bridging the gap in forces and time
scales between experiments and MD simulations of mechanical unfolding of proteins. Ap-
plying it to the combined MD and experimental data and using the parameter ν = 2/3
corresponding to a cubic energy landscape, we obtain ∆x and α0 values very similar to
the ones predicted by the Bell model from the experimental data. Choosing the other rec-
ommended value of ν = 1/2 corresponding to a cusp-like barrier in the energy landscape,
the tting curve does not look signicantly dierent, but the resulting unfolding rate con-
stant is several times smaller and the distance to the transition state is around 25% larger
compared to the cubic model. The predicted free-energy barrier is comparable between the
two models, diering by around kBT , and in both cases the maximum forces used are lower
than the critical forces dened for each model. We conclude that the cubic model of the en-
ergy landscape is the most appropriate for ubiquitin. We note, however, that the individual
Bell model ts to the experimental and MD data perform better than the DHS t. Each of
the two data sets follows an approximately linear dependency on the force on the semi-log
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plot, while a better DHS t could only be obtained if this dependency would show a relative
curvature. Thus, we cannot exclude the possibility that our simulations probe an unfolding
mechanism and barrier dierent from the experiments, a question which can ultimately be
answered only by closing the gap in forces and time scales between experiments and MD
simulations.
The same analysis can also be applied to MD data and experimental results14 describ-
ing the mechanical unfolding of NuG2 (Figure 4.8, Table 4.5). Similar to ubiquitin, the Bell
model is able to t well the MD and experimental data separately, but not the combined set.
The equilibrium ∆x and α0 derived from MD and experimental data are also signicantly
dierent, with the unfolding rate constant from MD simulations predicting an unrealisti-
cally high rate of spontaneous unfolding events. The DHS model applied on the combined
set of data requires ν = 1/2 in order to reach values of the kinetic parameters comparable
to those obtained from the Bell model applied to experimental data; the similarity is how-
ever lower than for ubiquitin. By comparison, the DHS model using ν = 2/3 predicts a too
high α0 and a too low ∆x, even though the estimated free-energy barriers dier by less
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Figure 4.8: Determining equilibrium kinetic parameters for NuG2 from unfolding rate variation as a function
of force. Bell model t for experimental data (solid red); Bell model t for MD data (dotted red); DHS model
t for combined data, assuming a cubic (black) and cusp (blue) energy proles. Unfolding rates were derived
from experimental data 14 for forces below 200 pN, and from MD data for forces starting at 498 pN.
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than kBT . In conclusion, the cusp model of the energy landscape seems the appropriate
one for NuG2, in contrast to ubiquitin.
4.6 internal distribution of forces and stresses
Even in the absence of an external force, a protein is not a relaxed structure. The structural
elements of the protein can be found in tensed or compressed states which balance each
other, giving rise to a pre-stress41. Internal forces between dierent parts, often distant, of
the molecule form a mesh that maintains the overall shape. Such forces are large enough
to prevent the structure of the protein from being changed by the thermal uctuations of
its own atoms or of atoms of the solvent. It is also conceivable that these forces oppose
the deformation of the protein under the eect of external perturbations, thus possibly
inuencing the unfolding process. In this section, we investigate the link between the in-
ternal stress and force distribution and the stretched exponential kinetics describing the
mechanical unfolding of ubiquitin and NuG2.
4.6.1 Distribution and propagation of mechanical stress
The punctual stress expresses the accumulation of forces on an atom or residue (Section 2.3.3).
It is therefore an ideal measure for the internal interactions of a protein, highlighting the
structural elements which cooperate in maintaining the geometry of the molecule. Below,
we use TRFDA to compute the punctual stress, investigating how the internal balance of
forces changes as a result of applying an external mechanical load.
To make such a comparison, we start by investigating the stress at residue level in the
absence of an applied force. As the punctual stress can show large uctuations (Section 2.2),
we reduce the noise by averaging the stress over 500 equilibrium simulations used to pro-
duce the starting structures for the forced unfolding (Figure 4.9a). The range of stress values
is large; the highest value is more than three times larger than the lowest one, and reaches
magnitudes of around 20% of the rupture stress in a very strong material (Figure 3.11), in
stark contrast with the classical view of a relaxed protein.
We observe that the stress on each residue remains almost constant during the entire
equilibrium simulations. This suggests that the interplay of internal forces remains unal-
tered, conferring mechanical stability to the protein. Low stress residues are mostly located
within the exible regions of the molecule, where they do not participate in maintaining
a certain molecular geometry. In contrast, residues in or around the helices show high lev-
els of stress, suggesting that these are important structural elements. A surprisingly high
stress is found in the middle of the loop between the α-helix and β3 strand; this occurs
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Figure 4.9: Average residue punctual stress during equilibrium simulations (a) and during the rst 3 ns after
applying an external force of 664 pN.
due to a salt bridge formed with the C-terminal residue41, suggesting that the exible tail
of the protein remains in equilibrium close to the core of the protein.
Upon application of a constant force on the two terminal residues, the stress levels in-
crease, however the distribution is dierent from equilibrium (Figure 4.9b). High levels of
stress are more widespread, in particular on most of the β-strands. Although the force
application points are directly attached to, or part of, the β1 and β5 strands, the stress
on these strands increases only moderately. In contrast, the stress on the β3 strand and
the 310-helix increases signicantly, indicating that the mesh of internal interactions is
very eective in dissipating the external force. This is analogous to the dissipation taking
place in a bridge or the wing of an airplane, structures which thereby are able to with-
stand large forces, suggesting that the mechanical resistance was subject to optimization,
possibly through an evolutionary mechanism95.
Figure 4.9b also shows that the stress levels remain almost constant during the waiting
time, indicating again a stable interplay of the internal interactions which oppose the defor-
mation. In contrast, the initial evolution from pre-stress to these constant levels is very fast,
taking place in less than 200 ps. This agrees well with a previous study which found force
to propagate on a picosecond timescale in a poly-Ala chain96. This is a surprising result, as
the protein unfolding in our force-clamp simulations occurs nanoseconds to hundreds of
nanoseconds after the application of the force, showing a discrepancy of 3-5 orders of mag-
nitude. This suggests that the external force mostly weakens the interactions stabilizing
the protein structure, while the main factor determining the beginning of the unfolding
process is stochastic - the thermal uctuations of the atoms.
To investigate this hypothesis, we split the 500 samples into groups, based on the length
of their waiting times, and then average the stress in each group (Figure 4.10). We observe
that the stress levels are very similar between the groups, suggesting that the distribution
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Figure 4.10: Average residue punctual stress during the waiting time, after applying an external force of
664 pN. Samples were grouped based on their waiting time. First group (58 samples) has waiting times between
1 and 3 ns. Second group (135 samples) has waiting times between 3 and 7 ns. Third group (199 samples) has
waiting times between 7 and 20 ns. Fourth group (107 samples) has waiting times larger than 20 ns.
of the external force throughout the structural elements of the protein is approximately
the same for both the samples that unfold fast and for those with a long waiting time.
Thus, the stress distribution cannot provide an explanation for the stretched unfolding
proles we observed (Section 4.4). However, the similar levels of stress in both fast and
slow unfolding samples are not an indication of a unique unfolding path, and therefore
of a single exponential kinetics. In particular, there is no evidence of a particular stress
distribution that is required before the start of the unfolding process; this supports the idea
of glassy dynamics during forced unfolding3, which predicts the existence of an ensemble
of unfolding paths rather than a single path. We note though that here the stress is recorded
at time intervals of 200 ps. It is therefore possible that our data misses a fast redistribution
of stress, similar to the one that happens at the onset of the external force, and which
occurs again at the very moment the unfolding process begins. This hypothesis is subject
of future studies. We note that similar results are obtained from equilibrium and force-
clamp simulations of NuG2, respectively.
The punctual stress is very useful for quickly highlighting the “hot spots” of the stress
distribution in the molecules. However, it is dened as a sum of pairwise forces, and thus
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looses the details of the individual interactions. Below, we turn to using pairwise forces
directly, for studying hydrogen bonds and the distribution of internal forces during the
early stages of the unfolding process.
4.6.2 Forces in hydrogen bonds
Residues Probability (%)
Gln2(CO)-Glu64(NH) 93.0
Phe4(NH)-Ser65(CO) 96.8
Phe4(CO)-Leu67(NH) 98.3
Lys6(NH)-Leu67(CO) 98.2
Lys6(CO)-Leu69(NH) 67.3
Table 4.6: Probability of existence of H-bonds between
the β1 and β5 strands of ubiquitin during equilibrium
simulations.
There are ve backbone hydrogen bonds
between the β1 and β5 strands of ubiqui-
tin91. Table 4.6 lists their probability of be-
ing formed during our equilibrium simu-
lations. Most H-bonds exist for well over
90% of the time; the Lys6-Leu69 H-bond, lo-
cated towards the C-terminal end of theβ1-
β5 interface, exists for about 2/3 of the time
- still a signicant fraction. This indicates
a stable arrangement, not only of the two
strands, but also of the surrounding protein
structure.
Although the probabilities of existence of H-bond can oer insights into the chain of
events surrounding the mechanical unfolding of ubiquitin91,92, the analysis of forces be-
tween the residues forming these H-bonds can more directly indicate their involvement
in the unfolding process. Such analysis also allows us to determine whether the H-bonds
between the β1 and β5 strands alone are responsible for the mechanical resistance of the
protein, or if other structural elements are involved as well.
Figure 4.11a shows the uctuations of pairwise forces between residues forming H-bonds
in equilibrium simulations of ubiquitin. All H-bonds appear to sample both positive (re-
pulsive) and negative (attractive) values with similar probabilities, and with signicantly
larger values on the positive side. There is a signicant decrease in frequency around the
zero force for all H-bonds, suggesting that they are found in either a compressed or tensed
state for most of the time. The H-bond Lys6-Leu69 has a lower lifetime and has been found
to break earlier than the others during mechanical unfolding91; this can be explained by
its larger frequency of positive (repulsive) values compared to the negative ones, and to
the low negative values it samples, suggesting that the bond is mostly in a compressed
state and does not resist much to tension. Overall, the distribution of the forces along the
β-strands shows all H-bonds reaching highly compressed states with similar probabilities,
however the attractive regime seems to increase towards the N-terminal end.
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Figure 4.11: a) Fluctuations of pairwise forces between H-bonds forming residues located on the β1 and β5
strands of ubiquitin during equilibrium simulations. Inset: comparison between the average (squares) and me-
dian (circles) values for the pairwise forces in a). b) Fluctuations of pairwise forces between H-bonds forming
residues located on the β1 and β5 strands of ubiquitin during force-clamp MD simulations at 830 pN.
Residues Probability (%)
Lys10(CO)-Phe58(NH) 91.3
Val12(NH)-Phe58(CO) 94.0
Val12(CO)-Thr59(OH) 34.9
Val12(CO)-Val60(NH) 40.9
Val14(NH)-Val60(CO) 50.2
Val14(CO)-Glu62(NH) 13.7
Table 4.7: Probability of existence of H-bonds between
the β1 and β4 strands of NuG2 during equilibrium sim-
ulations.
An approximately bi-modal statistical
distribution, like the one in Figure 4.11a,
cannot be properly characterized by the av-
erage (or arithmetic mean) value. The aver-
age can be signicantly inuenced by the
larger positive values, even though they ap-
pear with low frequency and are thus not
representative for the overall set of values;
the median is a better statistical measure in
such cases. The inset of Figure 4.11a com-
pares the average and median values for
the residue pairwise forces in Figure 4.11a.
For some of the H-bonds, the two measures
are similar, but, for others, one measure indicates a compressed state, while the other a
tensed state. In an earlier study on pre-stress carried out on ubiquitin by computing average
pairwise forces41, all H-bonds between the β1 and β5 strands were found in a compressed
state. Our results expose a rather dierent picture, suggesting that a more complete sta-
tistical analysis of the pairwise forces from equilibrium simulations should be performed
before describing them with a single parameter, such as the average value. This is, however,
beyond the scope of this work, and will be the subject of a future study.
Nevertheless, in our force-clamp MD simulations, we can continue using the average
pairwise force, as the application of the external force changes the relative populations
of attractive versus repulsive forces, shifting the pairwise forces population towards an
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approximately single standard distribution (Figure 4.11b), for which the average value be-
comes again relevant.
The residues in the β1 and β4 strands of NuG2 can also form H-bonds, however their
probabilities to be present during equilibrium simulations vary much more than in ubiqui-
tin (Table 4.7), suggesting a less stable arrangement. The non-backbone H-bond Val12(CO)-
Thr59(OH) competes with the backbone H-bond Val12(CO)-Val60(NH), such that Val12(CO)
can form H-bonds for more than 75% of the time. The uctuations of pairwise forces be-
tween the residues forming these H-bonds in equilibrium simulations are shown in Fig-
ure 4.12. The Val14-Glu62 H-bond is located at the C-terminal edge of the β-strands and,
for the short times it exists, it samples mostly low attractive forces, indicating a low partic-
ipation in the mechanical resistance. The other H-bonds sample both negative (attractive)
and positive (repulsive) values, with the negative forces appearing more often that the pos-
itive ones; this contrast to the β1-β5 H-bonds in ubiquitin, where the sampling is more
balanced. Together with the lower probabilities of H-bonds presence, this suggests that
interface between the central β-strands in NuG2 is in a slightly tensed state, even in equi-
librium. This is another expression of the pre-stress found in ubiquitin41.
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Figure 4.12: Fluctuations of pairwise forces between
residues forming H-bonds located on the β1 and β4
strands of NuG2, during equilibrium simulations.
From the force-clamp MD simulations
on ubiquitin, we determine the variation of
pairwise forces between the residues form-
ing H-bonds as a function of the applied
force (Figure 4.13a), giving an indication of
their relative participation in the mechani-
cal resistance. During the overall waiting
time, the structure of the protein is still
close to the native state. Therefore, it is
not surprising that some of the pairwise
forces in H-bonds maintain their values in-
dependent of the applied force; three of
them show changes correlated to a slight
displacement of the N-terminal ends of the two β-strands away from each other. The pic-
ture is quite dierent during the semi-stable state with end-to-end distances between 5.0
and 6.0 nm (Figure 4.13b), when most of the native contacts between the two β-strands
are lost and some of the residues become too distant to form H-bonds. Only one of the na-
tive H-bonds (Lys6-Leu67) shows an increase in its attractive nature which correlates well
with the increase in the external force, suggesting that this H-bond becomes an important
element of mechanical resistance to unfolding.
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Figure 4.13: Average pairwise forces as a function of the applied force, from plateaus in the range of 4-5 nm
(a) and 5-6 nm (b) for ubiquitin, and from plateaus in the range of 4.5-5.5 nm for NuG2 (c).
During the overall waiting time, the pairwise forces in the native H-bonds between the
β1 and β4 strands of NuG2 also remain relatively independent of the applied force (Fig-
ure 4.13c), consistent with maintaining a native-like structure. The H-bonds showing cor-
related changes are located towards the N-terminal end of the strands, indicating a slight
displacement of the strands with respect to each other as the external force increases. For
NuG2, the semi-stable state could only be observed in simulations at 498 and 581 pN, and
the number of samples is too low for a relevant statistical analysis of pairwise forces in the
residues forming H-bonds.
The above results show that the pairwise forces in H-bonds remain relatively indepen-
dent of the external force during the overall waiting time, for both ubiquitin and NuG2.
This suggests that other structural elements participate in the mechanical resistance, bear-
ing part of the load, at this stage of the unfolding process. In the next section, we try to
identify these elements and provide a better understanding of how the applied force dis-
tributes through the structure of the proteins.
4.6.3 Force distribution in stretched proteins
The representation of average residue pairwise forces in equilibrium (Figure 4.14a) shows
a mesh of attractive and repulsive interactions, an expression of the pre-stress41. Large at-
tractive forces correspond to electrostatic interactions between charged residues; they ap-
pear both within a secondary structure unit (in the α and 310 helices) and between units
(like α–β2, β1–β2, etc.). Large repulsive forces correspond to steric clashes (like Met1-
Val17) between residues brought close to each other by the adjacent attractive interactions
(Met1-Glu16 and Met1-Glu18, in this case). The overall distribution of strong forces, with
multiple interactions between secondary structure units, suggests a well balanced struc-
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Figure 4.14:Average residue pairwise forces in ubiquitin from equilibrium simulations (a). Average projection
of residue pairwise forces on the end-to-end distance from plateaus in the range of 4.0–5.0 nm (b) and 5.0–
6.0 nm (c) obtained at 664 pN.
ture in equilibrium. The ordering of the β-strands in the β-sheet is also evident, following
the chain β4-β3-β5-β1-β2. The strong attractive forces involving residues from both the
N- and C-terminal ends suggest a signicant resistance to deformation in the end-to-end
direction.
A more direct representation of the distribution of the external force inside the structure
of the protein can be obtained by projecting the pairwise residue forces onto the end-to-
end direction. Under the eect of the force, the oppy tail of the protein straightens and the
protein is oriented such that the two application points (N- and C-terminal residues) be-
come aligned to the force. Thus, such projections express the contribution of each pairwise
residue interaction to the total force along the end-to-end direction, and also give informa-
tion about their repulsive or attractive nature (represented as positive or negative values,
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respectively). Figures 4.14b and c show the average projections of the pairwise forces be-
tween the β1 and β5 strands on the end-to-end direction, for the dierent end-to-end
distance plateaus. Some dierences with respect to the distribution of forces in equilibra-
tion (Figure 4.14a) are immediately visible. The highest forces in the end-to-end direction
remain within and in the direct neighborhood of the 310-helix, which, however, is not
involved in interactions with the β1 and β5 strands, indicating that the high values of
the projections occur simply due to a favorable orientation. The other interactions seem
weaker than in equilibrium, however this is due to the dierence in orientation, as most
forces are not oriented parallel to the end-to-end direction.
A signicant dierence is visible in the interactions of Asp52. In equilibrium, it has
strong attractive interactions with Lys27 and Arg72, which repel each other, suggesting
that these three residues are in close proximity. During the overall waiting time (Figure 4.14b),
the interaction Asp52-Arg72 is much stronger than Asp52-Lys27. In the semi-stable struc-
tures with end-to-end distances in the range 5-6 nm (Figure 4.14c), the interaction Asp52-
Arg72 disappears, while Asp52-Lys27 is restored. This suggests an optimization to resist
deformation: when the protein is stretched but retains most of its native structure, the ef-
fort is directed towards maintaining the β5 strand close to the rest of the protein; when the
external force overcomes the mechanical resistance and the β5 strand starts to slide away,
the eort is redirected towards protecting the structure of the protein core. This agrees
very well with the previous nding showing that the α and β3-β4 hairpin resist together
until late in the unfolding process92.
The sum of the average projection of pairwise forces between residues of the β1 and
β5 strands on the end-to-end direction, obtained from the equilibrium simulations and at
various external forces, are listed in Table 4.8. We note that there are no semi-stable struc-
tures for external forces of 913 and 996 pN. In the absence of an external force, our results
show the interactions between the two β-strands to be very weak in the direction of the
end-to-end distance. On the contrary, the two strands oppose the mechanical deformation
by switching to an eective attractive interaction when the terminal residues are pulled
External force (pN) 0 498 581 664 747 830
Favgproj 4-5 nm (pN) -14 -228 -271 -301 -304 -354
Favgproj 5-6 nm (pN) -351 -416 -425 -582 -673
Table 4.8: Sums of average projections of pairwise forces onto the end-to-end direction for residues of the β1
and β5 strands in ubiquitin. For the zero force, the average was computed over the 500 equilibrium simula-
tions used to produce the starting structures for the force-clamp simulations; the residue pairwise forces were
projected onto the direction determined by the Cα atoms of residues 1 and 72 (last residue of the β5 strand)
to eliminate the inuence of the exible tail. For the non-zero forces, the average was computed from plateaus
in the range of 4-5 nm and 5-6 nm, respectively.
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apart. The attractive force increases with the external force, suggesting an elastic response
of the protein and oering excellent support to our previous ndings linking the stretched
exponential kinetic curve to the mechanical strength of the protein. The increase is small
for the native-like structures with an end-to-end distance between 4 and 5 nm, conrming
the previous result that the external force is also distributed over other structural elements
during this waiting time. However, the increase in β1-β5 attractive force reproduces very
well the increase in external force for the semi-stable structures with an end-to-end dis-
tance between 5 and 6 nm. This suggests that the interactions between the two strands
become the major component of the mechanical resistance at this stage of the unfolding
process.
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Figure 4.15: Average residue pairwise forces in NuG2 from equilibrium simulations (a). Average projection of
residue pairwise forces on the end-to-end distance from plateaus in the range of 4.5–5.5 nm (b) and 5.5–6.5 nm
(c) obtained at 498 pN.
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The analysis of force distribution in NuG2 reveals some interesting dierences with re-
spect to ubiquitin. The representation of average residue pairwise forces in equilibrium
(Figure 4.15a) shows only a few strong attractive interactions, corresponding to salt bridges,
in particular between Asp7 (part of the β1 strand) and Lys56 (at the edge of the β4 strand).
More such strong attractive interactions exist in ubiquitin, but their spatial distribution is
dierent. In ubiquitin, they hold together the dierent secondary structure elements, but
not the two strands (β1 and β5) which slide apart at the start of the unfolding process.
In contrast, the pairwise forces in NuG2 are mostly aligned to the primary structure, the
only notable exception being the interaction between Asp7 and Lys56. This suggests the
combination of H-bonds and this salt bridge as the basis of the mechanical resistance of
NuG2.
Average projections of the residue pairwise forces on the end-to-end direction for the
plateaus between 4.5 and 5.5 nm (Figure 4.15b) show indeed that the Asp7-Lys56 interaction
is the strongest in the direction of the external force. However, this interaction completely
disappears for the plateaus between 5.5 and 6.5 nm (Figure 4.15c). This is not surprising,
given that Asp7 and Lys56 are both located at the edge of the respective β-strands, and
become spatially too distant to form a salt bridge as the end-to-end distance increases. But
how can the protein still resist unfolding in this case?
The sum of average projections of pairwise forces between the β1 and β4 strands for
the plateaus between 4.5 and 5.5 nm (Table 4.9) varies very little with the increase in ex-
ternal force. Similar to ubiquitin, it is thus clear that the mechanical resistance cannot be
attributed to these attractive interactions alone, and that another mechanism should op-
pose unfolding, both in addition to the Asp7-Lys56 salt bridge and after the salt bridge
disappears. The rst clue is oered by Figure 4.15a, showing strong interactions between
the β1 and β2 strands, as well as between the β3 and β4 strands. These are an indicator
of very stable β-hairpins, which can retain their structure until late in the unfolding pro-
cess. The same strong forces between consecutive β-strands appear in Figures 4.15b and
c, which represent the protein under tensile stress. In addition, the stability of the α-helix
is also evident, especially around its middle (Figure 4.15). The second clue is the presence
External force (pN) 0 498 581 664 747 830
Favgproj 4.5–5.5 nm (pN) -335 -548 -572 -581 -575 -593
Table 4.9: Sums of average projections of pairwise forces onto the end-to-end direction for residues of the
β1 and β4 (including Lys56) strands in NuG2. For the zero force, the average was computed over the 500
equilibrium simulations used to produce the starting structures for the force-clamp simulations; the residue
pairwise forces were projected onto the direction determined by the Cα atoms of residues 7 (rst residue of
the β5 strand) and 62 to eliminate the inuence of the exible region. For the non-zero forces, the average was
computed from plateaus in the range of 4.5-5.5 nm.
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Figure 4.16: NuG2 unfolding. Steric clash in equilibrium (a) and under external force (b). The α-helix deforms
to allow Leu11 to move over Phe36 sidechain (c) during rst unfolding mechanism (magenta arrows), leading
to the movement of theβ1-β2 hairpin away from the protein core (d). The second unfolding mechanism (green
arrow) occurs through the movement of the β3-β4 hairpin away from the protein core, and does not feature
the α-helix deformation (e).
of strong repulsive interactions between residues Tyr9 and Leu11 (in the middle of the β1
strand) and Phe36 (in the middle of the α-helix), suggesting steric clashes between these
aminoacids with relatively long side chains. Indeed, the phenyl group of Phe36 is clamped
between the side chains of Tyr9 and Leu11, such that a movement of the β1 chain - either
in the direction of the external force or in the opposite direction - is hindered (Figure 4.16a
and b). Thus, Leu11 can only be pulled by the force if the Phe36 sidechain rotates or bends,
the latter being accompanied by a deformation of the α-helix (Figure 4.16c). Once this oc-
curs, the unfolding process advances quickly (Figure 4.16d).
Figure 4.15a also shows several strong interactions between the α-helix and β3 strand,
in particular the salt bridge formed by residues Lys37 and Asp46. A weakening of these
interactions allows the β3 strand to move away from the α-helix, once the Asp7-Lys56
bridge is broken, suggesting a dierent unfolding mechanism. However, the breaking of
the Lys37-Asp46 salt bridge does not immediately lead to unfolding. As the β3 strand and
the α-helix slide away from each other, other salt bridges (Asn41-Asp46 or Lys37-Glu48)
can form for short periods of time. They are weak and therefore they cannot prevent, but
only slow down, the further stretching of the protein. During this process, the β1 strand
and the α-helix are kept together by the clamp formed by Tyr9 and Leu11 around Phe36
(Figure 4.16e).
A complete picture of the mechanical unfolding of NuG2 now emerges. The protein
is composed of three mechanically stable elements: two β-hairpins and an α-helix, con-
nected by short exible loops. In equilibrium, a mesh of interactions exists between them,
similar to the pre-stress network found in ubiquitin41. The interactions include H-bonds
between the β1 and β4 strands, several salt bridges (most importantly Asp7-Lys56 and
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Lys37-Asp46), and a clamp formed by the sidechains of Tyr9 and Leu11 surrounding the
phenyl group of Phe36. Upon application of the external force, all these interactions op-
pose the mechanical deformation. The salt bridge Asp7-Lys56 holds the β1 and β4 strands
together, is natively aligned almost parallel to the direction of the external force, and with-
stands large loads (around 500 pN) before yielding. The breaking of this salt bridge repre-
sents the starting event of the unfolding process, after which two mechanisms compete.
The rst one consists of the β1-β2 hairpin sliding away from the rest of the structure.
It involves breaking of H-bonds and stronger salt bridges, and overcoming a steric clash.
The second mechanism consists of the β3-β4 hairpin moving with respect to the α-helix
and β1-β2 hairpin, which are stabilized by the Tyr9-Leu11 clamp around Phe36. It is sim-
pler, involving only the breaking of H-bonds and weaker salt bridges, and thus features a
lower mechanical resistance to deformation (comparison of salt bridges strength based on
Figure 4.15a). Taken together, this suggests that the second mechanism has a higher prob-
ability of occurrence than the rst mechanism, and that this probability increases with the
external force. This is indeed observed in Figure 4.17.
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Figure 4.17: Frequency of appearance of the two
unfolding mechanisms of NuG2 at dierent external
forces. The rst mechanism (the β1 strand moving
away from the α-helix) is represented in magenta, the
second mechanism (the β3 strand moving away from
the α-helix) is represented in green.
In theory, the two mechanisms for the
mechanical unfolding of NuG2 can lead to
dierent unfolding kinetics. We can com-
pare their kinetic proles using the same
procedure we applied earlier, after splitting
the 500 samples that were exposed to an ex-
ternal force of 498 pN into two sets corre-
sponding to the dierent mechanisms. We
observe dierences (Figure 4.18) which cor-
relate well to the type of mechanism. The
rst mechanism is more complex, involv-
ing the presence of the Tyr9-Leu11 clamp
around Phe36, which delays the sliding of
theβ1-strand away from the rest of the pro-
tein and thus the unfolding process; this corresponds to a slightly more stretched exponen-
tial (a smaller exponential constant b=0.77). In contrast, the simpler second mechanism
has a kinetic prole closer to a single exponential (b=0.84), which is the generally accepted
model for processes involving breaking of a bond. At higher forces, the decreasing amount
of samples showing the rst mechanism leads to less reliable tting results. The kinetic
proles for both mechanisms still show a stretched exponential behavior, such that a com-
bination of them in any ratio will maintain the overall stretched exponential prole. This
can become relevant in a comparison with experimental data, as the forces used for me-
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Figure 4.18: Kinetic proles from unfolding of NuG2 at 498 pN separately from rst (magenta) and second
(green) mechanism. Dotted lines represent stretched exponential ts. a) Unfolding proles after elimination of
points below tmin. b) Modied CDF after elimination of points below tmin.
chanical unfolding in AFM experiments are signicantly lower than those used in MD
simulations, and the preference towards one or the other mechanism was shown above to
depend on the force.
From the 23 samples that show plateaus between 5.5 and 6.5 nm for an external force
of 498 pN, 8 samples unfold through the rst mechanism and 15 samples through the sec-
ond one. In spite of the small amount of samples, this reveals a preference for the second
mechanism, which agrees with the overall occurrence probabilities (Figure 4.17). It also
suggests that the initial stretching of the protein is independent of the mechanism. From a
kinetic point of view, this indicates that the stretched exponential unfolding is a common
characteristic which occurs either in the initial phases of the unfolding, or later in both
unfolding mechanisms.
4.7 summary and conclusions
Using force-clamp MD simulations, we investigated the mechanical unfolding of two pro-
teins with a similar secondary structure, and tried to establish a link between the non-
exponential unfolding kinetics and the force or stress distribution in the structure of the
proteins. We determined force-dependent unfolding rates which we combined with exper-
imental ones in a DHS model covering one order of magnitude of applied forces. Using
TRFDA, we then investigated the distribution of forces and stresses in proteins, with most
of the results having relevance in the context of the unfolding kinetics.
Experimental studies3,4,14 have reported non-exponential kinetics for mechanical unfold-
ing of several proteins, and the data is best modeled by a stretched exponential (or Weibull)
function84. We were able to replicate the stretched exponential kinetics for both ubiquitin
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and NuG2 in our simulations, and derive kinetic parameters that agree well with experi-
mental ones. We found that the unfolding kinetic curves become more stretched with the
decreasing mechanical resistance of the protein. Our results also suggest that the two-state
kinetic model of protein unfolding should be augmented by a component expressing the
elastic behavior of the protein stretched by an external force. The validity of the single expo-
nential model, assumed so far for protein unfolding under any conditions, should therefore
be limited to spontaneous unfolding, in the absence of force.
The Bell and DHS model (Section 1.2) assume that the protein has a unique unfolding
pathway. Several of our results suggest that multiple pathways are present in the unfolding
process of ubiquitin and NuG2, supporting the theory of glassy dynamics3 or static disor-
der in the transition states5 which have been proposed as explanation for the stretched
exponential kinetics. We note though that the unfolding rate constants obtained for ubiq-
uitin from our simulations show largely dierent values from the experimental ones and
a distinct slope, suggesting that the force-clamp MD simulations sample dierent regions
of the energy landscape - a hypothesis for further investigation. A possible explanation is
the dierent timescales involved: in experimental setups, the slow deformation allows the
protein to be permanently in quasi-equilibrium. In contrast, the timescale of observed un-
folding in our force-clamp MD simulations is close to the simulation timescale needed for
proteins to reach an equilibrium state (nanoseconds to tens of nanoseconds). It is therefore
conceivable that the two processes can take place simultaneously and compete, inuencing
the observed unfolding process and the underlying pathway. This is also supported by the
existence of the semi-stable structures, with increased frequency as the applied force de-
creases. Still, this is among the rst studies to combine and compare experimental and MD
simulations kinetic data in a single model, and thus the prediction of equilibrium kinetic
parameters which agree well with experimental ones is a remarkable result.
The cubic DHS model best describes the energy landscape of ubiquitin unfolding, while
the cusp model seems more appropriate for NuG2. This is a surprising result, given that
the two proteins share the same β-grasp motif and were thought to have the same unfold-
ing mechanism based on the rupture of hydrogen bonds. This suggests that the energy
landscape is dictated by the residue or even atomic level dierences between the two pro-
teins; indeed, the two strands with major role in the mechanical resistance (β1 and β5 for
ubiquitin, β1 and β4 for NuG2) have a low degree of sequence similarity.
By analysis of the internal force distribution, we identied two unfolding mechanisms
for NuG2. One mechanism involves breaking of hydrogen bonds and salt bridges, similar
to ubiquitin; the other mechanism additionally involves a steric clash which needs to be
overcome during the unfolding process. Furthermore, in NuG2, a strong salt bridge directly
opposes the sliding of the two β-strands away from each other, while in ubiquitin only
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weaker H-bonds take on this role. Also, in NuG2 the two hairpins and the α-helix act like
rigid bodies in the initial phases of the unfolding process; in ubiquitin, the β5 strand is not
part of any hairpin and, as a consequence, is more exible. All these dierences indicate
that the unfolding processes cannot be directly compared, despite the high secondary and
tertiary structure similarity between the two proteins. In a previous study, dierences were
found in unfolding pathways for two other proteins of the ubiquitin family92. Thus, we
conclude that mechanical strength and its underlying mechanism can signicantly vary,
even for proteins containing similar structural elements or motifs. This conclusion is of
particular relevance for studies of mechanical resistance of models built based on structural
homology: the strength of the reference molecule is not a good predictor of the strength
of the model.
The distance to the transition state along the unfolding coordinate is often compared to
the length of an H-bond which presumably breaks, constituting the crucial event in the
unfolding process14. Our results from forced unfolding of NuG2 suggest that this is inap-
propriate when the exact unfolding mechanism is not known. The major initial event in
the unfolding process of NuG2 is the breaking of a salt bridge, which has a dierent typical
bond length from an H-bond. Furthermore, NuG2 has shown two unfolding mechanisms
in our force-clamp simulations, with a preference for one or the other depending on the
magnitude of the external force. Considering in this case that the breaking of an H-bond
is the crucial unfolding event is equivalent to making one of the following assumptions:
in the experimental conditions, only one of the two unfolding mechanisms takes place, or
both mechanisms involve H-bond breaking as the crucial event. In the absence of detailed
information about the unfolding process, making such assumptions is risky.
Furthermore, our results indicate that the distance to the transition state along the un-
folding coordinate for ubiquitin is smaller than for NuG2. We also nd that the H-bonds
between the β1 and β5 strands in ubiquitin become the major component of the mechan-
ical resistance once the unfolding process starts. In contrast, in NuG2, salt bridges, with a
higher typical bond length than H-bonds, are involved in the mechanical resistance both
in the native-like state and later in the unfolding process. This suggests that the distance to
the transition state correlates with the underlying interaction which confers the mechani-
cal resistance.
In a signicant number of samples, we observed semi-stable structures. These become
more frequent at lower external forces, suggesting that a high population of such struc-
tures might be encountered for the experimental range of forces. However, the dierence
in the end-to-end distance is apparently too small to be noticed in force spectroscopy ex-
periments. Such semi-stable structures could potentially appear in the unfolding process
of other β-stranded proteins. As observed for both ubiquitin an NuG2, the native struc-
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ture contains several H-bonds, while the semi-stable structure contains fewer, rearranged
H-bonds. As the H-bonds are often directly involved in the mechanical resilience, an in-
termediate with less H-bonds can only be present if the rest of the protein structure is
able to dynamically compensate the loss of mechanical resistance through a dierent inter-
nal force distribution. This was observed for both ubiquitin and NuG2, and is thus likely
to have a more general character. Investigation of the initial unfolding stages for a larger
range of proteins, including some with β-only secondary structure, like titin or the silk
protein, would be required, and should constitute the subject of further research.
The stretched exponential kinetics could be the expression of an additional state in the
unfolding process. However, we did not nd evidence of such additional state, and the
semi-stable states that we observed were randomly distributed among the samples. We
therefore conclude that the stretched exponential kinetics is simply an expression of the
protein elasticity upon mechanical deformation. External forces make the folded proteins
sample a broad energy landscape of native-like substates, which eventually unfold. From
a kinetic point of view, the protein is not an on-o switch (or a combination thereof) as
assumed in the Arrhenius equation, but has a continuous elastic response to an external
force. Our ndings, as well as the experimental results3,4,14, suggest that this might be a
generic characteristic in the mechanical unfolding of proteins.
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C O N C L U S I O N S A N D
F U R T H E R P E R S P E C T I V E S
Biomolecules and other macromolecules have long been studied with the help of MD
simulations. Their results are typically expressed in terms of atomic coordinates, which
are then used for further analysis. Interactions between atoms or residues are therefore
only expressed indirectly, through the eects they have on the molecular structure. Force
Distribution Analysis42 was introduced to directly reveal the individual interactions and
their spatial distribution in the simulated molecules, as found in equilibrium states. Many
biomolecules undergo conformational transitions upon exposure to external perturbations,
such as the binding of a ligand or the application of a mechanical force. This property is
often encountered during communication processes at molecular level, for example in the
allosteric transmission of signals. To follow the uctuations of intra- and inter-molecular
interactions during such dynamic processes, we developed the Time-Resolved Force Distri-
bution Analysis (TRFDA) and implemented it as an extension of the popular MD software
GROMACS43.
85
conclusions and further perspectives
TRFDA is centered around the concept of pairwise forces, representing interactions be-
tween pairs of atoms or residues. It contains a force decomposition scheme for 3- and 4-
body energy potentials, and can accurately represent the distribution of an external force
throughout the molecular structure. It can natively calculate forces between residues, thus
allowing an easy mapping of the interactions to the structure of a protein. It can also calcu-
late a per atom or per residue punctual stress, which highlights the points where forces ac-
cumulate in the molecular structure, thereby helping to identify important elements which
contribute to the mechanical resistance of the molecule.
The rst application of TRFDA was the study of stress distribution during the indenta-
tion until rupture of a single layer graphene sheet. While graphene is not a biomolecule and
its indentation cannot be considered a communication process, this project has provided
essential insight into the distribution of stress in molecular structures during material de-
formation and rupture, and served as a test-case for the TRFDA development. We were
able to show that the stress accumulates under the AFM indenter tip much stronger than
previously assumed, and that the stress decays to almost background levels at distances as
low as 5-10 times the indenter radius. This suggests that a small area of the sheet found
directly under the indenter is able to bear most of the load, while the rest of the sheet oers
mechanical support to this central area - a surprising nding which might apply to other
non-linearly elastic materials. The analysis of forces in C-C bonds has revealed that ther-
mal uctuations initiate the material rupture, and that the probability of rupture decreases
exponentially as the distance from the indenter tip increases, allowing us to explain the
locality of the material failure.
Studies of mechanical stability of proteins can reveal many details related to their struc-
ture and function. From force-clamp MD simulations of protein unfolding, we were able
to reproduce a previously reported stretched exponential kinetic prole of ubiquitin and
found a similar prole for the structurally analogous NuG2. Our analysis, based mostly
on TRFDA, suggests that the stretched exponential kinetics is simply an expression of the
protein elasticity. The proteins do not behave like a binary switch, as implied by the widely
used Arrhenius equation, but have a continuous elastic response to the external force.
TRFDA revealed a dynamic distribution of interactions throughout the protein structure.
The forces exist also at equilibrium41, and their variations are correlated to the progress of
the unfolding process. TRFDA allowed us to identify the structural elements bearing most
of the external load. Salt bridges and H-bonds oppose the mechanical deformation, and
they gradually yield upon prolonged application of force. Some of the secondary structure
units, like β-hairpins and α-helices, are much more stable than others, acting similar to
rigid bodies and therefore inuencing the unfolding process. TRFDA also helped uncover
that the mechanical unfolding of NuG2 can happen through two dierent mechanisms.
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Their relative probability of occurrence seems to be dependent on the external force, such
that, at the large forces used in force-clamp MD simulations, one mechanism is observed
frequently, while the other mechanism is more probable in the range of lower experimental
forces. Thus, a direct link between the structural elements and the unfolding process can-
not be made: proteins with very similar secondary and tertiary structures, like ubiquitin
and NuG2, may have dierent unfolding mechanisms and dierent mechanical properties.
Pairwise forces have an inherently noisy nature in most biomolecular systems, mainly
due to the thermal uctuations of the atoms. The statistical distribution of their values
can be bi-modal in equilibrium simulations, such that the arithmetic mean and standard
deviation (or variance), as previously obtained from FDA42, might not be the best way of
representing the typical values. This suggests that a more thorough statistical analysis of
the variation of pairwise forces should be carried out, in order to determine the best param-
eters to describe them in dierent types of simulations. To express the overall character of
the interactions between two atoms or residues with a single value, more robust statisti-
cal measures like the median or a weighted average might be more appropriate than the
average.
The noisy nature of the pairwise forces also raises diculties in analyzing them. It is
often more interesting to nd the trend in the variation of the pairwise forces, rather than
the amount they uctuate. For example, such a trend could express the overall repulsive
character of a compressed bond, or the amount of attractive force that opposes an external
mechanical load. Averaging pairwise forces over time, space or molecular ensembles rep-
resents an eective method of noise reduction. Typical signal denoising techniques, like
ltering, methods based on Fourier transforms, or total variation, can also be applied. In
all these cases, however, the statistical implications of the noise reduction method should
be carefully considered. This is another research avenue that should be followed.
Dening stress at atomic level is not straightforward. Stress is typically dened as the ra-
tio between force and the surface on which it acts. While forces are a natural component in
MD simulations, it is dicult to dene atomic level areas. The local pressure concept48 and
the circular stress, introduced in this work, use geometrical constructs which are xed in
space and on which an area can be easily dened. The atomic virial stress47 uses a dierent
approach, being expressed as the ratio between energy and volume, which is equivalent to
the true stress denition; however, atomic level volumes are also not well dened, so the
atomic virial stress is typically measured in energy units. Similarly, the punctual stress, also
introduced in this work, is expressed as a sum of the absolute values of pairwise forces, as
the area of action of pairwise forces is ill-dened. The comparison of punctual, circular and
virial stress in graphene revealed that all of them are useful measures of the accumulation
of forces in molecular systems, being able to predict well the location of material failure.
87
conclusions and further perspectives
The redistribution of stress in the indented graphene is almost instantaneous, while, in
a protein, the stress levels change within picoseconds after applying an external load. This
indicates that the force propagation is very fast in a wide range of molecular structures. In
proteins, this contrasts strongly to unfolding times of nanoseconds or larger, showing how
such biomaterials have evolved to resist mechanical force - the simple presence of force
is not enough to destroy the structure, a prolonged application is required to dismantle
the native contacts. When averaged over an ensemble, proteins in equilibrium appear to
have a constant level of mechanical stress; the same is true during the waiting time in an
unfolding process, suggesting that the stress can be used to dene (quasi-)stable states of
the ensemble between which the protein transitions fast. The proteins used in this work
have well dened structures - but can the same concept be applied to natively disordered
proteins, in order to cluster conformations with similar mechanical properties? This is
another intriguing idea that should be investigated in a future project.
Even though the current experimental means do not allow a direct assessment of pair-
wise forces or stress within a molecular structure, we believe that these observables are
very useful in analyzing and understanding the mechanical response of a complex molecule
such as a protein, just as stress calculations in structural mechanics analyses of macroscopic
objects proved valuable in the design process. With the advent of instruments able to ap-
ply or measure forces on single molecules, like force spectroscopy or optical tweezers, it
is increasingly likely that mechanical properties at sub-molecular level (domain, motif or
even secondary structure in proteins) will soon be investigated. This is a scale at which
experiments would be perfectly complemented by MD simulations, which have already
provided unprecedented insights into the mechanical stability and rupture mechanisms of
proteins. TRFDA represents the ideal tool for analyzing such results, revealing the under-
lying molecular basis of the observed mechanical response.
The internal distribution of forces was already identied as the basis of allosteric sig-
naling in the methionine repressor MetJ39. TRFDA can be used for the study of similar
communication mechanisms, with the added advantage of providing a dynamic view of
the signal propagation through the protein core. It could be used, for example, to study the
transduction of signals from the extracellular matrix by integrins or other cell adhesion
molecules which are involved in the attachment of a cell to its surroundings and in the sens-
ing of the extracellular environment. Another possible application is the investigation of
stress distribution in the cytoskeleton, in particular the interplay between microlaments,
intermediate laments and microtubules. More dynamical processes, like those associated
to cell motility, would also constitute a good subject for TRFDA.
As can be seen from the applications in the present work, as well as from the list of
possible future research directions, TRFDA is a very versatile method, giving insights into
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both the structure and the functionality of biomolecules. We hope that it will soon become
a common tool for analyzing results from MD simulations of (bio)materials.
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A
M U L T I B O D Y F O R C E
D E C O M P O S I T I O N
This appendix describes the force decomposition for 3- and 4-body potentials, which we
introduced as part of TRFDA.
a.1 force decomposition for 3-body potentials
For an angle formed by atoms i, j, k (forming bonds i-j and j-k, see Figure A.1), the sum
of the atomic forces is zero:
Fi + Fj + Fk = 0 (A.1)
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Fj
Fi FkFkj
Fjk
Fij
Fji
Fki Fik
Figure A.1: Force decomposition for an angle potential. Fi and Fk are decomposed into a component in the
direction opposite to Fj and a component in the perpendicular direction.
The atomic forces Fi and Fk can be decomposed into a component in the direction of Fj and
a perpendicular component. The perpendicular components cancel each other out because
of Equation A.1. The components in the direction of Fj can be written as:
Fij = −Fji = Fi cos (Fi,−Fj) ·Uj (A.2)
and
Fkj = −Fjk = Fk cos (Fk,−Fj) ·Uj (A.3)
The pairwise force between atoms i and k can be obtained by a vector dierence:
Fki = Fi − Fji = −Fik = −(Fk − Fjk) (A.4)
a.2 force decomposition for 4-body potentials
For a dihedral angle formed by atoms i, j, k, l (forming bonds i-j, j-k and k-l, see Figure A.2),
the sum of the atomic forces is zero:
Fi + Fj + Fk + Fl = 0 (A.5)
which can also be written as:
Fi + Fl = −(Fj + Fk) (A.6)
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Atoms j and k can be considered to form a single body on which a combined force:
Fj+k = Fj + Fk (A.7)
acts as shown in Figure A.2a. Similar to the force decomposition for an angle, Fi and Fl
can be decomposed in a component in the direction of Fj+k and a component in the per-
pendicular direction. The components in the perpendicular direction cancel each other out
because of Equation A.6. The components in the direction of Fj+k can be written as:
Fi(j+k) = Fi cos (−Fi,Fj+k) ·Uj+k (A.8)
and
Fl(j+k) = Fl cos (−Fl,Fj+k) ·Uj+k (A.9)
The pairwise forces acting on atoms j and k can be written in a generic way as:
Fj = Fij + Fkj + Flj (A.10)
and
Fk = Fik + Fjk + Flk (A.11)
FjFi
FkFl
Fj+k
Fi(j+k)
Fl(j+k)
a) b)
Fj
Fk
Fj+k
Fi(j+k)
Fl(j+k)
Flj
Fij
Flk
Fik
Figure A.2: Force decomposition for a dihedral angle potential. a) Atoms j and k are considered a single body
on which a combined Fj+k acts. Forces are then decomposed similar to Figure A.1. b) The pairwise forces
between the atoms i and l and the j+k single body are decomposed into components in the directions of Fj
and Fk.
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and, because j+k is considered a single body, j and k do not move with respect to each
other, so the pairwise force between them is zero:
Fkj = −Fjk = 0 (A.12)
such that:
Fj+k = Fij + Flj + Fik + Flk (A.13)
A decomposition of Fi(j+k) and Fl(j+k) can be made in the direction of Fj and Fk, as
shown in Figure A.2b, such that:
Fi(j+k) = Fij + Fik (A.14)
and
Fl(j+k) = Flj + Flk (A.15)
Dening α as the angle between Fj+k and Fj and β as the angle between Fj+k and Fk,
these vectors can be written as:
Fij = −Fji =
Fi(j+k) sinβ
sinα cosβ+ sinβ cosα
·Uj (A.16)
Flj = −Fjl =
Fl(j+k) sinβ
sinα cosβ+ sinβ cosα
·Uj (A.17)
Fik = −Fki =
Fi(j+k) sinα
sinα cosβ+ sinβ cosα
·Uk (A.18)
Flk = −Fkl =
Fl(j+k) sinα
sinα cosβ+ sinβ cosα
·Uk (A.19)
Finally, the pairwise force between atoms i and l can be obtained by a vector dierence:
Fli = Fi − Fji − Fki = −Fil = −(Fl − Fjl − Fkl) (A.20)
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G R A P H E N E R U P T U R E -
M E T H O D S
This appendix describes the simulation setup and parameters used for the study of graphene
indentation until rupture.
We employed MD simulations to study the deformation of nite graphene sheets of
circular shape under spherical AFM indenters in vacuum, during which we recorded load-
displacement proles. The calculations were performed with GROMACS43 4.5.3 using the
truncated Morse potential and LAMMPS76 version 17Feb2012 using the AIREBO poten-
tial57. We noticed that the energy conservation was not maintained when the GROMACS
calculations were performed in single precision for the larger graphene sheets. Switching
to double precision restored the energy conservation, but made the calculations slower.
For consistency, we ran all GROMACS calculations in double precision, including those for
smaller molecular systems.
The AFM indenter was simulated as a hollow sphere generated from Argon atoms held
together by pairwise harmonic potentials. The sphere was constructed from planar circu-
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lar slices of dierent diameters, with 0.14 nm space between them. Each slice is formed by
atoms placed at 0.14 nm from each other; only the distance between the rst and last atom
in the order of placement in one circle is dierent, to account for the dierent circle diame-
ters. We found that a single-walled sphere is not able to sustain in some cases the mechan-
ical stress to which it is exposed, leading to deformation and inaccurate load-displacement
proles. Therefore, the spheres used in all simulations were double-walled, the inner wall
being generated as another sphere with the radius reduced by 0.14 nm. Pairwise harmonic
potentials held together any two Ar atoms located within a distance of 0.25 nm from each
other. This distance is smaller than double the initial distance between Ar atoms, such that
harmonic potentials only exist between an atom and its direct neighbors from the same
wall or from a dierent wall. The harmonic potentials have an equilibrium distance of
0.14 nm and a force constant of 7·106 kJ mol-1 nm-2. The force constant was chosen about
one order of magnitude larger than any similar value in the OPLS-AA force eld25, and a
further increase resulted in instabilities of the MD simulations.
Each planar graphene sheet was generated such that the distance between bonded atoms
was equal to the C-C equilibrium bond length (0.14 nm). The carbon atoms located at the
edge approximated a circle, and were saturated with hydrogen atoms. The graphene sheet
and the indenter sphere interacted only through a Lennard-Jones potential. A weak at-
tractive eect of the Lennard-Jones potential was observed at small distances between the
sheet and sphere.
The largest sheet simulated for this work, with a radius of 100 nm, contained over 1.2 mil-
lion carbon atoms. Modeling the largest sphere, with a radius of 27.5 nm as in experiments1,
required almost 1 million Ar atoms. Obtaining results for these large systems in reasonable
amounts of time was only possible due to the computational simplicity of the truncated
Morse potential, due to our approach of using harmonic potentials only between neigh-
boring atoms of the sphere, and due to the high eciency of the GROMACS code. Still,
memory requirements made impossible the simulation of graphene sheets of experimental
size (500 nm radius), containing over 30 million atoms.
An energy minimization using the conjugate gradient method was carried out on each
molecular system until the maximum atomic force was below 10 kJ mol-1 nm-1. A 1 ns
equilibrium MD simulation was then performed starting with random atom velocities gen-
erated from a Boltzmann distribution corresponding to a temperature of 300 K. The tem-
perature was maintained at 300 K by separate coupling of the graphene sheet and sphere to
velocity rescaling thermostats97 with time constants of 100 fs and 20 fs, respectively. The
integration time step was 1 fs for GROMACS calculations and 0.5 fs for LAMMPS calcula-
tions; the lower value of 0.5 fs is commonly used with the AIREBO potential and increasing
it to 1 fs led to instabilities in the MD simulations. No charges were assigned to the atoms.
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Lennard-Jones interactions were calculated up to a cuto of 1 nm. For the AIREBO poten-
tial, the torsion term was enabled and the Lennard-Jones scale factor was set to 3, leading
to a cuto of 1.02 nm. During the equilibrium MD simulations, ripples formed through-
out each graphene sheet due to the thermal motions of the atoms, of amplitude and wave
lengths which were in agreement with experiments61. From each resulting equilibrium tra-
jectory, we picked the latest frame for which the average position of the C atoms in the Z
direction lay within 0.05 nm from the original plane of the graphene sheet, and used it as
starting structure for the indentation MD simulations. To prevent signicant deformations
of a graphene sheet during these equilibrium simulations due to the ripples, the C atoms
at the edge of the sheet were only allowed to move in the XY plane, while the rest of the
sheet was allowed to move freely in all three directions.
The equilibrium simulations were followed by constant velocity indentation simula-
tions, with various velocities, as indicated elsewhere in the text, and a force constant of
10000 kJ mol-1 nm-2. For an indentation velocity of 0.01 nm ps-1, we also performed simula-
tions with a force constant of one order of magnitude smaller and one order of magnitude
larger, without observing any signicant dierences.
During the indentation simulations, C atoms at the edge of the sheet were xed. This
is similar to the experimental setup where it is assumed that the graphene sheet does not
slip on top of the rigid support. The sphere was placed above the graphene sheet and the
indentation force acted on the center of mass of the sphere, moving it initially towards the
sheet and then pressing it onto the sheet. The initial distance between the center of the
sphere and the sheet was chosen such that at least 1 ns would pass before the lower side of
the sphere touched the graphene sheet. In the AFM experiments, the spherical tip is xed
on the cantilever and pushed vertically into the suspended graphene sheet. To prevent
lateral and rotational motion of the sphere in our MD simulations during the out-of-plane
indentation along Z, three atoms of the sphere – one located at the top of the sphere and
one on each side – were restricted to only move in Z direction. Restricting all sphere atoms
to only move vertically would interfere with the temperature coupling, leading to large
variations in temperature.
The indentation simulations using the truncated Morse potential were carried out until
the rst C-C bond broke, which we dened as the initial event of graphene rupture. For
the AIREBO potential, the rupture was dened by C atoms moving further than 0.2 nm
apart, representing the transition distance between the reactive (REBO) and Lennard-Jones
components of the potential.
For each simulation, a nite graphene sheet was placed in an empty simulation box
using periodic boundary conditions (PBC), leaving at least 10 nm between the graphene
sheet and the box boundaries in the XY plane. In the Z direction, the PBC box was made
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suciently large to t the initial distance between the sphere and the graphene sheet as
well as enough space to allow deformation of the sheet; furthermore, the Z dimension was
at least twice as big as the sphere movement in the Z direction. Using a periodic molecular
system allowed us to make use of the ecient parallelization scheme based on domain
decomposition available in GROMACS 4.0 and later versions. The computation speed was
not inuenced by the box size as the simulations were performed in vacuum. The LAMMPS
simulations did not use PBC.
In all cases, the sphere was allowed to reach the desired constant velocity before touching
the graphene sheet; larger spheres contained more atoms and therefore required a higher
distance from the sheet in order to reach a constant velocity. Bringing the sphere to a con-
stant velocity of 1 nm ps-1 could not be achieved within the maximum distance allowed by
the simulation PBC box, setting an upper limit on the indentation velocity. The simulation
with the lowest velocity (0.00003 nm ps-1) took around 21000 hours on modern CPU cores.
We also performed reverse load simulations with a modied version of GROMACS in
which the pull code was changed to allow specifying a constant acceleration. The sphere
movement had 3 phases: an initial phase in which it moved with constant velocity; a second
phase during which a negative acceleration was set, allowing the sphere to slow down, to
reach a zero velocity, and to start an accelerated movement in the opposite direction; and
the nal phase in which it again moved with constant velocity (Figure 3.6b).
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M E T H O D S
This appendix describes the simulation setup and analysis employed for the study of me-
chanical protein unfolding.
All MD simulations in this work were performed using GROMACS43 4.5.3 and the OPLS-
AA25 force eld. The starting structure for ubiquitin was the Protein Data Bank entry
1UBQ87. For NuG2, we used the Protein Data Bank structure 1MI086, which contains two
protein chains. We chose the second chain and built the missing imidazole rings in the
rst three His residues with the Molefacture plugin of VMD44. The position of the rings
and the angles Cα-Cβ-Cγ were not optimized in any way, as they are part of a exible
region (residues 1-6), which could easily change conformation during the equilibrium MD
simulations.
After removing water molecules found in the crystal structure, each protein was solvated
in a box of SPCE98 water with a dodecahedral shape, with a distance of at least 1 nm
between the solute and the sides of the box; the boxes have sides 6.5 nm and 7.6 nm long,
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for ubiquitin and NuG2, respectively. Na+ and Cl- ions were then added to obtain a 0.1 M
salt concentration.
A steepest descent minimization was carried out until the maximum atomic force was
below 1000 kJ/mol nm. The molecular system was then equilibrated with a 0.1 ns NVT
simulation, followed by a 1 ns NpT simulation. During both of these procedures, the heavy
atoms of the protein were subjected to position restraints of 1000 kJ/mol nm. The short-
range neighbor list, electrostatic and van der Waals cutos were set to 1 nm; long-range
electrostatic interactions were computed with the Particle Mesh Ewald method30,31 using
a FFT grid spacing of 0.16 nm. All bonds were constrained using the LINCS algorithm27,28,
allowing an integration time step of 2 fs.
At the beginning of the NVT simulation, random velocities were generated based on
a Boltzmann distribution corresponding to a temperature of 300 K; the temperature was
then maintained at 300 K by separate coupling of protein and of water plus ions to a veloc-
ity rescaling thermostat97 with a time constant of 0.1 ps. During the NpT simulation, the
molecular system was coupled to an isotropic Parrinello-Rahman barostat99,100 with a time
constant of 2 ps and a reference pressure of 1 bar.
The structure obtained at the end of the NpT simulation and random velocities assigned
to the atoms were used to start 10 new equilibrium simulations, using the same setup as the
NpT simulation and a length of 100 ns. From each of these simulations, atom coordinates
were saved at intervals of 2 ns, resulting in a total of 500 structures. Each of these structures
was stripped of water and ions, and the protein was oriented such that the end-to-end
distance vector (determined by the Cα atoms of N- and C-terminal residues) was aligned
to the X direction. For each protein, a new box of SPCE water molecules was built, with a
triclinic shape and dimensions of 12x5x5 nm for ubiquitin, and 10x5x5 nm for NuG2. Na+
and Cl- ions were then added to obtain a 0.1 M salt concentration. The same protocol for
equilibration (energy minimization, followed 0.1 ns NVT and 1 ns NpT simulations) was
applied to each of the 500 structures.
To study protein unfolding, each of the 500 structures and the associated atom velocities
was used as starting point for force-clamp MD simulations, using the same setup as above
except that only the bonds between heavy atoms and hydrogen atoms were constrained
to their equilibrium values. Constant forces were applied to the Cα atoms of the C- and N-
terminal residues in the X direction, corresponding to the largest dimension of the water
box. End-to-end distances (de2e) were measured between the Cα atoms of the terminal
residues, and simulations were stopped when de2e exceeded 10 nm for ubiquitin, and 8 nm
for NuG2. The forces had values of 498, 581, 664, 747, 830, 913 and 996 pN for ubiquitin, and
498, 581, 664, 747 and 830 pN for NuG2. We note that each of the 500 structures had only one
set of atom velocities assigned for all force-clamp simulations. The total time for all force-
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clamp MD simulations was around 80 microseconds for ubiquitin, and 20 microseconds for
NuG2.
For each of the 500 samples, the trajectories obtained in the last NpT simulations and
the force-clamp simulations were subjected to Time-Resolved Force Distribution Analysis,
to obtain per residue punctual stress and pairwise forces.
de2e forms plateaus, during which the values uctuate. To distinguish these plateaus
from the surrounding regions of increasing de2e, we performed a smoothing of the de2e
time series, after which we determined the inection points by numerical dierentiation.
For smoothing, we employed the Total Variation method101, typically used for signal and
image denoising; this method attempts to nd an ideal signal which describes the given
time series data while minimizing the length of the signal.
For visualization of molecular structures, we used VMD44. Data analysis and visualiza-
tion were performed with the SciPy102, NumPy103 and matplotlib104 Python libraries.
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