With the growing interest in the optical imaging of ultrafast phenomena in transparent objects, from shock wave to neuronal action potentials, high contrast imaging at high frame rates has become desirable. While phase sensitivity provides the contrast, the frame rates and sequence depths are highly limited by the detectors. Here, we present phase-sensitive compressed ultrafast photography (pCUP) for single-shot real-time ultrafast imaging of transparent objects by combining the contrast of dark-field imaging with the speed and the sequence depth of CUP. By imaging the optical Kerr effect and shock wave propagation, we demonstrate that pCUP can image lightspeed phase signals in a single shot with up to 350 frames captured at up to 1 trillion frames per second. We expect pCUP to be broadly used for a vast range of fundamental and applied sciences.
INTRODUCTION
Since its first appearance, phase-sensitive imaging methods, such as phase contrast, differential interference contrast, and dark-field imaging, have completely changed the way we study transparent objects by rendering the phase delay caused by the object without using any exogenous contrast agents, such as fluorescence tags (1) (2) (3) . The application of phase imaging covers a vast range of fields, including biological microscopy, optical metrology, and astronomy (4) (5) (6) (7) (8) (9) (10) . Recent advances in phase imaging have also reached a breakthrough where these imaging techniques can now break the diffraction limit and achieve high-resolution unlabeled imaging of transparent objects in three dimensions (3D) (11) (12) (13) (14) (15) (16) (17) (18) . By challenging the limits of imaging, phase imaging has now become essential for new scientific discoveries, especially in biological sciences, by allowing label-free optical detection of nanoscale subcellular activities (19) (20) (21) (22) (23) (24) .
Following the previous advances in contrast, resolution, and 3D imaging capability, attempts have been made to improve the speed of phase imaging for the potential applications in studying a variety of ultrafast events, such as ultrashort laser pulse's propagation, laserinduced damages, and shock wave (25) (26) (27) (28) (29) (30) (31) (32) . Moreover, with the growing interest in optical detection of neuronal action potentials, the field of phase imaging has started to seek a marked improvement in speed to match the propagation speed of neuronal action potentials (33) (34) (35) . Recently, several techniques have succeeded in detecting ultrafast phase signals, including the light-in-flight recording by digital holography (LIF-DH), the time-resolved holographic polarization microscopy (THPM), and the ultrafast framing camera (UFC) (36) (37) (38) (39) (40) . Although these techniques achieve high-frame rate imaging, their sequence depths (i.e., the number of frames per movie) are limited by several factors, such as the number of imaging pulses (THPM), the trade-off between the sequence depth and the field of view (LIF-DH), and the number of array detectors (UFC). The typical sequence depths reported for these techniques are 16 frames per movie at the maximum.
To overcome these limitations and to achieve ultrafast phase imaging that is capable of real-time imaging of ultrafast events, we present the phase-sensitive compressed ultrafast photography (pCUP) system, which combines the phase-sensitive dark-field imaging technique with CUP (41) . CUP is based on the compressed sensing theory and the streak camera technology to achieve receiveonly single-shot ultrafast imaging of up to 350 frames per event at 100 billion frames/s (Gfps). Since CUP operates as a passive detector, it can be coupled to many optical imaging systems (42) (43) (44) (45) . By combining CUP with dark-field microscopy, we show that pCUP can image ultrafast phase signals with a noise-equivalent sensitivity of 3 mrad and at an improved speed of 1 trillion frames/s (Tfps). We also demonstrate the ultrafast real-time phase imaging capability of pCUP by imaging three different events: phase signals from transparent 50-nm-diameter SiO 2 beads in immersion oil, traveling phase signals induced by the optical Kerr effect in a crystal, and propagating phase signals caused by laser-induced shock wave in water.
RESULTS
pCUP system pCUP consists of two parts, a dark-field microscope system and an upgraded lossless-encoding CUP (LLE-CUP) detection system ( Fig. 1 ) (43, 44) . The dark-field imaging has been achieved by blocking the unscattered light at the Fourier plane using a beam block built from an anodized aluminum disc attached to a glass coverslip. The size of the beam block depends on the magnification of the system used for different experiments, and for each experiment, the block size is selected to provide the maximum signal-to-background ratio (SBR) and signal-to-noise ratio (SNR) (detailed in the Supplementary Materials). In particular, a pump pulse (represented as the red and magenta beam paths in Fig. 1 ) generates a transient phase dynamics (x, y; t). Here, x and y denote the transverse Cartesian coordinates, and t denotes time. The transient event is probed by an imaging pulse (represented as the green beam path) with an incident intensity I 0 (x, y; t). The details of the pump and probe pulses will be specified in the following sections in Results. The intensity distribution of a dark-field image is represented by I(x, y, t) = I 0 (x, y; t)[1 − cos (x, y; t)] (detailed in the Supplementary Materials). The dark-field image suppresses the background and the associated fluctuation, and the enhanced spatial sparsity is ideal for CUP. The signal from the dark-field microscope is separated through a 10:90 (transmission/ reflection) beam splitter to form images at the external complementary metal-oxide semiconductor (CMOS) camera and at the entrance plane of the LLE-CUP system. The external CMOS camera captures a time-unsheared (i.e., time-integrated) view. The image formed at the entrance plane of the LLE-CUP system is then relayed to a digital micromirror device (DMD; DLP LightCrafter, Texas Instruments), with a ×1/3 magnification, and split into two complementary views, generated by the pseudorandom binary pattern loaded onto the DMD. The two complementary views are collected by the stereoscope objective and then are passed through two dove prisms with a 90° rotation from each other. The dove prisms flip one of the views in the x direction and the other in the y direction (Fig. 1) , and thus, the two views are 180° rotated from each other. Therefore, in the streak camera, the two views experience shearing in opposite directions relative to the image coordinates to provide an improved lossless encoding.
The two views are then relayed with a ×3 magnification and are projected to two separate areas on the photocathode of the streak camera (C7700, Hamamatsu). The streak camera, with a fully opened slit to capture 2D images, first converts the arriving photons to electrons at the photocathode, then applies time-dependent shearing to these electrons using a sweeping voltage, further converts the electrons back to photons using a phosphor screen, followed by amplification via an image intensifier, and lastly integrates the time-sheared image on an internal CMOS camera (ORCA-Flash4.0 V2, Hamamatsu) to form two time-sheared images of pCUP in a single shot.
pCUP's data acquisition is described as follows. The time-unsheared view captured by the external CMOS camera, E″ (m, n), is formed by E″ (m, n) = TI(x, y, t), where T is a spatiotemporal integration operator that integrates spatially over each camera pixel and temporally over the exposure time. The two time-sheared views, E(m, n) and E′ (m, n), captured by the streak camera, are formed by E(m, n) = TSF x CI(x, y, t) and E′ (m, n) = TSF y C′ I(x, y, t), where S is the temporal shearing operator of the streak camera, F x and F y are the x-directional and y-directional flipping operators from the dove prisms, and C and C′ are the complementary spatial encoding operators from the binary DMD pattern. Once they are captured, the images are fed to a compressed sensing algorithm to recover I(x, y, t). Note that all of the operators are linear and can precisely be determined through either calibration (for the operator C) or derivation (for the operators T, S, F x , and F y ). Therefore, the compressed sensing algorithm has all the inputs required to recover I(x, y, t) (detailed in Materials and Methods). The implementation of a pair of dove prisms is especially helpful in the presence of y-directional motions in the scene with a speed comparable to that of the temporal shearing. In this case, the signals with +y-directional motions result in severely overlapping in the raw images compared to those with −y-directional motions (see fig. S2 ). This discrepancy often leads to a higher quality in reconstruction to the signals with −y-directional motions. The implementation of a pair of dove prisms provides a solution to this problem because one timesheared view is rotated 180° with respect to the other. By incorporating both time-sheared views (as well as the time-unsheared view), the reconstruction algorithm will find a unique solution with a minimum overall error, which improves the reconstructed image quality.
Validation with a static phase object
Using the setup shown in Fig. 1 , we first imaged a static phase object to validate the capability of pCUP. We used 50-nm-diameter SiO 2 beads (SISN50-25 N, nanoComposix Inc.) in immersion oil (IMMOIL-F30CC, Olympus) as the phase object. According to the refractive index of SiO 2 (1.46) and that of the oil (1.52), the maximum phase delay induced by each bead was only 35 mrad, corresponding to a 3-nm optical path length difference at the 532-nm wavelength. In this experiment, we operated the pCUP system at a frame rate of 20 Gfps with a 20× objective lens [Plan N 20×/ 0.4 NA (numerical aperture), Olympus] in the dark-field microscope. Moreover, a 532-nm, 5-ns pulsed laser (VGEN-G-10, Spectra-Physics) was used to image the event. Figure 2A shows five representative frames from the reconstructed image sequence of 270 frames (movie S1). Since there is no time-dependent phase change on the beads, the intensity change of the images depends only on the temporal change of the intensity of the imaging pulse. The average temporal intensity distribution measured from the beads is shown in Fig. 2B . When fitted with a Gaussian curve, the average temporal intensity distribution shows a 5.1-ns full width at half maximum (FWHM), agreeing with the imaging pulse width of 5 ns. This result shows that pCUP had captured ultrafast signal changes from phase objects with a 34-mrad phase delay at an SNR of 13.4. Given the 10% size variations of the beads reported by the manufacturer, we determine that the noise-equivalent phase sensitivity is 3 mrad. Moreover, coupled with a 20× imaging system, the point spread function had a 2.6-m FWHM, which defines the spatial resolution of the imaging system. Compared to the diffraction limit of the imaging system, the spatial resolution is reduced because of the encoding and reconstruction process, where the binning of the DMD determines the spatial sampling and the spatial resolution. While quantified for a 0.4-NA objective lens and 3 × 3 DMD binning, the spatial resolution of the imaging system can be scaled with these parameters. As the NA of the objective increases or as the DMD binning size decreases, the spatial resolution improves.
Imaging of optical Kerr effect at 1 Tfps
We have further increased the speed of the pCUP system to 1 Tfps. Using the greater imaging speed, we imaged the ultrafast phase change induced by the optical Kerr effect in a Bi 4 Ge 3 O 12 (BGO) crystal slab with the size of 10 mm by 10 mm by 0.5 mm. The Kerr effect was induced by focusing an 800-nm, 50-fs laser pulse (Libra-HE, Coherent) onto the thin side of the crystal slab, while the imaging was performed through the large face of the slab, as shown in Fig. 1 . Using a combination of 1000-and 500-mm focal-length cylindrical lenses (CL 1 and CL 2 ), the pump pulse was focused into the crystal, in which the beam travels perpendicularly to the imaging pulse. To increase the field of view to capture the traveling pulse over a 6-mm distance, we have changed the magnification of the dark-field imaging system to ×1. The size of the imaging pulse was adjusted accordingly to allow for a uniform intensity distribution over the large field of view.
For a better synchronization between the pump pulse and the imaging pulse, the imaging pulse was also derived from the same laser source as the pump pulse, converted to 400-nm wavelength through a second harmonic generator (Harmonics Generation System, Coherent), and then temporally stretched to 50 ps using a pulse stretcher, to provide a sufficiently long imaging duration. Figure 3A shows four representative frames from the reconstructed video (movie S2). The dark-field images (Fig. 3A) show that, as the pump pulse travels through the crystal, it induces refractive index changes in the crystal and causes the light to experience phase delay along the pump light path. Compared with the theoretical prediction, we calculated the centroid along the x axis for each frame and plotted it in Fig. 3B , along with a line indicating the speed of light in the crystal. Notice that the curve does not appear linear although the speed of light does not change inside the crystal, because only a portion of the full phase change is captured toward the beginning and the end of the time series, due to the limited field of view. Because the field of view limits the full 1.1-mm FWHM of the signal from being imaged toward the beginning and the end of the video, the centroid is overestimated in the earlier frames and underestimated in the later frames. However, the travel speed of the pulse is well matched to the theoretical prediction where the full signal length was displayed in the video, proving that the pCUP system successfully captured the phase signals from the Kerr effect caused by a 50-fs pulse traveling through a BGO crystal. Moreover, the temporal resolution of the system can be estimated from the length of the signal in the middle frames. The signal has the FWHM of 1.1 mm inside the BGO crystal (with a refractive index of 2.07), which shows that the temporal resolution is 7.6 ps at an imaging speed of 1 Tfps.
2D time-resolved imaging of laser-induced shock wave
To demonstrate the imaging of a more complex phase object, we introduced a laser-induced shock wave propagating in water on the sample plane. By focusing a 10-ps, 1064-nm laser pulse (magenta light path in Fig. 1 ) in a water cuvette placed on the sample plane, a spherically outward propagating shock wave was generated at the focal spot. We used a 532-nm, 10-ns pulsed laser (Olive-1064-1BW, HuaRay) to image this event along with a frame rate at 10 Gfps set by the streak camera to match the relatively low propagation speed of the shock wave. Therefore, each single shot raw image can be reconstructed into a 100-frame time sequence captured at 10 Gfps.
Using this setup, we captured four 100-frame sequences, each starting at 0, 10, 25, and 37 ns from the shock wave generation to capture the evolution of the shock wave and the cavitation bubble over a total of 47-ns period. Figure 4A shows nine representative frames selected from the four pCUP-reconstructed sequences. Each of the representative frames is separated by 5 ns in time to show a complete picture of the propagation.
In Fig. 4B , the radial distance of the shock wave propagation is plotted. Each point was plotted by averaging over 16 radial profiles from the center of the shock wave (movie S3). The green dashed line represents a modeled shock wave propagation based on previous publications that estimate picosecond laser-induced shock wave propagation as a function of the pulse width and power (46) (47) (48) . It shows that the measured distance of the shock wave front from the center agrees with the expectation. The decrease in the shock wave propagation speed can also be observed from the decreasing slope of the curve as the time increases. The propagation speed measured from the slope converges to 1470 m/s.
DISCUSSION
By combining the recently developed CUP with the mature darkfield microscopy, we have developed a new ultrafast phase imaging technique-pCUP-that is capable of capturing 350 phase images at a frame rate of up to 1 Tfps in a single shot with a 3-mrad noiseequivalent phase sensitivity. The combination of the frame rate and the sequence depth breaks the limits presented by previously discussed methods, such as THPM, LIF-DH, and UFC, and brings a new opportunity for real-time single-shot imaging of ultrafast phase signals. We have demonstrated several of its applications in this article, including imaging the phase changes induced by the optical Kerr effect in a crystal and the detection of laser-induced shock wave propagation in water. By capturing these events in a single shot with a large sequence depth, pCUP brings a new opportunity to view ultrafast, unrepeatable events that have no contrast for intensity-based ultrafast imaging. Moreover, by adjusting the streaking speed and the input optics, pCUP can easily be scaled in both space and time and can span over a large range, from micrometers to meters and from picoseconds to milliseconds.
As the interest in using phase imaging lies in a multitude of fields, we anticipate pCUP to be broadly used in various areas of fundamental and applied sciences, where the observations have been limited by the imaging speed of conventional methods. By presenting the images of the optical Kerr effect and the shock wave propagation, we have shown that pCUP can be used for studying nonlinear and ultrafast optics, fluids, and shock-matter interactions. Moreover, pCUP holds a great potential to be used for more complex applications including, but not limited to, detecting the shock wave propagation in inertial confinement fusion (31, 32) , monitoring of the shock waveassisted drug delivery (49) , and imaging and modeling of the cellular action potential propagation (33, 34) .
MATERIALS AND METHODS

Imaging system and speed
The design of the pCUP system consists of optimizing four variables in the system, namely, the imaging speed, the SBR, the SNR, and the spatial resolution. The imaging speed was determined mainly by the sweeping speed of the streak camera, which is represented by the Time Range in the software. To capture the transient event in a single shot, the Time Range was selected to match the total time of the event within the field of view. That is, the Time Range was determined by the field of view divided by the propagation speed of the object, to capture the entire event within the field of view in a single shot. The width of imaging pulse was also determined to best match the Time Range, because the effective exposure time for each reconstructed frame, which is as short as 1 ps in imaging at 1 Tfps, requires the imaging beam to come from a high-power ultrafast laser to achieve sufficient SNR for successful reconstruction of the time sequence. The imaging speed in this study, limited by the streak camera's sweeping rate, can be improved using a faster streak camera (45) . Moreover, the size of the beam block in the dark-field microscope was selected to maximize the SNR and the SBR (see the Supplementary Materials). With the CUP system enclosed to block any light from entering the system except for the imaging light, the main source of noise in the system was the photon shot noise and the background leaked from the beam block. To ensure complete blockage of the unscattered light, the optimal size of the block was determined experimentally by maximizing the SNR and the SBR of the dark-field image captured by the external CMOS camera. By completely blocking the unscattered light, the beam block also minimizes the background fluctuation associated with the unscattered light and provides optimized signals for CUP imaging. After completely blocking the unscattered light, the maximum energy of the imaging pulse, given by the lasers, was used to achieve the highest SNR. Last, the spatial resolution is mainly determined by the NA of the objective lens used and the binning size of the pseudorandom DMD pattern (50) . We used 3 × 3 binning in the experiments, which was the smallest bin size that allowed for robust image reconstruction.
Sample preparation
SiO 2 beads were supplied in water (SISN50-25 N, nanoComposix Inc.). A droplet of the SiO 2 solution was applied and spread on a glass coverslip (48393-048, VWR International) and dried until the water was completely evaporated. A droplet of the immersion oil (IMMOIL-F30CC, Olympus) was then applied on the coverslip and covered with another coverslip to spread the oil and to ensure uniform thickness over the field of view.
The BGO crystal (BGO12b101005S2, MTI Corp.) of size 10 mm × 10 mm × 0.5 mm had two opposing faces polished. The four thin sides were further polished in house using a series of fiber polishing papers. The order of grit sizes used was 30 m (LF30D, Thorlabs), 6 m (LF6D, Thorlabs), 3 m (LF3D, Thorlabs), 1 m (LF1D, Thorlabs), and 0.02 m (LFCF, Thorlabs). The polishing was performed to maximize the transmission efficiency of the Kerr pump pulse at the interface of air and the BGO crystal. The crystal was fixed on a filter holder (54996, Edmund Optics) to ensure a clear aperture along the imaging light path and a clear aperture along the pump light path. The fluorescence light from the BGO crystal with a peak at 480 nm was filtered out from the imaging beam path using a 450-nm shortpass filter (47286, Edmund Optics).
For the shock wave experiment, a glass cuvette (1G10P, FireflySci Inc.) was filled with type 1 ultrapure water obtained from a UV water purification system (Millipore Simplicity UV) to remove impurities. It was placed on a sample holder located at the sample plane of the dark-field imaging system, and then the shock wave was generated by coupling a 10-ps, 1064-nm pulsed laser through the objective lens using a short-pass dichroic mirror (DMSP805R, Thorlabs).
Image reconstruction
The reconstruction method follows the method introduced in previous papers, which uses the two-step iterative shrinkage/thresholding algorithm to recover the time-resolved images obtained from the LLE-CUP setup with space and intensity constraints (43, 44) . Thus, the inputs of the reconstruction include the raw CUP image [i.e., E(x, y; t) and E′ (x, y; t)], the pattern image, the time-unsheared image captured on the external CMOS camera, the mask image derived from the time-unsheared image, and the transformation matrices between the two time-sheared views and the time-unsheared view. The reconstruction algorithm was written in C++ and MATLAB and was run on our lab's server equipped with Intel Xeon E5-2670 v3 CPU (48 cores at 2.3 GHz) and 256-gigabyte random-access memory. On this system, the reconstruction of a single data cube with a size of 72 pixels × 512 pixels × 350 pixels took about 15 min for 50 iterations. Last, the 180° rotation between the two time-sheared views was also implemented in the forward and the backward operators of the reconstruction code to compensate for the change in the optical setup (see the Supplementary Materials).
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