Abstract
it is clear in view of [6, Lemma 1] that the quantity j(n,S) defined in the proof of [6, Theorem 11] is identical with Pn(S). In analogy with the terminology introduced in the previous paragraph, we call the sequence PI(S), P 2 
(S), ... , extended as long as Pn(S)
is defined, the jump complexity profile of S.
The main aims of the present paper are to study the jump complexity in greater detail, to solve counting problems connected with the jump complexity, to prove probabilistic theorems on the jump complexity profile of random sequences, and to derive all these results for arbitrary q. We also extend the work in [6, Sect. 6] on frequency distributions in the linear complexity profile to joint frequency distributions.
Enumeration Formulas for the Jump Complexity
It is clear that we have 0 ::.; Pn(S) ::.; Ln(S) ::.; n for any S containing at least n terms.
We obtain a stronger upper bound from the following well-known lemma (see [4] , [10, p. 34]) which holds if S contains at least n + 1 terms. We now establish an explicit formula for the number Nn(L, r) of sequences S of elements of Fq with fixed length n and with prescribed values Ln(S) = L and Pn(S) = r for the nth linear complexity and the nth jump complexity, respectively. Such a formula was earlier shown by Carter [1] for q = 2 and Wang [11] , [12] for q = 2 and L = rn/2l-Theorem 1. Let n be a positive integer and let Land r be integers with 0 ::.; L, r ::.; n. Then:
Lemma 1. If Ln(S) > n/2, then L n + I (S) = Ln(S). If Ln(S) ::.; n/2, then Ln+I(S) =

Ln(S) for exactly one choice of Sn+I E Fq and L n + I (S)
Proof (i) is valid since Ln(S) = Pn(S) = 0 holds exactly for the sequence S of n zeros.
(ii) holds since Ln(S) 2: 1 implies Pn(S) 2: 1. (iii) follows from Lemma 2. To prove (iv), we proceed by induction on n. The case n = 1 is checked immediately. Suppose the formula is shown for length n, and now consider length n + 1. We take 1 ~ r :c::; min(L, n-L+2) with 1 ~ L ~ n+l, where Land r are the prescribed values of L n+1(S) and Pn+1(S), respectively. If L :c::; n/2, then Lemma 1 implies Nn+1(L, r) = Nn(L , r), and the induction hypothesis yields the desired formula. If L = (n + 1)/2, so that n is odd, then we must have Ln(S) = (n+I)/2 by Lemma 1, and so by induction hypothesis
Together with the induction hypothesis we get
From Theorem 1 we get the following alternative proof of the formula of Gustavson Proof 
L=r Now let n be even. Then by Theorem 1 (iv),
For odd n we obtain by Theorem 1 (iv),
Expected Value and Variance of the Jump Complexity
We can view P n = PnCS) as a random variable on the space of all sequences of elements of Fq with fixed length n, where each such sequence is equiprobable (i.e., has probability q-n). In the following two theorems we extend the formulas for the expected value and the variance of P n given by Carter [1] 
If n is even, then by Theorem 2 we get
To treat the inner sum, we differentiate the identity L~o (~)zr+1 = z(z + 1)£ with respect to z and then put z = q -1 to obtain
This yields
L=O
For any integer k 2: 1, differentiation of L~:~ zL = (zk -l)j(z -1) with respect to z and then multiplication by z yields .
Putting k = n/2, z = q2 in (2) we get
by simple algebraic manipulations. For odd n we use Theorem 2 to obtain
We apply (1) and get
by simple algebraic manipulations. 0 Theorem 4. The variance Var(Pn) of P n is given by
odd n.
Proof With the notation in Theorem 2 we have n rn/21 3
This is possible since the left-hand side of (3) tends to 0 as c -+ 0 and it tends to 00 as c -+ t from the left. Put
where we assume that n is so large that F(n) ~ t (note that the condition on I implies lim I( n) = 00). For fixed n consider n-oo
Let k( n) be the least integer satisfying
For even n we get by Theorem 2,
For the inner sum we have thus
Since r ~ ken) > (q -I)n/(2q), the terms of the last sum form a decreasing function of r, hence
with We use Stirling's formula in the form log(n!) = (n + ~) logn -n + 0(1).
Then by straightforward manipulations
Note that by the definitions of F(n) and ken) in (4) and (5) we have 0
3(1-2e)3
by Taylor's theorem. Using also log(l + z) 2:: Z -tz2 for z 2:: 0, we get
n and so (6) and den) > F(n) yield
For odd n we get by Theorem 2,
Proceeding as in the case of even n, we obtain Since r 2: ken) > (q -l)nj(2q) + 1/2, the terms of the last sum form a decreasing function of r, hence with C(q) depending only on q and
By Stirling's formula,
where u is as before. Using (8) and the bound tL < -qd(n)2/n shown above, we see that (7) also holds for odd n. From (4) we deduce and so the hypothesis on f implies 2:~=1 n e-qF (n)2 In < 00. In view of (7) this shows that L~=l h(Dn) < 00. An application of the Borel-Cantelli lemma [3, p. 228] yields that the set of all S for which S E Dn for infinitely many n has h-measure O. In other words, with probability 1 we have S E Dn for at most finitely many n. From the definition of Dn it follows then that with probability 1 we have Pn(S) ::; (q ;ql)n + F(n) ::; (q ;ql)n + fen) for all sufficiently large n, (9) where we applied (4) in the second inequality.
To obtain a corresponding lower bound, we proceed by similar arguments. Choose
where we assume that n is so large that G(n) ~ o. For fixed n consider
Let m( n) be the largest integer satisfying
By treating the inner sum as before we obtain men)
Since r ~ men) < (q -l)n/(2q), the terms of the last sum form an increasing function of r, hence with Put Then as before
By the definitions of G(n) and men) in (11) and (12) 
Using the same lower bound for 10g(1 -z) as before and also log(l + z) ~ z -tz2 for z ~ 0, we get
2q 2 e(n)3 ( 2 1 )
q 2 e(n)3 q2 e(n)2 ( e(n»)
n and so (13) and e(n) > G(n) yield h(En) = 0 (n e-qG (n)2/ n ) .
It can again be proved that this bound also holds for odd n. Together with the hypothesis on f this shows that I:~=1 h(En) < 00. By applying the Borel-Cantelli lemma as before we deduce that with probability 1 we have
Together with (9) this yields the result of the theorem. 0 Then and so I:~=l n e-qf (n)2 In < 00. Thus Theorem 5 shows that with probability 1 we have
( n log n) 1 12 for all sufficiently large n.
This property holds simultaneously for all m with probability 1 since the countable intersection of sets of h-measure 1 has again h-measure 1. The desired conclusion follows. 0 
for all integers c. 
It follows that for where k ~ 1. Then by Lemma 1,
We claim that (16) For suppose that for some i, 0 ~ i < k, we had L n -2
k+i(S) < L n -2H i+1(S) = Ln-k(S).
Then Lemma 1 yields . .
n -2k + c L n-2 k+i(S) = n -2k + l + 1 -L n -2 k+i+1(S) = n -2k + z + 1 - If Co < C1 i-2 -co, then ZeN; Co, C1; 5) = 0 for all N and S.
