: Equal-time comparison of our novel spatial directional radiance cache (RC) and distributed ray tracing (DT). The images were rendered at a resolution of 1024×768 with 8 samples per pixel in 16 min (a) and 22 min (b) on a 2.4 GHz Intel Pentium 4 computer with 2GB memory. There are 13.9k cache records consuming 590MB of memory (a) and 15.5k cache records consuming 710MB of memory (b). We can see that our method is able to faithfully simulate highly glossy BRDFs on the chess pieces while DT gives a noisy image for the same computational time. 
Introduction
Irradiance caching is one of the most successful algorithms to accelerate global illumination computation. It is based on the idea that the slowly varying indirect illumination term can be computed only at several locations in the scene, stored in the cache, and later used for fast interpolation. Recently, we have witnessed a revival of the research on caching-based approaches to global illumination. Recent successful extensions of the original algorithm include the support for caching on glossy surfaces with low-frequency BRDFs [Křivánek et al. 2005] and even in arbitrary participating media [Jarosz et al. 2008] .
In our research, we focus on indirect illumination on glossy surfaces, similarly to [Křivánek et al. 2005] . Our objective is to design a novel caching algorithm that addresses the limitations of Křivánek et al.'s radiance caching. First and foremost, we aim to avoid the conversion of the scene BRDFs into the frequency domain (spherical harmonics) in the preprocess. Instead of working in the frequency domain, we use BRDF importance sampling both for generating new cache records and for interpolating the records from the cache. Using importance sampling allows us to apply caching not only on low-gloss surfaces but also on shiny materials with highfrequency BRDFs, such as metal, lacquer, or some types of plastic for which the radiance caching algorithm breaks down. Another advantage is the support for heterogeneous (spatially varying) materials.
Novel caching algorithm
Our algorithm is built on the fundamental idea behind the original irradiance caching, the "lazy evaluation procedure": query the cache, perform interpolation if possible, otherwise compute a new illumination value and store it in the cache for later reuse.
When we evaluate a new record (if none is available for interpolation), we generate random directions using BRDF importance sampling and compute incoming radiance for each direction by ray tracing. We then map these directions from the sphere into a unit square using an area-preserving octahedral mapping and construct a quadtree over the samples. We call the quadtree the L-tree (L stands for radiance). The whole L-tree is then stored in the cache as a single record. The cached L-trees may later be selectively up- * e-mail: gassev1@fel.cvut.cz † e-mail: xkrivanj@fel.cvut.cz dated during the interpolation as described in the following paragraph. To determine the area over which the new record can be reused, we estimate the upper bound on the illumination gradient from the radiance samples. The gradient formula takes the BRDF into account, hence the record spacing is automatically adapted to the surface reflectance properties.
The major novelty of our caching algorithm consists in performing the "lazy evaluation procedure" not only in the spatial but also in the directional domain: To compute indirect illumination at a point, we first collect existing nearby cache records, or L-trees, (in space) and we attempt to use them for interpolation. However, for each sample direction (generated by BRDF importance sampling at the point of interpolation), we check if there is a nearby radiance sample stored in the L-tree and possibly reuse it. If not, we shoot a ray to obtain a new radiance sample and update the L-tree. The process is applied to all contributing L-trees separately. Finally, outgoing radiance is computed as a weighted average of the contributions from individual L-trees. The major benefit of the directional caching is that it ensures a smooth integration of the view-dependent BRDF importance sampling with the view-independent overall caching algorithm.
Results and Discussion
Our preliminary results shown in Figure 1 and the accompanying material demonstrate the feasibility of our approach and the wide range of supported materials. The main disadvantages of our method are higher memory demands and potentially difficult parallel implementation due to the continual updates of cache records.
