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Abstract. In a previous paper, a realization of the moduli space of framed torsion-
free sheaves on Hirzebruch surfaces in terms of monads was given. We build upon that
result to construct ADHM data for the Hilbert scheme of points of the total space of
the line bundles O(−n) on P1, for n ≥ 1, i.e., the resolutions of the singularities of
type 1
n
(1, 1). Basically by implementing a version of the special McKay correspondence,
this ADHM description is in turn used to realize these Hilbert schemes as irreducible
connected components of quiver varieties. We obtain in this way new examples of quiver
varieties which are not of the Nakajima type.
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2 Hilbert schemes of points of O
P1
(−n) as quiver varieties
1. Introduction
If X is a smooth, quasi-projective surface over C, the Hilbert scheme of points Hilbc(X), which
parameterizes 0-dimensional subschemes of X of length c, is quasi-projective [19] and smooth of
dimension 2c [12]. In this paper we study the Hilbert schemes of points of the total spaces of the line
bundles OP1(−n) (which admit the Hirzebruch surfaces Σn as projective compactifications). These
spaces are resolutions of the singularities of type 1
n
(1, 1). Our main results are a description of
these Hilbert schemes in terms of ADHM data, and a consequence, their realization as irreducible
connected components of the moduli spaces of representations of suitable quivers. It is worth
pointing out that the representation varieties we obtain in this way are not Nakajima quiver
varieties.
1.1. Motivations and general background. Among the many occurrences of Hilbert schemes
of points in algebraic geometry, a remarkable one is the role played by the Hilbert schemes of
points of noncompact (usually hyperka¨hler) surfaces in geometric representation theory. Examples
of such spaces are the Hilbert schemes of points of C2, and of the minimal resolutions Xn,n−1 of
toric singularities of type 1
n
(1, n− 1), with n ≥ 2.
One of the main links with geometric representation theory is the description of these Hilbert
schemes as Nakajima quiver varieties. This basically requires two steps: to consider a space of
complex representations of a suitable quiver with relations, and then to construct a GIT (Geo-
metric Invariant Theory) quotient of this with respect to a suitable semistability condition for the
representations, in King’s sense [21]. More precisely, let us denote by Q the Jordan quiver A
(1)
0 ,
that is, the quiver with one vertex and one loop, or the affine Dynkin quiver A
(1)
n−1, for n ≥ 2; one
can frame the quiver by doubling the vertices and adding arrows from the old vertices to the new
ones, and double it, by duplicating the arrows, with the new arrows going the opposite direction.
The space Rep(Qfr, double, ~v, ~w) of representations of the double framed quiver associated with Q
(see [16] and Sections 2 and 4 in this paper for notation and precise definitions) has a natural
symplectic structure, which is preserved by an action of the group
∏
iGL(vi), giving rise to a
moment map; the previously mentioned space of complex representations is indeed the space of
representations of Qfr, double satisfying the relations that define the moment map. For suitable
~v and ~w the GIT quotient of this space, taken with respect to a certain semistability parame-
ter, is Hilbc(C2) if Q = A
(1)
0 , and Hilb
c(Xn,n−1) if Q = A
(1)
n−1. In the latter case, the space of
representations coincides with the space of left modules of the framed version of Wemyss’s recon-
struction algebra associated with the toric singularity [39] (Wemyss’s reconstruction algebra is a
quotient of the path algebra of the relevant McKay quiver). Schiffmann and Vasserot used this
description in terms of quiver varieties to define an action of the K-theoretic (or cohomological)
Hall algebra associated with Rep((A
(1)
0 )
double, ~v) on the equivariant K-theory (or cohomology) of
Hilbc(C2) [35, 36]. Subsequently, Negut extended this construction to Hilbc(Xn,n−1) [32]. This
construction is quite important in geometric representation theory, as it can be used to obtain
geometric representations of quantum groups, Yangians, vertex algebras, etc. (see loc. cit. and
references therein).
In this paper we provide a quiver variety description of the Hilbert schemes of points of the
total spaces Xn of the line bundles OP1(−n), with n ≥ 1. For n ≥ 2, the surface Xn is the minimal
resolution of the toric singularity of type 1
n
(1, 1); it admits the n-th Hirzebruch surface Σn as a
projective compactification. These spaces have been considered in physics in connection with brane
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counting for string theory compactifications on “local” Calabi-Yau manifolds [1, 13, 17, 34, 9],
gauge theory on Hirzebruch surfaces and applications to the computation of invariants, such as
the Betti numbers of moduli spaces of sheaves on Hirzebruch surfaces [7, 24, 6] (see also [8, App. D]
for some mathematical developments), topological strings and Gromov-Witten invariants (see [37]
for a review).
Thus, we supply a new example of a quiver variety outside the universe of the Nakajima quiver
varieties. (Other examples of quiver varieties that are not of the Nakajima type are for instance
the affine Laumon spaces, see e.g. [31] and references therein, and those associated with the
quivers recently studied by Nakajima himself [30].) This quiver variety is obtained by regarding
Hilbc(Xn) as the moduli space of rank one torsion-free sheaves on the projective closure Σn
(Hirzebruch surface) of Xn that are trivial on the compactifying divisor, and following the two
above mentioned steps: we consider a space Rep(Bfrn , ~v, ~w) of representations of the framed version
Bfrn of a quotient Bn of the path algebra of a certain quiver Qn, and realize Hilb
c(Xn) as a suitable
GIT quotient of it. Here Qn, for n ≥ 2, is the special McKay quiver associated with the toric
singularity of type 1
n
(1, 1), and Bn is the corresponding Wemyss’s reconstruction algebra. Thus we
provide a new example of a moduli space of sheaves in a minimal resolution of a toric singularity
that can be realized as a quiver variety associated with the corresponding special McKay quiver.
As we already mentioned, the Nakajima variety corresponding to any quiver carries a natural
symplectic structure. This is essentially due to the fact that the quiver variety is concocted from
the associated double quiver. Now, the quiver we associate with the variety X2 is a double, so
that the quiver space we consider, and the Hilbert space Hilbc(X2), are symplectic holomorphic
varieties. On the contrary, the quivers Qfrn are not doubles for n 6= 2. A result of Bottacin [5]
implies, however, that Hilbc(Xn) carries, for all n ≥ 1, a Poisson structure whose rank is generically
maximal.
1.2. Contents of the paper. The ADHM description of a moduli space is usually the starting
point of its realization as a quiver variety, in that it is the ADHM description which suggests the
quiver to consider. For Hilbert schemes of points this description is available in the case of C2
[28] and for the multi-blowups of C2, as provided by the work of A. A. Henni [20] specialized to
the rank one case. So, in the first part of this paper we construct ADHM data for the Hilbert
schemes of points of the total space Xn of the line bundle OP1(−n). We identify the space
Hilbc(Xn) with the moduli space M
n(1, 0, c) of framed sheaves on the n-th Hirzebruch surface
Σn that have rank 1, vanishing first Chern class, and second Chern class c2 = c (the framing is
a fixed isomorphism with the trivial rank 1 bundle on a divisor linearly equivalent to the section
of Σn → P
1 of positive self-intersection). By exploiting the description of Mn(1, 0, c) in terms of
monads given in [2], we prove (Theorem 3.1) that the moduli space Mn(1, 0, c) is isomorphic to
the quotient Pn(c)/GL(c,C) × GL(c,C), where Pn(c) is a quasi-affine variety contained in the
linear space End(Cc)⊕n+2⊕Hom(Cc,C). We show this by using the fact that the partial quotient
Pn(c)/GL(c,C) can be assembled by glueing c+1 open sets, each one isomorphic to the space of
ADHM data for Hilbc(C2) (Propositions 3.2 and 3.7).
In the second part of this paper we show (Theorem 4.5) that these Hilbert schemes are ir-
reducible connected components of quiver varieties, namely, they are embedded as irreducible
connected components into varieties of representations of a quiver naturally associated with the
ADHM data describing the Hilbert schemes, for a suitable choice of the stability parameter.
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More precisely, we prove:
Theorem. For every n, c ≥ 1, the variety Hilbc(Xn) is isomorphic to an irreducible connected
component of the quotient
Rep(Bfrn , ~vc, 1)
ss
ϑc
//ϑc GL(c,C)×GL(c,C) ,
where ~vc = (c, c) and ϑc = (2c,−2c+ 1).
Here Rep(Bfrn , ~vc, 1)
ss
ϑc
is a representation space associated, as we sketched above, with the
framed quiver
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(for n = 2 there are no ℓ arrows).
This result includes the particular case of the Hilbert scheme of points of X2, which is isomor-
phic, as a complex variety, to the ALE space A1. Kuznetsov has provided, from a different point
of view, a description of the Hilbert schemes of the ALE spaces Ak as quiver varieties [22]. We
check indeed (Corollary 4.12) that for n = 2 our representation coincides with that of Kuznetsov
for A1.
Finally, Appendix A is devoted to proving the rather technical Proposition 3.2.
1.3. Further developments. Among the many possible developments of the constructions de-
scribed in this paper, one is the study of the chamber structure for the stability parameter used
to define the quiver variety. More generally, the results in this paper should open the way to
a number of interesting questions in geometric representation theory, such as the existence of a
K-theoretic (cohomological) Hall algebra associated with Rep(Bn, ~v), with an action of this alge-
bra on the equivariant K-theory (cohomology) of Hilbc(Xn). On another line, an interesting and
challenging problem is the characterization of the Poisson structure of these Hilbert schemes in
purely quiver-theoretic terms, perhaps by generalizing the approaches in [4, 38].
Acknowledgments. We thank the referee for the careful reading of the manuscript and for
very useful suggestions, which have led to a substantial improvement of the exposition. We also
thank Alberto Tacchella for valuable advice. U.B.’s stay at UFSC was supported by the grant
310002/2015-0 from “Conselho Nacional de Desenvolvimento Cient´ıfico e Tecnolo´gico” (CNPq),
Brazil. He thanks the Algebra and Geometry group at USFC for their hospitality. V.L. is partially
supported by the FAPESP post-doctoral grant 2015/07766-4. Moreover, this work was partially
supported by PRIN “Geometria delle varieta` algebriche,” by the University of Genoa’s project
“Aspetti matematici della teoria dei campi interagenti e quantizzazione per deformazione,” and
by GNSAGA-INdAM. U.B. is a member of the VBAC group.
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2. Background material
The construction of the ADHM data is based on the description of the moduli spaces of framed
sheaves on the Hirzebruch surfaces Σn in terms of monads that was worked out in [2]. We briefly
review the basic ingredients of that construction. The n-th Hirzebruch surface Σn is the projective
closure of the total space Xn of the line bundle OP1(−n); we shall assume n > 0. We denote by
F the class in Pic(Σn) of the fibre of the natural ruling Σn −→ P
1, and by H and E the classes
of the sections squaring to n and −n, respectively. We shall denote OΣn(p, q) = OΣn(pH + qF ).
We fix a curve ℓ∞ ≃ P
1 in Σn belonging to the class H and call it the “line at infinity.” A
framed sheaf on Σn is a pair (E , θ), where E is a torsion-free sheaf which is trivial along ℓ∞,
and θ : E|ℓ∞
∼
−→ O⊕rℓ∞ is an isomorphism, where r is the rank of E . A morphism between framed
sheaves (E , θ), (E ′, θ′) is by definition a morphism Λ: E −→ E ′ such that θ′ ◦Λ|ℓ∞ = θ. The moduli
space parameterizing isomorphism classes of framed sheaves (E , θ) on Σn with Chern character
ch(E) = (r, aE,−c− 12na
2), where r, a, c ∈ Z and r ≥ 1, will be denotedMn(r, a, c). We normalize
the framed sheaves so that 0 ≤ a ≤ r − 1.
We recall (see e.g. [33, Definition II.3.1.1]) that a monad M on a scheme X is a three-term
complex of locally free OX -modules of finite rank, having nontrivial cohomology only in the middle
term:
M : 0 // U
a // V
b // W // 0 .
The cohomology of the monad is a coherent OX -module. A morphism (isomorphism) of monads
is a morphism (isomorphism) of complexes.
As proved in [2], a framed sheaf (E , θ) on Σn, having invariants (r, a, c), is isomorphic to the
cohomology of a monad
(2.1) M(α, β) : 0 // U~k
α // V~k
β // W~k
// 0 ,
where ~k denotes the quadruple (n, r, a, c), and we have set
U~k := OΣn(0,−1)
⊕k1 , V~k := OΣn(1,−1)
⊕k2 ⊕O⊕k4Σn , W~k := OΣn(1, 0)
⊕k3 ,
with
k1 = c+
1
2
na(a− 1), k2 = k1 + na, k3 = k1 + (n− 1)a, k4 = k1 + r − a .
The set L~k of pairs in Hom(U~k,V~k)⊕Hom(V~k,W~k) fitting into the complex (2.1), such that the
cohomology of the complex is torsion-free and trivial at infinity, is a smooth algebraic variety. One
can introduce a principal GL(r,C)-bundle P~k over L~k, whose fibre at a point (α, β) is identified
with the space of framings for the corresponding cohomology of (2.1). The algebraic group G~k =
Aut(U~k)×Aut(V~k)×Aut(W~k) acts freely on P~k, and the moduli spaceM
n(r, a, c) can be described
as the quotient P~k/G~k [2, Theorem 3.4]. This space is nonempty if and only if c+
1
2na(a− 1) ≥ 0,
and when nonempty, is a smooth algebraic variety of dimension 2rc+ (r − 1)na2.
When r = 1 we can assume a = 0, so that the double dual E∗∗ of E is isomorphic to the
structure sheaf OΣn . As a consequence, since E is trivial on ℓ∞, the mapping carrying E to the
schematic support of OΣn/E yields an isomorphism
(2.2) Mn(1, 0, c) ≃ Hilbc(Σn \ ℓ∞) = Hilb
c(Xn) ,
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where Xn is the total space of the line bundle OP1(−n). We shall freely use the isomorphism (2.2)
in the rest of the paper.
We also fix some notation about quiver representations (see [16] for details). A quiver Q is a
finite oriented graph, given by a set of vertices I and a set of arrows E. The path algebra CQ is
the C-algebra with basis the paths in Q and with a product given by the concatenation of paths
whenever possible, zero otherwise. Usually one includes among the generators of CQ a complete
set of orthogonal idempotents {ei}i∈I : this can be considered a subset of E by regarding ei as a
loop of “length zero” starting and ending at the i-th vertex. A (complex) representation of a quiver
Q is a pair (V,X), where V =
⊕
i∈I Vi is an I-graded complex vector space and X = (Xa)a∈E
is a collection of linear maps such that Xa ∈ HomC(Vi, Vj) whenever the arrow a starts at the
vertex i and terminates at the vertex j. We say that a representation (V,X) is supported by
V , and denote by Rep(Q, V ) the space of representations of Q supported by V . Morphisms and
direct sums of representations are defined in an obvious way; it can be shown that the abelian
category of complex representations of Q is equivalent to the category of left CQ-modules. In
particular, a sub-representation of a given representation (V,X) is a pair (S, Y ), where S is an
I-graded subspace of V which is preserved by the linear maps X , and Y is the restriction of X to
S.
We consider only finite-dimensional representations. If dimC Vi = vi, a representation (V,X)
of Q is said to be ~v-dimensional, where ~v = (vi)i∈I ∈ N
I . With an abuse of notation, after fixing
a ~v-dimensional vector space V , we write Rep(Q, ~v) instead of Rep(Q, V ). When we consider a
framed quiver (see Section 4 for this notion), for notational convenience we shall separately denote
by ~w the dimension vector of the vector spaces associated with the framing vertices.
More generally one can define the representations of a quotient algebra B = CQ/J , for some
ideal J of the path algebra CQ. These are representations (V,X) of Q, whose linear maps
X = (Xa)a∈E satisfy the relations given by the elements of J . The abelian category of com-
plex representations of B is equivalent to the category of left B-modules. We denote by Rep(B,~v)
the space of representations of B supported by a given ~v-dimensional vector space V . There is
a natural action of
∏
iGL(vi) on Rep(B,~v) given by change of basis. One would like to consider
the space of isomorphism classes of ~v-dimensional representations of B, but unfortunately in most
cases this space is “badly behaved.” To overcome this drawback, following A. King’s approach
[21], one introduces a notion of (semi)stability depending on the choice of a parameter ϑ ∈ RI ,
considers the subset Rep(B,~v)ssϑ of Rep(B,~v) consisting of semistable representations, and takes
the corresponding GIT quotient Rep(B,~v)ssϑ //ϑ
∏
iGL(vi).
3. ADHM data
In this section we construct ADHM data for the Hilbert scheme of points of the total spaces
Xn of the line bundles OP1(−n). First we show that the Hilbert schemes can be covered by open
subsets, each of which is isomorphic to the Hilbert scheme of C2, and therefore admits Nakajima’s
ADHM description; then we prove that these “local data” can be glued together to provide ADHM
data for the Hilbert schemes of Xn.
We denote by Pn(c) the subset of the vector space End(Cc)⊕n+2⊕Hom(Cc,C) whose elements
(A1, A2;C1, . . . , Cn; e) satisfy the conditions
C. Bartocci, U. Bruzzo, V. Lanza and C.L.S. Rava 7
(P1) 

A1C1A2 = A2C1A1 when n = 1
A1Cq = A2Cq+1
CqA1 = Cq+1A2
for q = 1, . . . , n− 1 when n > 1;
(P2) A1 + λA2 is a regular pencil of matrices; equivalently, there exists [ν1, ν2] ∈ P
1 such that
det(ν1A1 + ν2A2) 6= 0;
(P3) for all values of the parameters ([λ1, λ2], (µ1, µ2)) ∈ P
1 × C2 such that
λn1µ1 + λ
n
2µ2 = 0
there is no nonzero vector v ∈ Cc such that

C1A2v = −µ1v
CnA1v = (−1)
nµ2v
v ∈ ker e
and (λ2A1 + λ1A2) v = 0 .
The group GL(c,C)×GL(c,C) acts on Pn(c) according to the rule
(3.1) (Ai, Cj , e) 7→ (φ2Aiφ
−1
1 , φ1Cjφ
−1
2 , eφ
−1
1 )
for i = 1, 2, j = 1, . . . , n, (φ1, φ2) ∈ GL(c,C)×GL(c,C).
Theorem 3.1. Pn(c) is a principal GL(c,C)×GL(c,C)-bundle over Hilbc(Xn).
The remainder of this Section is devoted to proving Theorem 3.1. At first, we provide an
ADHM description for each open set of an open cover of Hilbc(Xn). If we fix c+ 1 distinct fibres
F0, . . . , Fc ∈ F , for any [(E , θ)] ∈ Hilb
c(Xn) there exists at least one m ∈ {0, . . . , c} such that
E|Fm ≃ OFm . We choose the fibres Fm as the closed subvarieties cut in
(3.2) Σn =
{
([y1, y2], [x1, x2, x3]) ∈ P
1 × P2 | x1y
n
1 = x2y
n
2
}
by the equations
Fm = {[y1, y2] = [cm, sm]}, m = 0, . . . , c ,
where
(3.3) cm = cos
(
π
m
c+ 1
)
, sm = sin
(
π
m
c+ 1
)
.
We obtain in this way an open cover {Un,cm }m=0,...,c of Hilb
c(Xn) by letting
(3.4) Un,cm :=
{
[(E , θ)] ∈ Hilbc(Xn)
∣∣ E|Fm ≃ OFm} .
Each of these spaces is isomorphic to the Hilbert scheme of points of C2, so that it admits Naka-
jima’s ADHM description [28, Theorem. 1.9] in terms of two c×c matrices b1, b2 and a row c-vector
e, satisfying the conditions
(T1) [b1, b2] = 0 ;
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(T2) for all (z, w) ∈ C2 there is no nonzero vector v ∈ Cc such that

b1v = zv
b2v = wv
v ∈ ker e .
The space of triples (b1, b2, e) satisfying the previous two conditions will be denoted by T (c).
Elements φ of the group GL(c,C) act on T (c) according to the rule
(3.5) (b1, b2, e) 7→ (φ b1 φ
−1, φ b2 φ
−1, e φ−1) .
Note that condition (T2) is the so-called co-stability condition, while Nakajima in [28, Theo-
rem. 1.9] used the stability condition (which is satisfied by the transpose matrices (tb1,
tb2,
te)). In
particular, this explains the difference between (3.5) and the GL(c,C)-action used by Nakajima.
The ADHM data for the open set Un,cm will be denoted by (b1m, b2m, em); the next Proposition
gives the transition functions on the intersections.
Proposition 3.2. The intersections Un,cml = U
n,c
m ∩ U
n,c
l are characterized by the conditions
det (cm−l1c − sm−lb1m) 6= 0 ,
where cm and sm are the numbers defined in eq. (3.3). On any of these intersections, the ADHM
data are related by the equations

b1l = (cm−l1c − sm−lb1m)
−1
(sm−l1c + cm−lb1m)
b2l = (cm−l1c − sm−lb1m)
n
b2m
el = em .
Proof. The proof of this result is given in Appendix A. 
We introduce the matrices
(3.6)
A1m = cmA1 − smA2 , A2m = smA1 + cmA2 ,
Em =
[
n∑
q=1
(
n− 1
q − 1
)
cn−qm s
q−1
m Cq
]
A2m ,
where m = 0, . . . , c. Since the polynomial det(ν1A1+ ν2A2) has at most c distinct roots in P
1, the
GL(c,C)×GL(c,C)-invariant open subsets
Pn(c)m = {(A1, A2;C1, . . . , Cn; e) ∈ P
n(c) | detA2m 6= 0} , m = 0, . . . , c ,
cover Pn(c). If we also define the matrices Bm = A
−1
2mA1m, the linear data (Bm, Em, e;A2m)
provide local affine coordinates for Pn(c).
Proposition 3.3. The morphism
ζm : P
n(c)m −→
[
End(Cc)⊕2 ⊕Hom(Cc,C)
]
×GL(c,C)
(A1, A2;C1, . . . , Cn; e) 7−→ (Bm, Em, e;A2m)
is an isomorphism onto T (c)×GL(c,C). The induced GL(c,C)×GL(c,C)-action is given by
(Bm, Em, e;A2m) 7→ (φ1Bmφ
−1
1 , φ1Emφ
−1
1 , eφ
−1
1 ; φ2A2mφ
−1
1 ) .
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We divide the proof of Proposition 3.3 into a few steps. First we define the matrices σhm =
(σhm;pq)0≤p,q≤h for all h ≥ 0 and m ∈ Z by means of the equations
(3.7) (smµ1 + cmµ2)
p(cmµ1 − smµ2)
h−p =
h∑
q=0
σhm;pqµ
q
2µ
h−q
1
for any (µ1, µ2) ∈ C
2 and p = 0, . . . , h. Note that σhmσ
h
l = σ
h
m+l and σ
h
0 = 1h+1. In particular,
σhm is invertible for all h ≥ 0 and m ∈ Z.
Lemma 3.4. Assume n > 1. If the matrices A1, A2 ∈ End(C
c) satisfy condition (P2), then
the system A1Cq = A2Cq+1, q = 1, . . . , n − 1, with Cq ∈ End(C
c), has maximal rank, namely,
(n− 1)c2. In particular, if detA2m 6= 0, the general solution of the previous linear system is
(3.8)


C1
...
...
Cn

 = (σ
n−1
m ⊗ 1c)


1c
Bm
...
Bn−1m

Dm ,
where we have chosen as free parameter the matrix
Dm =
n∑
q=1
(
n− 1
q − 1
)
cn−qm s
q−1
m Cq .
Proof. The maximality of the rank of the system follows from condition (P2) by arguing as in [15,
pp. 29-30]. Eq. (3.8) can be verified by direct substitution. 
Since Em = DmA2m, the morphism ζm is injective.
Next we prove that Im ζm ⊆ T (c)×GL(c,C). This follows from the next Lemma.
Lemma 3.5. (i) For all (Bm, Em, e;A2m) ∈ Im ζm, one has [Bm, Em] = 0.
(ii) Let (A1, A2;C1, . . . , Cn; e) ∈ End(C
c)⊕(n+2) ⊕ Hom(Cc,C) be an (n + 3)-tuple such that
condition (P1) is satisfied and detA2m 6= 0. Then
• if [λ1, λ2] = [cm, sm], condition (P3) is trivially satisfied;
• if [λ1, λ2] 6= [cm, sm], condition (P3) holds if and only if condition (T2) holds for the triple
(Bm, Em, e).
Proof. (i) For all n ≥ 1, condition (P1) implies
0 = A1CqA2 −A2CqA1 = A1mCqA2m −A2mCqA1m = −A2m[CqA2m, Bm]
for q = 1, . . . , n and m = 0, . . . , c. The thesis follows from eq. (3.6).
(ii) If [λ1, λ2] = [cm, sm] one has λ2A1 + λ1A2 = λA2m for some λ ∈ C
∗. This proves the first
statement.
Assume that [λ1, λ2] 6= [cm, sm]. One has
(3.9)
λ2A1 + λ1A2 = λA2m(Bm − z1c) where z =
cmλ1 + smλ2
smλ1 − cmλ2
λn1µ1 + λ
n
2µ2 = 0 if and only if
{
µ1 = (−1)
n−1(smz − cm)
nw
µ2 = (−1)
n(cmz + sm)
nw
10 Hilbert schemes of points of O
P1
(−n) as quiver varieties
for some λ ∈ C∗ and w ∈ C. By using eqs. (3.8) and (3.9) one can prove the equivalence between
the systems
(3.10)


(λ2A1 + λ1A2)v = 0
C1A2v = −µ1v
CnA1v = (−1)
nµ2v
and


(Bm − z1c)v = 0
(smz − cm)
n(Em − w1c)v = 0
(cmz + sm)
n(Em − w1c)v = 0
.
The thesis follows as the polynomials smz − cm and cmz + sm are coprime in C[z]. 
The following result will be useful in the next section.
Corollary 3.6. Let (A1, A2;C1, . . . , Cn) ∈ End(C
c)⊕(n+2) be an (n + 2)-tuple such that con-
ditions (P1) and (P2) are satisfied. There exists a nonzero vector v ∈ Cc and parameters
([λ1, λ2], (µ1, µ2)) ∈ P
1 × C2 such that
(3.11) λn1µ1 + λ
n
2µ2 = 0
and
(3.12)


(λ2A1 + λ1A2)v = 0
C1A2v = −µ1v
CnA1v = (−1)
nµ2v
Proof. By condition (P2) there exists m ∈ {0, . . . , c} such that detA2m 6= 0, so that one can
define Bm. One can also define Em according to eq. 3.6. By arguing as in the proof of Lemma
3.5, one deduces that Bm and Em commute, hence they have a common eigenvector v ∈ C
c with
eigenvalues, say, z and w, respectively. By eq. (3.10) this is equivalent to eq. (3.12), provided we
define
λ1 = cmz + sm , λ2 = smz − cm ,
µ1 = (−1)
n−1(smz − cm)
nw , µ2 = (−1)
n(cmz + sm)
nw .
Eq. (3.11) can now be checked. 
Finally, we prove that T (c)×GL(c,C) ⊆ Im ζm. Let (b1, b2, e;A) ∈ T (c)×GL(c,C); if
A1 = A(cmb1 + sm1c) , A2 = A(−smb1 + cm1c) ,
(3.13)


C1
...
...
Cn

 = (σ
n−1
m ⊗ 1c)


1c
b1
...
bn−11

 b2A−1 ,
then (A1, A2;C1, . . . , Cn; e) ∈ P
n(c)m and ζm(A1, A2;C1, . . . , Cn; e) = (b1, b2, e;A). One can verify
by substitution that condition (P1) holds. Note now that by substituting (3.13) into eq. (3.6) one
gets
A1m = Ab1, A2m = A, Em = b2 .
This shows that A2m is invertible, and in particular, condition (P2) holds. Since Bm = b1, by
Lemma 3.5 condition (P3) holds as a consequence of (T2). This concludes the proof of Proposition
3.3.
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We now compute the transition functions on the intersections Pn(c)ml = P
n(c)m ∩ P
n(c)l, for
m, l = 0, . . . , c. First observe that
ζm (P
n(c)ml) = T (c)m,l ×GL(c,C)
as a consequence of the identity
A2l =
(
sl1c cl1c
)( cm1c sm1c
−sm1c cm1c
)(
A1m
A2m
)
= A2m(cm−l1c − sm−lBm)(3.14)
(the notation T (c)m,l in introduced in eq. (A.9) of Appendix A).
Proposition 3.7. One has a commutative triangle
Pn(c)ml
ζm,l
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
ζl,m
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
T (c)m,l ×GL(c,C)
ωlm // T (c)l,m ×GL(c,C) ,
where ζm,l and ζl,m are the restrictions of ζm and ζl, respectively, and
ωlm(Bm, Em, e;A2m) = (ϕlm(Bm, Em, e), A2m(cm−l1c − sm−lBm)) ,
the functions ϕlm being defined analogously to the transition functions in Proposition 3.2. The
transition functions ωlm are GL(c,C)×GL(c,C)-equivariant.
Proof. We want to express (Bl, El, e;A2l) in terms of (Bm, Em, e;A2m). We already have eq. (3.14);
analogously, one can prove A1l = A2m(sm−l1c + cm−lBm). It follows that Bl = (cm−l1c −
sm−lBm)
−1(sm−l1c + cm−lBm). As for El, one has
El =
[
n∑
p=1
σn−1−l;0,p−1Cp
]
A2l =
[
n−1∑
p=0
σn−1m−l;0pB
p
m
]
EmA
−1
2mA2l = (cl−m1c − sl−mBm)
nEm ,
where we have used eq. (3.8), the relation σn−1m−l = σ
n−1
−l σ
n−1
m , and Lemma 3.5.
The equivariance of ωlm is straightforward, and this completes the proof. 
From Proposition 3.3 we have
Pn(c)m/GL(c,C)×GL(c,C) ≃ T (c)/GL(c,C) ≃ U
n,c
m ;
moreover, there is an equivariant isomorphism Pn(c)m ≃ T (c)×GL(c,C). As T (c) is a principal
GL(c,C)-bundle over T (c)/GL(c,C), the space Pn(c)m turns out to be a principal GL(c,C) ×
GL(c,C)-bundle over Un,cm . Propositions 3.2 and 3.7 now imply that P
n(c) is a principal GL(c,C)×
GL(c,C)-bundle, and this completes the proof of Theorem 3.1.
4. Hilbert schemes as quiver varieties
In this section we prove that the Hilbert schemes of points of the total space Xn of the line
bundles OP1(−n) are isomorphic to suitable moduli spaces of quiver representations.
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4.1. Quiver varieties. Given two arrows x, y, we adopt the notation xy for “y followed by x.”
We introduce the quivers Q1 and Q2
0 1
•
a1
**
a2
""
•
c1
gg
0 1
•
a1
**
a2
""
•
c1
jj
c2
bb
and, for n ≥ 3, the quivers Qn
0 1
•
a1
**
a2
""
•
c1
jj
c2
bb
ℓ1
YY
ℓn−2
TT
Consider the relations
a1c1a2 = a2c1a1 ,(4.1)
a1c1 = a2c2, c1a1 = c2a2 ,(4.2)
a1c2 = a2ℓ1, c2a1 = ℓ1a2 ,(4.3)
a1ℓt = a2ℓt+1, ℓta1 = ℓt+1a2 for t = 1, . . . , n− 3 .(4.4)
For n ≥ 1, we introduce the ideal In of the path algebra CQn generated by
(1) the relation (4.1) for n = 1;
(2) the relation (4.2) for n = 2;
(3) the relations (4.2) and (4.3) for n = 3;
(4) the relations (4.2), (4.3) and (4.4) for n ≥ 4.
We briefly recall the notion of Wemyss’s reconstruction algebra (see [39, Section 2]). First, for
all integers αi ≥ 2, one considers the labelled Dynkin diagram of type Al:
(l, αl) (l− 1, αl−1) (2, α2) (1, α1)
• • · · · • • ;
second, one associates with this diagram the double quiver of the extended Dynkin quiver, by
adding a 0-th vertex. One gets
(l, αl) (l− 1, αl−1) (2, α2) (1, α1)
• //
..
•
vv // · · ·
vv // •
vv // •
ww
pp•
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
0
.
Finally, for any αi > 2, one draws αi − 2 additional arrows from the i-th vertex to the 0-th
vertex. We call Q the quiver we obtain at the end of this procedure. The recostruction algebra of
type A associated with the labels [α1, . . . , αl], with each αi ≥ 2, was introduced in [39, Definition
2.3] as a certain quotient of the path algebra CQ.
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As in [39, Definition 2.6], for m1,m2 ∈ N with gcd(m1,m2) = 1 and m1 > m2, we denote by
1
m1
(1,m2) the cyclic subgroup of GL(2,C) generated by(
ε 0
0 εm2
)
,
where ε is a primitive m1-th root of unity. Furthermore, we recall that we can associate with a
pair m1,m2 as above the so-called Jung-Hirzebruch continued fraction expansion of
m1
m2
, namely
m1
m2
= α1 −
1
α2 −
1
α3 −
1
(... )
,
where each αi ∈ N≥2.
Definition 4.1 ([39, Definition 2.7]). The reconstruction algebra Am1,m2 associated with the
group 1
m1
(1,m2) is the recostruction algebra of type A corresponding to the integers of the Jung-
Hirzebruch continued fraction expansion of m1
m2
.
By comparing the definitions, for n ≥ 2 the reconstruction algebrasAn,1 turn out to be precisely
the quotients of the path algebras of our quivers Qn by the ideals In. However, there is no such
correspondence for n = 1. In particular, we stress that, for n ≥ 2, the quiver Qn coincides with
the special McKay quiver associated with toric singularity of type 1
n
(1, 1).
From now on, we definitively deviate from Wemyss’s construction. We construct new quivers
out of Qn, by adding a “framing vertex:”
(4.5)
0 1
•j
{{
a1
,,
a2
%%
•
c1
ii
∞ •
n = 1
0 1
•j

a1
++
a2
##
•
c1
kk
c2
cc
∞ • i1
JJ
n = 2
0 1
•
j



a1
**
a2
""
•
c1
jj
c2
bb
ℓ1
YY
ℓn−2
TT
n ≥ 3
•
i1
EE
i2
JJ
in−1
SS
∞
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We call these new quivers Qfrn , for n ≥ 1. In what follows, any time an index runs from 1 to n− 1,
for n = 1 it will be understood that there is no associated object. Consider the relations
a1c1a2 = a2c1a1 ,(4.6)
a1c1 = a2c2, c1a1 + i1j = c2a2 ,(4.7)
a1c2 = a2ℓ1, c2a1 + i2j = ℓ1a2 ,(4.8)
a1ℓt = a2ℓt+1, ℓta1 + it+2j = ℓt+1a2 for t = 1, . . . , n− 3 ,(4.9)
and let I frn be the ideal of the path algebra CQ
fr
n generated by
(1) the relation (4.6) for n = 1;
(2) the relation (4.7) for n = 2;
(3) the relations (4.7) and (4.8) for n = 3;
(4) the relations (4.7), (4.8) and (4.9) for n ≥ 4.
Note that, while I fr1 and I1 are defined by the same relation, when n ≥ 2 we not only added a
framing vertex to Qn, but also “framed” the ideal In.
Let Bfrn = CQ
fr
n/I
fr
n ; for every ~v := (v0, v1) ∈ N
2, w ∈ N, a (~v, w)-dimensional representation of
Bfrn is given by the choice of three C-vector spaces, V0, V1 and W , with dimVi = vi, dimW = w,
together with an element (A1, A2;C1, . . . , Cn; e; f1, . . . , fn−1) of
HomC(V0, V1)
⊕2 ⊕ HomC(V1, V0)
⊕n ⊕HomC(V0,W )⊕HomC(W,V0)
⊕n−1
compatible with the relations in (4.6)–(4.9). We will refer to the totality of the equations induced
by (4.6)–(4.9) at the representation level as “condition (Q1).” The vertex ∞ is interpreted as a
framing vertex because we regard Rep(Bfrn , ~v, w) as a GL(v0,C)×GL(v1,C)-variety, avoiding the
change of basis action of GL(w,C).
Remark 4.2. Let Q be a quiver and denote by Qdouble its double, which is obtained from Q
by adding for any arrow a new arrow in the opposite direction. Fix ~v = (vi) ∈ N
I , and let
G~v = Πi∈I GL(vi). One can see [16, §4.3] that Rep(Q
double, ~v) ≃ T ∗Rep(Q, ~v); in particular,
this space carries a natural symplectic structure, the canonical one. This is the setting in which
one would like to perform the so-called Hamiltonian reduction: the first step of this procedure
consists in considering the moment map µ associated with the natural (symplectic) G~v-action on
Rep(Qdouble, ~v), which is given by
(4.10) Rep(Qdouble, ~v)
µ // g∗~v ≃ Πi∈I End(C
vi)
X ✤ //
∑
a∈E (Xa ◦Xa∗ −Xa∗ ◦Xa) ,
where a∗ is the arrow opposite to a. Note that the moment map is induced, at the representation
level, by a moment element, which by an abuse of notation we call µ again:
(4.11) µ =
∑
a∈E
(aa∗ − a∗a) ∈ CQdouble .
One can see that the moment element can be decomposed as follows: µ = (µi)i∈I , where µi ∈
ei · CQ
double · ei. The zero level set µ
−1(0) can be reinterpreted as Rep(B,~v), where B is the
quotient CQdouble/〈µ〉.
For now we only observe that the algebra Bfr2 fits into this picture. We shall return to this topic
in Section 4.3. For n 6= 2, although the relations defining the ideals I frn look like equations for the
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zero level of some “deformed (Poissonian?) moment map,” at present we are not able to interpret
them from this perspective. △
Definition 4.3. Fix ϑ ∈ R2. A (~v, w)-dimensional representation (V0, V1,W ) is said to be ϑ-
semistable if, for any sub-representation S = (S0, S1) ⊆ (V0, V1), one has:
if S0 ⊆ ker e, then ϑ · (dimS0, dimS1) ≤ 0 ;(4.12)
if S0 ⊇ Im fi for i = 1, . . . , n− 1, then ϑ · (dimS0, dimS1) ≤ ϑ · (v0, v1) .(4.13)
For n = 1, the condition in (4.13) must hold for any sub-representation. A ϑ-semistable repre-
sentation is ϑ-stable if strict inequality holds in (4.12) whenever S 6= 0 and in (4.13) whenever
S 6= (V0, V1).
Remark 4.4. The notion of (semi)stability introduced in Definition 4.3 is indeed a (semi)stability
in the sense of GIT (depending on the parameter ϑ). One can see this by slightly generalizing a
result due to Crawley-Boevey for usual framed quivers [11, p. 261], and then referring to King’s
classical paper [21]. This procedure is completely straightforward and will be therefore omitted.
However, the scrupulous reader can find all details in [3, Section 3].
4.2. The main result. We denote by //ϑ the GIT quotient associated with the parameter ϑ. We
shall prove the following result:
Theorem 4.5. For every n, c ≥ 1, the variety Hilbc(Xn) is isomorphic to an irreducible connected
component of the quotient
(4.14) Rep
(
Bfrn , ~vc, 1
)ss
ϑc
//ϑc GL(c,C)×GL(c,C) ,
where ~vc = (c, c) and ϑc = (2c,−2c+ 1).
More precisely, this component is given by the equations f1 = · · · = fn−1 = 0. In particular,
for n = 1, it coincides with the whole space.
Remark 4.6. In the case of the Hilbert scheme of C2, since the space W is 1-dimensional, and
due to the stability condition, Nakajima’s map j vanishes [28, 14]. In the present case, that would
correspond to the fact that the equations fi = 0 are implied by the stability conditions, and then
the quotient (4.14) would be irreducible. At the moment we are unable to prove this result, and we
only show that the equations fi = 0 follow from conditions (Q2) and (Q3*) (introduced below),
which are a priori stronger than the stability conditions, which will be expressed by (Q2) and
(Q3). △
We fix V0 = V1 = C
c. The following Lemma is a direct consequence of the semistability
conditions (4.12) and (4.13).
Lemma 4.7. An element (A1, A2;C1, . . . , Cn; e; f1, . . . , fn−1) ∈ Rep(B
fr
n , ~vc, 1) is ϑc-semistable if
and only if
(Q2) for all sub-representations S = (S0, S1) such that S0 ⊆ ker e, one has dimS0 ≤ dimS1,
and, if dimS0 = dimS1, then S = 0;
(Q3) for all sub-representations S = (S0, S1) such that S0 ⊇ Im fi, for i = 1, . . . , n− 1, one has
dimS0 ≤ dimS1 (for n = 1, this must hold for any sub-representation).
Furthermore, ϑc-semistability and ϑc-stability are equivalent.
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We denote by Rn(c) the space Rep
(
Bfrn , ~vc, 1
)ss
ϑc
.
Corollary 4.8. If (A1, A2;C1, . . . , Cn; e; f1, . . . , fn−1) ∈ Rn(c), the map e is not zero.
Proof. If e is the zero map the sub-representation S = (Cc,Cc) violates condition (Q2). 
We observe that the action of GL(c,C) × GL(c,C) on Rn(c) is compatible with the action
of the same group on the space of ADHM data Pn(c) we have defined in eq. (3.1). Thus, to
prove Theorem 4.5, we can work directly on Pn(c) and Rn(c) without taking the actions into
consideration.
We denote by Zn(c) the closed subvariety of Rn(c) cut by the equations f1 = · · · = fn−1 = 0
(for n = 1, Zn(c) coincides with the whole Rn(c)).
Proposition 4.9. One has Pn(c) = Zn(c). In particular, this proves Theorem 4.5 when n = 1.
The proof of this Proposition will require the next two lemmas.
Lemma 4.10. The matrices A1, A2 satisfy condition (P2) if and only if they satisfy the require-
ment
(Q3*) for any subspace S0 ⊆ C
c, dim(A1(S0) +A2(S0)) ≥ dimS0.
Proof. Suppose that condition (P2) is satisfied by A1, A2. Let S0 be any subspace, and let
{v1, . . . , vk} be a basis for it. Then, for suitable [ν1, ν2] ∈ P
1, {(ν1A1 + ν2A2)vj}
k
j=1 is a set
of linearly indipendent vectors in A1(S0) + A2(S0). So (Q3*) is also satisfied.
To prove the converse, suppose that condition (P2) is not satisfied, i.e., the pencil A1 + λA2 is
singular. Let us consider a polynomial solution of minimal degree ε for that pencil,4
(4.15) v(λ) = v0 − λv1 + λ
2v2 + · · ·+ (−1)
ελεvε, with vε 6= 0 .
Introduce the subspace S0 := 〈v0, . . . , vε〉. The vectors v0, . . . , vε are linearly indipendent (see [15],
§XII, Proof of Theorem 4), so that dimS0 = ε+ 1. Now,
(4.16) A1(S0) +A2(S0) = 〈A1v0, . . . , A1vε, A2v0, . . . , A2vε〉 .
By substituting (4.15) into the equation (A1+λA2)v(λ) = 0 and by equating to zero the coefficients
of the powers of λ, we get the ε+ 2 relations
(4.17) A1v0 = 0 , A2v0 −A1v1 = 0 , . . . , A2vε−1 −A1vε = 0 , A2vε = 0 .
Hence the maximum number of linearly indipendent vectors in (4.16) is
2ε+ 2− (ε+ 2) = ε < ε+ 1 .

Lemma 4.11. If (A1, A2;C1, . . . , Cn; e; f1, . . . , fn−1) ∈ Rn(c), kerA1 ∩ kerA2 = {0}.
Proof. Suppose that there exists a nonzero vector v ∈ Cc such that Ai(v) = 0 for i = 1, 2. For
n = 1, the sub-representation (〈v〉, {0}) violates condition (Q3). For n ≥ 2, if v ∈ ker e, the
sub-representation (〈v〉, {0}) violates condition (Q2); if v /∈ ker e, one has Im fq = 〈fqe(v)〉, for
4By polynomial solution we mean a solution v(λ) of the equation (A1 + λA2)v(λ) = 0 which is a polynomial in λ.
Such a solution always exists [15, p. 29].
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q = 1, . . . , n − 1, but fqe(v) = (fqe + CqA1 − Cq+1A2)(v) = 0, so that the sub-representation
(〈v〉, {0}) violates condition (Q3). 
Proof of Proposition 4.9. First, observe that for a point in Zn(c) condition (P1) expresses ex-
actly the constraints in (4.6)–(4.9), and (Q3) amounts to say that dimS0 ≤ dimS1 for all sub-
representations S = (S0, S1). We begin by showing that P
n(c) ⊆ Zn(c), i.e., that any element of
Pn(c) satisfies conditions (Q2) and (Q3).
Let S = (S0, S1) be a sub-representation which makes condition (Q2) false. In particular, as
Lemma 4.10 implies dimS0 ≤ dimS1, one must have dimS0 = dimS1 > 0, and S0 ⊆ ker e. By
Corollary 3.6, which works for the restrictions A1|S0 , A2|S0 , C1|S1 , . . . , Cn|S1 as well, we can
produce a vector 0 6= v ∈ S0 and parameters λ1, λ2, µ1, µ2 that fail to satisfy condition (P3). As
a consequence, condition (Q2) holds in Pn(c).
Since condition (Q3*) is clearly stronger than (Q3), Lemma 4.10 entails that also condition
(Q3) holds in Pn(c).
As for the opposite inclusion, Zn(c) ⊆ P
n(c), we have to show that any element of Zn(c) satisfies
conditions (P2) and (P3). Suppose that the pencil A1+λA2 is singular. Let v(λ) be a polynomial
solution of minimal degree for the pencil defined in eq.(4.15). Lemma 4.11 implies ε ≥ 1. Set
S0 := 〈v0, . . . , vε〉 ,
S1 := A1(V0) +A2(V0) ,
S2 :=
n∑
q=1
Cq(V1) .
We know that dimS0 = ε+ 1 and dimS1 = ε [15, XII, Proof of Theorem 4]. It is not difficult to
show that S2 = 0. In fact, by using repeatedly condition (P1) and the relations in (4.17), one sees
that
S2 = 〈CnA1v1, . . . , CnA1vε〉 ,
and, if S2 6= 0, by direct computation one can check that
∑ε
q=1(−λ)
q−1CnA1vq is a polynomial
solution of degree smaller than ε. Thus, the sub-representation S = (S0, S1) fails to satisfy (Q3).
As a consequence, condition (P2) holds in Zn(c).
Finally, let v ∈ Cc be a vector violating condition (P3). Set
S0 := 〈v〉 , S1 := 〈A1v,A2v〉 .
In particular, v 6= 0, so dimS0 = 1. The conditions λ2A1v+ λ1A2v = 0 and Lemma 4.11 together
imply dimS1 = 1. We claim that
S2 :=
n∑
q=1
Cq(S2) ⊆ 〈v〉 .
Suppose indeed that S1 = 〈A1v〉. Then A2v = λA1v for some λ ∈ C. This implies
S2 = 〈C1A1v, . . . , CnA1v〉 .
Now, by hypothesis CnA1v ∈ 〈v〉; one has
CqA1v = Cq+1A2v = λCq+1A1v for q = 1, . . . , n− 1 ,
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so that by induction one gets CqA1v = λ
n−qCnA1v ⊆ 〈v〉, for q = 1, . . . , n−1. The case S1 = 〈A2v〉
is completely analogous. Thus, the claim is proved, and as S0 ⊆ ker e by hypothesis, (S0, S1) is
a sub-representation that violates condition (Q2). So Pn(c) = Zn(c). Note that condition (P3)
holds on the whole of Rn(c). 
Proof of Theorem 4.5 when n ≥ 2. Having proved Proposition 4.9, it remains to show that Zn(c) is
a connected component of Rn(c), i.e., that Zn(c) is closed and open in Rn(c), and it is connected.
This last statement follows from the fact that Zn(c) = P
n(c) and from the connectedness of
Hilbc(Xn) [12, Prop. 2.3].
We claim that the closed subvariety Zn(c) coincides with the open subset of Rn(c) where
condition (P2) is satisfied, that is, we assume condition (P2) and prove that f1 = · · · = fn−1 = 0.
Given an element (A1, A2;C1, . . . , Cn; e; f1, . . . , fn−1) ∈ Rn(c), we introduce the matrices A1m,
A2m and Em as in eq. (3.6); by condition (P2), we can choose m such that detA2m 6= 0. After
introducing the matrix Bm = A
−1
2mA1m, we define
um :=
n−1∑
q=1
(
n− 2
q − 1
)
sn−1−qm c
q−1
m fq ,
and set
b1 =
tBm , b2 =
tEm , i =
te , j = tum .
The data b1, b2, i, j satisfy:
(i) [b1, b2] + ij = 0;
(ii) there exists no proper subspace S ( Cc such that bα(S) ⊆ S (α = 1, 2) and Im i ⊆ S.
Indeed, relation (i) follows by direct computation, by suitably manipulating condition (Q1) and
the expressions for the Cq’s given in eq. (3.8). As for condition (ii), it suffices to observe that the
second statement of Lemma 3.5, which applies here too, is equivalent to the maximality of the
rank of (
−(b2 − w1c) (b1 − z1c) i
)
,
so that we can apply [28, Lemma 2.7 (2)]. By [28, Prop. 2.8 (1)], one has um = 0, which implies
that Bm and Em commute; by using this fact in combination with condition (Q1), one shows that
fqe = 0, for q = 1, . . . , n − 1. Corollary 4.8 allows one to conclude that f1 = · · · = fn−1 = 0, as
wanted. 
4.3. Comparison with Nakajima quiver varieties. We focus now on the case n = 2; in
particular, as a consequence of Theorem 4.5, we recover a result for ALE spaces due to Kuznetsov
[22]. We recall that, according to Nakajima [26], any quiver Q with vertex set I is associated with
a quiver variety Mλ,ϑ(Q, ~v, ~w), where ~v = (vi), ~w = (wi) ∈ N
I , λ = (λi) ∈ C
I and ϑ ∈ RI . The
main steps of this construction are the following (see [16] for further details):
(i) one considers the quiver Qfr, the framed version of Q, which is obtained by taking as set
of vertices the disjoint union I ⊔ I ′, where I ′ is a copy of I, and by adding to the set of
arrows E one arrow from the i-th vertex to the i′-th vertex, for any i ∈ I. We call {di}i∈I
these new arrows;
(ii) as in Remark 4.2, one introduces an auxiliary quiver Qfr,double, the double of Qfr, and
consider the space Rep(Qfr,double, ~v, ~w) of (~v, ~w)-dimensional representations of CQfr,double.
The group G~v =
∏
i∈I GL(vi) acts naturally on this space if one regards GL(vi) as the
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group of automorphisms of the vector space associated with the i-th vertex (of the original
quiver Q);
(iii) since the action of G~v on Rep(Q
fr,double, ~v, ~w) is symplectic, one can introduce a moment
map
µ =
∑
a∈E
(Xa ◦Xa∗ −Xa∗ ◦Xa) +
∑
i∈I
Xd∗
i
◦Xdi
(cf. eq. (4.10)), corresponding to a moment element, which we call again µ (analogous to
eq. (4.11));
(iv) one defines the framed pre-projective algebra ΠfrλQ of Q with parameter λ as the quotient
CQfr,double/J , where J is the ideal of CQfr,double generated by the elements {µi − λi}i∈I .
The fibre
µ−1(
∑
i∈I
λi1vi) ⊂ Rep(Q
fr,double, ~v, ~w)
is the space of (~v, ~w)-dimensional representations of ΠfrλQ, which we denote Rep(Π
fr
λQ, ~v, ~w);
(v) one defines the quotient Mλ,ϑ(Q, ~v, ~w) := Rep(Π
fr
λQ, ~v, ~w)
ss
ϑ //ϑG~v.
We denote by A the affine Dynkin quiver of type A
(1)
1 , namely,
0 1
•
a
** •
b
jj
Corollary 4.12. For every c ≥ 1, the variety Hilbc(X2) is isomorphic to the Nakajima quiver
variety M0,ϑc(A, ~vc, ~w), where ϑc = (2c,−2c+ 1), ~vc = (c, c) and ~w = (1, 0).
Proof. As recalled above, one wants to consider the quiver Afr,double:
0 1
•
d0

a
**
b∗
""
•
b
jj
a∗
bb
d1

•
d∗
0
KK
•
d∗
1
SS
0′ 1′
The choice ~w = (1, 0) implies that the linear morphisms associated with d1 and d
∗
1 vanish, and
this allows one to construct Mλ,ϑ(A, ~v, ~w) using Q
fr
2 (see (4.5)). By a general result proved by
Crawley-Boevey [11], the variety M0,ϑc(A, ~vc, ~w) is connected (see also [16, Theorem 5.2.2] for
some comments). The thesis now follows from Theorem 4.5. 
Appendix A. Proof of Proposition 3.2
A.1. A first step. We recall from Section 2 the notation G~k = Aut(U~k) × Aut(V~k) × Aut(W~k).
Moreover, there we introduced a principal G~k-bundle P~k such that Hilb
c(Xn) can be described
as a quotient P~k/G~k for
~k = (n, 1, 0, c) (from now on we fix this value of ~k). We recall also that
the group GL(c,C) acts on the space T (c) according to the rule (3.5). Moreover, by embedding
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GL(c,C) into G~k by the equations
(A.1) ι : φ 7→
(
tφ−1, diag(tφ−1, tφ−1, 1), tφ−1
)
,
the group GL(c,C) also acts on P~k. We can therefore state the following Lemma.
Lemma A.1. There is a GL(c,C)-equivariant closed immersion jm : T (c)→ P~k,m, where {P~k,m}
is the open cover of P~k given by the inverse image of the open cover {U
n,c
m } of Hilb
c(Xn) introduced
in eq. (3.4).
This immersion induces an isomorphism
(A.2) ηm : T (c)/GL(c,C) −→ P~k,m/G~k ≃ U
n,c
m .
We start by introducing some constructions that will be used in the proof of this Lemma. In
particular, we define the immersion jm for any given m ∈ {0, . . . , c}. To this aim, after fix-
ing homogeneous coordinates [y1, y2] for P
1 (cfr. eq. (3.2)), we introduce additional c pairs of
coordinates
[y1m, y2m] = [cmy1 + smy2,−smy1 + cmy2] m = 0, . . . , c ,
where cm and sm are the real numbers defined in eq. (3.3). The set
{
yq2my
h−q
1m
}h
q=0
is a basis for
H0 (OΣn(0, h)) = H
0 (π∗OP1(h)) for all h ≥ 1, where π : Σn −→ P
1 is the canonical projection.
Furthermore the (unique up to homotheties) global section sE of OΣn(E) induces an injection
OΣn(0, n) ֌ OΣn(1, 0), so that the set
{
(yq2my
n−q
1m )sE
}n
q=0
∪ {s∞} is a basis for H
0 (OΣn(1, 0)),
where s∞ is the section characterized by the condition {s∞ = 0} = ℓ∞. This notation allows us
to expand the morphisms α and β (see eq. (2.1)) as follows:
(A.3)
α =


∑n
q=0 α
(m)
1q
(
yq2my
n−q
1m sE
)
+ α1,n+1s∞
α
(m)
20 y1m + α
(m)
21 y2m


β =
(
β
(m)
10 y1m + β
(m)
11 y2m
∑n
q=0 β
(m)
2q
(
yq2my
n−q
1m sE
)
+ β2,n+1s∞
)
.
Note that the choice of a framing for a torsion-free sheaf E which is trivial at infinity, and is the
cohomology of a monad of the type (2.1), is equivalent to the choice of a basis for H0(E|ℓ∞) ≃
H0(kerβ|ℓ∞) = kerH
0(β|ℓ∞), i.e., it is given by an injective linear map
ξ : Cr → H0(V~k|ℓ∞) such that H
0(β|ℓ∞) ◦ ξ = 0 .
We put V~k := H
0(V~k|ℓ∞). We can define the morphism
˜m : End(C
c)⊕2 ⊕Hom(Cc,C) −→ Hom(U~k,V~k)⊕Hom(V~k,W~k)⊕Hom(C
r, V~k)
(b1, b2, e) 7−→ (α, β, ξ) ,
where
α =

1c(y
n
2msE) +
tb2s∞
1cy1m +
tb1y2m
0

 ,
β =
(
1cy1m +
tb1y2m, − (1c(y
n
2msE) +
tb2s∞) ,
te s∞
)
,
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ξ =


0
...
0
1

 ,
and jm is the restriction of ˜m to T (c).
Proof of Lemma A.1. It is quite clear that ˜m is a closed immersion, so that it is enough to prove
that
Im ˜m ∩ P~k,m = Im jm .
Let (α, β, ξ) = ˜m(b1, b2, e) be a point in the intersection Im ˜m ∩ P~k,m; the equation β ◦ α = 0
implies that the triple (b1, b2, e) satisfies condition (T1), while the fact that β⊗ k(x) has maximal
rank for all x ∈ Σn entails condition (T2). It follows that
Im ˜m ∩ P~k,m ⊆ Im jm .
To get the opposite inclusion, note that for all (α, β, ξ) ∈ Im ˜m:
(i) the morphism α ⊗ k(x) fails to have maximal rank at most at a finite number of points
x ∈ Σn; hence, α is injective as a sheaf morphism;
(ii) the morphisms α⊗ k(x) and β ⊗ k(x) have maximal rank for all points x ∈ ℓ∞ ∪ Fm;
(iii) the natural morphism Φ: H0((cokerα)|ℓ∞(−1))→ H
0(W~k|ℓ∞(−1)) is invertible;
(iv) β1|Fm = 1c, where β1 : OΣn(1,−1)
⊕k2 −→ OΣn(1, 0)
⊕k3 is the first component of β;
(v) the morphism ξ has maximal rank.
If (α, β, ξ) ∈ Im jm, condition (T2) implies that β⊗k(x) has maximal rank for all x ∈ Σn\(ℓ∞∪Fm);
by (ii) this is enough to ensure that β is surjective. Condition (T1) implies β ◦ α = 0, so that we
can define E = kerβ/ Imα. By (i) E is torsion free, by (ii) and (iii) it is trivial at infinity, and by
(iv) E|Fm is trivial as well. The GL(c,C)-equivariance of jm is readily checked. 
A.2. A technical Lemma. The next Lemma and Corollary will be used to show that jm induces
an isomorphism between the quotients of T (c) and P~k,m under the actions of GL(c,C) and G~k,
respectively (cf. eq. (A.2)). Let X be a smooth algebraic variety over C with an action γ : X×G→
X of a complex affine algebraic group G. The set-theoretical quotient X/G has a natural structure
of ringed space induced by the quotient map q : X −→ X/G. If the action is free, and the graph
morphism X × G → X ×X is a closed immersion, X/G is a smooth algebraic variety, the pair
(X/G, q) is a geometric quotient of X modulo G, and X is a (locally isotrivial) principal G-bundle
over X/G. This can be proved by arguing as in the proof of [2, Theorem. 5.1].
Let Y be a smooth closed subvariety of X and let H
ι
→֒ G be a closed subgroup of G. Assume
that H acts on Y and that the inclusion j : Y →֒ X is H-equivariant. We consider the quotient
p : Y −→ Y/H as a ringed space with the quotient topology, and structure sheaf given by the
sheaf of invariant functions.
Lemma A.2. If the intersection of Im j with every G-orbit in X is nonempty, and for all G-orbits
OG in X, one has StabG(OG ∩ Im j) = Im ι, then j induces an isomorphism ¯ : Y/H −→ X/G of
algebraic varieties.
Proof. By [25, Prop. 0.7] the morphism q is affine. If U ⊂ X/G is an open affine subset, then
V = q−1(U) is affine, V = SpecA, so that U = Spec(AG), and the restricted morphism q|V is
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induced by the canonical injection q♯ : AG →֒ A. Since j is an affine morphism [18, Prop. 1.6.2.(i)],
the counterimageW = j−1(V ) is affine,W = SpecB, and by the equivariance of j it isH-invariant.
It follows that its image p(W ) = Spec(BH) is affine, and the restricted morphism p|W is induced
by the canonical injection p♯ : BH →֒ B. Let j♯ : A → B be the homomorphism associated with
j. One can prove that Im
(
j♯ ◦ q♯
)
⊆ AG, and that this composition is an isomorphism, which
induces ¯|V . Thus ¯ is an isomorphism locally on the target, hence it is an isomorphism. 
Corollary A.3. The morphism p : Y → Y/H is an H-principal bundle, and is a reduction of the
structure group of q : X −→ X/G. If X → X/G is locally trivial, the same is true for Y → Y/H.
A.3. Conclusion.
Lemma A.4. For any G~k-orbit O in P~k,m, the intersection O ∩ Im jm is not empty and its
stabilizer in G~k coincides with Im ι (the morphism ι was defined in eq. (A.1)).
Proof. Let (α, β, ξ) ∈ P~k be any point and let O be its G~k-orbit. We call E the cohomology of
M(α, β). One can verify that the condition E|Fm ≃ OFm is equivalent to the condition det(β
(m)
10 ) 6=
0 (see eq. (A.3)). By acting with G~k, one can find a point in O such that
(A.4)


β
(m)
10 = 1c
β
(m)
2q = 0 q = 0, . . . , n− 1 .
We call O1 the subvariety cut by these equations inside O. The stabilizer of O1 inside G~k is the
closed subgroup G1 characterized by the conditions ψ11 = χ and ψ12 = 0.
We put b1 :=
tβ
(m)
11 .
For all points in O1 the equation β ◦ α = 0 implies
(A.5)

α
(m)
1q = 0 q = 0, . . . , n− 1
α
(m)
1n = −β
(m)
2n α
(m)
20 .
In particular, for all points in O1, the invertibility of Φ is equivalent to the condition det(α
(m)
1n ) 6= 0,
and by acting with G1 we can find a point in O1 such that
(A.6) α
(m)
1n = 1c .
We call O2 the subvariety cut by this equation inside O1 . The stabilizer of O2 in G1 is the closed
subgroup G2 characterized by the condition χ = φ.
From eq. (A.5) we deduce that rk β
(m)
2n = rkα
(m)
20 = c. By acting with G2 we can find a point
in O2 such that
(A.7) α
(m)
20 =
(
1c
0
)
, β
(m)
2n =
(
−1c 0
)
We call O3 the subvariety cut by these equations inside O2. The stabilizer of O3 in G2 is the
closed subgroup G3 characterized by the condition ψ22 =
(
φ 0
0 λ
)
for some λ ∈ C∗.
For all points in O3 the equation H
0 (β|ℓ∞) ◦ ξ = 0 implies
tξ = (0, . . . , 0, ω) for some ω ∈ C∗.
By acting with G3 we can find a point in O3 such that
(A.8) tξ = (0, . . . , 0, 1)
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We call O4 the subvariety cut by this equation inside O3. The stabilizer of O4 in G3 is the closed
subgroup G4 characterized by the condition ψ22 =
(
φ 0
0 1
)
. One can see that G4 = Im ι. To get the
thesis we have to prove that the subvariety Z cut in P~k,m by eqs. (A.4), (A.6), (A.7) and (A.8)
coincides with Im jm. For all points in Z the equation β ◦ α = 0 implies
α
(m)
21 =
(
tb1
te2
)
, β2,n+1 =
(
−α1,n+1
te
)
and [tα1,n+1, b1] + e2e = 0 ,
for some e ∈ Hom(Cc,C) and e2 ∈ Hom(C,C
c). We put b2 =
tα1,n+1. By carefully adapting
the arguments of the proof of [28, Prop. 2.8.(1)] for co-stable ADHM data, one gets e2 = 0. The
equality Z = Im jm follows. 
So, as we anticipated, we have:
Proposition A.5. The morphism jm induces an isomorphism ηm : T (c)/GL(c,C) −→ P~k,m/G~k ≃
Un,cm .
Proof. This is proved by Lemma A.2, whose hypotheses are satisfied in view of Lemma A.4. 
As a further step in the proof of Proposition 3.2, we introduce the open subsets
(A.9) T (c)m,l = j
−1
m
(
Im jm ∩ P~k,l
)
for m, l = 0, . . . , c .
It is not difficult to see that
(A.10) T (c)m,l = {(b1, b2, e) ∈ T (c) |det (cm−l1c − sm−lb1) 6= 0} .
To conclude our reasoning we need one more Lemma.
Lemma A.6. For any l,m = 0, . . . , c and for any point ~bm = (b1m, b2m, em) ∈ T (c)m,l, there
exists a unique element ψl(~bm) = (φ, ψ, χ) ∈ G~k such that χ = 1c, and the point (α
′, β′, ξ′) =
ψl(~bm) · jm(~bm) lies in the image of jl. If we set
(b1l, b2l, el) = j
−1
l (α
′, β′, ξ′) ,
we have
(A.11)


b1l = (cm−l1c − sm−lb1m)
−1 (sm−l1c + cm−lb1m)
b2l = (cm−l1c − sm−lb1m)
n
b2m
el = em .
Proof. If we set (α, β, ξ) = jm(~bm), by expressing the coordinates [y1m, y2m] as functions of [y1l, y2l]
we get
α =


∑n
q=0(σq1c)(y
q
2ly
n−q
1l sE) +
tb2ms∞
d1my1m + d2my2m
0

 ,
β =
(
d1my1m + d2my2m, −
∑n
q=0(σq1c)(y
q
2ly
n−q
1l sE)−
tb2ms∞,
tems∞
)
,
where
d1m = cm−l1c − sm−l
t b1m d2m = sm−l1+ cm−l
t b1m
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and we have put σq = σ
n
l−m;nq for q = 0, . . . , n (see eq. (3.7)). The explicit form of ψl(
~bm) is
obtained by imposing the equality
(A.12) (φ, ψ,1c) · (α, β, ξ) = jl(b1l, b2l, el)
for some (b1l, b2l, el) ∈ T (c)l. One gets
φ = d
−(n−1)
1m
ψ =

d1m ψ12,1 00 d−n1m 0
0 0 1

 ,
where ψ12,1 = −
n−1∑
q=0
q∑
p=0
σq−p
(
−d2md
−1
1m
)p
yq1ly
n−1−q
2l .
Eq. (A.11) follows from eq. (A.12). 
Equations (A.10) and (A.11) yield a proof of Proposition 3.2.
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