The aim of this paper is to investigate the infinite horizon linear quadratic (LQ) optimal control for stochastic time-delay difference systems with both state and control dependent noise. To do this, the notion of exact observability of a stochastic time-delay deference system is introduced and its PBH criterion is presented by the spectrum of an operator related with stochastic time-delay deference systems. Under the assumptions of stabilization and exact observability, it is shown that the optimal control law and optimal value exist, and also the properties of the associated general algebraic Ricatti equation (GARE) are discussed.
Introduction
As is well known, the optimal linear quadratic regulation (LQR) problem was initiated by Kalman in [] , which is one of the most important optimal control problems. In [, ], the authors further investigated the LQR problem of the deterministic case. In [], Wonham first studied stochastic linear quadratic (LQ) control for Itô systems. In [] , the authors investigated LQ optimal control when the state and control weighting matrices Q and R are indefinite, and they proved the stochastic LQ optimal control may be still well posed. The discrete-time stochastic LQ problem involving state and control dependent noises has been introduced in [] . Virtually most of the studies on optimal control in time-delay systems consider only delays in the state. By exploiting the dynamic programming approach, the authors presented a solution to the stochastic LQR problem for systems with input delay and stochastic parameter uncertainties in [] . This paper will discuss the infinite horizon linear quadratic regulation problem for discrete-time stochastic systems with input delay and state delay. In order to guarantee the well posedness of the quadratic performance and the existence of the feedback stabilizing control law, we shall introduce some concepts such as stabilizability and exact observability, as regards which similar definitions have been well defined in [] for stochastic Itô systems. By exact observability, we are able to discuss the infinite horizon stochastic LQ problem as well as the properties of the related generalized algebraic Ricatti equation (GARE). It is worth pointing out that, similar to the continuous context [] , stabilizability and exact observability will play an important role in discussing other problems, such as stochastic time-delay difference H  /H ∞ control.
For stochastic time-delay difference systems, we concentrate our attention upon infinite horizon linear quadratic optimal control. This paper is organized as follows. In Section , by the Lyapunov equation and the H-presentation, we give the equivalent condition for the stabilizability of stochastic time-delay systems. We introduce the definition of exact observability of time-delay systems, and under the exact observability, we give an equivalent condition for the stabilizability of stochastic time-delay systems. In Section , under assumptions of stabilization and exact observability, we prove that the optimal control law and optimal value exist of stochastic time-delay difference systems.
To avoid confusion, we fix the following traditional notation. 
stochastic processes x(t) ∈ R n v with respect to an increasing σ -algebra {F t } t≥ satisfying E x(t)  < ∞. Finally, we make the assumption throughout this paper that all systems have real coefficients.
Stabilizability and exact observability
In this section, we introduce a general Lyapunov operator and the notion of exact observability of stochastic time-delay deference systems. By the spectrum of the general Lyapunov operator, we present the PBH criterion of exact observability of stochastic timedelay systems. By the Lyapunov functional approach and the H-representation in [], some sufficient and necessary conditions of the asymptotical mean square stabilization of stochastic time-delay systems are given. Consider the initial-value problem for the following linear difference time-delay system:
n is the control input, {w(t) ∈ R, t ∈ N} is a sequence of real random variables defined on a complete probability space { , F, F t , μ} which is in a wide sense a stationary, second-order process with E(w(t)) =  and E(w(t)w(s)) = δ s,t , where δ s,t is the Kronecker delta with
. . , -m are deterministic column vectors.
Definition . The trivial stationary solution x =  of system (.) is called mean square stabilization if there exists an input feedback K such that for any arbitrarily small number ε > , one can find a number δ > , when sup θ∈ [-m,] For a state feedback control law u(t) = Kx(t), we introduce a linear operator L K associated with the closed-loop system
. System (.) can now be written in the form of an equivalent stochastic system of dimension n(m + ), namely,
where
and let X(t) = Ex(t)x (t), system (.) can now be written in the following form:
Now we introduce an operator
With the Kronecker matrix product, (.) can be rewritten in the following form:
) has asymptotical stabilization if and only if, for any Q > , there exists a positive-definite matrix P ∈ S n(m+)[n(m+)+]
 such that P is a solution of the following Lyapunov equation:
Proof If we set X(t) = Ex(t)x (t), X(t) satisfies

X(t + ) = (F + MK)X(t)(F + MK) + (G + NK)X(t)(G
Since the matrix X(·) is real symmetric, (.) is a linear matrix equation with
th-order linear system. Assume we define
as follows:
Then there exists a unique matrix
, by Lemma . and the H-representation of [], such that (.) is equivalent to
due to X(t) = Ex(t)x (t) being real positive semidefinite. It is obvious, since system (.) is deterministic. The statement of the theorem can be established in a way that is standard for the method of Lyapunov functions for deterministic difference equations, namely, considering an
The role of the parameters is played by
elements of the positive-definite matrix P, which should be determined. Similar to Definition  of [], we define 'exact observability' for stochastic time-delay difference systems as follows, which will be used in Section .
Definition . Consider the following linear difference system: Proof If we set X(t) = Ex(t)x (t), X(t) satisfies the following difference equation: 
In addition, since X(k) ≥  for any k ∈ N , (.) is equivalent to
which is equivalent to
So (.) is exactly observable if and only if the deterministic system
is completely observable, where
By the PBH criterion for complete observability, (.) is completely observable if and only if there does not exist an eigenvector ξ =  in
Obviously, (.) is equivalent to the nonexistence of  = Z ∈ S n(m+)[n(m+)+]  satisfying (.).
Theorem . A nonsingular transformation does not change the exact detectability of the original systems.
Proof Assume ( 
(.)
If we let
We shall show that (.) is also exactly detectable. Otherwise, by Lemma ., there does not exist  = Z ∈ S n(m+) such that
Pre-and post-multiplying (.) by T and T , respectively, yields
If we set X(t) = TZT , then from Lemma ., we know that (.) contradicts the exact detectability of (
asymptotically mean square stable if and only if the Lyapunov-type equation
has a solution P > .
is asymptotically mean square stable, from the method of Lyapunov functions for linear stochastic difference equations, (.) has a unique solution P ≥ . Now we show P > . Otherwise, there exists x  =  such that Px  = . We obtain, for T ∈ N ,
from which follows y(t) = C(x (t), x (t -), . . . , x (t -m)) = Cx(t) = , a.s., t ∈ N T . Together with the exact observability of ( m j= F j , m j= G j | C), we obtain x  = , which contradicts x  = . So P > .
Sufficiency part. Assume P >  is a solution to (.). Let V (x(t)) = Ex (t)Px(t), then we have
which indicates that V (x(t)) is monotonically decreasing and bounded from below with respect to t, so lim t→+∞ V (x(t)) exists. The rest of the proof proceeds along the lines of Theorem  of [] and is omitted. 
Stochastic time-delay LQ control
In this section, under the assumptions of stabilization and exact observability, we investigate the problem of the existence of the optimal control law and optimal value of stochastic time-delay difference systems.
Considering the following linear stochastic system with time-delays:
For the linear stochastic time-delay controlled system (.), we define the admissible control input set
is asymptotical mean square stabilizing control with the associated cost
where Q ≥ , R > . The LQ optimal control problem is to find a control u * ∈ u ad called the optimal control such that
We call x(t) corresponding to u * (t) the optimal trajectory, and V (x  ) is the optimal cost value. 
Theorem . Assume that (
has a solution P > , which is the unique nonnegative definite solution of (.).
j= N j ) can be written in the form of an equivalent stochastic system of dimension n(m + ), namely,
x(t + ) = (F + MK)x(t) + (G + NK)x(t)ω(t),
Since ( 
Lemma . In system (
, and x() ∈ R n(m+) , we have
Proof It can easily be derived by the following identity:
and the fact that Fx(t) + Mu(t) and Gx(t) + Nu(t) are independent for w(t). 
Proof Note that GARE (.) can be written as
From Lemma ., we know (.) has a stabilizing solution P  > , so
T→∞ E x (T + )P  x(T + ) + E x(t) u(t) H(P  ) x(t) u(t)
= x  P  x  -lim T→∞ E x (T + )P  x(T + ) + 
E u(t) -Kx(t) R u(t) -Kx(t)
Hence we have min u∈l  w (N,R nu )
∞ t= E x (t)Qx(t) + u (t)Ru(t) = x  P  x  , and the optimal control is uniquely determined by u(t) = Kx(t) where
Example . Consider the following stochastic time-delay system:
(t -) + gx(t)ω(t) + nu(t)ω(t), y(t) = C(x(t), x(t -)) ,
x(k) = ϕ(k), k = , -, . . . , -m, t ∈ N.
Let x(t) = (x(t), x(t -)) and u(t) = (u(t), u(t -))
. The above system can be written in the form of an equivalent stochastic system
(t)ω(t).
Here
Now we solve the following general algebraic Ricatti equation:
Using Matlab, solving the stabilizing solution of the above GARE, i.e., solving the optimal solution of the following SDP problem:
max T r(P) subject to -P + F PF + G PG + CC F PM + G PN M PF + N PG R+ M PM + N PN ≥ , P ≥ , we can get the following optimal solution (actually, from Theorem  in [], we know the optimal solution is the stabilizing solution P of the above GARE), with the optimal control:
