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Abstract
The Grassmann manifold Gk,m−k consists of k-dimensional hyperplanes in Rm and is
equivalent to the manifold Pk,m−k of all m×m orthogonal projection matrices idempo-
tent of rank k. This paper develops a method of semiparametric density estimation on the
manifold Pk,m−k , designed to nonparametrically correct a parametric model by its linear
function, to obtain better density estimators than the ordinary kernel density estimator. We
suggest two procedures to estimate the correction factors. Comparing with the ordinary kernel
density estimator, for small smoothing parameter matrix and/or for large sample size n, the
suggested semiparametric density estimator is seen to have approximately the same variance
to the order of approximation used but a smaller bias. A one-to-one transformation of Pk,m−k
into Rk(m−k) is of use in the asymptotic investigation. The general discussion is applied
and examined for special kernel function, discrepancy measures for matrices on Pk,m−k and
starting parametric model.
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1. Introduction
There exists a large literature of univariate density estimation by various methods,
e.g., the methods of kernels and of orthogonal series. The methods were extended to
the spaces of vector variates (see, e.g., [12,24,26]) and of matrix variates (see [3]).
See also the books by Prakasa Rao [23] and Silverman [25]. Furthermore, Hall et al.
[14] considered the problem of kernel density estimation on the unit hypersphere and
Chikuse [4] generalized it onto the Stiefel manifold.
There are some recent developments of semiparametric methods that are de-
signed to nonparametrically correct a parametric model to obtain better density es-
timators than the ordinary nonparametric kernel density estimator on the Euclidean
spaces (univariate and vector-variate); see [16,17]. Also, for other semiparametric
density estimation methods, see [22,27] and others which may be referred to, e.g.,
in [16,17].
This paper is concerned with estimating an unknown density function on the
Grassmann manifold in the semiparametric framework in a broad nonparametric
neighbourhood of the parametric model.
The Grassmann manifold Gk,m−k is the space whose points are k-planes V, that
is, k-dimensional hyperplanes in Rm containing the origin (k  m) and is equiv-
alent to the manifold Pk,m−k , the set of all m×m orthogonal projection matrices
P idempotent of rank k. We shall conduct our statistical analysis on the manifold
Pk,m−k .
For our study on Pk,m−k , we need to define the Stiefel manifold Vk,m which con-
sists of k-frames in Rm, where a set of k orthonormal vectors in Rm is called a
k-frame in Rm. The Stiefel manifold Vk,m is represented by the set of m× k matrices
X such that X′X = Ik , where Ik is the k × k identity matrix. Note that Vm,m is the
orthogonal group O(m). For a matrix X ∈ Vk,m, the columns of which span a k-
plane V ∈ G
k,m−k , the k-frame X is determined uniquely by the specification of
the k-plane V and the orientation of the k-frame in V. This is expressed as X =
YQ, where we introduce another m× k reference k-frame Y in V, specifying the
k-plane V such that, with P ∈ Pk,m−k corresponding to V, YY ′ = XX′ = P and
the orientation Q ∈ O(k).
The differential forms for the invariant measures on those manifolds have been
derived by, e.g., James [19], Farrell [13] and Chikuse and Watson [8]. Especially,
letting (dY ) and, equivalently, (dP ) denote the differential forms on Gk,m−k and
Pk,m−k , respectively, the normalized invariant measures of unit mass are given by
[dY ] = (dY )
g(k,m)
= [dP ] = (dP)
g(k,m)
,
where we have the total mass
g(k,m) =
∫
Gk,m−k
(dY ) =
∫
Pk,m−k
(dP) = π
k(m−k)/2k( 12k)
k( 12m)
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with
k(a) = πk(k−1)/4
k∏
i=1
[a − 12 (i − 1)]
being the multivariate gamma function. Density functions of distributions on Pk,m−k
are expressed with respect to [dP ], while those on the space Rm,k of all m× k rect-
angular matrices Z are expressed with respect to the usual Lebesgue measure (dZ).
The observations from the Grassmann manifold G1,m−1 (or the real projective
space) are lines undirected and occur, e.g., in Geology and other Earth Sciences and
those from Gk,m−k may arise, e.g., in the signal processing of radar with m elements
observing k targets. The Grassmann manifold Gk,m−k or Pk,m−k is a rather new
subject treated as a statistcal sample space having a limited literature. Chikuse [7]
discusses various statistical analyses carried out on the manifolds Pk,m−k and Vk,m
as well; see also [2,6,8].
Section 2 presents some preliminary results which will be of use in later sections.
The ordinary kernel density estimator is considered, introducing two kinds of dis-
crepancy measures for matrices on Pk,m−k based on the Euclidean and Procrustes
distances. We present a one-to-one transformation of Pk,m−k onto the space Rm−k,k
or the subspace R(1)m−k,k of Rm−k,k defined by (2.7); we note the dimension of Pk,m−k
being k(m− k).
In Section 3, we develop a method of semiparametric density estimation. We start
with a parametric model, which is corrected by its linear function. To estimate the
correction factors, we suggest two procedures via a local Kullback–Leibler distance
measure and a local L2-fitting and we discuss properties of the resulting density
estimators. The method is a generalization of that due to Hjort and Glad [16] onto
the Grassmann manifold.
Section 4 is concerned with investigating asymptotic behaviour of the density es-
timator obtained in Section 3 for small smoothing parameter matrix and/or for large
sample size n, making use of the one-to-one transformation presented in Section 2.
Comparing with the ordinary kernel density estimator, the suggested semiparametric
density estimator is seen to have approximately the same variance to the order of
approximation used but a smaller bias; thus leading to a smaller mean (integrated)
squared error.
In Section 5, the general discussion of our semiparametric density estimation is
applied and examined for the special case, where we use the kernel function K(·) =
exp[tr(−·)] = etr(−·), the discrepancy measures introduced in Section 2 and the ma-
trix Langevin distribution [see (5.1)] as our parametric start. Some related problems
in the density estimation on Pk,m−k are briefly discussed in the Remarks.
2. Preliminary results
Given a random sample P1, . . . , Pn of size n on the manifold Pk,m−k , we estimate
the underlying density function f (P ). The classical kernel density estimator of f is
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f˜ (P ) = 1
n
n∑
i=1
KM [Pi, P ], (2.1)
with a kernel density function
KM [Pi, P ] = c(M,K)K
(
M−1/2[Pi, P ]M−1/2
)
, (2.2)
where the normalizing constant c(M,K) is chosen so that
1
c(M,K)
=
∫
Pk,m−k
K
(
M−1/2[Pi, P ]M−1/2
)
[dP ], (2.3)
for a kernel function K(·) and a discrepancy measure [Pi, P ] between matrices Pi
and P on Pk,m−k and the smoothing parameter M is a small positive definite matrix,
which may depend in some way on the sample size n.
2.1. Discrepancy between matrices on Pk,m−k
Chikuse [5] defined two kinds of distances, the Euclidean and the Procrustes dis-
tances on Pk,m−k . Corresponding to these two distances, we may propose two kinds
of discrepancy measures [Pi, P ]j , j = 1, 2, between P = YY ′ and Pi = YiY ′i on
Pk,m−k with reference k-frames Y and Yi , where
[Pi, P ]j =
{
Ik − Y ′i P Yi (or Ik − Y ′PiY ) for j = 1,
Ik − (Y ′i P Yi)1/2 (or Ik − (Y ′PiY )1/2) for j = 2.
(2.4)
Here A1/2 denotes the unique square root of a positive semi-definite matrix A.
2.2. Transformations of Pk,m−k
For a random matrix P = YY ′ on Pk,m−k with Y an m× k reference k-frame and
 an m× k constant matrix in Vk,m, we can express Y as
Y = (+ ⊥Z)(Ik + Z′Z)−1/2, (2.5)
with one-to-one correspondence with an (m− k)× k matrix Z ∈ Rm−k,k . Here, ⊥
is an m× (m− k) matrix such that ( ⊥) ∈ O(m) and A−1/2 = (A1/2)−1. Fur-
thermore, we consider the one-to-one transformation
W = Z(Ik + Z′Z)−1/2 or Z = W(Ik −W ′W)−1/2, (2.6)
from Z ∈ Rm−k,k onto W ∈ R(1)m−k,k , where
R
(1)
m−k,k =
{
W ∈ Rm−k,k, 0  W ′W < Ik
}
. (2.7)
The transformation (2.5) is rewritten as
Y = (Ik −W ′W)1/2 + ⊥W, (2.8)
from which we obtain the transformation P = YY ′ → W .
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A statistic measuring the (squared Euclidean) residual of P = YY ′ from ′ (or
that of Y from ) may be Ik − ′YY ′ = W ′W and hence W may be regarded as a
residual matrix. We note that there are singular situations such as when Z and W are
not of full rank, but that such singular situations occur with measure zero. Hence the
transformations being considered are defined, apart from sets of measure zero.
We obtain (see [4, Theorem 2.1]) that the Jacobian of the transformation (2.8)
with P = YY ′ is given by
[dP ] = [dY ] = [g(k,m)]−1|Ik −W ′W |−1/2(dW). (2.9)
We make the transformation P → W defined by (2.8) with Yi replacing  for given
Pi = YiY ′i ; note that, from Y ′i Y = (Ik −W ′W)1/2, Y ′i P Yi can be replaced by Y ′PiY .
It is seen that (2.3) becomes the Euclidean integral
1
c(M,K)
= 1
g(k,m)
∫
R
(1)
m−k,k
K
(
M−1/2[W ′W ]M−1/2
)
× ∣∣Ik −W ′W ∣∣−1/2 (dW). (2.10)
Here, we note that the discrepancy measures [Pi, P ]j [see (2.4)] are rewritten as
[W ′W ]j =
{
W ′W for j = 1,
Ik − (Ik −W ′W)1/2 for j = 2. (2.11)
3. Semiparametric density estimation
Let g(P ;) be a given parametric family of density functions on Pk,m−k , where
the parameter  is possibly a symmetric matrix. We start with g(P ; ˆ) as an estima-
tor of f (P ) with an estimator ˆ, where we may let ˆ be the maximum likelihood
estimator. We correct g(P ; ˆ) nonparametrically by a linear function of g(P ; ˆ) and
estimate correction factors r = r(P ) and a = a(P ) by rˆ(P ) and aˆ(P ) via suitable
procedures so that we put
fˆ (P ; r, a) = g(P ; ˆ)rˆ(P )+ aˆ(P ) (3.1)
as a corrected estimator. To estimate the correction factors we may suggest two pro-
cedures via a local Kullback–Leibler distance measure and a local L2-fitting. We
assume that multiple integrals over Pk,m−k appearing in this section are well defined.
3.1. Local Kullback–Leibler distance measure
A local Kullback–Leibler distance measure from true f (·) to approximate
f (·; r, a) may be given by∫
Pk,m−k
KM [T , P ]
{
f (T ) log
f (T )
f (T ; r, a) − [f (T )− f (T ; r, a)]
}
[dT ]. (3.2)
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We aim to obtain r = r(P ) and a = a(P ) minimizing (3.2) and hence minimizing∫
Pk,m−k
KM [T , P ]
{− f (T ) log f (T ; r, a)+ f (T ; r, a)}[dT ], (3.3)
where, for T around P ,
f (T ; r, a) = g(T ; ˆ)r + a. (3.4)
The partial derivative equations with respect to r and a can be expressed as∫
Pk,m−k
KM [T , P ]
{
−f (T ) g(T ; ˆ)
g(T ; ˆ)r + a + g(T ; ˆ)
}
[dT ] = 0 (3.5)
and
−
∫
Pk,m−k
KM [T , P ]f (T ) 1
g(T ; ˆ)r + a [dT ] + 1 = 0. (3.6)
Now, it would be reasonable from a practical point of view to impose the assumption
that the factor a is close to zero. Then, evaluating (3.5) or (3.6) asymptotically for
a close to zero, excluding the terms of O(a2) and substituing the (exact) relation
derived from (3.5) and (3.6),
a =
∫
Pk,m−k
KM [T , P ]
{− g(T ; ˆ)r + f (T )}[dT ], (3.7)
we are led to
Br2 − (A+ BD)r + AD = 0, (3.8)
where we put
A=
∫
Pk,m−k
KM [T , P ] f (T )[dT ],
B=
∫
Pk,m−k
KM [T , P ] g(T ; ˆ)[dT ], (3.9)
and
D =
∫
Pk,m−k
KM [T , P ] f (T )[g(T ; ˆ)]−1[dT ].
Thus, we obtain the two solutions:
rˆ = D and aˆ = A− BD (3.10)
and
rˆ = A/B and aˆ = 0. (3.11)
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Practically, we replace f (T )[dT ] by the empirical distribution in the solutions, which,
after being rewritten, yields the density estimators
fˆ1(P ) = f˜ (P )+ 1
n
n∑
i=1
KM [Pi, P ]
g(Pi; ˆ)
×
{
g(P ; ˆ)−
∫
Pk,m−k
KM [T , P ]g(T ; ˆ)[dT ]
}
(3.12)
and
fˆ2(P ) = g(P ; ˆ)f˜ (P )
/∫
Pk,m−k
KM [T , P ]g(T ; ˆ)[dT ], (3.13)
where f˜ (P ) is the kernel density estimator (2.1).
The estimator fˆ2(P ) (3.13), with aˆ = 0, is of the same form as the one suggusted
by Hjort and Glad [16] as a semiparametric model with a multiplication correction
factor. Also, it is seen that putting aˆ = A− BD = 0 in (3.10) formally yields (3.11).
Therefore, the estimator fˆ1(P ) (3.12) may be considered as a general solution via
the local Kullback–Leibler distance measure.
The so-called local log-likelihood of a density function f (T ; r, a) is seen to be
the negative quantity of (3.3) with the empirical distribution replacing f (T )[dT ] (see
[17]). Thus our procedure via the modified local Kullback–Leibler distance measure
is equivalent to that via the local log-likelihood. Also, as an alternative procedure,
local Hellinger distance measures might be used.
We note the following properties of our estimators fˆ1(P ) and fˆ2(P ). We obtain
the ordinary kernel density estimator (2.1) for the uniformly distributed start g. The
extreme cases, the parametric density estimator g(P, ˆ) and the kernel density esti-
mator, are derived as the smoothing parameter matrix M becomes large and small,
respectively.
3.2. Local L2-fitting
The procedure will choose r = r(P ) and a = a(P ) minimizing∫
Pk,m−k
KM [T , P ]
{
f (T )− f (T ; r, a)}2[dT ], (3.14)
with f (T ; r, a) given by (3.4). The partial derivative equations with respect to r and
a can be expressed as
Fr + Ba − E = 0 (3.15)
and
Br + a − A = 0, (3.16)
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where, in addtion to the notation (3.9), we put
E =
∫
Pk,m−k
KM [T , P ]f (T )g(T ; ˆ)[dT ],
(3.17)
F =
∫
Pk,m−k
KM [T , P ]g2(T ; ˆ)[dT ].
Solving (3.15) and (3.16) leads to
rˆ = (AB − E)/(B2 − F) and aˆ = (BE − AF)/(B2 − F), (3.18)
assuming that B2 − F /= 0 and F /= 0. Practically, we replace f (t)[dT ] by the em-
pirical distribution in the solution (3.18).
It is easily shown that the solution (3.18) via a local L2-fitting is a more general
expression, including the solutions (3.10) and (3.11) via a local Kullback–Leibler
distance measure.
4. Asymptotic evaluations
A measure of the discrepancy of a density estimator fˆ (P ) from the true density
function f (P ) is the mean squared error (MSE) defined by
MSEP (fˆ ) = E[fˆ (P )− f (P )]2 = [Efˆ (P )− f (P )]2 + Varfˆ (P ), (4.1)
and the global accuracy of fˆ (P ) is measured by the mean integrated squared error
(MISE)
MISE(fˆ )=E
∫
Pk,m−k
[fˆ (P )− f (P )]2[dP ]
=
∫
Pk,m−k
MSEP (fˆ )[dP ]. (4.2)
We shall investigate asympototic behaviour, for small M and/or for large sample size
n, of the expectation Efˆ (P ) and the variance Varfˆ (P ) of the estimator fˆ (P ) at P .
For the rest of our discussion in this paper, we are concerned with the density
estimator fˆ1(P ) (3.12), which may be interesting in view of its simple form and
those properties stated in the last section.
Theorem 4.1. Following the notation used in the previous sections, Efˆ (P ) and
Varfˆ (P ) of the estimator fˆ (P ) = fˆ1(P ) (3.12) are evaluated asymptotically for
small M and/or for large sample size n as follows. Here we may assume that the
density functions f (P ) and gˆ(P ) = g(P ; ˆ) have continuous derivatives of all or-
ders we require for the derivations. We may further impose the assumption that the
kernel density function KM or its transformed density function K(1)(V ;M) (4.11)
has moments in the elements of V of all orders required. We obtain
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(i) Efˆ (P ) = f (P )+ B(P ;M,0)+O(M3/2 + n−1M), (4.3)
with the asymptotic bias
B(P ;M,0) = bf (P ;M)− [bg(P ;M,0)/g(P ;0)]f (P ), (4.4)
where bg(P ;M,0) and bf (P ;M) are given by (4.16) with g(P ;0) and f (P ),
respectively, replacing gˆ(P ) = g(P ; ˆ) and 0 is the best approximate of the pa-
rameter  and
(ii) Varfˆ (P )= c(M,K)
n
f (P )
∫
Rm−k,k
K(V ′V )K(1)(V )(dV )
−1
n
f 2(P )+O
(
c(M,K)
n
M +M
)
, (4.5)
where K1(V ) is a limiting density function defined by (4.12).
Proof. Let us first evaluate
G =
∫
Pk,m−k
KM [T , P ]gˆ(T )[dT ], with gˆ(T ) = g(T ; ˆ), (4.6)
in terms of g(P ; ˆ). We make the transformation T → W with Y replacing  in
(2.8) for given P = YY ′; that is,
T = [Y (Ik −W ′W)1/2 + Y⊥W ][Y (Ik −W ′W)1/2 + Y⊥W ]′
= YY ′ + (YW ′Y⊥′ + Y⊥WY ′)+ (−YW ′WY ′ + Y⊥WW ′Y⊥′)
− 12 (YW ′WW ′Y⊥
′ + Y⊥WW ′WY ′)− 18 [Y (W ′W)2W ′Y⊥
′
+ Y⊥W(W ′W)2Y ′] + · · ·
= P +
3∑
i=1
P(i)(W ;Y )+ P(5)(W ;Y )+ · · ·
=P + P(W ;Y ), say, (4.7)
with P(i)(W ;Y ) being a matrix-valued polynomial of degree i in W . Hence, we can
express
G = 1
g(k,m)
∫
R
(1)
m−k,k
KM [W ′W ]|Ik −W ′W |−1/2
×gˆ[P + P(W ;Y )](dW); (4.8)
here we may note (2.11).
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We obtain the Taylor expansion for symmetric matrix arguments
gˆ[P + P(W ;Y )]=etr[P(W ;Y )P ]gˆ(P )
=
{
1 + tr
[ 2∑
i=1
P(i)(W ;Y )P
]
+ 1
2
[trP(1)(W ;Y )P ]2 +O(W 3)
}
gˆ(P ), (4.9)
where P is the matrix of differential operators for P = (pij ) defined by
P =
[
1
2 (1 + δij )/pij
]
, with δ being Kronecker’s delta,
and O(W 3) denotes the terms of order three in the elements of W .
We make a further transformation W → V , where
WM−1/2 = V. (4.10)
It is seen that
K(1)(V ;M)=[g(k,m)]−1|M|(m−k)/2KM [M1/2V ′VM1/2]
× |Ik −M1/2V ′VM1/2|−1/2 (4.11)
is a density function on the space
R
(1)
m−k;k(M) =
{
V ∈ Rm−k,k; 0  V ′V < M−1
}
.
The density function K(1)(V ;M) approaches a limit density function K(1)(V ) de-
fined on the entire space Rm−k,k , asymptotically for small M; that is,
lim
M→0K
(1)(V ;M) = K(1)(V ) = c(k,m)K(V ′V ), (4.12)
with
c(k,m) = lim
M→0 c(M,K)|M|
(m−k)/2/g(k,m); (4.13)
here we may note that, for our discrepancy measures (2.4), we have
K(V ′V ) =
{
K(V ′V ) for j = 1,
K( 12V
′V ) for j = 2. (4.14)
We note that the limit density function K(1)(V ) is an even function of V . In par-
ticular, the means of the density function K(1)(V ;M) may be of O(M) without loss
of generality; here the order of convergence of K(1)(V ;M) to K(1)(V ) may be of
O(M).
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Thus, substitution (4.9) into (4.8) and evaluating the interal, after making the
transformation (4.10), lead to
G = gˆ(P )+ bg(P ;M, ˆ)+O(M3/2), (4.15)
where
bg(P ;M, ˆ)=
∫
Rm−k,k
K(1)(V )
× [tr(−YM1/2V ′VM1/2Y ′ + Y⊥VMV ′Y⊥′)P
+ 2(trY⊥VM1/2Y ′P)2]gˆ(P )(dV )[= O(M)]. (4.16)
Thus (3.12) is written as
fˆ (P ) = f˜ (P )+ 1
n
n∑
i=1
KM [Pi, P ]
g(Pi; ˆ)
[
−bg(P ;M, ˆ)+O(M3/2)
]
. (4.17)
We consider the estimator ˆ of  determined as a functional F of the empiri-
cal distribution of the true f . Then the best approximate 0 will be given by the
functional F of the true distribution. When we have the maximum likelihood estima-
tor ˆ maximizing n−1
∑n
i=1 log g(Pi;), we will choose the least false value 0
determined by the Kullback–Leibler distance measure from true f to approximate
g(P ;), i.e., maximizing ∫ f (T ) log g(T ;)[dT ]. Then, under mild regularity con-
ditions (see e.g., [1,18]), we can express
ˆ− 0 = 1
n
n∑
i=1
Ii + 1
n
D + En, (4.18)
where Ii = I (Pi) with E(Ii) = 0 and En = O(n−1) with E(En) = O(n−2). Expan-
sion (4.18) will be utilized later. We have the Taylor expansion
Hi(ˆ) = bg(P ;M, ˆ)
g(Pi; ˆ)
= etr[(ˆ− 0)]Hi()|=0
so that (4.17) is furthermore rewritten as
fˆ (P )= 1
n
n∑
i=1
KM [Pi, P ]
× {1 −Hi(0)− [tr(ˆ− 0)]Hi()|=0
+O(ˆ− 0)2 +O(M3/2)
}
= f˜ (P )+ F0(P )+ F1(P )+O(ˆ− 0)2 +O(M3/2), say. (4.19)
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4.1. Evaluation of Efˆ (P ) at P
In a way similar to that for evaluating G (4.6), we can obtain
Ef˜ (P )=
∫
Pk,m−k
KM [T , P ]f (T )[dT ]
=f (P )+ bf (P ;M)+O(M3/2), (4.20)
where bf (P ;M) is given by the right-hand side of (4.16) with f (P ) replacing gˆ(P )
and
−E[F0(P )]=bg(P ;M,0)
∫
Pk,m−k
KM [T , P ]f (T )[g(T ;0)]−1[dT ]
=bg(P ;M,0)
{
f (P )[g(P,0)]−1 +O(M)
}
[= O(M)].
(4.21)
Let us evaluate −E[F1(P )]. Substituting (4.18) into F1(P ) and using E(Ii) = 0, we
have
−E[F1(P )]= 1
n
EKM [Pi, P ][tr(Ii +D)0]Hi(0)+O(n−2M)
=O(n−1M)+O(n−2M) = O(n−1M). (4.22)
The expectations of the terms of O(ˆ−0)2 in (4.19) will be seen to be of
O(n−2M).
Thus, combining (4.19)–(4.22) yields the desired result (4.3) with (4.4).
4.2. Evaluation of Varfˆ (P ) at P
We have
Varf˜ (P )= 1
n
{∫
Pk,m−k
K2M [T , P ]f (T )[dT ] − [Efˆ (P )]2
}
= c(M,K)
n
f (P )
∫
Rm−k,k
K(V ′V )K(1)(V )(dV )
− 1
n
f 2(P )+O
(
c(M,K)
n
M + M
n
)
, (4.23)
where we used (4.3) and we evaluated the integral over T ∈ Pk,m−k in a similar way
to that for evaluating G (4.6). Similarly, we have
Var[F0(P )]= 1
n
{
b2g(P ;M,0)
∫
Pk,m−k
K2M [T , P ]
g2(T ;0) f (T )[dT ] − [EF0(P )]
2
}
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= c(M,K)
n
b2g(P ;M,0)
×
[
f (P )
g2(P ;0)
∫
Rm−k,k
K(V ′V )K(1)(V )(dV )+O(M)
]
− 1
n
[O(M)]2, from (4.21)
=O(n−1c(M,K)M2). (4.24)
We need to evaluate Cov[f˜ (P ), F0(P )] = E[f˜ (P )F0(P )] − [Ef˜ (P )]E[F0(P )].
We can evaluate
E[f˜ (P )F0(P )]=−bg(P ;M,0)
n2
n∑
i=1
n∑
j=1
E
KM [Pi, P ]KM [Pj , P ]
g(Pj ;0)
=O(n−1c(M,K)M +M),
since we have the each expectation Eij on the right-hand side of the first equation as
Eij =


f 2(P )
g(P ;0) +O(M) for i /= j,
c(M,K)
[
f (P )
g(P ;0)
∫
Rm−k,k
K(V ′V )
×K(1)(V )(dV )+O(M)
]
for i = j.
Hence, in view of (4.20) and (4.21), we have
Cov[f˜ (P ), F0(P )] = O(n−1c(M,K)M +M). (4.25)
The rest of the terms in Varfˆ (P ) will be of less orders than (4.23)–(4.25), which will
thus lead to the desired result (4.5). 
4.3. Comparison with f˜ (P )
The ordinary kernel density estimator f˜ (P ) has the bias term bf (P ;M)+
O(M3/2) = O(M) [see (4.20)]. If the parametric model g(P ;0) is moderately
close to the true f (P ), then the asymptotic bias term B(P ;M,0) in (4.4) ap-
proaches zero faster than bf (P ;M). If the difference d(P ) = g(P ;0)− f (P ) is
of O(Ml), B(P ;M,0) has O(M1+l ) which is smaller than O(M), for any small
positive number l. Hence, if l = 12 , then the bias is only of O(M3/2 + n−1M).
On the other hand, the asymptotic variance (4.5) is not changed by employing our
semiparametric method.
98 Y. Chikuse / Linear Algebra and its Applications 354 (2002) 85–102
5. Applications with special cases
In this section, we apply and examine the general discussion of the density estima-
tor fˆ (P ) = fˆ1(P ) (3.12) investigated in Sections 3 and 4, using the kernel function
K(·) = etr(−·), the discrepancy measures (2.4) and the matrix Langevin distribution
as our parametric start g.
Although there does not exist a large literature of distribution theory on Pk,m−k ,
the matrix Langevin L(P)(m, k;B) distribution must be the most tractable and com-
monly used distribution on Pk,m−k . The density function is given by
etr(BP )
1F1(
1
2k; 12m;B)
, (5.1)
where B is an m×m symmetric matrix, with some restrictions being imposed to
ensure its identifiability, e.g., trB = b being fixed or rank B < m. The functions
pFq are the hypergeometric functions with matrix argument, due to Herz [15], Con-
stantine [9], James [19,20] and Muirhead [21]. Distribution (5.1) is a unimodal ex-
ponential distribution having properties analogous to the Downs’ [11] distribution
defined on the Stiefel manifold. For a more discussion of the distribution, see [2,7,8].
We put
g(P ; Bˆ) = etr(BˆP )
1F1(
1
2k; 12m; Bˆ)
, (5.2)
where we use the maximum likelihood estimator Bˆ of B being discussed in [8].
We first consider the discrepancy measure (2.4) for j = 1. The normalizing con-
stant c(M,K) = c(M) for our special K(·) = etr(−·) is calculated as
1
c(M)
=
∫
Pk,m−k
etr[−M−1/2(Ik − Y ′i P Yi)M−1/2][dP ]
=etr(−M−1)1F1(M−1), (5.3)
and hence we have the kernel density function
KM [Pi, P ] = 1F1−1(M−1)etr(M−1Y ′i P Yi), (5.4)
for P = YY ′ and Pi = YiY ′i , where we use the notation
1F1(A) = 1F1
(
1
2
k; 1
2
m;A
)
.
We can evaluate G (4.6) as
G =
[
1F1(M
−1)1F1(Bˆ)
]−1
1F1
(
Bˆ + YM−1Y ′
)
,
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and thus, the density estimator (3.12) as
fˆ (P )= 1
n
1F1
−1(M−1)
n∑
i=1
etr(M−1Y ′i P Yi)
{
1 + etr(−BˆPi)
× [etr(BˆP )− 1F1−1(M−1)1F1(Bˆ + YM−1Y ′)]}. (5.5)
Similarly to the discussion in [4, Section 3.2], using the asymptotic expansion for
1F1(M−1) for large M−1 (i.e., for small M) in terms of the 2F0 function (see [10,
Theorem 3.2]) in (5.3), we have
c(M) =
[
k( 12k)/k(
1
2m)|M|(m−k)/2
]
[1 +O(M)],
and hence the limit density function
K(1)(V ) = π−k(m−k)/2etr(−V ′V ). (5.6)
To evaluate the asymptotic bias (4.4), we use the following:
Lemma 5.1. For constant matrices A and B of suitable dimensions and K(1)(V )
given by (5.6), we have∫
Rm−k,k
K(1)(V )(trAV )2(dV ) = 2trAA′, (5.7)
∫
Rm−k,k
K(1)(V )tr(AV ′V )(dV ) = m− k
2
trA, (5.8)
and ∫
Rm−k,k
K(1)(V )tr(VAV ′B)(dV ) = −k(m− k)
4
(trA)trB. (5.9)
Proof. Results (5.7) and (5.8) are essentially the same as those in [4, Lemma 3.3]
and (5.9) can be similarly proved by evaluating the coefficient of xy in
π−k(m−k)/2
∫
Rm−k,k
etr[−V (Ik − xA)V ′(Im−k + yB)](dV )
= |Ik − xA|−(m−k)/2|Im−k + yB|−k/2. 
Now, the least false value B0 of B is given by the solution of the system of partial
differential equations, for B = (Bjl),
(2 − δjl)[E(P )]j l =  log 1F1(B)Bjl for j  l, (5.10)
where E(P ) is the mean matrix of f (P ).
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Using Lemma 5.1, we obtain
bf (P ;M)=
{
− 1
4
(m− k) tr[2YMY ′ + k(trM)Y⊥Y⊥′]P
+ 4 tr(YMY ′PY⊥Y⊥′P)
}
f (P )
=D(P)f (P ), say. (5.11)
Since we can write D(P)g(P ;B0) = D(B0)g(P ;B0), we obtain the asymptotic
bias
B(P ;M,B0) = [D(P)−D(B0)]f (P ). (5.12)
We obtain the asymptotic variance
Varfˆ (P )= 1
n
k( 12k)
k( 12m)|2M|(m−k)/2
f (P )− 1
n
f 2(P )
+O
(
c(M)
n
M +M
)
. (5.13)
It may be true that any distribution on Pk,m−k is represented approximately by a
mixture of matrix Langevin distributions, in the same manner as a mixture of normal
distributions on the Euclidean space. We let
f (P ) =
q∑
i=1
αi 1F1
−1(Bi)etr(BiP ),
with
q∑
i=1
αi = 1, αi  0, i = 1, . . . , q. (5.14)
Then, (5.12) can be simply written as
B(P ;M,B0) =
q∑
i=1
αi 1F1
−1(Bi)[D(Bi)−D(B0)]etr(BiP ). (5.15)
We briefly discuss the case with the discrepancy measure (2.4) forj = 2. Writing the
normalizing constant c(M) in such an integral form over R(1)m−k,k as in (2.10), it is
seen, from the discussion of [4, Section 3.2 and Eq. (3.28)], to be evaluated as an
integral over Vk,m, leading to
1
c(M)
= etr(−M−1)0F1
(
1
2
m; 1
4
M−2
)
. (5.16)
We have the limit density function
K(1)(V ) = (2π)−k(m−k)/2etr(− 12V ′V ).
Y. Chikuse / Linear Algebra and its Applications 354 (2002) 85–102 101
The asymptotic bias is given by (5.12) multiplied by two and the asymptiotic vari-
ance is of the form (5.13) with |4M|(m−k)/2 replacing |2M|(m−k)/2 in the first term.
Remarks. (i) Local log-linear density function. We may note the problem of maxi-
mizing the local log-likelihood of the local density function in the form aetr[B(Ik −
Y ′T Y )], with B a k × k symmetric matrix, for T around P = YY ′ on Pk,m−k . The
usual procedure via partial derivative equations yields the density estimator
fˆ ∗(P ) = aˆ = f˜ (P )
M(Bˆ)
,
with Bˆ = (Bˆj l), the solution of
 logM(Bˆ)
Bˆj l
= 1
nf˜ (P )
n∑
i=1
KM [Pi, P ](2 − δjl)(Ik − Y ′PiY )jl for j  l,
where
M(B) =
∫
Pk,m−k
KM [T , P ]etr[B(Ik − Y ′T Y )][dT ].
In particular, when K(·) = etr(−·) with the discrepancy measure (2.4) for j = 1, we
have KM [Pi, P ] given by (5.4) and
M(B) = etr(B)1F1(M
−1 − B)
1F1(M−1)
.
(ii) Method via transformations. We briefly discuss a method via transformations,
especially using the one-to-one transformation (2.8), since the density estimation on
the space Rm−k,k (or R(1)m−k,k) is often easier than that on Pm−k,k . The estimated
density function on Rm−k,k (see e.g., [3] for the discussion of density estimation on
Rm−k,k) is transformed back to that on Pk,m−k .
If fˆW (W) is a density estimator of the random matrix W = ⊥′Y , corresponding
to the random matrix P = YY ′, then we obtain the density estimator
fˆP (P ) = g(k,m)|′P|1/2fˆW (⊥′Y ).
In particular, if fˆW (W) is left- or right-orthogonally invariant, fˆW (W) may be ex-
pressed as a function of W ′W = Ik − ′P or WW ′ = ⊥′P⊥.
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