Abstract-The multiplicity of the fractional Fourier transform (FRT), which is intrinsic in any fractional operator, has been claimed by several authors, but never systematically developed. The paper starts with a general FRT definition, based on eigenfunctions and eigenvalues of the ordinary Fourier transform, which allows us to generate all possible definitions. The multiplicity is due to different choices of both the eigenfunction and the eigenvalue classes. A main result, obtained by a generalized form of the sampling theorem, gives explicit relationships between the different FRT's.
I. INTRODUCTION

S
INCE ITS inception in 1980 [1] , [2] and rediscovery in 1993 [3] - [5] , the fractional Fourier transform (FRT) has become a fundamental tool for optical information processing and has seen various developments in fiber optics [6] , bulk optics [4] , [7] , [8] , and signal processing [9] . As expected from any fractional operator definition, various forms of the FRT have emerged from the literature, but apart from some isolated attempts, no systematic treatment of the inherent multiplicity can be found.
The customary FRT of a continuous-time signal has the form (1) where is the "fraction," and , ,
, where denotes the complex fourth root , with . In particular, for , the FRT becomes the ordinary Fourier transform (FT) and for , the kernel in (1) degenerates into the delta function so that the FRT is the signal itself ,
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where coincides with . Owing to the presence of chirp components, we shall identify the form (1) as the chirp FRT (CFRT). A different form of the FRT was proposed in [10] as (2) that is, as a weighted combination of the given signal , its ordinary FT and their reflected versions and , where the "weights" are given by
. For this reason, we shall describe (2) as a weighted FRT (WFRT). 1 The WFRT also has the marginal properties of giving the ordinary FT for and the signal for . This form of FRT has also been considered for discrete-time signals in connection with the DFT. For a discrete sequence , with DFT , it takes the form [12] (3) which has also been discussed in [13, App.] , where it was shown that it cannot yield a discretized version of the CFRT. The possibility of two or even more different FRT's is inborn in the nature of fractional operators and has been claimed by several authors [9] - [11] . A discussion on multiple roots of the FT and identity operators, mainly from an optical point of view, can be found in [14] and [15] .
In a recent paper [16] , we determined which signal classes admit an FRT operator and gave the general FRT definition for all of them. Such classes include aperiodic continuous-variable signals, periodic discrete-variable signals, and their multidimensional extensions. Following that general definition, in this paper, we investigate the multiplicity of FRT's of continuous variable, giving explicit forms for the whole class of definitions and, moreover, their relationships.
The paper is organized as follows. In Section II, we formulate a general definition for the whole class of FRT's of continuous variable. The approach is based on the eigenfunctions of the ordinary FT. The multiplicity of FRT's is a consequence of the possible choices of eigenfunctions and eigenvalues, and we show that (1) and (2) correspond to two different choices. In Section III, we study the behavior of the FRT in the domain of the fraction for fixed values of frequency . This study clarifies several aspects related to bandlimitation and the sampling theorem in the domain of the fraction. In Section IV, we obtain the standard forms (1) and (2) of the FRT and their relationships, and in Section V, we introduce several examples of nonstandard FRT's with the aim of showing how broad the class of FRT's is and how they all ultimately relate to the standard forms. Finally, the dependence on the eigenfunctions is discussed in Section VI.
II. GENERAL FRT DEFINITION
In this section, we apply the general definition given in [16] 
In terms of the kernel, the FT property 2) is expressed as . Moreover, the kernel becomes when ; when ; when ; and is periodic in with period 4. Both the CFRT (1) and the WFRT (2) belong to this class as their respective kernels are (5a) (5b) Both satisfy the additive property and the marginal conditions: the former through the structure of the parameters , , and and the latter through the properties of the weights . We shall see that the whole kernel class can be generated by the eigenfunctions of the ordinary FT, which we now examine in detail.
A. Basis of Eigenfunctions and Diagonalization of Operator
Following the approach of [16] , we consider a complete orthonormal basis of FT eigenfunctions with . We assume the basis to be ordered so that we can write the corresponding FT eigenvalues as (6) Such a basis permits a signal expansion of the form (7) whose coefficients are given by (8) Considering that the FT of is , from (7), we get the expansion (9) Inserting (8), we find (10) which, compared with (4), yields the expansion for the FT kernel (11) The above relationships lead to the decomposition of the FT operator as in (12) where (13) A "signal theory" interpretation of (12) is given in Fig. 1 . The operator yields the coefficients for the signal expansion into a series of eigenfunctions. As it works on a continuousargument signal and produces a discrete sequence, it can be thought of as a sampling-like operator. The operator is diagonal and performs a simple multiplication of the sequence by the eigenvalues . Finally, converts the sequence into the continuous-argument transform and can therefore be thought of as an interpolation-like operator. It can be easily seen that the operators and are adjoints of each other (hence justifying our notation). Moreover, since the eigenfunctions are orthonormal, they are also the inverse of each other, i.e., they are unitary operators, in symbols , with the identity operator. Since all the eigenvalues have unit amplitude, the operator is unitary as well.
Since is unitary, (12) represents the diagonalization of the FT operator. From the theory of linear operators in Hilbert spaces [17] , [18] , we know that a unitary operator with only a point spectrum can be decomposed in the form , where is determined by the eigenfunctions and by the corresponding eigenvalues. Moreover, the decomposition is unique if, and only if, all the eigenvalues are distinct. This is not the case with the operator , which has only four distinct eigenvalues. The decomposition (12) is thus not unique, and we can find other orthogonal bases such that . The best known basis for is given by the Hermite-Gauss (HG) functions [1] , [19] (14) where is the th-order Hermite polynomial. Recently, another basis has been identified [20] , whose lowest order functions are (15) Different bases can be obtained by linear combinations of a given basis. Specifically (see Section VI and Appendix E), we have the following theorem.
Theorem 1: Given an orthonormal basis of FT eigenfunctions with associated eigenvalues , every other orthonormal basis of FT eigenfunctions is obtained by (16) where the coefficients satisfy the four-block unitary condition (17) 
B. Construction of a General FRT
Starting from the decomposition , we can construct an FRT operator by replacing the diagonal operator by its th power, namely (18) where is the diagonal operator [see (13b)] : . The operator can be interpreted by the scheme of Fig. 1 . Substituting for , the scheme produces the FRT 
C. FRT Multiplicity, Generating and Perturbing Sequences
The multiplicity of the FRT is twofold: First, a real power of a complex number is not unique. Considering (6), the possible values of are given by (20) where is an arbitrary sequence of integers. Different choices of lead to different kernels and, hence, to different FRT definitions. We shall call the function (21) the generating sequence (GS) of the FRT. A GS can be expressed in the alternative form 2 (22) where the are also arbitrary integers, and the two forms are related by
. Table I collects examples of GS's, some of which may be of doubtful interest for applications, but are introduced to illustrate the wide variety of FRT's.
The second multiplicity arises because, as stated by Theorem 1, the basis is not unique. Its effect on the FRT depends on the fraction and on the GS. This will be discussed in Section VI, where we will take the HG basis defined by (14) for reference and determine any other basis with the infinite-dimensional matrix of Theorem 1. We will also call a perturbing sequence (PS), with respect to the HG basis, for which . In conclusion, an FRT operator is unambiguously determined by choosing a GS and a PS , which may be indicated by rewriting (18) in the form (23) Once the ambiguity of has been resolved by choosing a specific GS and the basis has been fixed, by choosing a specific PS, the FRT expression becomes unique, and the kernel is determined by means of (19) . In Namias [1] , the implied choices were the HG basis and , which lead to the CFRT (see Section IV). The choice leads to the WFRT (2), which does not depend on the basis. We will see in Section IV that the choice permits generalizing the WFRT to any order .
D. Properties of the General FRT
It is well known that many properties of the FRT are quite different from those of the ordinary transform [3] . Some of the properties that hold for every FRT were listed above in 1)-3) and a)-e). Further properties can be achieved with specific PS's and GS's. If the basis consists of real eigenfunctions (such as HG functions), the kernel satisfies ; for a real signal , this gives , which permits limiting the study to
. If the basis is HG and the GS is (standard chirp FRT), the FRT is related to the Wigner distribution and, moreover, turns out to be a canonical operator (see Section IV-D).
E. Summary of FRT Definitions
We choose an eigenfunction basis and a GS , , and form the corresponding FRT kernel (24) For any given signal decomposed as in (7), we could calculate the FRT as (25) However, evaluating the FRT according to (25) could be impractical since every signal would require an evaluation of the coefficients by (8) and a summation of the series (25) . The FRT can be calculated more directly from (4), provided that the kernel defined by (24) is available in closed form,, as it was for the standard cases (5) .
The range of the GS and its cardinality play a fundamental role in the classification of possible FRT's. For
, we obtain a chirp FRT, for , we obtain a weighted FRT of order . The kernel (24) can be written in terms of the set as (26) where the "subkernels" (27) are independent of the fraction . As a consequence, the expression of the FRT becomes (28) where the terms (29) are also independent of .
The main problem is to find a closed-form solution of (26), i.e., a result expressed with a finite number of terms, whereas the above expression has infinite terms. A numerical evaluation would be of doubtful interest as it would give no insight. Note that the problem of finding a closed-form evaluation persists, even when the cardinality is finite. In fact, although (26) has a finite number of terms, it turns out that some subkernels (27) are expressed as infinite series. Further problems are the interrelationships between FRT's generated by different GS's and different PS's. In the next three sections, we assume that the basis is given. The effect of changing the basis is discussed in Section VI.
III. ANALYSIS IN THE DOMAIN OF THE FRACTION
We solve two of the above problems by investigating the behavior of the kernel in the domain of the fraction for the different GS's . For this, we write the kernel (24) in the abbreviated form (30) where and and are considered fixed. For clarity, we denote the general period of by and its general frequency by , keeping in mind that and . The periodic "signal" (30) can also be written as a Fourier series [see (26) ] (31) whose Fourier coefficients are given by (32) and when is empty, i.e., for . Note that the coefficients are independent of the GS , whereas the Fourier coefficients depend on . Inspection of (31) reveals the role of the cardinality ; it gives the number of degrees of freedom of the dependence on the fraction , i.e., the number of harmonics that are present in the signal . In other words, the kernel (26), with respect to the fraction , is bandlimited for a WFRT and not bandlimited for a CFRT.
A. Sampling Theorem
It is well known that a periodic signal containing only consecutive harmonics can be perfectly recovered from equally spaced samples within a period . To formulate a more general version of this theorem, we need the following preliminaries.
The harmonic support of a periodic signal of the form (31) Fig. 2 .
A marginal consequence of the sampling theorem is the possibility of evaluating the nonzero Fourier coefficients from the samples, namely (see Appendix A) (37) which states that the are obtainable from the DFT of the signal samples.
B. Sampling Relationship
Different GS's lead to different kernels. However, the kernels may have some samples in common. For instance, both the sequences and have this property for any .
Theorem 4: Given two GS's and , if both are periodic (mod ) and the values of the first sequence are distinct (mod ), then the samples of the can be obtained from the samples of as (41) where . The proof is given in Appendix C. Note that if , as in Theorem 3, then , and . Hence, Theorem 4 generalizes Theorem 3.
C. Other Relationships
We continue the comparison of two kernels and generated by different sequences and , as in (38). The following results are direct consequences of expressions (30) 
IV. STANDARD FRT FORMS
In this section, we assume that the basis is given by HG functions and investigate the FRT's generated by the sequences 1)
2)
which yield the familiar forms of the FRT.
A. Standard Chirp FRT
The FRT generated by has the kernel
When the are the HG functions (14) , the sum of the series can be derived in closed form using Mehler's expansion (45) and yields the expression (46) where , , and are the parameters of (1). We note from (44) that has an infinite number of harmonics so that it is not bandlimited. Fig. 3 illustrates as a function of for and fixed. Note the "turbulent" behavior around the points and , where the kernel is represented by the distributions and . This causes problems in the numerical evaluation of the CFRT for around . These can be overcome [13] by decomposing the FRT of order into the cascade of an ordinary FT and an FRT of order since the kernel is smooth around odd integers. As an example of closed-form evaluation, we consider the standard CFRT of the rectangular signal rect , which can be expressed in terms of the Fresnel integral as for and can be obtained for a general by using symmetries and periodicity. This transform is illustrated in Fig. 4 for different values of the fraction with . 3 
B. Standard Weighted FRT of Order
For the GS , the kernel (26) becomes (47) where the subkernels are given by (27) as
The sum of this series is only known for (Mehler's expansion) but not for the present case, where . Inspection of (47) shows that has finite harmonic support 3 This example was considered in [9] and [11] but without giving a closed-form expression for S (f ). . We can therefore apply the sampling theorem, which assures the reconstruction of from samples , with , to find
where the interpolating function is given by (36). We are thus able to capture the full -dependence of the WFRT kernel by means of the interpolation formula, provided that we know the samples . However, the latter require knowledge of the summation in (48).
The solution lies in using the sampling relationship between the GS and the GS of the standard chirp 
FRT. In fact, Theorem 3 holds for
, and this allows us to state that the CFRT kernel and the WFRT kernel take the same values at . This is illustrated in Fig. 5 , where and are compared as functions of , for , when and are fixed. Applying the sampling relationship simultaneously solves the two problems of evaluating the WFRT kernel and finding the relationship between the two kinds of FRT's, with the result (50) where is known in closed form, and the sum has a finite number of terms. Hence, (50) yields the WFRT kernel in closed form for any order .
A more explicit result is obtained by considering the marginal values of the "samples" (see Section II), namely , , etc. In (50), these samples correspond to , respectively; hence
In the particular case , the last term disappears, and we find (52) which corresponds to a WFRT of order 4. 4 Having established the kernel (34) in the form (50), we can obtain the expression of the standard WFRT of order as although a more detailed result can be obtained by using (51). This relationship states that to find the WFRT of a signal , for any fraction , we must first calculate the CFRT for fractions, namely, , , , , and then build up with the weights . Note that this sequence contains the terms for any order . Thus, in the particular case , the chirped samples disappear, in accordance with (52). Fig. 6 illustrates the standard WFRT's of order 4 of the rectangular signal for different fractions . Fig. 7 illustrates the standard WFRT's of different orders for the fraction . Remark 1: The standard WFRT was obtained by Shih [10] for and recently extended by Liu et al. [11] to a generalorder . These authors, however did not appreciate the roles of the sampling theorem and of the sampling relationship.
Remark 2: Incidentally, we note that the sampling relationship allows the closed-form evaluation of the subkernels (48). In fact, are Fourier coefficients, and by (37), we find (53) where is the standard chirp kernel defined by (46), and . Remark 3: Again, from the sampling relationship, we see that the WFRT enjoys the same properties as the CFRT and, in particular, the relationship with the Wigner distribution (55) (see Section IV-D) when takes the discrete values .
C. Standard WFRT as an Approximation of the Standard CFRT
The sampling relationship between the CFRT and the WFRT of order states that the WFRT is an approximation of the CFRT, which improves as increases (see Fig. 7 ). Indeed (54) that is, as increases, the eigenvalues of the WFRT tend to become the eigenvalues of the CFRT. Considering the signal , as expressed in the form (7), its CFRT , and its th-order WFRT , as expressed as in (25), we find that the convergence of to is in the norm. In fact which is assured by the unit amplitude of the eigenvalues and by the orthonormality of the eigenfunctions. If is a signal in , as increases, the above sum converges to zero. 
D. Relationship Between CFRT and Wigner Distribution
We recall that the Wigner distribution operator is defined as (55) and is not linear. The CFRT is related to the Wigner distribution by the equivalence [4] (56) where is the image-rotation operator (57) Such equivalence states that the Wigner distribution of the CFRT equals that of the signal rotated clockwise by an angle . Since the proof of the above equivalence is based on the specific structure of the CFRT kernel given by (46), the conclusion is that (56) holds only when is interpreted as the CFRT operator. However, we can take advantage of the sampling relationship linking the -WFRT to the CFRT, namely, for and (see Section IV-B), to conclude that (56) holds also for the -WFRT for the fractions . Note that as the number of weights increases, the identity (56) holds at more and more values of the fraction or, equivalently, for an increasing number of rotated angles of the Wigner plane.
Incidentally, we note a further property that is unique to the CFRT. Again from the kernel structure (46), the CFRT turns out to be a canonical transformation [19] , i.e., one with a kernel proportional to with , , real. Once again, from the sampling relationship, we can conclude that for the fractions , the -WFRT is a canonical transformation.
V. NONSTANDARD FORMS OF FRT'S
In this section, we introduce new examples of FRT's of both chirp and weighted forms to show that their expressions can be evaluated as combinations of the standard FRT's of the previous section. We continue to assume the HG basis.
A. Nonstandard Chirp-FRT's
We consider the specific GS examples 1) shifting
2) scaling
3) for for perturbation 4) for for periodic perturbation
5) periodicity mod
All these sequences have cardinality so that the corresponding FRT's are of the chirp type. In the list, we indicated the relationship of each sequence with the standard sequence so that we can use the results of Section IV. For the sequences 1) and 2), we obtain the FRT's 1)
For the sequence 3), we obtain from (42) the kernel relationship , where . This yields the FRT
3)
where is the sixth coefficient of the Hermite-Gauss expansion given by (8) . 
We are thus able to evaluate this FRT in closed form for any rational fraction. All these examples of nonstandard chirp FRT's, together with the standard chirp FRT, are illustrated in Fig. 8 for the signal rect and the fraction .
B. Nonstandard Weighted FRT's
A compression of a GS by a (mod ) operation gives a new GS with finite cardinality, namely (60) with and . Hence, starting from any nonstandard sequence of the previous subsection, for any order , we can obtain a corresponding nonstandard weighted FRT.
The relationship between a given weighted FRT and the corresponding chirp FRT is easily expressed by the sampling relationship and by the sampling theorem. In fact, (60) satisfies the hypothesis of Theorem 3, and hence, for . Moreover, , and therefore This result generalizes (50) to nonstandard FRT's. Now, is the kernel of a nonstandard chirp form, and is the kernel of the corresponding nonstandard weighted form, the interpolating function being the same as in (50). For instance, if and , we obtain the GS of period 12:
Hence, this WFRT is the weighted combination of the nonstandard CFRT given by (59), which in turn is a combination of samples of the standard CFRT evaluated for 12 fractions. Another class of weighted FRT's is obtained by using periodic GS's: those with the property For these sequences, the kernel is given by [see (47) and (48) In conclusion, every periodic GS leads to a WFRT that is directly related to the standard CFRT. As an example, we consider the GS of period whose kernel can be calculated from (62), with , in terms of 16 values of . However, we note that the range of is the unit cell of size 8 (see Fig. 2 ). The sampling theorem can thus be applied with to give where the eight samples can be calculated from (62). Hence, we end up with two different but equivalent expressions for the same kernel.
VI. FRT DEPENDENCE ON THE EIGENFUNCTION BASIS
In this section, we assume that the GS is fixed. We have seen that the possible bases are governed by Theorem 1, which can be interpreted in terms of operators as where 1) is determined by the reference basis ; 2) is determined by the PS ; 3)
gives the "perturbed" basis .
Note that by (17) , the operator is unitary. Since is a valid basis, from a given FRT operator , we can obtain a new FRT operator and this can be done for every PS . However, it is not clear how effectively the perturbation changes the FRT. We know some general facts, namely, that the ordinary FT operator is independent of the basis, which assures that no changes occur at the fraction or at any other integer fraction (see marginal conditions). Moreover, by inspecting its structure, we see that the 4-WFRT is also independent of the basis. To gain insight into the problem and to test quantitative effects, we next consider a very simple case.
A. Perturbation of Two Eigenfunctions
Starting from an orthonormal basis of eigenfunctions , we modify two of them, say, and , which have the same FT eigenvalue , according to with , otherwise. Hence, the PS is , , , , and for the rest. The new eigenfunctions preserve the eigenvalues, and the conditions (63) [see (17) ] assure that the modified set is still orthonormal. These conditions can be put into a matrix form as which states that is a unitary matrix. Since the transpose must also be unitary, it follows that (63) are equivalent to (64) The reference FRT and the "perturbed" FRT are given by [see (25)] where [see (8)] , , and for the rest. Hence, the "perturbation"
is given by where we used (63) and (64). Moreover, considering the orthogonality condition, we find
Note that if , the perturbation has no effect. In any case, since mod [see (21) ], then for every integer fraction . In general, however, , although since , this difference is bounded. The perturbation is illustrated in Fig. 9 for the CFRT of the rectangular signal shown in Fig. 4 , where , and .
B. Example of Perturbation of an Arbitrary Number of Eigenfunctions
A curious perturbation sequence is provided by the DFT matrix , which is orthonormal for every order . Therefore, we can let (66) and , otherwise. By doing so, we obtain perturbed eigenfunctions (67) and as many perturbed coefficients (68) whereas, for , , and remain unchanged. According to (67), for and fixed, applying the DFT to the sequence gives the perturbed sequence . Similarly, in (68), the perturbed coefficients are obtained by applying the inverse DFT.
The above procedure can be applied for any order . In this case, the GS is , and the perturbation has energy (69) with (70) Note that any other orthonormal matrix can be used to obtain finite blocks of perturbations. In general, (69) becomes (71) with where the GS is expressed in the form (22) . We see that the orthogonality condition assures us that is zero for all integer .
The above examples show that the perturbation, although bounded, can be very significant. More generally, the bounded effect of the perturbations on the FRT could be inferred from the theory of perturbations of unitary operators [18] .
Here, we observe that a very interesting derivation of the HG basis is outlined in [19] (where they are called harmonic oscillator wave functions) and in [2] , based on the linear combination of differentiation and multiplication by the argument operators. Unfortunately, such an interpretation is not possible for an arbitrarily perturbed basis.
VII. CONCLUSIONS
We discussed the multiplicity of the FRT and the relationships between the different versions. We saw that the class of FRT's is quite vast, and perhaps only a few may be of practical interest for applications. Until now, interest had been confined mainly to the standard CFRT, particularly for applications in optics. The practical relevance of the WFRT remains to be investigated.
An important classification of FRT's was expressed in terms of the cardinality of the GS or, equivalently, in terms of bandlimitation of the kernel with respect to the domain of the fraction . If the bandwidth is not finite, the FRT turns out to be of the chirp type, whereas with finite bandwidth, the FRT is of a weighted type. Moreover, the WFRT may be viewed as a filtered version (in the domain of the fraction) of the CFRT. Our aim was to establish results in closed form, and this was achieved for the whole, although vast, class of specific cases considered. This investigation has also shown that the evaluation of all the specific forms of FRT is ultimately obtained in terms of the standard CFRT.
Although, in this paper, we confined our investigations to continuous-domain signals, most considerations also apply to periodic discrete-domain signals, as suggested in the unified approach of [16] . For periodic signals in a discrete domain, the cardinality of a complete orthonormal set of eigenfunctions is always finite so that only the WFRT form can be considered. However, it can be shown in an analogous way that WFRT's with a lower number of weights are filtered versions of WFRT's of higher order.
APPENDIX A PROOF OF THE SAMPLING THEOREM FOR COMPLEX PERIODIC SIGNALS
The sampling theorem for periodic signals is well known; historically, it was certainly the first to be considered [21] , [22] , and it can be regarded as a particular case of trigonometric interpolation [23, ch. X], [24, ch. VII] . Nevertheless, recent authors [25] state that a proper formulation is not easily found in the literature, even for the particular case of real signals with harmonic support of consecutive integers. Therefore, we give the proof for the general formulation of Theorem 2 that is suitable to our purposes.
We write the periodic signal in terms of its Fourier coefficients (72) 
