The Influence Maximization (IM) problem aims at finding k seed vertices in a network, starting from which influence can be spread in the network to the maximum extent. In this paper, we propose QuickIM, the first versatile IM algorithm that attains all the desirable properties of a practically applicable IM algorithm at the same time, namely high time efficiency, good result quality, low memory footprint, and high robustness. On real-world social networks, QuickIM achieves the Ω(n + m) lower bound on time complexity and Ω(n) space complexity, where n and m are the number of vertices and edges in the network, respectively. Our experimental evaluation verifies the superiority of QuickIM. Firstly, QuickIM runs 1-3 orders of magnitude faster than the state-of-the-art IM algorithms. Secondly, except EasyIM, QuickIM requires 1-2 orders of magnitude less memory than the state-of-the-art algorithms. Thirdly, QuickIM always produces as good quality results as the state-of-the-art algorithms. Lastly, the time and the memory performance of QuickIM is independent of influence probabilities. On the largest network used in the experiments that contains more than 3.6 billion edges, QuickIM is able to find hundreds of influential seeds in less than 4 minutes, while all the state-of-the-art algorithms fail to terminate in an hour.
INTRODUCTION
Given a social network G, a budget k ∈ N and an influence diffusion model, the Influence Maximization (IM) problem identifies k vertices in G, called "seeds", that can influence the largest number of vertices according to the diffusion model. The IM problem paves the way for many real-world applications, e.g., viral marketing [2, 28] , recommendation [5] , rumor blocking [31] , epidemic prevention [32] , and so on.
Kempe et al. [17] first formalize the well-known Independent Cascade (IC) model. Although the IM problem is NP-hard under the IC model, it can be solved by a simple greedy algorithm with an approximation ratio of 1 − 1/e − ǫ, where e is the base of natural logarithms, and ǫ ∈ (0, 1) is a small number. After that, a vast number of algorithms have been developed to efficiently and accurately solve the IM problem under the IC model. These algorithms can be categorized into three groups: the simulation-based algorithms [10, 13, 17, 19, 25] , the reverse sampling algorithms [3, 15, 23, 24, 26, 29, 30, 33] and the score estimation algorithms [7, 12, 14, 16] . We will review these algorithms in Section 3.
As a consensus [1, 21] , a desirable IM algorithm that is applicable in practice should attain four properties at the same time: 1) high time efficiency, 2) good result quality, 3) low memory footprint, and 4) high robustness. However, according to the benchmarking study [1] , none of the existing IM algorithms can satisfy all these criteria at the same time. In particular, the simulationbased algorithms are known to be computationally expensive. They often run in O(knmǫ −2 ) time, where n and m are the number of vertices and edges in the network, respectively, and ǫ ∈ (0, 1). The reverse sampling algorithms have to store all samples in the main memory for seed selection, so their memory overheads are often very high. The score estimation algorithms either take an enormous amount of time or produce results of low quality.
The robustness evaluation in the literature is inadequate because it only focuses on the performance of IM algorithms on different social networks with various structures [1, 12, 24, 29, 30] . In addition to this, it is also important to evaluate IM algorithms for various influence probability settings because influence probabilities are key components of influence networks, and they can directly affect the performance of IM algorithms. As verified by our experiments, the execution time and the memory footprint of the reverse sampling algorithms are very sensitive to influence probabilities because their sample size grows exponentially as influence probabilities become larger.
In Section 3, we carry out a detailed study on how the existing IM algorithms satisfy the four properties and summarize our evaluation results in Table 1 . This study motivates us to design a versatile IM algorithm that is fast, accurate, memory-efficient, and robust.
In this paper, we propose a new IM algorithm, called QuickIM. To the best of our knowledge, QuickIM is the first IM algorithm that attains all the four desirable properties and is able to solve the IM problem on a network with billions of edges in several minutes. In essence, QuickIM is a score estimation algorithm. It estimates the influence of every vertex by a score that is very easy to compute. In every iteration of the algorithm, it selects the vertex with the highest score as a new seed, removes it from the network and recomputes the scores of all remaining vertices. It terminates when k seeds have been found.
Unlike the traditional score estimation algorithms, QuickIM is extremely fast and accurate. This results from two key techniques. First, QuickIM estimates the influence of a vertex by aggregating the probabilities of walks starting from the vertex. This score function provides a good estimate of the influence of a vertex. Second, the score of a vertex can be updated incrementally by accessing its L-hop neighborhood rather than visiting the entire network, where L = 3 is sufficient to yield highly accurate results. The time complexity of QuickIM is O(Lm + kLn + kL 2 n ′ + k∆ L ), where n is the number of vertices, m is the number of edges, ∆ is the average in-degree of vertices, and n ′ is far less than n. Since L and ∆ are often very small for real-world social networks, for fixed k, QuickIM attains the Ω(m + n) lower bound on the time complexity of an IM algorithm [3] . The space complexity of QuickIM is O(Ln + k∆ L ), which is close to Ω(n) on real social networks. Moreover, QuickIM only carries out two kinds of primitive opera-tions, namely graph traversal and arithmetic computations. Hence, its time and space overheads are totally independent of the influence probabilities of edges in a network.
We compared QuickIM with the state-of-the-art IM algorithms on a variety of real social networks. The experimental results verify that QuickIM attains all the four desirable properties:
• Fast: QuickIM is 1-3 orders of magnitude faster than the stateof-the-art IM algorithms. On the largest network Friendster that contains more than 3.6 billion edges, QuickIM is able to find 100 most influential users in less than 4 minutes, while all the existing algorithms cannot terminate in an hour.
• Accurate: QuickIM is able to produce as good quality results as the state-of-the-art algorithms in terms of the expected fraction of influenced vertices. The differences are all less than 0.5% and less than 0.1% in most cases.
• Memory-Efficient: Except EasyIM [12] , QuickIM requires 1-2 orders of magnitude less memory than the state-of-the-art IM algorithms. For the largest network Friendster in our experiments, QuickIM only requires 3GB of main memory in addition to the main memory for storing the network.
• Robust: The time and memory performance of QuickIM is very stable no matter how influence probabilities are varied. However, the simulation-based and the reverse sampling IM algorithms are very sensitive to influence probabilities. The rest of the paper is organized as follows: Section 2 introduces the basic concepts and formalizes the IM problem. Section 3 reviews the existing IM algorithms. Sections 4 and 5 present the key techniques of QuickIM, namely score estimation and score updating. Section 6 describes the procedure of QuickIM. Section 7 reports the experimental evaluation. Section 8 concludes the paper.
PRELIMINARIES
In this section, we introduce some basic notations and concepts and formalize the Influence Maximization (IM) problem. Influence Networks. An influence network is modeled as a directed and weighted graph G = (V, E, P ), where V is a set of vertices, E ⊆ V × V is a set of edges, and P : E → (0, 1] is a function assigning each edge (u, v) with an influence probability P (u, v), i.e., the likelihood that vertex u successfully influences vertex v. Let V (G), E(G) and PG denote the vertex set, edge set and influence probability function of graph G, respectively. Let n = |V (G)| and m = |E(G)|. For each edge (u, v) ∈ E(G), u is an in-neighbor of v, and v is an out-neighbor of u. Influence Diffusion Process. Let S ⊆ V (G) be a set of seed vertices. Starting from S, an influence diffusion process under the Independent Cascade (IC) model [17] can be described as the following discrete-time stochastic process: 1. At step 0, we set all the seed vertices in S to be active and set all the other vertices to be inactive. Once a vertex is activated, it remains to be active in subsequent steps. 2. At step i (i ≥ 1), every vertex u whose state was changed from inactive to active at step i − 1 has only one chance to activate each of its inactive out-neighbors v with probability PG(u, v).
If u fails to activate v, u can never activate v in subsequent steps. 3. The influence diffusion process repeats until no more vertices can be activated. Let t(S) be the number of active vertices when the influence diffusion process terminates. Of course, t(S) is a random variable.
Therefore, we use E[t(S)], the expected value of t(S), to evaluate the influence of S, which is denoted by IG(S) for simplicity. Reformulation under the Possible World Model. To better understand IG(S), we reformulate IG(S) based on the well-known "Possible World Model" of uncertain data [20, 36] . The influence network G is regarded as an uncertain graph [20, 18, 35, 36] at this time, where influence probability PG(u, v) is regarded as the probability that edge (u, v) exists in practice. A possible world of G is a graph obtained by instantiating each edge e ∈ E(G) independently with probability PG(e). Therefore, a specific possible world g can be obtained from G with probability
Let G be the set of all possible worlds of G. We can easily verify that G forms a probability space because g∈G Pr(g) = 1.
There is a bijective mapping from G to all instances of the influence diffusion process: Let g be a possible world of G. We have a corresponding instance of the diffusion process in which the attempt that vertex u try to activate vertex v is successful if and only if (u, v) ∈ E(g). Obviously, vertex v is activated at step t if and only if there exists a shortest path of length t from a seed s ∈ S to v on g. Therefore, a vertex v can be activated by the seeds S in this instance of diffusion process if and only if v is reachable from S on g. Let IG(S, v) denote the probability that vertex v is active at the end of an influence diffusion process that starts from seeds S. According to the bijection described above, we have
Let Rg(S) denote the set of vertices reachable from S on possible world g. We can rewrite the influence IG(S) of S as follows:
The Influence Maximization (IM) Problem. Given an influence network G and the budget number of seeds k, the IM problem under the IC model asks for the set S * of k seed vertices such that IG(S * ) is maximized. It has been proven that the IM problem under the IC model is NP-hard [17] .
EXISTING IM ALGORITHMS
In this section, we revisit some representative IM algorithms in the literature and show their advantages and limitations. This study not only gives us a deep insight into the existing work on IM but also guides us to design new versatile IM algorithms. Categories of IM Algorithms. Despite of the hardness of the IM problem, a large number of algorithms with or without performance guarantees have been proposed to find a suboptimal set of seeds. Almost all these algorithms follow a greedy framework that was first proposed by Kempe et al. [17] . This framework exploits the following useful property: IG(S) is a non-decreasing sub-modular function of S [4] , that is, for all S ⊆ T and all v / ∈ T , IG(S ∪ {v}) − IG(S) ≥ IG(T ∪ {v}) − IG(T ). According to this property, the framework adopts the following greedy strategy to find a suboptimal solution: Generally, the algorithm starts from an empty seed set S and iteratively adds to S the vertex v that maximizes the marginal gain IG(S ∪ {v}) − IG(S) until |S| = k. The most critical difference between these IM algorithms is how to overcome the #P-hardness of computing IG(S). Therefore, we categorize the representative IM algorithms into the three collections:
• Simulation-based Algorithms: GREEDY [17] , CELF [19] , CELF++ [13] , StaticGreedy [10] , and PrunedMC [25] .
• Score Estimation Algorithms: IRIE [16] and EasyIM [12] . The simulation-based and the reverse sampling algorithms use sampling methods to approximate the influence IG(S) within provable errors. The score estimation algorithms estimate IG(S) using some heuristic score functions that are easy to compute and can distinguish vertices of high influence from those of low influence. Other algorithms [6, 7, 8, 9, 11, 14, 21, 22] are not included in our study either due to their poor performance or to their inapplicability to the IC model. Evaluation Criteria. As pointed in [1, 21] , a desirable IM algorithm should attain four properties at the same time, namely high time efficiency, good result quality, low memory footprint, and high robustness. The first three criteria have already been well recognized and widely adopted to evaluate IM algorithms [1, 12, 24, 29, 30] . Nevertheless, the robustness evaluation is still inadequate in the literature as it only focuses on evaluating the performance of an IM algorithm on different social networks with various structures [1, 12, 24, 29, 30] . Apart from the robustness to structural properties, it is also important to evaluate the performance of an IM algorithm with respect to different influence probability settings because influence probabilities are key elements of an influence network. Influence probabilities can directly affect the performance of influence computations. As verified by our experiments, the simulation-based and the reverse sampling IM algorithms are very sensitive to influence probabilities because they sample an edge according to its influence probability. To the best of our knowledge, this paper is the first one to evaluate the robustness of IM algorithms in this sense.
In Sections 3.1-3.3, we present a comprehensive evaluation of each category of IM algorithms listed above according to the four criteria. Our main findings will be summarized in Section 3.4.
Simulation-based Algorithms
In the simulation-based algorithms, the influence IG(S) of seeds S is estimated using the following Monte-Carlo sampling method: It samples θs possible worlds g of G independently at random and computes the mean of |Rg(S)| over the sampled possible worlds, where Rg(S) is the set of vertices reachable from S in g. By Eq. (2), the mean is an unbiased estimator of IG(S). The simulationbased algorithms follow the greedy framework [17] . In each iteration, the algorithms add to S the vertex v * with the highest marginal gain IG(S ∪ {v * }) − IG(S). In particular, for each vertex v, the algorithms GREEDY [17] , CELF [19] and CELF++ [13] sample θs possible worlds g of G. On each sample g, they conduct a breadthfirst search to find Rg({v}) and Rs(S). The marginal gain IG(S ∪ {v})−IG(S) is then estimated by the mean of |Rg({v})−Rg(S)| over all samples g. In order to improve time efficiency, the algorithms StaticGreedy [10] and PrunedMC [25] sample and store θs possible worlds in advance and estimate the marginal gain for each vertex v on the set of pre-sampled possible worlds.
We report our evaluation results as follows.
• Time Efficiency: Let ζs denote the expected time to find Rg({v}), the vertices reachable from vertex v. The expected and the worstcase time complexities of all the simulation-based algorithms are O(knθsζs) and O(knmθs), respectively. As discussed in [30] , θs is often very large, so the simulation-based algorithms are costly and not scalable to large graphs as reported in [1] .
• Result Quality: All the simulation-based algorithms attain an approximate ratio of 1 − 1/e − ǫ, where e is the base of natural logarithms, and ǫ ∈ (0, 1) is determined by θs. In practice, the simulation-based algorithms can yield results of good quality.
• Memory Footprint: GREEDY, CELF and CELF++ require at most O(m) space to store each sampled possible world, so their memory footprints are not high. However, StaticGreedy and PrunedMC require O(mθs) space to store all sampled possible worlds, so they have high memory overheads.
• Robustness:
] be the expected out-degree of vertex v across all possible worlds of G, and let dO be the
where D is the diameter of G. Clearly, the running time of the simulation-based algorithms is exponential in dO, which becomes even larger when large influence probabilities are assigned to edges. In the worst case, we have
Hence, the simulation-based algorithms are not robust to various influence probability settings.
Reverse Sampling Algorithms
Since the RIS algorithm [3] , the IM research community has witnessed a boom of reverse sampling algorithms. This category of algorithms use a new method to estimate the influence IG(S), which is based on a key concept called random reverse reachable set (random RR set for short). Let v be a vertex picked from G uniformly at random and g be a possible world sampled from G with probability Pr(g). The set of vertices that can reach v on g, denoted by RRg(v), forms a random RR set. Borgs et al. [3] prove that the probability that the seed set S overlaps with a random RR set is proportional to IG(S). Therefore, a reverse sampling algorithm first samples θr random RR sets. Then, in each iteration of the algorithm, it greedily selects the vertex that occurs in the most sampled random RR sets not overlapping with S as the vertex v * with the highest marginal gain IG(S ∪ {v * }) − IG(S). This is because the occurrence frequency is an unbiased estimator proportional to IG(S ∪ {v * }) − IG(S) [3] . We report our evaluation results as follows.
• Time Efficiency: The first reverse sampling algorithm RIS [3] must sample a huge number of random RR sets, so it is not efficient. Subsequently, TIM/TIM+ [30] and IMM [29] try to reduce the sample size θr by the bootstrap techniques. However, their practical time efficiency is still not high [1, 24] . Nauyen et al. [24] claim that their SSA and D-SSA algorithms decrease θr to the lower bound 1 . In order to further reduce θr, SKIS [23] applies sketch sampling, and Coarsen [26] uses graph reduction. As reported in [15, 23, 24, 26] , D-SSA, SKIS and Coarsen are several orders of magnitude faster than RIS, TIM/TIM+, IMM, and the simulation-based algorithms.
• Result Quality: Except Coarsen, all the reverse sampling algorithms attain an approximation ratio of 1 − 1/e − ǫ, where ǫ ∈ (0, 1) is a small value determined by θr. The approximation ratio of Coarsen is less than 1 − 1/e − ǫ by a factor of γ, where γ is determined by the input graph G. As shown in [15, 23, 24, 26] , all these algorithms can produce results of good quality.
• Memory Footprint: All of RIS, TIM/TIM+, IMM, and SSA/D-SSA require a large amount of main memory because they must keep all the sampled random RR sets in the main memory for seed selection. Although SKIS and Coarsen mitigate this problem, their memory footprints are still high. As reported in [23] , SKIS requires nearly 100GB of main memory to process the largest dataset Friendster used in the experiments.
] be the expected in-degree of vertex v in a randomly selected possible world g and dI be the average of d 
Reverse Sampling Algorithms
where α = O(log 1/2 n) and β = O((log n + log n k
r ∈ N is a small input parameter; γ is decided by the graph G and k; θ ′ r , m ′ , n ′ , d ′ I and D ′ have the same meaning on the coarsened graph Score Estimation
High in practice L is the maximum length of paths
L is the maximum length of walks; ∆ is average in-degree of all vertices; n ′ is a number far less than n complexity of the reverse sampling algorithms can be reformulated as O(θsd D I ). Obviously, the time cost of a reverse sampling algorithm grows exponentially with dI . In the worst case, we have d
. Therefore, the reverse sampling algorithms are also very sensitive to influence probabilities. Fig. 5 illustrates the execution time of the three fastest reverse sampling algorithms D-SSA, SKIS and Coarsen to find 100 best seed vertices. The influence probabilities on all edges are set to be a constant pu ∈ (0, 1). We can see that the execution time of all the algorithms grows drastically with pu.
Score Estimation Algorithms
The score estimation algorithms use heuristic score functions to estimate the influence of each vertex. At the very beginning, the algorithms compute the estimated influence scores of all vertices. In each iteration of the algorithm, the vertex with the highest score is added to the seed set S and is then removed from G. Then, the scores of the remaining vertices are updated. Hence, the performance of a score estimation algorithm significantly relies on the score estimation and the score updating functions. In the IRIE algorithm [16] , given θi ∈ (0, 1) and a vertex v ∈ V (G), let ni(v) be the number of vertices u such that there is a path from u to v that exists with probability no less than θi. Naturally, ni(v) is large if v has a high influence, so the estimated score of v is proportional to ni(v). The EasyIM algorithm [12] estimates the influence of v by combining the probabilities of all simple paths that out-bound from v and have length no greater than L. Both IRIE and EasyIM compute initial scores in a way similar to PageRank [27] . Unfortunately, in each iteration of these algorithms, they recompute the estimated scores of all remaining vertices from scratch.
We report our evaluation results as follows. Although the time complexities seem to be low, the algorithms actually run much slower than the reverse sampling algorithms like IMM and D-SSA [1, 33] . This is because their score updating process is expensive, which must scan the input graph G multiple times.
• Result Quality: Although there are no theoretical guarantee on the approximation ratios of the score estimation algorithms, the quality of results is generally high in practice. As evaluated in [1, 12] , the result quality of EasyIM is almost the highest among all the tested IM algorithms. However, the result quality of IRIE is not good [1] . This is because the score estimation function used by IRIE only considers paths with the maximum existing probabilities but neglects many paths with useful information.
• Memory Footprint: IRIE and EasyIM only need to store the scores of vertices, so their space complexities are all O(n), the lowest among all the IM algorithms.
• Robustness: Both IRIE and EasyIM are insensitive to influence probabilities. This is because the influence score estimation process only performs arithmetic computations, and the computation time is independent of influence probability values. In IRIE, although ni may become larger for large influence probabilities, it is much smaller than the number of edges, which dominates the execution time of IRIE. Hence, IRIE also attains high robustness.
Summary and Motivation
We give a summary of the evaluation results in the last four columns of Table 1 . We have the following observations. 1. None of the existing IM algorithms can attain the four desirable properties at the same time. 2. Both the simulation-based algorithms and the reverse sampling algorithms are sensitive to influence probabilities and usually have high memory overheads. These algorithms are able to find high quality seeds. The running time of the reverse sampling algorithms are determined by the sample size. 3. The score estimation algorithms are insensitive to influence probabilities. They have low memory footprint and can produce high quality results when good score estimation functions are used. Their time efficiency is low because influence scores are repeatedly computed from scratch. Motivation. These findings motivate us to design a versatile IM algorithm, which should be fast, accurate, memory-efficient, and robust at the same time. Since the sampling-based approach is inevitably sensitive to influence probabilities, the most promising way is to design a new score estimation algorithm. We have two design goals: 1. Design an accurate score estimation function with practically high quality. 2. Design an efficient score updating function, which needs not to access the whole graph from scratch in each iteration.
In this paper, we propose a new IM algorithm, called QuickIM. The properties of this algorithm are highlighted in the last row of Table 1 . To the best of our knowledge, QuickIM is the first IM algorithm that attains the four properties at the same time. In Sections 4 and 5, we describe how QuickIM estimates and updates influence scores, respectively.
INFLUENCE SCORE ESTIMATION
In this section, we introduce our influence score function to estimate the influence of a vertex. As shown in [1, 12] , the aggregated probabilities of all simple paths starting from a vertex v (i.e., path probabilities) is a good estimate of v's influence. However, it is difficult to update this score efficiently. In this paper, we use the aggregated probabilities of all walks starting from v (i.e., walk probabilities) to estimate v's influence. Our new score function is not only easy to compute and update but also can produce high quality estimation. Section 4.1 introduces the walk probability concept, and Section 4.2 proposes the influence score computation method.
Walk Probability
In this subsection, we formulate the concept of walk probability, which is the basis of our new influence score function.
Let W = (v0, v1, . . . , vt) be a sequence of vertices of the graph
The length of W is t. For brevity, we use v ∈ W to denote that W goes through vertex v, and use (u, v) ∈ W to denote that W goes through edge (u, v). Notably, a walk may go through an edge multiple times. Hence, we use αW (u, v) to represent how many times walk W goes through edge (u, v). Probability Space of Walk Probability. In the probability theory, a probability function is defined in a probability space. Therefore, we first define the probability space of walk probability. This probability space is the foundation for correctly formulating and computing walk probabilities.
Without loss of generality, we only consider walks of length at most L.
2 Therefore, an edge can be traversed by a walk at most L times. To explicitly represent multiple occurrences of an edge, we construct a multi-graph G L based on G. In a multi-graph, there may exist multiple edges from a vertex to another one. In particular, we have
L , respectively. For any edge e ∈ E(G), the probabilities of the edges e 1 , e 2 , . . . , e L in G L are defined as follows:
Clearly, the probability of e i conditionally depends on the existence of e i−1 for all 2 ≤ i ≤ L. According to the possible world model [20, 36] , a possible world
Assume that the existence of the edges of G L are mutually independent. The existence probability of g L , denoted by Pr(g L ), is given by the following lemma. Due to space limits, we put the proof of all the lemmas in Appendix A of the full version of this paper [34] .
PG(e)
Let G L be the set of all possible worlds of G L . G L forms the sample space of the probability space, and the function Pr(·) defined in Lemma 1 is a probability function over G L . 2 We set L = +∞ if all walks need to be considered.
Walk Probability. We are now ready to formulate the concept of walk probability. Let g L be a possible world of
In other words, when we traverse on g L following the edge sequence of W , we can pick a distinct edge to go at each step of W . The probability that W is embedded in a possible world (the probability of W for short), denoted by Pr(W ), is thus given by
The following lemma gives us an easy way to compute Pr(W ) in polynomial time.
LEMMA 2. For a walk W = (v0, v1, . . . , vt) in the graph G,
Next, we extend the above definition and formulate the probability of multiple walks. Given a set of walks W1, W2, . . . , Wt, let Pr( t j=1 Wj) represent the probability that all these walks are embedded in a randomly selected possible world of G L , that is,
The following lemma gives us a polynomial-time method to compute Pr( t j=1 Wj). LEMMA 3. For several walks W1, W2, . . . , Wt in the graph G,
According to Lemma 3, the event that a walk W is embedded in a possible world g L is not independent of the event that a walk W ′ is embedded in g L if W and W ′ go through some common edges.
Influence Score Function
In this subsection, we formulate our new influence score function based on the walk probability concept. For simplicity of notation, when there is only one vertex in the seed set, we use IG(v) to simply denote IG({v}), the influence of the seed set {v}, and we use IG(u, v) to simply denote IG({u}, v), the influence of the seed set {u} on vertex v.
Given two vertices u and v, suppose there are huv walks W1, W2, . . . , W huv that start from u, end at v, and are of length at most L. Let Pr( t j=1 Wj) represent the probability that at least one of the walks W1, W2, . . . , W huv is embedded in a randomly selected possible world of G L . Let [huv] be a concise representation of the set {1, 2, . . . , huv}. The following lemma states the relationship between IG(u, v) and the probabilities of W1, W2, . . . , W huv . LEMMA 4.
Wi).
Despite the complexity of Eq. (6), the first term Correlation Analysis. In score estimation algorithms, the score of a vertex is expected to be highly correlated with its true influence, that is, a vertex with higher influence should has a higher score. With this, the algorithm is able to select good seeds with high influence and produce high quality results. In the following, we show that our score function IG(·) meets this requirement.
First, we reformulate WG(u, v) and IG(u, v). Let X t G (u, v) be the sum of probabilities Pr(g L ) of possible worlds g L , in which there are embedded exactly t walks from u to v of length at most L. According to the following lemma, we can rewrite IG(u, v) and Furthermore, we analyze the gap between the score IG(u) of vertex u and its true influence IG(u). Let pm = max e∈E(G) PG(e) be the maximum influence probability of all edges in G. Obviously, when i ≥ 2, there exist at least 3 distinct edges in a possible world graph that embeds i walks. Therefore, we have
By Eq. (8), we have the following bounds on
From Eq. (9), we find that the gap between IG(u) and IG(u) is determined by huv. We can easily see that this gap is highly correlated with IG(u), that is, when IG(u) is large, u is likely to connect to many other vertices v with high influence probabilities IG(u, v).
Since IG(u, v) is large, there may exist multiple paths from u to v, so the number of walks huv is also large. Thus, the estimation IG(u) tends to enlarge IG(u) when IG(u) is large. According to this property, we can easily identify vertices with high influence. As verified by the experimental results in Section 7, by using this score function, our algorithm can produce as high quality results as the state-of-the-art IM algorithms.
Revisiting Error Analysis in [12] . In addition to our analysis, we revise some existing results in [12] . Note that if the input graph G is a directed acyclic graph (DAG), every walk from a vertex u to a vertex v must be a simple path from u to v. In this case, Lemma 4 and Lemma 5 in [12] derive two relative errors of WG(u, v), namely ǫ
where A1 = p∈Puw e∈p pe and Puv is the set of all walks (i.e., simple paths) from u to v on G. According to Eq. (7) in [12] , ǫ DAG 1 ≥ 0. However, since A1 > 0 and p (w,v) < 1 for some edges (w, v) ∈ E(G), we have ǫ DAG 1 < 0, which is a contradiction. This mistake is caused by the following reason: In [12] , it is regarded that Pr( 1: A ← the adjacency matrix of the graph G, I ← (1, 1, . . . , 1)
T be a n-dimensional vector with all elements 1. We have
We present the ScoreEst procedure to compute F. First, we compute F1 = AI (line 2). Then, we iteratively compute Fj by left multiplying Fj−1 with A for j = 2, 3, . . . , L (line 4). Finally, we output F1 + F2 + · · · + FL as F (line 5). We store F1, F2, . . . , FL, and F in the main memory because they will be frequently used later in the score updating process.
Every matrix multiplication in ScoreEst can be done in O(m) time, so the time complexity of ScoreEst is O(Lm). The space complexity of ScoreEst is O(Ln) since it stores F1, F2, . . . , FL, and F, each of which requires O(n) space.
INCREMENTAL SCORE UPDATING
In this section, we present an efficient method to update the influence score of a vertex. Recall that, after finding the vertex w with the highest estimated score, EasyIM [12] and IRIE [16] remove w from the graph G and recomputes the scores of all remaining vertices from scratch. Obviously, this updating strategy is time consuming. We observe that the removal of w only affects the scores of vertices in the proximity of w. Therefore, we propose an incremental method to fast update the influence score of each remaining vertex. Section 5.1 presents the basic updating method, and Section 5.2 describes the more efficient lazy updating method.
Basic Updating Method
Given k, the budge number of seeds, all the IM algorithms that follow the general greedy framework must carry out k iterations.
i represent the states of F and Fi in the t-th iteration, respectively. Note that F
(1) and F
(1) i are initial vectors computed and stored by the ScoreEst procedure.
Let w (t) be the vertex with the hightest estimated score selected in the t-th iteration. Before we proceed to the (t + 1)-th iteration, we must remove w (t) from G, that is, remove all the edges incident to w (t) . Interestingly, it is sufficient to only remove all the outedges of w (t) because keeping all the in-edges of w (t) in G has an insignificant impact on score updating when pm is small, where pm = max e∈E(G) PG(e) is the maximum influence probability of all edges in G. Moreover, removing the out-edges of w (t) makes score updating easier. This is guaranteed by the following lemma. LEMMA 6. Let w be a vertex of G. Let G1 be the graph obtained by removing all the incident edges of w from G. Let G2 be the graph obtained by removing all the out-edges of w from G. For any vertex u = w, we have 0 ≤ |IG 1 (u) − IG 2 (u)| ≤ 1 and
huw , where huw is the number of walks from u to w.
Let A (t) be the adjacency matrix of the graph G at the beginning of the t-th iteration and let M (t) be a matrix, where 
where
The terms in Eq. (10) can be categorized into three disjoint groups and are dealt with in different ways:
• Group 1: This group is composed by the terms with α1 = 0. In the results of these terms, all the elements except the w (t) -th one are 0. However, since w (t) has already been selected as a seed, it is unnecessary to update its score any more. Hence, we can eliminate these terms from Eq. (10) without affecting updating the scores of the vertices that have not been selected as seeds yet.
• Group 2: This group is composed by the terms with α1 > 0 and βj ≥ 2 for some 1 ≤ j ≤ s − 1. When βj ≥ 2, we have M (t) β j = 0 because there is no self-loop (i.e., edge from a vertex to itself) in G, where 0 = (0, 0, . . . , 0)
T represents the n-dimensional vector whose elements are all 0. Hence, all terms in this category are equal to 0.
• Group 3: This group is composed by the terms with α1 > 0 and 0 ≤ β1, β2, . . . , βs−1 ≤ 1. This category can be further divided into i − 1 disjoint groups according to α1. All the terms with the same α1 belong to the same group.
By the binomial theorem, the terms in Yj are handled according to the following two cases:
The terms in Yj with β h = 1 for some 2 ≤ h ≤ s must be contained in the expansion of the equation
-Case 2: The only term in Yj with β h = 0 for all 2 ≤ h ≤ s must be equal to
Thus, we have
. This implies that all terms in Yj can be computed together. Let ∆F 
Eq. (11) 
Given a matrix X, let X[ * , u] denote the u-th column of matrix X. If the columns
for all vertices u = w (t) .
Basic Score Updating. Based on the computation method of ∆F (t)
i , we can easily obtain a basic method to update F (t) to F (t+1) . Due to space limits, here we provide a sketch of the basic updating procedure ScoreUpd-Basic. The details can be found in Appendix B of the full version of this paper [34] . First, we scan the vector F (t) to obtain the vertex w (t) . The column
The details of WalkPro can also be found in Appendix B in [34] . After that, we can compute c can be simply obtained by When we apply ScoreUpd-Basic in all the k iterations, the total expected and the total wort-case time cost
, respectively. The expected space complexity is still O(∆ L ) since we do not have to leave any data in the main memory after the procedure.
Lazy Updating Method
In the ScoreInc-Basic procedure, we have the following observations when updating F (t) to F (t+1) :
• Observation 1: If a vertex v is impossible to have the maximum score among all the vertices remaining in G in the (t + 1)-th iteration, it is unnecessary to update
• Observation 2: The score of a vertex v is monotonically nonincreasing during the execution of ScoreInc-Basic, that is, we have
These observations motivate us to delay updating the score of a vertex when it is necessary and skip updating the scores of many vertices during the score updating process. To this end, we propose the following lazy score updating method.
Let g
x . According to Eq. (11), we can reformulate F (t+1) [u] as follows:
Procedure LazyF(t, j, v) 
Assume that c
x for all 0 ≤ x ≤ L and the columns 
is computed at most once for each vertex v in G and 1 ≤ j ≤ l. Lazy Score Updating. We now describe the lazy score updating procedure ScoreUpd-Lazy. To realize lazy update, each vertex v in G is associated with a time stamp tv ∈ {1, 2, . . . , k}, which indicates that the score of v has been updated to F (tv ) [v] . Be-
2: invoke the procedure WalkPro(G, L, w (t) ) with some minor modifications 3: add w (t) into the seed set S 4:
8:
9:
10: if x = 0 then 11:
x ← c (t) x 12: else 13:
x ← g (t)
x−1 + c 
19:
y ← tu
20:
while y ≤ t do 21:
22:
24:
break 25:
26:
if y = t then 27:
fore executing the t-th iteration, we must have tv < t. During the t-th iteration, let f be a lower bound of
, where w (t+1) is the vertex with the maximum updated score among all vertices remaining in G selected in the next (t + 1)-th iteration. If
≤ f for a vertex v, we need not to update the score of v
≤ f , and v cannot be selected as a seed in the (t + 1)-th iteration.
The ScoreUpd-Lazy procedure works as follows: Let t be the current iteration number. First, we select as a seed the vertex w (t) with the maximum score (line 1). Then, we obtain the column A (t) j [ * , w (t) ] for each 1 ≤ j ≤ L by calling the WalkPro procedure (line 2). Then, we add w (t) to the seed set S (line 3).
The procedure then computes c (t)
x and g (t)
x for all 0 ≤ x ≤ L (lines [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In each loop, it first sets c 
x (line 9). After obtaining c
x if x = 0, and sets g (t)
x otherwise (lines 10-13). After obtaining all c (t)
x , we store these values in the main memory (line 14). At this time, we are ready update the scores of the vertices remaining in G.
Let f represent a lower bound on
. We initialize f = 0 at the beginning (line 15) and check each vertex u remaining in V (G) − S one by one (lines [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] First, let y = tu (line 19). We iterate from y = tu until y = t. Each time when we update
by Eq. (14) (line 21) and update tu to y + 1 (line 22). Since y ≤ t, all the elements g (y)
x for 1 ≤ x ≤ L and the column A (y) j [ * , w (y) ] for each 1 ≤ j ≤ L must have been computed and stored in the main memory in pre-
, we need not to update the score of u any more and terminate lazy updating (line 24). When y = t, the score of u is updated to F (t+1) [u] . At this time,
we update the lower bound f to be [27] [28] .
After examining all vertices in V (G) − S, the score of the vertex w (t+1) with the maximum score in the (t + 1)-th iteration must be updated to
Complexity Analysis. If we use ScoreUpd-Lazy in all k iterations, we only need to compute F (t) 
by LazyDF, so the total time for computing all ∆F
, so the total time cost for computing all F (t)
The total space required to store all of them
Assume that all of F 
THE QuickIM ALGORITHM
In this section, we present the QuickIM algorithm, which is the first IM algorithm that attains high time efficiency, high result quality, low memory footprint, and high robustness at the same time. QuickIM follows the general greedy IM framework. It takes as input a graph G, the desired number of seeds k and the longest walk length L. At the beginning, the seed set S is set to be empty (line 1). The influence scores of all vertices in G are estimated by the ScoreEst procedure (line 2). We initialize the time stamp tv as 1 for each vertex v ∈ V (G) (line 3). Then, the algorithm carries out k iterations. In each iteration, it calls the ScoreUpd-Lazy procedure to find a seed and update the scores of other vertices (line 5). Finally, the seed set S is outputted (line 6).
Evaluation Results. We report our evaluation results of QuickIM as follows.
• Time Efficiency: The expected and the worst-case time complexities of QuickIM are O(Lm+kLn+kL 2 n ′ +k∆ L ) and O(kLm+ kL 2 n ′ ), respectively. Here, L is often set to be a very small number in our algorithm, ∆ is also small for a real social network, and n ′ is a small number far less than n. Thus, the expected time complexity of QuickIM is O(m + kn). When k is fixed, QuickIM attains the Ω(m + n) lower bound of the time complexity of an IM algorithm [3] . As shown in Table 1 , both the expected and the worst-case time complexity of QuickIM are the lowest among all the algorithms. As verified by the experimental results in Section 7, QuickIM runs 1-3 orders of magnitude faster than all the other IM algorithms.
• Result Quality: As QuickIM follows a similar framework of the EasyIM algorithm, it also produces high quality results in practice. As verified by the experimental results in Section 7, the result quality of QuickIM is comparable to that of EasyIM and other start-of-the-art IM algorithms.
• Memory Footprint: The expected and worst-case memory cost of QuickIM are O(Ln + k∆ L ) and O(kLn), respectively. In practice, the memory overhead of QuickIM is very low. This is because the parameter k is often set to a small parameter in real-world IM applications, ∆ is often small for real-world social networks and it is actually sufficient to set L to be a very small number. At this time, the memory cost of QuickIM attains Ω(n), which is linear w.r.t. the number of vertices. As verified by the experimental results in Section 7, the memory cost of QuickIM is comparable to EasyIM and 1-2 orders of magnitude less than all the other IM algorithms.
• Influence Robustness: QuickIM is insensitive to influence probabilities. This is because the score estimation and the score updating procedures only perform numerical operations on influence probabilities. Thus, the time complexity of QuickIM is not affected by the values of influence probabilities. As verified in Section 7, the running time of QuickIM is very stable for various influence probability settings.
PERFORMANCE EVALUATION
We conducted extensive experiments to evaluate the QuickIM algorithm. The experimental results are reported in this section.
Setup
Algorithms. We implemented QuickIM in C++. The implementation is available at https://github.com/Akaisorani/ QuickIM. For comparisons, we choose some state-of-the-art IM algorithms as competitors: 1) In the category of simulation-based algorithms, we choose PrunedMC [25] . This algorithm has been shown to be much faster than Greedy, CELF, and CELF++ in [25] . It has very similar performance as StaticGreedy [10] in terms of time efficiency and result quality [1] . 2) Among the reverse sampling algorithms, we choose three algorithms D-SSA [24] , SKIS [23] and Coarsen [26] because they run much faster than the other reverse sampling algorithms RIS [3] , TIM/TIM+ [30] and IMM [29] as reported in [23, 24] . 3) In the category of score estimation algorithms, EasyIM is chosen. As reported in [1] , the result quality of IRIE is rather low in comparison with EasyIM.
Datasets. We tested all these algorithms on the datasets that have been widely used in the evaluation of IM algorithms [23, 24, 26, 29, 30] . In particular, we use six large real-world social networks taken from the arXiv 3 and SNAP 4 repositories. Table 2 summarizes the statistics of these networks. The largest networks Twitter and FriendStar contain billions of edges. Influence Probability Assignment. We assign influence probabilities PG(u, v) to edges (u, v) according to three widely adopted models [1, 23, 24, 26] Parameter Settings. For the sake of fairness, we set the parameters of the tested algorithms to their default values. In particular, for PrunedMC, we set the sample size θs to 200 as recommended in [1] . For D-SSA, SKIS and Coarsen, we set the error bound ǫ to 0.5. For SKIS, the parameter h for controlling the sample size is set to 5. For Coarsen, the iteration number r for coarsening the input graph is set to 16. For EasyIM, the maximum length L of paths is set to 3. For our QuickIM algorithm, we also set the maximum length L of walks to 3 by default. The reasons for such parameter settings will be elaborated in Section 7.2. Metrics. We evaluate the performance of the algorithms by three metrics: 1) Execution time: For each algorithm, we only examine the online execution time to find k seeds. In other words, we do not account for the index construction time of SKIS, the graph coarsening time of Coarsen and the Monte-Carlo estimation time of EasyIM. Note that we terminate the execution of an algorithm if it is unable to finish in an hour. 2) Memory footprint: We examine the amount of main memory for storing all auxiliary data structures used by the algorithms. Hence, the index size is counted in the memory footprint of SKIS, and the coarsened graph size is counted in the memory footprint of Coarsen. 3) Result quality: The quality of a seed set is measured by the expected fraction of vertices that can be influenced by the seeds. It is #P-hard to compute this quality measure. Following the prior work [1, 12, 26] , we conduct 10 4 Monte-Carlo simulations and compute the average fraction of vertices influenced by the seeds in the 10 4 simulations 5 . All the experiments were performed on a machine with an Intel Xeon CPU (2.2GHz, 16 cores), 512GB of DDR4 RAM and 1.2TB of SAS disks, running CentOS 7.
Experimental Results
Effects of Parameter L. First, we examined the effects of the parameter L of QuickIM. The goal is to determine a proper value of L to ensure the result quality of QuickIM. In the experiment, we set 3 https://arxiv.org/ 4 http://snap.stanford.edu/ 5 For Coarsen, the simulations are done on the coarsened graph. k = 100 and vary L from 1 to 6. Fig. 1 illustrates the percentage of influenced vertices w.r.t. L. For all of the influence probability assignment models WC, TR and UN, we all have the following observations: 1) More vertices are influenced as L grows. This is because when L is larger, more walks are involved in influence score estimation. As a result, the estimated score of a vertex with higher influence generally increases more significantly than a vertex with low influence. Therefore, QuickIM is more likely to select seeds with really high influence, thereby improving the result quality. 2) When L ≥ 3, the improvement in result quality is diminishing. The reason is that the probability of a walk decreases exponentially as L grows according to Lemma 2. Hence, when L is sufficiently large, the estimated influence scores of all vertices tend to be unchanged, so QuickIM tends to select the same set of seeds.
We also examined the effects of L on the execution time and the memory overhead of QuickIM. We find that both of them grow exponentially w.r.t. L. Due to space limits, we show the detailed experimental results in Appendix C of the full paper [34] . Because of the observations above, we use L = 3 as the default value. Time Efficiency. In this experiment, we tested the execution time of the IM algorithms by varying k from 1 to 200. The results are illustrated in Fig. 2 . We have the following observations: 1) QuickIM is able to find a set of good seeds in up to 4 minutes on all the networks. However, any other algorithms may fail to terminate in an hour for sufficiently large k on large networks, especially on the larger networks Twitter and Friendster.
2) QuickIM runs 1-3 orders of magnitude faster than the state-ofthe-art simulation-based algorithm PrunedMC. On the larger networks Orkut, Twitter and FriendStar, PrunedMC is often unable to finish in an hour. This is simply because the time complexity of PrunedMC is much higher than QuickIM.
3) When influence probabilities are assigned according to the WC model, the state-of-the-art reverse sampling algorithms D-SSA, SKIS and Coarsen are usually 3×-5× faster than QuickIM. However, when the TR and UN models are used, QuickIM in turn runs 1-3 orders of magnitude faster than D-SSA, SKIS and Coarsen. The reasons are as follows:
• According to the WC model, the expected number of in-edges incident to every vertex is 1, so the size of each sample in the reverse sampling algorithms is often very small [23] .
• When the TR and UN models are used, the reverse sampling algorithms must sample more edges, thereby consuming more time. As analyzed in Section 3.2, their time complexities grow exponentially with respect to influence probabilities.
• The execution time of QuickIM is independent of influence probabilities because QuickIM only carries out graph traversal and arithmetic computations. Fig. 2 verifies this. 4) Both QuickIM and EasyIM are score estimation algorithms. Their execution time follow similar trends. However, QuickIM is 1-2 orders of magnitude faster than EasyIM. This is because EasyIM has to scan the entire graph L times whenever scores are updated, whereas QuickIM updates scores incrementally and only accesses a small portion of vertices. Result Quality. In this experiment, we compare QuickIM with the other IM algorithms in terms of result quality. In Table 3 , we list the expected fraction of vertices influenced by the discovered seeds. A few results are unavailable (marked by "N/A") because those algorithms are unable to terminate in an hour. The column entitled "Diff " records the difference between the result quality of QuickIM and the best of all the algorithms (highlighted in bold). The absolute difference is less than 0.5% in all cases and 0.1% in most cases (0 means that the result of QuickIM is the best). From Table 3 , we find that QuickIM can yield as high quality results as the best algorithms no matter which models WC, TR or UN are used to assign influence probabilities. This verifies that the influence score function and the score estimation and updating methods used by QuickIM are effective. Memory Footprint. In this experiment, we examine the memory footprint of the IM algorithms by varying k from 1 to 200. The results are shown in Fig. 3 . We have the following observations: 1) EasyIM is the most memory-efficient. It requires less memory than QuickIM by a factor of 2-5. This is because the space complexity of EasyIM is only O(n).
2) Except EasyIM, QuickIM requires 1-2 orders of magnitude less memory than all the other algorithms. For example, QuickIM requires less than 3GB of memory to handle the largest network Friendster, which contains more than 3.6 billion edges. However, as reported in [23] , SKIS needs about 99GB of memory to find 100 seeds on Friendster in several hours under the TR model. This is because the simulation-based algorithms and the reverse sampling algorithms must store a large number of samples for seed selection, which is extremely memory consuming.
3) The memory footprint of QuickIM grows linearly but slowly to parameter k. QuickIM stores four types of data in the memory: First, it uses O(Ln) memory during initial influence score estimation, which is independent of k. Second, it uses O(n) memory to store the vector F (t) , which is also independent of k. Third, it uses at most O(Ln ′ ) memory to store all F (t)
, where n ′ ≪ n, which is independent of k too. Finally, it expectedly uses O(k∆ L ) memory to store some columns of matrix A (t) j in each iteration, where ∆ and L are small constants for real social networks. Hence, k has an insignificant effect on the memory footprint of QuickIM.
4) The memory overhead of QuickIM is independent of how influence probabilities are assigned. However, the memory overheads of the other algorithms increase significantly from WC to TR and from TR to UN. The reasons are as follows: First, the space complexity of QuickIM is totally independent of influence probabilities. Second, for the simulation-based algorithms and the reverse sampling algorithms, when influence probabilities become larger, each sample generally contains more vertices and edges, so more memory is used to store samples. Robustness. In this experiment, we further examine the robustness of the IM algorithms against influence probabilities. Let k = 100. We vary the parameter pt in the TR model and the parameter pu in the UN model from 0.01 to 0.2. The execution time of the IM algorithms with respect to pt and pu is illustrated in Fig. 4 and Fig. 5 , respectively. We find that the execution time of QuickIM is independent of pt and pu. However, the execution time of all the samplingbased algorithms PrunedMC, D-SSA, SKIS and Coarsen grows exponentially as pt or pu gets larger. The reasons have been clarified earlier. The execution time of EasyIM is also independent of pt and pu. However, it runs much slower than QuickIM. In addition, we examine the memory overhead of QuickIM with respect to influence probabilities. The experimental results show that the memory overhead of QuickIM is also independent of pT and pU . Due to space limits, we put these experimental results in Appendix C of the full paper [34] .
CONCLUSIONS
None of the existing IM algorithms satisfy all the desirable properties of a practically applicable IM algorithm, namely high time efficiency, good result quality, low memory footprint, and high robustness. QuickIM is the first versatile IM algorithm that satisfies all these properties at the same time. The superiority of QuickIM results from the score estimation IM paradigm, the walk-based influence score function, the efficient and accurate score estimation method, and the incremental score updating method. 
PROOF. For each edge e = (u, v) ∈ E(G), there exist α g L (e) distinct edges e 1 , e 2 , . . . , e α g L (e) from the vertex u to the vertex v in the possible world g L . If α g L (e) < L, the edge e α g L (e)+1 must not exist. Therefore, if α g L (e) < L, the existing probability of the α g L (e) distinct edges from u to v is PG(e) α g L (e) (1 − PG(e)). If α g L (e) = L, the existing probability is PG(e) α g L (e) . Since the edges in G are independent, the existing probability of g L is
The lemma thus holds.
A.2 Proof of Lemma 2
PROOF. Let g L be a possible world of G L in which W is embedded. For each edge (u, v) in W , there must exist at least αW (u, v) edges from the vertex u to the vertex v in g L . For i ≥ 1, the existence of the edge (u, v) i+1 depends on the existence of the edge (u, v)
i . Thus, all of the edges (u, v)
must exist in g L . The probability is therefore PG(u, v) α W (u,v) . Since the edges in G are independent, we have Eq. (4). Thus, the lemma holds.
A.3 Proof of Lemma 3
LEMMA 3. For several walks W1, W2, . . . , Wt in the graph G,
PROOF. Let g L be a possible world of G L in which all of the walks W1, W2, . . . , Wt are embedded. For each edge (u, v) in any of W1, W2, . . . , Wt, there must exist max 1≤j≤t αW j (u, v) edges from the vertex u to the vertex v in g L . Similar to the proof of Lemma 2, for i ≥ 1, the existence of the edge (u, v) i+1 depends on the existence of the edge (u, v) i . Thus, all of the
The probability is therefore PG(u, v) max 1≤j≤t (α W j (u,v)) . Since the edges in G are independent, we have Eq. (5). Thus, the lemma holds.
A.4 Proof of Lemma 4
LEMMA 4.
Wi) + . . .
PROOF. For each possible world g ∈ G and a possible world g L ∈ G L , we say g is embedded in g L if it satisfies: 1) α g L (e) ≥ 1 for each edge e ∈ E(g); and 2) α g L (e) = 0 for each edge e ∈ E(G) − E(g). Let Ω(g) denote the set of all possible worlds g L in which g is embedded. Obviously, if E(g) = E(g ′ ), we must have Ω(g) ∩ Ω(g ′ ) = ∅. Meanwhile, for each possible world g, we easily have
Therefore, for all possible worlds g ∈ G, Ω(g) forms a division of the set of all possible worlds G L . Notice that, we have
For each possible world g ∈ G, if u can reach v on g, there must exist a path from u to v on g. At this time, for any possible world g L ∈ Ω(g), it must embed at least one walk from u to v. On the other hand, for a possible world g L ∈ Ω(g ′ ), if it does not embed any walk from u to v, u cannot reach v on g ′ . Thus, we have
By the inclusion-exclusion principle, we can further expand the probability Pr(
Wi) as Eq. (6). Thus, the lemma holds.
A.5 Proof of Lemma 5
L denote the set of all possible worlds g L in which there exist i walks from u to v. We
Pr(g L ). For any i = j, we have Υi ∩ Υj = ∅. For any possible world g L that embeds at least one walk from u to v, there must exist i ′ ∈ N such that g L ∈ Υ i ′ . Thus, Υ1, Υ2, . . . , Υ huv is a division of all possible worlds that embeds walks from u to v. By Lemma 4, we have
For WG(u, v), we have For each possible world g L , if there exists t walks on g L from u to v, the probability Pr(g L ) will be counted t times in WG(u, v) Therefore, we easily have
Thus, the lemma holds.
A.6 Proof of Lemma 6 PROOF. Since the vertex w have no out-edge in both G1 and G2, there exist no path and walk from a vertex u to other vertex v via w. Therefore, for each vertex u ∈ V (G) and u = w, we have IG 1 (u, v) = IG 2 (u, v) and WG 1 (u, v) = WG 2 (u, v) for each vertex v = w. On the graph G1, since w has no in-edge, we have IG 1 (u, w) = 0 and WG 1 (u, w) = 0 for each vertex u = w. 2: obtain the matrix M 11:
12:
13: compute c 
and O(L 2 n+Lm), respectively.
ScoreUpd-Basic stores ∆F (t) i
and A (t) j [u, w (t) ] for 1 ≤ j ≤ L. Thus, the expected space complexity of ScoreUpd-Basic is O(∆ L ). In the worst-case, A (t) j [u, w (t) ] has n elements for each 1 ≤ j ≤ L, so the worst-case space complexity of ScoreUpdBasic is O(Ln).
When we apply ScoreUpd-Basic in all of the k iterations. The total expected and the total wort-case time costs are indeed (k(L 2 n+ ∆ L )) and O(k(L 2 n + Lm)), respectively. Meanwhile, the expected space complexity is still O(∆ L ) since we do not need to reserve any data in the main memory after the procedure.
C. ADDITIONAL EXPERIMENTS
We present some additional experimental results in this section. Execution Time v.s. Parameter L. The execution time of QuickIM w.r.t. parameter L is shown in Fig. 6 . We have the following observations: 1) The execution time of QuickIM grows significantly as L becomes larger. This is because the time complexity of QuickIM is O(Lm + kLn + kL 2 n ′ + k∆ L ). The item k∆ L grows exponentially to L, so the time cost grows fast. 2) In different probability assigning models, the execution time of QuickIM is very close. The reasons have been explained clearly in Section 7.2. Once again, this verifies the robustness of QuickIM in terms of time efficiency. Memory Overhead v.s. Parameter L. The memory overhead of QuickIM with respect to parameter L is shown in Fig. 7 . We have the following observations: 1) The memory overhead of QuickIM also grows significantly as L gets larger. This is because the space complexity of QuickIM is O(Ln + k∆ L ). The item k∆ L grows exponentially to L, so the space cost also grows fast. 2) In different probability assigning models, the memory overhead of QuickIM is very close. The reasons have been explained clearly in Section 7.2. Once again, this verifies the robustness of QuickIM in terms of memory efficiency.
Notice that, although the time and the space costs grow significantly with respect to L, L = 3 is sufficient to produce high quality results as we verified in Section 7.2. Memory Overhead in Robustness Evaluation. In this experiment, we further examine the robustness of the IM algorithms against influence probabilities. Let k = 100. We vary the parameter pt in the TR model and the parameter pu in the UN model from 0.01 to 0.2. The memory overheads of the IM algorithms with respect to pt and pu are illustrated in Fig. 8 and Fig. 9 , respectively. We find that the memory overhead of QuickIM is independent of pt and pu. However, the memory overheads of all the sampling-based algorithms PrunedMC, D-SSA, SKIS and Coarsen grow exponentially as pt or pu gets larger. The reasons have been clarified clearly in Section 7.2. The memory overhead of EasyIM is also independent of pt and pu.
