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Abstract. Wasserstein barycenters correspond to optimal solutions of transportation problems
for several marginals, which arise in a wide range of fields. In many applications, data is given
as a set of probability measures with finite support. The discrete barycenters in this setting
exhibit favorable properties: All barycenters have finite support, and there always is one with a
provably sparse support. Further, each barycenter allows a non-mass splitting optimal transport
to each of the marginals.
It is open whether the computation of a discrete barycenter is possible in polynomial time.
The best known exact algorithms are based on linear programming, but the sizes of these
programs scale exponentially. In this paper, we prove that there is a strongly polynomial, tight
2-approximation, based on restricting the possible support of an approximate barycenter to the
union of supports of the measures. The resulting measure is sparse, but an optimal transport will
generally split mass. We then exhibit a strongly polynomial algorithm to improve this measure
to another one, for which there exists a non-mass splitting transport of lower cost. Finally, we
present an iterative scheme that alternates between these two algorithms. It terminates with
a 2-approximation that has a sparse support and an associated non-mass splitting optimal
transport. We conclude with some practical computations.
Keywords: discrete barycenter, optimal transport, multiple marginals, 2-approximation,
linear programming
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1 Introduction
Transportation problems for several marginals arise in applications ranging from finance and
economics [3,19,29,28] over physics [10,14] to economics [11,13], statistics [6,7,25], and data
analytics [17,18]. The so-called Wasserstein barycenters correspond to optimal solutions to
these problems, and have seen much recent attention; see Section 1.1 for the literature on
some state-of-the-art algorithms. Barycenters are intimately connected to Fre´chet means in
Euclidean space [27,33,34,38], which is one of the origins of this field of research and the
reason why statistical and probability notation is commonly used.
Given probability measures P1, . . . , PN on Rd and a weight vector λ = (λ1, . . . , λN ) ∈ RN>0
with
∑N
i=1 λi = 1, a (λ-weighted) Wasserstein barycenter is a probability measure P¯ on Rd
which satisfies
φ(P¯ ) :=
N∑
i=1
λiW2(P¯ , Pi)
2 = inf
P∈P2(Rd)
N∑
i=1
λiW2(P, Pi)
2, (1)
where W2 is the quadratic Wasserstein distance and P2(Rd) is the set of all probability
measures on Rd (with finite second moments). We recommend the monographs [35,36] for
a review of the Wasserstein distance and optimal transport problems, as well as for an
overview of the literature on optimal transport up to 2009. For the more recent literature,
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we recommend a search for citations of the seminal paper [1], in which the authors establish
existence, uniqueness, and an optimal transport characterization of P¯ when P1, . . . , PN are
continuous and have sufficient regularity.
1.1 Exact algorithms and heuristics
Exact barycenter computations are intractable outside of some special cases, in particular be-
cause an evaluation of the Wasserstein distance itself is already challenging. Because of this,
the literature provides several types of simplifications that facilitate practical computations.
The first of these is a discretization of the underlying space:
In many applications, data is given as a set of discrete probability measures P1, . . . , PN
having finite, discrete support in Rd. A discrete Wasserstein barycenter is a probability
measure P¯ which satisfies Eq. (1) for such measures. In [2], some theoretical results were
developed for these discrete barycenters. They mirror the continuous case, established in [1],
with a few exceptions. First, unlike in the continuous case, there may exist several discrete
barycenters for the same set of measures. All of them have discrete support and there always
is a discrete barycenter with provably sparse support. Analogously to the continuous case,
there always exists a non-mass splitting optimal transport from a discrete barycenter to each
discrete marginal. We would like to note that these results were proven for uniform λi in [2],
but are readily transferred to the case of a general fixed λ; see [26].
It is open whether the computation of a discrete barycenter in general dimension can be
done in polynomial time. Large-scale practical computations are possible through various
heuristics. Most of these algorithms are based on simplifications to the Wasserstein distance
to obtain an easier objective function. For example, a non-smooth optimization algorithm
based on quasi-Newton steps and the fast computation of super-gradients finds results that
are close to an exact barycenter in practice [12]. One of the most powerful heuristic tools
are smoothing or entropic regularization techniques: They can be used to make the objective
function convex; the approach in [15] has been particulary influential and successful. It is
used in a fast and well-behaved implementation of a gradient descent algorithm that uses
information from both smoothed primal and dual optimal transport formulations [16]. Reg-
ularization promotes dense solutions, which is in stark contrast to the sparse exact barycen-
ters, but it allows the tackling of impressive problem sizes. The use of so-called convolutional
Wasserstein distances for data on a grid allows computations for particularly large problems
[30].
Regularization also makes it possible to break up a barycenter problem into smaller,
tractable tasks, such as iterative Bregman projections [4] that provide a uniform framework
for several variational problems in optimal transport. The so-called Radon barycenters and
Sliced barycenters [8,29] are restricted to special instances (Radon barycenters require an
evenly weighted λ, Sliced barycenters work only for data in a grid), but provide favorable
practical performance in low dimension. The idea is to use a Radon transform to obtain
1-dimensional projections of the support points to lines sampled randomly, from which an
expectation of the Wasserstein distance can be devised.
1.2 Contributions
The methods in this paper are qualitatively different. It is well-known that linear program-
ming can be used to approximate or solve optimal transport problems [31,37]. Most impor-
tantly, exact discrete barycenters can be computed by linear programming [2,9,12]. However,
these programs scale exponentially in the number of measures N (see Section 2). This gives
an incentive to study the possibility of trading a small, provable approximation error for a
significant reduction in computational effort. In this paper, we discuss such an approach.
We present a linear programming-based 2-approximation algorithm for the problem and
prove that it runs in strongly polynomial time. This is in strong contrast to the heuristics
in the literature that do not give provable approximation guarantees. The approximation
algorithm is based on a restriction of the possible support to the union of supports of the
measures. The corresponding measure has sparse support, but an optimal transport to each
discrete marginal generally does split mass. We then present a local improvement step to
another measure for which there exists a non-mass splitting transport of lower cost, and
prove that this computation also runs in strongly polynomial time.
Finally, we use these two efficient algorithms as the building blocks of an iterative al-
gorithm where we alternate between them. We prove that this algorithm terminates with
a 2-approximation with both sparse support and an associated non-mass splitting optimal
transport at the same time. The 2-bound remains tight. The theoretical running time of this
third algorithm remains open. In contrast, in practical computations we observe a low num-
ber of iterations (often just three or four) before termination, and an actual approximation
error that is vastly lower than 2. This behavior is reminiscent of the well-known k-means
algorithm [22,24].
In Section 2, we introduce some notation and recall previous related work. In Section 3,
we formally explain our main contributions. In Section 4, we present the necessary proofs.
We conclude with some practical computations in Section 5.
2 Related Work
We begin by recalling some terminology on discrete barycenters, following [2] and [26]. We are
given a set of discrete probability measures P1, . . . , PN , i.e., they have finite, discrete support
in Rd and their total mass sums up to 1. For a simple wording, we call them measures in
this paper, or discrete measures to stress the finite support. A set of support points with
associated total mass less than 1 will be called a partial measure.
We denote the support of Pi as supp(Pi) and its size as |Pi| = |supp(Pi)|. Further, we
are given a weight vector λ = (λ1, . . . , λN ) ∈ RN>0 with
N∑
i=1
λi = 1. The general definition of
a Wasserstein barycenter refers to a measure P¯ on Rd which satisfies Eq. (1), i.e.,
φ(P¯ ) =
N∑
i=1
λiW2(P¯ , Pi)
2 = inf
P∈P2(Rd)
N∑
i=1
λiW2(P, Pi)
2.
For the discrete measures P1, . . . , PN , it is not hard to see that all optimizers of Eq. (1) must
be supported in the finite set S ⊂ Rd, where
S :=
{
N∑
i=1
λixi : xi ∈ supp(Pi)
}
(2)
is the set of all possible weighted centroids for a combination of support points with one
from each measure Pi. Note that S does not have to overlap with any of the support sets
supp(Pi).
Letting P2S (Rd) := {P ∈ P2(Rd)| supp(P ) ⊆ S}, the infinite-dimensional problem can be
solved by replacing the requirement P ∈ P2(Rd) in Eq. (1) with P ∈ P2S (Rd) to obtain
φ(P¯ ) = inf
P∈P2S (Rd)
N∑
i=1
λiW2(P, Pi)
2. (3)
This yields a finite-dimensional minimization problem, which can be solved by linear
programming as follows [2,9,12]:
Let P1, . . . , PN be a set of discrete measures and let supp(Pi) = {xik
∣∣k = 1, ..., |Pi|}.
Further, let P0 be another discrete measure and let supp(P0) = {xj
∣∣j = 1, ..., |P0|}. Finally,
let dik be the mass of the point xik in Pi and dj be the mass of the point xj in P0. Then, we
can find the value of φ(P0) =
∑N
i=1 λiW2(P0, Pi)
2, i.e., the cost of an optimal transport, by
solving the following linear program:
min
y
N∑
i=1
λi
|P0|∑
j=1
|Pi|∑
k=1
‖xj − xik‖2yijk
|Pi|∑
k=1
yijk = dj , ∀i = 1, . . . , N, ∀j = 1, . . . , |P0|,
|P0|∑
j=1
yijk = dik, ∀i = 1, . . . , N, ∀k = 1, . . . , |Pi|, (4)
yijk ≥ 0, ∀i = 1, . . . , N, ∀j = 1, . . . , |P0|, ∀k = 1, . . . , |Pi|.
Note that we not only find an optimal objective function value φ(P0), but an (optimal)
transport y = (yijk)i=1,...,N,j=1,...,|P0|,k=1,...,|Pi| between P0 and the P1, . . . , PN .
Next, the mass becomes part of the optimization. Instead of just searching for an op-
timal transport from a fixed measure P0, we use a set S0 of possible support points with
associated variables that indicate the mass that is put on them. By introducing variables
z = (zj)j=1,...,|S0| for the points in a given set S0 = {xj
∣∣j = 1, ..., |S0|} to denote the pos-
sible mass at xj ∈ S0, we obtain a linear program that both finds an optimal measure P0
supported on S0, as well as the corresponding optimal transport to get an optimal value for
φ(P0) =
∑N
i=1 λiW2(P0, Pi)
2:
min
y,z
N∑
i=1
λi
|S0|∑
j=1
|Pi|∑
k=1
‖xj − xik‖2yijk
|Pi|∑
k=1
yijk = zj , ∀i = 1, . . . , N, ∀j = 1, . . . , |S0|,
|S0|∑
j=1
yijk = dik, ∀i = 1, . . . , N, ∀k = 1, . . . , |Pi|,
yijk ≥ 0, ∀i = 1, . . . , N, ∀j = 1, . . . , |S0|, ∀k = 1, . . . , |Pi| (5)
Note that the variables zj have to satisfy zj ≥ 0 and
∑|S0|
j=1 zj = 1 to correspond to a mea-
sure. But this is a direct consequence of satisfaction of the other constraints and
∑|Pi|
i=1 dik = 1
for all i ≤ N , as the Pi are measures themselves. Thus, the above program computes a mea-
sure represented by z and a corresponding optimal transport y. When choosing S0 = S, the
returned (z, y) represents a discrete barycenter by z and a corresponding optimal transport
by y. For S0 6= S, we call the measure represented by the returned z an S0-barycenter, an
approximation of the barycenter in S0, or when the context is clear simply an approximate
barycenter.
Let us consider the size of program (5). It consists of |S0|+ |S0| ·
∑N
i=1 |Pi| variables and
N ·|S0|+
∑N
i=1 |Pi| equality constraints. For the computation of a barycenter, we have S0 = S.
In this case, we get a worst-case bound of |S0| =
∏N
i=1 |Pi|. Let now |Pmax| = maxi=1,...,N |Pi|.
If all measures have the same number of support points, we get
∑N
i=1 |Pi| = N · |Pmax| and∏N
i=1 |Pi| = |Pmax|N . So we have a linear program of up to |Pmax|N + |Pmax|N · N · |Pmax|
variables and N · |Pmax|N +N · |Pmax| equality constraints.
A more refined analysis reveals that some of the variables and constraints can be redun-
dant. For example, if the different measures overlap in some of their support points, then
|S0| and consequently the size of the linear program becomes smaller. The example in [2] was
computable on a standard laptop, because all measures had the same small support, which
had a dramatic effect in reducing |S0|. In general, however, we cannot rule out a scaling of
the size of the linear program for S0 = S that is exponential in N even if |Pmax| is fixed, and
a polynomial scaling in |Pmax| even if N is fixed. This highlights the potential benefit from
performing an approximate computation where one reduces the size of |S0|.
The feasible regions of linear programs (4) and (5) are bounded, and thus standard
arguments of linear programming show that there is always an optimal vertex. In a vertex,
an inclusion-maximal set of variables is set to 0. By a careful analysis of which of the variables
zj , yijk are equal to 0 in a vertex, it is possible to show a first favorable property: In contrast
to the large number |S| of possible support points, which can be up to∏Ni=1 |Pi|, there always
is a barycenter that assigns nonzero mass to less than
∑N
i=1 |Pi| of these points [2]. More
precisely
Proposition 1. Let P1, . . . , PN be discrete measures. Then for any weights λ ∈ Rn>0, there
exists a barycenter P¯ of these measures such that
|P¯ | ≤
N∑
i=1
|Pi| −N + 1. (6)
We call a measure P¯ that satisfies |P¯ | ≤ ∑Ni=1 |Pi| −N + 1 sparse. Using this wording,
Proposition 1 states that there always exists a sparse barycenter. A proof (see Theorem 2
in [2], Theorem 19 in [26]) is based on the existence of an optimal vertex of the polyhedron
for linear program (5). The argument also works if a support set S0 6= S is used. The
linear program (5) then optimizes the objective function in Eq. (1) over the set P2S0(Rd) of
all measures P with support in S0. For these different support sets, we have the following
generalization of Proposition 1.
Corollary 1. Let P1, . . . , PN be discrete measures in Rd, let S0 = {xj : j = 1, . . . , |S0|} ⊂
Rd, and let P2S0(Rd) be the set of all measures P with support in S0. Then for any weights
λ ∈ Rn>0, there exists an approximate barycenter P¯0 in S0 such that
|P¯0| ≤
N∑
i=1
|Pi| −N + 1. (7)
Further, for any barycenter P¯ it is possible to show the existence of a non-mass splitting
optimal transport from P¯ to the P1, . . . , PN ; see Theorem 1 in [2], Theorem 18 in [26]. This
means that for all xj ∈ supp(P¯ ) with mass dj and for each i ∈ {1, . . . , N}, there is exactly
one k with yijk = dj for the corresponding variables in linear program (4), while yijk′ = 0
for all k′ 6= k. So each support point of a barycenter only transports mass to exactly one
support point in each measure. In this case, we say that a support point does not split mass
or that a support point is non-mass splitting.
In fact, any optimal transport for a discrete barycenter P¯ is non-mass splitting. While
this has not been stated explicitly in [2], it is not hard to prove: Recall that the (weighted)
centroid c of a set of points is the unique minimizer of a functional that measures the
(weighted) summed-up squared Euclidean distances of a single point to all points in the set.
This can be seen by
N∑
i=1
λi‖(s+ c)− xi‖2 = (s+ c)T (s+ c)− 2(s+ c)T c+
N∑
i=1
λix
T
i xi =
(sT s+ 2sT c+ cT c)− 2sT c− 2cT c+
N∑
i=1
λix
T
i xi = s
T s− cT c+
N∑
i=1
λix
T
i xi,
which is minimal for sT s = 0, so s = 0. If there was a barycenter support point splitting
mass, it could be split into two (or more) centroids of support points in the measures of the
same total mass, and the cost of transport would be strictly lower.
The existence of a non-mass splitting (optimal) transport is crucial in many applications,
such as the design of deformable templates [7,20,33]. For example, in metal shaping, sheets
of metal have to be pressed into a collection of different shapes. Each of these shapes is
modeled as a measure. A ‘mean deformation’ (barycenter) is a best shape for the initial sheet
of metal with respect to the energy required to mold (transport) it into all required shapes.
Only because of the existence of a non-mass splitting transport, the mean deformation can
indeed be transformed into each shape through only bending and stretching. See [7] for more
details on these applications.
We formally state the existence of a non-mass splitting optimal transport.
Proposition 2. Let P1, . . . , PN be discrete measures, and let P¯ be a barycenter for these
measures. Then there is a non-mass splitting optimal transport from P¯ to P1, . . . , PN .
3 Main Results
In this paper, we present an approximation algorithm for the barycenter problem where we
reduce the size of S0. This is motivated by the unfavorable scaling of linear program (5) with
respect to |S0|; see the discussion in Section 2. We here outline our main results, Section 4
provides the necessary proofs and some examples and Section 5 some practical computations.
3.1 A strongly polynomial 2-approximation
Recall that the set of possible support points of a discrete barycenter is
S :=
{
N∑
i=1
λixi : xi ∈ supp(Pi)
}
, (8)
which may consist of up to
N∏
i=1
|Pi| points. This is a much larger number than the size of the
union of supports of the measures
Sorg :=
N⋃
i=1
supp(Pi), (9)
which satisfies |Sorg| ≤
N∑
i=1
|Pi| with equality if and only if the supports are disjoint.
Although the maximal size of Sorg only barely exceeds the bound in Proposition 1, we
can bound the approximation error from searching for an approximate barycenter in Sorg,
i.e., setting S0 = Sorg in program (5), by a factor of two, and this bound is tight.
Theorem 1. Let P¯ be a barycenter and let P¯org be an approximate barycenter in Sorg. Then
φ(P¯org) ≤ 2 · φ(P¯ )
and this bound can become tight, i.e., there is a set of measures P1, . . . , PN and a set of
weights λ1, . . . , λN for which φ(P¯org) = 2 · φ(P¯ ).
We formally denote the choice of Sorg in program (5), as performed for Theorem 1, as
Algorithm 1.
Algorithm 1 A sparse 2-approximate barycenter in the original support
Input
– Measures P1, . . . , PN ⊂ Rd
– λ1, . . . , λN > 0 with
∑N
i=1 λi = 1
Algorithm
Compute an approximate barycenter P¯org in Sorg by finding an optimal vertex (z, y)
of
min φ(P¯org) :=
N∑
i=1
λi
|Sorg|∑
j=1
|Pi|∑
k=1
‖xj − xik‖2yijk
|Pi|∑
k=1
yijk = zj , ∀i = 1, . . . , N, ∀j = 1, . . . , |Sorg|,
|Sorg|∑
j=1
yijk = dik, ∀i = 1, . . . , N, ∀k = 1, . . . , |Pi|,
yijk ≥ 0, ∀i = 1, . . . , N, ∀j = 1, . . . , |Sorg|, ∀k = 1, . . . , |Pi|
and return z to represent P¯org and the corresponding optimal transport y.
Let us highlight the difference between the support for an exact barycenter and for this
approximation using Figure 1: The first two rows show four handwritten digits scanned into
a 16 × 16 grid. (See [21] for some information on this data set.) These are the measures
P1, . . . , P4. The varying shades of grey indicate different masses at the support points of the
grid (the darker, the larger the mass). The masses for each measure add up to 1. The bottom
row depicts an exact barycenter and a 2-approximation in the original 16 × 16 grid (for all
λi =
1
4). The support grid for the exact barycenter is four times finer, a (4·16−3)×(4·16−3) =
61× 61 grid.
Note that we stated Algorithm 1 to compute an optimal vertex of the feasible region.
This guarantees that the sparsity condition stated in Corollary 1 is satisfied, so the returned
measure is not only an approximate barycenter in Sorg, but also sparse. However, there are
examples where any corresponding optimal transport splits mass, in contrast to Proposition
2; we exhibit such an example in Section 4.1.
Summing up, the differences of Algorithm 1 and a solution of program (5) are the use of
support Sorg and the search for an optimal vertex. For a convenient wording, we will say that
Algorithm 1 is used with a given support S0 as input when we require an optimal vertex,
and not just any optimal solution, of program (5). We close our discussion of the algorithm
by identifying its favorable running time.
Theorem 2. For all rational input, a 2-approximate barycenter can be computed in strongly
polynomial time.
A proof is based on exhibiting that the numbers of the linear program can be computed in
strongly polynomial time and are of strongly polynomial size. Strongly polynomial solvability
of this program then follows from the constraint matrix only having entries in {−1, 0, 1}; the
form of numbers in the objective function and right-hand sides does not matter [32].
3.2 Recovery of Non-Mass Split
Next, we design an algorithm that begins with a (sparse) 2-approximate barycenter computed
by Algorithm 1. The algorithm improves it to another measure, for which there exists a non-
mass splitting transport of lower cost, i.e., the approximation error can only become better.
Algorithm 2 sums up the approach in pseudocode. In this section, we provide an informal
description of the algorithm; more technical details are given in the proof of Theorem 3.
The algorithm greedily breaks up each support point (that splits mass) of the approxi-
mate barycenter into several non-mass splitting support points (Step 3). In the end, all of the
non-mass splitting support points are combined to a new measure (Step 4). The preprocess-
ing performed in Step 2 guarantees that the non-mass split property for each support point
in Step 3 transfers to the existence of a non-mass splitting transport for the new measure
constructed in Step 4. Figure 2 shows a run of the algorithm, which is discussed in more
detail as Example 1 at the end of the section.
In Step 1, the approximate barycenter P¯org is broken up into disjoint parts; each part
corresponds to a support point sl = xtl in the approximate barycenter. By construction,
each P li consists of those support points in Pi to which sl transports mass. The mass of a
support point in P li equals the mass it receives as transport from sl. In the end, we give new
indices to the support points in P li and their masses for a simpler notation, so we do not
have to refer to z or y in the subsequent steps.
Steps 2 and 3 both are based on the construction of so-called lexicographically maxi-
mal vectors. We call a vector a = (a1, . . . , an) lexicographically larger than a vector b =
(b1, . . . , bn) if there is an index j ≤ n such that
∑j
i=1 ai >
∑j
i=1 bi, while
∑l
i=1 ai ≥
∑l
i=1 bi
for all l < j. For example, the vector a = (2, 2, 0, 1) is lexicographically larger than b =
(1.1) Measure P1 (1.2) Measure P2
(1.3) Measure P3 (1.4) Measure P4
(1.5) Barycenter P¯ (1.6) Approximate Barycenter P¯org
Fig. 1: Four measures P1, . . . , P4 supported on a 16 × 16 grid in the first two rows. The
bottom row shows a barycenter P¯ and an approximate barycenter P¯org. While the support
of P¯org lies in the original 16× 16 grid, the support for P¯ lies in a four times finer grid.
(2, 1, 5, 10). Lexicographic maximality with respect to a set states that there is no lexico-
graphically larger vector in the set. Note that the term gives rise to a total ordering.
The intuition for the construction of lexicographically maximal vectors is to resolve ties.
This is necessary in two different settings: in Step 2, as much mass as possible is greedily
shifted to support points of lower indices; in Step 3, a lexicographically decreasing sequence
of weighted centroids is created from each support point. Together, these two steps make sure
that all the weighted centroids that are merged to form P¯ ′ in Step 4 are distinct and only
transport to a single support point in each measure, impliying the existence of a non-mass
splitting transport.
Step 2 iteratively transforms (d1, . . . , dr) to be lexicographically larger and larger, while
retaining an approximate barycenter supported in supp(P¯org) (that is, the cost of an opti-
mal transport does not increase). It does so via a greedy scheme, where as much mass as
possible is moved to support points in supp(P¯org) with the lowest indices, until this is not
possible anymore. We call a (d1, . . . , dr) that is not altered by Step 2 greedily lexicograph-
ically maximal. Note that such a vector need not be lexicographically maximal among all
approximate barycenters with the same support. The result of a run of Step 2 always is
greedily lexicographically maximal; this is enough for our purposes.
The two loops for l and j establish an order for checking whether mass can be moved from
sl to sj , while keeping optimality over supp(P¯org). The indices qi = arg maxq≤|P li |(sj−sl)
Txliq
selected in a) identify support points in the P li that lie the furthest in direction of sj − sl.
Their weighted centroid c is a maximizer of ‖c− sl‖2−‖c− sj‖2. This difference is bounded
above by 0 because of optimality of P¯org. However, if ‖c− sl‖2 = ‖c− sj‖2, which is checked
in b), then mass can be shifted from sl to sj to make (d1, . . . , dr) lexicographically larger,
while keeping optimality. The remainder of b) is a technical description of this shift of mass.
In Step 3, we perform a (greedy) routine to spread out the mass of each sl to several
support points. We do so by picking a set of lexicographically maximal support points xliqi
in each P li (i.e., we pick an x
l
iqi
with a largest first coordinate, and among those one with
a largest second coordinate, and so on). Then we move mass dmin to the weighted centroid
c =
∑N
i=1 λix
l
iqi
, where dmin is the minimal mass among the d
l
qi . Such a centroid, viewed
as a partial measure with one support point, trivially has a non-mass splitting transport to
the support points it was constructed from. We repeat this scheme until all of the mass of a
support point has been spread out, then continue with the next support point.
Finally, in Step 4 we combine the partial measures from Step 3 to a new measure. It is
at least as good an approximation of an exact barycenter as P¯org. This is because in Step 3,
for any chosen set of support points xliqi we put the corresponding mass on their weighted
centroid, which is a best-possible choice (and certainly at least as good as transport from
sl).
We sum up the favorable properties of the algorithm in Theorem 3. In addition to the
existence of a non-mass splitting transport, and keeping a 2-approximation error, we are
able to bound the size of the support by the square of the bound in Proposition 1. We do
not prove that the returned measure is an approximate barycenter (which implies optimality
over the given support by definition). The associated non-mass splitting transport is trivial
to construct, but we do not prove that this transport is optimal. Due to this, we have to be
careful in the wording of the following statements (Theorems 3 and 4). A detailed proof is
given in Section 4.2.
Algorithm 2 Recovery of non-mass split
Input
– Measures P1, . . . , PN ⊂ Rd
– (sparse) 2-approximate barycenter P¯org and an optimal transport (z, y) (from Alg. 1)
– λ1, . . . , λN > 0 with
∑N
i=1 λi = 1
Algorithm
1. (Break up P¯org into parts for each support point)
Let supp(P¯org) = {s1, . . . , sr} = {xt1 , . . . , xtr} with corresponding masses d1 = zt1 , . . . , dr = ztr .
For each l ≤ r and i ≤ N , construct P li (a set of support points with masses) by the rule:
yitlk > 0 ⇒ add xik to supp(P li ) with mass yitlk
Now assign indices for the P li to obtain a notation P
l
i = {xli1, . . . , xli|P li |} with corresponding masses
dli1, . . . , d
l
i|P li |
for all l ≤ r and i ≤ N .
2. (Make (d1, . . . , dr) greedily lexicographically maximal)
For l = r descending to l = 1
For j = 1 ascending to j = l − 1
a) For each i ≤ N , identify an index qi = arg maxq≤|P li |(sj − sl)
Txliq. Then compute
the weighted centroid c =
∑N
i=1 λix
l
iqi from the corresponding support points.
b) If ‖c− sj‖2 = ‖c− sl‖2 then
Identify the minimal mass dmin = min
i≤N
dliqi among the x
l
iqi .
Set dl = dl − dmin and dliqi = dliqi − dmin for all i ≤ N .
For all i ≤ N , if dliqi = 0, remove xliqi from supp(P li ) and reindex P li and dli1, . . . , dli|P li |.
For all i ≤ N , add xliqi to supp(P ji ) if it is not in it yet. In this case, |P ji | increases
by one and we index the support point as xj
i|P ji |
(with dj
i|P ji |
= 0).
Let now pi be such that x
j
ipi
= xliqi for all i ≤ N .
Set dj = dj + dmin and d
j
ipi
= djipi + dmin for all i ≤ N .
If dl > 0, go back to a).
3. (Spread out each support point to a set of weighted centroids)
For l = 1 ascending to l = r
Create an empty partial measure P¯ l.
a) For each i ≤ N , identify the index qi for a lexicographically maximal support point
xliqi in P
l
i . Then compute the weighted centroid c =
∑N
i=1 λix
l
iqi .
b) Identify the minimal mass dmin = min
i≤N
dliqi among the x
l
iqi .
Set dl = dl − dmin and dliqi = dliqi − dmin for all i ≤ N .
For all i ≤ N , if dliqi = 0, remove xliqi from supp(P li ) and reindex P li and dli1, . . . , dli|P li |.
Add c to supp(P¯ l) with mass dmin.
If dl > 0, go back to a).
4. (Combine a new measure)
Combine the partial measures P¯ l to a measure P¯ ′ =
∑r
l=1 P¯
l. Return P¯ ′.
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(2.5) Mass shift to s1 (Step 2b) (2.6) Spread of s1 (Step 3)
(2.7) No spread of s2 (Step 3)
1
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(2.8) P¯ ′ (Step 4)
Fig. 2: Two measures P1, P2 in the top row and a run of Steps 2− 4 of Algorithm 2 for given
support points s1, s2 of mass d1 =
1
4 , d2 =
3
4 . Note s1, s2 /∈ Sorg, which may happen in later
iterations of Algorithm 3, where Algorithm 2 is used as a subroutine.
Theorem 3. Algorithm 2 returns a measure P¯ ′ supported on a subset of S with φ(P¯ ′) ≤
2 · φ(P¯ ) and there is a non-mass splitting transport realizing this bound. Further |P¯ ′| ≤
(
∑N
i=1 |Pi| −N + 1)2.
Let us discuss a small example for Steps 2− 4 of the algorithm.
Example 1. Consider the two measures P1, P2 depicted at the top of Figure 2 and let λ1 =
λ2 =
1
2 . The volume of the filled circles represents the corresponding mass. They receive their
mass transported from two fixed support points s1, s2 of mass d1 =
1
4 , d2 =
3
4 (second row,
left). Note that s1, s2 /∈ Sorg, which may happen in later iterations of Algorithm 3, where
Algorithm 2 is used as a subroutine. (For this example, this does not matter.)
The two center points, which receive their mass from s2, have a centroid c that is equally
far from s1 and s2 (second row, right). These two points would be selected in Step 2a) of
Algorithm 2 and their mass shifted from s2 to s1 in Step 2b). Then d1 =
3
4 , d2 =
1
4 (third
row, left).
In Step 3, the mass of s1 and s2 is spread out to a set of centroids that transport to just
a single support point in each measure. The result for s1 is depicted in the third row (left).
By lexicographically maximal choice of the points in the images, the central point of mass 12
is constructed first, followed by the left one of mass 14 . s2 is not changed, because it already
is the centroid of a set of single support points in each measure (fourth row, left).
These measures are combined to form P¯ ′ in Step 4 (fourth row, right) and the algorithm
stops. We actually found an exact barycenter, which is not the case in general. 
We close our discussion of Algorithm 2 by proving its strongly polynomial running time.
The quite technical proof is given in Section 4.2.
Theorem 4. For all rational input, a measure can be computed in strongly polynomial time
that is a 2-approximation of a barycenter and for which there is a non-mass splitting transport
realizing this bound.
3.3 An Iterative Local Improvement
Finally, we combine Algorithms 1 and 2 to an iterative scheme, which is denoted as Algorithm
3. The algorithm begins by computing an approximate barycenter in Sorg, as in Algorithm
1. Then Algorithm 2 is used to spread out its support points to not split mass anymore,
which also improves the approximation error. The result is a new measure P¯ ′. We set Sorg =
supp(P¯ ′) and repeat Algorithm 1 to find an optimal approximate barycenter over this support
(in other words, an optimal vertex of program (5) for the new support is found). Then its
support points are spread out again. This scheme is repeated until there is no improvement
anymore.
After a finite number of iterations, the algorithm terminates with a sparse approximate
barycenter supported in a subset of S, for which there exists a non-mass splitting optimal
transport. This is a provable approximation that possesses both favorable properties of an
exact barycenter.
Theorem 5. Algorithm 3 returns an approximate barycenter P¯ ′ supported on a subset of
S for which φ(P¯ ′) ≤ 2 · φ(P¯ ), where P¯ is a barycenter, and there is a non-mass splitting
optimal transport realizing this bound. Further |P¯ ′| ≤∑Ni=1 |Pi| −N + 1.
Algorithm 3 Iterative local improvement
Input
– Measures P1, . . . , PN ⊂ Rd
– λ1, . . . , λN > 0 with
∑N
i=1 λi = 1
Algorithm
1. Compute a (sparse) 2-approximate barycenter P¯org in Sorg (and an optimal transport)
using Algorithm 1.
2. Use P¯org (and its transport) as input for Algorithm 2 to find a measure P¯
′.
If P¯ ′ 6= P¯org, set Sorg = supp(P¯ ′) and go back to 1. Else return P¯ ′.
We prove Theorem 5 in Section 4.3 and then discuss the approximation error in prac-
tice. We further provide an example that shows that the 2-approximation error remains
tight. In Section 5 we conclude the paper by highlighting some observations about practical
computations.
4 Proofs
4.1 Proofs for 3.1
We begin by proving Theorem 1, and in doing so proving the correctness of Algorithm 1.
Theorem 1 Let P¯ be a barycenter and let P¯org be an approximate barycenter in Sorg. Then
φ(P¯org) ≤ 2 · φ(P¯ )
and this bound can become tight, i.e., there is a set of measures P1, . . . , PN and a set of
weights λ1, . . . , λN for which φ(P¯org) = 2 · φ(P¯ ).
Proof. We denote the mass of a support point c of a barycenter P¯ by dc. By Proposition 2,
there is an optimal transport such that c transports its mass to exactly one support point
xi in each Pi for all i ≤ N . Due to optimality of P¯ , c is the weighted centroid c =
∑N
i=1 λixi
of these points. Recall the discussion after Corollary 1.
Each support point c contributes dc ·
∑N
i=1 λi‖c− xi‖2 to the corresponding value φ(P¯ ).
Let s ∈ Sorg =
⋃N
i=1 supp(Pi) be such that ‖s− c‖2 is minimal and note that
N∑
i=1
λi‖s− xi‖2 = sT s− 2cT s+
N∑
i=1
λix
T
i xi = (s
T s− 2cT s+ cT c) +
+(cT c− 2cT c+
N∑
i=1
λix
T
i xi) =
N∑
i=1
λi(‖s− c‖2 + ‖c− xi‖2)
for any s. By choice of s and the fact that xi ∈ supp(Pi), we know ‖s− c‖2 ≤ ‖c− xi‖2 for
all i ≤ N , so we get
N∑
i=1
λi‖s− xi‖2 =
N∑
i=1
λi(‖s− c‖2 + ‖c− xi‖2) ≤ 2 ·
N∑
i=1
λi‖c− xi‖2.
Thus the transport from s, instead of from c itself, introduces an approximation error of
2, i.e., each such s contributes at most 2 · dc
∑N
i=1 λi‖c − xi‖2 to the corresponding value
φ(P¯org).
As this argument holds for all of the weighted centroids c ∈ supp(P¯ ) and corresponding
closest s ∈ Sorg, this shows the existence of a measure P¯org ∈ P2org(Rd) with approximation
error 2 with respect to φ.
It remains to prove that the bound can be tight. We do so by exhibiting a simple example.
Let P1, P2 be two measures with just a single support point x1 ∈ supp(P1), x2 ∈ supp(P2),
each of mass 1. Then P¯ consists of the single support point c = λ1x1 + λ2x2 of mass 1 and
thus
φ(P¯ ) = λ1 · ‖c− x1‖2 + λ2 · ‖c− x2‖2 = λ1 · ‖(λ1 − 1)x1 + λ2x2‖2 + λ2 · ‖λ1x1 + (λ2 − 1)x2‖2
= λ1 · ‖λ2(x2 − x1)‖2 + λ2 · ‖λ1(x1 − x2)‖2 = λ1λ2(λ2 + λ1)‖x2 − x1‖2 = λ1λ2‖x2 − x1‖2.
In contrast, the restriction of an approximate barycenter P¯org to possible support Sorg =
{x1, x2} would give φ(P¯org) = min{λ1, λ2} · ‖x2 − x1‖2. Note λ1 · λ2 ≥ 12 min{λ1, λ2}, with
equality if and only if λ1 = λ2 =
1
2 . In this case, φ(P¯org) = 2 · φ(P¯ ). 
It is easy to give examples where an exact barycenter is contained in Sorg. For example, let
P1, P2, P3 be evenly weighted measures with single support points x1, x2, and x3 =
1
2(x1+x2).
Then the single weighted centroid c satisfies c = x3 ∈ supp(P3) ⊂ Sorg. Another way to
construct such an example is to take arbitrary P1, . . . , PN , compute their barycenter P¯ , and
consider a new collection with PN+1 = P¯ . In these cases, one has φ(P¯org) = φ(P¯ ).
Further, the above 2-bound is only tight in special cases: Let s ∈ Sorg be such that
‖s − c‖2 is minimal for a given weighted centroid c /∈ Sorg transporting to x1, . . . , xN with
xi ∈ Pi. Then the approximation error 2 is not tight if ‖c− xi‖2 6= ‖c− xj‖2 for any i 6= j.
This is because then
N∑
i=1
λi‖s− xi‖2 =
N∑
i=1
λi(‖c− xi‖2 + ‖s− c‖2) < 2 ·
N∑
i=1
λi‖c− xi‖2,
as there has to be a j ≤ N with ‖c− xj‖2 > ‖s− c‖2.
While P¯org is guaranteed to have sparse support, here is an example for a split of mass
in the only optimal transport.
Example 2. We revisit the measures P1 and P2 used for Example 1. Consider Figure 3.
Measure P¯org ∈ P2org(Rd) (second row, left) is an optimal barycenter approximation in Sorg.
It consists of only two support points, while P1 and P2 have three support points. Thus,
there exists a support point that splits mass in any transport, including the only optimal
one (second row, right): The top support point of P¯org transports its mass
1
2 in two parts
1
4
to two support points of P1; the same happens in the bottom part with respect to P2. Such
a split of mass does not happen for an exact barycenter (third row). 
Next, we prove that the linear program to find P¯org can be solved in strongly polynomial
time.
Theorem 2 For all rational input, a 2-approximate barycenter can be computed in strongly
polynomial time.
Proof. Recall that linear programs are generally weakly polynomial-time solvable, i.e., the
number of arithmetic operations necessary to solve them depends polynomially on the num-
ber of variables and constraints and polynomially on the absolute values of numbers in the
input. However, it suffices to restrict this dependency to only the absolute value of numbers
in the constraint matrix; the numbers in the objective function or the right-hand side of the
constraints do not matter [32].
Note that the constraint matrix of program (5) for Sorg only consists of entries in
{−1, 0, 1}. For the claim of strongly polynomial solvability, it remains to prove that the
number of variables and constraints of the program is strongly polynomial in the size of the
input, and that the numbers that appear in the objective function and right-hand sides can
be computed from the original input in strongly polynomial time.
So let I be an instance of the problem and let |I| be the number of bits to represent
the input. Any representation of the input I has to satisfy |I| ≥∑Ni=1 |Pi| ≥ N . As |S0| =
|Sorg| ≤
∑N
i=1 |Pi| ≤ |I|, program (5) indeed has a strongly polynomial number of constraints
and variables.
The actual numbers that appear in the program are of types λi, dik, or ‖xj − xik‖2.
The numbers λi and dik appear directly in the input, and so do the vectors xj and xik. As
we use rational input, ‖xj − xik‖2 = (xj − xik)T (xj − xik) is a rational number derived by
the sum over products of pairs of coefficients in xj and xik. This implies that ‖xj − xik‖2
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Fig. 3: Two measures P1, P2 in the top row. An optimal approximate barycenter P¯org ∈
P2org(R2) and the corresponding mass splitting transport in the second row. The exact
barycenter and a corresponding non-mass splitting transport in the third row.
can be computed in strongly polynomial time (polynomial in log xj + log xik), as well as
represented with a number of bits that is strongly polynomial in the number of bits of the
original representation of xj , xik. 
4.2 Proofs for 3.2
We begin by proving Theorem 3.
Theorem 3 Algorithm 2 returns a measure P¯ ′ supported on a subset of S with φ(P¯ ′) ≤
2 · φ(P¯ ) and there is a non-mass splitting transport realizing this bound. Further |P¯ ′| ≤
(
∑N
i=1 |Pi| −N + 1)2.
Proof. First, note that the P li constructed in Step 1 satisfy supp(P
l
i ) ⊂ supp(Pi). Thus
supp(P¯ l) ⊂ S, and consequently supp(P¯ ′) ⊂ S. Further, P¯ ′ = ∑rl=1 P¯ l is a measure. This is
because
∑r
l=1 dl =
∑r
l=1 ztl = 1, Step 2 does not change this sum, and the total mass in P¯
l
equals dl by construction. So P¯
′ is a measure supported in S.
Second, we prove correctness of Step 2. We will show that a greedily lexicographically
maximal (d1, . . . , dr) is created while retaining an approximate barycenter in supp(Porg). In
particular, we have to show that the objective function value φ(P¯org) does not change during
the shift of mass. For a simple wording, let P¯lex be the measure corresponding to (d1, . . . , dr)
after Step 2. So we will prove φ(P¯org) = φ(P¯lex).
Let xliqi ∈ P li for i ≤ N and c =
∑N
i=1 λix
l
iqi
, as in Step 2a). Then ‖c− sl‖ ≤ ‖c− sj‖ for
all j 6= l. To see this, recall
N∑
i=1
λi‖s− xliqi‖2 =
N∑
i=1
λi(‖s− c‖2 + ‖c− xliqi‖2),
as demonstrated in the proof of Theorem 1. If ‖c− sl‖ > ‖c− sj‖, P¯org would not have been
optimal.
By qi = arg max
q≤|P li |
(sj − sl)Txliq in Step 2a), we pick the xliqi such that for their weighted
centroid c =
∑N
i=1 λix
l
iqi
the difference ‖c − sl‖2 − ‖c − sj‖2 ≤ 0 is maximized. Only if
‖c− sl‖2 = ‖c− sj‖2, mass is shifted from sl to sj . But this implies that the approximation
error does not change, because then
N∑
i=1
λi‖sj−xliqi‖2 =
N∑
i=1
λi(‖sj−c‖2+‖c−xliqi‖2) =
N∑
i=1
λi(‖sl−c‖2+‖c−xliqi‖2) =
N∑
i=1
λi‖sl−xliqi‖2.
Thus, the objective function value does not change during Step 2; we have φ(P¯org) = φ(P¯lex).
By definition of the running indices l and j, mass can only be moved from support points
of larger index l to support points of smaller index i. For each pair of l and j, we repeat
this shift of mass until there is no weighted centroid with ‖c − sl‖ = ‖c − sj‖ anymore.
Due to decreasing l in the outer loop and increasing j in the inner loop, (d1, . . . , dr) is
transformed to be greedily lexicographically maximal and the corresponding measure remains
an approximate barycenter.
Next, we prove correctness of Steps 3 and 4. We show that φ(P¯org) ≥ φ(P¯ ′). Further,
we show that for each partial measure P¯ l that is constructed there is a non-mass splitting
transport to the P li , and that they combine to a P¯
′ that allows for a non-mass splitting
transport that is at least as good as an optimal transport for P¯org. Finally, we show |P¯ ′| ≤
(
∑N
i=1 |Pi| −N + 1)2.
Recall that in Step 3, the mass at each sl is spread out to a set of weighted centroids
to obtain P¯ l. For xliqi ∈ P li for all i ≤ N and c =
∑N
i=1 λix
l
iqi
their weighted centroid, we
see
∑N
i=1 λi‖c− xliqi‖2 ≤
∑N
i=1 λi‖sl − xliqi‖2, independently of how the xliqi are picked from
P li . By construction of P¯
′ from the P¯ l (Step 4), this already implies φ(P¯ ′) ≤ φ(P¯org). The
algorithm started with a 2-approximation, and thus it is guaranteed to return a P¯ ′ with
φ(P¯ ′) ≤ 2 · φ(P¯ ).
The existence of a non-mass splitting transport from P¯ ′ to P1, . . . , PN , and the fact that
this transport realizes the above bound, is a consequence of two reasons. First, each P¯ l itself
allows for a non-mass splitting transport to the P li by lexicographically maximal choice of the
xliqi in Step 3a): Due to this choice, the first weighted centroid c that is constructed will be
lexicographically maximal among all (possible) weighted centroids that can be constructed
from any xliq in the P
l
i . Further, by reducing the mass at each used support point by dmin in
Step 3b), at least one of the dliqi becomes 0. The corresponding support point is removed from
P li (followed by some reindexing) and thus cannot be used for the construction of weighted
centroids in further iterations. Thus the second centroid constructed in the inner loop will
be lexicographically strictly smaller than the first one, and in particular distinct from it. The
same then holds for all subsequent ones.
Second, any two partial measures P¯ l1 , P¯ l2 from Step 3 satisfy supp(P¯ l1)∩ supp(P¯ l2) = ∅
for l1 6= l2, because of the earlier preprocessing in Step 2: Weighted centroids that would
be equally distant from both sl1 and sl2 cannot exist, because this would have caused a
shift of mass to the lower index in Step 2 to create a lexicographically larger (d1, . . . , dr).
Summing up, thus P¯ ′ consists of a set of distinct support points, for which it is trivial to
give a non-mass splitting transport to the Pi that is at least as good as an optimal transport
for P¯org (just send the full mass of each support point in P¯
′ to the support points in the Pi
(one in each Pi) that were used for its construction).
The removal of at least one support point from a P li in Step 3b) implies that there are at
most
∑N
i=1 |P li | −N + 1 runs of 3a) and 3b) to construct a P l: The ’go back to a)’ statement
is applied while dl > 0; this is the case while there still is a support point in a P
l
i with
mass on it. In the final run of Steps 3a) and 3b) for each P l, all the P li have precisely one
support point with the same mass left. This gives the claimed bound, and in particular
|P l| ≤∑Ni=1 |P li | −N + 1.
Due to |P li | ≤ |Pi| and |P¯org| ≤
∑N
i=1 |Pi| −N + 1, we obtain
|P¯ ′| =
|P¯org|∑
l=1
|P¯ l| ≤
|P¯org|∑
l=1
(
N∑
i=1
|P li | −N + 1) ≤
|P¯org|∑
l=1
(
N∑
i=1
|Pi| −N + 1) ≤ (
N∑
i=1
|Pi| −N + 1)2.
Thus P¯ ′ satisfies all the claimed properties. 
Next, we prove that Algorithm 2 runs in strongly polynomial time.
Theorem 4 For all rational input, a measure can be computed in strongly polynomial time
that is a 2-approximation of a barycenter and for which there is a non-mass splitting transport
realizing this bound.
Proof. We consider the running time of each part of the algorithm. For readability, we say
‘polynomial’ in this proof in place of ‘strongly polynomial in the bit size of the input’. We
use ‘linear’ and ‘quadratic’ to refer to the bit size of the input, too. Note that N , the |Pi|,
and the dimension d are all bounded above by the bit size of the input.
In Step 1, the input for the subsequent steps is created. By sparsity of P¯org, r ≤∑N
i=1 |Pi| − N + 1. For each of the r support points sl, N images P li with |P li | ≤ |Pi|
are created. In the application of the rule, each yitlk has to be processed (at most) once.
For each yitlk, a single comparison and a fixed number of elementary operations suffices to
update the support point and mass in P li . In total, data structures of polynomial size are
created in polynomial time.
Step 2 is the preprocessing of (d1, . . . , dr) to be greedily lexicographically maximal. For
each pair of support points sl, sj with j < l, we perform the inner part of the loop. Finding qi
in a) can be done by considering all xliq ∈ P li exactly once and comparing the inner products
(sj − sl)Txliq. This is possible in linear time. c is created by the scaling and the sum of N
rational d-dimensional vectors.
Part b) begins with the computation of c − sj and c − sl, then computes ‖c − sj‖2 =
(c− sj)T (c− sj) and ‖c− sl‖2 = (c− sl)T (c− sl), and then compares the two values. This
is possible in quadratic time. Picking the minimal mass among the xliqi is possible in linear
time, and so is the update of the masses, the set operations on P li and P
j
i , and the reindexing.
By this update, |P li | is reduced by at least one, so the ’go back to a)’ statement is followed
not more than |P li | times. Summing up, Step 2 runs in polynomial time.
Step 3 performs the spreading of the r support points. Picking a lexicographically max-
imal support point xliqi in a) can be done by considering all support points in P
l
i once. One
saves the current best support point and compares each other support point with respect to
their lexicographic order. For identifying the lexicographic order of a pair of d-dimensional
support points, (at most) all d of their coefficients have to be compared to each other. This
is possible in linear time. Again, c is created by the scaling and the sum of N rational
d-dimensional vectors.
In b), we pick the minimal mass among the xliqi used for the construction of c, which can
be done in linear time. The same holds for the update of masses, the set operations on P li ,
and the reindexing. By this update, the size of one of the |P li | is reduced by at least one,
so the ’go back to a)’ statement is followed not more than
∑N
i=1 |P li | times; more precisely,
there are at most |P li | −N + 1 runs of 3a) and b) for each l. Summing up, the construction
of each P¯ l runs in polynomial time, and so does the construction of all the P¯ l.
In Step 4, the partial measures P¯ l are combined to obtain P¯ ′. This is the construction
of a measure with the appropriate mass put on at most |P¯ ′| ≤ (∑Ni=1 |Pi| −N + 1)2 support
points. Each of these support points is just a copy of a support point in one of the P¯ l. Thus,
all steps run in polynomial time, which proves the claim. 
4.3 Proofs for 3.3
We begin with a proof of Theorem 5.
Theorem 5 Algorithm 3 returns an approximate barycenter P¯ ′ supported on a subset of S
for which φ(P¯ ′) ≤ 2·φ(P¯ ), where P¯ is a barycenter, and there is a non-mass splitting optimal
transport realizing this bound. Further |P¯ ′| ≤∑Ni=1 |Pi| −N + 1.
Proof. First, recall that the output P¯ ′ of Algorithm 2 (Step 2) always satisfies supp(P¯ ′) ⊂
S. Further, Algorithm 2 will always return a measure that has a corresponding non-mass
splitting transport. As P¯org from Algorithm 1 (Step 1) is not changed in the final iteration,
neither is its optimal transport, so the returned non-mass splitting transport is also optimal.
Next, note all approximate barycenters P¯org computed in Step 1 have a support that satisfies
|P¯org| ≤
∑N
i=1 |Pi| − N + 1. This holds because Algorithm 1 finds a vertex of the feasible
region, which guarantees the sparsity bound from Corollary 1 is satisfied [2]. This transfers
to the sparsity of P¯ ′ returned by Algorithm 3.
It remains to prove termination of Algorithm 3 and the error bound. We will do so by
showing that φ(P¯ ′) < φ(P¯org) if P¯ ′ 6= P¯org for P¯org, P¯ ′ from the same iteration. This leads to
a strictly decreasing sequence of values φ(P¯ ′) as long as the algorithm keeps running. The
first approximate barycenter in this sequence already is a 2-approximation and it can only
become better throughout the run. This immediately gives φ(P¯ ′) ≤ 2 · φ(P¯ ). At the end of
each Step 2, we update Sorg = supp(P¯
′) ⊂ S before going back to Step 1, where an exact
optimum over this new support, a subset of S, is computed. Because of this, and the fact
that there are only finitely many subsets of S, the sequence of values φ(P¯ ′) can only be
finite.
Now, it only remains to prove that φ(P¯ ′) < φ(P¯org) if P¯ ′ 6= P¯org. We begin by considering
Step 3 of Algorithm 2. Assume P li consists of a single support point x
l
i1 for all i ≤ N . Then
the unique barycenter P¯ l of the P li is the weighted centroid c =
∑N
i=1 λix
l
i1. In this case we
can denote the cost of transport from P l to all the P li by φ(P¯
l) = dl ·
∑N
i=1 λi‖c− xli1‖2. For
all s 6= c, we get
φ(P¯ l) = dl ·
N∑
i=1
λi‖c− xli1‖2 < dl ·
N∑
i=1
λi‖s− xli1‖2.
Note that for general P li , in Step 3 of Algorithm 2, P¯
l is constructed as a set of weighted
centroids c of support points xliq to which these centroids c transport. These are the ‘building
blocks’ of the general P¯ l. Thus φ(P¯ l) ≤∑Ni=1 λi∑|P li |q=1 dliq · ‖sl − xliq‖2.
Informally, it is at least as costly to transport to the measures P li from the support point
sl as from the set of weighted centroids (with appropriate masses) constituting P¯
l. Equality
in the above can only hold if the single support point sl itself already is the weighted centroid
of single-support point measures P l1, . . . , P
l
N . But this means that Step 3 of Algorithm 2 just
copies sl with mass dl to P¯
l. The algorithm stops when P¯ ′ = P¯org. By φ(P¯ ′) =
∑r
l=1 φ(P¯
l),
this means all sl have to satisfy φ(P¯
l) =
∑N
i=1 λi
∑|P li |
q=1 d
l
iq · ‖sl − xliq‖2. So all sl are already
the weighted centroids of their single-support measures P li .
Further, note that when a shift of mass from sl to sj with j < l happens in Step 2 of
Algorithm 2, then Step 3 is guaranteed to find a strictly better transport than before: there
exists a set of support points that, before the shift, receive transport from sl, but have a
weighted centroid c 6= sl. Such a set of support points would be moved from P li to P ji (and
at least one of the support points was not associated to sj before). Then sj splits mass and,
in the following Step 3, the cost of transport is strictly improved; see above.
Thus φ(P¯ ′) < φ(P¯org) if P¯ ′ 6= P¯org and P¯org remains unchanged in the final run of
Algorithm 2. So the final iteration of Algorithm 3 satisfies P¯ ′ = P¯org. 
We take a closer look at the approximation error of Algorithm 3. It begins by computing
a 2-approximate barycenter P¯org (in the first run of Step 1) and then improves it iteratively
to obtain P¯ ′. An exact barycenter P¯ can be rounded to the support Sorg by solving the
least-squares many-to-one matching
P¯r = arg min
Pr∈P2org(Rd)
W2(Pr, P¯ )
2. (10)
We call P¯r a ‘rounded’ barycenter. In the following, we distinguish four different measures:
– P¯ is an exact barycenter
– P¯r is a rounded barycenter (rounded from P¯ )
– P¯org is an approximate barycenter in P2org(Rd)
– P¯ ′ is the solution of Algorithm 3
By optimality of P¯ and P¯org with respect to φ in their respective support, we obtain
φ(P¯ ) ≤ φ(P¯ ′) ≤ φ(P¯org) ≤ φ(P¯r).
We are particularly interested in the gap between φ(P¯ ) and φ(P¯ ′). Theorem 1 states
φ(P¯org) ≤ 2 · φ(P¯ ). However, the proof of Theorem 1 actually tells us that φ(P¯r) ≤ 2 · φ(P¯ ).
Thus the whole sequence of inequalities is bounded by a total approximation factor of 2.
This implies that if αφ(P¯ ′) = φ(P¯org) for some α ≥ 1, then φ(P¯ ′) ≤ 2αφ(P¯ ).
In practice, one obtains a strictly better approximation factor than 2 for essentially all
real-world problems using Algorithm 3. But there exist worst-case examples, such as the
following, that show the bound is tight.
Example 3. Consider the example depicted in Figure 4. Four evenly weighted measures
P1, ..., P4 are shown in the top row, P2 and P3 are depicted in the center. Each of them
consists of two support points of mass 12 . This time we give coordinates: P1 is supported on
(−, 0) and (, 1), P2 and P3 are supported on (0, 0) and (0, 1), and P4 is supported on (−, 1)
and (, 0), where  > 0. An approximate barycenter P¯org in Sorg is identical to P2 = P3, in-
dependently of  (second row, left). A corresponding optimal transport sends the mass to
the support points in the same ‘layer’ (second row, right). Note that the support points are
already the (weighted) centroids of the points they transport to, and that the transport is
non-mass splitting. Because of this, Algorithm 3 stops without any change to P¯org at the
end of the first iteration.
The cost of transport for P¯org is φ(P¯org) = 2
2. An exact barycenter P¯ and a correspond-
ing optimal transport are strictly better (third row). The coordinates for the two support
points are (−12, 34) and (12, 14). The cost of transport is φ(P¯ ) = 34 + 2. For →∞,
φ(P¯org)
φ(P¯ )
=
22
3
4 + 
2
→ 2.
Thus the error bound goes to 2. 
5 Sample Computations for Algorithm 3
We implemented Algorithm 3 in the Julia language ([5,23]) using Clp as linear programming
solver. In this implementation, we use two tweaks for a speedup: First, we perform Step 3 of
Algorithm 2 as the exact computation of a barycenter P¯ l when the number of support points
to which a given sl transports is low (below 2N). This leads to a lower number of iterations.
While each iteration takes longer, we observed a noticable positive impact of this tradeoff,
dropping the total running time by an average of a bit more than 20%. Second, we explicitly
construct the associated transport devised in Algorithm 2 and use it for a warm-start of the
subsequent Step 1 of Algorithm 3: through this, we are able to start with a feasible vertex
of the new program, which itself is already almost optimal. Only few primal Simplex steps
are necessary to get to the exact optimum over the new support.
Our computational experiments are on the widely-used MNIST database of handwritten
digits [21]. Many of the heuristics in the literature are designed to solve (greatly simplified)
barycenter problems for two measures in large grids (up to 1024×1024). This is not our goal,
and we perform a much harder task in the computation of a provable approximation. Recall
that the computational bottleneck for barycenter computations is an increasing number of
measures. The MNIST data provides us with 16× 16 grids for each measure; these allows us
to exhibit the more important effect of scaling the number of measures. We have been able
to run Algorithm 3 for up to 20 measures. Below, we report on results for up to 9 measures.
We begin by exhibiting a sample run of Algorithm 3, using the four digits representing
number six depicted in Figure 5. They have a barycenter depicted in the bottom of the figure
(for all λi =
1
4). Figure 6 shows the stages of a run of Algorithm 3 for this input. Each row
shows one of the iterations. The approximate barycenter in the original support is already a
1.142–approximation of the exact barycenter (top left), i.e., φ(P¯org) ≤ 1.142 ·φ(P¯ ), which we
denote as an additive 14.2%-error in the figure. The first split-up using Algorithm 2 (Steps
2 to 4) gives an improvement to a 4.3% error (top right). This is further improved to a 2.0%
error (in Step 1 of Iteration 2) by computing an optimum in the support of the previous
approximation (bottom left). Now the algorithm terminates, because all of the support points
1
2
1
2
(4.1) Measure P1
1
2
1
2
(4.2) Measures P2, P3
1
2
1
2
(4.3) Measure P4
1
2
1
2
(4.4) Measure P¯org (4.5) Transport for P¯org
1
2
1
2
(4.6) Barycenter P¯ (4.7) Transport for P¯
Fig. 4: Four evenly weighted measures P1, ..., P4 in the top row. An approximate barycenters
P¯org in Sorg and corresponding transport in the second row. An exact barycenter P¯ and
corresponding transport in the third row. Algorithm 3 returns P¯org immediately: its support
points are the centroids of the points they transport to, and the transport is non-mass
splitting. With increasing horizontal distance of the support points, the error in this example
goes to 2.
of this approximate barycenter are already the weighted centroids of the support points to
which they transport mass, and there is no mass split.
On a standard laptop, Algorithm 3 completes in about 10 seconds on average for a set
of four measures (9.6 seconds for the above example). In contrast, the computation of an
exact barycenter takes roughly 120 seconds. For larger data sets, the difference between the
running times becomes dramatic, even though the grid-structured data, in fact, is a scenario
where the exact program does not scale exponentially (recall an exact barycenter is contained
in an N times finer grid in this setting). We have not been able to perform the computation
of an exact barycenter for more than 8 measures, even using some refinements to the exact
barycenter computation [9]. In contrast, Algorithm 3 completes in roughly 45 seconds on
average for 9 measures.
In Table 1, we report on average errors and completion times from a large number of
runs of Algorithm 3. For each these runs, we used random samples of 4− 9 measures of the
same digit. Each row is based on the data from a total of 100 runs, 10 for each digit. The
table lists the initial error and time for the computation of an approximate barycenter P¯org
in Sorg (first iterations, Step 1), the error, time, and number of iterations for a full run of
Algorithm 3, and the time for an exact barycenter computation.
The first row shows numbers on random samples of four measures, as in the example
depicted in Figures 5 and 6. We observed a termination of Algorithm 3 after an average of
2.2 iterations. This low number of iterations is not surprising, because of the low initial error
and the implementation of Step 3 of Algorithm 2 (see above). Without this tweak to Step
3, the average number of iterations was 3.1 for four measures.
The same effects extend to larger computations, where the approximation error of the
initial P¯org is already low (much lower than the guaranteed bound of 2), and less than 4
iterations were necessary on average. The times include setup of the problems. We did not
observe a clear pattern with respect to the errors for the first P¯org or the final approximation.
The first iteration takes a significant part of the full process, in part because of the warm start
of the later iterations. The average number of iterations of Algorithm 3 increases slightly for
more measures.
first P¯org full run of Alg. 3 exact
no. of measures error time (s) error time (s) iterations time (s)
4 14.8% 4.2 3.1% 9.9 2.2 120
5 15.2% 5.7 4.1% 16.4 2.8 204
6 15.5% 8.5 3.9% 22.3 2.7 540
7 15.1% 12.1 4.2% 29.8 3.1 1602
8 16.2% 16.3 4.8% 36.7 3.1 4330
9 15.7% 23.0 4.1% 45.2 3.4 –
Table 1: Average numbers (error, time) for an initial approximation P¯org, full runs of Algo-
rithm 3, and an exact computation. The numbers in each row were derived from 100 random
samples of measures from the MNIST data set.
(5.1) Measure P1 (5.2) Measure P2
(5.3) Measure P3 (5.4) Measure P4
(5.5) Barycenter P¯
Fig. 5: Four measures P1, . . . , P4, scans of handwritten digits six, supported on a 16 × 16
grid. The barycenter P¯ at the bottom.
(6.1) Iteration 1, Step 1, Error 14.2% (6.2) Iteration 1, Step 2, Error 4.3%
(6.3) Iteration 2, Step 1, Error 2.0% (6.4) Iteration 2, Step 2, termination
Fig. 6: A sample run of Algorithm 3. It already terminates after 2 iterations.
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