Generalized eigenfunctions of the two-dimensional relativistic Schrö-dinger operator
Introduction
Generalized eigenfunctions for Schrödinger operators −∆ + V (x) on R n are now well understood at least in the framework of simple scattering; see for example Agmon [1] , Ikebe [5] and Kato and Kuroda [7] . In the pseudo-relativistic regime, one can replace the Schrödinger operators with relativistic Schrödinger operators √ −∆ + m + V (x). Here m is the mass of the particle, and it could be zero. In this case, we deal with the operators of the form √ −∆ + V (x). This paper is a continuation of our previous paper Wei [19] , where the odddimensional relativistic Schrödinger operators √ −∆ + V (x) were considered and substantial generalizations of the results by Umeda [16] , [17] , who only dealt with the three-dimensional case, were accomplished. In the present paper, we shall deal with the two-dimensional case:
(1.1)
Our aim here is to establish all the same results as in [16] , [17] and [19] . For this reason and for the sake of simplicity, we shall use the same notation as in [19] . We now roughly recall the discussions demonstrated in our previous works [16] , [17] and [19] for the reader's convenience. We first defined the generalized eigenfunctions ϕ ± (x, k) with the aid of the limiting absorption principle for the relativistic Schrödinger operators. We next proved that the generalized eigenfuctions are bounded on the set (x, k) ∈ R n × {k ∈ R n | a ≤ |k| ≤ b} for [a, b] ⊂ (0, ∞)\σ p ( √ −∆ + V (x)), where n = 3, 5, 7, · · · , and σ p ( √ −∆ + V (x)) denotes the point spectrum. Then we showed the asymptotic completeness of the wave operators by the Enss method (cf. [3, 6] ), and obtained the eigenfunction expansions for the absolutely continuous subspace for √ −∆ + V (x). In the three dimensional case, we gave estimates on the differences between the generalized eigenfunctions and the plane waves. Moreover we showed that the generalized eigenfunctions are asymptotically equal to the sum of plane waves and spherical waves. It should be remarked that once we have the boundedness of the generalized eigenfunctions, we are able to establish the completeness of the generalized eigenfunctions for the absolutely continuous subspace. (See [19] . Also see [8, 9] .) Our basic assumption is as follows.
Assumption: V (x) is a real-valued measurable function on R 2 satisfying
Under the assumption (1.2), it is obvious that V = V (x)× is a bounded selfadjoint operator in L 2 (R 2 ), and that H = H 0 + V defines a selfadjoint operator in L 2 (R 2 ), whose domain is H 1 (R 2 ), the Sobolev space of order one. Moreover H is essentially selfadjoint on C ∞ 0 (R 2 ) (see [17, sections 2 and 7 ] 
The main idea in this paper is essentially the same as in [17] and [19] . Thus we basically follow the same line as in [17] and [19] . Namely, we first prove the boundedness of the generalized eigenfunctions, and then we establish the eigenfunction expansion, and finally we examine asymptotic behaviors of the generalized eigenfunctions at infinity.
However, we should like to emphasize that some difficulties specific to the two-dimensional case arise. One should recall that there are significant differences between the two-dimensional wave equation and the three-dimensional one in their treatments. We find that a similar phenomenon is also observed in the treatments of relativistic Schrödinger operators.
In the odd-dimensional case, the integral kernel of the resolvent of the operator √ −∆ is expressed in terms of trigonometric functions, and the cosine and sin integral functions (see [17] and [19] ). On the other hand, we encounter the Bessel function, Neumann function and the Struve function in the integral kernel of the resolvent of √ −∆ in the two-dimensional case. This difference makes the analysis of the resolvent of √ −∆ more difficult in the two-dimensional case. In fact, when we deal with the boundary values of the the resolvent R 0 (z) to define the generalized eigenfunctions of H, we are obliged to examine the boundary values of all of the Bessel function, the Neumann function and the Struve function on the positive half line [0, +∞). It is surprising that a suitable combination of these special functions on the positive half line exhibits a simple form of an exponential function at infinity. This fact enables us to show that the generalized eigenfunctions of relativistic Schrödinger operators in the twodimensional case too are asymptotically equal to superpositions of plane waves and spherical waves at infinity .
We would like to mention a technicality. In showing the boundedness of generalized eigenfunctions in section 4, we need to handle the Riesz potential on R 2 . We shall show that for functions in a certain class the Riesz potential defines bounded functions. We believe that this fact, as well as our technique, is interesting in its own right. The key for this fact is the estimate (4.14), which is based on Lemma 4.5.
We expect that the discussions on the generalized eigenfunctions in the 2m dimensional case (m ≥ 2) would become more complicated, and will be discussed elsewhere ( [20] ).
The plan of the paper In section 2, we define generalized eigenfunctions of H. In section 3, we compute the resolvent kernel of H 0 . Section 4 is devoted to prove the boundedness of the generalized eigenfunctions. In section 5, we deal with the completeness of the generalized eigenfunctions for the absolutely continuous subspace for H. Finally, in section 6, we examine the asymptotic behaviors of the generalized eigenfunctions at infinity. In appendix, we include two inequalities which are used repeatedly in the present paper, and summarize some basic properties of the Bessel, Neumann and Struve functions for the reader's convenience.
Generalized eigenfuctions
By R(z) and R 0 (z), we mean the resolvents of H and H 0 respectively:
The task of this section is to construct generalized eigenfunctions ϕ ± (x, k) of √ −∆ + V (x) (see Theorem 2.3 below), and show that they satisfy
where R ± 0 (z) denotes the extended resolvents of H 0 (cf. Theorem 2.1 below) and ϕ 0 (x, k) denotes the plane wave
As we shall see in Theorem 3.2 in section 3, the extended resolvents
as |x| → ∞ (see (3.19) 
Now we can follow the arguments in our previous papers [17, section 8] and [19, section 1] with a few of obvious changes, and obtain the following two theorems.
satisfy the equation
3 The integral kernels of the resolvents of H 0 This section is devoted to computing the kernel g z (x − y) of the resolvent R 0 (z). What we shall need in the later sections is the limit g ± λ (x) of the function g λ±iµ (x) as µ ↓ 0, where λ > 0. Then we derive a few inequalities for the extended resolvent R ± 0 (λ), using some estimates of the functions g ± λ (x). We first need to introduce the following functions. 
(γ the Euler constant).
Note that the Struve function H 0 (z) and the Bessel function J 0 (z) are both entire functions. Also note that the Neumann function N 0 (z) is a many-valued function with a logarithmic branch-point at z = 0. Here we choose the principal branch, i.e. |Im log z| < π for z ∈ C \ (−∞, 0]. The resolvent kernel of H 0 is given as follows.
, where
Proof. We follow the same line as in [17, senction 2] and [19, section 2], and we only give the sketch of the proof. We start with the Poison kernel
and the fact that e −tH0 u = P t * u for t > 0 and u ∈ L 2 (R 2 ). Then we appeal to the fact that , which is valid in any dimension n ≥ 2.) It is evident that the integration with respect t in (3.8) gives the integral kernel of R 0 (z) if Re z < 0. For this reason we make the following computation:
if Re z < 0. Here we have used the formula [10, p.289] ; note that the Neumann function is denoted by Y 0 (z) in [4] ). Summing up, we have shown that
Since both sides of (3.10) are holomorphic functions of z on C \ [0, +∞], we get the conclusion of the theorem.
In the proof of Theorem 3.2 below, we shall need the following estimates (Appendix B): For ρ > 0
(3.12)
Proof. Again we follow the same line as in [17, senction 4] and [19, section 2] , and we only give the sketch of the proof. It follows from Theorem 3.1 that
and v ∈ L 2,s for some s > 1/2, we apply Theorem 2.1 to the left-hand side of (3.13), and see that
(3.14)
Here (·, ·) −s,s denotes the anti-duality bracket or the pairing between L 2,−s and L 2,s . To examine the limit of the right-hand side of (3.13), we see that
These facts, together with (3.1), (3.2), (3.7) and (3.12), show that
By virtue of (3.11), we can apply the Lebesgue dominated convergence theorem to the right-hand side of (3.13), and we get
Combining (3.14) and (3.16), we get the conclusion of the theorem.
It follows from Theorem 3.2 that the integral operator G
Recall that these integral operators are actually Riesz potentials up to constants. Following lemma is a direct consequence of Theorem 3.2, (3.11)and (3.17).
for all u ∈ L 2,s and all λ ∈ [a, b].
We prepare one more lemma for a later purpose.
Lemma 3.4
For each λ > 0 we have
as |x| → ∞.
Proof. Apply Lemmas B.1 and B.2 in the appendix to (3.2).
Boundedness of the generalized eigenfunctions
In this section, we shall discuss the boundedness of the generalized eigenfuctions ϕ ± (x, k) defined in Theorem 2.3. Following our previous papers [17] and [19] , we shall need a restriction on k. Namely, we assume that k satisfies the following inequality:
where [a, b] ⊂ (0, ∞)\σ p (H). As we have seen in Theorem 2.4, the generalized eigenfuction ϕ ± (x, k) satisfies the equation
In section 3, we have shown that R ∓ 0 (|k|) are integral operators, and investigated properties of the integral kernels.
We are now in a position to state the main theorem in this section, which is stated as follows.
There exists a constant C ab such that generalized eigenfunctions defined by (2.4) satisfy
Before proving Theorem 4.1, we have to prepare a few lemmas. With application of Theorem 3.2 in mind, we shall show that
x ) provided that 1/2 < s < σ − 1. To this end, we put
Proof. Since we have [19, Lemma 1.1] with n = 2, we can imitate the arguments in [17, Lemmas 9.2 and 9.3], and see that for any t > 1,
x )-valued continuous functions on k |k| ∈ (0, ∞)\σ p (H) . For s ∈ (1/2, σ − 1), we put t := σ − s. Then t > 1, and hence we get the lemma.
Lemma 4.3 If
4/3 < r < 2, then ψ ± (x, k) are L r (R 2 x )-valued continuous fuc- tions on k |k| ∈ (0, ∞)\σ p (H) .
Proof. Applying the Hölder inequality, we have
where C r is a constant depending only on r and s ∈ (1/2, σ − 1). Here we have used the fact that r/(2 − r) > 2 if and only if 4/3 < r < 2. Lemma 4.2, together with this inequality, implies that ψ ± (x, k) belongs to L r (R 2 x ) if 4/3 < r < 2. Moreover, by using a similar argument, one can easily show that ψ
For the sake of simplicity, we shall apply Lemma 4.3 with r = 16/9:
As we mentioned in section 3, we shall use the integral operators T 1 and T 1/2 ; see (3.17). It will be convenient to split T 1 into two parts:
where
Then it follows from Lemma 3.3 and (4.2) that
where C ab is a positive constant.
Moreover, there exits a positive constant C ab such that
Proof. We write
where χ 0 (x) is the characteristic function for the unit disk { x | |x| ≤ 1}. It is easy to see that
Using Lemma 4.4 and the Young inequality (cf. Lemma A.2 in the appendix) with r = 16/9, we get
Thus we get the lemma.
We are now in a position to prove the main theorem in this section, namely Theorem 4.1. In the proof below, we shall apply Lemma 4.5 with q = 3.
Proof of Theorem 4.1 Let 1/2 < s < σ − 1. Noticing the definition (3.17) and the Schwarz inequality, we have
Using Lemma 4.2 and Lemma A.1 in the appendix with β = 1, γ = 2s > 1, n = 2, we get
is a positive constant. Lemma 4.4, together with the Hölder inequality, yields
is a positive constant. Combining (4.8), (4.9) and (4.6), we have thus shown that It then follows from (4.10) and (4.11) that 
where we have used the Hölder inequality. Similarly, by using the Hölder inequality and applying Lemma 4.5, we have
(4.14)
is a positive constant. Combining (4.12) with (4.13) and (4.14), we obtain the desired conclusion.
Generalized eigenfunction expansions
The task in this section is to establish the completeness of the generalized eigenfunction. The idea is the same as in our previous work [19] . For this reason, we shall only state the results and omit the proofs.
It is obvious that V is a bounded selfadjoint operator in L 2 (R 2 ), and that
, whose domain is H 1 (R 2 ) (see [15, Theorem 5.8] ). Moreover H is essentially selfadjoint on C ∞ 0 (R 2 ) (see [15] ). Since V is relatively compact with respect to H 0 , it follows from [12, p.113, Corollary 2] that
The first result in this section is the asymptotic completeness of wave operators (cf. [19] ). 
where H ac (H) denotes the absolutely continuous subspace for H.
We need to remark that σ p (H) ∩ (0, ∞) is a discrete set. This fact was first proved by B. Simon [13, Theorem 2.1]. Moreover, he proved that each eigenvalue in the set σ p (H) ∩ (0, ∞) has finite multiplicity. Finally, using Theorem 4.1 and Theorem 5.1, we can establish the eigenfunction expansion theorem as follows (see our previous work [19] for the details).
, let F ± be defined by
where E H is the spectral measure of H.
Asymptotic behaviors of the generalized eigenfunctions
We shall first show that the generalized eigenfunctions ϕ ± (x, k), defined by (2.4), are distorted plane waves, and give estimates of the differences between ϕ ± (x, k) and the plane wave ϕ 0 (x, k) = e ix·k (Theorem 6.1). We shall next prove that ϕ ± (x, k) are asymptotically equal to the sums of the plane wave and the spherical waves e ∓i|x||k| /|x| 1/2 under the assumption that σ > 2, and shall give estimates of the differences between ϕ ± (x, k) and the sums mentioned above (Theorem 6.2).
The similar estimates were discussed in T. Ikebe [5, §3] and our previous work [17, §10] , though our arguments below are slightly different from those of [5] or [17] , and our estimates are slight refinements of those of [5] or [17] .
The main theorems in this section are
if 3/2 < σ < 2,
where the constant C k is uniform for k in any compact subset of k |k| ∈ (0, +∞)\σ p (H) .
Theorem 6.2 Let σ > 2 and
where the constant C k is uniform for k in any compact subset of
We should like to remark that what makes the discussions below possible is the estimate in Theorem 4.1.
Proof of Theorem 6.1. In view of (4.2), Theorem 3.2 and Theorem 4.1, it is clear that there is a positive constant C k , which is uniform for k in any compact subset of { k | |k| ∈ (0, +∞)\σ p (H) }, such that
(Recall that T 1 and T 1/2 were introduced in (3.17).) We apply Lemma A.1 with n = 2, β = 1, γ = σ > 3/2, and get
where C σ is a constant depending only on σ. Similarly, we apply Lemma A.1 with n = 2, β = 1/2, γ = σ > 3/2, and get
The theorem is a direct consequence of (6.3), (6.4) and (6.5).
We shall give a proof of Theorem 6.2 by means of a series of lemmas.
as |x| → ∞, where C is a constant.
Proof. Applying Lemma A.1 with n = 2, β = 1, γ = σ > 2, we have 8) where C and C ′ are constants. It is apparent that (6.8) gives the lemma.
In view of (3.11), (3.12) and (3.19), we get
where C is a constant. Then, using Lemma 6.3, (4.2) and (3.12), we see that
as |x| → ∞. Now, noticing (6.1), (6.2) and (6.10), we need to consider the integral of the form 
Proof. We obtain
by similar arguments in [17, (10.15) ]. This inequality implies (6.13).
To prove (6.14), we write 17) and get 19) by similar arguments in [17, (10.17) and (10.18)]. Since σ > 2 ⇔ σ − 3/2 > (σ − 1)/2, we conclude from (6.18) and (6.19 ) that the inequality (6.14) holds.
In view of (6.11) and Lemma 6.4, it is sufficient to evaluate the integral of the form We split it into two parts:
(6.21) and evaluate these two integrals separately.
Lemma 6.5 If |x| ≥ 5 and |y| ≤ |x|, then
For the proof of this lemma, see [17, (10.26) ]. 
(6.23)
for |x| ≥ 5.
Proof. Let |x| ≥ 5. In a similar fashion to in [17, (10.28 ) and (10.30)], we get
(6.25) Combining (6.24) with (6.25) yields the desired inequalities. 
. as ρ → ∞. Finally, using Lemma B.1, we obtain this lemma. 
