In this paper, by combing the variational methods and Trudinger-Moser inequality, we study the existence and multiplicity of the positive standing wave for the following Chern-SimonsSchrödinger equation
Introduction
In this paper, we are concerned with the following nonlinear Chern-Simons-Schrödinger system
where i denotes the imaginary unit, ∂ 0 = ∂ ∂t
for (t, x 1 , x 2 ) ∈ R 1+2 , φ : R 1+2 → C is the complex scalar field, A µ : R 1+2 → R is the gauge field, D µ = ∂ µ +iA µ is the covariant derivative for µ = 0, 1, 2. This system was proposed in [11, 12] and consists of the Schrodinger equation augmented by the gauge field A µ . As usual in Chern-Simons theory, this system is invariant under the following gauge transformation
where χ : R 1+2 → R is an arbitrary C ∞ function.
In recent years, the Chern-Simons-Schrödinger systems have received considerable attention, these models are very important for the study of the high-temperature superconductor, AharovnovBohm scattering, and quantum Hall effect. In [4] , the authors investigated the system (1.1) with power type nonlinearity, that is f (x, u) = λ|u| p−2 u (here p > 2, λ > 0) and sought the standing waves solutions to the system (1.1) of the form φ(t, x) = u(|x|)e iωt , A 0 (x, t) = k(|x|),
where ω > 0 is a given frequency and u, k and h are real value functions on [0, +∞) such that h(0) = 0. Note that the ansatz (1.2) satisfies the Coulomb gauge condition ∂ 1 A 1 + ∂ 2 A 2 = 0. Inserting the ansatz (1.2) into the system (1.1), the authors in [4] got the following nonlocal semilinear elliptic equation for u 
here H 1 r (R 2 ) denotes the set of radially symmetric functions in H 1 (R 2 ). They also showed that I ∈ C 1 (H 1 r (R 2 ), R) and established some existence results of standing waves by applying variational methods.
Another interesting result is in [15] , the authors studied whether I is bounded from below or not for p ∈ (1, 3). They proved the existence of a threshold value ω 0 such that I is bounded from below if ω ≥ ω 0 , and it is not for ω ∈ (0, ω 0 ). In fact, they given an explicit expression of ω 0 , namely:
Moreover, in [6] , the authors studied the Chern-Simons-Schrödinger system with the general nonlinearity which is a Berestycki, Gallouët and Kavian type nonlinearity [1] and it is the planar version of the Berestycki-Lions type nonlinearity [2, 3] . In [18] , the authors researched the Chern-Simons-Schrödinger system without Ambrosetti-Rabinowitz condition. The other related research for system (1.1), we may refer to [13, 16, 20] . However, to our knowledge, the ChernSimons-Schrödinger system with critical exponential growth was not considered until now, that is, f behaves like exp(α|u| 2 ) as |u| → ∞. More precisely, there exists α 0 > 0 such that
In order to study this class of problems, the Trudinger-Moser inequalities are very important. If Ω be a bounded domain in R 2 , the authors in [14, 17] asserts that
and there exists a constant C > 0 such that
Afterwards, Cao in [5] proved a version of Trudinger-Moser inequality in whole space in R 2 , which was improved by doÓ in [8] 
In this paper, we will firstly study the existence of positive solution of the equation without the perturbation
Combing Trudinger-Moser inequalities (1.4), (1.5) and mountain pass theorem, there exists λ 1 > 0, such that for any 0 < λ < λ 1 , we can get a positive and classical mountain-pass type solution.
Our next concern is problem (0.1). When the positive parameter λ and ǫ are small enough, we can find a mountain-pass solution. Moreover, by combing Trudinger-Moser inequality and Ekeland's variational principle [10] , we can find a local minimal solution with negative energy.
Since we are interested in the positive solutions, we may assume f : R 2 × R → R is continuous and f (x, s) = 0 for R 2 × (−∞, 0). Moreover, we assume the following growth conditions on the nonlinearity f (x, s):
where F is the primitive of f .
( f 4 ) There exist constants p > 6 and C p > 0 such that
where
The following are main results of this paper.
hold, then there exists λ 1 > 0, such that for any 0 < λ < λ 1 , problem (1.6) has a positive and classical solution of mountain-pass type.
, then there exist λ 2 > 0 and ǫ 1 > 0, such that for any 0 < λ < λ 2 and 0 < ǫ < ǫ 1 , problem (0.1) has at least two nonnegative solutions and one of them has a negative energy.
The paper is organized as follows. In Section 2 we are concerned with the nonperturbation problem (1.4) and prove Theorem 1.1. In Section 3, the proof of Theorem 1.2 is given.
Notations. C, C 1 , C 2 etc. will denote positive constants whose essential values are inessential.
denotes the space of infinitely differential radial functions with compact support in R 2 . o n (1) denotes a quantity which goes to zero. B R denotes the open ball centered at the origin and radius R > 0 andB R is its closure. u n → u and u n ⇀ u denote the strong convergence and weak convergence of a sequence {u n } in a Banach space, respectively.
Proof of Theorem 1.1
From assumptions ( f 1 ) and ( f 2 ), for given η > 0 small there exist positive constants C η and γ > 1 such that
Thus, by the Trudinger-Moser inequalities (1.4), we have
is well defined. Furthermore, using standard arguments (see [19] ) we can show that J ∈ C 1 (H 1 r (R 2 ), R) with
Consequently, each critical point of the functional J is a solution of problem (1.6).
For functional c(u), there is the following compactness lemma we use later.
Lemma 2.1. (see [4] ) Suppose that a sequence {u n } converges weakly to a function u in H
converges up to a subsequence to c(u), c
′ (u)ϕ and c ′ (u)u, respectively, as n → ∞.
In order to show that the weak limit of a sequence in H 1 r (R 2 ) is a weak solution of problem (1.6), we need the following convergence result. [7] ) Assume that Ω ⊂ R 2 be a bounded domain and f :
Lemma 2.2. (see
In order to construct the mountain-pass geometry of the functional J, we need next two lemmas. [9] ) Let β > 0 and r > 1. Then for each α > r there exists a positive constant C = C(α) such that for all s ∈ R,
Lemma 2.3. (see
Lemma 2.4. (see [9] ) Suppose u ∈ H 1 (R 2 ), β > 0, q > 0 and v ≤ M with βM 2 < 4π, then there exists C = C(β, M, q) > 0 such that
hold. Then functional J satisfy the mountain pass geometry:
(1) There exists ρ > 0 small enough, such that inf
Proof. (1) From ( f 1 ), for any η > 0, there exists δ > 0 such that |u| < δ
On the other hand, for q > 2, by ( f 2 ), there exists C = C(q, δ) such that |u| ≥ δ implies
Combing (2.1) and (2.2) yield
So, we have
where α > 1, u = ρ small enough such that 4παρ < 4π, r > 1 close to 1, s > 1 and
, we have
Since p > 6, there exists t 0 sufficiently large such that t 0 u > ρ and J(t 0 u) < 0. Set u 0 = t 0 u, we get the conclusion.
By the mountain pass theorem (see [19] ), there exists a Palais-Smale sequence {u n } ⊂ H 
J(γ(t)) > 0 and
shortly {u n } is a (PS ) c sequence. Moreover, by the assumptions of f , we may assume that the sequence {u n } is nonnegative.
Proof. From ( f 3 ), for n large enough, we have
where ǫ n → 0, it implies the boundedness of (u n ).
Proof. According to Lemma 2.5, it is clear that c ≥ b, so we only need to prove that c < 
So, there exists λ 1 > 0 such that for any 0 < λ < λ 1 , we have
Proof of Theorem 1.1. From Lemma 2.5, we obtain a nonnegative (PS ) c sequence {u n } and from Lemma 2.6, this sequence is bounded, thus for a subsequence still denoted by {u n } there is a nonnegative function
According to Trudinger-Moser inequality (1.5) and ( f 1 ), for any bounded domain Ω, f (x, u 1 ) and
Therefore, according to Lemma 2.2, one has
Combing (2.3) and Lemma 2.1, we have
so u 0 is a solution of problem (1.6).
At last, we show that the sequence (u n ) has a convergent subsequence.
By the Brézis-Lieb Lemma (see [19] ), we get
We firstly show that
For the first integral, using that |J ′ (u n )(u 1 − ϕ)| ≤ η n u 1 − ϕ with η n → 0 as n → ∞ and Lemma 2.1, we get
for n large. Similarly, using that J ′ (u 1 )(u 1 − ϕ) = 0, we can estimate the second integral and obtain
Combing (2.3) and the previous inequality, we have
this implies (2.5) because η is arbitrary. From (2.4) and Lemma 2.1, we can write
According to Trudinger-Moser inequality (1.5), for τ > 1, q > 1 close to 1 satisfying τq (µ−2)c 2µ
there exists C 4 > 0 such that the sequence h n (x) = e 4πτu 2
n (x) − 1 satisfies
So, lim n→∞ ω n 2 = 0. Moreover, by the argument in [4] , u 1 ∈ C 2 (R 2 ). Since u 1 is nonnegative, we have u 1 > 0 by the strong maximum principle and the proof is completed.
Proof of Theorem 1.2
In this section, we deal with the problem (0.1) and show that there exist at least two nonnegative solutions, one is mountain-pass type solution, another is a local minimal solution with negative energy.
The functional corresponding to problem (1.1) is
. So, for searching the solutions of problem (0.1), we may seek the critical points of the functional J ǫ .
In the next two lemmas we check that the functional J ǫ satisfies the geometric conditions of the mountain-pass theorem.
Proof. As the same proof of Lemma 2.5, from ( f 1 ) and ( f 2 ), for ∀0 < η < 1 4 , there exist C > 0 such that for q > 2
So, by Lemma 2.4, we have
where r > 1 close to 1, s > 1 and
Since q > 2, we may choose ρ > 0 small enough such that 1 4 ρ − Cρ q−1 > 0. Thus, if ǫ > 0 is sufficiently small then we can find some ρ ǫ > 0 such that J ǫ (u) > 0 if u = ρ ǫ and ρ ǫ → 0 as ǫ → 0. Proof of Theorem 1.2. From Lemma 3.4 and Lemma 3.6, there exist λ 1 > 0 and ǫ 2 > 0 such that for any 0 < λ < λ 1 and 0 < ǫ < ǫ 2 , there exist at least two solutions of problem (0.1), one is a mountain pass type solution, another is a local minimum solution with negative energy. Since k(x) ≥ 0 almost everywhere in R 2 . Let u ∈ H 1 r (R 2 ) be a weak solution of (0.1). Setting u + = max{u, 0}, u − = max{−u, 0} and taking v = u − in (3.1), we obtain
because f (x, u(x))u − = 0 in R 2 . So, u = u + ≥ 0. We get two solutions are nonnegative, by the argument in [4] , these two solutions belong to ∈ C 2 (R 2 ). Moreover, by the strong maximum principle, they are positive. We complete the proof.
