This paper introduces a new dynamic 3D mesh representation that provides 3D animation support of progressive display and drastically reduces the amount of storage space required for 3D animation. The primary purpose of progressive display is to allow viewers to get animation as quickly as possible, rather than having to wait until all data has been downloaded. In other words, this method allows for the simultaneous transmission and playing of 3D animation. Experiments show that coarser 3D animation could be reconstructed with as little as 150 KB of data transferred. Using the sustained transmission of refined operators, viewers feel that resolution approaches that of the original animation. The methods used in this study are based on a compression technique commonly used in 3D animation -clustered principle component analysis, using the linearly independent rules of principle components, so that animation can be stored using smaller amounts of data. This method can be coupled with streaming technology to reconstruct animation through iterative updating. Each principle component is a portion of the streaming data to be stored and transmitted after compression, as well as a refined operator during the animation update process. This paper considers errors and rate-distortion optimization, and introduces weighted progressive transmitting (WPT), using refined sequences from optimized principle components, so that each refinement yields an increase in quality. In other words, with identical data size, this method allows each principle component to reduce allowable error and provide the highest quality 3D animation. key words: clustered principal component analysis, dynamic 3D mesh compression, progressive 3D animation, progressive display of dynamic 3D meshes
Introduction
3D animation can be viewed as multiple 3D static meshes being displayed sequentially, under the assumption that in a typical scene, the connectivity of models does not change from one frame to the next. For this reason, traditional method of expressing 3D animation require only one connectivity, as well as the coordinates of those vertices in models at for every frame. To avoid excessive popping while rendering the animated model, vertex displacement of neighboring frames does not significantly change. Such an approach causes repeated (identical) or similar values to exist in the geometric information of 3D animation. This means that traditional 3D animation has room for compression, and as a result, researchers have introduced compression methods for 3D animation [1] - [3] .
Principal component analysis (PCA) is a just one group of compression methods. PCA converts the geometric information of 3D animation into a linear combination of eigenvectors for expression. These eigenvectors are referred to as principal components (PCs). PCA reduces data by means of dimensional reduction: after the original animation has been converted to PCs, only the first few important components are stored. The remaining PCs can be used to refine the reconstructed animation. High compression rates and applicability with any 3D animation are two of the many advantages of PCA. In fact, many other compression methods are limited to processing only manifold meshes [3] , [4] .
Compression methods based on PCA emphasized error reduction in the reconstruction of animation [5] , [6] , or the performance of second predictions to compress PCs [7] - [9] . Aside from reducing errors, the primary objective of this study was to introduce a new expressional method, for 3D animation to be transmitted and rendered progressively, as with 2D progressive images (see Fig. 1 ). With the sequential transmission of PCs, coarse 3D animation could be refined clearly in real-time. In practical applications, viewers could view a preview of the entire animation with a minimum of delay, only deciding whether or not they are interested in the animation after this initial viewing. They could then decide whether to cancel the browsing or continue downloading the remainder of the animation in full-resolution. This approach would allow for more effective use of internet bandwidth and increase user interaction.
Clustered PCA [5] has a better compression rate than global (non-clustering) PCA [2] , but inconsistencies in the degree of change between clusters can lead to noncontinuity boundaries between clusters [10] , [11] . To overcome this problem, this study optimizes each cluster of principal components. Clusters with a greater degree of change were given more PCs, while clusters with less change were given fewer PCs. In this manner we are able to balance errors between clusters. Due to similarities between errors from one cluster to the next, non-continuity surfaces could be smoothed and improved, thereby significantly reducing error overall.
The principal contributions of this paper are as follows: (1) construction of progressive 3D animation, in that the deCopyright c 2011 The Institute of Electronics, Information and Communication Engineers Fig. 1 The images in the first row (labeled 1 ∼ 5) depict of a progression of JPEG images gradually increasing in image quality, as the amount of data increases. The method proposed in this study (labeled a ∼ e) produces progressive 3D animation, wherein the frames shown for each image are not identical, having different resolutions; in this way the viewer can freely change the viewpoint around the scene.
coding side would not have to wait until all compressed data had been received before displaying could begin; (2) optimization of PC updating sequences would reduce difficulties in determining the number of PCs, and improve the problem of non-continuity boundaries between clusters; (3) compared with PCA based compression methods, this method adds PC transmission sequences for the required storage, adding somewhat to the overhead; (4) the accelerated decoding side would be able to support real-time rendering, while the time spent decompressing would consist of transmitting/receiving PCs through networks.
Related Work
To reduce the vast required storage involved in 3D animation, Lengyel [1] , Collins [12] , Mamou [11] , and James [13] utilized clustered prediction for compression. Their methods used the calculated affine matrix (between individual frames and a reference frame), to predict the entire animation. The residual prediction was then compressed using discrete cosine transform (DCT) or quantization. This category of methods leads to improved results for near rigid animation, but produces a great number of errors at boundaries between clusters; unsmooth surfaces must be allotted additional post-processing [11] .
Ibarria [14] introduced a prediction method called Dynapack, suggesting that there were a high association of connectivity between coordinates in neighboring time and space, so it was possible to include these relationships into the predictions. Briceño [3] converted the frames (meshes) of animations into individual images using geometric images [15] , and termed the method geometry video. Parameterization methods project 3D models over images, allowing for the use of any image processing technique in processing 3D animation. The errors produced in compression using geometry video are largely determined by the results of parameterization; at the same time, parameterization is limited to processing only manifold mesh animations. Guskov [4] constructed a mapping from each frame to wavelet coefficients and successfully achieved a high compression ratio if the frames were well predicted by the parameterization.
Huang [16] introduced a method based on key frames, in which the entire 3D animation was expressed with linear combinations of key frames. Lee [17] used genetic algorithm to find optimized key frames. To reduce errors in reconstruction, the changes in the edges of animation over time and the geometric error on model exteriors were used to measure whether frames could be used as key frames. The methods introduced by Huang and Lee are based on key frames, so beyond their advantages of compression, the methods were also able to produce summaries of animated content for further application. Unfortunately, these methods require some improvement in their compression ratio.
Performing compression of 3D animation using PCA was first introduced by Alexa [2] , who translated geometric information into matrix form and performed PCA to divide the whole matrix into principal components. In this way, he was able to reduce the amount of data needed to store 3D animation by dimension reduction. Alexa's method performs PCA directly, for the entire 3D animation, and is therefore termed global PCA. Sattler [5] combined vertices with similar trajectories into single clusters before performing PCA for each cluster. Sattler's method was able to express vertex coordinates with fewer PCs and greater precision than global PCA. Amjoun [6] elaborated on Sattler's [5] method of introducing local coordinate frames to perform compression using PCA, after converting global coordinates into local coordinates, thereby lowering reconstruction error and improving prediction results.
A number of researchers have focused on improving the compression rate of PCA. Karni [7] suggested that, even for differing PCs, there remained a degree of connectivity with regard to time. He suggested the use of linear prediction coding (LPC), by which the first few PCs would predict later ones, thereby reducing the amount of data required. Karni's method yielded improved animation effects with more frames. In a deeper study on PCs, Vasa introduced a series of prediction functions [8] , [9] , [18] , combining Edgebreaker [19] and parallelogram predictors to predict the PCA coefficients of neighboring vertices. To reduce errors caused by imprecision in parallelogram prediction, Vasa [9] incorporated simplified, averaged predictors similar to those introduced by Alliez [20] , in the prediction of PCA coefficients of neighboring vertices, with results superior to those of parallelogram predictors. Since PCA coefficients are portions of space, Vasa's method [8] introduced a non-least square prediction method to predict PCs at different vertices in time, expressing the predicted PCA basis more precisely than Karni's method [7] .
Representing Progressive 3D Animation
PCA is broadly applied to processing different types of data. In addition to the compression of dynamic 3D meshes, researchers have produced good results with the use of PCA in the compression of motion capture data [21] , [22] . However, existing methods cannot perform reconstruction until all reserved PCs have been transmitted; lacking detailed discussion or explanation regarding how to achieve progressive updating. In the method published by Sattler [5] , the number of PCs in each cluster was identical not having performed adjustments based on the degree of change in each cluster, which led to non-continuity surfaces at the boundaries of different clusters. This paper introduced a complete framework to resolve these problems described above.
Compression of Dynamic 3D Meshes
To reduce the amount of data needed for decompression, it is necessary to select a compression method with an adequate compression ratio. Sattler's method is efficient [5] , but takes into account reconstruction error to minimize the clustering error. In other words, after each clustering stage, the method performs PCA compression, PCA decompression, and calculates the clustering error, comparing the reconstructed animation with the original animation. If the clustering stage had not converged or the initial seed selection had been inappropriate, the clustering stage would take very long time.
Our method differs from Sattler's method by dividing clustering and compression, with the common but effective K-mean clustering [23] . After performing multiple experiments, the Lloyd's algorithm provided by [23] have better results and is selected as our clustering function. In Lloyd's algorithm, the initial seed points are randomly selected. However, this method [23] performs the whole clustering for multiple times (about 10) to avoid selecting the bad seed points as results. After clustering, we compress each cluster individually by PCA. After a 3D animation mesh is clustered, each cluster has its own geometric coordinate matrix A, where matrix A includes all vertex coordinate information for the entire 3D animation. The dimension of A is M × N, where M is the number of vertices in a cluster and N is the number of frames in the animation. Performing singular value decomposition (SVD) for A obtains:
Therein, matrix B and V are both orthogonal matrices, while matrix S is a diagonal matrix. The columns of matrix B and V are linearly independent. The values of the diagonals of matrix S are singular, corresponding to principal components B and V. The singular values of the diagonals decrease from the upper-left to the lower-right. In other words, PCs closer to the front have larger singular values, expressing more important vertex coordinates and more important key-motions in the original animation. From the perspective of dimension reduction, PCA only stores the first ρ columns of matrices B, V, and S, using the subspace formed by the first ρ to reconstruct approximated animation. A larger ρ indicates a greater number of reserved principal components (more required storage and memory usage) and more similarity between A' and A (smaller error).
Under a client-server framework, the PCs possessed by the server (the encoding side), must be complete; otherwise, it must be certain that extremely low error can be guaranteed following reconstruction. According to our experiment, when K-mean clustering is performed for an animation with 10 clusters, the server side can provide almost entirely undistorted animation for the first 50 PCs stored by each cluster (ρ = 50). In most applications, ρ = 20 is already sufficient.
Progressive Display for Dynamic 3D Meshes
To reconstruct 3D animation from reduced PCs, matrix multiplications are performed for PCs B, S, and V:
In addition, after studying the linear independence of B, S, and V, we find that after referring to Fig. 2 , Formula (2) can be rewritten as:
Therein, B 1 , S 11 , and V 1 are referred to as the first PC R 1 ; B 2 , S 22 , and V 2 are the second PC R 2 , and so forth. Each PC included two sets of vectors and one set of scalars. The first PC held the most basic information in the process of animation reconstruction, while the other PCs could be viewed as offsets of the first PC. This characteristic allowed reconstruction and transmission iteratively. Collecting the geometric matrix of each cluster k for each PC allowed us to obtain the base vertex coordinates for the entire animation:
With vertex coordinate information and connectivity obtained from the server side, we could reconstruct the animation with the coarsest resolution, referred to as the base animation A 1 . Once the decoding side reconstructed the base animation, the animation A 1 could be viewed while receiving PCs to perform the following updates, as shown in Fig. 3 . With the continued transmission and update of PCs R 2 , R 3 , . . . , the animation viewed by the user becomes increasingly refined A 1 , A 2 , A 3 , . . . . The PCs R 2 , R 3 , . . . used to improve resolution are referred to as refined operators.
Please note that each refined operator contained only the i th PC (B i , S ii , V i ) for a specific cluster; each refined operator did not include the i th PC for every cluster. This stipulation is one of the major differences between this paper and Sattler's work [5] . Dividing the PCs of each cluster into refined operators reduced the amount of data that each refined operator had to transmit, and at the same time, it increased the frequency of updates. For visualization, the process of updates is more frequent and therefore smoother than collecting PCs of every cluster into one refined operator.
Because the singular value matrix S had already calculated the importance of all PCs in a cluster, the update sequence of refined operators in that cluster would be singular. Assume the geometric coordinate matrix of a cluster is Φ 1 , Φ 2 , . . . , Φ ρ with different resolutions. Aside from Φ 1 , which was obtained using the first PC, Φ i was calculated using Φ i−1 and the refined operator R i :
Having obtained Φ i , the decoding side should receive the R i in order to calculate Δ i , and applying formula (5) to refine the resolution of Φ i−1 into Φ i .
Compression methods based on PCA are hard to determine how many PCs ρ would be appropriate. One common method is to have the number of PCs determined by the user, prior to compression [2] , [5] . Lee [24] introduced an automatic method that determines ρ by retaining PCs with singular values greater than 0. In our method, the client could continue updating and improving the resolution of animation as long as the server continued to transmitting refined operators. This idea implies the PCA based method could avoid solving the problem of determining number of PCs. If viewers felt that the resolution was adequate, they could stop receiving and updating to save bandwidth and memory at any time.
Determining the Sequence of Refined Operators
Utilizing Clustered PCA can reduce the required storage and maintain an acceptable level of error [25] . Unfortunately, this produces another problem, "Which refined operator (between different clusters) should be transmitted first?" Assuming that k clusters exist and each cluster has r refined operators, there should be k × r refined operators of the animation. For permuting these refined operators, even discounting the order of operators in the same cluster is singular, there would still be (k × r)! (r!) k possibilities. As it is almost impossible to obtain the optimal sequence through brute force, an approximate solution must be sought.
Fortunately, transmitting the PCs of each cluster based on cluster sequence is a reasonable approximate solution, as shown the following sequence:
This type of progressive transmission method is referred to as round-robin progressive transmitting (RPT).
RPT provides a simple and fast solution that achieves progressive transmitting, and does not require the user to select the number of PCs. A low error and required data for progressive animation can be achieved by transmitting the interleaved refined operators. However, we discovered significant correlation between singular values and reconstructed error through after investigating the characteristics of the PCs. The higher the singular value of a PC was, the greater the error could be lowered, but the size of the singular value differed according to the distribution of vertex coordinates (or the bounding box) and factors such as the number of vertices and the degree of change. Therefore, the size of the singular value could not be used to measure the importance between PCs of different clusters directly, as the basis for measurement. Instead, a normalized method had to be used first, as in the following formula: 
In this formula, M k represents the number of vertices in the k th cluster, while M, N represent the total number of vertices and frames in the entire animation, respectively. The order of transmission of refined operators was determined by the value of W k i . The larger the W k i of a PC is, the higher its transmission priority in the decompression and the earlier it would be used for reconstruction and updating. Finally, we refer the order of progressive transmission obtained from the number of vertices, number of frames, and percentage of variance, as weighted progressive transmitting (WPT).
In recording the transmission order of WPT, simply recording cluster number k based on the value of W For discussing the WPT and RPT in detail, the difference in the compression stage would be the requirement of WPT to calculate the W k i for each PC, while the order used by RPT would not require special calculation. During the decompression stage, WPT would require the identification of the following PC with its cluster, and would therefore require additional overhead for transmitting the order of operators, while the RPT could waive the transmission overhead for this portion. However, we demonstrated that the additional overhead of WPT was extremely low. Nonetheless, we were able to reconstruct 3D animation more accurately than RPT could, without non-continuous boundary surfaces. This is illustrated in the results section.
Results
The experiment outlined in this study was performed on a computer with an Intel Core 2 Q6600 (2.4 GHz) and 2 GB of RAM. Table 1 lists the time required to execute each encoding stage, where the number of clusters K = 10 in this table. From this data it can be seen that although the majority of time was spent on clustering, this only needed to be performed once for the K-mean and SVD of an animation (once for each cluster for SVD). The following PCs could be then reused. Table 1 also shows that the rapid calculation speed of WPT order was sufficient to support real-time applications. The size of the WPT sequence represents the additional storage required to record/transmit the order of PCs in the WPT method. None of the models exceeded 3 KB, and therefore had a negligible effect on compression. Figure 4 lists the processes of our system displaying animation progressively. Here we should particular explain the figures in the left-most column (which is the coarsest version). Although it appears that this version has a number of flaws (non-continuous surface and distortion), it is only a single frame sampled from the progressive animation playback process. As can be seen from the data size, with continual updating, higher quality animation could be seen within seconds. Furthermore, the required data size for this type of high quality animation was only 400 KB. Figure 4 also shows clear non-continuity in the boundaries between clusters in RPT, while WPT does not display this condition due to the variance between the clusters considered. Table 2 shows the RMSE (root mean squared error) of each cluster after compression with 6 clusters (K = 6). We observed a significant difference between the RMSE of each cluster when using RPT reconstruction, while the RMSE of WPT reconstruction were relative close. Thus, the disparity in quality after reconstruction was believed to be the main cause behind non-continuity in the boundaries between clusters. Due to insufficiencies in the number of PCs in certain clusters, the distortion in these clusters was more severe, affecting the presentation of the entire animation. The more visualized results of WPT are listed in Fig. 5 .
In comparing reconstruction error, although a common standard to measure the quality of reconstructed animation does not yet exist, several tools could be used to achieve this. In addition to the previously used RMSE, KG error [7] would be another. KG error is a concept of relative error; if the variance in an animation is more serious, the higher degree of error would be allowed. This is different from Other than KG error, Lee [17] applied peak signal to noise ratio (PSNR), a tool commonly used to measure error in 2D images, to 3D space to observe the interference relationship between two 3D static models. The higher the PSNR was, the more similar the two models were; the lower the interference, the lower the error. Using PSNR to measure 3D animation required that each frame in the anima- [7] to compare this study with other previous compression methods [4] - [7] . The figures show that the method used in this study had a reasonable compression rate, with a reasonable degree of error. The average value of PSNR (Avg. PSNR) was then determined to decide the quality of the reconstructed animation. Due to PCA based method is different from keyframe based method [16] , [17] , we should compare the average PSNR with similar data size. Table 3 shows that even RPT could reconstruct animation with lower distortion than keyframe based method.
Conclusion and Future Work
On-line multimedia data applications have become increasingly sophisticated, prompting internet users to value mobile access to the internet. This study proposed a progressive representation of dynamic 3D meshes, which not only compresses the data storage requirements, but also presents the animation in a new way. With the framework proposed in this study, 3D animation could offer multiple resolutions, streamed across the internet. The method of expression would be similar to that of the JPEG progressive mode, capable of gradual enhancement from coarse animation to more refined. The framework proposed in this study begins by compressing 3D animations using K-mean clustering with PCA, with the linearly independent characteristic of each PC performing updates independently. In this manner, each PC could become both the unit for streaming, as well as the refined operator for updating animation. Clustered PCA increases the number of refined operators, as well as the complexity in their selection. This study proposed using the RPT and WPT methods to decide the transmitting order. RPT method transferred the average of each cluster and did not require the recording of any data, and WPT analyzed the weight of each PC. The PCs belonging to clusters with greater influence had greater weight, and higher priority to transmit/update. Although the sequence of WPT was transmitted to the decoding side resulting in additional transmission overhead, we have shown that that WPT produces significantly lower error compared to RPT, under conditions with similar data size. Furthermore, WPT balanced the error of each cluster, thus largely overcoming the problem of non-continuity boundary because the resolution of each cluster becomes more similar.
When the decoding side displayed progressive animation, viewers could only see coarse and blurred animations due to the low data size that was initially received. With continual animation updating, viewers could clearly see an increase in the clarity of the animation. Furthermore, the structure of the data after compression makes more efficient use of bandwidth. The total transmission data was far lower than that of traditional 3D animation display methods over the course of viewing animation.
In future work, we hope to further simplify and compress connectivity, in addition to considering the geometric data of 3D animation. For example, with applying edge-driven [19] or valence-driven [20] compression methods could express changes in space (mesh) and time (geometric) progressively. With changes in 2D (space and time), the relationship between different dimensions had to be carefully considered. When the mesh was simplified, the total number of vertices in the entire animation should be reduced. The PCs compressed in this study had to be used in coordination with simplified mesh. Furthermore, through the inspiration obtained in the basic keyframe method [16] , [17] and the concept that PCs could be further compressed and predicted [9] , we believe that PCs could be further configured to frames. For example, conversion methods for extracting key frames to extracting key PCs so that only key PCs would need to be stored. Other PCs could be calculated by combining key PCs with prediction methods. Finally, finding a superior compression method and a visually superior progressive display method is one goal for us to pursue in the future.
