Intrusion detection can identify unknown attacks from network traffics and has been an effective means of network security. Nowadays, existing methods for network anomaly detection are usually based on traditional machine learning models, such as KNN, SVM, etc. Although these methods can obtain some outstanding features, they get a relatively low accuracy and rely heavily on manual design of traffic features, which has been obsolete in the age of big data. To solve the problems of low accuracy and feature engineering in intrusion detection, a traffic anomaly detection model BAT is proposed. The BAT model combines BLSTM (Bidirectional Long Short-term memory) and attention mechanism. Attention mechanism is used to screen the network flow vector composed of packet vectors generated by the BLSTM model, which can obtain the key features for network traffic classification. In addition, we adopt multiple convolutional layers to capture the local features of traffic data. As multiple convolutional layers are used to process data samples, we refer BAT model as BAT-MC. The softmax classifier is used for network traffic classification. The proposed end-to-end model does not use any feature engineering skills and can automatically learn the key features of the hierarchy. It can well describe the network traffic behavior and improve the ability of anomaly detection effectively. We test our model on a public benchmark dataset, and the experimental results demonstrate our model has better performance than other comparison methods.
In fact, network traffic can be divided into two categories (normal traffics and malicious traffics). Furthermore, network traffic can also be divided into five categories: Normal, DoS (Denial of Service attacks), R2L (Root to Local attacks), U2R (User to Root attack) and Probe (Probing attacks). Hence, intrusion detection can be considered as a classification problem. By improving the performance of classifiers in effectively identifying malicious traffics, intrusion detection accuracy can be largely improved.
Machine learning methods [3] [4] [5] [6] [7] [8] have been widely used in intrusion detection to identify malicious traffic. However, these methods belong to shallow learning and often emphasize feature engineering and selection. They have difficulty in features selection and cannot effectively solve the massive intrusion data classification problem, which leads to low recognition accuracy and high false alarm rate. In recent years, intrusion detection methods based on deep learning have been proposed successively. In [9] , the authors propose a mal-ware traffic classification method based on convolutional neural network with traffic data as image. This method does not need manual design features, and directly takes the original traffic as the input data to the classifier. In [10] , the authors provide an analysis of the viability of Recurrent Neural Networks (RNN) to detect the behavior of network traffic by modeling it as a sequence of states that change over time.
In [11] , the authors verify the performance of Long Short-Term memory (LSTM) network in classifying intrusion traffics. Experimental results show that LSTM can learn all the attack classes hidden in the training data. All the above methods treat the entire network traffic as a whole consisting of a sequence of traffic bytes. They don't make full use of domain knowledge of network traffics. For example, CNN converts continuous network traffic into images for processing, which is equivalent to treating traffics as independent and ignore the internal relations of network traffics. Firstly, network traffic is a hierarchical structure. Specifically, network traffic is a traffic unit composed of multiple data packets. Data packet is a traffic unit composed of multiple bytes. Secondly, traffic features in the same and different packets are significantly different. Sequential features between different packets need to be extracted independently. In other words, not all traffic features are equally important for traffic classification in the process of extracting features on a certain network traffic.
However, little prior works have utilized the above mentioned structure of network traffic. Inspired by these characteristics, in this paper, we propose and demonstrate our method to analyze network traffic in an overall view. Network traffic is generally collected at fixed time intervals. Repeating this collecting process for m times, we can get the network traffic X , where X = (x 1 , x 2 , . . . , x m ) is a matrix with m data packets. Each x represents a data packet, in data packet is seen as a whole consisting of a sequence of traffic bytes. Before entering the data into the BAT model, the original data is preprocessed by multiple convolutional layers. Global features can be obtained with the increase of the convolutional layer. With the preprocessing, we get an abstract representation of network traffic X from X . In order to better make full use of domain knowledge of network traffics, we propose a deep learning model BAT-MC that mainly combines bidirectional long-term memory (BLSTM) [12] and attention mechanism [13] . BLSTM is used to learn the characteristics of each packet and get the vector corresponding to each packet. Attention mechanism is then used to perform feature learning on the sequence data composed of the packet vector to obtain the fine-grained features. Up to now, we have finished the key features extraction of network traffics via attention mechanism. The whole process of feature learning does not use any feature engineering skills. The automatically learnt key features can better describe the traffic behavior, which can effectively improve the anomaly detection capability. Finally, a full connected network and a softmax function are performed on the obtained fine-grained features for anomaly detection. To verify the effectiveness of the BAT-MC network, it is comprehensively evaluated on the NSL-KDD dataset and gets the best results. The accuracy of the BAT-MC network can reach 84.25%, which is about 4.12% and 2.96% higher than the existing CNN and RNN model, respectively.
The following are some of the key contributions and findings of our work: 1) We propose an end-to-end deep learning model BAT-MC that is composed of BLSTM and attention mechanism. BAT-MC can well solve the problem of intrusion detection and provide a new research method for intrusion detection. 2) We introduce the attention mechanism into the BLSTM model to highlight the key input. Attention mechanism conducts feature learning on sequential data composed of data package vectors. The obtained feature information is reasonable and accurate. 3) We compare the performance of BAT-MC with traditional deep learning methods, the BAT-MC model can extract information from each packet. By making full use of the structure information of network traffic, the BAT-MC model can capture features more comprehensively. 4) We evaluate our proposed network with a real NSL-KDD dataset. The experimental results show that the performance of BAT-MC is better than the traditional methods.
The rest of the paper is organized as follows: In Section 2, we give a brief overview of the related work, especially how intelligent algorithms facilitate the development of intrusion detection. In Section 3, we present details of the proposed BAT-MC model. In Section 4, we explain the experimental setup and present our results. The performance of BAT-MC model is compared with other machine learning methods both in binary classification and multiclass classification. Section 5 draws the conclusions.
II. RELATED WORKS
The intrusion detection technology can be divided into three major categories: pattern matching methods, traditional machine learning methods and deep learning methods.
At the beginning, people mainly use pattern matching algorithms for intrusion detection. Pattern matching algorithm [14] , [15] is the core algorithm of intrusion detection system based on feature matching. Most algorithms have been considered for use in the past. In [16] , the authors make a summary of pattern matching algorithm in Intrusion Detection System: KMP algorithm, BM algorithm, BMH algorithm, BMHS algorithm, AC algorithm and AC-BM algorithm. Experiments show that the improved algorithm can accelerate the matching speed and has a good time performance. In [17] , Naive approach, Knuth-MorrisPratt algorithm and RabinKarp Algorithm are compared in order to check which of them is most efficient in pattern/intrusion detection. Pcap files have been used as datasets in order to determine the efficiency of the algorithm by taking into consideration their running times respectively. These traditional pattern recognition algorithms have serious defects, which cannot achieve the effect of intrusion detection. Finding an efficient algorithm that reaches high efficiency and low false positive rates is still the focus of current work. With the development of artificial intelligence, the application of intelligent algorithms for intrusion detection has become a new research hotspot.
The traffic anomaly detection methods based on machine learning have achieved a lot of success. In [18] , the authors propose a new method of feature selection and classification based on support vector machine (SVM). Experimental results on NSL-KDD cup 99 of intrusion detection data set showed that the classification accuracy of this method with all training features reached 99%. In [19] , the authors combine k-mean clustering on the basis of KNN classifier. The experimental results on NSL-KDD dataset show that this method greatly improves the performance of KNN classifier. In [20] , the authors propose a new framework to combine the misuse and the anomaly detection in which they apply the random forests algorithm. Experimental results show that the overall detection rate of the hybrid system is 94.7% and the overall false positive rate is 2%. In [21] , the performance of NSL-KDD dataset is evaluated via Artificial Neural Network (ANN). The detection rate obtained is 81.2% and 79.9% for intrusion detection and attack type classification task respectively for NSL-KDD dataset. In [22] , an intrusion detection method based on decision tree (DT) is proposed. Experimental results of feature selection using the relevant feature selection (CFS) subset evaluation method show that the DT based intrusion detection system has a higher accuracy. As described above, machine learning methods have been proposed and have achieved success for an intrusion detection system. However, these methods require large-scale preprocessing and complex feature engineering of traffic data. It is impossible to solve the massive intrusion data classification problem using machine learning methods.
With the superior performance of deep learning in image recognition [23] , [24] and speech recognition [25] , [26] , traffic anomaly detection methods based on deep learning have been proposed. In [27] , the authors use Self-taught Learning (STL) on NSL-KDD dataset for network intrusion. Testing results show that their 5-class classification achieved an average f-score of 75.76%. In [28] , the authors propose an intrusion detection method using deep belief network (DBN) and probabilistic neural network (PNN). The experiment result on the KDD CUP 1999 dataset shows that the method performs better than the traditional PNN, PCA-PNN and unoptimized DBN-PNN. Similarly, [29] and [30] train the DBN as a classifier to detect intrusions. In [31] , the authors propose a novel network intrusion detection model utilizing convolutional neural networks (CNNs). The CNN model not only reduces the false alarm rate (FAR) but also improves the accuracy of the class with small numbers. In [32] , an artificial intelligence (AI) intrusion detection system using a deep neural network (DNN) is investigated and tested with the KDD Cup 99 dataset in response to ever-evolving network attacks.
The results show a significantly high accuracy and detection rate, averaging 99%. However, current deep learning methods don't make full use of the structured information of network traffic. Network traffic is essentially a kind of time series data. Similar to the structure of letters, words, sentences and paragraphs in natural language processing (NLP), network traffic is composed of multiple data packets and each data packet is a set of multiple bytes.
In this paper, drawing on the application methods of deep learning in NLP, we adopt phased processing. The BLSTM is used to learn the sequential features in the data packet to obtain a vector corresponding to each data packet. Then, attention layer is used to perform feature learning on the sequential data composed of the packet vector. Attention can filter out the characteristics to get a network flow vector, which are helpful to achieve more accurate network traffic classification. Through the learning of two phases of BLSTM and attention on the time series features, the BAT-MC model finally outputs a network flow vector, which contains structured information of network traffic. Hence, the BAT-MC model makes full use of the structure information of network traffic.
III. PROPOSED WORK
As shown in Figure 1 , the BAT-MC model consists of five components, including the input layer, multiple convolutional Layers, BSLTM layer, attention layer and output layer, from bottom to top. At the input layer, BAT-MC model converts each traffic byte into a one-hot data format. Each traffic byte is encoded as an n-dimensional vector. After traffic byte is converted into a numerical form, we perform normalization operations. At the multiple convolutional layer, we convert the numerical data into traffic images. Convolutional operation is used as a feature extractor that takes an image representation of data packet. At the BLSTM layer, BLSTM model which connects the forward LSTM and the backward LSTM is used to extract features on the the traffic bytes of each packet. BLSTM model can learn the sequential characteristics within the traffic bytes because BLSTM is suitable to the structure of network traffic. In the attention layer, attention mechanism is used to analyze the important degree of packet vectors to obtain fine-grained features which are more salient for malicious traffic detection. At the output layer, the features generated by attention mechanism are then imported into a fully connected layer for feature fusion, which obtains the key features that accurately characterize network traffic behavior. Finally, the fused features are fed into a classifier to get the final recognition results.
A. DATA PREPROCESSING LAYER
There are three symbolic data types in NSL-KDD data features: protocol type, flag and service. We use one-hot encoder mapping these features into binary vectors.
One-Hot Processing: NSL-KDD dataset is processed by one-hot method to transform symbolic features into numerical features. For example, the second feature of the NSL-KDD data sample is protocol type. The protocol type has three values: tcp, udp, and icmp. One-hot method is processed into a binary code that can be recognized by a computer, where tcp is [1, 0, 0], udp is [0, 1, 0], and icmp is [0, 0, 1].
Normalization Processing: The value of the original data may be too large, resulting in problems such as ''large numbers to eat decimals'', data processing overflows, and inconsistent weights so on. We use standard scaler to normalize the continuous data into the range [0, 1]. Normalization processing eliminates the influence of the measurement unit on the model training, and makes the training result more dependent on the characteristics of the data itself. The formula is shown in equation (1) and equation (2).
where r stands for numeric feature value, r min stands for the minimal value of the feature, r max stands for the max value, r stands the value after the normalization.
B. MULTIPLE CONVOLUTIONAL LAYERS
After the above processing operations, convolutional layer is used to capture the local features of traffic data. Convolutional layer [33] , [34] is the most important part of the CNN, which convolves the input images (or feature maps) with multiple convolutional kernels to create different feature maps. According to [35] , the shallower convolutional layers whose receptive field is narrow can extract local information, and while the deeper layers can capture global information with larger vision field. Hence, as the number of the convolutional layers increases, the scale of the convolutional feature gradually becomes coarser. In this paper, the input of the convolutional layer can be formulated as a tensor of the size H × W × 1, where H and W denote the height and width of data yielded by normalization processing. Suppose we have some N unites layer as input which is followed by convolutional layer. If we use m width filter w, the convolutional output will be (N − m + 1) unites. The convolutional calculation process is as shown in equation (3).
where x l,j i,k is one of the ith unit of j feature map of the kth section in the lth layer, and s is the range of section. f is a non-linear mapping, it usually uses hyperbolic tangent function, tanh(·).
C. BLSTM LAYER
For the time series data composed of traffic bytes, BLSTM can effectively use the context information of data for feature learning. The BLSTM is used to learn the time series feature in the data packet. Traffic bytes of each data packet are sequentially input into an BLSTM, which finally obtain a packet vector. BLSTM is an enhanced version of LSTM (Long Short-Term Memory) [36] , [37] . The BLSTM model is used to extract coarse-grained features by connecting forward LSTM and backward LSTM. LSTM is designed by the input gate i, the forget gate f and the output gate o to control how to overwrite the information by comparing the inner memory cell C when new information arrives [38] . When information enters a LSTM network, we can judge whether it is useful according to relevant rules. Only the information that meets algorithms authentication will be remained, and inconsistent information will be forgotten through forget gate. Given an input sequence x = (x 0 , . . . , x t ) at time t and the hidden states of a BLSTM layer, h = (h 0 , . . . , h t ) can be derived as follows.
The forget gate will take the output of hidden layer h t−1 at the previous moment and the input x t at the current moment as input to selectively forget in the cell state C t , which can be expressed as:
The input gate cooperates with a tanh function together to control the addition of new information. tanh generates a new candidate vector. The input gate generates a value for each item in C t from 0 to 1 to control how much new information will be added, which can be expressed as:
The output gate is used to control how much of the current unit state will be filtered out, which can be expressed as:
For the BLSTM model at time t, the hidden states of the h t that is a packet vector generated from each packet can be defined as the concatenation of ← − h t and − → h t , which can be expressed as:
where . means the pointwise product. x represents the input of the heterogeneous time series data. − → h t and ← − h t is the hidden states of forward LSTM layer and backward LSTM layer at time t. All the matrices W are the connection weights between two units, and b are bias vectors.
D. ATTENTION LAYER
BLSTM eventually generates a packet vector for each packet. These packet vectors are arranged in the order of interaction between the two parties in the network stream to form a sequence of packet vectors. The relationships within packet vectors will be learned by attention layer. similarly to [39] , attention mechanism is used to adjust probability of packet vectors so that our model pays more attention to important features. Firstly, the packet vectors h t extracted by the BLSTM model is used to obtain its implicit representation u t through a nonlinear transformation, which can be expressed as:
We next measure the importance of packet vectors based on the similarity representation u t with a context vector u w and obtain the normalized importance weight coefficient α t . u w is a random initialization matrix that can focus on important information over u t . The weight coefficient for the above coarse-grained features can be expressed as:
Finally, the fine grained feature s can be computed via the weighted sum of h t based on α t . s can be expressed as:
The fine-grained feature vector s generated from the attention mechanism is used for malicious traffic recognition with a softmax classifier, which can be expressed as:
where W h represents the weight matrix of the classifier, which can map s to a new vector with length h. h is the number of categories of network traffics.
E. MODEL TRAINING
Training the proposed network contains a forward pass and a backward pass.
Forward Propagation
The BAT-MC model is mainly composed of BLSTM layer and attention layer, each of which presents different structures and thus plays different role in the whole model. The forward propagation [40] , [41] is conducted from BLSTM layer to attention layer. The input of current model is obtained by the processing of the previous model. After the completion of forward propagation, the final recognition result is obtained. The NSL-KDD dataset is defined as X . The divided training dataset and testing dataset can be expressed as x 1 ,x 2 ,x 3 . After one-hot operation and normalization operation, every samples is converted into a format X that can be acceptable to the BAT-MC model. Meanwhile, we set the cell state vector size as S state . In summary, the abnormal traffic detection algorithm based on the BAT-MC model is summarized as Algorithm 1. The objective function of our model is the cross-entropy based cost
Algorithm 1 BAT-MC Intrusion Detection Algorithms
Input: NSL-KDD dataset, adam, lr, batch_size Output: Accuracy 1 get X=(x 1 ,x 2 ,x 3 ) from NSL-KDD dataset; 2 x 1 ,x 12 ,x 3 = one-hot(x 1 ,x 2 ,x 3 ); 3 x 1 , x 12 , x 3 = normalization(x 1 , x 12 , x 3 ); 4 conduct convolutional processing;
initialize BLSTM net by seed; 10 get hidden states h t of the BLSTM net ; 11 end 12 add a full connection layer, whose value is 320; 13 add a dropout, whose value is 0.1; 14 for each hidden state in 1:h t ; do 15 obtain h t implicit representation u t through a nonlinear transformation; 16 generate a random initialization matrix u w ; 17 obtain the normalized importance weight coefficient α t ; 18 get the fine-grained feature s via α t and h t ; 19 end 20 add a full connection layer, whose value is 1024; 21 add a full connection layer, whose value is 10; 22 P = BAT − MC net (X ) ; 23 get Loss by p i and y i ; 24 update BAT − MC net by Adam with loss and η 25 return accuracy, f 1 − score;
function [42] . The goal of training this model is to minimize the cross entropy of the expected and actual outputs for all activities. The formula is shown in (16):
where i is the index of network traffic. j is the traffic category. a is the actual category of network traffic and y is the predicted category.
Backward Propagation: The model is trained with adam [43] . Adam is calculated by the back-propagation algorithm. Error differentials are back-propagated with the forward-backward algorithm. Back-Propagation Through Time (BPTT) [44] , [45] is applied to calculate the error differentials. In this paper, we use the Back Propagation Through Time (BPTT) algorithm to obtain the derivatives of the objective function with respect to all the weights, and minimize the objective function by stochastic gradient descent.
IV. EVALUATION
In this section, we first determine the parameters of BAT-MC to obtain the optimal model through experiments which carry out on a public dataset: the NSL-KDD dataset [46] , [47] . Then, we analyze the performance of the BAT-MC model. Finally, in order to verify the advancement and practicability of the BAT-MC model, we compare the performance of this model with some state-of-the-art works.
A. BENCHMARK DATASETS
The final result of network traffic anomaly detection is closely related to the dataset. The NSL-KDD dataset is an enhanced version of KDD cup 1999 dataset [48] , [49] , which is widely used in intrusion detection experiments. The NSL-KDD dataset not only effectively solves the inherent redundant records problems of the KDD Cup 1999 dataset but also makes the number of records reasonable in the training dataset and testing dataset. The NSL-KDD dataset is mainly composed of KDDTrain+ training dataset, KDDTest+ and KDDTest-21 testing dataset, which can make a reasonable comparison with different methods of the experimental results. As shown in Table 1 , the NSL-KDD dataset have different normal records and four different types of abnormal records. The KDDTest-21 dataset is a subset of the KDDTest+ and is more difficult for classification.
Network traffic is generally collected at fixed time intervals. Essentially, network traffic data is a kind of time series data. Network traffic is a traffic unit composed of multiple data packets. Each data packet is seen as a whole consisting of a sequence of traffic bytes. There are 41 features from different data packet and 1 class label for every data packet. It can be described in the following form: x = (b 0 , . . . , b i ,..). b i is the i-th feature in a data packet, and x represents a continuous features of data packet. These features include basic features (1-10), content features (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and traffic features (23-41) [50] . According to its characteristics, there are four types of attacks in this dataset: DoS (Denial of Service attacks), R2L (Root to Local attacks), U2R (User to Root attack), and Probe (Probing attacks).
B. EVALUATION METRIC
In this paper, Accuracy (A) is used to evaluate the BAT-MC model. Except for accuracy, false positive rate (TPR) and false positive rate (FPR) are also introduced [51] . These three indicators are commonly used in the research field of network traffic anomaly detection, which the calculation formula is shown as follows. Where True Positive (TP) represents the correct classification of the Intruder. False Positive (FP) represents the incorrect classification of a normal user taken as an intruder. True Negative (NP) represents a normal user classified correctly. False Negative (FN) represents an instance where the intruder is incorrectly classified as a normal user.
Accuracy represents the proportion of correctly classified samples to the total number of samples. The evaluation metric are defined as follows:
True Positive Rate (TPR): as the equivalent of the Detection Rate (DR), it represents the percentage of the number of records correctly identified over the total number of anomaly records.
False Positive Rate (FPR) represents the percentage of the number of records rejected incorrectly is divided by the total number of normal records. The evaluation metric are defined as follows:
C. EXPERIMENTAL SETTINGS
In order to test the performance of BAT-MC model proposed in this paper, NSL-KDD dataset is used for verification. The data samples of the NSL-KDD dataset are divided into two parts: one is used to build a classifier, that is called the training dataset. The other is used to evaluate the classifier, that is called the testing dataset. There are 125,973 records in the training set and 22,543 records in the testing set. Table 2 shows the distribution of training and testing records for the (normal/attack) type of network traffic. The operating environment of all experiments is Keras with tensorflow as the backend; Operating system is 64-bit CtOS7; Processor is E5-2620 v4; Main frequency is 2.10GHz; Memory is 32.0G; Python version is 3.6. In view of many hyper parameters existing in the BAT-MC model, we performed 100 iterations of training on the NSL-KDD set. The hyper parameters with the highest accuracy is selected as the model parameter. The BAT-MC model is also verified on the testing dataset. After lots of experiments, three one-dimensional convolution layers are adopted when building the BAT-MC model for intrusion detection task. The parameter list of BAT-MC network is set as shown in Table 3 .
D. PERFORMANCE ANALYSIS OF BAT-MC
Experiments have been designed to study the performance of the BAT-MC model for 2-category and 5-category classification, such as Normal, DoS, R2L, U2R and Probe. In the experiment of identifying malicious traffics, when there are 80 hidden nodes in the BAT-MC model, the accuracy of BAT-MC on the KDDTest+ dataset is higher. Meanwhile, the learning rate is set to 0.01 and the number of training is 100 epoches. The confusion matrix generated by the BAT-MC model on the KDDTest+ dataset is shown in Figure 3 and Figure 4 . Figure 3 and Figure 4 represent the experimental results of the BAT-MC model for the 2-class and 5-class classification, respectively. The experimental results show that most samples is concentrated on the diagonal of the confusion matrix, indicating that the overall classification performance is very high. However, it can be intuitively seen from the confusion matrix in Figure 3 show that the BAT-MC network achieves good detection performance in distinguishing normal traffics from attack traffics (only 51 samples are false positives), but there is still further improvement in distinguishing different attack traffics. The detection effect of Dos and Probe attack traffics are relatively good, while R2L and U2R attack traffics are invalid.
After careful fine-tuning, the accuracy comparison of the BAT-MC model on the KDDTest+ and KDDTest-21 set is shown in Figure 5 . As the number of iterations increases, the accuracy of the BAT-MC model on both the training set and the test set shows an overall upward trend. Experiments on the KDDTest+ dataset show that when epoch = 100, the BAT-MC model has a good accuracy (84.25%). At the same time, the accuracy of the BAT-MC model on the KDDTest-21 data set is 69.42% and the accuracy on the KDDTrain+ data set is 99.21%. Table 4 shows detection rate (DR) and false positive rate (FPR) for different attack types, the motivation of intrusion detection is to obtain a higher accuracy and detection rate with a lower false positive rate. It can be seen that U2R class has the lowest detection rate and false positive rate. The U2R class with fewer samples are more likely to be misclassified than those with more samples.
Here, we evaluate the performance of our model to convolutional layer diversity. We perform the classification task on different number of convolutional layer. As shown in Table 5 , the accuracy has a relatively increase when the convolutional layer increases. When the BAT-MC model does not conclude convolutional layers, the accuracy of BAT-MC reaches to 84.25%. Overall, our BAT-MC model shows a better classification accuracy (84.25%) for diverse convolutional layer.
E. COMPARISON TO THE STATE OF THE ART
In order to objectively evaluate the accuracy and differentiation of the BAT-MC network, we compare our network with some related works proposed by [52] [53] [54] . In [52] , the authors propose a deep learning approach for intrusion detection using recurrent neural networks (RNN). Compared with traditional classification methods, such as J48, naive bayesian, and random forest, the performance obtains a higher accuracy rate and detection rate with a low false positive rate, especially under the task of multiclass classification on the NSL-KDD dataset. In [53] , the authors build a Deep Neural Network (DNN) model for an intrusion detection system and train the model with the NSL-KDD Dataset. Experimental results confirm that the deep learning approach shows strong potential to be used for flow-based anomaly detection in SDN environments. In [54] , the authors propose to use a typical deep learning method Convolution Neural Networks (CNN) for detecting cyber intrusions. The experimental results show that the performance of this IDS model is superior to the performance of models based on traditional machine learning methods and novel deep learning methods in multi-class classification. These works use the same dataset NSL-KDD for network traffic classification. They are not only recent highly relative and representative works on intrusion detection, but also can achieve excellent accuracy. The comparison results among these works on the NSL-KDD dataset are shown in Figure 6 and Figure 7 , respectively.
As shown in Figure 6 and Figure 7 , we can observe that the BAT-MC model performs better than other models in terms of accuracy, which can reach 84.25%, 69.42% in the KDDTest+ and KDDTest-21 testing set. Compared with the model of [52] , the authors adopt the traditional machine learning methods to detect abnormal traffics. That is to say, it needs to manually design traffic features and complete the extraction and selection of network traffics before model training. In contrast, the BAT-MC model directly takes the collected traffic as original input. Then, attention mechanism captures key features from the outputs produced by the BLSTM model. Experimental results show that the BAT-MC model can automatically extract features by means of endto-end learning, which achieves better classification results than manual design methods. Meanwhile, we compares the recent works of using deep learning model for abnormal traffic detection. As can be seen from Figure 7 , the BAT-MC model achieved the best results on both the KDDTest+ and KDDTest-21 testing set. On the KDDTest+ set, the accuracy of the BAT-MC model is 4.12% and 2.96% higher than CNN [54] and RNN [52] , respectively. On the KDDTest-21 set, the accuracy of the BAT-MC model is 4.75% and 7.1% higher than CNN [54] and RNN [52] , respectively. The BAT-MC network is more accurate than CNN because CNN is more suitable for processing image data. Additionally, CNN uses a fixed convolution kernel that cannot model longer contextual information, which is not conducive to the feature extraction of the time series data. The BAT-MC network is better than RNN, LSTM and BLSTM because the BAT-MC model combines attention mechanism to capture the key features and obtain more context information. The BAT-MC model can capture features of network traffics more comprehensively, which can extract the information of each data packet and then utilize it on a frame-by-frame way. These results prove that the BAT-MC network can offer a significant advantage across very different scenarios.
As the number of iterations increases, the accuracy of each model shows an overall upward trend. It can be seen from Figure 8 that the accuracy rate of testing dataset based on the BAT-MC model is not only the fastest, but the accuracy is less fluctuating after the iteration of 20 times. The accuracy of the BAT-MC model remains almost unchanged. As the number of iterations increases, the accuracy of the BAT model continues to increase, eventually reaching an ideal state. The accuracy of BAT-MC model is higher than BAT model because BAT-MC can capture global information, which proves the advantages of multiple convolutional layers. The RNN model has small-scale fluctuations in the accuracy of the iterative process. The RNN model improves faster and also has lower accuracy than BAT and BAT-MC model. The CNN model starts to improve at a slower rate and has the worst performance in each model. In summary, the BAT-MC network can accurately identify the time series data by 84.25% accuracy, which is an effective intrusion detection method.
V. CONCLUSION
The current deep learning methods in the network traffic classification research don't make full use of the network traffic structured information. Drawing on the application methods of deep learning in the field of natural language processing, we propose a novel model BAT-MC via the two phase's learning of BLSTM and attention on the time series features for intrusion detection using NSL-KDD dataset. BLSTM layer which connects the forward LSTM and the backward LSTM is used to extract features on the the traffic bytes of each packet. Each data packet can produce a packet vector. These packet vectors are arranged to form a network flow vector. Attention layer is used to perform feature learning on the network flow vector composed of packet vectors. The above feature learning process is automatically completed by deep neural network without any feature engineering technology.
This model effectively avoids the problem of manual design features. Performance of the BAT-MC method is tested by KDDTest+ and KDDTest-21 dataset. Experimental results on the NSL-KDD dataset indicate that the BAT-MC model achieves pretty high accuracy. By comparing with some standard classifier, these comparisons show that BAT-MC models results are very promising when compared to other current deep learning-based methods. Hence, we believe that the proposed method is a powerful tool for the intrusion detection problem.
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