Abstract-Low-density parity-check (LDPC) codes are excellent candidates for optical network applications due to their inherent low complexity of both encoders and decoders. A cyclic or quasi-cyclic form of finite geometry LDPC codes simplifies the encoding procedure. In addition, the complexity of an iterative decoder for such codes, namely the min-sum algorithm, is lower than the complexity of a turbo or Reed-Solomon decoder. In fact, simple hard-decoding algorithms such as the bit-flipping algorithm perform very well on codes from projective planes. In this paper, the authors consider LDPC codes from affine planes, projective planes, oval designs, and unitals. The bit-error-rate (BER) performance of these codes is significantly better than that of any other known foward-error correction techniques for optical communications. A coding gain of 9-10 dB at a BER of 10 9 , depending on the code rate, demonstrated here is the best result reported so far. In order to assess the performance of the proposed coding schemes, a very realistic simulation model is used that takes into account in a natural way all major impairments in long-haul optical transmission such as amplified spontaneous emission noise, pulse distortion due to fiber nonlinearities, chromatic dispersion, crosstalk effects, and intersymbol interferencec. This approach gives a much better estimate of the code's performance than the commonly used additive white Gaussian noise channel model.
I. INTRODUCTION
D ENSE-wavelength-division-multiplexing (DWDM) fiber optics communication becomes the predominant transport mechanism for metropolitan, wide-area networks, and long-haul transmission. The technologies enabling 40-Gb/s/ch wavelength-division-multiplexing (WDM) transmissions have been recently extensively studied. However, before the 40-Gb/s/ch WDM systems become reality, a number of problems must be overcome: increased sensitivity to accumulated chromatic dispersion, dispersion slope, polarization-mode dispersion (PMD), increased sensitivity to fiber nonlinearities, amplified spontaneous emission (ASE) noise accumulation, double-Rayleigh backscattering in Raman amplifier applications, etc. The main approach applied in long-haul communications is to reduce and tolerate the fiber nonlinearities so that the system operates in the so-called quasi-linear regime [1] . For such applications, the role of the proper modulation scheme, proper dispersion map, and proper forward-error correction (FEC) schemes [1] , [2] are increasingly important to maintain the acceptable transmission system performance. Ait Sab proposed a concatenated scheme with two Reed-Solomon (RS) codes and another scheme with block turbo codes (BTCs) [3] - [5] . In a series of recent articles, we showed that error performance and decoder hardware complexity offered by turbo codes can be greatly improved by using other types of iteratively decodable coding schemes, in particular low-density parity-check (LDPC) codes [2] , [6] . The LDPC codes have been shown to perform approximately within 0.005 dB of the Shannon limit on an additive white Gaussian noise (AWGN) channel (rate 1/2, codeword size of ) [7] , breaking the record previously set by turbo codes. Moreover, Hagenauer et al. [9] realized that the sum-product algorithm is well suited for analog very-large-scale-integration (VLSI) implementation. This kind of fast analog iterative decoder is a very attractive option for future optical communications. Although LDPC codes can be designed in a pseudorandom fashion [8] , such codes may lead to encoders/decoders so complex that it is impractical to employ them in high-speed optical communications. High-speed FEC architectures are critical in optical communications, and there has been a great deal of research interests in this area. For example, Agere Systems have reportedly built an optical networking interface device with four parallel RS codecs, each operating at 2.5 Gb/s [28] . Several well-known systematic construction methods for LDPC codes [2] , [6] , [17] , [25] provide parity-check matrices with cyclic or quasi-cyclic structures, thereby reducing the hardware complexity of LDPC encoders and decoders.
In [2] , [6] , and [25] , we presented systematic LDPC code constructions based on rectangular lattices, mutually orthogonal Latin squares, and projective geometry (PG), respectively. These codes have many favorable features, namely high code rate and large minimum distance, and they support simple encoders, realized using shift registers, and simple iterative decoding algorithms.
In [25] , we presented a systematic LDPC code construction based on the point-line incidence matrix of a projective plane. The number of distinct codes (obtained from this construction) that are relevant to WDM high-speed long-haul transmission systems is limited. The flexibility of code construction can be increased by investigating secondary structures in projective planes and also by using the point-line incidence structure of the affine plane. In the following subsections, we present details of the construction of LDPC codes from affine geometry (AG), PG, oval designs, and unitals. In addition, we present some encouraging preliminary results, which show that these codes, with a coding gain of 10 dB at BER of , significantly outperform any other FEC techniques, including the turbo codes, reported so far. The coding gains larger from that reported in Section IV ( 10 dB at BER of ) are possible for PG(2,64) and PG(2,128) (as well as with oval and unital designs of comparable code rates, lengths, and minimum distance) since the corresponding minimum distances are at least 66 and 130, respectively.
A very realistic simulation model that takes into account all major impairments in long-haul optical transmission (such as ASE noise, pulse distortion due to fiber nonlinearities, chromatic dispersion, crosstalk effects, and intersymbol interference (ISI)) is used in experiments because it is a better approximation of the realistic optical channel than the commonly used AWGN channel model.
II. FINITE GEOMETRY CODES
The code constructions proposed in this paper are based on the theory of combinatorial designs. Abalanced incomplete block design (BIBD) is defined as a collection of subsets of a set , , such that pair of elements of occurs together in exactly blocks. Each subset is called a block, and each element of is called a point. The design is said to be balanced because each pair of elements of occur together in exactly blocks, and it is said to be incomplete because not all possible subsets of are elements of the set of blocks. A BIBD is referred to as a design with parameters . Further details about designs in general and BIBD in specific can be found in [10] - [17] . The incidence matrix of a design with blocks is a matrix defined by if the th block contains the th point otherwise.
The parity-check matrix ( ) of an LDPC code from a BIBD is the transpose of its incidence matrix . A BIBD is resolvable if the blocks can be partitioned into groups such that each group contains blocks whose pairwise intersection is a disjoint set, and their union is the set of points . The groups are called the resolution classes or the parallel classes. Interpreting geometrically, a resolution class can be viewed as a collection of parallel lines.
A finite projective plane (geometry) [14] of order , say PG(2, ), is an design, , and is a power of prime. The point set of the design consists of all the points on PG (2, ) , and the block set of the design consist of all lines on PG(2, ). The points and lines of a finite projective plane satisfy four sets of axioms.
1) Every line consists of the same number of points.
2) Any two points on the plane are connected by a unique line. 3) Any two lines on the plane intersect at a unique point. 4) A fixed number of lines pass through any point on the plane.
As mentioned previously, since any two lines on a projective plane intersect at a unique point, there are no parallel lines on the plane. The incidence matrix of such a design, for , is cyclic and, hence, any row of the matrix can be obtained by shifting (right or left) another row of the matrix.
A finite affine plane of order , say AG(2, ), is a design, and is a power of prime. A finite affine plane of order , is a special case of a finite projective plane of the same order. One of the main differences between a PG(2, ) and AG(2, ) is that any two lines on the affine plane may or may not intersect. This difference between an AG (2, ) and a PG(2, ) introduces the concept of parallelism in the affine plane. An affine plane AG(2, ) can be constructed by "discarding" all the points of a line in PG(2, ), and this "discarded" line is usually referred to as the line at infinity. Hence, the number of lines (blocks) is one less than that in PG(2, ), and each line (block) has one less point than that in PG(2, ).
Ovals and unitals [12] - [15] are special geometrical structures, namely arcs, on a projective plane. In other words, these arcs, defined on a projective plane, help to construct new subdesigns by "discarding" a selected set of points and lines on the plane. In PG(2, ), any non-empty set of points is a arc, , where is the greatest number of collinear points in the set. The parity-check matrices of codes from such designs exhibit quasi-cyclic properties. A hyperoval on a PG(2, ), even, is a arc, and this can be constructed by extending a arc with a uniquely defined point called the nucleus of the arc. The lines of the plane PG(2, ) can be divided into three classes with respect to the hyperoval. 1) A tangent is a line that meets the arc in a unique point.
2) A secant is a line that meets the arc in exactly two points.
3) An exterior line is a line that does not meet the arc. The nucleus of a hyperoval is a unique point through which all tangents of the arc pass through. A hyperoval can be characterized algebraically as a set of points that satisfy an irreducible conic along with the nucleus of the arc. An irreducible conic is a homogeneous algebraic function of second order that is irreducible in the Galois field of order . In PG(2, ), for , an oval design is the incidence having the lines exterior to the hyperoval for points, and for blocks, the points not on the hyperoval. The oval design is a BIBD whose incidence matrix has a 2 rank of . In addition, the oval design is a resolvable design. The parity-check matrix of an LDPC code constructed from the oval design is defined as the transpose of the incidence matrix of the design.
A Hermitian arc or a unital in PG(2, ), is an integer, is a arc such that any line of the projective plane intersects the arc in either one or points. A line meeting the unital in a single point is called the tangent. A unital can be characterized algebraically as a set of points that satisfy an irreducible homogeneous function of order . The Hermitian arc, together with the nontangent lines in PG(2, ), form a BIBD. The rank of an incidence matrix of the design is , if is a power of 2, and , if is a power of odd prime [13] , [15] . The parity-check matrix of an LDPC code constructed from the unital design is defined as the transpose of the incidence matrix of the design.
In a finite geometry, no two distinct lines can intersect at more than one distinct point. Hence, an LDPC code from a finite geometry is orthogonal and can be decoded by a number of algorithms such as one-step majority-logic decoding, bit flipping (BF), weighted bit flipping, and message passing. Although sum-product iterative decoding has been demonstrated to perform well in various types of channels, it is computationally intensive, and it is not clear if it is suitable for optical communications at data rate 40 Gb/s or higher. However, the min-sum version of this algorithm (MSA) (see Appendix A), [18] , [24] , [26] - [28] which is an approximation of a posteriori probability decoding, requires only simple addition and "finding minimum" operations and, as such, is suitable for high-speed optical transmission. One advantage of these codes is that the code parameters, such as minimum distance and bipartite graph girth, are easily controllable. These features are the result of the highly regular structures of these codes.
In Table I , we have listed design parameters of families of finite geometry codes presented in this paper. Fig. 1 shows the code length as a function of code rate for LDPC codes obtained by using finite geometry codes. If required code rate is higher than 0.8, the typical requirement for optical communications, it is impossible to construct code shorter than 500. The codes based on PG( , ), proposed in [25] , are more general than the projective plane codes (the first row of Table I ), and the underlying mathematics is more complicated. However, the number of codes with different code rates is rather limited. For example, it is evident from Fig. 1 that just three codes from the projective plane (i.e., for ) are applicable to optical communications. Novel constructions derived from projective planes (such as affine plane, ovals, and unitals) are required to increase the number of codes (with different code rates) applicable to optical communications.
Example: The parity-check matrix of a code from a hyperoval in PG(2,2) is Since any two points are connected by one and only one line, no two rows or columns have more than one "1" in common. Therefore, the point-line incident matrix is in fact the paritycheck matrix of the LDPC code, and the corresponding Tanner graph is free of cycles of length 4.
Finding the minimum distance of BIBD codes is still an unsolved problem. However, it can be shown that a lower bound on minimum distance is . (The reader is referred to [22] for the proof.) For , we have listed in Table II the lower bounds on minimum distance and the expected ranks of the parity-check matrix (the number of parity bits) for different finite geometry codes considered here. For example, the codes on oval(2,64) and AG(2,32) have the minimum distance of at least 33, while the code on PG(2,32) at least 34. Large minimum distance and factor graphs with good cycle properties result in excellent BER performance, shown in Section IV. 
III. SIMULATION MODEL DESCRIPTION
In WDM systems, multiple optical carriers at different wavelengths are modulated by using independent electrical signals and then transmitted over the same fiber. The optical signal at the receiver is split into separate channels by using an optical demultiplexer. Erbium-doped fiber amplifiers (EDFAs) and dispersion-compensating fibers (DCFs) are deployed periodically to compensate the loss and accumulated dispersion of the standard single-mode fiber (SMF). A carrier-suppressed return-to-zero (CSRZ) modulator, considered here, is composed of a laser diode, a Mach-Zehnder (MZ) intensity modulator, another MZ modulator driven by a sinusoid at half-bit-rate frequency, and an encoder. A typical direct-detection receiver is composed of a polarization filter, an optical filter of the transfer function (and impulse response ), a p-i-n photodiode, an electrical filter of the transfer function (and impulse response ), a sampler and a decision circuit, followed by a decoder. ( may represent the transfer function of the WDM demultiplexer (e.g., the AWG), and the transfer function of complete receiver electronics.) The propagation of a signal through the transmission media is modeled by the nonlinear Schrödinger equation [19] (1) where is the distance propagated along the fiber, relative time gives a frame of reference moving at the group velocity , is the complex field amplitude of the pulse, is the attenuation coefficient of the fiber, is the groupvelocity dispersion (GVD) coefficient, is the second-order GVD, is the nonlinearity coefficient giving rise to Kerr effect nonlinearities, and is the Raman coefficient. Equation (1) is solved using the split-step Fourier method, as described in [19] .
The electrical field coming through the fiber to the optical filter input can be written as (2) where is the (optical) amplifier chain output signal field. (Notice that the propagation of the signal is considered separatly from the ASE noise in order to improve the speed of the simulation. The justification of such an approach, valid for quasilinear system considered here, is discussed in [23] .) In (2) , is the th bit pulse shape, is the peak power, and is the (coded) information content , with being the extinction ratio . Both the ASE noise components and the multipath interference (MPI) components are combined into a noise process , which is considered to be colored Gaussian with autocorrelation function given by (3) ( and are ASE and MPI autocorrelaction functions, respectively). The power spectral density of ASE noise is determined by the EDFA output filter, and the spectrum of MPI noise is determined by the signal spectrum. The autocorrelation function of ASE noise is , where is the EDFA output optical filter autocorrelation function, and is the power spectral density of ASE noise in one state of polarization. Within the bandwidth of an optical filter in EDFA, the noise power spectral density function can be approximated as , wherein is the spontaneous emission factor, is the EDFA gain, is the photon energy, and is the number of amplifiers. , , and are in fact the complex envelopes of corresponding analytical signals.
The photodiode output noise process has the mean (4) and the variance (5) where is the optical filter output signal. (The derivation of the expressions (4) and (5) is given in our previous paper [20] .) The autocorrelation function of the optical filter output noise can be expressed as (6) where is the optical filter autocorrelation function. Notice that the photodiode output noise process is not stationary (the mean values and the standard deviation are functions of time). In (5), is the electronic noise variance, which includes both transmitter and receiver electronic noise (also known as "back-to-back" noise), while is the photodiode shot-noise variance ( is an electron charge). If the polarization filter is omitted, the second term in (5) should be multiplied by a factor of two. In optical communications, it is a custom to use a factor [21] as a figure of merit rather than signal-to-noise ratio, and in this paper, we will follow this convention.
Using the expression in (7), the BER of uncoded signal Uncoded (7) is converted to factor in order to make the results comparable with previously reported ones. (Since the code rate influence is included in the factor, the reported coding gain is equivalent to the net effective coding gain of AWGN channel.) In simulations, the pseudorandom bit sequence (PRBS) of length is encoded and transmitted over transmission media. The parameters required in (4) and (5) are determined at the end of the transmission media, and then such obtained sequence is repeated for different ASE noise realizations. The validity of considering ASE noise independently of the transmitted signal, the assumption valid for the quasi-linear systems, is discussed in [23] . (We have found the excellent agreement between the BER of the uncoded signal with overhead included and the BER calculated from the undecoded signal.) ASE noise samples are added to the signal (processed according to (4)) as a zero-mean nonstationary Gasussian process of variance (5)-the variance is different from sample to sample. The validity of such an approach is discussed in our previous paper [20] , where overlapping results with Monte Carlo simulations are obtained. (Notice that the process generated in such a way is nonstationary (5) .) The simulator developed allows also to transmit the encoded signal when ASE noise-signal interaction during transmission over the fiber media is included, which is unavoidable in a highly nonlinear transmission system. Unfortunately, the simulation for such a system will be unacceptably long. Similarly, as in [23] , the back-to-back factor is included as the AWGN contribution, with variance determined from the measured back-to-back factor.
IV. FINITE GEOMETRY CODES PERFORMANCE
In this section, we present the BER performance of finite geometries (affine and projective geometries, oval designs, and unitals) LDPC codes in the presence of residual dispersion, fiber nonlinearities, ISI, and receiver noise resulting from signal-noise and noise-noise interaction on a photodiode. Transfer functions of optical and electrical filters are also taken into account. A WDM system with a 10-or 40-Gb/s bit rate per channel and a channel spacing of 50 or 100 GHz, respectively, is considered. It is assumed that the observed channel is located at 1552.524 nm or 193.1 THz and that there exists a nonnegligible interaction with six neighboring channels.
The performance of an affine geometry based LDPC (1056, 813, 0.77, 33) code (the last two parameters denote the code rate and the lower bound on minimum distance) with a code rate of (redundancy of 30%), for AG(2,32) is shown in Fig. 2 . The nonreturn-to-zero (NRZ) signal format at 10 Gb/s (per channel) is observed. The receiver comprised of an EDFA as a preamplifier, an optical filter (modeled as super-Gaussian filter of the eight order and bandwidth , bit rate over code rate), a p-i-n photodiode, an electrical filter (modeled as a Gaussian filter of bandwidth ), a sampler, and a decision circuit are observed. Transmission with a dispersion map composed of standard SMF and DCF sections giving the residual dispersion of 272 ps/nm is considered. The SMF and DCF parameters are the same as in our previous paper [2] . An average power per channel of 0 dBm is assumed. The extinction ratio is set to 13 dB. The transmitter and receiver imperfections are described through a back-to-back factor, which is set to 23 dB. For a BER value of , the LDPC (1056, 813) scheme with simple bit-flipping decoding outperforms the conventional RS(255 223)+RS(255 239) concatenation scheme by more than 1.5 dB, while the soft-decision variant based on the min-sum algorithm is better by 2.7 dB. It also outperforms the much more complex BTC based on a product of two Bose-Chaudhuri-Hocquenghem (BCH) (128, 113, 6) codes (with five iterations and comparable redundancy of 28%) by 0.5 dB. Fig. 3 shows the BER results of a Monte Carlo simulation for a PG-based LDPC (1057, 813, 0.77, 34) code with a code rate of (redundancy of 30%), oval-design-based code with a code rate 0.8376 (redundancy of 19%),a code based on a unital on PG(2, ) with s code rate 0.8594 (redundancy of 11.6%), and s code based on AG(2, ) for CSRZ modulation format at 40 Gb/s. The transmission system considered has a dispersion map composed of an SMF section, followed by an EDFA to compensate the fiber losses in the SMF section, and a DCF section to compensate both GVD and secondorder GVD, as well as another EDFA to compensate fiber losses in the DCF section. codes (with five iterations and comparable redundancy of 28%) [4] (also included in Fig. 3 ) by 1 dB, while a code from a hyperoval in PG(2,64) with lesser redundancy (19%) and a code from a unital with redundancy of 11.6% have comparable performances. The AG codes perform slightly worse than PG codes.
It is important to note that the complexity of the decoding algorithm, the min-sum algorithm, is at least one order simpler than that of the turbo decoder because these codes do not require any interleavers. For more details on hardware implementation of high-throughput LDPC codes, the reader is referred to [26] . The implementation of a variant of the min-sum algorithm is discussed in [27] . The comparison among different finite geometry codes for the AWGN channel model may be made from Fig. 4 . As in an optical channel, the projective plane codes perform the best, since the minimum distance is the largest. The prediction on the performance of finite geometry codes made from AWGN channel is too pessimistic (although the more complex algorithm, the sum-product with 15 iterations, is employed). The choice of dispersion map, as can be seen by comparing AG(2,32) code performance in Figs. 2 and 3 , also influences the FEC efficiency. Therefore, the AWGN channel may be used just as an initial prediction of FEC performance. From Figs. 3, 4 , it is evident that short codes of small minimum distance (oval(2,16) and oval (2, 25) ) experience the error floor. The longer codes of small minimum distance (unital(2,64)) do not experience the error floor down to . We believe that medium length, and especially long, finite geometry codes of large minimum distance will not experience the error floor down to . Since this claim cannot be supported by simulations, the error-floor of LDPC codes remains an open issue for further research.
V. CONCLUSION
A novel class of FEC for long-haul optical communication systems based on finite geometry (affine and projective planes, oval designs, and unitals) LDPC codes and iterative decoding is presented in this paper. As opposed to recent papers [3] - [5] where the AWGN assumption is applied, we consider the performance of finite geometry codes in the presence of ASE noise, pulse distortion due to fiber nonlinearities, residual dispersion, crosstalk effects, ISI, etc. The iterative decoding based on a normalized min-sum algorithm has been demonstrated to give a coding gain of 9-10 dB, depending on the code rate and family, at a BER of . These codes have many unique features (e.g., high code rate, large minimum distances, and simple decoding algorithms and the encoder can be realized using shift registers) that may allow for very-high-speed implementations.
Since our extensive simulations show that the finite geometry LPDC codes perform well in the presence of all the previously mentioned impairments and significantly outperform previously proposed FEC schemes [3] - [5] , including the turbo codes, we are confident in proposing their use in optical communications for high-speed long-haul transmission.
APPENDIX A MIN-SUM DECODING ALGORITHM
For any codeword in a linear block code given by the parity-check matrix , the following set of equations is satisfied (A1)
These equations are called parity-check equations. Iterative decoding can be visualized as message passing on a bipartite graph representation, called Tanner graph, of the parity-check matrix [22] . There are two types of vertices in the graph: check vertices (check nodes) indexed by , and variable vertices (bit nodes) indexed by . Edge-connecting vertices and exist if , i.e., if variable participates in the parity-check equation . For example, the bipartite graph corresponding to is shown in Fig. 5 . The check nodes are denoted by squares and the variable nodes by circles.
Decoding can be done as follows. First, a priori information of the bit at position , , is taken as the channel sample, and messages passed from node to node in the bipartite graph, , are initialized to . In the th iteration, we update the messages to be passed from the check node to the bit node , , as
and messages to be passed from bit node to check node , , according to
The last step in iteration is to compute updated normalized log-likelihood ratios according to
For each bit , the estimation is made according to if otherwise (A5)
Decoding halts when a valid codeword or when a maximum number of iteration has been reached. The steps (A2) and (A3) can be viewed as propagation of "beliefs" in a code bipartite graph [22] .
