Abstract. We study the uniqueness of minimal submanifolds and the stability of the mean curvature flow in several well-known model spaces of manifolds of special holonomy. These include the Stenzel metric on the cotangent bundle of spheres, the Calabi metric on the cotangent bundle of complex projective spaces, and the Bryant-Salamon metrics on vector bundles over certain Einstein manifolds. In particular, we show that the zero sections, as calibrated submanifolds with respect to their respective ambient metrics, are unique among compact minimal submanifolds and are dynamically stable under the mean curvature flow. The proof relies on intricate interconnections of the Ricci flatness of the ambient space and the extrinsic geometry of the calibrated submanifolds.
Introduction
Calibrated submanifolds [9] in manifolds of special holonomy are not just minimal submanifolds, they actually minimize the volume functional in their homology classes. Of particular interests are special Lagrangians in Calabi-Yau, associatives and coassociatives in G 2 , and Cayley submanifolds in Spin (7) . These geometric objects attracted a lot of attentions in recent years. On the one hand, they are natural generalizations of algebraic subvarieties in algebraic manifolds and thus are of immense geometric interest. On the other hand, they appear in various proposals of string theory such as Mirror Symmetry and the M-theory. The most successful construction of metrics of special holonomy is the Calabi-Yau case, where the celebrated theorem of Yau [29] shows the homological condition guarantees the existence of the metric. All other constructions are based on deformation theory, symmetry reductions or gluing constructions [11] (see also a recent flow approach for G 2 construction in [2, 17] ). The scenario of the construction of calibrated submanifolds is similar [10, 15] . For special Lagrangians in Calabi-Yau's, we refer to the work of Schoen-Wolfson [19] and Joyce [14, 12, 13] .
Among all explicitly constructed manifolds of special honolomy, the most well-known ones seem to be the Stenzel metric [22] on the cotangent bundles of spheres (or the Eguchi-Hanson 1 metric in dimension 4) and the Calabi metric [3] on the cotangent bundles of complex projective spaces. Similar constructions of Bryant-Salamon [1] produce G 2 and Spin(7) metrics. All of them are based on bundle constructions and the zero sections are calibrated submanifolds. In the article, we study the uniqueness and the dynamical stability of the zero sections of these manifolds. To be more specific, we consider the following manifolds of special honolomy in this article. Assumption 1.1. Throughout this article, M is a Riemannian manifold of special holonomy that belongs to one of the followings:
(i) the total space of the cotangent bundle of S n with the Stenzel metric 1 with n > 1;
(ii) the total space of the cotangent bundle of CP n with the Calabi metric;
(iii) the total space of S(S 3 ), Λ 2 − (S 4 ), Λ 2 − (CP 2 ), or S − (S 4 ) with the Ricci flat metric constructed by Bryant-Salamon.
In section 2, 3 and 4, we review the geometry of these metrics in details. In all these examples, M is the total space of a vector bundle over a base manifold B. We identify B with the zero section of the bundle, which is also considered to be an embedded submanifold of M . In each case, there exists a smooth differential form Ω with the following properties:
• Ω has comass one, i.e. at any p ∈ M , Ω(L) ≤ 1 for any (oriented) subspace L ⊂ T p M with dimension = dim B. Indeed, Ω is locally the wedge product of orthonormal 1-forms.
• The form Ω characterizes B by the condition that Ω(T p B) = 1 for all p ∈ B where T p B is the (oriented) tangent space of B as a submanifold of M at a point p ∈ B.
The precise definition of Ω in each case can be found in (6.5), (6.11) and (6.19) , respectively. Let d( · ) denote the distance function to the zero section B with respect to the Riemmanian metric on M . For a compact embedded submanifold Σ of M with dim Σ = dim B, Σ is considered to be C 0 close to the zero section if d(p) is close to 0 for all p ∈ Σ, and Σ is considered to be C 1 close to the zero section if Ω(T p Σ) is close to 1 for all p ∈ Σ.
Our first result regards the uniqueness property of the zero sections. Theorem 1.2. In each case considered in Assumption 1.1, the zero section is the unique compact minimal immersed submanifold of the given dimension.
The mean curvature flow is the parabolic PDE system that deforms a submanifold by its mean curvature vector field, and is formally the negative gradient flow of the volume functional. A calibrated submanifold represents a local minimum of the volume functional. It is therefore natural to investigate the stability of a calibrated submanifold along the mean curvature flow, which is a nonlinear degenerate PDE system. The nonlinear stability of PDE systems such as the Einstein equation or the Ricci flow is under intense study. Our next result concerns the nonlinear C 1 stability of the zero sections. then the mean curvature flow of Σ exists for all time and converges to the zero section smoothly.
Note that (1 − Ω(T p Σ)) is always non-negative since Ω has comass one.
Remark 1.4. The Ricci flat metric on each manifold M considered in Assumption 1.1 is constructed under some symmetry ansatz. From the constructions, one sees that the metric turns out to be uniquely determined by the volume of the zero section B. That is to say, ǫ depends on the volume of the zero section (and also n in case (i) and (ii)).
Theorem 1.2 is proved in section 5. The main point is to prove the convexity of the distance square to the zero section. It is also the key for the C 0 convergence in Theorem 1.3, and plays an important role for the C 1 convergence.
Such a long-time existence and convergence theorem under effective C 1 bound for higher codimensional mean curvature flows has been established for manifolds of reduced holonomy, namely manifolds that are locally Riemannian products, see for examples [21, 23, 24, 25, 27] . Theorem 1.3, to the best our knowledge, appears to be the first one for manifolds of special holonomy.
Sections 6 and 7 are devoted to the proof of Theorem 1.3. In section 6, we establish estimates on the covariant derivatives of Ω, which is needed for proving the C 1 convergence. In section 7, we put everything together to prove the stability of the zero section under the mean curvature flow. Remark 1.5. A stability theorem of the mean curvature flow of compact smooth submanifolds can be derived from Simon's general stability theorem for gradient flows [20, Theorem 2] under the assumption that (1) the initial data is close enough to a stable minimal submanifold in the W l+2,2 Sobolev norm for large enough l (which implies at least C 2 smallness) and (2) the ambient metric is analytic. Theorem 1.3 is a C 1 stability theorem in which the regularity requirement is lower and the dependence of the smallness constant is explicit. 2 The proof does not rely on the analyticity of the ambient metric either. The theorem can be turned into a Lipschitz stability 2 The authors learned from Felix Schulze that it is possible to derive a C 1 stability theorem from White's regularity theorem, the uniqueness of mean curvature flows, and a limiting argument. However, it seems that the C 1 bound exists by an argument of contradiction and cannot be made explicit.
3 theorem (by approximating the initial Lipschitz submanifold by a family of C 1 submanifolds, see for example [28] ), which seems to be the optimal result for the mean curvature flow.
1.1. Notations and conventions.
1.1.1. Riemann curvature tensor. In this paper, for a Riemannian manifold with metric , and Levi-Civita connection ∇, our convention for the Riemann curvature tensor is
Let {e i } be a local orthonormal frame. Denote the dual coframe by {ω i }, and their connection 1-forms by ω j i . The convention here is
Throughout this paper, we adopt the Einstein summation convention that repeated indexes are summed. Since the frame is orthonormal, ω
Its curvature form is
It is equivalent to the Riemann curvature tensor by the following relation:
for any two tangent vectors X and Y .
1.1.2. Bundle projection. Let π : M → B be a vector bundle projection and Ψ be a (locallydefined) smooth differential form on B. The following abuse of notation is performed throughout this paper: the pull-back of Ψ, π * Ψ on M , is still denoted by Ψ.
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Geometry of the Stenzel metric
2.1. The Stenzel metric on T * S n . Consider the n-dimensional sphere S n with the standard metric for n > 1. Let {ω µ } n µ=1 be a local orthonormal coframe, and ω µ ν be their connection 1-forms which satisfy (1.4). As a space form with curvature equal to 1, its curvature form is
Let {y µ } be the coordinate for the fibers of T * S n induced by {ω µ }. The standard metric on S n induces the following metric on T * S n .
where the abuse of notation 1.1.2 is adopted.
2.1.1. Spherical coordinate for the fibers. There are two naturally defined 1-forms outside the zero section:
The first one is the tautological 1-form rescaled by 1/r; the second one is the exterior derivative of r. With respect to (2.2), they are unit-normed and orthogonal to each other.
It is more convenient to consider the metric (2.2) by another coframe, which is an extension of the above two 1-forms. To start, extend the vector 1 r (y 1 , · · · , y n ) to an orthonormal frame for R n . This can be done on any simply-connected open subset of R n \{0}. To be more precise, choose a smooth map T µ ν from a simply-connected open subset of R n \{0} to O(n) such that
For example, the standard spherical coordinate system on R n \{0} will do. When n = 3 with y 1 = r sin θ sin φ, y 2 = r sin θ cos φ, y 3 = r cos θ, one can take T 2 µ = 1 r ∂yµ ∂θ and
The metric (2.2) has the following orthonormal coframe
for µ ∈ {1, . . . , n}.
The Stenzel metric.
With this coframe (2.3), the Stenzel metric takes the form
The coefficient functions are defined by
where h ′ (r) is the solution of the ODE
Here, prime ( ) ′ denotes the derivative with respect to r. The function h is the Kähler potential in the paper of Stenzel [22, section 7] . We remark that the metric here differs from that in [7, section 2] by a factor of 2 n−1 /n in (2.6). The normalization here is chosen such that the restriction of metric (2.4) to the zero section is the metric of the round sphere of radius 1 and dimension n, and hence the volume of the zero section is 2π n 2 /Γ(n/2).
2.1.3.
Connection and Ricci flat equation. Take the orthonormal coframe:
for j ∈ {2, . . . , n}. The indices i, j, k, . . . will be assumed to belong to {2, . . . , n}.
It is useful to introduce the new radial function ρ by ρ = r 0 c(u)du. Since dρ = c(r) σ n+1 and ρ = 0 at the zero section, in view of (2.4), ρ is the geodesic distance to the zero section with respect to the Stenzel metric. Denoting by dot( ) the derivative with respect to ρ, we haveḟ
The connection 1-forms ω µ ν of (2.7) can be found by a direct computation:
The rest of the components ω 
One can also check these directly by (2.5), (2.6) and (2.9). In fact, Cvetič et al. solved the system (2.11) and reconstructed the Stenzel metric in the above form (2.4). The expressions of the Kähler form and the holomorphic volume form are quite simple in terms of the coframe (2.7). The Kähler form is n µ=1 ω µ ∧ ω n+µ , and the holomorphic volume form is (ω 1 + i ω n+1 ) ∧ (ω 2 +i ω n+2 )∧· · · (ω n +i ω 2n ). With the above relations, one can check that these two differential forms are parallel. With this understanding, the complex structure I in terms of the dual frame {ē 1 , . . . ,ē 2n } of (2.7) sendsē µ toē n+µ and sendsē n+µ to −ē µ for any µ ∈ {1, . . . , n}.
2.2.
Coefficient functions and curvature. The geometry of the Stenzel metric is encoded in the functions A, B and C. In this subsection, we summarize the properties that will be used later. Note that (2.6) implies that h ′ > 0 and h ′′ > 0 when r > 0. By (2.5) and (2.11),
Instead of r, we state the estimates in terms of ρ = r 0 c(u)du.
Lemma 2.1. The functions A, B and C are negative when ρ > 0. Moreover, there exists a constant K > 1 which depends only on n such that |A|/ρ, |C|/ρ and |B|ρ are all bounded between 1/K and K for any point p with 0 < ρ(p) < 1.
Proof. It follows from (2.6) that
To prove that C < 0, we estimate 2n cosh(2r)
n for any r > 0. It follows from (2.13) that C is negative. For A < 0,
for any r > 0. It follows that A < 0. Since B ≤ A, B is also negative.
The second assertion is a direct consequence of the power series expansion at r = 0. It follows from (2.6) that the Taylor series expansion of h ′ (r) near r = 0 is
.
It then follows that
n+2 r + O(r 2 ) and B = −r −1 + O(1). This finishes the proof of the lemma.
We remark that (2.11) and the negativity of A, B and C imply that a, b and c are increasing functions. Other quantities we will encounter are the derivatives of A, B and C with respect to ρ. It turns out that they are degree two polynomials in A, B and C. Lemma 2.2. The functionsȦ,Ḃ andĊ obey:
Proof. The equation (2.9) can be rewritten as
By using (2.11),Ḃ +Ċ = (B + C) (−A + B + (n − 1)C) ,
The lemma follows from these formulae. Note that (2.14) implies that
By applying (2.8), (2.11), (2.14) and Lemma 2.2 to [7, (2. 14)], we find that the components of the Riemann curvature tensor are all degree two polynomials in A, B and C:
and other inequivalent components vanish. Here,ē 1 , . . . ,ē 2n is the dual frame of (2.7). By equivalence we mean that the curvature is a quadrilinear map R satisfying the condition
The following property of the Riemann curvature tensor will help simplify the calculation in the Stenzel metric case: R(ē µ ,ē n+ν ,ē n+δ ,ē n+ǫ ) = 0 = R(ē n+µ ,ē ν ,ē δ ,ē ǫ ) for any µ, ν, δ, ǫ ∈ {1, . . . , n}. It will be used for the estimate (7.6) in the proof of Theorem 1.3.
Geometry of the Calabi metric
The Eguchi-Hanson metric has another higher dimensional generalization. There exists a hyper-Kähler metric on the cotangent bundle of the complex projective space, T * CP n . The metric is thus Ricci flat. It was constructed by Calabi in [3, section 5] by solving the Kähler potential under an ansatz. Since we are going to study the Riemannian geometric properties of the metric, it is more convenient to describe the metric in terms of a moving frame.
3.1. The Calabi metric on T * CP n . Consider the n-dimensional complex projective space CP n with the Fubini-Study metric. Let {θ µ } be a local unitary coframe of type (1, 0) . That is to say, the Fubini-Study metric is
Denote by θ µ ν the corresponding connection 1-forms. They are determined uniquely by the relations:
The curvature of the Fubini-Study metric is
The curvature formula implies that its sectional curvature lies between 1 and 4, and is equal to 4 if and only if the 2-plane is complex. The detailed discussion of the Fubini-Study metric in terms of the moving frame can be found in [5, section 8] .
Let {z µ } be the complex coordinate for the fibers of (T * CP n ) (1, 0) . Then, the Fubini-Study metric induces the following metric on T * CP n .
The complex structure of CP n induces a complex structure on T * CP n , with respect to which
Remark 3.1. We briefly explain the convention of the correspondence between real and complex moving frames. Write θ µ as
constitutes an orthonormal coframe. Let {e 2µ−1 } n µ=1 ∪ {e 2µ } n µ=1 be the dual orthonormal frame. They satisfy J(e 2µ−1 ) = e 2µ , where J is the complex structure as an endomorphism on the (real) tangent bundle. Denote by ω B A the connection 1-forms, where 1 ≤ A, B ≤ 2n. Namely,
For the total space of the cotangent bundle, write z µ as x µ −i y µ . Under the (real) isomorphism
3.1.1. Spherical coordinate for the fibers. Let r = µ |z µ | 2 be the distance to the zero section with respect to the metric (3.2). Again, the exterior derivative of r and the tautological 1-form are two naturally defined 1-forms on T * CP n . In terms of the complex coordinate, they read
respectively. Their images under the complex structure give another two 1-forms, which are the imaginary parts of the above two (1, 0)-forms multiplied by −1.
With this understood, consider the following complex version of the spherical change of gauge. It means an extension of 1 r (z 1 , · · · , z n ) to a unitary frame for C n , which can be done on any simply connected open subset of C n \{0}. More precisely, choose a smooth map T µ ν from a simply connected open subset of C n \{0} to U(n) such that
It follows that the following 1-forms also constitute a unitary coframe of type (1, 0) for (3.2)
where µ ∈ {1, . . . , n}.
The Calabi metric.
In terms of this coframe, the Calabi metric is of the following form
where
In [8] , Dancer and Swann found an easy way to construct the hyper-Kähler metric. They wrote down the ansatz for the three hyper-Kähler forms, and imposed the d-closed condition. One of the Kähler forms is
and the other two are the imaginary and real parts of
If (3.7) and (3.8) are annihilated by the exterior derivative, the coefficient functions must obey
It is a straightforward computation to check that (3.6) does solve (3.9). One can consult [6, section 4] for the discussion on solving (3.9).
For the connection and curvature computation in the following subsubsections, it is more transparent to simplify the expressions by using the hyper-Kähler equation (3.9) than by plugging in the explicit solution (3.6). Note that (3.9) implies that b 2 − a 2 is a constant, which is 1 for the explicit solution (3.6).
3.1.3. Connection 1-forms. To compute the connection 1-forms of the metric, it is easier to choose a complex structure and take a unitary frame. With respect to the complex structure corresponding to the Kähler form (3.7), we have the unitary coframe:
for j ∈ {2, . . . , n}. Denote by ξ µ ν the Hermitian connection 1-forms. They can be found by the structure equation (3.1):
The hyper-Kähler equation (3.9) is used to simplify the above expressions. The components ξ k j and ξ n+k n+j are related to the connection of the Fubini-Study metric as follows:
3.1.4. Riemann curvature tensor. In terms of the unitary coframe (3.10), the curvatures are as follows:
The equality between different curvature components is a consequence of the hyper-Kähler geometry.
Geometry of the Bryant-Salamon metrics
In [1] , Bryant and Salamon constructed complete manifolds with special holonomy. They constructed three examples with holonomy G 2 , and one example with holonomy Spin(7), each of which is the total space of a vector bundle. 4.1. Bryant-Salamon manifolds. This subsection is a brief review on the construction of Bryant and Salamon. We first review the general framework of the metric construction on a vector bundle, and then specialize in their examples. 4.1.1. Bundle construction. Let (B n , g) be a Riemannian manifold, and E π → B be a rank m vector bundle. Suppose that E carries a bundle metric and a metric connection. Then, these data naturally induce a Riemannian metric on the total space E. The construction goes as follows. With the connection, the tangent space of E decomposes into vertical and horizontal subspaces. These two subspaces are defined to be orthogonal to each other. The metric on the vertical subspace is given by the original bundle metric; the metric on the horizontal subspace is the pull-back of the metric g. This metric can be seen explicitly in terms of the moving frame. Take a local orthonormal coframe {ω j } n j=1 on an open subset U ⊂ B, and a local orthonormal basis of sections {s ν } m ν=1
that trivializes E| U . Denote by ∇ A a metric connection for E. Let A µ ν be the the connection 1-forms of ∇ A with respect to s ν , namely,
be the coordinate for the fibers of E| U induced by {s µ } m µ=1 . The Riemannian metric g b on E induced by the bundle metric is
Comparing (4.1) with (2.2) and (3.2), the connection matrices in section 2 and 3 are defined with respect to the Levi-Civita connection on the tangent bundle, so the induced connection matrices on the cotangent bundle are the negative transposes in (2.2) and (3.2), while the connection matrices here are on an arbitrary vector bundle.
In our discussion on the bundle construction, the indices i, j, k are assumed to belong to {1, 2, . . . , n = dim B}, and the indices µ, ν, γ, σ are assumed to belong to {1, 2, . . . , m = rank E}.
Here is a relation that will be used later. The exterior derivative of dy µ + A µ ν y ν can be written as
is the curvature of ∇ A .
4.1.2.
Rescaling the metric. Let s = µ (y µ ) 2 be the distance square to the zero section with respect to the Riemannian metric g b in (4.1). For any two smooth, positive functions α(s), β(s) defined for s ≥ 0,
also defines a Riemannian metric on E. Let
It follows that
Note that {ω j } j=1···n ∪ {ω n+µ } µ=1···m form an orthonormal coframe of the metric (4.3). Their exterior derivatives read
where ω j i is the connection 1-form of the Levi-Civita connection of (B, g). By a direct computation, we find that the connection 1-forms of the Levi-Civita connection of (E, g α,β ) are
The mixed component ω n+µ i
is different from the other two components; it involves only the curvature but not the connection. That is to say, ω n+µ i is a tensor:
where H ∼ = π * T B is the horizontal subspace, and V ≡ π * E is the vertical subspace over the total space of E.
Examples of Bryant and Salamon.
For the examples of Bryant and Salamon, the base manifold B is either a sphere or a complex projective space. The metric g is the standard metric. The vector bundle E is constructed from the tangent bundle or the spinor bundle, and the metric connection is induced from the Levi-Civita connection. In what follows, κ is the sectional curvature of the round metric when the base is the sphere, and is half the holomorphic sectional curvature of the Fubini-Study metric when the base is CP 2 .
The first example [1, p.840 ] is the spinor bundle over the 3-sphere, S(S 3 ). The G 2 metric has α(s) = (3κ) The above coefficient functions are derived from the special holonomy equation, which is a first order elliptic system. According to their paper, the special holonomy equation reduces to the following equation:
for some positive constants κ 1 and κ 2 . For S(S 3 ), κ 1 = κ/4 and κ 2 = κ/8. For Λ 2 − (S 4 ) and
One can easily construct some functional equations from (4.13). Here are two relations that will be used later:
The uniqueness of the zero section
The following lemma is about the rigidity of a compact minimal submanifold. The authors believe it must be known to experts in the field. Due to the lack of a precise reference, the proof is included for completeness.
Lemma 5.1. Let (M, g) be a Riemannian manifold. Suppose that ψ is a smooth function on M whose Hessian is non-negative definite. Then, any compact, minimal submanifold of M must be contained in the set where Hess M ψ degenerates. In addition, ψ takes constant value on the submanifold if it is connected.
Proof. Let Σ ⊂ M be a compact submanifold, and p be a point in Σ. Choose an orthonormal frame {e j } for T Σ on some neighborhood of p in Σ. Consider the trace of the Hessian of ψ on
where ∇ is the covariant derivative of (M, g), ∆ Σ is the Laplace-Beltrami operator of the induced metric on Σ, and H = j (∇ e j e j ) ⊥ is the mean curvature vector of Σ. When Σ is minimal, it implies that ∆ Σ ψ ≥ 0. The lemma follows from the compactness of Σ and the maximum principle.
5.1. The Stenzel metric case. In this subsection, we apply Lemma 5.1 to show that the zero section is the only compact, special Lagrangian submanifold in T * S n .
Theorem 5.2. When n > 1, any compact, minimal submanifold in T * S n with the Stenzel metric must belong to the zero section.
Proof. Consider the smooth function ψ = ρ 2 , which is the square of the distance to the zero section (with respect to the Stenzel metric). Due to Lemma 5.1, it suffices to show that the Hessian of ψ is positive definite outside the zero section. Since Hess(ρ) = ∇dρ and dρ = ω n+1 , we compute
By (2.8) and (2.11), we obtain
According to Lemma 2.1, Hess(ψ) is positive definite when r > 0 (equivalently, when ρ > 0). This finishes the proof of the theorem.
5.2. The Calabi metric case. In this subsection, we prove that the zero section is the only compact, minimal submanifold in T * CP n .
Theorem 5.3. Any compact, minimal submanifold in T * CP n with the Calabi metric must belong to the zero section.
Proof. The function ρ = r 0 cosh(2u)du is the distance function to the zero section with respect to the Calabi metric and dρ = Re ξ n+1 by (3.6) and (3.10) . Consider the smooth function ψ = ρ 2 and compute as in the last theorem,
According (3.6), it is not hard to see that Hess(ψ) is positive definite when r > 0, and the theorem follows from Lemma 5.1.
5.3. The Bryant-Salamon metric case. In this subsection, we examine the uniqueness of the zero section as a minimal submanifold.
Lemma 5.4. Let (B n , g) be a Riemannian manifold. Let E → B be a rank m vector bundle with a bundle metric and a metric connection. Denote by s the square of the distance to the zero section with respect to the metric g b (4.1) on E. For any two smooth positive functions α(s) and β(s), endow E the Riemannian metric g α,β defined by (4.3). Then, the Hessian of s with respect to g α,β is positive definite outside the zero section if and only if α ′ > 0 and β > 2s|β ′ | for s > 0.
Proof. Suppose that ψ is a smooth function on E depending only on s = µ (y µ ) 2 . Its exterior derivative is
Let {ē j } n j=1 ∪ {ē n+µ } m µ=1 be the frame dual to the coframe (4.4). Sinceē j (ψ) ≡ 0, the Hessian of ψ along (ē i ,ē j ) is
where the last equality uses the fact that [F µ ν ] is skew-symmetric in µ and ν. It is not hard to see that the Hessian of ψ along (ē n+µ ,ē j ) vanishes. Along (ē n+µ ,ē n+ν ), Applying this lemma to the Bryant-Salamon manifolds leads to the following theorem.
Theorem 5.5. Any compact minimal submanifold of the Bryant-Salamon manifolds must be contained in the zero section.
Proof. This follows directly from (4.13), (4.14) and Lemma 5.4. Moreover, by (4.14), we have
This Hessian estimate will be needed later.
Further estimates needed for the stability theorem
In this section, we begin preparations for the proof of Theorem 1.3. Each manifold in Assumption 1.1 is the total space of a vector bundle π : E → B. The base B naturally sits inside E as the zero section. In each case, we introduce a differential form Ω with the properties explained in section 1, and calculate the covariant derivatives of Ω. The calculations will be applied to derive C 1 estimate of the mean curvature flow.
6.1.
Estimates from linear-algebraic decomposition. Each metric in Assumption 1.1 admits a local orthonormal coframe {ω j } n j=1 ∪ {ω n+µ } m µ=1 such that n j=1 ker ω j = π * E. As in section 4.1.1, The subbundle π * E ⊂ T E will be called the vertical subspace, and will be denoted by V. The orthogonal subbundle H ⊂ T E is given by m µ=1 ker ω n+µ , and is isomorphic to π * T B. This bundle H will be referred as the horizontal subspace.
In terms of the frame, the n-form Ω is ω 1 ∧ ω 2 ∧ · · · ∧ ω n . Let p ∈ E, and suppose that L ⊂ T p E is an oriented n-dimensional subspace with Ω(L) > 0. Then, L can be regarded as the graph of a linear map from H p to V p . By the singular value decomposition, there exist orthonormal bases {u j } n j=1 for H p , {v µ } m µ=1 for V p , and angles θ j ∈ [0, π) such that {e j = cos θ j u j + sin θ j v j } n j=1
and
constitute orthonormal bases for L and L ⊥ , respectively. For j > m, v j is set to be the zero vector, and θ j is set to be zero. For µ > n, u µ is set to be the zero vector, and θ µ is set to be zero.
Note that neither the frame {e j }∪{e n+µ } nor {u j }∪{v µ } is necessarily dual to {ω j }∪{ω n+µ }. In any event, [ω j (u i )] i,j is an n × n (special) orthogonal matrix, and [ω n+µ (v ν )] ν,µ is a m × m orthogonal matrix. Denote by
The following estimates are straightforward to come by:
for any i, j, k ∈ {1, . . . , n} and µ, ν ∈ {1, . . . , m}. To illustrate, we briefly explain the derivation of the first and third inequalities in (6.4). By (6.1), (ω 1 ∧ · · · ∧ ω n )(e n+µ , e 1 , · · · , e i , · · · , e n ) vanishes unless µ = i, and
For the third one,
Suppose that Σ ⊂ E is an oriented, n-dimensional submanifold with Ω(T p Σ) > 0. Applying the above construction to T p Σ gives a continuous function s on Σ. With this understanding, the remainder of this section is devoted to estimating ∇ e j Ω and (tr TpΣ ∇ 2 Ω)(T p Σ) = n j=1 (∇ 2 e j ,e j Ω)(e 1 , · · · , e n ) in terms of s and the distance to the zero section. These estimates will be used in the proof of Theorem 1.3.
6.2. The Stenzel metric case. Consider the Stenzel metric on T * S n , and let
where ω 1 and ω j , j = 2, · · · , n are defined in (2.7). The n-form Ω is not parallel. In order to establish the estimates on ∇Ω and ∇ 2 Ω, it is convenient to introduce the following notations:
for any j, k ∈ {2, . . . , n}.
By (2.8), (2.10) and (2.11), the covariant derivatives of the coframe 1-forms are as follows.
We compute the covariant derivative of Φ and Φ j .
Putting (6.7) and (6.8) together gives the covariant derivative of Ω.
We also compute the second covariant derivative of Ω by computing the covariant derivative of the four terms on the right hand side of (6.10). By (6.7), (6.8) and (6.9):
By examining the coefficient functions carefully, we conclude the following lemma. Recall that the ρ coordinate is the distance to the zero section.
Lemma 6.1. Consider M = T * S n with the Stenzel metric (2.4), and consider the n-form Ω = ω 1 ∧ · · · ∧ ω n . There exists a constant K > 0 depending only on n with the following property. Suppose that Σ is a compact, oriented n-dimensional submanifold of M such that ρ(p) < 1 and Ω(T p Σ) > 0 for any p ∈ Σ. Then, |∇ X Ω| (p) < Kρ(p) |X| for any X ∈ T p M , and
Here, |∇ X Ω| means the metric norm of ∇ X Ω as a section of (Λ n T * M )| Σ with respect to the metric induced by the Stenzel metric.
Proof. In (6.10), the coefficient functions consist of multiples of A and C, which are of order ρ by the second assertion of Lemma 2.1.
There are three types of terms in the formula of ∇ 2 Ω.
(i) The first type is in the direction of Ω. The first term of each of I, II, III, IV is of this type and their sum is 
The two-tensor in the bracket is clearly semi-negative definite, and is of order ρ 2 by Lemma 2.1.
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(ii) The second one is the linear combination of
for i, j, k, l ∈ {1, , . . . , n}. By (6.3) and the third line of (6.4), |(tr TpΣ η)(T p Σ)| ≤ n 2 s 2 .
On the other hand, the coefficient functions are constant multiples of A 2 , AB, BC, AC, C 2 ,Ȧ orĊ. They are at most of order 1 by Lemma 2.1 and 2.2. (iii) The third one is the linear combination of
for i, j, k, l, p, q ∈ {1, , . . . , n}. By (6.3) and the last line of (6.4), |(tr TpΣ η)(T p Σ)| ≤ n 3 s 2 . In these terms, the coefficient functions are multiples of A 2 , AC and C 2 . They are of order ρ 2 by Lemma 2.1.
By the triangle inequality, the proof of this lemma is complete.
6.3. The Calabi metric case. For the Calabi metric, we follow the notations introduced in section 3 and consider the 2n-form
where k n = (−1)
The 1-forms ξ 1 and ξ j are given by (3.10). The restriction of Ω to the zero section coincides with the volume form of the zero section. Let u ν be the complexified tangent vector defined by ξ µ (u ν ) = δ µ ν and ξ µ (u ν ) = 0. Similar to the case of the Stenzel metric, let
By (3.11) and (3.12), the covariant derivative of the unitary coframe reads:
(6.13)
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It follows that the covariant derivative of Ξ and Ξ j are as follows:
14)
By combining (6.13) and (6.14), the covariant derivative of
Since Ω is real,
where we have also used the fact that ξ k j is skew-Hermitian, which is why the second-last term from the right hand side of (6.16) ends up canceling with its conjugate.
Note that by (3.9), the second coefficient, a/(bc), is equal to f /b 2 . The next step is to calculate the second order derivative of Ω, which is a sum of the covariant derivative of the six terms on the right hand side of (6.17). Due to (6.13), (6.14), (6.15), (6.16 ) and the relations (3.9):
Recall that the distance to the zero section with respect to the Calabi metric is ρ = r 0 cosh(2u)du, and the asymptotic behavior of the coefficient functions near ρ = 0 can be found easily from (3.6). By applying (6.3) and (6.4) on (6.17)and (6.18), a completely parallel argument as that in the proof of Lemma 6.1 leads to the following lemma.
Lemma 6.2. Consider M = T * CP n with the Calabi metric (3.5), and consider the 2n-form Ω defined by (6.11). There exists a constant K > 0 depending only on n which has the following property. Suppose that Σ is a compact, oriented 2n-dimensional submanifold of M such that ρ(p) < 1 and Ω(T p Σ) > 0 for any p ∈ Σ. Then, |∇ X Ω| < Kρ(p) |X| for any X ∈ T p M , and
6.4. The Bryant-Salamon metric case. Consider the n-form
The notations in this subsection follow those in section 4, and the 1-forms ω j are defined by (4.4). Similar to the case of the Stenzel metric, it is convenient to introduce the following shorthand notations:
The covariant derivative of Ω is
For ∇ 2 Ω, one expects that the covariant derivative of the curvature,
(6.23)
We are now ready to calculate the second order derivative of Ω. Since 25) the covariant derivative of (6.22) is
The first two coefficients on the right hand side of (6.26) can be substituted by (4.8) . We compute the coefficient in the second line of (6.26) . By (4.8),
With the help of (4.4), (4.7), (5.2) and (6.24), we have 27) and
Due to (4.7) (4.8) and (4.9),
To summarize the above computations, note that
• the sum of the last terms of (6.27), (6.29) and (6.30) is a multiple of ∇ A F by (6.23);
• the last term of (6.28) cancels with the second-last term of (6.30);
• the second-last term of (6.28) cancels with that of (6.29).
The above computation is for a general bundle construction. We now examine the expressions for the Bryant-Salamon metric. It is more convenient to consider the function s = µ (y µ ) 2 , which is equivalent to the distance square to the zero section on any compact region.
Lemma 6.3. Consider the n-form Ω = ω 1 ∧ · · · ∧ ω n on each of the Bryant-Salamon manifolds. There exists a constant K > 0 which has the following property. Suppose that Σ is a compact, oriented n-dimensional submanifold of M such that s(p) < 1 and Ω(T p Σ) > 0 for any p ∈ Σ. Then, |∇ X Ω| < K s(p) |X| for any X ∈ T p M , and
Proof. The coefficient functions α and β have explicit expressions, (4.10), (4.11) and (4.12). The only property needed here is that α, β and their derivatives are uniformly bounded when s ∈ [0, 1]. The estimate on ∇ X Ω follows directly from (4.8) and (6.22) .
To estimate ∇ 2 Ω, consider (6.26), (6.27), (6.28), (6.29) and (6.30):
• The first coefficient 2-tensor on the right hand side of (6.26) is non-positive definite, and is of order s when s(p) < 1.
• The second term on the right hand side of (6.26) carries ω n+µ ∧ ω n+ν ∧ · · · .
• As explained in Appendix A.1, ∇ A F ≡ 0. Thus, each term of the third coefficient 2-tensor on the right hand side of (6.26) carries at least one ω n+µ -codirection.
Then, the lemma follows from (6.3) and (6.4).
The stability of zero sections
Suppose Σ t is a mean curvature flow of n-dimensional compact submanifolds in an ambient Riemannian manifold M and Ω is an n-form on M . For any point p ∈ Σ t , let {e 1 , · · · , e n } be an orthonormal frame of T Σ t near p and {e n+1 , · · · , e n+m } be an orthonormal frame of the normal bundle of Σ t near p. In the following, the indexes i, j, k range from 1 to n, the indexes α, β, γ range from n + 1 to n + m, and repeated indexes are summed. Let h αij = ∇ e i e j , e α denote the coefficients of the second fundamental form of Σ t . Here, ∇ is the Levi-Civita connection of the ambient manifold M .
We first recall the following proposition from [27, Proposition 3.1] Proposition 7.1. Along the mean curvature flow Σ t in M , * Ω = Ω(e 1 , · · · , e n ) satisfies
where ∆ Σt denotes the time-dependent Laplacian on Σ t , Ω αβ3···n = Ω(e α , e β , e 3 , · · · , e n ) etc., and R αkk1 = R(e α , e k , e k , e 1 ), etc. are the coefficients of the curvature operators of M .
When Ω is a parallel form in M , ∇Ω ≡ 0, this recovers an important formula in proving the long time existence result of the graphical mean curvature flow in [26] .
Remark 7.2. In [27] , the frame {e k } n k=1 is a geodesic frame at some p ∈ M , i.e. ∇ Σ e j e i vanishes at p. Thus, the last term of (7.1) is
at p ∈ M . This is exactly the formula in [27, Proposition 3.1].
7.1. Proof of Theorem 1.3 for the Stenzel metric.
Proof. We deal with the Stenzel metric first. Let ǫ be the constant to be determined and Σ be a compact submanifold of M that satisfies the assumption (1.1). Throughout the proof, K i , i = 0, 1, 2, · · · denotes a positive constant that depends only on the dimension n. Denote by Σ t the mean curvature flow in M with Σ as the initial data.
We first prove the C 0 estimate. As in the proof of Theorem 5.2, let ψ be the distance square to the zero section with respect to the Stenzel metric, or the square of the ρ coordinate. Its evolution equation along the mean curvature flow Σ t reads (see the proof of Theorem C in [25] )
where tr Σt Hess ψ is the trace of the Hessian of ψ over Σ t and is always non-negative by Theorem 5.2. By the maximum principle, the maximum of ψ on Σ t is non-increasing, and thus Σ t remains close to the zero section along the flow.
Next, we derive the C 1 estimate which amounts to showing that * Ω = Ω(T p Σ t ) remains close to one. We claim that there exists a small enough ǫ ∈ (0, 1 2 ) and a large enough K 0 > 1, both depending only on the dimension n, such that if the inequality * Ω − K 0 ψ > 1 − ǫ holds on the initial data, then it remains true on Σ t at any subsequent time as long as the flow exists smoothly.
For the argument of contradiction, suppose * Ω − K 0 ψ > 1 − ǫ holds initially, and * Ω − K 0 ψ = 1 − ǫ for the first time at T 0 . Our goal is to apply equation (7.1) and the estimates in section 6.2 to show that for certain ǫ and
where |A| 2 = α,i,k h 2 αik . Therefore, the minimum of * Ω−K 0 ψ is non-decreasing in the interval [0, T 0 ) and * Ω − K 0 ψ is indeed strictly greater than 1 − ǫ at T 0 . By (7.1) and (7.2), the evolution equation of * Ω − K 0 ψ is:
We aim at using the first and last term on the right hand side of (7.4) to control the rest of the terms. At any p ∈ Σ t , T p Σ and (T p Σ) ⊥ have the following orthonormal bases constructed in section 6.1:
respectively. Recall that {u j , v j } j=1,···n, is an orthonormal basis for T p M such that ω i (v j ) = ω n+i (u j ) = 0 for any i, j, and [ω i (u j )] i,j and [ω n+i (v j )] i,j are both n × n orthogonal matrices. As in (6.2), set s to be max j {| sin θ j |}.
It follows from
In what follows, the point p is always assumed to be at distance less than 1 from the zero section. It also follows from
and sin 2 θ j < 2ǫ for any j ∈ {1, . . . , n}, and s < 2ǫ 
(ii) With the second line of (6.4) and the Cauchy-Schwarz inequality, |Ω αβ3···n h α1k h β2k | is bounded by s 2 |A| 2 . Thus,
for some constant K 2 > 0. (iii) Due to the first assertion of Lemma 6.1,
for some constant K 3 > 0. (iv) According to the curvature computation in section 2.2.1, the Riemann curvature tensor of the Stenzel metric satisfies
for some constant K 4 > 0. This together with the first line of (6.4) implies that
(v) By Lemma 6.1, there exists a constant K 5 > 0 such that
It follows that the right hand side of (7.4) is greater than * Ω|A|
It is clear that by taking ǫ to be sufficiently small and K 0 to be sufficiently large, the expression is greater than
This proves the differential inequality (7.3).
Finally, we prove the C 2 estimate, which amounts to bounding the norm of the second fundamental form from above. The evolution equation for the norm of the second fundamental form for a mean curvature flow in a general Riemannian manifold is derived in [24 2 ( * Ω − K 0 ψ)|A| 2 on the right hand side of (7.3). Standard estimates for second order quasilinear parabolic system imply all higher derivatives are bounded, and we can apply Simon's convergence theorem [20] to conclude the smooth convergence as t → ∞. In fact, in this case the smooth convergence can be proved directly by considering the derivatives of the second fundamental form. It follows from (7.5) and (7.2) that ψ| Σt converges exponentially to zero. Similarly, it follows from (7.3) that (1 − * Ω + K 0 ψ)| Σt converges to zero, and thus * Ω converges to 1.
7.2.
Proof of Theorem 1.3 for the other cases. The proofs for the Calabi metric and the Bryant-Salamon metric are almost the same as above. We just highlight where it needs to be modified. For the Calabi metric, the function ψ is taken to be the distance square to the zero section, ( r 0 cosh(2u)du) 2 . For the Bryant-Salamon metric, the function ψ is taken to be s = µ (y µ ) 2 .
First of all, due to Theorem 5.3 and 5.5, the C 0 estimate follows from the same argument. Moreover, as can be seen in their proofs, there exists a constant K 8 > 0 such that
provided ψ ≤ 1. This is item (i) in the proof of the C 1 estimate. For the rest of the items,
• one simply has to replace Lemma 6.1 by Lemma 6.2 and 6.3, respectively;
• according to the curvature computation in section 3.1.4 and appendix A.2, their Riemann curvatures also admit the property that R(H, V, V, V) = 0 = R(V, H, H, H).
For C 2 and all higher derivative estimates, the argument is completely the same.
Appendix A. The curvature of Bryant-Salamon manifolds
This appendix is a brief summary on the curvature properties of the Bryant-Salamon manifolds. For these bundle manifolds, the isometry group of the base acts transitively, and the action lifts to the total space of the vector bundle isometrically. Hence, it suffices to examine the curvature at a particular fiber.
Fix a point p in the base, and let ω j be a geodesic frame at p. Thus, at p, the Levi-Civita connection forms of the base metric vanish, ω A.1. The bundle curvature of the connection. In order to use (4.7), (4.8) and (4.9) to compute the curvature of (4.3) over the fiber at p, we also need to know the exterior derivative of F µ ν ij . They are locally defined functions on the base. Since the metric here is the round metric or the Fubini-Study metric, these locally defined functions are actually locally constants. The readers are directed to [1] for the detail of the curvature computation. We simply write down the answer.
For S(S 3 ),
It is understood as an endomorphism-valued 2-form with respect to the trivialization {s ν }. The components of the curvature can be read off from the matrix. For instance, F 2 4 13 = κ/2. For Λ 2 − (S 4 ) and Λ 2 − (CP 2 ),
For S − (S 4 ), 
