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OIAPT'ER I 
INTRODUCTION 
The behavioral sciences are in the relatively early stages 
of development when compared to such sciences as physics and 
chemistry. Many studies in these evolving sciences are 
characterized by a search for fundamental variables.1,2,3,4 
such a search is often one for general relationships and 
associations. One method for determining whether an association 
between such variables exists is to construct a multivariate 
frequency table, with a sample of N independent observations in 
which the categories of each variable are mutually exclusive and 
exhaustive. Tables of this kind are called contingency tables, 
and with such tables the chi-square test provides an appropriate 
test of independence. In applying chi-square to test for 
independence in an contingency table, the expected cell 
frequencies are derived from the data. These expected cell 
frequencies are those which would exist if the variables were 
lJ. M. Atthowe, "Behavior Innovation and Persistance", 
American Psychologist, 1973, 28, pp. 34-42. 
2A. s. Cohan, "Career Patterns in the Irish Political 
Elite", British Journal of Political Science, 1973, 3, 
pp. 213-228. 
3s. J. Morse, "Help, Likeability, and Social Influence", 
d_ournal of Applied Social Psychology, 1972, 2, pp. 24-34. 
4A. M. Greeley, "The Religious Factor and Academic Careers", 
!merican Journal of Sociology, 1973, 78, pp. 1247-1256. 
1 
hr 
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independent of each other and are different for first order and 
second order interaction. If the value of chi-square is 
considered significant at some accepted level, the null 
hypothesis that no difference exists between the observed and 
expected values is rejected. The alternative hypothesis that 
the two variables are associated may be accepted. 
In a three dimensional contingency table the data are 
comprised of observations on three variables simultaneously. 
If the variables are dependent there may exist associations 
or interactions between these variables in pairs in which case 
first order interaction is said to exist. When interaction 
exists among the three variables, second order interaction is 
said to exist. Whether one or both types of interaction are 
of interest depends upon the relationships that are being 
investigated. 
Technical literature related to the chi-square study of 
relationships among variables, describes those significant 
relationships as interactions and as associations. Darroch5 
states, "That interaction in contingency tables enjoys only a 
few of the fortuitously simple properties of interaction in 
SJ. M. Darroch, "Interactions in Multi-Factor Contingency 
Tables", Journal of Royal Statistical Society, Series B, 1962, 
24, p. 254 . 
2 
3 
the analysis of variance" and Mayo6 states "The word association 
is more often used for categorical variables.n Thus it would 
have been better if authors had left interaction as a term 
specifically related to analysis of variance in order to avoid 
confusion. Most authors including Darroch use these terms 
interchangeable. Consequently in this paper the words 
interaction and association will be used synonymously. 
The chi-square test on a contingency table knows no 
limitation as to the number of variables that can be studied 
simultaneously for association except for the practical limits 
of sample size. Although each variable adds a new dimension to 
the contingency table, the resulting patterns of interaction or 
association become more complicated while the amount of 
literature related to such contingency tables becomes 
increasingly sparse. 
Another complexity associated with a chi-square test for 
interaction lies in the selection of small samples which directly 
relates to the sample size of the cells in the contingency table. 
The concern for small samples is due to the fact that in the 
derivation of the formula for the chi-square distribution, an 
6s. T. Mayo, "Interactions Among Categorical Variables", 
Educational & Psychological Measurement, 21, No. 4, Winter, 
1961, p. 839. 
integral is substituted for a summation of discrete quantities. 
This approximation introduces an error that is of consequence 
when the sample sizes are small. The methodological question 
then becomes: how robust is the chi-square distribution for 
small samples? 
4 
Robustness plays an important role in statistical inference 
and methodology. Broadly speaking, a statistical procedure is 
said to be robust if it is insensitive to slight departures from 
postulated assumptions. These usually pertain to the parametric 
form of the underlying distribution and independence of the 
random variables. As the sample size increases, owing to the 
operation of the central limit theorem, many of the statistical 
tests become robust due to the operation of the central limit 
theorem. For example, the chi-square test in contingency tables 
becomes more robust as the total sample size increases. Thus it 
can be inferred that large sample situations do not normally pose 
a problem regarding robustness. However, an interesting 
methodological question often arises in this connection; namely, 
how large should the sample size be in order for the procedure 
to be "sufficiently" robust? Or, conversely, how small may a 
theoretical frequency be before it is considered too small? 
r-
Unfortunately, there are no simple answers to these problems.7 
wben an exact answer is not readily available from an analytic 
study, then sometimes an empirical study will yield the answer 
with the desired accuracy which is a function of the number of 
computations made. A Monte Carlo study is such an empirical 
study where a random sampling is made of a simulated population 
on a computer. 
Small cell sample sizes could still result in a large 
total sample size as in the case of a 2 x 2 x 12 contingency 
table. If a study necessitated the use of such a contingency 
table with a minimum cell sample of ten8, a total sample size 
well in excess of 600 would be required. Whereas if the 
robustness of the chi-square test is such that the cell samples 
might be an average of four, then the total sample needed for 
such a study would be in the vicinity of 250. 
7G. U. Yule,and M. G. Kendall, An Introduction to the 
Theory of Statistics, (London: Griffin, 1947), p. 422. 
80. Lewis and C. J. Burke, "The Use and Misuse of the 
Oii-Square Test", Psychological Bulletin, 1949, 46, p. 456. 
5 
The study will attempt to focus on three questions 
associated with the chi-square tests for rirst and second order 
interaction in 2 x 2 x d contingency tables. 
(1) Does the magnitude and direction or the calculated 
chi-square for rirst and second order interaction 
vary with table sample size and dimension or the 
contingency table? 
(2) Is the average table sample size or the 2 x 2 
subtable sample size the determining factor or 
the robustness or the chi-square tests for 
first and second order interaction? 
(3) How robust is Norton's iteration technique for 
determining the chi-square ror second order 
interaction? 
6 
STATEMENT OF THE PROBLEM 
Lewontin and Felsenstein9 have shown that the chi-square 
test for homogeneity is quite robust for small samples in two 
dimensional contingency tables. In order to enable research 
personnel to effectively utilize three dimensional contingency 
tables with small sample cells, a determination of the 
robustness of homogeneity tests in these tables is necessary. 
The data in three dimensional contingency tables cannot be 
analyzed by pooling the data and forming a series of two 
dimensional tables has been shown by Simpson,10 Fricke,11 and 
Kullback.12 This study will determine the robustness of 
homogeneity tests on contingency tables of dimensions 2 x 2 x d 
where d will take the values between 2 and 12. The tests under 
consideration are the chi-square tests for first and second 
order interaction. Since only the upper tail of the chi-square 
9R. C. Lewontin and J. Felsenstein, "The Robustness of 
Homogeneity Tests in 2 x n Tables", Biometrics, 1968, 24, 
pp. 19-33. 
lOE. H. Simpson, "The Interpretation of Interaction in 
Contingency Tables", Journal of Royal Statistical Society, 
Series B, 1951, 13, pp. 238-241. 
lls. G. Fricke, "A Configural-Content-Intensity Item For 
Personality Measurement", Educational and Psychological 
~easurement, 1956, 16, pp. 54-62. 
12s. Kullback, Information Theory and Statistics, 
New York, Dover, 1968, p. 343. 
7 
distribution where the cumulative distribution exceeds 0.90 
is important for testing the null hypothesis, agreement in 
this region of the distribution would have the effect of making 
the chi-square tests robust, irrespective of the correspondence 
between these distributions for smaller values of chi-square. 
The variables that will be manipulated in this study 
are as follows: 
(1) the sample size of each 2 x 2 sub-contingency table 
(2) the number of categories of one variable (d) in 
the three dimensional tables. 
This chapter bas attempted to briefly outline the problem. 
The following chapter contains a review of the literature 
concerning contingency tables. <llapter Three contains a 
8 
description of the design and methods used in the investigation. 
The results of the investigation and their interpretation are 
described in detail in Chapter Four. The fifth and last chapter 
contains the summary, conclusions and suggestions for further 
research. The computer routines that were used in the study 
are contained in the Appendix. 
.. 
CHAPTER II 
Review of Related Literature 
Introduction 
The opening sentence of the initial work in the area of 
analysis of higher order interaction in contingency tables 
should be noted here. Its importance is accentuated since not 
only is Bartlett the first to have made the observation; but 
the statement is still true today, nearly forty years later: 
Although the structure and analysis of ordinary 
contingency tables with two-way classifications 
have been subjected to much critical examination, 
the complex table involving more than two ways 
of classifying the data seems, perhaps because it 
is rather unusual, to have been comparatively ignored.I 
Equally as significant are the statements of Mayo and of 
Lewis some twenty-five years later in relation to the same 
issue. Ma.yo states for example: 
When it comes to the case of contingency tables with 
three or more attributes, the textbooks are even barer. 
There is some periodical literature on higher order 
interactions, but one must look through many widespread 
sources to get a meaningful picture.2 
1M. S. Bartlett, "Contingency Table Interactions", 
Journal of Royal Statistical Society Supplement, 1935, 2, p. 248. 
2s. T. Mayo, "Interactions Among Categorical Variables", 
Educational & Psychological Measurement, Vol. 21, No. 4, 
Winter 1961, p. 840. 
9 
Lewis, commenting on the same issue, states: 
It is now over twenty-five years since Bartlett 
first commented on the lack of interest shown in 
contingency tables of three or more dimensions. 
Since then several important papers have appeared 
on the subject, but there is still no coordinated 
information available, and the treatment of these 
tables is still widely neglected in standard 
textbooks.3 
One may assume that the reason the analysis of complex 
contingency tables is so rare is the mathematical difficulty 
in analyzing them, and perhaps the fact that the different 
techniques of testing higher order interactions do not always 
give comparable results.4 
In this chapter an examination of the literature 
concerning the definition of higher-order interaction, 
degrees of freedom for the chi-square tests and the effects 
of sample size will be made. 
The attempts to arrive at a logical, consistent, and 
intuitively acceptable definition of higher order interaction 
3s. N. Lewis, "On the Analysis of Interaction in 
Multidimensional Contingency Tables", Journal of Royal 
Statistical Society, Volume 125, 1962, p. 88. 
4r.tayo, loc. cit. 
10 
as well as the resulting techniques of analyzing complex 
contingency tables can be divided into the following four 
classi:fications: 
(1) Bartlett's original definition and its 
extensions by Norton, Roy and Kastenbaum, 
and later by Darroch. 
(2) Formulations based on the symmetrical 
:functions o:f the cell probabilities by 
Simpson and Plackett. 
(3) De:finition o:f Interaction based on maximum 
entropy. 
(4) De:finition of Interaction based on information 
theory. 
An examination of these :four attempts to explain higher 
order interaction follows: 
1. Bartlett's Definition and its Extensions 
BartlettS was the first to formulate a de:finition :for 
second order interaction. He :formulated his hypothesis, 
proposed the statistic and suggested a method for the 
solution in less than twenty-:five lines. His :formulation 
for second order interaction in a 2 x 2 x 2 table is an 
extension o:f the formulation of first order interaction in 
Saartlett, op. cit., pp. 248-252. 
11 
a 2 x 2 table. It depends on the assumption that the cross 
product ratio hypothesis could be extended to define 
second order interaction for 2 x 2 x 2 tables. Without 
stating what he considered to be the dividing line between 
small samples and large samples he developed both a small 
sample theory and a large sample theory. Finally, he showed 
how his definition could be extended to a 2 x 2 x 3 table 
and the resulting pair of simultaneous cubic equations. 
From 1935 to 1945 the problem of second order interaction 
remained in a kind of an intellectual limbo. The next step 
was taken on this side of the Atlantic by H. W. Norton,6 who 
developed an iterative technique for solving the simultaneous 
cubic equations resulting from Bartlett's definition of second 
order interaction in 2 x 2 x n conting~ncy tables. 
The extension of Norton's method to three dimensional 
r x s x t tables was derived theoretically in a paper by 
S. N. Roy and Marvin A. Kastenbaum.7 The theoretical basis 
6H. W. Norton, "Calculation or Chi-Square for Complex 
Contingency Tables", Journal of American Statistical 
Association, 1945, 40, pp. 251-258. 
7s. N. Roy and M. A. Kastenbaum, "On the Hypothesis of 
No Interaction in a Multiway Contingency Table", Annals of 
~atbematical Statistics, 1956, 27, pp. 749-757. 
12 
for their paper was a series of mimeographs from the Institute 
of Statistics at the University of North Carolina which were 
written by S. K. Mitra,8 s. N. Roy and M. Kastenbaum.9, 10 
(Copies of these m&meograpbs are at the Mathematical Library 
of the University of Chicago.) A paper dealing with the 
application of the Roy and Kastenbaum formulations to the 
calculation of chi-square to test no three-factor interaction 
in multicategory three dimensional contingency tables was 
published in 1959 by Kastenbaum and Lamphiear.11 This paper 
also notes the coming of age of the digital computer. 
Bs. K. Mitra, "Contributions to the Stat}.stical Analysis 
of Categorical Data", (Institute of Statistics, University of 
North Carolina, Mimeograph Series No. 142, 1955.) 
9s. N. Roy and M. Kastenbaum, 11A generalization of 
analysis of variance and multivariate analysis to data based 
on frequencies in qualitative categories or class intervals." 
(Institute of Statistics, University of North Carolina, 
Mimeograph Series No. 131, 1955.) 
lOs. N. Roy and S. K. Mitra, "An introduction to some 
nonparametric generalizations of analysis of variance and 
nultivariate analysis." (Institute of Statistics, University 
of North Carolina, Mimeograph Series No. 139, 1955.) 
11M. A. Kastenbaum and D. E. Lamphiear, "Calculation 
0£ Chi-Square to Test the No Three Factor Interaction 
HYPothesis", Biometrics, 1959, 15, pp. 107-115. 
13 
It is the purpose of this paper to demonstrate a 
technique which, while practical with an ordinary 
desk calculator, is particularly well suited for 
modern high-speed computers.12 
Darrochl3 considered his formulation of a hypothesis of 
no second order interaction in a three way contingency table 
as a direct continuation of the work of Kastenbaum and 
Lamphiear. He made an explicit comparison of the definitions 
of interaction in multiway contingency tables and in the 
analysis of variance. His likelihood ratio test was found 
to be asymptotically distributed as chi-square with 
(r-1) x (c-1} x (d-1) degrees of freedom. Darroch 1 s paper 
is an intellectual bridge from papers in this classification 
to papers utilizing symmetrical functions of the cell 
probabilities. He defines a perfect three-way table to 
which a symmetrical definition of no second order interaction 
12Ibid, p. 107. 
13J. N. Darroch, "Interaction in Multi Factor Contingency 
Tables", Journal of Royal Statistical Society, Series B, 
1962, 24, p. 252. 
14 
would apply. A symmetrical definition of no second order 
interaction with respect to the three classifications of 
a 2 x 2 x 2 table would be as follows. If some function 
F(p , p , p , p ) is chosen as a measure of the 
111 121 211 221 
association 0£ classifications R and C in D, then the 
function must be such that the equation 
= 
which implies and is implied by the equations 
= 
and 
= 
15 
2. Formulations Based on the Symmetrical Functions 
of the Cell Probabilities 
In 1951 Simpsonl4 defined no second order interaction 
to be symmetrical with respect to the three attributes of a 
three dimensional contingency table. He showed that the 
cross product ratio used by Bartlett satisfies this 
requirement and thus reached Bartlett's conslusion by an 
alternate approach~ The editor in a footnote to Simpson's 
paper suggested that this paper should be read in conjunction 
with the following paper by H. o. Lancaster. LancasterlS 
defined second order interaction as the difference between 
the total chi-square statistic for testing complete 
independence of the three classifications, and the sum of 
the three components corresponding to tests for independence 
in each of the three marginal tables. It was not until 1962 
14E. H. Simpson, "The Interpretation of Interaction in 
Contingency Tables", Journal of Royal Statistical Society, 
Saries B, 1951, 13, p. 239. 
15H. O. Lancaster, "Complex Contingency Tables Treated 
by the Partition of Chi-Square", Journal of Royal Statistical 
Society, Series B, 1951, 13, pp. 242-249. 
16 
that Plackett 16 compared these two definitions, showing 
that the latter does not always satisfy the condition 
of symmetry. Plackett accepted Roy's and Kastenbaum's 
definition for a three dimensional table and extended 
the analysis of log-frequencies to such tables as an 
alternative method of analysis which is computationally 
easier than the solution of (r-1) x (c-1) x (d-1) 
simultaneous equations of the third degree. However, he 
noted that 
"The (log-frequency) test described above is, 
of course, valid only when n approaches 
infinity.nl7 
l6R. L. Plackett, "A Note on Interactions in Contingency 
Tablesn, Journal of Royal Statistical Society, Series B, 
1962, 24, pp. 162-166. 
17 Ibid. , p. 166. 
17 
3. Definition of Interaction Based on Maximum Entropy 
The formulations of the hypothesis of no second order 
interaction summarized up to now are basically extensions 
of Bartlett's work. Gooal8 proposed to use the principle of 
maximum entropy as a heuristic principle for the generation 
of interaction to that of no rth-order and all higher order 
interactions in an m-dimensional contingency table with a 
complete set of rth-order restraints by means of discrete 
Fourier transforms of the logarithms of probabilities. 
However, the interactions so defined are usually complex 
valued unless the categories within each classification 
are equal to two. 
Goodman19 followed the definition by Good but proposed 
a test that yield~al valued interactions. His proposed 
test was based on Wald's criterion and unrestricted maximum 
likelihood estimates which was essentially an extension of 
the tests proposed by Plackett. 
181. J. Good, "Maximum Entropy for Hypothesis Formulation 
Especially :for Multidimensional Contingency Tables", 
Arimals of Mathematical Statistics, 1963, 34, p. 922. 
19E. A. Goodman, "On Plackett's Test for Contingency 
Table Interactions", Journal of Royal Statistical Society, 
Series B, 1963, 25, p. 187. 
18 

4. Definition of Interaction based on Information 
Theory 
The information theory school of thought, on the 
determination of interaction in multidimensional contingency 
tables, is represented by H. H. Ku, S. Kullback, M. Kupperman 
and C. J. Ireland. In general, information measures are 
applicable whenever data can be arranged in the form of a 
contingency table because if two or more of the 
classifications interact, each can be thought of as providing 
information reducing the uncertainty about the other 
classifications. In the case of a three dimensional 
contingency table, both the row and column classifications 
can contribute information (jointly or 1independently) about 
the layer classification. By procedures similar to analysis 
of variance the total amount of information can be 
partitioned into additive components associated with 
individual classifications and their interactions. In his 
exposition of the above, Kullback22 shows that many of his 
information measures are al~ost numerically identical to 
the chi-square measures of interaction. 
22solomon Kullback, Information Theory and Statistics, 
New York, Dover, 1968, 8, pp. 155-158. 
20 
II" . 
In 1968 Ku and Kullback23 published a summary type 
paper in which they used an information theory approach to 
compute the minimum discrimination information statistic 
(m.d.i.s.). They point out that it is equivalent to minus 
twice the natural logarithm of the likelihood ratio. Their 
definition of no second order interaction is shown to be 
equivalent definitions of no second order interaction in a 
2 x 2 x 2 table given by Bartlett, no interaction in an 
r x s x t table by Roy and Ka.stenbaum; it is also related 
to that definition given by Good. 
All the authors of the last three approaches to a 
higher order interaction in a contingency table justify 
their algorithm by showing agreement with the definition 
of Bartlett and its extension by Roy and Kastenbaum. 
Norton's paper is basically an exposition 
for solving the cubic equatio~ resulting 
of an algorithm 
from Bartlett's 
definition. The reason the various authors have given for 
formulating their respective algorithm from alternate 
definitions was to reduce the amount of labor involved in 
23H. H. Ku and S. Kullback, "Interaction in 
Multidimensional Contingency Tables: An Information Theoretic 
Approach", Journal of Research of the National Bureau of 
Standards, Mathematical Sciences, 1968, 72B, p. 166. 
21 
calculating the probability of second order interaction 
by Bartlett's definition. However, in 1959, Mayo made a 
prophetic statement: 
With the advent of electronic computers, one 
should find that older, formerly prohibitive 
techniques will become feasible and probably 
newer computing programs will become available. 24 
With the IBM 370 and Fortran IV, Norton's iteration 
technique is not onl~ feasible but quite straightforward. 
Therefore, since none of these authors have found anything 
theoretically wrong with Bartlett's definition and Norton's 
algorithm and, as a matter of fact, have used them as 
standards in determining the accuracy of their algorithms, 
Norton's algorithm will be used in this dissertation. 
24s. T. Mayo, "Towards Strengthening the Contingency 
Table as a Statistical Method", Psychological Bulletin, 
1959, 56, p. 470. 
22 
Degrees of Freedom 
Not only do most texts omit mention of the concept 
but many actually give incorrect formulas and 
procedures because of ignoring it.25 
There is an apparent disagreement concerning the number 
of degrees of freedom for the first order interaction 
chi-square in three dimensional contingency tables. For 
example, Conover26 and Pierce27 in their respective books, 
claim the number of degrees of freedom should be 
(r-1) x (c-1) x (d-1). Lewis28 and Kullback29 state that 
the number of degrees of freedom should be rcd-r-c-d+2. 
Obviously, both cannot be right. In Walker's30 development 
of degrees of freedom in a two way contingency table, it was 
shown that in the two way table the number of degrees of 
freedom would be rc-r-c+l. Extending her reasoning to a 
25H. M. Walker, "Degrees of Freedom", Journal of 
Educational Psychology, 1940, 31, p. 253. 
26w. J. Conover, Practical Non2arametric Statistics, 
New York: Wiley, 1971, p. 165. 
27A. Pierce, Fundamentals of Nonparametric Statistics, 
New York: McGraw-Hill, 1970, p. 214. 
28s. N. Lewis, "On the Analysis of Interaction in 
Multidimensional Contingency Tables", Journal of Royal 
Statistical Society, Series 1962, 125, p. 90. 
29Solomon Kullback, Information Theory and Statistics, 
New York: Dover, 1968, p. 165. 
30H. M. Walker, loc. cit., p. 265. 
23 
three way contingency table the number 0£ degrees of freedom 
would be rcd-r-c-d+2, which would reduce to rc-r-c+l when 
d equals 1. The discrepancy between the number 0£ degrees 
of freedom being (r-1) x (c-1) x (d-1) or rcd-r-c-d+2 for 
the three dimensional contingency table may have arisen 
from the fact that in the two way contingency table the 
number of degrees 0£ freedom being equal to rc-r-c+l can 
be written in the factored form (r-1) x (c-1) while 
rcd-r-d+2 does not factor into (r-1) x (c-1) x (d-1). 
All authors who discuss second order interaction 
agree that the number of degrees of freedom for second 
order interaction in a three dimensional contingency table 
is (r-1) x (c-1) x (d-1). In Pierce's31 book, there is a 
computer program in the BASIC language £or computing the 
first order interaction chi-square statistics in a three 
dimensional table. It uses (r-1) x (c-1) x (d-1) for 
determining the number of degrees of freedom. 
31A. Pierce, loc. cit., pp. 290-294. 
24 
25 
SAMPLE SIZE 
A study with a large number 0£ well-controlled 
observations will give results in which more confidence 
can be placed than a study with a small number of equally 
well-controlled observations. However, sometimes a 
"trade-off'" situation occurs where an increase in the 
number of observations either decreases the controls or 
appreciably increases the cost. The question then becomes -
"How small may a :frequency be before it is considered too 
small to yield valid conclusions?" 
The problem of the distribution of the calculated 
statistic from the rectangular contingency table, and its 
relation to the theoretical chi-square distribution when 
the expectations are small has received considerable 
attention, and various investigations have been reviewed 
and summed up by Cochran.32 ,33 In these articles, Cochran 
gives a number of rules of thumb for choosing the proper tests. 
32w. G. Cochran, "The Chi-Square Test of Goodness of 
Fit", Annals of Mathematical Statistics, 1952, 23, pp. 315-345. 
33w. G. Cochran, "Some Methods for Strengthening the 
Common Chi-Square Test", Biometrics, 1954, 10, pp. 417-451. 
These rules are based on a number of special cases and his 
experience with a variety of models. How small does a 
sample have to be before it is considered small? According 
to Fisher34 in his Statistical Methods, five is the number 
below which the expectation values should not fall if the 
chi-square test is to be used. Lewis and Burke35 believe 
ten is the lower limit. Cochran36 suggests that the 
chi-square test is a good approximation for a 2 x n 
contingency table when all expected values are at least 
two and when most cells have an expected value of five or 
roore. In the present study a few cells may even have expected 
values of one without serious inaccuracy. With small samples 
26 
one can apply Yates' correction37 for continuity in contingency 
tables with one degree of freedom, but even here there is 
34R. A. Fisher, Statistical Methods for Research Workers, 
(Edinburgh: Oliver and Boyd, 1936), p. 83. 
350. Lewis and C. J. Burke, "The Use and Misuse of the 
Chi-Squ~re Test", Psychological Bulletin, 1949, 46, pp. 433-489. 
36eochran, loc. cit. 
37F. Yates, "Contingency Tables Involving Small Numbers 
of the Chi-Square Test", Journal of Royal Statistical Society, 
Suppl. 1, 1934, pp. 217-235. 
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debate as to when this correction overcompensates and 
biases the test toward higher probabilities. 
In practice, as Fisher38 states with his usual common 
sense attitude that interest is not primarily in the exact 
value of the probability that the distribution of frequencies 
is due to a given hypothesis, but rather in whether or not 
the hypothesis is open to suspicion. Even though Lewis and 
Burke, in their article "The Use and Misuse of the Chi-Square 
Test", placed the most stringent requirements concerning 
sample size of all the authors reviewed, they said in 
another article: 
In many cases chi-square tests based on small 
theoretical frequencies are not far off, and there 
appears to be the possibility of proving that such 
tests will never be far off. Until such proof is 
forthcoming, however, the possibility must be 
accepted that combinations of numbers in contingency 
tables may exist for ~Tiich the divergencies could 
not be neglected. In this connection, we will be 
quite happy to see final proof that we are wrong.39 
38R. A. Fisher, Statistical Methods for Research Workers, 
(Edinburgh: Oliver and Boyd, 1936), p. 83. 
390. Lewis and C. J. Burke, "Further Discussion of the 
Use and Misuse of the Clli-Square Test", Psychological Bulletin, 
1950, 47, p. 355. 
There are two types of proof by induction. One is 
called Mathematical Induction and the other is Scientific 
Induction. Mathematical induction is a very limited type 
proof in that it works only where items may be placed into 
a one-to-one correspondence with the set of natural numbers. 
However, mathematical induction is never disproven at some 
later date. Many things proven by scientific induction on 
the other hand are later proven to be wrong when more facts 
concerning the situation are discovered. However, proofs by 
scientific induction have aided sciences like Chemistry and 
Physics in the advances they have made in the last few 
centuries. If Lewis and Burke40 look upon Statistics as a 
branch of Mathematics, then the proof they are looking for 
in the last quote may still remain a long way off. On the 
other hand, if they look upon Statistics as a science that 
is aided by mathematics, then a proof concerning small cell 
sample sizes in a limited number of different types of 
rectangular conting~ncy tables may be found in the articles 
by Lewontin and Felsenstein, and Craddock and Flood. 
4~wis and Burke, ibid. 
I 
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Lewontin and Felsenstein summarize their results as 
follows: 
A Monte Carlo investigation of 2 x n tables with 
fixed marginals has been performed. The results 
of the Monte Carlo distribution show that the 
probability of Type I error given by the conventional 
chi-square test is in general conservative for five 
or more degrees of freedom even when expectations of 
successes are very small in each cell. A very 
conservative rule of operation would be that if 
expectations are one or greater the test is certainly 
conservative at the 5%, 2% and 1% levels of 
significance and that for most cases even fractional 
expectations do not affect the test.41 
Craddock and Flood state: 
Our field of investigation differs from that of 
Cochran (1954) since he considered cases in which 
the expectancy in one cell of the contingency table 
fell below five whereas in our experiments all cell 
expectancies do so42 ..• The results of this work have 
already proved useful in meteorological research and 
should be equally useful when similar categorized 
data arise elsewhere. It allows the chi-square 
statistic to be used under conditions in which it 
does not conform to the chi-square distribution.43 
29 
41R. C. Lewontin and J. Felsenstein, "The Robustness of 
Homogeneity Tests in 2 x n Tables", Biometrics, 1968, ·ia4, p. 19. 
42J. M. Craddock and c. R. Flood, "The Distribution of the 
Chi-Square Statistic in Small Contingency Tables", Journal of 
the Royal Statistical Society, Series C, 1970, 19, p. 173. 
43Ibid, p. 181. 
In both of these papers the experimental procedure 
that was used was a Monte Carlo technique. These authors 
have shown that the chi-square test is robust for rather 
small expected values. These two articles comprise the 
total of Monte Carlo investigation of small sample contingency 
tables. In a search of the literature no Monte Carlo 
investigations of higher order contingency tables were found. 
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Introduction 
CHAPTER 3 
Design of the Study 
This chapter discusses the methodology, as well as the 
underlying theoretical basis, used to study the robustness of 
the chi-square test for first and second order interaction in 
2 x 2 x n contingency tables. In this discussion the 
following ten points will be covered: 1) the rationale for 
using the Monte Carlo approach and necessary conditions. 2) the 
~onte Carlo procedure for determining robustness of the 
chi-square test, 3) the gen~ration of the cell frequencies in 
the contingency tables to be examined, 4) an explanation of 
the notation used in the derivations of the first and second 
order expected values, 5) the rationale for the number of 
iterations, 6) how the 2 x 2 subtable sample sizes were 
determined, 7) how the chi-square statistic £or first order 
interaction was determined, 8) how the chi-square statistic 
for second order interaction was determined for contingency 
tables with no zero valued cells, 9) the determination of the 
value of the chi-square statistic for second order interaction 
wh<?n the contingency table contains zero valued cells, and 
10) a description of the real data to be examined as a 
demonstration of the usefulness of this study to the 
practitioner. 
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Rationale of th~ Study 
In order to determine the robustness of the chi-square 
statistic in determining first and second order interaction 
in papallelepiped contingency tables, either analytic or 
Monte Carlo methods can be applied. Analytic methods would 
require a great deal of theoretic endeavor in the areas of 
multi-dimensional distributions, combinatorial analysis and 
the resulting multinomial coefficients. The chi-square 
distribution function is derived from the multinomial 
. .b . f . b h f 11 . . . 1 d1str1 ution unction y t e o owing approximations: 
1) replacing factorials by their Stirling 
approximation 
2) replacing factors of the form (1 + (X/n))n with 
ex when n is large 
3) substituting a continuous integral for a 
summation of discrete quantities. 
Therefore, to determine the robustness of the chi-square test 
by analytic methods would be to justify mathematically these 
approximations above and beyond the 90% level. 
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lo. Lewis and C. J. Burke, "The Use and Misuse of the 
Chi-Square Test", Psychological Bulletin, 1949, 46, pp. 433-489. 
The results of such a study would possibly produce 
results beyond the bounds of this study, but these results 
would not be extremely useful to the educational practitioner. 
Conversely, ~~nte Carlo techniques are more easily implemented 
in this particular problem but will yield results that are not 
as general as analytic methods. However, important specific 
results concerning the robustness of the chi-square statistic 
for small sample contingency tables can certainly be 
discovered by this method. 
Since ~nte Carlo techniques are to be utilized for this 
study, it is necessary to establish some r.ationale by which 
these techniques will be employed. The selection of 
conditions and methodology will depend upon limitations of 
computing and operating time, and, in turn, on 1) the extent 
to which the situation might actually occur in research, and 
2) particular combinations of factors procuding the most 
relevant and important information with respect to the 
problem viewed as a function of the research previously 
conducted in related areas. The points establish a basis 
that will be either directly or indirectly applied to 
provide rationale for the selection of procedures and 
conditions used in this study. 
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The Monte Carlo Procedure 
Monte Carlo methods are distinguished by their 
experimental nature. Whether or not a particular experimental 
nethod is eligible to be called a Monte Carlo method may be 
largely a matter of personal taste. Monte Carlo methods are 
not known for all problems nor do specific problems 
necessarily admit a unique specific Monte Carlo approach. On 
the contrary, there may exist different Monte Carlo methods 
for a given problem, not obviously related one to another. 
For definiteness, we shall class as a Monte Carlo 
method any procedure which involves the use of random 
numbers in obtaining samples to approximate the solution of 
a problem in the physical, social, and biological sciences. 
This Monte Carlo study has two purposes. It seeks to 
determine if there is bias in the chi-square statistic for 
first and second order interaction when the cell sample 
sizes are between 3 and 12 and the stability of these 
statistics when the sample sizes of the 2 x 2 subtables are 
batween 16 and 44. This information may then be used to 
determine correction factors for the chi-square distribution 
when the sample size is small. 
34 
Through the use of the computer {IBM 370) a 2 x 2 x d 
contingency table will bP generatEd whe:re na 11 will vary 
between 2 and 12. The chi-square statistics for first and 
second order interaction will be calculated for each 
contingency table produced. This procedure will be repeated 
for t iterations for different values of cell expectation 
and contingency table length. Then the accumulated 
calculated values will be compared with the theoretical 
values for the 10%, 5%, 2%, and 1% levels of significance. 
The computer program was validated by hand calculation for 
fiv<? sample tables of different dimensions. The results of 
the computer program were in perfect agreement with Norton's 
results for the housefly problem. 
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,. 
The Generation of Data 
A Monte Carlo program performed all computations 
utilizing the IBM 370 computer. This computer is the 
property of Triton College2 . The program utilized for 
the study was written in Fortran IV and is given in the 
appendix. 
A highly critical routine used in the program was 
the pseudo-random number generator RANDU. This subroutine 
generates a uniformly distributed pseudo-random number in 
the interval O to 1. The quality of the program has been 
closely examined by Pritsker 3nd Kiviat 3 , It is a 
subroutine of the Gasp II Simulation program developed at 
Arizona State University. These random numbers are then 
used to fill the cells of each 2 x 2 subtable, where each 
subtable has a fixed expectation value. 
2Triton College, 2000 Fifth Avenue, River Grove, Illinois, 
60171. 
3A. Alan B. Pritsker and Philip J. Kiviat, Simulation 
With Gasp II, (Englewood Cliffs, New Jersey: Prentice Hall. 
1969) 
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Each subtable is :filled in the following manner. The 
random number generated by the subprogram is a number between 
O and 1. This number is multiplied by ten and the resulting 
first digit is retained. Ir this digit is greater than three, 
it is discarded and another random number is generated. When 
the resulting digit is three or less, one is added to the 
number and a £requency count is added to the cell labeled 
as follows: 
~ 
2 I 3 
This process is repeated until each subtable has acquired 
its designated amount. For example, consider the following 
random numbers and the resulting digits: 
Random Number x 10 Leading Digit 
0.013475 0.13475 0 
0.123578 1.23578 1 
0.357965~ 3.57965 3 
0.468024 4.68024 4 discard 
0.140428 1.40428 1 
0.235680 2.35680 2 
0.003456 0.03456 0 
0.134567 1.34567 1 
0.397643 8.97643 8 discard 
0.345678 3.45678 3 
The resulting subtable would have the following count in each 
cell: 
2 3 
1 2 
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Notation 38 
Since it is common practice to use Roman letters to stand 
for sample statistics, c2 will be used to designate the 
statistic associated with the chi-square parameter. 
In the case of the three dimensional 2 x 2 x d contingency 
table with two rows, two columns, and d "layer" categories, 
let nijk denote the observed frequency in the cell of the ith 
row, jth column and kth layer. Similarly, let Pijk denote the 
probability of an observation falling in the (ijk)th cell. 
If the nijk frequencies are summed over both values of i, 
the result will clearly be the "marginal" total of the jth 
column in the kth layer. This marginal total is accordingly 
designated n.jk' so that 
= n.jk by definition. 
Similarly, ni~k + ni2k = 
k = d 2=. 
and = n .. l.J. k = 1 
The SlL"ll of nijk frequencies over all values of both 
1 and j with k held constant yields the total of the kth 
layer. This total is designated n k with n· and n· · 
. . 1.. l.J. 
defined in a similar manner. 
Finally, if the nijk frequencies are summed over all 
values of i, j and k, the result will be the grand total 
of the contingency table. This is sometimes designated 
n ... but is more conveniently written as N. 
A similar notation is used for the probabilities 
(p's) except that the grand total probability (p .•. ) is 
equal to one. 
An example of the use of this notation with actual 
data4 is as follows: 
c 
1 2 
B B 
1 2 1 2 
1 112 (nlll) 70 (nl!l) 1 144 (n112> 84 {n122> 
A A 
2 75 (n211) 110 {n221> 2 108 {n212> 133 {n222> 
n 
.jk 187 (n.11> 180 Cn.21> 252 (n.12> 217 (n.22> 
n 
.. k 367 (n . . 1 ) 469 (n .• 2> 
n 836 
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4s. T. Mayo, "Interactions Among Categorical Variables", 
Educational & Psychological Measurement, 21, No. 4, 1961, p. 853. 
r 
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The Number of Iterations 
The function of the Monte Carlo routine as applied in 
the present study is to determine the proximity of the 
probability distribution, obtained from the calculated 
chi-square statistic of a random sample of contingency 
tables consisting of small samples, to the theoretical 
chi-square distribution above the ten percent level of 
significance. The number of iterations t will determine 
the precision of the estimates of the chi-square 
probability distribution. 
In order to determine N, a procedure used by 
J. A. KavanaghS will be utilized. Let c2 be the statistic 
calculated from a contingency table by the following formula; 
c2 = L {observed-expected) 2 
expected 
and x~90 denote the 90th percentile of the theoretical 
chi-square distribution. Now consider the following: 
y = 
1 for { c2 I c2 ~ ~ } 
.90 
o for [.c2 I c2 <"X.2 J 
.90 
5J. A. Kavanagh, A Monte Carlo Study of the Polynomial 
Discriminant Method for Pattern Recognition, unpublished 
Ph.D Thesis, University of Minnesota, 1972, p. 26. 
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Consider t independent iterations or observations of 
y. If p is the probability that c2 > }(~90 , 
t 
then ~Yi is binomially distributed with parameter p 
i=l 
t 
and y = 2=" Yi is an estimate of p. 
i=l 
By applying the central limit theorem to approximate 
the distribution of y as t gets larger, it is found that y 
is approximately normally distributed with a mean of p and 
variance of p (1-p) . From this the following probability 
t 
statement can be made where Z~ is found in the standard 
normal tables. 
> 1 - oc 
For « = .OS, we find Z1-~ = 1.96. 
2 
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The worst situation concerned with in this study is one 
in which p = .9 and hence the variance of y is equal to 
(.9) (.1) . 
t 
If one is satisfied with an estimate of p that is 
within .03 of the actual value of p 95% of the time, 
then t is 385. 
Also with t = 385, 95% of the time the precision of 
p = .95 is within .02 while the pr~cision of p = .99 is 
within . 009: 
If it were necessary to increase the precision of the 
estimate of p = .90 to .02 for 95% of the time the required 
t would be 3458. Since time and money are two important 
considerations in this study, t will be taken as 400. 
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Sub-Table Sample Sizes 
The determining factor for the smallest sample for each 
2 x 2 subtable was how often a zero would appear in a cell 
due to a random process. 
In each 2 x 2 subtable there are four cells and the 
probability that a given cell will not receive a count for 
a given random number if 3/4 or 0.75. If the subtable sample 
size is 12 then the probability that a given cell will not 
receive a count :for 12 random numbers is (3/4) 12 . The 
probability that any one of the four cells of the subtable 
is zero-valued would be 4(3/4)12 or 0.1267 with :four place 
accuracy. Hence the probability of obtaining a subtable 
without a zero would be 0.8733. Since there are 12 of these 
subtables in a 2 x 2 x 12 contingency table, the probability 
of obtaining a 2 x 2 x 12 contingency table with no zeros 
would be (0.8733) 12 or .1967. Therefore, fewer than one-fifth 
of the contingency tables would be used in predicting the 
value of the second order chi-square. If the subtable sample 
size is increased to 16 more than three-fifths o:f the 
2 x 2 x 12 contingency tables would not contain a zero. 
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However, if the sample size is decreased to 8 only two 2 x 2 x 12 
tables in a thousand would contaiP c-11 non-zero c'~lls. 
Therefore, the smallest sample for each 2 x 2 subtable that 
could be used to obtain measurable results would be 12 or 
an expected cell size of 3. This is below the minimum value 
of five discussed in Chapter Two. The upper level of the 
expected cell size was chosen as 12 which yields a subtable 
sample size of 48. Since ten was the greatest lower bound 
of sample sizes, discussed by the authorities quoted in 
Chapter Two for which the chi-square test was valid, a few 
values greater than ten were necessary in order to generate 
contingency tables whose average cell size was ten, in 
order to determine the stabil~ty of the statistics. 
The stability of the chi-square statistic is determined 
by comparing the calculated values of chi-square when: 
1) the subtable samples are allowed to vary 
between the smallest subtable sample size 
and the largest subtable sample size 
under consideration 
2) the sum of each such combination of 
subtable samples is equal to N. 
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The following contingency tables will be analyzed. 
At the top of each list is the mean of the 2 x 2. subtable 
sample sizes listed horizontally. Vertically are all the 
combinations from the following sets of 2 x 2 subtable 
sample sizes (12, 16, 20, 24, 28, 32, 36, 40, 44, 48), that 
yield the listed mean. These subtables correspond to the 
following set of cell expected values (3, 4, 5, 6, 7, 8, 
9, 10, 11, 12). 
By analyzing all the combinations of 2 x 2 subtables 
for each 2 x 2 x d {d being the set of integers from 2 to 4), 
the stability of the chi-square statistic will be measured 
for variations in the sample sizes of the subtables. One 
of the items stated in the rationale for this study was that 
the selection of conditions and limitations of the study 
would be based on the extent to which the situations might 
actually occur in research. Since the smaller size 
contingency tables are found more often in the research 
literature, it was decided to limit the stability study 
to them. The larger contingency tables will be examined 
for the following set of 2 x 2 subtable sample sizes 
(12, 16, 20, 24, 28, 32, 36, 40, 44, 48). 
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TABLE 3.3 
12 
12 12 12 12 
16 
12 16 16 20 
16 16 16 16 
12 12 20 20 
12 12 12 28 
20 
12 20 20 28 
16 20 20 24 
20 20 20 20 
12 16 20 32 
12 12 20 36 
16 16 20 28 
12 12 12 44 
16 16 16 32 
12 16 16 36 
12 12 16 40 
12 12 24 32 
12 12 28 28 
16 16 24 24 
12 16 24 48 
12 24 20 24 
2 x 2 x 4 Contingency Tables 
24 
12 12 24 48 
12 12 28 44 
12 12 32 40 
12 12 36 36 
16 16 16 48 ·. 
16 16 20 44 
16 16 24 40 
16 16 28 36 
16 16 32 32 
20 20 12 44 
20 20 16 40 
20 20 20 36 
20 20 24 32 
20 20 28 28 
20 24 24 28 
24 24 12 36 
24 24 16 32 
24 24 20 28 
24 24 24 24 
12 16 20 48 
12 16 24 44 
12 16 28 40 
12 16 32 36 
12 20 24 40 
12 20 28 36 
12 20 32 32 
12 24 28 32 
12 28 28 28 
16 20 24 36 
16 20 28 32 
16 24 28 28 
16 32 32 32 
28 
12 12 40 48 
12 12 44 44 
16 16 32 48 
16 16 36 44 
16 16 40 40 
20 20 24 48 
20 20 28 44 
20 20 32· 40 
20 20 36 36 
24 24 16 48 
24 24 20 44 
24 24 24 40 
24 24 28 36 
24 24 32 32 
28 28 12 44 
28 28 16 40 
28 28 20 36 
28 28 24 32 
28 28 28 28 
12 16 36 48 
12 16 40 44 
12 20 32 48 
12 20 36 44 
12 20 40 40 
12 24 28 48 
12 24 32 44 
12 24 36 40 
12 28 32 40 
12 28 36 36 
12 32 32 36 
16 20 28 48 
16 20 36 40 
16 24 24 48 
16 24 28 44 
16 24 32 40 
16 24 36 36 
16 28 32 36 
16 32 32 32 
20 24 32 36 
20 28 28 36 
20 28 32 32 
24 28 28 32 
32 
16 16 24 24 
20 20 40 48 
20 20 44 44 
24 24 32 48 
24 24 36 44 
24 24 40 40 
28 28 24 48 
28 28 28 44 
28 28 32 40 
28 28 36 36 
16 20 44 48 
16 24 40 48 
16 24 44 44 
16 28 36 48 
16 28 40 44 
16 32 32 48 
16 32 36 44 
16 32 40 40 
16 36 36 40 
12 20 48 48 
12 24 44 48 
12 28 40 48 
12 28 44 44 
12 32 36 48 
12 32 40 44 
12 36 32 48 
12 36 36 44 
12 36 40 40 
20 24 36 48 
20 24 40 44 
20 28 32 48 
20 28 40 40 
20 32 36 40 
20 36 36 36 
24 28 32 44 
24 28 36 40 
24 32 36 36 
28 32 32 36 
32 32 32 32 
48 
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TABLE 3.3 2 x 2 x 4 Contingency Tables 
(continued) 
36 40 44 48 
12 36 47 47 16 48 48 48 32 48 48 48 48 48 48 48 
16 32 48 48 20 44 48 48 36 44 48 48 
16 36 44 48 24 40 48 48 40 40 48 48 
20 28 48 48 28 36 48 48 40 44 44 48 
20 32 44 48 32 32 48 48 44 44 44 44 
20 36 40 48 24 44 44 48 
20 36 44 44 28 40 44 48 
24 24 48 48 28 44 44 44 
24 28 44 48 32 36 44 48 
24 32 40 48 32 40 40 48 
24 32 44 44 32 40 44 44 
24 36 36 48 32 44 36 48 
24 36 40 44 36 36 36 48 
28 28 40 48 32 36 40 44 
28 28 44 44 40 40 40 40 
28 32 36 48 
28 32 40 44 
28 36 36 44 
28 36 40 40 
32 32 32 48 
32 32 36 44 
·32 32 40 40 
36 36 36 36 
12 44 44 44 
12 40 48 44 
24 40 40 40 
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TABLE 3.4 2 x 2 x 5 Contingency Tables 
12 12 12 12 12 
16 16 16 16 16 
20 20 20 20 20 
24 24 24 24 24 
28 28 28 28 28 
32 32 32 32 32 
36 36 36 36 36 
40 40 40 40 40 
44 44 44 44 44 
48 48 48 48 48 
51 
TABLE 3.5 2 x 2 x 6 Contingency Tables 
12 12 12 12 12 12 
16 16 16 16 16 16 
20 20 20 20 20 20 
24 24 24 24 24 24 
28 28 28 28 28 28 
32 32 32 32 32 32 
36 36 36 36 36 36 
40 40 40 40 40 40 
44 44 44 44 44 44 
48 4"8 48 48 48 48 
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TABLE 3.6 2 x 2 x 7 Contingency Tables 
12 12 12 12 12 12 12 
16 16 16 16 16 16 16 
20 20 20 20 20 20 20 
24 24 24 24 24 24 24 
-28 28 28 28 28 28 28 
32 32 32 32 32 32 32 
36 36 36 36 36 36 36 
40 40 40 40 40 40 40 
44 44 44 44 44 44 44 
48 48 48 48 48 48 48 
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TABLE 3.7 2 x 2 x 8 Contingency Tables 
12 12 12 12 12 12 12 12 
16 16 16 16 16 16 16 16 
20 20 20 20 20 20 20 20 
24 24 24 24 24 24 24 24 
28 28 28 28 28 28 28 28 
32 32 32 32 32 32 32 32 
36 36 36 36 36 36 36 36 
40 40 40 40 40 40 40 40 
44 44 44 44 44 44 44 44 
48 48 48 48 48 48 48 48 
-
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TABLE 3.8 2 x 2 x 9 Contingency Tables 
12 12 12 12 12 12 12 12 12 
16 16 16 16 16 16 16 16 16 
20 20 20 20 20 20 20 20 20 
24 24 24 24 24 24 24 24 24 
28 28 28 28 28 28 28 28 28 
32 32 32 32 32 32 32 32 32 
36 36 36 36 36 36 36 36 36 
40 40 40 40 40 40 40 40 40 
44 44 44 44 44 44' 44 44 44 
48 48 48 48 48 48 48 48 48 
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TABLE 3.9 2 x 2 x 10 Contingency Tables 
12 12 12 12 12 12 12 12 12 12 
16 16 16 16 16 16 16 16 16 16 
20 20 20 20 20 20 20 20 20 20 
24 24 24 24 24 24 24 24 24 24 
28 28 28 28 28 28 28 28 28 28 
32 32 32 32 32 32 32 32 32 32 
36 36 36 36 36 36 36 36 36 36 
40 40 40 40 40 40 40 40 40 40 
44 44 44 44 44 44 44 44 44 44 
48 48 48 48 48 48 48 48 48 48 
' 
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TABLE 3.10 2 x 2 xll Contingency Tables 
12 12 12 12 12 12 12 12 12 12 12 
16 16 16 16 16 16 16 16 16 16 16 
20 20 20 20 20 20 20 20 20 20 20 
24 24 24 24 24 24 24 24 24 24 24 
28 28 28 28 28 28 28 28 28 28 28 
32 32 32 32 32 32 32 32 32 32 32 
36 36- 36 36 36 36 36 36 36 36 36 
40 40 40 40 40 40 40 40 40 40 40 
44 44 44 44 44 44 44 44 44 44 44 
48 48 48 48 48 48 48 48 48 48 48 
, 
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TABLE 3.11 2 x 2 x 12 Contingency Tables 
12 12 12 12 12 12 12 12 12 12 12 
16 16 16 16 16 16 16 16 16 16 16 
20 20 20 20 20 20 20 20 20 20 20 
24 24 24 24 24 24 24 24 24 24 24 
28 28 28 28 28 28 28 28 28 28 28 
32 32 32 32 32 32 32 32 32 32 32 
36 36 36 36 36 36 36 36 36 36 36 
40 40 40 40 40 40 40 40 40 40 40 
44 44 44 44 44 44 44. 44 44 44 44 
48 48 48 48 48 48 48 48 48 48 48 
J 
First Order Interaction 
If the elements of a population can be classified 
according to three criteria A, B, C with classification 
A. ( i = 1, 2) , B . ( j = 1, 2) , and c. ( k = 1, 2, •.. , d} , 
1 . J K 
a sample of N individuals may be classified in a three way 
2 x 2 x d contingency table. If Pijk represents the 
probabilities associated with the individual cells, and 
n· 'k is the numbers of sample elements in the individual 1J 
cells; then to test whether all three criteria are 
mutually independent and hence no first order interaction 
is achieved by setting up the null hypothesis: 
Ho: Pijk = Pi. .P.j. P .. k 
and testing (against the general alternative HA = H0 ) 
by the formula: 
c2 = ~ In· 'k ijk \ 1 J n . • J . 
N2 
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This calculated value of chi-square is then compared against 
the theoretical values of chi-square with 3d-2 degrees of 
freedom in order to determine the level of significance for 
e~ch contingency table generated. 
There are 3d-2 degrees of freedom since 
df = r c d r - c - d + 2, and r = c = 2. 
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Second Order Interaction 
The rationale of Bartlett's test is best explained by 
reference to tables of size 2 x 2 x 2. In this limiting 
three-way case, the cross-product ratio is used as the 
measure of first-order interaction in each layer and the 
ratio of these ratios us used as the measure of second 
order interaction. 
Thus if a 2 x 2 x 2 table bas one layer with cell 
frequencies n 111 n 121 
-----
n211 n221 
and the other layer with frequencies n 112 n 122 
n212 n222 
the first order interactions are (n111n 221 ) / (n121n 211 ) 
and (n112n 222 ) / (n122n 212 ) respectively, and the second 
order interaction is the ratio Qn111n221l / (n121n211~/ 
[<n112n 222 ) ~ (n122n 212B which may be written 
(n111n221n122n212) ~ (n121n211n112n222)· Furthermore, if 
the interactions in the two 2 x 2 layers are identical, 
60 
Hence (n111n221n122n212> ~ (n121n211n112n222) = l, 
consequently n 111n 221n 122n 212 = n 121n 211n 112n 222 and this 
corresponds with Bartlett's statement of the condition of 
zero second order interaction for the 2 x 2 x 2 case. 
It is therefore required to find the minimum deviation 
x common to all ei~ht cells, which will bring about this 
relationship for second order interaction. The value of x 
is accordingly determined by the equation: 
(n111-x) (n221-x) (n122-x) (n212-x) = 
(nl21+x) (n21l+x) (nll2+x) (n222+x). 
This yields a cubic equation (with one acceptable root) 
which is solvable by standard numerical methods. The eight 
expected cell frequencies (n 111-x), (n221-x), ... (n222+x), 
are now computed, whence the chi-square statistic (C2 ),is: 
c2 = (x)2 [-1 __ 
nlll-X 
+ __1_ + •.• 
n121+x 
with one degree of freedom. 
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(1) 
Turning to the case of the table of the form 2 x 2 x 3, 
there are four additional observed frequencies, n 113 , n 123 , 
n 213 and n223 , another degree of freedom and an additional 
deviation y. This will result in the following pair of 
simultaneous cubic equations in x and y. 
(nlll-x) (n221-x) = (n +x+y) (n223+x+y) 113 
(n121 ""x) (n211+x) (1.[ -x-y) (n213-x-y) 23 
(2) 
(n112-Y) (n222-y) (nll3+x+y) (n +x+y) 223 
(nl22 +y) (n212+y) = (n -x-y) (n -x-y) 123 213 
(3) 
Now by letting -z = x + y the above pair of simultaneous 
equa1;ions may be written in the following form: 
(nlll-x)(n221-x) = 
(nl21 +x) (n21 l +x) 
(n112-Y)(n222-Y) = 
(n122+y)(n212+y) 
(nll3-z)(n223-z) (4) 
(nl23+z)(n213+z) 
The above is true with the necessary constraint that 
x + y + z = o. To ge~eralize the equation for the constraint 
it is convenient to denote the deviation by xk. Then the 
pair of simultaneous cubic equations for a 2 x 2 x 3 
contingency table may be represented by: 
(nlll-xl)(n221-xl) 
(n121+x1)(n211+x1) 
with the constraint 3 2: xk = 0 . 
k=l 
(nll3-x3)(n223-x3) 
(n123+x3)(n213+x3) 
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Then the ratio of the kth level of a 2 x 2 x d contingency 
table may be represented by: 
rk = (n11k-Xk) (n22k-xk) 
(n12k+xk) (n21k+xk) ' 
and rk = (n11k) (n22k) (l-xk/n11k) (l-xk/n22k) 
(nl2k) (n2lk) (l+xk/0 12k) (l+xk/n21k) 
If the binomial theorem is used on the last two factors and 
terms higher than the first order ignored, then: 
Letting 1 = 
gk 
and 1 = 1 
~ 0 11k 
(nllk) (n22k) 
(n12k) (n21k) 
+ 1 + 1 
-0 12k n21k 
then r = l ( x ) k gk 1- k 
-r.-k 
+ 1 
n22k 
E.quating approximate values of r for two levels (k and a) 
andx:o:v::1:0: ~ , ( 
1 
:: )J 
xk = 5 k - 5 k9k + 5 k9kXa 
9 a 9a5 a 
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(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
Since it is required that > xk = O, 
k 
0 = 9a 2:= sk ~ (skgk) + Xa 
k k Sa k 
Solving :for x ' a 
(~ sk Xa = Sa 1 - k ga ~ (skgk) 
~ sk 
Let h k = ~ skgk 
k 
Then Xa = Sa (1 - hga) 
(skgk) . 
I:f none o:f the cells have zero :frequencies in the 
contingency table the above equation provides approximate 
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(13) 
{14) 
(15) 
values of the deviation xa in each 2 x 2 level of a 2 x 2 x d 
contingency table. To obtain additional corrections, the xa 
must be added (algebraically) to the corresponding observed 
values, and these adjusted values (which are first 
approximations to the expected values, on the hypothesis of 
homogeneity) are used to repeat the above calculations. 
This process is continued until the corrections do not 
exceed 0.003. This would be an accuracy ten times greater 

Zero Valued Cells 
Zeros in the cells of a contingency table raise 
questions both experimentally and mathematically. From the 
experimental viewpoint the question is: are the zeros due 
to the size of the sample and 'WOuld the zero disappear if 
the total sample was increased or are these zeros indicative 
of a .forbidden level as in the sense of quantum mechanics. 
If a person should toss a die four times and not obtain a two, 
this would be an example of a zero that would disappear if 
the sample size was increased. However, no matter how many 
times a person tossed an ordinary die it would never come 
up with seven dots on it. Seven would be a forbidden level. 
The experimentalist may raise this question but if he can 
definitely answer it, there is no need for the experiment. 
From a mathematical point of view the problem is different. 
In the process of division, zero produces trichotomus 
results depending on its rule. If the dividend is zero and 
the divisor is not zero, the quotient is zero. If the 
dividend is not zero and the divisor is zero, the quotient 
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does not exist. If the dividend is zero and the divisor is 
zero, the quotient is said to be indeterminate since it is 
not unique. 
When the expected values for second order interaction 
are calculated and zeros exist in the cells of the contingency 
table any of the above results is possible in calculating pi. 
Since the study is concerned with small samples, zeros in the 
cells will be quite prevalent. Values for s and h will not 
a 
exist. Norton offered a method for calculating the expected 
values when other "levels" (2 x 2 subtables) have a relatively 
large value for p . These problems do not exist in the 
a 
calculation of the eh-pected values for first order interaction. 
In order to determine the chi-square value for second 
order interaction in contingency tables with small samples, 
a different approach than that taken by Norton must be found, 
since he was dealing with contingency tables that had 
relatively large samples in some of the levels (2 x 2 
subtables). 
Since in this study chi-square for first order 
interaction will be calculated, the second order interaction 
chi-square may be estimated from the first order interaction 
in the following manner. 
The Pearson product moment correlation coefficient for 
all the contingency tables in a particular run which have no 
zero value cells will be calculated by means of: 
r 
xy 
N~XY (l:X) (:LY) 
where x is the chi-square value of first order interaction 
y is the chi-square value of second order interaction, then 
the standard deviation of the first order interactions by 
means of 
sx = ~ ~ N2:x2 - (LX)2 
In a similar manner the standard deviation of the second order 
interaction chi-square 
s = 
This means: 
X = 2:.:X 
N 
y = >y 
N 
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Then the value for the second order interaction chi-square 
may be estimated from the first order interaction by the 
following: 
yr 
= (X-X} + Y 
Then if yr is greater than the theoretical value of 
chi-square for a desired probability, that particular 
contingency table will be so designated. 
In the casa of zero values and second order 
interaction, the coefficient of determination (r 2 ) is used 
as a measure of accuracy of the estimate of the chi-square 
statistic of second order interaction and the probability 
statement ha.s to be modified as follows: 
p 
( 
y - p 
p (1-p) 
V-V +r2v 
0 0 
> 1-cc , 
where V0 is the number of tables with zero valued cells. 
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since in this study V is taken as 400, and accuracy of P is 
within 0.03, then V can be written as follows in terms of r: 
v = 
0 
15.84 
l-r2 
This equation will be used to determine the maximum number of 
tables with zero valued cells allowable for this accuracy. 
For instance, if r = 0.5, then V0 would be 21 and if the 
contingency table configuration contained more than 21 tables 
with zero valued cells, it would be eliminated from further 
consideration in the calculation of probabiliti~s for second 
order interaction. 
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Real Data 
In order to show how the results of this study may be 
used to aid educational research, an example using real data 
is included in this dissertation. The data from the Loyola 
Correspondence Study Division chosen to be examined met the 
criteria of 1) availability and 2) applicability to the 
model. The research design was not intended solely for the 
examination of this data but rather the data was chosen to 
show how the results of this study may be used to examine 
this data and other qualitative data in which two of the 
variables may be dichotomized and the third variable having 
up to twelve categories. 
Research in general has shown that there is little 
significant difference between achievement by persons who 
have taken courses by Correspondence Study Method, and 
persons who have taken courses by the more traditional 
methods7,8,9.10. While a given research study may report 
that for a specific course, one method is superior to the 
other1 1; still, correspondence regarded as a method of study 
and instr.uction contrasted with the traditional classroom 
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~nd lecture technique, reveals no significant differences 
in measured student achievement. 
Further research on the effectiveness of the 
correspondence method compared to other methods, then, is 
repetitious. However, no studies have been found concerning 
the evaluation of correspondence study as a self contained 
systen1 answering such questions as to why certain courses are 
more popular; why enrollments in given courses are higher; 
how student motivation may relate to.the completion rates 
for various courses, and, so forth. 
70pinion expressed by G. B. Olilds in an address 
("Correspondence Study: Concepts and Comments") at the 
Annual Meeting of the National University Extension 
Association, April 13, 1973. 
8E. L. Larson, "Comparative Quality of Work Done by 
Students in Residence and in Correspondence Work", Journal of 
Educational Research, 1932, 25, pp. 105-109. 
9r. S. Parsons, "A Comparison of Instruction by 
Kinescope, Correspondence Study and Customary Classroom 
Procedures", Journal of Educational Psychology, 1957, 
48, pp. 27-40. 
10M. Nachman and S. Opochinsky, "The Effects o:f 
Different Teaching Methods: A Methodological Study", 
Journal of Educational Psychology, 1958, 49, pp. 245-249. 
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1 hG. B. Childs, 11An Analysis of the Success in Initial 
University Mathematics Courses of Students With Correspondence 
Study and Non-Correspondence Study Backgrounds in High School," 
Journal of Educational Research, 1956, 49, p. 607. 
73 
The following research design is intended to show how such 
questions can be further clarified, if not answered. Thus, 
the research design serves as a method for correspondence 
study and provides a method of self-analysis for its own 
self-evaluation purposes. 
One question that is of interest in this context is the 
following: is there any interaction between academic subjects, 
sex of the student and whether or not the student lives in a 
Catholic religious community (e.g., priest, brother or sister). 
The courses are grouped under four department headings used at 
Loyola University, Chicago. The four departments chosen are: 
English, Language, History and Education. These departments 
are chosen because the properties of their courses make them 
distinctive from each other. English is a subject matter that 
is required of all students and is classified as an academic 
subject. Language is an academis subject that is an elective 
and its product is skill building rather than content oriented. 
History is an elective academic subject whose product is 
content oriented. However, Education is a pro£essional 
subject and an elective. A single year is chosen in order 
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to hold other variables constant. The year chosen was 1961 
because it is one of the large enrollment years and the data 
is readily available. All the students that year have student 
numbers that run from 7547 to 8453. These numbers are issued 
successively as they signed up for their first course. 
A table 12 of random numbers was used to choose the last 
three digits of the student number. Then the name of the 
student may be found in an index that lists the student 
numbers in numerical order followed by the name of the student. 
Once the student's name has been found, the data concerning the 
courses taken by that student may be found in the master file 
which is a card file with the student's last name used for 
filing. The manner of filing Catholic religious is a little 
obscure, but the names may be found with a little patience 
and fortitude. The data will be collected and placed in a 
2 x 2 x 4 contingency table and analyzed for first and second 
order interaction. 
12M. W. Tate, Statistics in Education and Psychology, 
{New York: Macmillan Co., 1965), pp. 328-329. 
CHAPI'ER 4 
Results of The Study 
Introduction 
This chapter presents the results of the study. These 
results were derived from approximately 300,000 lines of 
computer output. From the various articles that were reviewed 
in Oiapter Two, it is believed that the results would have been 
in the form of corrections for small samples to be added or 
subtracted to the calculated chi-square. However, this is not 
the case. The chi-square tests are very robust and any error 
that might exist is less than the experimental error of the 
study design for the samples considered. 
In addition to these results, this study produced a 
computational method involving a shift of the cell frequencies 
that is isometric as far as the probability of interaction is 
concerned. Hence, the computation of the Norton routine was 
simplified and extended its usefulness to small samples when 
the iteration technique was divergent. This shift is not 
100% effective, but it did work in over 99% of the cases 
where it was needed in this study. 
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I 
The results of this study were then applied to actual 
data obtained from the Correspondence School of Loyola 
University. These -results showed the usefulness of this 
study in cases where obtaining a small sample is laborious 
and a large sample by the standards of Lewis and Burke1 
may be impossible. 
ln. Lewis and C. J. Burke,'"'I'he Use and Misuse of the 
Chi-Square Test 11 , Psychological Bulletin, 1949, 46, p. 436. 
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Negative-valued Chi-Sq_uare 
When the 2 x 2 x 3 contingency tables with each sub table 
sample size being sixteen is run on the computer, it is noted 
that two of the four hundred tables generated have negative 
valued chi-squares for second order interaction. 
These negative valued chi-squares arise because the process 
of passing from equation (6) to equation (7) in Olapter 3 
necessitates the use of the binomial theorem on the factors 
for the denominator of equation (6). The use of the binomial 
theorem requires that xk/n12k and xk/n21k be less than one 
for equation (6) to be a perfectly valid equivalent equation 
of equation (7). However, Norton 1 s2 iteration technique has 
the power of correcting for small violations of the binomial 
theorem. When the expected value is approximately twice as 
large3 as the observed value then the iteration process has 
a tendency to diverge instead of converging. The large 
negative chi-square is due to the truncating of large numbers 
when division is done by Fortran IV. 
2H. W. Norton, "Calculation of Oli-square for Complex 
Contingency Tables", Journal of American Statistical Association, 
1945, 40, pp. 251-258. 
3 Ibid, p. 255. 
Norton gives a method for making a correction when one 
of the levels for small frequencies and other levels have 
large frequencies. This method cannot be used here since 
all the levels have small frequencies. Another method was 
found to alleviate this problem and it depends on the 
symmetry of the 2 x 2 subtables. For instance, note the 
following 2 x 2 contingency tables: 
over 6 feet 
under 6 feet 
over 6 feet 
under 6 feet 
boys 
10 
3 
boys 
3 
10 
girls 
4 
7 
girls 
7 
4 
The calculated chi-square would be the same for botth tables. 
The interaction is not dependent on the labels of the 
columns or rows. It is found that i:f a problem arises from 
the condition of the binomial theor·em being violated that 
it could be corrected by reversing all the rows in each 
subtable. 
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It is common practice to write 2 x 2 x n contingency 
tables by giving each 2 x 2 subtable a line as follows in 
the 2 x 2 x 3 contingency tables, where 16 is the sample 
size for each 2 x 2 subtable. 
3 
5 
9 
6 
4 
3 
6 
6 
3 
1 
1 
1 
(Table #1) 
If the first subtable (3 6 6 1) is displayed as a 
2 x 2 contingency table it would be as follows: 
3 6 
6 1 
The second order chi-square for table #1 is -30.55. 
Now, if the table is rewritten as follows: 
6 
4 
3 
3 
5 
9 
1 
1 
1 
6 
6 
3 
the second order chi-square has a value of 2.11. This shift 
will be referred to as the "Con Midhe4 shift". 
4Gaelic: Hound of Meath or Strength of the Middle. 
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This Con Midhe shift is a very robust technique. In 
this study there were 1327 tables with negative valued 
chi-squares for second order interaction. All but four of 
these tables yield to the Con Midha shi.ft. I.f a table bas 
a positive valued chi-square .for second order interaction 
the Con Midhe shift produces either the same value or a 
negative value. The four tables that did not yield to 
the Con Midhe shift are as follows: 
2 x 2 x 10 all sub-table samples equal 32 
6 10 8 8 
7 8 7 10 
9 7 4 12 
5 9 15 3 (Table #2) 
9 6 6 11 
6 10 7 9 
6 9 8 9 
9 5 3 15 
6 11 9 6 
10 8 7 7 
2 x 2 x 12 all subtable samples equal 24 
4 7 7 6 
6 6 5 7 
6 6 8 4 
5 4 7 8 (Table #3) 
7 8 4 5 
11 1 9 4 
5 6 7 6 
6 5 6 7 
5 4 10 5 
5 8 4 7 
2 6 11 5 
8 5 6 5 
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2 x 2 x 12 all subtable samples equal 28 
3 12 11 2 
10 9 4 5 
8 7 8 5 
10 8 7 3 
7 13 4 4 
9 6 4 9 (Table #4) 
10 5 9 4 
8 7 6 7 
6 3 4 15 
5 4 11 8 
6 4 a 10 
6 7 7 8 
2 x 2 x 12 all subtable samples equal 28 
6 6 10 6 
8 8 6 6 
9 6 4 9 
6 4 3 15 
13 5 8 2 (Table #5) 
10 5 7 6 
6 8 9 5 
1 14 6 7 
9 7 6 6 
5 8 5 10 
5 8 7 8 
5 12 4 7 
r 
There are no negative valued second order chi-squares 
for any of the 2 x 2 x 2 contingency tables. 
The four contingency tables that are unsolvable with 
the Con Midhe shift are estimated by Goodman's5 method. 
Goodman compared his method to Norton's6 by calculating the 
chi-square for second order interaction for the same data 
Norton used. Goodman's value was 7.45 and Norton's value 
was 7.59. These were both non-significant values at the 
10% level. There was no indication given in Goodman's 
article as to how this error would vary for small samples. 
However, it was assumed that calculating four values of 
second order chi-square by this method would not affect 
appreciably this study in which a total of 148,400 values 
of second order chi-squ~re were calculated. 
5L. A. Goodman, "Simple Methods for Analyzing Three 
Factor Interaction in Contingency Tables", Journal of 
American Statistical Association, 1964, 59, pp. 322-331. 
6 1oc. cit. 
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The values 0£ second order interaction chi-square for 
these .four tables by Goodman's method are as follows: 
Table Second Order Chi-Square 
#2 12.02 
#3 9.05 
#4 14.92 
#5 11.60 
None of these is significant at the 10% level. Goodman's 
method would never result in a negative value but no study 
has been done to determine a measure of its error. 
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Significance Levels of First and Second Order Cli-Square 
In the following tables are listed the percentage of 
times the calculated values of the first and second order 
chi-squares exceeded the theoretical values of chi-square 
for the 10%, 5%, 2% and 1% levels of significance. Each of 
these percentages is based on a run of 400 tables. Therefore, 
each quarter of a percent is due to one table having a 
corresponding or larger value chi-square than the tabulated 
theoretical value. 7 The values that are underlined are ones 
that exceed the experimental error as predicted by the number 
of iterations chosen in the research design. There are less 
than 3% of the values that fall outside of the experimental 
error of the research design. There are some contingency 
tables for which the calculated percentages are not listed 
for second order chi-square. This is because there was a 
number of tables with zero valued cells that exceeded the 
number designated by the experimental design for the 
desired accuracy of this study. 
7R. A. Fisher and F. Yates, Statistical Tables for 
Biological, Agricultural, and Medical Research {Edinburgh: 
Oliver and Boyd, 1943), Table IV. 
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These were mostly tables with sub-table sample sizes 
of 12. This would yield an expected cell size of 3. Some 
of the tables with sub table sample sizes of 16 were also 
eliminated in the 2 x 2 x 3 and 2 x 2 x 4 contingency tables. 
For the 2 x 2 x 5 contingency tables and larger, all the 
tables with sub-table sample sizes ·of 12, 16, 20 were 
eliminated from the second order interaction chi-square 
part of the study. All these tables have an excessive 
number of tables with zero valued cells. 
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Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 2 Theoretical Level 
Table % Tables 10.00 s.oo 2.00 1.00 10.00 5.00 2.00 l.00 
Sample 2x2 Subtable w/zero 
Size SamEle Size cells Calculated Level 
24 12, 12 25 10.00 5i00 2.00 1.50 
32 12, 20 5. 75 12.00 6.25 1.75 1.00 
32 16, 16 7 9.25 3.75 2.25 0.75 7.50 3.00 1.00 1.00 
40 12, 28 11.5 9.50 3.25 0.50 o. 50 
40 16, 24 3.25 10.25 3.50 1.50 0.75 11.50 4.75 1.50 0.75 
40 20, 20 2. 75 11. 75 6.00 2.50 1.75 10.50 4.50 1.50 0.50 
48 12' 36 14.5 10.25 6.50 2.25 1.25 
48 16, 32 3.5 7.75 2.50 0.75 0.25 10.25 3.50 0.50 0.00 
. 
-48 20, 28 1.5 9.50 6.50 2.75 1.25 7.75 3.75 1.25 Q. 50 
48 24, 24 1.5 9.50 3.75 2.00 1.00 13.00 6.50 2.50 1.00 
56 12, 44 15 7.75 3.00 0.75 0.25 
56 16, 40 2.75 8.00 3.75 1.50 0.25 8.00 8.00 0.50 0.50 
56 20, 36 1.5 12.00 5.75 2.25 1.50 13.25 6.50 2.25 1.50 
56 24, 32 0 12.25 6.00 2.50 l.00 12.00 7.25 4.75 2.25 
-56 49, 49 0.75 13.50 7.00 3.25 1.75 13.75 6.75 4.25 1.50 
--~-- -~-
-
64 16, 48 2.75 9.00 3.75 1.00 0.25 8.75 4.00 2.00 1.00 
64 20, 44 0.5 9.75 3.75 o.so 0.25 7.75 4.25 2.25 1.75 
64 24, 40 0.25 10.00 S.25 2.25 0.75 10.00 4.00 1.25 0.75 
64 28, 36 0 13.00 7.50 3.75 1.25 13.75 8.00 3. 75 1.25 
- -64 32, 32 0 7.50 4.00 1.00 0.50 11. 75 5.50 2.00 o.so 
CX) 
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Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 2 
Table % Tables 10.00 5.00 
Sample 2 x 2 Subtable w/zero 
Size SaITlQle Size cells 
-72 24, 48 0.5 8.75 4.50 
72 28, 44 0 7.25 3.50 
72 32, 40 0 8.75 4.50 
72 36, 36 0 8.25 4.25 
80 32, 48 0 8.00 5.00 
80 36, 44 0 10.75 4.50 
80 40, 40 0 7.25 4.00 
88 40, 48 0 9.75 4.75 
88 44, 44 0 11.00 6,25 
96 48, 48 0 11.00 5.75 
Theoretical Level 
2.00 1.00 10.00 
Calculated Level 
2.75 1.25 9.50 
1.50 o.so 10.00 
1.75 0.50 13.50 
2.25 1.25 9.25 
2.00 1.00 12.25 
1.25 0.75 11.00 
l.25 1.00 10.00 
1. 75 1.25 12.25 
2.50 0.50 11.25 
1.75 1.50 9.50 
5.00 2.00 
4.75 1.25 
5.75 1. 75 
6.25 2.00 
5.00 2. 75 
6.50 3.00 
5.00 2.25 
5.00 2.00 
6.50 2.75 
7.00 3.25 
4.50 2.00 
1.00 
0.50 
0.75 
0.75 
1.25 
1. 75 
0.75 
1.00 
1.50 
2.00 
1.50 
()) 
'-l 
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Theoretical vs. Calculated Levels of Si2nificance 
Table Dimension First Order Interaction Second Order Interaction 
2x2x.3 Theoretical Level 
-Table % Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sample Size cells Calculated Level 
-36 12, 12, 12 10 10.50 6.25 1.25 0.15 
48 12' 16, 20 19 9,50 5.00 1.00 0.00 
48 16, 16' 16 9.25 10.00 5.25 1.75 0.15 
48 12, 12, 24 23.15 9.75 5. 75 2.50 1.00 
60 12, 20, 28 14.5 9.00 2.25 0.25 0.00 
-60 12, 12' 36 25 6.75 2.75 1. 75 0.50 
-60 12' 16' 32 13.25 10.75 5.00 2.25 0.75 
60 12' 24, 24 13 9125 6.75 2.50 1.50 
60 16, 20, 24 8.25 11.75 5.25 1.75 1.00 
60 20, 20, 20 4.5 9.25 5.00 1. 75 1.00 9.75 3.50 1.00 0.50 
72 12' 24, 36 10.75 10.75 4.75 1.75 0.75 
12 12, 12, 48 24 9.25 4.50 2.25 1.00 
72 12, 16, 44 17.5 9.50 3.50 1.25 0.50 
72 12, 20, 40 14.5 10.50 6.50 2.00 1.50 
72 12, 28, 32 15.25 9.75 6.25 3.00 1.50 
72 16, 16, 40 8.25 11.75 6.00 2.25 1.25 
72 16, 24, 32 3.5 8.25 5.25 1.00 0.25 9.75 4.50 1.50 0.75 
72 16, 20, 36 6 11.75 4.00 1.25 0.25 10.00 5.00 2.00 0.50 
72 16, 28, 28 4.75 10.00 5.50 3.00 1.25 10.25 5.00 2.00 0.50 
72 20, 20, 32 2.5 12.00 6.00 2.25 1.00 9.25 4.00 1.50 0.75 
72 20, 24, 28 2 12.50 8.00 4.00 2.00 11.75 5.75 3.75 1.75 
- -72 24, 24, 24 1.5 9.00 3.75 1.25 0.25 12.00 5.50 1. 75 0.75 
co 
co 
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Theoretical va. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 3 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size SamEle Size cells Calculated Level 
84 12, 28, 44 12.25 9.00 3.50 1.25 0.25 
84 12, 24, 48 11. 75 11.25 7.00 3.00 1.25 
84 12, 32, 40 11. 25 10.75 4.25 1.00 0.50 
84 12, 36, 36 12 11.25 6,00 2.50 1.50 
84 16' 28' 40 4.5 9.25 5.00 1.25 1.00 10.00 4.00 1.50 1.00 
84 16' 32' 36 3.5 7.00 3.r75 1.50 0.75 9.25 5.00 1. 75 0.25 
84 16, 48, 20 6 8.75 2.75 1.00 0.50 7.25 2.75 0.50 0.50 
84 20, 28, 36 1.25 9.00 4.25 3.00 1.50 10.00 4.00 1.25 0.75 
84 20, 20, 44 1.5 10.75 5.50 1.25 0.50 11.75 5.75 2.00 1.25 
84 20, 24, 40 1 10.50 5.50 2.00 1.00 13.25 5.50 3.00 1. 75 
84 20, 32, 32 . 1.25 9.75 5.25 2.50 0.25 7.00 4.00 1.50 0.50 
84 24, 24, 36 0.25 10.25 4.75 1. 75 0.75 10.50 4.75 1.25 0.50 
84 24, 28, 32 1 9.50 3.50 1.50 0.75 14.75 6.00 1. 75 0.75 
84 28, 28, 28 0.75 8.50 3.25 1.50 0.75 10.75 4.25 1. 75 1.25 
96 12, 36' 48 10.75 9.00 3.50 1.25 0.75 
96 12, 40, 44 13.25 11.25 6.50 3.25 1.00 
96 16' 32' 48 0 9.00 4.00 1.50 0.50 10.50 3.75 0.25 0.00 
96 16, 36, 44 3.75 8.25 4.25 1.00 0.00 12.00 6.25 2.25 1.25 
96 20, 32, 44 0.25 10.00 4.25 1.25 0.75 7.75 3.25 1.50 1.00 
96 20, 28, 48 2 10.75 5.50 1. 75 0.75 9.50 3.50 1.25 0.75 
96 20, 36, 40 1.5 8.50 4.00 1.50 0.75 10.75 5.00 0.75 0.00 
96 24, 24, 48 0.5 8.25 4.75 1.25 0.50 10.00 5.00 2.00 1.25 
96 24, 28, 44 0.75 10.00 5.25 3.00 1.25 12.25 5.75 2.75 1.75 
96 24, 36' 36 0.25 11.00 5.50 1.75 1.00 10.75 s.oo 1.50 0.75 
96 28, 32, 36 0 10.25 4.75 1.75 1.00 10.25 5.25 2.50 1.50 
96 28, 28, 40 0 9.75 5.25 2.00 1.25 9.50 4.00 2.75 1. 00 o:i 
96 32, 32, 32 0 10.00 5.25 1.75 1.00 12.75 7.00 2.00 0. 50 l.O 
Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 3 Theoretical Level 
Table % Tables 10.00 s.oo 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sample Size cells Calculated Level 
-108 12, 48, 48 14.75 11.00 5.50 1.00 0.25 
108 16, 44, 48 4.75 11.00 s.oo 2.25 1.50 7.75 3.25 1.25 0.75 
108 20, 40, 48 2.25 8.00 4.50 2.50 0.75 8.50 6.00 3.25 1.25 
108 20, 44, 44 0.25 9.75 s.oo 1.25 0.75 8.75 4.75 2.00 1.25 
108 24, 36, 48 0.25 9.00 3.00 1.50 1.25 11.25 6.00 2.00 0.25 
108 24, 40, 44 0.5 7.50 4.25 1.25 1.00 9.50 5.50 1.75 1.25 
108 28, 32, 48 0 10.50 4. 50 1.00 0.25 11.00 5.75 1.25 0.75 
108 24, 40, 40 0 7.00 3.00 1.25 0.50 10.50 4.75 1.25 0.50 
108 28, 36, 44 0 11.50 6.25 3.00 2.00 11.00 5.25 1.75 1.00 
108 32, 36, 40 0 11.00 5.75 1. 75 1.25 12.25 6.00 3.25 1.25 
108 32, 32, 44 0 10.25 5.75 2.00 1.25 11. 75 5.75 2.25 1.25 
108 36, 36, 36 0 11.00 4.25 1.50 0.75 7.75 3.75 1. 75 1.25 
120 24, 48, 48 0.25 9.25 2.50 1.25 0.25 10. so. 3.75 1.75 0.25 
120 28, 44, 48 0 11.25 5.40 1.50 0.50 11.75 5.50 2.00 0.75 
1120 32, 40, 48 0 11.00 5.50 2.75 1.75 11.00 5.50 2.75 1.75 
120 32, 44, 44 0 9.00 4.25 1.00 0.50 12.00 6.00 3.00 1.25 
120 36, 36' 48 0 8.75 3.25 1.50 0.75 11. 75 4.75 2.00 1.25 
120 36, 40, 44 0 11.25 6.75 2.25 1.00 12.25 6.25 1.75 0.75 
120 40, 40, 40 ~~o 9.25 4.75 2.00 1.00 11.50 7.50 1.25 0.50 
132 36, 48, 48 0 8.50 3.50 1.50 1.00 10.00 4.25 1.25 o.oo 
132 40, 44, 48 0 7.75 3.25 1.25 0.25 10.00 5.25 1.50 0.75 
132 44, 44, 44 0 9.50 4.25 1.00 0.50 10.75 5.00 2.25 1.25 
144 48, 48, 48 0 9.50 5.75 2.25 0.75 9.00 6.00 1.75 1.00 
'° 0 
Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 4 Theoretical Level 
Table % Table.s 10. 00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size SamEle Size cells Calculated Level 
48 12,12,12,12 42.5 10.25 4.25 2.25 1. 75 
64 12,12,12,28 32.5 8.25 3.00 1.00 0.50 
64 12,12,20,20 26.75 11.25 3.75 1.00 0.00 
64 12,16,16,20 19.25 12.00 5.00 3.75 1.25 
64 16,16,16,16 13.25 10.50 5.25 2.25 1. 75 
80 12,12,12,44 33.75 10.50 4.50 1.25 0.25 
80 12,12,20,36 23.5 7.75 4.00 1.25 0.00 
80 12,12,16,40 24.5 9.75 5.50 2.75 1.50 
80 12,12,24,32 25.5 6.25 1.50 0.50 0.50 
80 12,12,28,28 23.25 9.25 5.50 2.25 1.25 
80 12,20,20,28 14.75 9.50 4.25 2.25 1.00 
80 12,16,20,32 15.0 10.25 6.25 2.25 1.00 
80 12,16,16,36 22.0 12.75 5.75 1.00 0.25 
80 12,16,24,28 16.25 12.50 6.25 4.25 1.50 
80 12,24,20,24 16.25 11. 25 5.25 3.50 2.25 
-80 16,16,16,32 13.25 10.50 6.50 2.75 1.25 
80 16,16,24,24 10.0 11.00 5.25 1.50 0.75 
80 16,16,20,28 9.75 9.00 4.50 0~25 0.00 
80 16,20,20,24 7.5 9.75 3.50 1.50 0.50 
80 20,20,20,20 4.75 9.50 5.50 2.00 0.50 11.25 4.50 2.00 1.00 
96 12,12,24,48 26.25 13.25 7.25 2.25 1.00 
96 12,12,28,44 24.0 9.00 5.75 3.00 0.75 
96 12,12,32,40 26.0 9.50 2.50 1.25 0.75 
96 12,12,36,36 29.0 10.75 6.25 2.50 1.50 
'° f-' 
Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 4 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sam.Ele Size cells Calculated Level 
96 12,20,20,44 15.25 10.25 4.50 2.50 2.00 
96 12,24,24,36 13.0 10.75 4.50 1.00 o.so 
96 12,16,20,48 18.75 11.00 3.75 1.50 0.75 
96 12,16,24,44 16.75 7.25 3.00 0.75 o.oo 
96 12,16,28,40 17.0 10.75 4.00 1.25 0.75 
96 12,16,32,36 18.0 7.75 4.50 1.50 0.75 
96 12,20,24,40 14.75 9.25 4.75 2.00 1.25 
96 12,20,28,36 11.0 7.25 1.75 1.00 0.50 
-96 12,20,32,32 15.25 9.25 5.00 2.50 1.25 
96 12,24,28,32 7.5 8.50 2.25 0.25 0.00 
- -96 12,28,28,28 13.25 6.75 3.25 1.00 0.25 
-96 16' 16' 16 '48 9.0 9.25 4.00 1.75 0.25 
96 16,16,20,44 6.0 9.25 4.75 1.50 0.75 
96 16,16,24,40 6.75 _";9.00 5.00 2.25 0.75 
96 16 ' 16 ' 32 ' 32 7.5 7.50 2. 75 o. 50 0.50 
96 16,20,20,40 8.75 9.75 5.25 1. 75 0.75 
96 16,16,28,36 5.5 9.00 4.50 1.75 0.75 7.50 3.25 2.00 1.00 
96 16,24,24,32 3.25 9.25 4.75 2.00 1.50 10.50 4.50 2.25 0.25 
96 16,20,24,36 6.25 10.75 6.00 2.25 1.75 10.75 6.00 2.25 1. 75 
96 16,20,28,32 5.5 10.00 4.25 1.75 1.25 7.50 4.00 1.50 0.75 
96 16,24,28,28 5.0 10.00 4.50 1.25 0.75 9.50 3.25 1.00 0.75 
96 16,32,32,32 4.75 8.75 S.25 2.75 0.50 7.50 3.50 1.00 0.25 
96 20,20,20,36 3.75 8.00 3.75 1.50 o.oo 11.50 4.75 2.25 1.00 
96 20,20,24,32 3.5 12.50 6.25 2.25 1.25 11.00 4.50 2.00 1.25 
96 20,20,28,28 3.75 9.25 5.00 2.25 1.25 8.75 5.00 2.00 0.75 
96 20,24,24,28 2.0 11.25 6.25 1.25 0.75 8.25 4.25 1.50 1.00 
96 24,24,24,24 1.0 8.00 3.75 1.75 1.00 11.75 5.75 2.25 a.so '° 
l\) 
Theoretical vs. Calculated Levels 0£ Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 4 Theoretical Level 
Table % Tables 10.00 5.00 2.00 Loo Io.oo 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sample Size cells Calculated Level 
IT2 12,12,40,48 23.5 8.75 2.75 0.50 0.25 
112 12,12,44,44 22.0 8.50 4.50 2.25 0.75 
112 12,28,28,44 13.25 9.50 4.75 2.00 1.00 
112 12,16,36,48 16 .0 10.50 5.50 2.00 1.25 
112 12,16,40,44 14.5 9.00 4.75 1.25 o.oo 
112 12,20,32,48 16. 5 8.75 5.00 2.25 1.25 
112 12,20,36,44 13.0 9.75 3.75 1.50 0.75 
112 12,20,40,40 14.0 8.00 3.25 1.75 0.75 
112 12,24,28,48 13.0 8.50 4.00 1.00 0.25 
112 12,24,32,44 17.5 10.50 5.00 1. 75 1.00 
112 12,24,36,40 lS.O 10.25 5.75 3.25 2.50 
112 12,28,32,40 14.0 11.50 5.2S 2.25 a.so 
112 12,28,36,36 13.75 8.75 3.50 0.75 0.00 
112 12,32,32,36 13.0 10.50 5.50 2.00 1.00 
112 16,16,32,48 8.25 11.50 5.50 1.50 1.00 
112 16,16,36,44 9.5 10.50 5.50 2.50 1.25 
112 16,16,40,40 6.5 9.25 3.75 0.50 0.00 
112 16,20,28,48 6.25 10.25 3.50 1.50 0.25 
112 16,20,32,44 6.5 11.00 5.25 1.25 0.25 
112 20,20,24,48 1.5 10.50 3.50 0.50 0.25 11.50 6.00 3.00 0.7S 
112 20,20,28,44 3.0 8. 75 3.00 a.so 0.25 a.so 3.50 1.25 1.00 
112 20,20,32,40 1.25 7.7S 2.50 l.SO 0.75 10.25 5.00 1.75 0.75 
112 20,20,36,36 1.75 10.25 4.50 1.75 1.00 10.00 6.00 2.00 0.25 
112 24' 24 J 16 ' 48 5.S 7.75 4.50 1.75 a.so 11.00 4.25 1.25 0.50 
112 24,24,20,44 2.25 9.25 4.25 2.00 1.25 11.50 5.75 2.50 1.00 
112 24,24,24,40 2.0 8.50 3.50 1.50 0.75 7.25 2.75 0.25 0.25 
112 24,24,28,36 0.7S 10.50 5.2S l.7S 1.25 10.25 4.00 2.50 1.50 
112 24,24,32,32 0.75 9.7S 4.75 2.25 1.25 10.25 4.50 2.50 0.75 
112 28,28,20,36 1.25 10.75 4.50 1.00 0.2S 8.00 3.50 1.75 0.75 
112 28,28,16,40 3.5 9.00 4.00 2.00 1.25 10.00 3.75 0.75 0.75 
112 28,28,24,32 0.25 10.75 5.00 2.75 1.00 9.50 5.00 1.75 0. 25 \() 
w 
Theoretical vs. Calculated Levels or Si~niricance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 4 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable W:/'zero 
Size Sample Size cells Calculated Level 
112 16,28,28,40 4.25 13.25 7.00 3.75 1.50 8.75 4.25 1.25 1.25 
112 16,28,32,36 3.0 10.25 4.50 2.00 0.50 10.25 4.75 2.25 0.75 
112 16,32,32,32 2.25 8.25 3.25 1.00 0.25 11.50 5.00 1.75 o.so 
112 20,24,32,36 1.5 7.75 4.25 1.50 0.75 9.00 5.50 1.75 1.00 
112 20,28,28,36 2.0 8. 75 4.75 1.50 0.50 12.00 5.75 1.50 0.50 
112 20,28,32,32 0.75 10.25 ·s.25 2.50 l.50 9.75 4.50 1.00 o.oo 
112 28,28,28,28 o. 9.25 4.75 2.25 1.75 lo.so 5.00 2.00 1.25 
128 12,20,48,48 14.0 8.00 4.00 1.50 0.50 
128 12,24,44,48 13.75 8.25 3.75 1.75 0.50 
128 12,28,40,48 13.25 8.00 3.50 1.50 0.50 
128 12,28,44,44 12.0 9.50 6.00 2.75 0-. 75 
128 12,32,36,48 14.75 11.00 5.00 2.25 1.50 
128 12,32,40,44 13.25 10.50 4.75 1.25 0.25 
128 12,36,32,48 13.0 13.75 7.75 3. so 2.00 
128 12,36,36,44 11. 5 8.00 3.25 1.25 0.50 
128 12,36,40,40 14.75 8.75 3.75 1.25 0.50 
128 20,20,40,48 1.0 10.00 4.00 2.25 1.25 11.25 5.50 1.50 0.50 
128 20,20,44,44 2.25 13.00 6.00 2.25 1.25 11.50 5.25 1.50 0.50 
128 24,24,32,48 1.5 8.25 4.50 2.75 1.25 11.00 4.75 2.00 1.25 
128 24,24,36,44 1.0 8.00 3.75 1.50 0.75 10.50 4.00 0.75 0.00 
128 24,24,40,40 0.75 10.00 6.25 2.25 l.00 12.00 6. 75 2.75 1.50 
128 28,28,24,48 0.5 9.75 5.75 3.00 1.00 13.25 6.50 3.25 1.25 
128 28,28,28,44 0.5 9.75 S.25 2. 75 2.00 13.75 6.00 2.00 1.25 
128 28,28,32,40 0. 9.75 4.75 2.00 1.25 11.00 3.50 1.75 1.25 
128 28,28,36,36 o.s 9.75 6.50 2.75 2.25 13.00 6.25 2.00 0.50 
128 16,20,44,48 4.75 9.75 4.75 2.00 0.50 9.25 S.50 2.00 1. 7.5 \Q 
~ 
Table Dimension 
2 x 2 x 4 
Table 
Sample 2x2 Subtable 
Size Sample Size 
-128 16,24,40,48 
128 16,24,44,44 
128 16,2~,36,48 
128 16,28,40,44 
128 16,32,32,49 
128 16,32,36,44 
128 16,32,40,40 
128 16,36,36,40 
128 20,24,36,48 
128 20,24,40,44 
128 20,28,32,48 
128 20,28,36,44 
128 20,28,40,40 
128 20,32,32,44 
128 20,32,36,40 
1.28 20,36,36,36 
128 24,28,32,44 
128 24,28,36,40 
128 24,32,32,40 
128 24,32,36,36 
128 28,32,32,36 
128 32,32,32,32 
Theoretical vs. Calculated Levels of Significance 
First Order Interaction Second Order Interaction 
Theoretical Level 
% Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 il.00 
w/zero 
cells Calculated Level 
5.75 8.25 4.00 1.50 0.25 7.75 3.25 1.00 0.75 
5.5 7.00 3.00 1.25 0.50 10.25 5.75 2.50 0.75 
2.0 8.50 4.50 0.75 0.00 8.00 3.75 1.75 1.00 
5.25 7.25 4.00 1.00 0.25 9.50 3.75 0.75 0.25 
4.25 8.25 3.50 1.50 0.75 10.00 3.25 1.25 0. 50 
2.5 11.00 5.50 2.25 0.50 8.75 5.25 1.50 a.so 
6.0 9.50 6.00 1.75 0.75 a.so 5.00 2.00 1.25 
3.5 9.00 4.75 2.00 0.75 9.50 5.75 2.25 0.75 
1.0 12.00 5.25 2.25 2.00 10J25 5.75 2.25 1.25 
1. 75 10.75 4.50 1.25 0.75 10.75 4.50 1.75 1.00 
2.0 11.50 5.25 2.25 1.75 8.75 4.25 2.75 1. 75 
1.25 10.50 5.50 2.50 1.25 8.50 4.00 1.50 1.25 
1.25 10.00 4.00 1.50 1.00 10.75 5.50 .2.50 0.75 
1.0 8.50 4.75 2.75 1.25 10.25 4.75 2.25 1.00 
1.5 13.50 5.50 3.00 1.75 13.50 7.00 3.25 1.00 
1.0 a.so 5 . .25 2.75 1.75 8.50 4.00 1.50 1.00 
0.5 10.75 5.00 1.00 0.75 13.25 5.25 2.50 1.25 
0.25 10.00 s.oo 1.50 0.75 11.00 6.50 2.00 1.50 
0.25 13.50 7.50 2.50 0.75 10.25 7.00 1.00 0.25 
0.5 10.00 7.00 2.50 1.25 10.25 5.25 2. 75 0.75 
0.2!; 10.25 s.oo 1.75 1.25 10.75 5.50 3.25 2.00 
0.25 11.25 S.25 2.00 0.50 11.00 4.75 2.50 1.00 
'° VJ 
Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 4 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 s.oo 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sample Size cells Calculated Level 
144 12,36,48,48 11. 5 8.00 4.00 0.75 0.00 
144 12,44,44,44 15.0 10.00 5.75 3.00 1.25 
144 12,40,48,44 11.25 8. 75 3.50 1.25 0.75 
144 16,32,48,48 2.75 10.00 6.25 2.25 1.25 12.25 6.50 3.00 2.00 
144 16,36,44,48 3.75 12.00 5.75 1.25 a.so 12.75 5.50 2.25 0.75 
144 2Q,28,48,48 3.25 8.75 3.50 1.25 1.00 9.75 4.25 2.75 1.50 
144 20,32,44,48 1.5 8.00 4.00 1.75 0.50 9.00 4.25 1.00 o.oo 
144 20,36,40,48 0.75 9.75 4.00 1.50 0.75 9.50 4.75 1.50 1.50 
144 20,36,44,44 0.75 9.00 3.00 1.25 0.75 12.50 7.00 3.25 2.50 
-144 24,24,48,48 0.0 10.50 5.50 2.50 1.00 11.25 4.75 2.25 1.00 
144 24,28,44,48 0.75 10.75 6.25 3.00 1.50 12.75 6.75 2.75 1. 75 
144 24,32,40,48 0.5 8.50 3.75 1.25 0.50 10.25 5.50 3.25 2.50 
144 24,32,44,44 o.o 11.25 5.50 2.75 1.50 10.00 6.75 2.25 1.50 
144 24,36,36,48 0.75 10.25 5.75 2.50 1.00 11.00 6.25 2.75 1.25 
144 24,36,40,44 0.5 a.so 4.00 2.00 1.25 10.25 5.25 1.50 0.50 
144 24,40,40,40 0.25 10.75 6.25 1.25 a.so 12.25 5.75 2.50 1.50 
144 28,28,40,48 0.25 7.75 4.75 2.00 1.50 9.50 3.00 1.00 1.00 
144 28,28,44,44 0.0 10.50 5.00 0.25 0.25 9.75 5.25 2.50 1.25 
-144 28,32,36,48 0.0 11.00 5.75 1. 75 0.75 11.25 6.00 2.50 1.00 
144 28,32,40,44 0.0 9.75 4.00 2.25 0.75 11.25 5.50 2.50 l. 75 
144 28,36,36,44 0.25 9.,25 5.25 2.50 0.50 10.25 4.00 2.50 1.00 
144 28,36,40,40 0.0 12.25 7.75 2.25 0.75 11.00 6.00 2.75 0.75 
-144 32,32,32,48 0.25 11.50 6.75 2.75 1.50 10.00 5.50 2.50 1.75 
144 32,32,36,44 0.25 10.25 6.00 3.50 1.75 10.25 6.00 2.00 0.25 
144 32,32,40,40 0.0 10.50 5.25 1.25 1.25 9.75 6.00 2.75 1.50 
144 36,36,36,36 0.0 9.00 4.25 2.25 0.50 9.00 4.75 2.25 1.00 
IO 
°' 
Table Dim~nsion 
2 x 2 x 4 
Table 
Sample 2x2 Subtable 
Size Sample Size 
-160 16,48,48,48 
160 20,44,48,48 
160 24,40,48,48 
160 24,44,44,48 
160 28,36,48,48 
160 28,40,44,48 
160 28,44,44,44 
160 32,32,48,48 
160 32,36,44,48 
160 32,40,40,48 
160 32,40,44,44 
160 32,36,40,44 
160 36,40,36,48 
160 40,40,40,40 
176 32,48,48,48 
176 36,44,48,48 
176 40,40,48,48 
176 40,44,44,48 
176 44,44,44,44 
192 48,48,48,48 
Theoretical vs. Calculated Levels of Significance 
First Order Interaction Second Order Interaction 
Theoretical Level 
% Tables 10.-00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
w/zero 
cells ) Calculated Level 
4.5 8.50 3.50 1.75 1.00 8.00 3.00 1. 25 0.50 
1. 75 7.75 4.25 1. 75 0.50 10.25 5.00 1.50 l.00 
0.25 12.50 5.25 2.25 1.25 8.50 4.00 1.25 0.25 
0.25 10.50 4.75 2.25 1.00 11.50 6.25 3.25 1.25 
0.0 10.25 4.50 0.75 a.so 12.75 6.50 3.00 2.00 
o.o 10.25 3.75 0.75 0.25 12.25 7.00 2.75 1.25 
0.0 11. 75 5.75 2.25 0.50 11.50 4.75 3.00 1.50 
0.0 9.25 4.00 2.00 1.00 10.50 5.00 3.50 1. 75 
0.25 9.00 5.00 1.75 0.00 12.75 6.75 2.75 1.25 
0.0 12.75 7.00 2.75 1.50 12.75 5.50 1.50 0.75 
o.o 9.50 5.00 1.50 0.75 9.50 4.75 1.75 1.00 
0.0 11.00 4.75 2.00 0.75 12.50 4.50 2.00 1.00 
0.0 7.50 4.75 1.25 0.75 11.75 4.75 1.75 a.so 
0.0 12.00 12.00 2.25 1.00 13.00 8.25 4.50 2.00 
o.o 10.75 5.50 2.00 0.75 10.50 6.75 3.50 1.50 
0.0 8.75 3.75 1. 75 0.25 9.25 5.75 2.75 1.25 
0.0 8.50 5.25 2.25 0.25 9.25 4.75 2.25 1.50 
o.o 8.75 4.25 1.50 1.00 9.25 3.75 1.50 a.so 
o.o 12.75 5.75 3.25 2.00 9.50 5.00 2.75 1.75 
0.0 10.25 5.25 2.25 1.00 14.00 7.25 3.75 1.75 
-
\0 
~ 
Table Dimension 
2 x 2 x 5 
Table 
Sample 2x2 Subtable 
Size Sample Size 
60 12 
80 16 
100 20 
120 24 
140 28 
160 32 
180 36 
200 40 
220 44 
240 48 
2 x 2 x 6 
72 12 
96 16 
120 20 
144 24 
168 28 
192 32 
216 36 
240 40 
264 44 
288 48 
Theoretical vs. Calculated Levels of Significance 
First Order Interaction Second Order Interaction 
Theoretical Level 
% Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
w/zero 
cells Calculated Level 
50.5 9.50 4.00 1.25 0.50 
19.75 8.00 2.50 1.00 0.50 
-7.0 9.00 3.75 1.50 1.00 
1.25 10.50 3.50 0.75 0.50 11. 75 6.50 1.50 1.00 
0.5 9.75 4.25 1.75 0.75 11.50 7.25 1.75 1.00 
0.0 12.75 6.00 2.75 1.00 8.75 S.25 2.25 2.00 
o.o 7.75 3. 75 1.50 0.50 9.50 5.25 2.75 1.25 
0.0 10.50 5.25 2.00 1.00 11. 75 6.75 3.00 0.75 
0.0 9.75 4.25 1.25 0.50 10.75 6.75 1.50 0.75 
0.0 8.50 5.00 1.50 1.50 9.00 5.25 1.75 1.00 
53.5 9.00 4.00 2.00 0.75 
23.0 9.00 3.50 2.25 1.00 
8.25 10.25 7.25 2.75 2.25 
-1.0 8.50 5.50 2.25 0.25 7.25 3.25 0.25 0.00 
-1.0 9.50 4.25 1. 75 1.25 9.25 5.00 2.50 1.50 
0.0 9.00 3.50 1.25 o.so 8.50 4.50 1. 75 a.so 
0.25 8.75 4.75 1.50 0.75 8. 75 6.75 3.00 1.50 
o.o 10.25 4.75 1. 75 0.50 10.25 5.75 3.25 2.00 
0.0 9.75 3.25 0.75 a.so 9.75 5.50 2.25 0.50 
o.o 12.00 5.25 2.75 1.00 12.00 6.00 2.50 1.50 
'° 00 
Theoretical vs .. Calculated Levels of Si2!!ificance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 7 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sam.E.le Size cells Calculated Level 
84 12 64.0 9.00 5.00 2.50 1.00 
112 16 25.5 8.25 3.75 1.50 0.75 
140 20 7.75 10.75 6.00 2.25 1.00 
168 24 3.25 10.50 3.00 1.50 0.75 16.50 7.25 3.50 2.00 
196 28 1.25 10.00 5.25 2.25 1.00 10.50 4.50 1.50 0.75 
224 32 0.75 9.75 3.50 1.50 o.oo 11.50 6.25 2.25 1.00 
252 36 0.0 11.25 6.25 1. 75 0.50 11.25 6.25 2.75 1.50 
280 40 o.o 10.00 5.25 1.25 1.00 13.50 7.75 3.75 1.75 
-308 44 o.o 8.25 4.25 0.75 0.25 11.50 5.00 3.75 2.00 
-336 48 0.0 13.25 6.00 2.50 1.25 10.50 S.25 2.25 1.50 
2 x 2 x 8 
96 12 68.75 8.00 3.25 1.25 0.50 
128 16 26.0 7.00 2.50 1.00 0.75 
-160 2.0 8.75 10.75 5.00 2.50 1. 75 
192 24 3.25 11.50 5.50 1.50 0.75 9.75 5.50 1.50 0.75 
224 28 1. 75 10.25 s. 75 3.25 1.00 11.00 6.50 1.50 0.50 
256 32 o.s 11.00 6.75 2.75 0.75 13.00 6.75 2.50 1.50 
288 36 0.0 11.50 6.00 1. 75 0.50 9.50 5.25 2.00 0.75 
320 40 0.0 11.00 5.25 2.50 1.25 11.50 5.25 1.50 0.75 
352 44 o.o 11.75 5.50 2.50 1.00 10.75 6. 75 3.25 1.50 
384 48 o.o 7.25 3.50 0.75 0.25 9.75 4.50 1.50 1.00 
'° I.() 
Theoretical vs. Calculated Levels of Significance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 9 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 5.00 2.00 1.00 
S<1.mp le 2x2 Subtable w/zero 
Si 7-e Sample Size cells Calculated Level 
-
108 12 70.75 9.50 4.75 1.25 0.25 
144 16 31.5 10.75 4.50 2.25 1.50 
180 20 11.25 9.50 4.00 2.00 1.00 
216 24 2.25 11.25 7.00 3.00 0.75 8.75 5.25 2.00 1.00 
252 28 1.0 9,50 5.00 2.25 0.75 10.75 4.50 2.50 1.25 
288 32 o.o 10.75 4.75 1.50 1.00 11.50 4.50 2.25 1.25 
324 36 o.o 8.00 4.00 1.50 0.50 11.50 6.50 2.50 0.75 
360 40 0.0 10.00 3.75 1.50 1.00 9.50 6.00 3.00 1. 75 
396 44 0.0 10.75 6.25 2.75 1.25 11.25 7.00 1. 75 1.25 
432 48 0.0 9.75 4.50 2.00 1.25 10.00 6.75 3.25 1. 25 
2 x 2 x 10 
120 12 72.5 9.50 3.75 1.00 0.50 
160 16 23.5 7.50 3.50 1.25 0.50 
200 20 16. 0 7.00 4.75 1.25 1.00 
240 24 3.5 10.00 4.75 1.50 0.25 10.00 4.50 2.00 0.25 
280 28 0.75 9.25 5.00 2.25 1.00 10.75 4.75 2.75 1.25 
320 32 0.75 8.00 3.25 1.25 0.50 10.50 5.25 2.50 0.50 
360 36 0.5 13.25 7.50 3.75 1. 75 11.25 5.50 1. 75 0.75 
~-...... ·---
--400 40 0.0 10.50 4.00 1.00 0,25 10.75 5.50 3.00 1.00 
440 44 0.0 11.50 7.00 3.75 1. 75 10.25 6.75 3.50 1.00 
-480 48 o.o 9.00 4.25 0.75 0.25 10.00 4.50 1.25 0.25 
>-' 
0 
0 
Theoretica.l vs. Calculated Levels of Signi.ficance 
Table Dimension First Order Interaction Second Order Interaction 
2 x 2 x 11 Theoretical Level 
Table % Tables 10.00 5.00 2.00 1.00 10.00 s.oo 2.00 1.00 
Sample 2x2 Subtable w/zero 
Size Sample Size cells Calculated Level 
132 12 71.5 8.25 1.50 0.50 0.25 
-176 16 34.75 8.50 4.75 1.00 o.so 
220 20 13.25 9.75 s.oo 2.25 1. 00:;: 
264 24 3.5 10.75 5.75 2.75 1.50 9.25 5.50 2.50 0.50 
308 28 2.25 12.50 5.50 0.75 0.75 14.25 5.75 2.50 0.75 
352 32 0.0 7.50 3.00 1.00 0.50 8.50 5.50 1. 75 0.50 
396 36 0.0 8.25 4.25 1.75 1.25 11.75 5.25 1.25 0.50 
440 40 0.5 9.00 3.75 1.25 0.75 9.00 5.25 1.00 1.00 
484 44- 0.0 13.50 6.75 3.50 1.50 12.00 6.50 2.50 1.50 
528 48 o.o 9.25 4.25 1.25 0.75 10.50 6.75 2.00 1.00 
2 x 2 x 12 
144 12 80.75 8.00 3.50 1.50 0.75 
192 16 40.72 8.75 4.50 2.00 0.75 
240 20 21.0 9.75 5.00 2.00 0.75 
288 24 6.0 9.00 4.50 2.25 0.75 9.75 5.25 1.25 0.75 
336 28 2.0 10.75 5.25 2.25 0.75 12.75 5.00 2.25 1.00 
384 32 0.25 8.75 4.50 2.50 0.75 10.50 5.75 1.75 0.50 
432 36 0.0 11.25 4.50 2.25 0.75 11.50 4.25 1.75 1.25 
480 40 o.o 9.75 4.50 1.00 0.75 11.75 6.75 1.50 0.75 
528 44 o.o 13.75 6.75 3.00 2.00 10.SO 5.75 3.00 1.50 
576 48 0.0 10.25 4.75 2.50 1.00 10.50 6.00 3.75 1.25 
I-' 
0 
I-' 
Correspondence School Study 
In order to do this study data on 148 persons enrolled 
in 1961 were obtained .from the of'.fice o.f the Correspondence 
School o.f Loyola University. Twenty-.five man hours were 
required to obtain this data. Of the 148 persons, 88 persons 
took courses that were o.f interest in the study. The data 
were categorized as follows: 
Education courses 
completed course 
uncompleted course 
English courses 
completed course 
uncompleted course 
Histor¥ courses 
completed course-
uncompleted course 
Language courses 
completed course: 
uncompleted course 
Religious 
8 
1 
Religious 
2 
2 
Religious 
5 
1 
Religious 
8 
3 
Lay 
10 
5 
Lay 
13 
7 
Lax 
5 
5 
Lay 
7 
6 
102 
103 
First order interaction chi-square is 10.45. Second 
order interaction chi-square is 2.50. These results indicate 
that there is neither first order or second order interaction 
in this 2 x 2 x 4 contingency table. 
Until the previous Monte Carlo investigation was performed, 
there may have been a lack of confidence in the preceding· 
statements because of the published assertions of Cochran8 and 
Lewis and Burke9 concerning sample sizes. However, the results 
of the Monte Carlo distribution in the previous section of this 
chapter show that, when the individual cell samples are as 
small as one, chi-square values of this small a magnitude 
indicate a lack of interaction. 
8w. G. Cochran, "Some Methods for Strengthening the 
Common Oii-square Test", Biometrics, 1954, 10, pp. 417-451 . 
. 
9o. Lewis and C. J. Burke, "The Use and Misuse of the 
Chi-square Test", Psychological Bulletin, 1949, 46, 
pp. 433-489. 
OIAPTER 5 
Conclusions and Recommendations for Future Research 
Conclusions 
From the results shown in Chapter Four it is evident 
that the chi-square test for first order interaction is quite 
robust as far as the sample size is concerned. When the 
expected value for each cell is as small as three, the 
results are within the experimental error of the design 
even when the contingency table is as large as a 2 x 2 x 12. 
This study indicates that for first order interaction the 
chi-square test is valid even when the expected value for 
each cell is as low as three and over 80% of the tables have 
zero valued cells as in the case of the 2 x 2 x 12 contingency 
tables with 2 x 2 subtable sample sizes of 12. There is no 
indication that the chi-square test for second order interaction 
would be any less robust if another method besides regression 
analysis, which was used in this study, could be used for 
determining second order interaction when any of the cells are 
zero valued. However, the results indicate that as long as all 
the cells have a minimum value of one the chi-square for the 
second order interaction is within the limits of the error 
104 
expected for the number of iterations used in the study as 
discussed in Chapter Three in the section titled The Number 
of Iterations. 
The homogeneity of the correspondence school data is 
evident from its low values for both first and second order 
interaction chi-square. In both cases the probability that 
the configuration is due to non-chance is less than 70% if 
the standard chi-square table is used. However, this study 
only concerned itself with probabilities of 10% and less. 
~herefore, the lack of interaction at the 10% or less level 
of significance is assured but nothing can be said concerning 
the 30% value. This is an example of what is meant by the 
statement that: Monte Carlo techniques do not yield results 
that are as general as analytic methods. 
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This study may also be used to determine how small a 
sample size may be used to determine second order interaction. 
The research practitioner may use the table in Chapter Four 
in the following manner. first, determine the dimensions of 
the contingency table under consideration; secondly, determine 
the total sample size and the corresponding sub-table sample 
sizes for which the second order interaction values of 
chi-square have been tabulated. For instance, if the second 
order interaction is to be investigated between three 
variables by means of a 2 x 2 x 4 contingency table with a 
total sample size of 144, the smallest subtable sample size 
may be 16. A subtable sample of 12 would be too small for 
its accuracy to have been verified by this study. 
When greater accuracy is desired, for example, if the 
results are required to be within one-half of one percent, 
99 percent of the time, the program listed in Appendix One 
should be run 9566 times and these results used. If a 
choice may be made concerning the subtable sizes, then 
the combination with the smallest percentage of tables 
with zero valued cells should be used. For example, if 
a study is to be done involving a 2 x 2 x 4 contingency 
table with a total sample size of 128, more accuracy may 
be obtained using 2 x 2 subtable samples of 28, 28, 32, 40 
than subtable samples of 16, 20, 44, 48. 
106 
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The column of the results labeled "% Tables w/Zero Cells" 
may be used to obtain the probability of obtaining a 
contingency table with a zero valued cell for a given sample 
size and contingency table dimensions. For instance, if a 
research study necessitates the use of a 2 x 2 x 4 contingency 
table and the data results in the following 2 x 2 subtable 
sample sizes - 16, 28, 36, 48, then 2% of the time such a 
table is constructed randomly, one or more of the cells will 
be zeroed valued. 
The program in Appendix Two may be used to obtain the 
chi-square value for second order interaction. It is the 
same routing used in Appendix One for calculating second 
order interaction. The rewriting of the program in 
Appendix Two is for the convenience of the reader of this 
study. 
Recommendations for Future Research 
1. Comparison of Goodman's Method with Norton's Routine 
It would be of interest to determine the error of 
Goodman's method for calculating the chi-square for second 
order interaction using Norton's method as the standard. 
Goodman's method has the advantages of not generating any 
negative valued chi-squares and it is easier to compute. 
The disadvantage is that the results do not equal the 
results of Norton's method and there is not any means for 
determining the possible error. 
2. Consideration of j x k x d Parallelpiped 
Contingency Tables 
Further research should be conducted in expanding this 
study from 2 x 2 x d contingency tables to three dimensional 
contingency tables where each of the variables has more than 
two categories. This would first necessitate a computer 
program that could be an extension of Kastenbaum's and 
I..amphiear'sl work. Here the method of correcting for 
negative valued chi-squares may not be as simple as it was 
in the 2 x 2 x d case. 
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lM. A, Kastenbaum and D. E. Lamphiear, "Calculation of 
Oii-square to Test the No Three Factor Interaction Hypothesis ", 
Biometrics, 1959, 15, pp. 107-115. 
APPENDIX I 
Program For Obtaining Significance Levels Of 
First and Second Order Chi-Square 
109 
DATA STARS,BL /'** '•' 1 / 
DIM E~1S ION NCEi..L( 41,D i>SI 2, 2, 12.t, TAUllol ,A U2l r!H 12) ,c '12 l r0ll2 > 
OIMENSlUN ;~(UJ,NU121r5AVE(4,121 
DlMcNSiuN CHIS~l(4001,CH1S~2(400l,FLAG(4001 
MEN CNN AVc (Zu,4,121,Crll Sif4T";NFREQl4),CHTST2141,NFR~2(41 
IV = 65539 
110 
ll. NLINES = ) ZERO = o-.~0:---------~---------~-----------------.; 
~ READ IN NUMBER OF 
C .l THE ScEU VALUE 
2X2 LEVELS , NUMBER OF TABLES TO BE GENERATED, 
FUK THE RANDOM NUMBER GENERATOR 
~ i·lPUt~1...H'=O DL NO r POi1CHl.11rl-.~1.1,....,...U,..A"""~-,.....--------------< NPUNCH=l PuNCH CHISQUARES THIS PHOGRAM wlLL GENERATE A MAXIMUM OF 400 TABLES, EACH TABLE OF 12 LEVELS 
OR GR ATcK VALUES CHA~GE LA~DS 2,3,4,~~Tl,193 
3 READ (l,999,ENU=ZOOOI NLEVEL,NRUNS,NPUNCH,IX 
NEGAT I = 0 F tNKUHS.Lt:.4·1ol (;U tu loo 
WRITE 13,aa91 
GO TO 2000 
100 CONT 1_11..UE 
DU 6 I 
oNIIl=O 
Du b t = 
NFRIJ2( I I 
8 .NFKEWI I l 
1,12 
1,4 
= 0 
; 'J l c HEAL) SAdl-L t; ·s IZ :::>-~i"t:ACH -TxZ-- Lt: vec· ---- ···-- ··----------,. -- .. ---------- ---·- -----, 
c :H:A~E~u ~ ~ :.~ ~~ ~.~.-.:'. ~ (~~~CE~ ;~~L~~~~) CH r S1.1UAi<E. F~f:l,)UE_t~C :i: T t.~l::~--- -- ------ -----1 
··-----A 1:·1.;c--1r;--;-.n1-1 l, Hr n.rccr;r-;-r;•;r;-(cri·r s·r 2 ·1ri--;1 -;; i , ,. 1 1 
DO 4 l = l, ;\LC: VE L 1·, 
Nl(Il = NIII 
,----NT!_>_.= N (I)-¥4 . -------------~-----
4 CONT H~UE 
wRlTE L>.o":til 
---DU 7 I - l,,,.~U:'i 
7 FLAG( I l = tlL 
c THIS LL.JP (,E.'-1cr<.\TES T
0
HE CG:'\TINGE;'-;CY TAaLES AM Ct.LUATE:S THE FlRST AN;) 
c·-s-e:-c dfro- -UK iJEk-t H Is,,; u AR Es -----
DO 1100 NRU•I = 1,1\RUNS 
NTCT = 0 
; 
·---N-r~r = a·-------------------------·-----~----
NSU BT "' l -· 
2 IF (NSu3T.GT.NLEVELl GO TO lCOO 
,__ __ ~o'"'"u i r = i, s 
. l NCEL L l l l = u 
5 IF u .. TuT .GE ••• c·~SUBT H GLI TU 20 
CALL THE: K.ANuJi~ hUMdEi<. GE:NC:RA'-T""J~i'o--------------------------
E 
CALL RA;»,00 l IX;lY,,~UMl 
DISCARD ALL VALUES GRtATER THAN 4 
FILL ~p THE CELLS OF THE CONTlNGtNCY TABLE 
IF 11-iUM.GT .3) GCJ TO 5 
...___ __ _ 
10 NCELL (~U~+ll = NCELL INUM+ll + l 
NTOT : NTOT + l 
Go To· s 
20 CONT lN.JE: 
DO l = l, 4 
TEST FOR Z.ERO ELEMENTS IN THE TABLE 
IF (NC l::L LI I I • :01~ • 0 ) NT ST = l 
21 CON ii\iUE 
FILL UP THE A,s,c, AND D TABLES FOR USE BY THE SECOND ORDER CHISQUARE 
SUt!RUUT lNE 
N ell 
B(NSUBTI = NCELL (21 
C(NSUBTI = NCELL (31 
DlN UBTt = NCELL 141 
NSUBT = NSUST +- l 
NTOT = 0 
1000 CONTINUE 
IF (i-IL.EVEL.EQ.121 NTST = l 
N = 0 
23 CONTINUE .. ", ... 
_..~- -----· -~· ,..., 
-< --: 
I NSUBT = NS us r - i 
,_ ___ o~o~.zrr-=-r;;~~:.Jd r·--------------------'-
~ FLAG Z.ERO ELEMENT T~BLES 
. TEST = A ( I I* d ( I I* Cl 1 I* 0 ( I I · 
IF ·--rr E-5T71;.i~~l e;;.-u-.---FL1G I i'tRUr~,,;--5TAlfs 
27 CUNT INUE 
DO 24 l = l,r~S.JdT 
111 
---, F--rA nT~c:-::;:z-'1::--r<.""0..,.1---,-A"'i-...,.1...,.,-=___,,0-• ...,.1-----------------------1 
i IF ltHll.E\J.Zcr<.01 o(ll = 0.1 
I IF ICl!J.E..;.ZE"OI C<II c. l 
,---n.---rom. Ei.i .z EKu~, ..,u~, .... 1.,._,-=-o,.-.... 1--~--------------....------1 
i 24 COM INU E 
' LlU 2~ l = l,NSUdl 
t FILL UP THE :Jo~ TAbLE F:.JR USE dY THE FIRST OkOER CHlSQUAkE ROufINE ! UbS lltl.Il =Alli· 
I 0 llS ( 2' l t I l = Bl I I 
.----dBS( 1, 2, I I = Ct l l 
OBS (2,2, II = DI I> 
c SAVE uoS rJrl l.MTEK US'E Ii" FILLING u? NcuATlW: CHISfJUARE TABLES 
i SAVE I l.I I Al rl ----
1 SAVE ( 2, l > d ( I I 
1---__,SAVE (3,ll = Ctll -· 
.·.,::· I . SAVE ( 4, I> = 0( I> 
. 25 CUJ'.T INUE t 00 NOT CALCULATE SECOND OROEK CHIS~UARE IF ONE OR MORE ELEMENTS ARE ZERO 
nFfF'°l:-AG<NKu;~1.111e.sTARS> c;o ro·110 CHISQ2l~RJNI = O.O CHI2 =·O 
1----GO TO ll l 
t 110 CONT lNUE 
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C CALL SUBRilUTINE TO CALCULATE SECOND ORDER CHISQUARE 
b CALL CHISEC tA,B,c,o,NSUBT,CHIZ) ~-"--=~---~~~~~~~~~-FILL UP SECOND ORDEK CHISQUARE TABLE j CHISQ.2 lNRUNJ = CH12 
....--1~1-1~c-o-N T I NU E 
NT =- NSUBT + 4 
CALCULATIONS OF FIRST OKDcR CHISQUARE 
-bo 2o I = 11NT 
I TAU ll) = O.O . 26 CGNT H;UE b oo 3o 1 = 1,2 DO 30 J = 11NSUBT TAU t 11 = T Au I 11 + TAU (21 =TAU t21 + 
. T AU {3 ) : TAU ( 3 I + I . .• TAU ( 4 • = TAU ( 4 ) + 
1 3o CONTINUE 
I DO 35 I = 112 _ DO 35 J = 11 2 
I DO 35 ~ - 11NSUBT 
GBS 
OBS 
OBS 
OBS 
ll,l1JI 
t2,I,J) 
(l,l,J) 
<112,JJ 
!· TAU(K+4) = TAU(K+41 + 08SlI,J,KI 
i 35 COi\iT INUc CHl~s~-w~~-="-'-o.,,--.~o-~~~~~~~~~~~~~~~~---~~-~~~-~~----.....; 
TUT= TAulll + TAUt21 
DO 45 I 1,2 
DO 45 J = 112 
DO 45 i<. l,r~SUBT 
THclJtl.Y = l T/,J( ll*TAL.d-.l+Zl*Tt.U0,+4ll /tTOT*TOTl 
~---,.=ctuAL = Oi:IS (I, J •'"I 
CHIS~= CHIS~+ tlACTUAL-THEGRYl••Z/THEURYI 
[__~_f Q~.-!_!_!l';U i: . . -
C EhD OF FIKST uROE~ C~lSUUA~c C~LCULATIONS 
C "FILL UP SIG.dFIU.>•T V,'.LUE Fi\EWUENCY TA:lLE FOK FI:'{ST& 
IF lChlSiJ.GE.CHITSTI 11 l NFREiJ( ll = !-iFR~Q(ll + 1 
SECOND O~DER CHlS~J~;E 
---1rrc1:1-r:>.i.GE .cHTI-s1<.211 '""'r-.i:w·.r21--=:\r:k-t:1.az-1-+ 1.--------·-------
IF (CHIS.i.~E.l.HlTSTDll i'4fKbJl31 = NFkEC,lU) + 1 
IF (CHISIJ.(,t:.CHITST(41l i\iH,C:i,;141 = NFRE:.ll-'tl + 1 
>----~l~F-(~C'HIZ.GE.CHTST 21 l ll NFR.,)21 ll NFKOi(f"> + 1----------------
IF tCH£2,Gt.CHTST212l) lli~t<Ql·tZI M=R...i2<Z! + l 
IF (CHI2.Gt • .:HfST2(3)} ~-.. F;-:.G;2{3) : i'~FRQ2(3) + l 
---~l~F (CH IL. Gl; • C.H f 5 f2T4) l ,\ F-f<.IJ-2 I 4 l NF ;{Q 2 ( 4 J-+--'-1----------------
CH IS "1 l U-IKUi'lil = C~ISQ 
CHECK FOR NEG~TIVE C~ISQUARES 
i 
t 101 
IF (CH1St1.LT.o.o~.CHIZ.LT.OI GO TO 101 
GU TO 110•) 
CONTINUE 
· NEGATI = NEGATI + l F FILL UP NEGATIVE CHIS~UARE TABLE 
-· 
L DO 104 I = l,;'15U3T 
,~----,-N~SAV~ lNEGATI1l,IJ--S~A-V-E~t,_,-.l-,~I~I---~----~-~----.. -.· ..-.-------~ ! NSAVE tNEGATI,21U SAVE(2,II 
'-
NSAVE (NEGATJ,j,J) = SAVEC3,Il 
NSAVE CNEGATJ,4,J) • SAVEl4,Il 
cor-.TINUE 
~ACK & GENEkATE ANOTHER TABLE 
I~ t:: 
WRITE !3,l:l'Jll 
PRINT CONTKOL DATA 
,894) (NlllJ,I 
WRITE (3,Bd61 . 
DO 105 I = 1, 4 
t:: I'\ • 
I,NlEvELJ,NRONS,Ix 
105 wRlTE l3,Bd51 CHITSTllJ,NFREQlil,CHTST2(1J,NFRQ21ll 
113 
IF INl:GATI.LE.01 GO TO 102 
-fNTNEGArNro:JTI"S.,..,i.l"'"U'"'"A""'"R..,.E..,.S-------------------------....; 
WRITE 13,d8d) 
DO 103 I = l,NEGATI 
_j r<. = ,N Ud 
WRITE (3,d87J (P.SAVE(I,J,K),J = 1,4) 
103 CONTINUE 
~-"-~~·-·_ ---- ·--- . 
102-CO.NIINu"E--------------------.-_.~--------,----i 
wRITE 13,893 I 
NUNES = 0 
---S-IGX = •. 
SIGY = O.O 
;/ _/ 
/ / .. 
SIGXY = O.O 
--~-s1txs1r~=__,,o-.~o-------------------------------i 
' SIGYSl.I = J.O 
,,.l'.NS = 0 
---~uu s-0-i-=~1-,-~-.~-.u-.~~.~~------------·--------------
lF (NLINc5.C.c.4::)) GU TO 46 
4 7 COiliT L\U E 
c--P1<.IN'f -·cFffs-~u""· ..,...:."'"R""'E__...,T-.,.A"'""d.,..L"""E---------"------------------'~ 
WRITE (3,3921 I,Ct-iISl.ll (J),CHIS~2 (l),FLAGlI> 
_ NLl~ES = NLl~ES + 1 
---Tt='.TFL'A'GfCl-:-~E.aL.J-(;i..l TO 50 
C PUNCH CHl~~UA~l:S IF NECESSARY 
If (NPUNCH.E•J.ll ~1UTE (2,897) CHIS\JUI>,CHISl.i2CII 
,__ __ iiiRi~s- = ,.;.;.11os • i ---------
s1Gx =SIG~ + CM!S~l(l) 
SIGY = SI~Y + CHISQ2(l) 
---S-I GX'I : s I ~x i + Ci-1 I St.J l ( ·t ) * cHrs~-2 fl-) 
SlGXSi.J = SIG~5..i + CH!S;.il<I l*CHISQUI I 
SIGYSy = SIGYS~ + CHISQ2(Il*CH!SJ2(1) 
,__.....,5...,0=---coN r i f\IU e 
R = (NRNS *SIGXY - SIGX*SIGY)/(SQRTt<NRNS *SIGXSO - SIGX*SIGXJ * 
ll~RNS *SlGYSw - SlGY*SIGYlll . 
wRITE ( 3, d'JOI R 
SX = lSQKT<NiH'4S*SIGXSIJ SIGX*SIGXJJ/NRNS _. 
SY= (S~KT(NkNS*SIGYSy - SIGY*SIGYll/~RNS 
SYX = SY*S~~Tll - K*RI 
XBAR = SIGX/NRNS 
_________ ) __________ . __ . --
114 
..---~--'Y~B'"'"AR = SIGY/NRNS WRITE (3,d9~6~,~~~-x;;._.~s~v-.~S~Y-x-.~S~l~G~'X-,S-::-:-lG::--:-:Y-.~S~l~G~X~Y~.~S~l~G~X-S~Q:=-,~S7I~G~Y~S~~~.-X~8~A~R~.-y-=-s7AR=--~---
GO TO 1200 
'46 wRlTE <3,893) 
Nl""lNES,,.---~0---~~~~~---~---~~--~--~~-~-~----~~~ 
GO TO 47 
1200 CONT lNUE 
GO TO 3 
2000 CONTINUE 
READ Fufl.MATS 
999 FUF-1'.AT l 12, 4, , 6 
998 FOkMAT (1213) 
997 FORMAT Cl2F5.2) 
PRIN FO MA S 
899 FORMAT (/,• .SUS TASLE NUMBER •,I4J 
89b FORMAT (7X,514f 897 FOkMAT'--:1-1~2~F~6~.-2~1=--~~~~~--------~~-------------~~------~------~~ 
896 FORMAT(' sx ='rF8.4, 1 SY =•,Fs.4,• SXY =•.Fa.4,• SIGX =',FB.2, 1 s 
llGY = 1 ,FEi • .:!r' SIGXY =•,F10.2,• SIGXSQ =',Fl0.2,' SIGYSQ ='•!J.J.2, 
2//, 1 XdAR =',Ftl.4t' Y&AR =',F8.4) -------
b95 FUkMAT (7Ar5F5.0) 
. 894 FO~~AT (/////,9Xr' [XPECTEO VALUE FO~ LEVEL'r15x,•= OF SEED',/, . 
i-- · ·12x; • f' ;3-x-, • 20-; I~t;··-,3x-;o-4·;-;-3i<:-,- ·-s-•-; 3X; • o • ,3x, • 1 • ,3-)C ;·• &·•-;·3x ~ • 9 • ;zx~ -------
2 1 l C ' • 2 JI. , 1 l l 1 r 2 .i( ' ' 12 1 , 4:. JI. ' 1 ? Ui~ S ' l X • 1 VA LUE 1 t / / t l A r l 2 ( ( 2 t 2 X I t I 4 ' 16 l 
b'i3 Fl.JRMAT 1•1•,111,rx,• T:1bLE C<UM':\E'{',2X.'Cl'il5.J-l'.2X,'CHIS·;J-z•, 
.---!ix ;iFCAi:;t1--· --·----- ----------- · --------------
8i2 FU~HAT (7X,fci,7X,Fb.2.2x.F8.2,3x,A21 
891 FLiKMAT ( ' l' I 
1--8<i6- FG~M.:.Y-oT;-tx;• CLif'.K.ct:Af I c:~ -CCE:i='FTCfE-NT-: ', H .4) 
88'1 FOR~AT l'l',///,7X,'•** NUM8E~ OF TABLES TO BE GENERATED IS MORE 
, 1 THAN 400. JiJd CAf'..CELLEO ••••I 
--l:l8ij-·-Fof<~iAT TT~-7!( ',-T Abt. .. E LiF NE:GA rTv-ECH I-S~UAKi: s. I 
887 FORMAT l7X,5120l 
886 FOkMAT l//,7Xr' OISTRibUTIUN OF· CHIS~UAR~Q___y~~UES~,//,7X, 1 VAL 
·--llTc1·-,2x;-;F' ... c:1.1•,2.A,•11.:.Luc •, lA, 'f-r~~E-w~,-.-,~1- ----
885 FGR~AT (7X,2(F5.2,3X,I3,1Xll 
STOP . 
·~---EN_D_ 
t 
t 
THIS IS THE ~A~OUM NUMbEK GE~E~ATOR uSEQ IN GE~ERATING THE CONTINGENCY 
TAbLE. FOR NU~~ INFORMATIUN GN THIS METHO~ REFER TO ldM MANUAL 020-~0llt 
MANUGM NUHdER GtNERATIC"' A~J TESTING 
SUBKOUTINE RANOU IIX,IY,NUMI 
IY = 1Y*IX 
IF IIY.LT.Dl IV= IY + 21474b3647 + 1 
R~UM = IY*0.465o613E-9 
RETURN 
ENO 
THIS SUBROUTINE IS A PROGRAM OF 'NORTON'S' ROUTINE REFO 
JOURNAL GF A'IERICAN STATISTICAL ASSOCTAflDN, l9-45,40-;ns~1=---2~s-a _______ _ l ________ ~_usRou r IN E CHL>EC l A, o ,c .u .N ,cH r 2, · 
~---D_IM_ENSION Alli, bill, Cll), Dill 
DIMENSION P( 1.21,SI 121,XI 121,ERI l21,Altl21,A2ClZJ .A3Cl21,A4UZJ, 
1XX(24J,CHH121 
INTEGER Al,A2,A3,A4 
= 
CHI z .. o .o 
E = 0.003 
A2( l) Bl l) 
A3( I) CI l) 
-10 CONT lNUE 
11 K = K + 1 
' AUJ = A( l)+X( 1 I 
B ( l I = B ( 1 J •X I I l 
l -x 
Dlll,. O(l)+XllJ 
P(l) = CAlll*l.HlJl/li:Hll*Cllll 
Y=(b( I l-x( Ill*'"'' I )+A( l l l*(i.i( I )+XI l l f*ICI •-xi 
R= I A I 1 I + X I l J l * I DI I l + X I I l l * I C ( I l - XI I l I 
RK= ( 81 I 1-x I I) l * ( 0 ( l) +X ( l ) I* IC( I 1-x (I) l 
·--·--RS~-, sf 1 J ;;}( t_l_>_i*fATf) +X f1TJ""il"-t-rfI~Xt I-,,-~---
R T = I 8 I i I -x I I I I *I A I I I+ X I I ) I * I C I 1 l + X I I l l 
SIIl=Y/IK+R~+K5+~Tl 
.-~-CU-i~TTNU 
SUM =O.O 
SP = O.O 
----{50ZO I = l,N 
SUM = SUM + 5( l I 
___ S~P-= SP +SI ll*PI II 
20 CONT 11\iUE 
H=SlJM/SP 
00 25 I = l,N 
----X( U= SI [) *( l .O-H*P (I)) 
XXIII = XXIIl+Xll"> 
25 COM Il\iUi:: 
115 
oa-·3-v--1,-=-1~.-"'------------~-------------------t 
IFIABSIXllll.GT.EI GO TO 11 
30 CONTINUE : 
-°'-"----I H K°-;E IJ • l 0 l Gu T 0 6 5 
45 
o5 
... 
DO 45 I=l,N 
ER I l I = l • 0 I A I I l + l • 0 I B ( l l + l • CIC I I I + l • 0 ID (I J 
CHiil>= XXIIl**2*E:KIIl 
CHl2=CH12+CHfiII 
CONTINUE 
CONTINUE 
RETURN 
ENO 
-· 
APPENDIX II 
Program For Second Order Interaction Chi-Square 
116 
117 
C THIS IS A Pf<OGkAM OF 'NOKTON'S' ROUTINE REFO 
r (JUKNAL OF A.'IER ICAN STAT lST !CAL ASSOC IA TI o"'~:-;-~-. -1"'97"4""5-,74-;;o:-,-;:p:--=z"'5"1---=2;;5~s=---------­[JIME:NS luN At 50 l, iH 50) ,C( 50 l ,Dt50 l ,P ( 501 ,S(50) ,X(50) ,Ek(50J rAl (50 I, 1A2( ~o) ,A3( 50), A4( SCI .xxt 53) ,CHl ( 50) 
A , A , A~, 4 
READ ACCURACY OESlkEO AND NUM~ER OF 2X2 LEVELS 
ioo REAU(l,l.END=lOOOIE,N 
l~~FdRl•fAT(Fcs-."3',"?~x~,-r-3,..1-----:--------_,..----:--------------~ 
K=O 
CH12=0.0 
READ( lr 2 J Al I), tH l), C( l), DCl J 
READ CELL SIZES FuR EACH LEVEL 
r-i----roRHATT4H • . · ... 
! 5 . CONTINUE 
<-.• : f DO 10 1 = lrN 
l Xlll = o.J XX( 1) = O.O AUIJ ACII I A2( l) B( 11 
! A3 ( ti = C ( IJ 
A4( I) 0( l l 
:-ro ___ co~nl\ut:----------------------~---------'--
11 K.=K.+l 
DLi 1 5 I = l , ;-. 
Al i ;--;;---A·( I I +x ( 11 ~ ---------------------------.. -------- -- . 
6( 1 l = tH l l-x ( I I 
CII> = CIIl-,.,IIl 
.----D(Il = 01I1·.--,.,~,~l~,-------------------------
PIII = !£dll*Ullll/lblll*C(Ill 
Y = ( b ( I l -X ( l ) l ¥I A I I I+ i\ I I l l * ( DI l I + I( I l l I* IC ( l l -X ( I I l 
1-----R~-AT1a+·xcITJ * ruTTT+ x TffTi:l-C1 -f) ~-x rt r) -~ ·- ·------ ------ --------- ----· 
KR=( Bl I l-X I I I I* I iJ ( I I +J<. ( 11 l *IC I 11-X (I I I 
RS= l BI l I -x I I l ) * l At I I + X I I ) l * IC I I 1-X l I l I 
---K.-T= faTT1~it.TITI *IA< I l H < l l f* IOTiT+Xt I l i :--
S ( l l=Y I ( f< +,.;.F<.+k S+rl. TI 
'-"-1_5 __ coi.TI~UE:'-_~-----------------------~ S-U-M =O .o 
SP = C .O 
DO 20 I = 
I SUM = ~UM 
I SP = SP + 120 cur.TINUE 
+ Sl l I 
S!Il*PlIJ 
H=SUM/SP I oa 2s i = i.~ 
I
' X('I I= SI l l*( l.O-H*P( l}) ~~·---X~X~l~Il =XX( Il+X( Il 
25 CONTINUE 
!1- -~DO 30 I= 1, .~ i lf!ABS(Xllll.GT.EJ GO TU 11 
f 30 CUNT INUE 
i.. 
: 
-· 
45 
IFIK.EQ.101 GO TO 65 
DO 45 I-1,:-. 
ER I I I = l • 0 I A ( I I + 1. CI B ( I I+ l. 0 IC I I I + l • 0 ID I I ) 
CHI I I>= XXl 1)*~2•ERI1) 
CH12=C.H14+CHll l> 
CUNTil'.UE 
w RITE ( 3, 50 l 
50 FOi<.MA T t ' 1 1 '11 I I' 7 x' • LE VE LI '7 x' • A. 14X'. lj I 14 .x 'I c I ,4 x If DI , 22 x' I xx { I ) • 
1, 10 x , I ER ( I I. I 1 OX' I CH ll 1 ) I' I I) 
DO 56 I= l r i~ 
...... ---.,.~R~n· El 3, 55 l 1, All 1 >, A21 l I, A3fCf-;-A-4TIT;-X"ifffl;ER I lf-;(RlTI l .55 FORMAT! 9X, 121 5X, 14, lX1 14.lXr 14, lX, l 4r20Xr3IF15. 7 ,5 XI I 
j So CONTINUE 
I wRITE(3,oOl K,f,CHI2 . 
t bO FOkMAH/// ,5X,I.Z,lX,'APPROX1MATlONS1SUCH THAT THE CORRECTIONS DON 
! ' lOT EXCEED' ,ix, F5.3r lX, •• THE CHI SQUARE HAS AVA LUE OF' .1x,F15. 7t I 65 CONT INOt 
1 GO TO 100 
!J.000 STOP 
END 
,·' ./ 
118 
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APPENDIX III 
Computer Output Sample With Associated Computations 
119 
\ 
120 
EXPECTED ~ALU~ FUk LEVEL • O~ SEED 
~-~2...-~3--4.---5 6 7 t! 9 10 ll l.i KU~A'~L~u~----------
5 8 8 11 •• •• 
TABLE OF NEGATIVE CHl•SUUARES 
4 
' 
3 
7 
9 
15 
4 
7 
10 
. 17 
3 l:l 
12 , 
7 12 
9 1) 
3 '1 
10 4 
9 10 
t3 
·.,'\ 
_3!1__/J __ 
'II 17 
- // ___ <,-er; _____________ _ 
9 f 
___ ..,' 
121 
TABLE NUr1bci{ C.Hl~'"-i CH lSw-2 FLAG 
lL. ll 3. l-; 
2 10.6.2 5.79 
3 b.57 2. lb 
4 12.8!> . 4 
5 9.04 3.00 
6 S.68 3.53 
--, 9.5o 0.t>d 
II 10. l.2 5.39 
9 13. 50 0.94 
. 6 
11 13.10 4. \0 
12 ll.2b 7 .i:14 /!(' 
13• 9.64 2.-.3 
14 7.Gl 5.31 
15 1.2.78 o.53 
16 1.10 3.72 
., ... ,.:: 
17 10.16 2.01 
18 12.46 a.66 ti./ 
19 9.38 2.32 
20 12.32 2.12 
Ll 8. 53 1.98 
22 13. 79 3.34 
.,,/:''", 
23 6.47 0.92 ,, 
.24 7.38 3.02 
25 13.38 2 .!>9 
26 8. 11 3.87 
·''·.· 21 14. d2 3.09 
28 15.69 2.04 
29 6.57 1.21 
30 5.65 2.s2 
31 I .2 ... ,, 
32 7.42 5.23 
33 -15. 70 4.24 
34 l'i.017 7.69 'I 
35 14.20 l.41 
36 6.12 O.b2 j 1-----9-.-63 l .ot> 
38 7.&6 l .41 
39 b.2t> 0.99 
40 l 1;-; 4 b--/--t!.-;-;l l) 
<tl 4.<t!> l.lL 
42 7.03 2.1 tl 
43 lt•.!>7 7. 34 ,/ 
44 12.3 3.97 
4!> tl. 81 6.62 ·, 
. 
TABLt NUrhiER 
------.4b- ---~---=-~=--=----'----"---------------CHISU-1 CHISU-2 FLAG 3. 'ill .oo 
47 
4S 
9.41 
3.9o 49 ___ _,_ 
1T.3o 
so 
51 
52 
5~ 
54 
------55 
9.04 
7.48 
13.32 
15.31 
14.43 
5.84 
S.9o 
3.21 
s.211 
3.09 
3.01 
1.31 
3.34 
3.20 
2.14 
So o.59 0.66 
57 13.47 1•45 
511 10.bl 4.91 
59 f0.92 o.o 
60 . 8.76 1.511 
61 10.45 7.18 V· 
62 7.52 3.21 
•• 
-----~63 12.34~---6~·~6~7,--'-V-----------------04 13.40 o.85 
65 2.44 0.20 
66 11.23 0.75 
67 9.29 s.s~-6-----------------.~,. 
68 11.57 3.73 
69 11.01 6.44./ .• 
10 3.40'---~o-.~14-----------~-~-----'-
11 l4.9u 2.43 
72 12.57 2.13 
-----~7~3.------;-10.83 5.13 
74 2.a8 o.39 
75 5.18 2.11 76 s.uo---~1-.2~~-----~------------
77 11.711 l.Ob 78 3.o5 1.51. _________________ ~ 
i9" a-:-63 3.o4 
80 13.50 -2i:lo57 3.S !( 
;.__ _____ 8_1 ll.94 ___ 4,..--.. ~·1-________________ _ 
82 i:i:.2.2 2.34 
83 9.lb 2.42 
84 1.2.''7 1.24 
------a5 5.i~o---2~.-1~2------------------
110 7.91 l.5o . 
8 __ 7 ____ _?.9! ____ l__._5 7 ___ _n_~-~~----/'"-----
68 5.~4 1.3~ 
a9 10.03 s.0..47 A 0 O 
t-------9~Q'-----~l'-"-0o~3_9 ___ ~1~·-9_6_--'~""""~L--""'--~----~~~----
i~\ c 
122 
123 
TAbLE ~U~dEK CHlSQ-1 CHlS~-2 FLA~ 
-------- 9 l --- ---1 !>~ l .. ---1.--1'""0-_::._.;:. ______________ _ 
92 14.14 ·" 3.27 / 9~ ____ 21.3'?_//L l0.95 vvCI 94 11.71 +-~4-.~2~b_.__.._.a--------~---~---
95 5.40 2.95 
9b 4.13 1.70 
. 4 .ti 
98 8.43 3.n 
99 12.bO 5.55 
100 Ll.13 3.34 
101 9.37/ 1.15 
102 1~7 l.21 
103 Hi.a 3 4.35 
104 3.80. 1.17· 
105 6.01 2.53 
106 5.13 l.76 
107 3.48 l.b3 
108 9.33 5.69 
109 9.99 3.4b 
110 4.7b l.62 
111 7.98 1.53 
112 9. 30 '+.9~ 
113 6.71 2.85 
114 7.99 i 3.89 
115 2c.91r/ 1. 33 
116 12.84 3.1>0 
117 
.5.54 r 2.bO 
118 .19.45 I 15.11 V'v Vil 
119 8.70 2.29 
120 9.5b 4.66 l 
121 20.1971 ll.iz I. 
122 9.54 0.98 
123 4.20 2.52 
124 i'0.82 3.49 
125 b.1;7 2.09 
126 11.52 0.82 
127 
.1.2. t1 /If 1.1..J .. :/./ 12!l 30.41 l2.3J , ... ·· 
129 13.!l5 . 5.'1d 
1.30 13. 70 J .:rn 
131 1.33 o. t!7 
132 11.29 2.2..; 
133 9".011 l.9~ 
134 10.39 l.41 
13_5 _________ !O._l?_ __ 
_ _ _?.Ho __ ----------------·------------
124 
TA8ll NUMl:IER CHl!>l.l-l CHJSl.l-L HAG 
------- · uu - - 14.54 ---- i~lio ___ _ 
137 9.21 b.b3 •/ 
138 6.27 0.96 
-----139---Tz~o!> l.34·--
1
----
l'tO lo.49/ c;.1:1t11-'v' 
141 4.66 1.40 
4 -s-;·~---~~------------------
143 4.57 O.!>L 
144 3.11 a.so 
----- 14~- ---------4.bs-·--2-~-3~ 
146 8.42 0.49 
147 '9.42 .2.92 -----~i4li ___ --.,-~10·----'-~:;~.=7·3"---------
149 11.84 l.63 
150 ll.2~6----~i_-~2~7---~-----------'-'--------151 8.97 1.48 
152 8.79 0.95 
153 s.79 l.9~3,--------------------154 13.99 l.02 
155 9.16. 3.88 
156 7.57 2.19 
------.157 10.26 1:1.72 vv 
158 12.81:1 b.34 v 
159 8.97 l.74 
------:roo li;9-3 ""2.'-0~3---,-----------------'--
161 5.96 1.52 
162 7.04 4.82 
163 e.32 1.02 
164 23.84/'J~~S.23 
165 6.65 / ~ 1.92 
-·---·---·io6 ___ --- -- -o-: i 1----- -;:. 6 2 ---
167 6.3o C.90 
161:1 5.45 0.95 
-------169- 8.-69· --f~Tl --------- --·-·-·-------
170• 9.62 1.29 
171 11.11 1.27 -\ 
·----172 7.3b l.6~3----------'~---------
. 173 8.60 J.13 
------N~ -----}~:-~~1,//-~:&i---
116 e.otf' l.21 
-----g~-----~~!~----~:~-~----· ____ /G) __ _ ...,r _. ~----r-
____ !~~ ____ J6;_~-~- --~~~L __ -----!-~ ->- . r --~-----
b 4 ~ 
125 
TAllLE NU•1dEr. CHl~'--1 l.HH ... -2 fLAb 
-----· ---1., l b-. <:'4_-·-----,.,;;; __.... ~.;_::_..;_;;_ _____________ _ 
1.2 b.05 ·2.1~ 
------;:1a1 . . _ 5.0~2-~;._o,_.~s~4------'-------------~ 
.ia4·----5;q·o 4oO'il 
185 9o45 4o44 
186 10.82 3.59 , 1a1 16:'7t2-/----~6.~s~o..-.v'------------------
18a 9.41 3.67 
189 6.0.;:-;:-l __ __,&~-,2~3r-----,---------------
190 8.41 5.18 \/'V' 
191 18.45// 13.04 / ./ ' 
192 l!>.68 l:lo'JS •/ V • 
------r:,,-3-----1 .. :&5 j·-.~1:1~-----------------
194 ~.04 · 1.s2 
195 6.42 3.16 
------1~9~6.------rz.22 1.2s 
197 20.10// 7.16./ 
19& l6.5a/';/ lo62 ' -----~1~9~9----,11~'6'9'/.---~1-.~9-o~;~-v-=-------------~--
200 't. 56 2.23 ··:; 
201 6.89 1.63 
202 10.98 2.21 
203 1.00 1.24 
204 5.75 o.59 
205 6.51 1.21:1 
206 1.20 0.42 
207 16.33 / 1.97 
208 5.90f 0.03 
209 e.22 / 1.17 
-----~!0 ______ 26":.19/_/_~ o.o **~~S~i/-,(~----,--------
211 6061! 3o22 , 
212 17.84/ 5.9!> 
------=213 - 13.18 2.05 ~~:---1f:g; !:~r~ -
216 10.42 1.40 
------=2T1 f5.66 ___ 1 :oJ-------· 
218 o.91 4.67 
-----~219 6.27 1.07 220 12.12--~-~2 
221 8.71 <:.13 
-----~222 3.52 0.31 
22l 9.!>2 boOb 
224 7.93 l.lJ 
________ -?~5 ______ 12_.<H l.<H 
126 
T Abt.E NUi4dl::" CHl~w-1 LMlS1.1-2 FLAG 
220 - -- --:f~-..:i--·o:-~J 
227 11. 53_ 1.u ·/ 
228 5.ld 2.23 
i29 5.26 2. \) 
r,·, 230 1.b7 ·5.lJ 
231 3.92 1.87 
-.Jz:-----r;;.<; ----v;-6 
Z:H U.4'>///11.r;tJ//'././ 
234 6.01 O.b3 
235 b.3 1 .bO 236 2't.89 //J 10.60 V ._/ t/ 237 7.66 2.57 
2J8 J.b.11/ 4. 74 
239 3.b7 0.3~ 
2't0 5.61 0.31 
Z<tl 3.bb 0.12 
2"2 16.66/ 2.93 -"','.' 
2't3 15.3 8.14 // $ ..... 
, 
2'tlt 6.91 1.10 
21t5 13.17 1.25 
21t6 u. 14 9.43 z ./ 
247 5.81 2.67 
21t8 8.59 1.23 
21t9 15.05 o.o •• 
250 15.26 t>.25 v 
251 't.28 o.o" 
252 6.55 l.2b 
253 12.95 4.61 
25-'t 12-30 3.35 
255 lt.52 1.66 ' - :,• .~ . 
256 8.44 l. 71. 
257 7.97 It. 83 
258 7.5 .. 4.10 
259 IJ. 71 3.23 
260 6.90 2.43 
261 6.64 J.89 
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The program for obtaining the results of the Monte Carlo 
study was carefully checked by hand results as explained 
elsewhere. However, due to the necessity of obtaining the 
results quickly while the computer was available, no time was 
spent on making the computer output pleasing to the eye. One 
might say "utility" was the motto. 
The previous ten pages show how the majority of the 
results came from the computer. Toward the end of the study 
steps were incorporated in the program to sum up the values 
of the two columns greater than the values of the tabulated 
chi-square for the 10%, 5%, 2% and 1% levels of significance. 
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The contingency table under consideration was a 2 x 2 x 4 
table with subtable sample sizes of 20, 32, 32 and 44. 
Tables 80 and 384 have negative values for second order 
chi-square. These tables were printed out. They were 
subjected to the Con Midhe shift and recomputed using the 
computer program of Appendix II. The new values are written 
in along side of the negative value. Two stars in the column 
marked "flag" indicate a contingency table with a zero cell. 
In order to avoid confusion the chi-square for second order 
interaction is then just printed as 0.0. For this computer 
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run there are four such tables ~9; 210, 249 and 348. In 
order to determine their predicted value by using regression 
analysis and the first order interaction, some corrections 
had to be made to the calculations on the last page of the 
printout. First, a translation is in order: 
Printout Text 
sx s 
x 
SY Sy 
SXY s 
xy 
SIGX x 
SIGY y 
SIGXY XY 
SIGXSQ x2 
SIGYSQ y2 
XBAR x 
YBA.R y 
Since in this computer ru~ there were negative chi-squares the 
following items were in error: correlation coefficients, 
SY, SIGY, SIGXY, SIGYSQ, and YBAR. These were corrected by 
means of a Victor electronic calculator. What was done then 
was to calculate the required X to obtain a Y equal to 6.25, 
7.82, 9.84, or 11.35, the 10%, 5%, 2%, and 1% levels of 
significance for the second order interaction of a 2 x 2 x 4 
contingency table. In this way only four calculations were 
necessary for any number of tables with zero valued cells. 
For table 210 the value of the first order chi-square was 
such as to predict a value for the second order chi-square 
greater than the minimum value for 5% level of significance 
but less than the value for the 2% level of significance, so 
10, 5 was written next to the stars meaning a count for both 
the 10% level and 5% level. Next to tables 87, 177, 267, 
357 and 396 there are the written numbers 10, S, 2, and 1 
with two rows of numbers beneath them. The first row is 
for the number of tables that exceeded or equaled the 10%, 
5% and 2%, and 1% level for the first order chi-square and 
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the second row is for the corresponding values for the second 
order chi-square. For this run there were the following values: 
level 
first order chi-square 
second order chi-square 
10% 
34 
41 
5% 
19 
19 
2% 
11 
9 
1% 
5 
4 
These are then converted to the following percentages: 
level 10% 5% 2% 1% 
first order chi-square 8.5% 4.75% 2.75% 1.25% 
second order chi-square 10.25% 4.75% 2.25% 1.00% 
These values were then recorded in the table in Chapter Four 
along with the value of 1% in the column labeled "% Tables 
w/zero cells". 
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Cin neimnitnecht nacrad 
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