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ABSTRACT 
A classical problem in matrix analysis and total least squares estimation is that of finding 
a best approximant of a given matrix by lower rank ones. In this paper the critical points 
and the local minimum of the distance functionfA(X) = IIA - X11* on varieties of fixed 
rank symmetric, skew-symmetric, and rectangular matrices X are determined. Our results 
extend earlier ones of Eckart and Young and of Higham. 
1. INTRODUCTION 
A classical result from matrix analysis, the Eckart-Young-Mirsky theorem, 
states that the best approximation of a given M x N matrix A by matrices of 
smaller rank is given by a truncated singular value decomposition of A. In more 
precise terms, an approximation 2 E lRMxN of rank 5 n to A E RMxN is to be 
found that satisfies 
IIA - 211 = inf{ I(A - XII rankX 5 n}, 
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and the theorem solves this problem for any unitarily invariant matrix norm; see 
Golub, Hoffman, and Stewart [3]. Such results are of interest for total least squares 
approximation; see Golub and Van Loan [2]. The classical paper of Eckart and 
Young [l] considers the case where llX]l,~ = (trX’X)‘/2 is the Frobenius norm. 
In this casefA(X) = /IA - XII2 d e fi nes a smooth function in X. Since the variety 
M(n, M x N) of real M x N matrices X of fixed rank n is a smooth manifold (see 
Section 4), we thus have an optimization problem for the smooth distance function 
f4 : M(n,M X N) --) kh(X) = IIA - XllT: (1.1) 
defined on M(n, M x N). The fact that we have assumed in (1.1) that the rank of 
X is precisely n instead of being 5 n is no-restriction in generality, because we 
will later pro_ve that any best approximant X of A of rank 5 n will automatically 
satisfy rankX = n. 
In this paper we study the problem of approximating a linear operator by lower 
rank operators. Related questions arise in control theory, where one is interested 
in finding best approximations of linear systems by lower order ones. The results 
obtained in this paper may be viewed as a prototype for an investigation one would 
like to pursue in the model reduction theory of linear systems. 
The critical points of the distance functionfA(X) = [IA - XII2 on varieties of 
fixed rank symmetric, skew-symmetric, and rectangular matrices X are investi- 
gated. The critical points of fA and their local stability properties are determined, 
and the number of local minima is determined. Such results are of interest if 
gradient flow methods are used in order to find the best approximant. Our results 
contain those of Eckart and Young, as well as those of Higham [4] and others, as 
special cases. 
2. APPROXIMATIONS BY SYMMETRIC MATRICES 
For integers 1 < n 5 N let 
S(n,N) = {X E lR’vxN I X’ = X, rankX = n} (2.2) 
denote the set of real symmetric N x N matrices of rank n. Given a fixed real 
symmetric N x N matrix A, we consider the distance function 
h:W,N) -+ R 
X+--+ IIA - Xlt2, 
(2.3) 
where ]]X]12 = tr(XX’) is the Frobenius norm. We are interested in finding the 
critical points and local and global minima of the function fA. i.e. in particular the 
best rank n symmetric approximants of A. 
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The following result summarizes some well-known geometric properties of 
the constraint set S(n, N). 
PROPOSITION 2.1. (i) S(n, N) is a smooth manifold of dimension $n(2N-n+ 1) 
and has n + 1 connected components 
S(p, q; N) = {X E S(n, N) 1 signaturex = p - q}, (2.4) 
p, q 2 0, p + q = n. The tangent space of S(n, N) at an element X is 
TxS(n, N) = {AX + XA’ 1 A E RNxN}. (2.5) 
(ii) The topological closure of S(p, q; N) in IRNxN is 
S(p,q;N) = u S(p’,q’;N), 
P’SP 
4’14 
(2.6) 
and the topological closure of S(n, N) in WNxN is 
S(n, N) = fi S(i, N). (2.7) 
i=O 
PROOF. By Sylvester’s inertia theorem, the function which associates to every 
X E S(n, N) its signature is locally constant. Thus S(p, q; N) is open in S(n, N) 
with 
S(n,N) = U S(P, q; N). 
p+q=n 
PA>0 
It follows that S(n, N) has at least n + 1 connected components. 
Any element X E S(p, q; N) is of the form X = YQY’ where y E GL(N, R) 
is invertible and Q = diag(Z,, -I,, 0) E S(p, q; N). Thus S(p, q; N) is an orbit 
of the congruence group action (7,X) H 7x7’ of GL(N, R) on S(n, N). Thus 
S(p, q; N), p, q 2 0, p + q = n, is a smooth manifold, and therefore so is S(n , N). 
Let GL+(N, W) denote the set of invertible N x N matrices y with det y > 0. Then 
GL+(N, R) is a connected subset of GL(N, R), and S(p, q; N) = {rQ+y’ 1 y E 
GL+(N; R)}. Consider the smooth surjective map 
77 : GUN, W + S(P, 4; N), V(Y) = r&r’. (2.8) 
Then S(p, q; N) is the image of the connected set GL+(N, W) under the continu- 
ous map n, and therefore S(p, q; N) is connected. This completes the proof that 
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S( p, q; N) are precisely the n + 1 connected components of S(n, N). Furthermore, 
the derivative of 7 at y E GL(N, R) is the linear map Dq(y) : T,GL(N, R) -_) 
TxS(p, q;N), X = ~QT’, defined by Dq(r)(A) = AX + XA’, and it maps 
Z’,GL(N,R) E? RNxN surjectively onto TxS(p, q; N). Since X and p, q 2 0, 
p + q = n, are arbitrary, this proves (2.4). 
Let 
r&l A12 A131 
A = A2t A22 A23 
A31 A32 A33 
be partitioned according to the partition (p, q, N-n) of N. Then A E ker D??(Z)(A) 
if and only if At3 = 0, A23 = 0, and the n x n submatrix 
is skew-symmetric. A simple dimension count thus yields 
n 
dim ker Q(Z) = 0 +N(N-n) 2 
and therefore 
dim S( p, q; N) = N2 - dim ker Dq(Z) = $(2N - n + 1). 
This completes the proof of (i). The proof of (ii) is left as an exercise to the 
reader. ??
THEOREM 2.2. (i) Let A E RNxN be symmetric, and let 
N+ = dim Eig+(A), N_ = dim Eig-(A) (2.9) 
be the numbers ofpositive and negative eigenvalues ofA, respectively. The critical 
points X of the distancefunction fA : S(n, N) -+ W are characterized by AX = X2. 
(ii) If A = Odiag(Xt, . . . , AN) 8’, 0 E O(N), has N distinct eigenvalues 
x, < 0.. < AN, then the restriction of the distance function fA : S (p, q; N) --f w 
has exactly 
(“p+> (3 
critical points. In particular, fA has critical points in S(p, q; N) if and only if 
p I: N+ and q 5 N_. The critical points X E S( p, q; N) offA, p 5 N+,4 5 N_, 
are characterized by 
X=Qdiag(xt,...,XN)Q’ (2.9a) 
MATRIXLEASTSQUARESDISTANCEFUNCTION 
with 
xi =Oor xi = Xi, i= l,...,N, 
and exactly p of the xi are positive and q are negative. 
5 
(2.9b) 
PROOF. Without loss of generality, we may assume thatA = diag(X1, . . . , AN) 
with X1 5 . . . 5 AN. A straightforward computation shows that the derivative of 
f~ : S(n, N) -+ IR at X is the linear map OfA : TX S(n, N) + R defined by 
DfA(X)(AX + XA’) = -2 tr (A - X)(AX + XA’) 
= -4 tr (X(A - X)A) 
(2.10) 
for all A E JPvxN. Therefore X E S(n, N) is a critical point offA if and only if 
X2 = AX. This proves (i). 
Now assume that X1 < .. . < AN. From X2 = AX we have AX = XA by 
symmetry of X. Since A has distinct eigenvalues, X must be diagonal. Thus the 
critical points offA are the diagonal matrices X = diag(xl , . . . , XN) with (A -X)X = 
0, and therefore xi = 0 or xi = Xi for i = 1, . . . , N. But X E S(p, q; N) if and 
only if exactly p of the xi are positive and q are negative. Consequently, there 
are 
critical points offA in S(p, q; N), characterized by (2.9). This completes the proof. 
??
Theorem 2.2 has the following immediate consequence. 
COROLLARY 2.3. Let A = Qdiag(X1,. . . , AN) 0’ with 9 E O(N) a real 
orthogonal N x N matrix and X1 2 . . . 2 AN. A minimum X E S( p, q; N) for 
LA : S( p, q; N) + I[$ exists if and only ifp 2 N+ and q 5 N_. One such minimizing 
X E S(p,q;N)isgivenby 
j?=Qdiag(Xr ,..., X,,,O ,..., O,XN-q+l ,..., AN)@, (2.11) 
and the minimum value of fA : S(p, q; N) -+ R is cfJ__p4+1 Xf. The matrix 2 E 
S(p, q; N) given by (2.11) is the unique minimum offA : S(p, q; N) + II% if X,, > 
&+I and AN-q > AN-&-I. ??
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FIG. 1. Real symmetric matrices of rank 5 1. 
EXAMPLE. Let 
N = 2, n= 1, a b and A = b c . 
[ 1 
The variety of 2 x 2 real symmetric matrices of rank < 1 is a cone {(a, b, c) 1 ac = 
b*}. Let A be 2 x 2 real symmetric nonsingular with distinct eigenvalues. The 
functionfA : S( 1,2) --$ R has two local minima if signature A = 0, and one local 
= global minimum if A is positive definite or negative definite. 
The next result shows that a best symmetric approximant of A of rank 5 n 
necessarily has rank n. Recall that the singular values of A E lRNxN are the 
nonnegative square roots of the eigenvalues of AA’. 
NXN PROPOSITION 2.4. Let A E IR be symmetric with singular values u1 2 
. . . 2 cN, and let n E N be any integer with n < rankA = r. There exists 
.?? E S(n, N) which minimizes fA : S(n, N) + w. Zf? E RNxN is any symmetric 
matrix which satisfies 
rank2 < n, (2.12a) 
[IA - 211 = inf{ IIA -XII 1 X E S(i, N), 0 5 i 5 n}, (2.12b) 
then rank_? = n. In particular, the minimum value 
P&U = minti 1 X E s(n,N)} (2.13) 
coincides with the minimum value minj$(X) I X E S(i, N), 0 5 i 5 n}. One has 
llAll* = PO(A) > PI(A) > ... > ~r(4 = 0, r = rankA, (2.14) 
MATRIX LEAST SQUARES DISTANCE FUNCTION 
andforO<n<r 
MA) = 2 c’. 
i=n+1 
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(2.15) 
PROOF. By Proposition 2.1 
S(n,N) = i]S(i,N) 
i=O 
is a closed subset of IRNxN. Since fA is proper, this implies that the restriction 
fA : S(n, N) + IR is proper. Since any proper continuous function f :X -+ Y has a 
closed image f (X), it follows that a minimizing 2 E S(n, N) for fA : S(n, N) -+ W 
exists: 
IIA - z112 = minCfA(X) 1 X E S(n,N)}. 
Suppo_se rank2 < n. Then for E E lR and b E RN, llbll = 1, arbitrary, we have 
rank (X + ebb’) 5 n and thus 
IIA-ji-cbb’112 = IIA-jil12-2&r(A-ji)bb’+e2 
2 [IA - ?112. 
Thus for all E E Band b E RN, llbll = 1, 
e2 2 2~ tr (A - j2)bb’ 
and therefore tr (A - .?)bb’ = 0 for all b E IR!. Hence A = 2, contrary to 
assumption. Therefore 2 E S(n, N) and PO(A) > . . . > p,(A) = 0 for r = rankA. 
Equation (2.15) follows immediately from Corollary 2.3. ??
Under a genericity assumption on A, the best symmetric approximant of a 
symmetric matrix A E IRNxN in the Frobenius norm is uniquely determined. 
To what extent is this also true for other critical points, such as local minima, 
of fA : S(n, N) + IR? To answer this question we will now show that-under 
a suitable genericity condition on A-each critical point of fA : S(n, N) -+ R is 
nondegenerate, and we will compute the index of each critical point, i.e. the 
dimension of the largest subspace on which the Hessian is negative definite. 
Fix p, q and let Q = diag(Z,, -Z4, 0) E S(p, q; N). Define 
71: GUN, W --) S(P, 9; N), T(Y) = r’Qr. 
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Consider the function 
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&, : GL(N, R) --) i& &?A =fA Ov. 
If y is a critical point of gA, then a simple calculation shows that 
gA(?’ + A> - gA(?‘) 
= 2t1{(y'Qy -A)A'QA +~'QAA'QT+(~'QA)~} + 0(A3>. 
Thus, the Hessian of gA at y is given by the quadratic form 
~2g,&)[Al = 2 Wr'Qr -4A'QA +r'QAA'Qr + CY'QA)~}. (2.16) 
We make the generic assumption that A has distinct eigenvalues. Without loss of 
generality we may assume A is diagonal. Let 6: < . . . < bi+ denote the positive 
eigenvalues, and let -c: > . . . > -& denote the negative eigenvalues. (We 
take bi > 0, ci > 0, Vi). A may or may not have 0 as an eigenvalue. Let X be a 
critical point of fA in S( p, q; N). Let p be a permuation of { 1, . . . , N+} such that 
111 < ..+ < ppandIlp+t < ... < PAI+. Letvbeapermutationof{l,...,N_} 
such that ul < . . . < uq and v,+t < . . . < UN_. Without loss of generality, we 
may assume that for appropriate p, Y 
X = diag(bi,, . . . , bi,, -cz,, . . . , -c$O, . . . ,O) 
and either 
A = diag(bi,, . . . , b$ -c;, , . . . , -c’$ hip+, 
-czq+, 7.. .Y -c”v,_> 
or 
A = diag(bc,, . . . , hip, -c;,, . . . , -c$ btp+, 
-c2Vq+,>...7-cZN TO), _ 
depending on whether or not A has a 0 eigenvalue. Set 
7 . . . 7 bL+ ’ 
, . . . > 6 +’ 
’ 7 1). 
Then y is a critical point of gA and n(y) = X. 
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Straightforward calculations show that 
tr{(r’Qr - A)A’QA} = 
Hr’QAA’Qr) = 
tr(-y’QA)2 = + 2 2 Cvi_pC*j-r4j~ji 
i=l j=1 i=p+l j=p+l 
-2ebc ~1s +,,~~~ji - f: 2 C”;_,,b~,6~Gji. 
i=l j=p+l i=p+l j=l 
(2.19) 
From (2.16)-(2.19), it follows that 
where the coefficients c+ @ii are as follows: 
(i> aii = 2bti, 1 5 i 5 p. 
(ii) ~~=b~i,l <i<p,l <j<n,i#j. 
(iii) Wi = 2Czi_P,p + 1 5 i 5 n. 
(iv) 2 “ij = c”;_P, p+l <iln,l <j<n,i#j. 
(VI q = bf. -bij_,,l lilp,n+l <jIN++q. 
(Vi> aij = b$ i- ct._),+, 1 IiIp,N++q+l <jIN++N_. 
(vii) 2 “ij = c+ +iij_q,~+l Ii<n,n+l <j<N++q. 
(viii) 2 2 ‘yii = G,_P - CVj_M+ 7 P+l~iIn,N++q+l~j~N++N_. 
Ox> %j=bti,l <iSp,N++N_+l <j<N. 
(XI 2 “ii = cy_,, > p+lSiLn,N++N_+l<j<N. 
(4 Pg=2bcLi,b,,1 ii<j<p. 
(xii> L$ = -2bpicvj_p, 1 5 i 5 p, p + 1 5 j < n. 
(xii0 Pij = 2cvi_-pcv,_-p,  + 1 5 i < j 5 n. 
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Note that cases (ix) and (x) only occur when A has 0 as an eigenvalue. 
Let w denote the symmetric bilinear form on T,(GL(N, R)) determined by the 
Hessian quadratic form D2gA(y), and let 0 denote the symmetric bilinear form on 
Tx(S( p, q; N)) determined by the Hessian quadratic formD2fA(X). SinceX = q(y) 
is a critical point offA, it follows that w = q* @---i.e., 
W(VI I v2) = @m(Y)[vl I, WY)[V21) V’VI, ~2 E T,GW, WI. (2.21) 
Let us compute the rank of w. It follows from (2.20) that the matrix representation 
for w relative to the standard basis {Ed 1 1 5 i,j < N} for T,(GL(N,lK)) is 
diagonal except for principal 2 x 2 blocks corresponding to each pair of indices 
(i,j), (j, i), 1 I i < j I n. If 1 5 i < j < p, the 2 x 2 block is 
(,,“%, b;“) . 
Ifp+l<i<j<n,the2x2blockis 
( cz,_, CV,-p Cl+, c+,,c+,’ ) CL,, . 
If1 <ilp,p+l <j<n,the2x2blockis 
(2.22) 
(2.23) 
(2.24) 
We note that there are (i) 2 x 2 submatrices of the types (2.22), (2.23), (2.24), 
and each has one positive eigenvalue and one zero eigenvalue. Now consider 
the diagonal elements in the matrix representation for w which are not contained 
in submatrices of the forms (2.22) (2.23), (2.24). In other words, consider the 
diagonal element (i,j), where we do not have 1 5 i # j < n. If n + 1 5 i 2 N, 
then the (i,j)th diagonal element is 0. Otherwise it is nonzero. Consequently the 
rank of w is 
(;)+[n+)]= in(2N - n + 1) = dim S(p, q; N). 
Using (2.21), we have 
rankQ > rankw = dimS(p,q; N), 
MATRIX LEAST SQUARES DISTANCE FUNCTION 11 
which shows that the rank of 8 is equal to the dimension of S(p, q; N)-i.e., 0 is 
nondegenerate. 
Next, we determine the signature of 0. It follows from (2.21) that the number 
of positive (respectively, negative) eigenvalues of 0 is at least as great as the 
number of positive (respectively, negative) eigenvalues of w. Since w and 0 have 
equal rank, this implies that they have the same number of positive (respectively, 
negative) eigenvalues. Thus, the signature of 0 can be computed by using (2.20) 
to count the negative eigenvalues of the matrix representation of w. Only cases 
(v) and (viii) can contribute negative eigenvalues. In (v), bt, - bEj_, < 0 if and 
only if pI’ < pj-s. It follows that the number of negative eigenvalues of this type 
is equal to 
Card(k.8 I Pi < L+, 1 I i 5 p, P + 1 5 j I N+}. (2.25) 
Similarly, the number of negative eigenvalues of type (viii) is equal to 
Card{(i,j) 1 Vi < Vj, 1 < i 5 q, q + 1 <j 5 N-}. (2.26) 
The number given in (2.25) [respectively, (2.26)] is the dimension of the cell 
associated with the permutation p [respectively, V] in the Bruhat decompositon 
of the Grassmann manifold Grass(p, RN+) [respectively, Grass(q, l&‘-)1. Here 
Grass(k, IV) is the compact manifold of all k-dimensional linear subspaces of R”. 
Since the number of Bruhat cells of a given dimension d is equal to the dth mod 2 
Betti number of the Grassmann manifold, we have the following result: 
THEOREM 2.5. Let A E iRNxN be symmetric with distinct eigenvalues. 
(a) Every critical point fA : S(n, N) --) I% is nondegenerate. 
(b) The index of the critical point X E S(p, q; N) associated with the per- 
mutationsp,u(pl < ... < pP and p,,+l < .a. < pN+; 24 < . . . < u4 and 
V,+1 < ... < UN_) is given by 
Card{i,j) I Pi < Pj, 1 I i I P,P + 1 5 j 5 N+} 
-t-Card{i,j)Ivi<vj,lIiIq,q+l<j~N-}. 
(c) The number of critical points in S( p, q; N) which have index d is equal to 
the dth mod 2 Betti number of the product of Grassmann manifolds 
Grass(p,IRN+) x Grass(q, RN-). 
F&MARK 2.6. The submanifold of S(p, q; N) consisting of those X for which 
Eig+(X) c Eig+(A) and Eig-(X) c Eigg(A) is a fiber bundle with base manifold 
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Grass( p, IV”+) x Grass(q, RN-) and Euclidean space of dimension $p( p + 1) + 
iq(q + 1) as fiber. All of the critical points offA in S(p, q; N) are contained in this 
submanifold. 
A local minimum offA : S(n, N) + W is a critical point of index 0. By Theorem 
2.5 the number of local minima offA : S(n, N) + R is equal to 
In particular, for n 5 min(N+, A’_), the number of local minima offA : S(n, N) -+ R 
is n + 1, exactly one of them being the unique best approximation. 
3. SKEW-SYMMETRIC MATRICES 
In this section we obtain analogous results for distance functions defined on 
the variety of skew-symmetric matrices of fixed rank. Let N, n be positive integers 
with 2n < N. Let 
R(2n, N) := {X E IUNxN ] X’ = -X, rankX = 2n) 
denote the variety of skew-symmetric N x N matrices of rank 2n. The group 
GL(N, R) acts transitively on R(2n, N) by the congruence action (y, X) H y’Xy. 
Let 
and let 
Q=diag(l,..., L,O ,..., 0)~R(2n,N). 
Define 
7~ : GL(N, R) -+ R(2n, N), V(Y) = Y'QY. 
Then Dl?(Z)[A] = A’Q + QA. A straightforward calculation shows that the 
rank of Dr](Z)[A] is n(2N - 2n - 1). Consequently, the dimension of R(2n, N) is 
n(2N-2n- 1). 
Let A be a fixed N x N skew-symmetric matrix, and consider the distance 
function 
fA :R(2n,N) -+ R, 
X H IIA -XII*, 
where ]lX]l* = tr XX’ is the square of the Frobenius norm. Our next result describes 
the critical points of fA. 
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THEOREM 3 1 . . Let A E RNxN be skew-symmetric with distinct eigenvalues. 
Let m be such that N = 2m or N = 2m + 1 depending on whether N is even or 
odd. Then fA has exactly (3 critical points. 
PROOF. Without loss of generality, we may assume that either 
A = diag(b:L, . . . , b;L) or A = diag(b:L, . . . , b:L, 0), (3.1) 
depending on whether N is even or odd. We take 0 < 61 < . . . < b,. Consider 
the function 
gA : GL(N, Ik?) --+ R, gA =fA Ov. 
A straightforward calculation shows that 
&/t(y)[Al=4 M-r'Qrr'Q+Ar'Q)A, A cRNxN. (3.2) 
Thus, y is a critical point of gA if and only if 
r’Qrr’Q = Ar’Q. (3.3) 
Since q is a submersion, X = r](y) is a critical point offA if and only if y is a critical 
point of gA. Thus X is a critical point of fA if and only if X2 = Ax. Consequently, 
if X is a critical point of fA, then AX = XA. Since A has distinct eigenvalues, X 
must be a polynomial in A. Thus, the critical points of fA are the rank 2n matrices 
of the form X = diag(xr L, . . . , x,,,L) or X = diag(xr L, . . . , x,L, 0) (depending on 
whether N is even or odd) with Xi = 0 or xi = bf. Consequently, there are (3 
critical points of fA. ??
Now we will show that each critical point of fA is nondegenerate, and we will 
compute the index of each critical point. If y is a critical point of gA, then a simple 
calculation shows that the Hessian of gA at y is given by the quadratic form 
~*&(Y)[Al= 2ti{(-y*Qy+A)A*QA-r*QAA*Qy+y*QA)*}, (3.4) 
where we use conjugate transpose in place of transpose to allow for future com- 
plexification. 
We now compute a matrix representation for the Hessian. Let A have the form 
(3.1). We will initially assume that N is even. Later, we indicate the minor changes 
when N is odd. From the proof of Theorem 3.1, each critical point X is uniquely 
determined by a permutation p of { 1, . . . , m} such that ,UI < . . . < p,, and 
PL,+1 < .. . < pm. The critical point associated with p is X = diag(xt L, . . . , x,L) 
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with+; =btifori= l,...,nandx,, =Ofori=n+l,...,m. IfX(andhence 
p) is fixed, we may reorder to obtain 
A = diag(bE,L, . . . , binL, bt,+,L, . . . , bEL), 
X = diag(bi,L ,..., btnL,O ,..., 0). 
(3.5) 
Let y = diag(b,, , b,, , . . . , b,, , bp,,, 1, . . . , 1). Then y is a critical point of gA and 
77(Y) = X. 
To simplify the calculation of the Hessian, we will complexify. Let wj = 
ej + iej+i ,where ej is the j th standard basis vector for RN. Let U denote the N x N 
unitary matrix 
u= $$w1,w3 I.“, wzm-1,~1,~3 ,...I hi-11, (3.6) 
where an_overbar denotes complex conjugation. Let2 = lJ*AU, e = U*QU, T = 
U*yU, A = U* AU. Since the right hand side of (3.4) is unchanged if we replace 
A, Q, y, A by A^, Q,j,A, the_re is no loss of generality in assuming that A, Q, y, A 
are in fact equal to A, Q, T, A. Thus, we may assume that 
A = diag (ibt, , . . . , ibi,, -ibi, , . . . , -ibi,) , 
Q = diag(i ,..., i,O ,..., 0,-i ,..., -i,O ,..., 0), 
diagtb,, ,..., b,“,l,..., l,b, ,,..., b,,,l,..., l), 
(3.7) 
y = 
X = diag(ibg ,,..., ibtn,O ,..., O,-ibt ,,..., -ibf&,O ,..., 0). 
A is now a complex matrix which has the partitioned form 
(3.8) 
where each submatrix is m x m. Note that A contains N2 real parameters as before. 
Let ukj + ivkj denote the kjth entry of the matrix A. 
Straightforward calculations show that 
tr{(-7”Q-r + A)A*QA} = 2 2 btj k(Ui,,+j + v:,m+j - n$ - Gj)T (3.9) 
j=n+l k=l 
tr{-r*QAA*Qr} = 2kbik 2(& +VZj), (3.10) 
k=l j=l 
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tr{-(y*QA)*} = 2f;+,b b ( p, pt UjkUkj - VjkVkj - Uj,m+kUk,m+j 
j=l k=l 
-Vj,m+kVk,m+j). (3.11) 
We now indicate what changes are required when N is odd-i.e., N = 2m + 1. 
Modify CJ in (3.6) by appending 0 as the (2m+ 1)th entry in each of the 2m columns 
and appending ezrn+t as the (2mf 1)th column. Append 0 as the (2m+ 1)th diagonal 
entry in the expressions for A, Q, X, and append 1 as the (2m + 1)th diagonal entry 
in the expression for y in (3.7). The matrix A now has the partitioned form 
- - - 
(3.8’) 
corresponding to the partition (m, m, 1) of N. In (3.8’), the scalar A33 is real. Thus, 
A contains N* real parameters. Let ukj $ ivkj denote the kjth entry of the matrix 
A, and note that ~2,,,+1,2~+t = 0. It is easily verified that the expressions (3.9), 
(3. lo), and (3.11) are unchanged. However, note that the upper summation limit 
N in (3.10) is now 2m + 1 instead of 2m, so the Hessian contains 2n additional 
terms. 
From (3.9)--(3.1 l), it follows that 
k=l j=l 
f4 C bp,b,(UkjUjk - Uk,m+jUj,m+k - VkjVjk - vk,m+jvj,m+k), 
Ilkj<n 
(3.12) 
where the coefficients akj, pkj are as follows: 
(9 ffti = 4bL, Pkk = 0. 
(ii) ‘Ykj = 2bEk = ,dkj, 1 5 j 5 n, j # k. 
(iii) akj = 2bix -2bEj=&,ni-1 <j<m. 
(iv) @k,m+k = 0 = pk,m+k. 
(4 akj = 2bE = pkj, m f 1 5 j < m + n, j # m + k. 
(vi> C&j = 2b& + 2btJ _~ =Pkj,m+n+l ljI2m. 
(vii) CYkj=2bik=&,2m+I <j<N. 
Note that case (vii) only occurs when N is odd. 
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Let w denote the symmetric bilinear form on T,(GL(N, W)) determined by the 
Hessian quadratic form D’gA(y), and let 0 denote the symmetric bilinear form 
on Tx(R(2n, N)) determined by the Hessian quadratic form D2fA(X). To show the 
nondegeneracy of 0, it suffices to show that the rank of w is equal to the dimension 
of R(2n, N), namely n(2N - 2n - 1). This follows easily from (3.12). The number 
of negative eigenvalues of 0 is equal to the number of negative eigenvalues of w. 
Using case (iii) of (3.12), it follows that the number of negative eigenvalues of w 
is equal to 
The number given in (3.13) is the (real) dimension of the cell associated with the 
permutation p in the Bruhat decomposition of the Grassmann manifold Grass@, Cm) 
of n-dimensional complex linear subspaces of Cc”. Since the number of Bruhat 
cells of a given dimension 2d is equal to the (2d)th Betti number of the Grassmann 
manifold, we have the following result: 
THEOREM 3 2 . . Let A E RN xN be skew-symmetric with distinct eigenvalues. 
(a) Every critical point off* : R(2n, N) + I!% is nondegenerate. 
(b) The index of the critical point X associated with the permutation p (~1 < 
. . . < p,, and p,,+l < . + . < p,) is given by 
2C=d{(k,j)Ipk<pjUj, llkln,n+llj<m}. 
(c) The number of critical points which have index 2d is equal to the (2d)th 
Betti number of the Grassmann manifold Grass(n, Cm). 
REMARK 3.3. The submanifold of R(2n, N) consisting of those X for which 
Eig+(iX) c Eig+(iA) is a fiber bundle with base manifold Grass(n, Cm) and Eu- 
clidean space of dimension n* as fiber. All of the critical points offA are contained 
in this submanifold. 
The above theorem implies that, for A skew-symmetric with distinct eigen- 
values, there is a unique local and hence global minimum of fA : R(2n, N) 4 W. 
Moreover, every critical point has an even index. 
4. APPROXIMATIONS BY RECTANGULAR MATRICES 
Here we address the related issue of approximating a real rectangular matrix 
by matrices of lower rank. 
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For integers 1 5 n 5 min(M, N) let 
M(n,M x N) = {X E RMxN 1 rankX = n} (4.1) 
denote the set of realM x N matrices of rank n. Given A E RMxN the approximation 
task is to find the minima and, more generally, the critical points of the distance 
function 
FA : M(n,M x N) -+ R; F,(X) = ItA - X11’ 
for the Frobenius norm llX1(2 = tr(XX’) on IRMxN. 
(4.2) 
PROPOSITION 4.1. M(n, M x N) is a smooth and connected manifold of di- 
mension n(M + N - n). The tangent space of M(n, M x N) at an element X 
is 
TxM(n, M x N) = {AtX + XA2 1 A, E RMxM, A2 E IRNxN}. (4.3) 
PROOF. Let Q E M(n, M x N) be defined by 
In 0 Q= o o. 
[ 1 (4.4) 
Since every X E M(n,M x N) is congruent to Q by the congruence action 
((71, rz),X) ++ 71w2-’ , y1 E GL(M, W), 72 E GL(N W), the variety M(n, M x N) 
is an orbit of this smooth Lie group action of GL(M) x GL(N) on IRMx”’ and there- 
fore a smooth manifold. Here yt ,-y2 may be choosen to have positive determinant. 
Thus M(n, M x N) is the image of the connected subset CL+(M) x CL+(N) 
of the continuous (and in fact smooth) map 7r: GL(M) x GL(N) 4 RMxN, 
~(717~2) = r~Qr;‘, and hence also connected. The derivative of 7r at (n,ys) is 
the linear map on the tangent space T(,,,,)(GL(M) x GL(N)) E RMxM x R’vxN 
defined by 
WYI, 72)[@1, A,)1 = A,(-r,Q$) - (r~Qr;‘>Az, 
and TxM(n, M x N) is the image of this map. Finally the dimension result follows 
from a simple parameter count, since any rank n M x N matrix 
x = x11 x12 
[ 1 x21 x22 
withxtt E R”‘” invertible, X21 E R(“--n)x”,Xrz E IK’x(N-“) is characterized by 
X22 = X21Xi’Xt2 and thus depends on n2 + n(M + N - 2n2) = n(M + N - n) 
independent parameters. This completes the proof. ??
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Employing a standard trick from linear algebra, the general approximation 
problem for rectangular matrices is reduced to the approximation problem for 
symmetric matrices. To this end, define for A, X E RMxN 
(4.5) 
Thus2 andzare (M+N) x (MSN) symmetric matrices. IfA E RMxN has singular 
valuesal,..., C$, k = min(M,N), then the eigenvalues of A are &gl,. . . , fq., 
and possibly 0. By (4.5) we have a smooth injective embedding 
M(n,M x N) + S(2n,M + N), 
XHX (4.6) 
with 2(/A - X11’ = l]A^ - ?]12. 
It is easy to check that, forX E M(n, M x N), X is a critical point (or a minimum) 
forfA : S(2n, M + N) -+ W if and only if X is a critical point (or a minimum) for 
FA:M(n,MxN)--+R 
Thus the results of the previous sections all carry over to results on the function 
FA : M(n, M x N) + R. We thus have the following results. 
THEOREM 4.2. Let A = 01C82 be the singular value decomposition of 
A E IKMxN with singular values o1 2 . . . > ok > 0, 1 5 k 5 min(M, N). Thus 
01 and 02 are real orthogonal A4 x M and N x N matrices respectively, and 
cc diag(Q,...uk) 0 
[ 0 
o 
1 
E EPXN. 
(i) The critical points of FA :M(n,M x N) + R, F,(X) = IIA - Xl12, are 
characterized by (A - X)X’ = 0, X’(X - A) = 0. 
(ii) FA : M(n, M x N) -+ I[$ has a finite number of critical points zfand only 
if M = N and zfA has M distinct nonzero singular values. 
(iii) If oz, > o,,+l,n 5 k, there exists a unique global minimum Xh, of 
FA : M(n, M x N) + II% which is given by 
Xk” = @lC”@2, (4.7) 
where c,, is obtainedfrom c by setting u,,+l , . . . , Crk all to zero. 
As an immediate corollary we obtain the following classical theorem of Eckart 
and Young [ 11. 
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COROLLARY 4.3. Let A = 81 CO;! be the singular value decomposition of 
x E RMXN, 
with 01 > . . . > ok > 0. Let n < k and a,, > a,+~. Then with 
c = diag(al,..., on,0 ,..., 0) 0 
n 0 
o 1 E PXN, 
Xk, = 01Cn@2 is the unique M x N matrix of rank n which minimizes IIA - X/l2 
over the set of rank 5 n matrices. 
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