We consider a laser that is incident normally upon a planar waveguide with a Kerr nonlinearity. In a previous paper [J. Opt. Soc. Am. 8, 786 (1991)] we demonstrated that the waveguide fields can participate in a transverse instability of the incident beam. We examine the evolution of this instability, show that the system evolves to a steady-state pattern, and develop a general instability criterion.
INTRODUCTION
Transverse instabilities in optics have attracted an increasing amount of interest in the past decade.' Instability can develop into a number of interesting phenomena, including spatial pattern formation, 2 periodic
oscillations,' and spatial bistability. 4 Theoretical investigation of these phenomena is often quite complicated, involving many modes of the system and requiring extensive numerical simulations. Also, instability in these systems usually depends at least in part on external feedback mechanisms, such as cavities and interfaces. In a previous paper, 5 denoted hereinafter as I, we introduced a system with a Kerr nonlinearity that can develop an instability involving only a single mode. This simplicity allowed us to describe the complete dynamical evolution of the system with only two simple coupled-mode equations. Furthermore, the instability does not rely on any external feedback and is an intrinsic property of the material-field interaction.
The system consists of a nonlinear single-mode planar waveguide irradiated from above by a laser beam (see Fig. 1 ). There is initially no field in the waveguide incident from the right or the left; the instability is the spontaneous growth of radiation propagating in the waveguide in a direction perpendicular to the incident beam. An unstable mode of the system arises when two counterpropagating fields in the waveguide are coupled to each other's phase-conjugate fields by a nonlinear interaction with the incident beam. In I we found that this phaseconjugate coupling is the same interaction that is responsible for phase conjugation by means of degenerate four-wave mixing. We also derived an instability condition that depended on the width and intensity of the incident laser beam, the nonlinearity, and the attenuation of the waveguide fields. We interpreted our results in terms of a wave-vector gap that appears in the dispersion relations for the waveguide modes because of their interaction with each other through the incident beam. Our aim in the present paper is to investigate the evolution of this instability and show that the system evolves to a steadystate pattern. This investigation not only provides an understanding of the pattern formation process but also determines the complete evolution of the system, so that the outcome of prospective experiments can be accurately predicted.
In Section 2 we present the dynamical equations derived in I and introduce the reduced units that are used here. In Section 3 we look for analytical solutions to these equations in steady state. We are able to find solutions when the attenuation in the waveguide is negligible and the incident beam is of uniform intensity. These solutions are the nonlinear analogs of the unstable linear modes found in I. We also find a solution with an arbitrary intensity profile for the incident beam, but the solution applies only when the waveguide fields are small. This solution corresponds to an instability threshold for the system. We find that this threshold depends only on the intensity integrated over the width of the beam. This result is important experimentally, for it shows that virtually any shape of incident beam can be used to observe this effect.
In Section 4 we numerically integrate the complete equations to investigate time-dependent solutions, solutions for more-general beam profiles, and the effect of attenuation. We find that the system evolves to a unique steady state; in the case for which analytical solutions are known this steady state corresponds to the most unstable linear mode. In Section 5 we summarize these results; we discuss the nature of the saturation mechanism and the general character of the solutions observed. We also consider how these solutions may become unstable when other effects, such as finite response time for the nonlinearity and group-velocity dispersion, become important. Finally, we present a simple criterion for the observation of this instability and remark on how the attenuation in the waveguide influences possible observation techniques.
EQUATIONS
The system that we consider consists of a waveguide with a Kerr nonlinearity; the waveguide is irradiated by an intense normally incident beam, as shown in Fig. 1 . The incident beam is assumed to be coherent, with an arbitrary amplitude and phase profile. We are interested in the fields that propagate in a single waveguide mode that We consider an intense beam that is incident normally upon a waveguide. An instantaneous Kerr nonlinearity is present in the center (film) region but is uniform in the plane of the guide.
can spontaneously arise in the absence of any field incident from the right or the left. The equations that describe the evolution of these fields were derived in I, but since we work here entirely in reduced units we first define the relevant quantities.
The incident laser beam is described by the electric field Einc(X z, t) = Re[SE0e(z)l(x)exp(-ico 0 t)], where E 0 and c 0 o are the amplitude and frequency of the applied field and e(z) describes the linear reflection from all the interfaces that compose the waveguide. The transverse profile of the beam is denoted by (x); this may in general be a complex function, but we restrict it to have a maximum magnitude of unity so that E remains the maximum amplitude of the incident field. We write
and refer to I(x) and (x), respectively, as the intensity and phase profiles. The nonlinear contribution to the dielectric function is written as (2.6) where vg is the group velocity of the waveguide mode. In these units the equations that describe the waveguide field are (see I) 2 ) characterizes the self-and cross-phase modulation for the right-going (left-going) field component. For clarity we suppress the (zr) dependence of variables describing the waveguide field in these equations and in all subsequent equations.
The term containing a can be eliminated from Eqs. (2.7) by the transformation
and E(x, z, t) is the total electric field. Instability in this system arises from a specific four-wave mixing interaction, which is described by the coupling coefficient
where ,o is the wave number of the waveguide mode and Iehe is the overlap integral between the incident beam profile e(z) and the profile of the waveguide mode h(z) at the incident frequency. A general overlap integral is given by 5) where ijk range over e and h. We consider only a single 
ANALYTIC SOLUTIONS
The nonlinear terms in Eqs. (2.9) make a complete solution of the equations highly unlikely, and we have been able to find solutions only in steady state for zero attenuation.
In that case the equations reduce to a set of ordinary differential equations, which are further simplified by a Hamiltonian formulation. 6 In the course of this derivation we find some general properties that apply to all steady-state solutions. These properties provide a convenient check on the numerical results that are presented in Section 4 and have important implications for the feasibility of experiments. We note that this formulation has been used by Marburger and Lamb 7 on a similar set of equations that describe phase conjugation with pumpbeam depletion.
To obtain analytic solutions, we assume that the system is in steady state, where the magnitude of the waveguide fields is at most harmonically dependent on time. 
where the prime denotes the derivative with respect to 4. These equations can be derived from the Lagrangian We simplify the subsequent equations by transforming to an equivalent Lagrangian Y that contains only the two variables p and 0. In addition, we add a total derivative to eliminate the fourth term in Eq. (3.5) without changing the dynamics of the system. The complete transformation is -1 1.
and the new Lagrangian becomes
The conjugate momentum of the 0 coordinate is p, so the usual transformation to a Hamiltonian involves just the coordinate 0. We obtain
where Po -asaG' = p. Finally, under the canonical transformation to a new coordinate
2 )
by using the usual Lagrange equations
where the coordinates qn are (Re(f), Im(f), Re( and c.c denotes the complex conjugate of the term. The subsequent equations are more con expressed in the coordinates
where f = Iflexp(i~f) and b = Iblexp(ibb).
with the momentum p unchanged, the Hamiltonian is
with the corresponding equations of motion
These two equations determine the waveguide fields in steady state. The variable p describes how the energy in (3.4) the waveguide is distributed between the forward-and backward-going waves, and variable q + 4(4) describes (3.4) the difference in phases between these waves. We have found that the total energy propagating in the waveguide, Lagranv, is a constant of motion. Thus the energy must be uniform in steady state for arbitrary intensity and phase 2) profiles of the incident beam. The remaining variable, 8,
describes the absolute phase of the waveguide fields and is (3.5) completely determined by p, q, and v.
The above formalism permits the fields to be described by the two first-order equations (3.11) instead of the original four in Eqs. (3.1). But the general solution to these equations is still a formidable problem, and we find solutions only in two separate cases. In the first case we assume that the intensity profile is uniform, so that I(> is constant over the width of the incident beam. In the second we assume that the system is in the linear regime, where the waveguide fields are much smaller than the incident field. Then v -0, and we can find solutions for a general intensity profile. In both cases we assume that the phase front of the incident beam has the simple form 0(;) = Al + 0o and write
If we assume that the incident beam is uniform over a distance L and zero outside this region, then the intensity profile is
[recall that the maximum value of I(;) is defined to be 1].
To solve Eqs. (3.11), we note that, since Hamiltonian (3.10) with Eq. (3.13) is now explicitly independent of , W is a constant of motion. To do a first integration, we solve Eq. (3.10) for cos q and use this result to eliminate the variable q from Eq. (3.11a). We obtain
where the constant of integration is W. We determine both the constant of motion W and the parameter 5 from the boundary conditions corresponding to the situation with no field incident to the region 0 < < L within the waveguide. The field must be completely composed of backward radiation (p = -1) at = 0 and forward radiation (p = 1) at = L. We note that for these two values, p = +1, the dynamical equation (3.11a) requires thatp' = 0 also. Then satisfying Eq. (3.14) at both end points yields
With these values Eq. (3.14) can be integrated directly, resuiting in a Jacobi elliptic function':
Applying the boundary conditions to this solution yields ; = K(V2), where K is the complete elliptic integral of the first kind, and yields an eigenvalue condition for the constant of motion v:
There are, in general, many allowed solutions to Eq. (3.17). We refer to these as the nonlinear modes of the system and enumerate them by n. The set of solutions for p and v is thus
We note that K(v 2 ) has a minimum value of ir/2 as v 0 and diverges as v 1. Thus for a given L there are as many solutions as satisfy
Equations (3.18) together with condition (3.19) constitute a set of steady-state solutions for a uniform-intensity incident beam. In Section 4 we plot specific solutions in this set and compare them with numerical results. If we examine the above derivation, we find that we have used two boundary conditions to determine the parameter a, the constant of integration ;0, and the two constants of motion We and v. The additional conditions that determine all four constants arise from the boundary conditions particular to this problem. The dynamical equation requires that p' = 0 when p = + 1, so we get two extra conditions, p' = 0 at = 0 and = L from the equations themselves. From a physical point of view it is not surprising that the beamwidth determines v, since v is proportional to the total energy in the waveguide field. Also, the condition F = 0, or = -1/2, can be understood by a simple phase-matching argument. First let us consider X = 0. If the forward-going field were detuned by an amount co, it would have the form f = fo exp[i(kx -t)]. The phase-conjugate coupling would then lead to a backward-going field with the form b = bo exp[-i(kx -t)], which is not phase matched in the backward direction unless c) = 0. Thus the phase-conjugate coupling can lead to instability only if the forward and backward waves are at the frequency of the incident beam. If Xl • 0, the incident beam has a linear phase chirp across its width. This introduces an asymmetry in the fields, and the two waves can phase match if the forward (backward) wave is detuned from the incident beam by -01/2 (+<01/2).
The second case in which we have solved Eqs. (3.11) is in the linear regime, where the waveguide field is much smaller than the incident field. Although we have shown above that it is the nonlinear terms in Eqs. (3.11) that lead to saturation and steady state, the fields can also be in steady state when the system is at the threshold of instability. At that point we expect that a small increase in the incident intensity would lead to growth into the nonlinear regime, whereas a small decrease would lead to fields that decay to zero. Thus assuming a steady-state solution without including nonlinear terms should lead to solutions only for particular beam profiles, and these profiles correspond to the system at an instability threshold. Finally, to find a solution, we also assume that OD = 0, since the discussion in the previous paragraph indicates that solutions with (t) • 0 are unlikely.
Letting v = 0 and F = 0 in Eqs. This new Hamiltonian is now explicitly independent of X, and so it is a constant of motion with respect to X We use Eq. (3.23) to solve for q in Eq. (3.22a), and a simple integration leads to the solution for p: We now use the above result to define an instability threshold for this system. Since the phase change on the left-hand side of Eq. (3.27) is linearly dependent on the incident intensity, we expect that, if it is less than the minimum needed to support the field structure, the field will decay to zero. Similarly, if an incident intensity profile is larger in magnitude than is needed to satisfy Eq. (3.27), we would expect the field to grow into the nonlinear regime. This outcome is described by Eq. (3.19) 
NUMERICAL SOLUTIONS
In this section we investigate the time-dependent solutions for the field in the waveguide by numerically integrating Eqs. (2.9). This allows us to test the stability of the steady-state solutions found in Section 3. In addition, we can investigate systems for which we have no analytical solutions, in particular those with nonzero attenuation or more-general incident intensity profiles.
The numerical method that we use is based on a fourthorder predictor-corrector algorithm for ordinary differential equations. 9 " 0 By a change of variables, 
)]b* + iI(')exp[-io(;)]f. (4.2b)
Each of these equations has the form of an ordinary differential equation, except that they are coupled through their right-hand sides. The predictor-corrector algorithm integrates an ordinary differential equation by making a good guess at the next point and iterating that guess to improve it. We apply this technique to the above partial differential equations by integrating along lines of constant X and T, the characteristics of the equations, using the proper fields on the right-hand sides that couple the equations at each iteration. The variation of f and b in the ; direction is represented on N lattice points in a cavity and integrated forward in time. Since the field at each point propagates in two directions along the characteristics, we have 2N coupled equations to iterate when correcting any initial guess. We use three iterations to converge, and then we move on to the next time step. The resulting algorithm is fourth-order in space and time. For a complete discussion of this method, see Ref. 11 . We start our simulations with a small field in the cavity as a seed for the instability. For an unstable system the energy in the cavity initially decreases from propagation out of the interaction region, while the amplitude and the phase of the field organize into the proper mode for growth. This mode then grows exponentially until the nonlinear terms in Eqs. (2.9) become important, and the time dependence becomes more complicated. The analytic solutions of Section 3 provide a convenient check of our numerical procedure. For any steady-state solution with qjo = 0, the parameters of the system must satisfy the instability condition, relation (3.28), and have uniform total amplitude Iff 2 + bf 2. All solutions are seen to satisfy these conditions. First we consider a uniform intensity profile with zero attenuation; analytical solutions for the steady-state fields were derived in Section 3. We found a number of such solutions, one for each n that satisfied L > (2n + 1)7r/2, n = 0,1, 2,.... For the simulation we choose L = 3r and set I(;) = 1, so that there are three allowed nonlinear modes. In Fig. 2 we plot the right-going field magnitude (IfI2) at the center of the cavity as a function of time.
Note that there are three regimes of behavior that are clearly visible. In the linear regime, where 0 < s 12, the fields are arranged in a linear mode that then grows exponentially. The analytic form and the exponential time dependence of modes in the linear regime were reported in I and agree with the results here. For 12 the fields grow into the nonlinear regime, where f + fbI 2 1. We find that the field amplitudes develop large transient peaks and that the evolution is much more complicated. A sample is shown in Fig. 3 , where we plot Iff 2 at = 20 and compare it with the final steady-state solution. We attribute these variations to the extended distance over which the forward and backward waves can interact. We have observed that the transients grow and sharpen as the field propagates across the beam width. From Fig. 3 one sees that transients are indeed larger at the right, where the field is leaving the interaction region. The left-going field behaves identically; it is equal to the reflection of the forward wave about the center of the cavity ( = 37r/2). Thus the left-going field has large fluctuations at the left edge even though the right-going field is relatively smooth there. If the beam width is smaller or attenuation is present, the amplitude and sharpness of these transients are decreased. In the third regime, X > 40, the field asymptotically approaches the n = 0 steady-state solution. Note the presence of the oscillations in the amplitude for this regime; these are accompanied by sinusoidal variations in the intensity pattern across the width of the beam. The magnitude of the oscillations decays exponentially with a large time constant, =300 on this scale. This time constant increases with increased beam width, but the period of the oscillations is unchanged. In Appendix A we show that wavelike excitations can be supported in the central flat region of the intensity pattern (see the steady-state solution in Fig. 3 ) and that their dispersion relations match the wavelength and the frequency observed. The particular period that is observed corresponds to a wavelength that matches the ~cays to zero only as oo , one must be careful to choose a cavity width large enough so that any effects caused by the finite width of the simulation is negligible. For our I/ .
system we found a cavity width of three times the beamwidth (i.e., 3/a) to be sufficient. We plot the steady-0.0 2.0 4.0 6.0 state solution for fra I(')d' = 1.1ir/2 and Y10 = 0 in Fig. 6 2¢/n and compare it with the linear solution, Eq. (3.25), found in Section 3. The linear solution was derived by assumteady-state field for attenuations 77o of 0, 0.5, and 0.8.
in Sect 3h nonlinear soluin was dere bygliible ent beam profile is the same as in Fig. 2 .
ing that the nonlinear terms in Eq. (2.9) were negligible. For this example the system is just past threshold, by 10%, and only a small influence from the nonlinear terms is necessary to saturate the instability. Hence we expect numeric the numerical result to agree with the linear approxima-... analytic tion to within -10%, which it clearly does. For a second case we assume a much larger intensity, f Ad. I(;)d2 = 107/2, corresponding to a beamwidth of 10 times threshold. In Fig. 7 we plot the field in the center of the pattern as a function of time for two attenuations, rqo = 0 and /m = 0.5. The approach to steady state is smoother here than for the uniform intensity profile. We suspect that it is the large flat central region of the uniform case that contributes to its more active time dependence by providing a larger distance for pulses to evolve. Again, if we increase the attenuation, the oscillations in the time evolution are dampened out. In Fig. 8 we plot the intensity 0.0 1.0 2.0 3.0 4.0 of the right-going field at time T = 30. For -qo = 0.5, the 2t/r field decays quickly on leaving the interaction region, teady-state field for a Gaussian beam profile just beand no significant intensity reaches the cavity edges.
3shold, .1 Xo, I(;)d; = 1.lir/2 and 71o = 0. We compare Figure 9 shows the same system but as X T c when the t with the linear solution from Eq. (3.25), where we have fields have reached steady state. fitted the amplitude of the field leaving the interaction region. length scale in which the field changes at the edges of the pattern. Thus it appears that these excitations are responsible for the oscillations in Fig. 2 ; the oscillations are produced by waves that propagate freely back and forth across the pattern but are coupled to each other at the edges.
For the above example the system settled into the n = 0 mode. We test the stability of other modes, in this case the n = 1 and n = 2, by initializing the cavity to the exact mode fields as derived in Section 3. We find that these modes are unstable and immediately decay into transients, going through the nonlinear and asymptotic regimes to evolve to the n = 0 mode as before.
We next examine the effect of attenuation on the observed fields. In I we showed that instability is no longer possible if the attenuation is such that i1o > 1. We use the same parameters as in the example above but with strong attenuation, 77o = 0.5 and 70 = 0.8. This case's counterpart in Fig. 2 is plotted in Fig. 4 , and the final steady-state fields are shown in Fig. 5 . The most striking feature of these plots is that the transients are largely damped out. Otherwise, the final field amplitudes in the The field for 71o = 0.5 is highly localized about the center of the beam by the attenuation, and so it appears larger than the field for 10 = 0 (see Fig. 9 ). The profile of the incident beam is 10 times threshold. 
DISCUSSION
We have shown that in this system the instability saturates to a stable pattern. This saturation is unusual compared with other phase-conjugate instabilities,' 2 where the growth of the unstable fields is limited by depletion of the incident beam. Here the incident beam interacts only with the unstable fields over the depth of the waveguide, -A, and depletion is negligible for any realistic nonlinearity. Instead, saturation is caused by self-and cross-phase modulation of the counterpropagating waveguide fields. Since both instability and saturation are caused by a fourwave mixing process, we expect the saturation intensities for the waveguide fields to be of the same order as the incident intensity required for instability. The results presented show that this is true, regardless of the beam shape or the attenuation in the waveguide. We have also shown that, for small attenuation, the total energy in the waveguide is always uniform regardless of intensity and phase variations on the incident beam. Conservation rules such as this have also been found in similar systems, for instance, a nonlinear grating,' 3 where the grating is responsible for the linear coupling between the forward and backward waves and the conserved quantity is the difference between the energy propagating in the forward and backward directions. Finally, we have found that the pattern formed by this instability is relatively smooth; it monotonically increases over the width of the incident beam and decays exponentially outside this region if attenuation is present. However, the evolution to steady state can be quite complicated, showing large fluctuations in amplitude. For significant attenuation these fluctuations are largely damped out, and the fields take as much as 10 times longer to approach steady state.
To observe these phenomena experimentally requires that other instabilities that are related to Kerr media either not be present or have a higher threshold. There are a number of interactions that have been shown to lead to instability' 4 ' 8 with both single and counterpropagating beams. For a single beam instabilities develop in a direction close to the propagation direction of the light, e.g., for self-focusing.' 4 For counterpropagating beams instabilities can also develop in the direction of propagation 5 " 7 " 8 (i.e., longitudinal instabilities). In our system the initial instability is perpendicular to the beam direction. Because of the small depth of an optical waveguide, -A, the interaction length in the longitudinal direction is not large enough for the development of any of the above instabilities. However, the fields that compose the instability are counterpropagating, and, once these fields grow, they constitute a pair of counterpropagating beams that could develop the instabilities referenced above. Hence the steady-state solutions that we have derived may be unstable when these additional interactions are present. We note that these interaction have been investigated only for uniform counterpropagating beams. The forward and backward fields in our system are only approximately uniform when the incident beam is uniform in width (see, e.g., Fig. 5 ) and are even less so when the incident beam is a Gaussian (see, e.g., Fig. 9 ). It is not clear how the above instabilities depend on the variation of the forward and backward fields or how the addition of the phaseconjugate coupling from the incident beam affects the instability mechanisms.
Some of the instabilities mentioned above, such as polarization instability,' 5 are inappropriate for our system because of the nature of the waveguide (i.e., the polarization eigenstates are not degenerate). However, two instabilities that may be important are produced by a Kerr medium that has a finite relaxation time and by waveguide modes that have large group-velocity dispersions. In 1982 Silberberg and Bar Joseph' 7 reported that uniform counterpropagating beams are unstable if they propagate through a Kerr medium with response time . The instability condition was -L/noc, where L is the distance over which the two beams interact and no is the index of the material. We estimate that the threshold for this effect is within an order of magnitude of the onset of our instability, provided that the condition on the relaxation time is satisfied. Thus, if the waveguide field is unstable and grows to a steady state, this state can in turn become unstable by means of the Silberberg-Bar Joseph instability. Later Law and Kaplan' 8 found that counterpropagating beams can also be unstable for an instantaneous Kerr medium if the system has a group-velocity dispersion of opposite sign to the nonlinearity. Again we find that the threshold for this effect is comparable with the form of traveling waves. These are the waves seen in Fig. 2 when the field asymptotically approaches steady state.
The magnitude of the field in the interaction region for a uniform beam and zero attenuation is given by Eqs. (3.18) . For the magnitude to be approximately uniform in the center, the width of the incident beam must be significantly past threshold. The relevant measure of how far the system is past threshold is v, and we expand the solution of Eqs. ours. This similarity in instability thresholds is not fortuitous; in fact, the instability conditions all correspond to a nonlinear phase change of approximately r in one beam because of the presence of the other beam. Experimentally, perhaps the most important result of this paper is the general instability criterion, relation (3.28). This criterion holds for any incident intensity profile as long as the attenuation in the waveguide is negligible for the beamwidth considered. For larger attenuations this condition is still useful. In I we calculated the instability threshold for a uniform intensity profile and arbitrary attenuation. If, in that expression, we replace the beamwidth by the effective width that appears in Eq. (3.28), we obtain a good estimate of the instability threshold for arbitrary attenuation and beam shape: 
where L = f X' I(;)d;. In Fig. 10 we compare this estimate with the instability threshold found numerically for a Gaussian beam. Unless the attenuation is very large, ,q > 0.5, relation (5.1) is within 20% of the numerical results. Finally, we have found that the radiation in the waveguide leaving the interaction region depends strongly on the attenuation. For qo > 0.5 the fields can be as small as 1% of their peak value (see, e.g., Figs. 5 and 9), which may make their direct detection difficult. However, the interference between the waveguide fields and the incident beam produces a periodic index change along the waveguide with a wave vector of twice the wave vector of the waveguide mode. This induced grating could be detected by diffraction. (A8)
In Fig. 11 we plot the dispersion relation, Eq. (A8). The cross in the figure is the measured wavelength and frequency of the oscillations that appear in the asymptotic regime of Fig. 2 . Note that only one wave vector can be excited in the system, regardless of the width of the incident beam. This wave vector is fixed, since it is only at the edge of the incident beam that counterpropagating excitations can couple, and at these edges the solutions, Eqs. (3.18), always change on the same length scale.
