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Abstract
We compare the complexities of Boolean functions for nondeterministic syntactic read-k-times
branching and branching read-sk -times programs. It is shown that for each natural number k,
k¿ 2, there exists a sequence of Boolean functions such that the complexity of computation
of each function of this sequence by nondeterministic syntactic branching read-k-times pro-
grams is exponentially larger (with respect to the number of variables of the Boolean function)
than by nondeterministic branching read-(k ln k=ln 2 + C)-times programs, where C is a con-
stant independent of k. Besides, it is shown that for each natural numbers N and k(N ), where
46 k(N )¡C2
√
lnN=ln lnN and C2 ¡
√
2 is a constant independent of k and N , there exists a
Boolean function in N variables such that the complexity of this function for nondeterministic
syntactic read-k-times branching programs is exponentially larger (with respect to N ) than for
nondeterministic syntactic read-(k ln k=ln 2+C)-times branching programs. ? 2002 Elsevier B.V.
All rights reserved.
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1. Introduction
The problem of 5nding nontrivial lower bounds for the complexity of “explicitly
de5ned” Boolean functions is one of the most important problems in the theory of
synthesis and complexity of logical schemes. To obtain such bounds is a complicated
problem. At present nontrivial lower bounds for the complexity of Boolean functions
are known for a few functions only. Therefore, it is of interest to reveal the factors
that somehow in8uence the complexity of Boolean functions.
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In the present paper we study factors that in8uence the complexity of nondetermin-
istic branching programs. Branching programs are logical schemes which well simulate
calculations by means of a single processor reading at most one input bit in unit time.
(The de5nition of a nondeterministic branching program will be given in Section 1;
see also [1,2,6].)
A nondeterministic branching program is called a syntactic nondeterministic read-k-
times branching program if each variable occurs at most k times on any path from
the source to the exit. A possible alternative de5nition of a read-k-times branching
program is as follows: we assume that there is a restriction on the number of oc-
currences of each variable not on all paths, but only on those paths not containing
both edges labelled with some variable and edges labelled with its negation (nonzero
paths). These programs are called nonsyntactic nondeterministic read-k-times branching
programs.
For an extended survey of results on lower bounds for the sizes of branching pro-
grams see [2,9,10].
This paper is devoted to a comparison between the sizes of syntactic nondetermin-
istic read-k-times and read-sk -times branching programs; it is a development of papers
[5,6]. In [5] a similar comparison was carried out for deterministic programs. It was
shown that for each natural number k, k¿ 2, there exists a sequence of Boolean func-
tions such that the complexity of computation of each function of this sequence by
read-k-times branching programs is exponentially larger (with respect to the number
of variables of the Boolean function) than the complexity of computation of the same
function by read-k2-times branching programs. The present work contains complete
proofs of all statements on a comparison between sizes of nondeterministic branching
programs from [6]. (In [6], we only sketch proofs of some lemmas for reasons of
space.)
In the present paper, it is shown that for each natural number k, k¿ 2, there exists
a sequence of Boolean functions such that the complexity of computation of each
function in this sequence by nondeterministic syntactic read-k-times branching programs
is exponentially larger (with respect to the number of variables of the Boolean function)
than by nondeterministic read-(k ln k=ln 2 + C)-times branching programs, where C is
a constant independent on k.
Besides, it is shown that for any natural numbers N and k(N ), where 46 k(N )¡
C2
√
lnN=ln lnN and C2 ¡
√
2 is a constant independent of k and N , there exists a
Boolean function of N variables such that the complexity of this function for non-
deterministic syntactic read-k-times branching programs is exponentially larger (with
respect to N ) than for nondeterministic syntactic read-(k ln k=ln 2+C)-times branching
programs.
The proofs are based on those in [5]. Besides, in proving Lemma 1 we also use a
fragment of the proof of Theorem 1 in [1].
When the paper was submitted to the journal, the author became aware of the exis-
tence of an electronic technical report of Thathachar [11]. In this report, it was shown
that there exist Boolean functions such that the complexity of computation of the
functions by nondeterministic syntactic read-k-times branching programs is exponen-
tially larger (with respect to the number of variables of the Boolean functions) than by
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nondeterministic read-(k+1)-times branching programs. 2 A method of proving in [11]
is somewhat a special case of a method in [4,6]. The method in [4,6] makes it possi-
ble to obtain high lower bounds on the complexity of Boolean functions by branching
read-k-times programs for functions having the following property: their subfunctions
are in general “badly” representable as∨
i
fi(X )&gi(Y );
where X and Y are some disjoint subsets of variables and |X | and |Y | are comparatively
large. The method in [6] and in the present paper makes it possible to obtain high lower
bounds on the complexity not only for functions having such “bad” representation for
all variables but also for functions having the same property for groups of variables.
In particular, it may be convenient for characteristic functions of graphs. Although the
result of this paper is not the best known (due to the technical report [11]), both the
function considered and the method of obtaining high lower bounds on the complexity
for branching read-k-times programs are of some interest.
2. Denitions and preliminaries
First recall the de5nition of a contact-recti5er circuit (see, for example [3]). A
contact-recti5er circuit is a circuit diagram that consists of contacts (closed and open)
and recti5ers and computes a Boolean function as a function of the conductance. The
total number of contacts and recti5ers is said to be the size of a contact-recti5er circuit.
Lupanov [3] obtained the asymptotic formula for the sizes of contact-recti5er circuits
computing Boolean functions.
In this paper, all proofs are carried out for acyclic contact-recti5er circuits (R-way
switching-and-recti5er network [1,2], or directed contact network [7,8], or contact gat-
ing scheme [7]). This is made for convenience of proving Lemma 1 and in order to
apply a fragment of a proof of Theorem 1 in [1] without modi5cation. The de5nition of
an acyclic contact-recti5er circuit diLers from traditional de5nition of a nondeterministic
branching program that introduces nondeterminism in branching programs by allowing
“guessing nodes” but, nevertheless, the complexity of Boolean functions for syntactic
nondeterministic read-k-times branching programs coincides with the complexity of the
Boolean functions for acyclic contact-recti5er circuits up to a multiplicative constant
[1,2]. Because of this, in what follows the acyclic contact-recti5er circuits are called
nondeterministic branching programs.
A nondeterministic branching program (an acyclic contact-recti2er circuit) 3 is a
directed acyclic graph with two distinguished nodes: the source (it has no predecessors)
and the exit (there are no edges leaving this node) and two types of edges: edges with
labels xi=d, d=0; 1, and unlabelled ones. Unlabelled edges are also called free edges. A
2 At present there exists a paper with the same result: Thathachar, On separating the read-k-times branching
program hierarchy, in: Proceedings of the 30th Annual ACM Symposium on Theory of Computing (STOC)
(1998) (a translator’s remark).
3 A similar de5nition is given in [1].
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nondeterministic branching program computes a Boolean function f : {0; 1}n → {0; 1}
as follows. For any input tuple a˜ = (a1; : : : ; an), ai ∈{0; 1} for i = 1; 2; : : : ; n, we set
f(a˜) = 1 if and only if there exists at least one (oriented) path from the source to the
exit (accepting path for a˜) such that all labels along this path do not contradict the
input tuple a˜ ( i.e., if there is an edge labelled with xi = d on this path, then ai = d).
A nondeterministic branching program is said to be a syntactic read-k-times branch-
ing program if and only if for any i, 16 i6 n, and for any path, the edges with
xi-labels occur on the path at most k times.
A nondeterministic branching program is said to be a nonsyntactic read-k-times
branching program (or a k-program, for short) if and only if for each i, 16 i6 n,
and for each accepting path for some input tuple, the edges with xi-labels occur on the
path at most k times.
By analogy with uniform deterministic read-k-times programs [4,5], a nondetermin-
istic read-k-times branching program is said to be uniform if for every node a of this
program and for every i, 16 i6 n, the number of edges with xi-labels in each path
from the source to the node a does not depend on the path (for diLerent values of
i these numbers may be diLerent). Moreover, for every i, 16 i6 n, the number of
edges with (xi = d)-labels on each path from the source to the exit is equal to k.
The number of labelled edges in a branching program P is said to be the size B(P)
of the program P. 4 By Bk(f) denote the minimum size of a k-program computing
a Boolean function f, and by UBk(f), the minimum size of a uniform k-program
computing a Boolean function f.
Let a branching program Pf compute a Boolean function f. For each path  from
the source to the exit there exists a conjunction K() that corresponds to this path.
This correspondence is de5ned as follows. The conjunction K contains xi if and only
if there is an edge labelled with xi =1, and contains Pxi if and only if there is an edge
labelled with xi = 0 on this path. Here, some of resulting conjunctions corresponding
to paths of the branching program Pf contain both a variable and its negation, i.e.,
these conjunctions are equal to zero.
It is clear that if a conjunction K corresponds to some path from the source to the
exit in a branching program Pf, then K is admissible for the Boolean function f, i.e.,
NK ⊆ Nf. (As usual, Nf is the set of all ones of a Boolean function f.)
A node ai is said to precede a node aj in a branching program P if there is a path
from ai to aj in P.
Let us consider a subset of nodes a1; : : : ; at in a branching program P (these nodes
need not diLer). This subset is called a sequence of nodes if there is a path  in P
from the source to the exit such that this path contains the nodes a1; : : : ; at ; the node
ai either precedes the node aj for i¡ j on the path , or ai coincides with aj.
Lemma 1. Each k-program P computing a Boolean function f(x1; : : : ; xN ) can be
transformed into a uniform k-program P0 that computes the same Boolean function
4 In the case of traditional contact-recti5er circuits (see the de5nition in [5] and the de5nition given
above) the size of a contact-recti5er circuit is de5ned to be the total number of contacts (labelled edges)
and recti5ers (unlabelled edges).
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and satis2es the inequality
Bk(P0)6 (2kN )(2NB(P))2:
Proof. Proof of this lemma is similar to that of Lemma 1 in [5]. Let P be a nondeter-
ministic syntactic branching k-program computing the Boolean function f(x1; : : : ; xN ). It
was shown in [1] (Theorem 1) that any nondeterministic syntactic branching k-program
P can be transformed into a nondeterministic syntactic branching k-program P1 with
the same number of labelled edges; such that the total number of edges (including free
edges) in P1 does not exceed (2NB(P))2. Denote by lq(a) the maximum number of
edges with xq-labels on an arbitrary path from the source to a node a in P1. It is clear
that if a node ai precedes a node aj in P1; then the inequality
lq(ai)6 lq(aj)
holds for each q; q= 1; 2; : : : ; N .
Let (ai; aj) be a labelled edge in P1. Without loss of generality it can be assumed
that this edge is labelled with x1=1. Then we have l1(ai)¡l1(aj). We replace the edge
(ai; aj) by an edge (ai; a′) labelled with x1 = 1 and by a chain of edges connecting the
nodes a′ and aj and computing 5ctitious testing of the variables x1; x2; : : : ; xN ; namely,:
l1(aj)− l1(ai)− 1 times testing the variable x1, and lq(aj)− lq(ai) (26 q6N ) times
testing the variable xq (see Fig. 1).
Let (ai; aj) be a free edge in P1. If for any p, 16p6N , we have lp(aj) =
lp(ai), then we connect the nodes ai and aj with a free edge (ai; aj). If an inequality
lp(aj) 	= lp(ai) holds for some p, 16p6N , then we replace the edge (ai; aj) with
a chain of edges connecting nodes ai and aj, and computing 5ctitious testing of the
variables x1; x2; : : : ; xN ; namely, l1(aj) − l1(ai) − 1 times testing the variable x1 and
lq(aj)− lq(ai)) (26 q6N ) times testing the variable xq.
We perform this operation on all edges in P1. Besides, for every i, 16 i6 n, the
number of edges labelled with xi =d on each path from the source to the exit must be
equal to k. For this purpose we add a new output node and connect the previous output
node and the new one by a chain containing a necessary number of 5ctitious testing
of the variables x1; x2; : : : ; xN . As a result we obtain a uniform branching k-program
P0; the size of this program does not exceed the total number of edges (including
free edges) in P1 in more than 2kN times. From the consideration above it follows
that
B(P0)6 (2kN )(2NB(P))2:
Lemma 1 is proved.
From this lemma we obtain
Corollary 2. For a Boolean function f(x1; : : : ; xN ) the following relation between sizes
of branching k-programs holds:
UBk(f)6 (2kN )(2NBk(f))2:
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Fig. 1.
Recall the de5nition of the Boolean function Fn;s (see [7]) and some notation connected
with this function.
Let n and s be integers such that n is divisible by s. Let Xn;s = {xi1 ;i2 ;:::;is |16 i1 ¡i2
¡ · · ·¡is6 n} be a set of variables. It is clear that
|Xn;s|=
(
n
s
)
: (1)
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By Wi denote the set of variables in Xn;s such that a variable xi1 ;i2 ;:::;is belongs to Wi
if and only if this variable has i among its indices. A Boolean function Fn;s(Xn;s) is
de5ned as follows:
Fn;s =
n∧
i=1

 ∨
xi1 ;:::; is∈Wi
xi1 ;:::;is

 :
It is easy to see that Fn;s can be computed by a deterministic branching s-program of
size
n |Wi|= n
(
n− 1
s− 1
)
= s
(
n
s
)
= s|Xn:s|: (2)
If D ⊂ Xn;s then denote by V (D) the set of all indices (regardless their multiplicities)
of all variables in D.In particular, V (Xn;s) = {1; 2; : : : ; n}.
Let a conjunction K depend on some variables in the set Xn;s. Denote by R(K) the
set of variables that are contained without negation in K , and by V (K), the set of all
indices (whatever the multiplicity) of all variables in R(K). It is clear that
V (K) = V (R(K)):
A conjunction K is said to be nonintersecting if K depends on all variables in Xn;s
and if for every integer i, 16 i6 n, there is a unique variable in R(K) that has this
integer among its indices. It is clear that V (K)= {1; 2; : : : ; n} for every nonintersecting
conjunction K .
The number of nonintersecting conjunctions depending on the variables of Xn;s is
denoted by  (n; s). It can easily be checked that
 (n; s) =
n!
(s!)n=s(n=s)!
: (3)
Examples illustrating this notation can be found in [5].
Let us consider some properties both of the Boolean function Fn;s and of conjunctions
realized by an arbitrary branching program computing the Boolean function Fn;s.
Lemma 3 (Okol’nishnikova [5, Lemma 1]). If a conjunction K depends on some vari-
ables in Xn;s; then K is admissible to the Boolean function Fn;s if and only if V (K)=
{1; 2; : : : ; n}.
From Lemma 3 we obtain
Corollary 4. Let P0 be a uniform k-program computing the Boolean function Fn;s.
Then; for every nonintersecting conjunction K; there exists a path in the program P0
(from the source to the exit) realizing the conjunction K.
Let P0 be a uniform k-program computing a Boolean function f. It is clear that each
path in P0 realizes either an elementary conjunction of variables in X , or a conjunction
that is equal to zero. Let  be a path in P0 realizing a conjunction K , where K is
not equal to zero. We say that a variable x occurs in an interval (b; c) of a path  if
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there is an edge labelled with x = d, d∈{0; 1}, in the interval (b; c) of the path .
Similarly, we say that a variable y occurs without negation in an interval (b; c) of a
path  if there is an edge labelled with y=1 in the interval (b; c) of the path . It is
clear that y∈R(K).
Let a1; a2; : : : ; a2m be a sequence of nodes of a uniform k-program P0, and let all
nodes of this sequence belong to the path . We introduce the following notation:
R1(a1; a2; : : : ; a2m) (Q
1
(a1; a2; : : : ; a2m), respectively) is the set of variables without
negation (the set of variables with or without negation, respectively) that occur only
in the intervals (a1; a2); (a3; a4); : : : ; (a2m−1; a2m) of the path  and do not occur outside
these intervals.
R2(a1; a2; : : : ; a2m) (Q
2
(a1; a2; : : : ; a2m), respectively) is the set of variables without
negation (a set of variables with or without negation, respectively) that occur only
outside the intervals above.
R0(a1; a2; : : : ; a2m) (Q
0
(a1; a2; : : : ; a2m), respectively) is the set of variables without
negation (a set of variables with or without negation, respectively) that occur both
inside and outside the intervals above.
It is clear that sets Rj(a1; a2; : : : ; a2m) (j=0; 1; 2) are pairwise disjoint and the union
of these sets is the set of all variables without negation that occur in the path . Each
set Rj depends both on the sequence a1; a2; : : : ; a2m and on the path  to which this
sequence belongs.
Since P0 is a uniform k-program, it follows for each path containing nodes b
and c of the program that a set of variables that occur in the interval (b; c) of
this path does not depend on the path. Therefore, the sets Qj(a1; a2; : : : ; a2m) (j =
0; 1; 2) depend only on the sequence of nodes a1; a2; : : : ; a2m and do not depend on
the path to which these nodes belong. Hence, we may omit the index  in Qj.
It is clear that the sets Qj(a1; a2; : : : ; a2m), j = 0; 1; 2, are pairwise disjoint and the
union of these sets is the set of all variables of the function f. It is obvious that
Rj(a1; a2; : : : ; a2m) ⊆ Qj(a1; a2; : : : ; a2m) (j = 0; 1; 2) for each path  containing the
sequence of nodes a1; a2; : : : ; a2m.
Lemma 5. Let P0 be a uniform k-program computing the function Fn;s; and m and
t be natural numbers such that k6m6 t. Then each conjunction K can be assigned
a sequence &(K) of 2m nodes such that
(a) all nodes of the sequence &(K) belong to a path (K) realizing the conjunction
K; and
(b) |R1(&(K))|=
⌈
(n=s)
(
t − k
m− k
)/(
t
m
)⌉
;
R2(&(K))|¿ n=s− mkn=(ts)+ (k − 1)
⌈
(n=s)
(
t − k
m− k
)/(
t
m
)⌉
,
R0(&(K))|6mkn=(ts) − k
⌈
(n=s)
(
t − k
m− k
)/(
t
m
)⌉
.
Proof. The fact that there are exactly two edges leaving each node in the program
P0 (one of them is labelled with xi = 1; another with xi = 0) is not used in the proof
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of Lemma 2 in [5]. Besides; the existence of free edges in the program P0 has no
in8uence on the value of |Rj(a1; a2; : : : ; a2m)| (j=0; 1; 2). Therefore the proof of Lemma
2 in [5] remains valid for the case of nondeterministic branching k-program.
Let  be a sequence of nodes of a nondeteministic branching program computing
the function Fn;s of variables Xn;s. From the de5nition of sets Qj( ) (j = 0; 1; 2) it
follows that Xn;s = Q0( ) ∪ Q1( ) ∪ Q2( ) and Qi( ) ∩ Qj( ) = ∅ for i 	= j. Let
K be a conjunction depending essentially on all variables in the set Xn;s. Then K
can be uniquely represented as K=K0(Q0( ))&K1(Q1( ))&K2(Q2( )), where the
conjunction Ki(Qi( )) depends essentially on all variables of the set Qi( ), i. e., the
conjunctions Ki(Qi( )), i=0; 1; 2, are uniquely determined by the conjunction K and
the sequence  .
Let  be a sequence of nodes of a branching program. Denote by T ( ) a set
of nonintersecting conjunctions (depending essentially on all variables in Xn;s) such
that there exists a path (from the source to the exit) containing the nodes of the
sequence  .
Lemma 6. Let  =(a1; a2; : : : ; a2m) be a sequence of nodes of a uniform k-program P0;
and let conjunctions A;B belong to T ( ). Suppose that A=A0(Q0( ))&A1(Q1( ))
&A2(Q2( )) and B = B0(Q0( ))&B1(Q1( ))&B2(Q2( )). Then the identity
A0(Q0( )) = B0(Q0( )) imply the identities V (A1(Q1( ))) = V (B1(Q1( ))) and
V (A2(Q2( ))) = V (B2(Q2( ))).
Proof. Proof of this lemma coincides with that of Lemma 3 in [5].
In what follows, we assume that
n1 = s
⌈
(n=s)
(
t − k
m− k
)/(
t
m
)⌉
; (4)
n0 = smkn=(ts) − sk
⌈
(n=s)
(
t − k
m− k
)/(
t
m
)⌉
; (5)
n2 = n− n0 − n1: (6)
Lemma 7. Let B = (b1; b2; : : : ; b2m) be a sequence of nodes of a uniform k-program
P0 computing the function Fn;s. Suppose k; m; t (k6m) are natural numbers such
that n0 ¿ 0; n1 ¿ 0; and n2 ¿ 0; then the inequality
&−1(B)6
(
n
n0
)
 (n0; s) (n1; s) (n2; s);
holds; where  is given by (3).
Proof. In the proof of Lemma 4 in [5] we used the condition km6 t solely for the
values n0; n1 and n2 to be positive. Besides; the fact that P0 is a uniform nondeter-
ministic branching k-program (not a uniform deterministic k-program as in [5]) does
no deny repeating the proof of Lemma 4 in [5]. Lemma 7 is proved.
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Let k be a natural number, and let P0 be a uniform k-program computing the
function Fn;s. Denote by !P0 (n; s; k; 2m) the number of sequences consisting of 2m
nodes in P0.
Put
mk = kk ; sk = k ln k=ln 2 + 6: (7)
Lemma 8. Suppose that k¿ 4; n¿ k2k+4 and P0 is a uniform k-program computing
the function Fn;sk . Then
!P0 (n; sk ; k; 2mk)¿
exp(0:78n=(skk))
(3en=kk)skk
:
Proof. Since k is supposed to be 5xed; we may omit the index k in mk and sk . Put
(see (7))
m= mk = kk ; s= sk = k ln k=ln 2 + 6: (8)
It is obvious that if k¿ 4; then
s¡k2: (9)
It is clear that the total number of sequences consisting of 2m nodes in the program P0
is greater than the total number of sequences consisting of 2m nodes that are assigned
to nonintersecting conjunctions (see Lemma 3).
Put
t = mk(1− ,) = kk+1(1− ,); (10)
where
,= (k − 2)=kk : (11)
By Lemma 5 for k6m6 t, each nonintersecting conjunction K can be assigned the
sequence &(K) of 2m nodes in the program P0. The total number of nonintersecting
conjunctions is given by (3). Lemma 7 will be used to obtain an upper bound on the
number of nonintersecting conjunction assigned to a sequence B of 2m nodes for 5xed
values of k, m, t (k6m) . Therefore we can obtain a lower bound on the number of
sequences consisting of 2m nodes in P0.
To apply Lemma 7, we 5rst check that its conditions are satis5ed. It is clear that
k ≤ m. It is necessary to check up that the values n0, n1 and n2 (see formulae (4)–
(6)) are positive for the values of k, m, t above.
We represent n1 in the form n1 = an. Then it follows from (4) to (6) that
n0 = smkn=(ts) − kan;
n2 = n− smkn=(ts) − (k − 1)an:
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From these relations combined with (4) and (10), it follows that
n1 = an= s
⌈
n=s
(
t − k
m− k
)/(
t
m
)⌉
; (12)
n=(1− ,)− kan6 n06 n=(1− ,)− kan+ sm; (13)
(k − 1)an− ,n=(1− ,)− sm6 n26 (k − 1)an− ,n=(1− ,): (14)
Now using equalities (12), (10), and (8), we deduce
a¿
(
t − k
m− k
)/(
t
m
)
=
k−1∏
i=0
m− i
t − i ¿
k−1∏
i=0
m− i
km
=
1
kk
k−1∏
i=0
(
1− i
m
)
¿
1
kk
(
1− k
m
)k=2
¿
1
kk
(
1− k
2
2m
)
(15)
for all k¿ 4.
On the other hand, if n and k satisfy the conditions of Lemma 8, then (12) and
(9)–(11) imply
a6
k−1∏
i=0
m− i
mk(1− ,)− i +
s
n
¡
1
kk(1− ,)k
k−1∏
i=0
1− i=m
1− i=(km(1− ,)) +
k2
k2k+4
¡
1
kk(1− ,)k +
1
k2k+2
¡
(1 + (k − 1)=kk)k
kk
+
1
k2k+2
6
1
kk
(1 + k2=kk) +
1
k2k+2
6
1
kk
(1 + 2k2=kk): (16)
Now we verify that if n and k satisfy the conditions of Lemma 8, i.e., if k¿ 4 and
n¿ k2k+4, then the values n0, n1, and n2 are positive. Indeed, (13), (11), and (16)
give
n0¿ n=(1− ,)− kan¿ n(1− ka)¿ n
(
1− k
kk
− 2k
3
k2k
)
¿ 0:98n¿ 1: (17)
Using (14), (15), (11), (8), and (9), we get
n2¿ (k − 1)an− ,n1− , − sm
¿ n
(
k − 1
kk
(
1− k
2
2kk
)
− (k − 2)
kk
(
1 +
k − 1
kk
)
− k
k+2
k2k+4
)
¿ n
(
1
kk
− k
3
2k2k
− k
2
k2k
− 1
kk+2
)
¿
0:87n
kk
¿ 1: (18)
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From (12) and (15) we obtain
n1 = an¿
n
kk
(
1− k
2
2kk
)
¿
0:96n
kk
¿ 1: (19)
Thus n0, n1, and n2 are positive, so that we can apply Lemma 7.
Next, we obtain a lower bound on the number of sequences of 2m nodes in P0.
Using Lemmas 5 and 7 along with (3), we get
!P0 (n; s; k; 2m)¿
 (n; s)(
n
n0
)
 (n0; s) (n1; s) (n2; s)
=
(n0=s)!(n1=s)!(n2=s)!(n1 + n2)!
(n=s)!n1!n2!
:
By Stirling’s formula
√
2-v(v=e)v ¡ v!¡
√
2-v(v=e)ve1=(12v), we have
!P0 (n; s; k; 2m)¿
√
2-n0(n1 + n2)
ns2
nn0=s0 n
n1=s
1 n
n2=s
2 (n1 + n2)
n1+n2
nn=snn11 n
n2
2 es=(12n)+1=(12n1)+1=(12n2)
¿
√
2n0(n1 + n2)
ns2
nn0=s0 n
n1=s
1 n
n2=s
2 (n1 + n2)
n1+n2
nn=snn11 n
n2
2
: (20)
Let us obtain a lower bound on the 5rst factor in (20). If n and k satisfy the conditions
of Lemma 8, i.e., n¿ k2k+4 and k¿ 4, then it follows from (9) and (17)–(19) that√
n0(n1 + n2)
ns2
¿
√
0:98n(0:96n=kk + 0:87n=kk)
nk4
¿
√
k2k+4
kk+2
¿ 1: (21)
The function xbx is monotonically increasing for b¿ 0, x¿ 1=e. Therefore it follows
from (20), (21), and (12)–(14) that
!P0¿
( n1−, − kan)
( n1−,−kan)=s(kan− ,n1−, − ms)
kan− ,n1−,−ms
nn=s(na)na(1−1=s)((k − 1)an− ,n1−,)
((k−1)an− ,n1−, )(1−1=s)
=

 ( 11−, − ka)(
1
1−,−ka)(ka− ,1−,)
s(ka− ,1−, )
aa(s−1)((k − 1)a− ,1−,)
((k−1)a− ,1−, )(s−1)


n=s
1
nms
(1− sm=(kan− ,n1−,))
kan− ,n1−,−sm
(ka− ,1−,)ms
: (22)
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Now we estimate the last factor in (22). If n and k satisfy the conditions of the lemma,
it follows from (8),(9), (11), and (15) that
sm=(n(ka− ,=(1− ,)))¡ k
k+2
k2k+4(ak − ,=(1− ,))
¡
1
kk+2(k=kk(1− k2=2kk)− k − 2=kk(1 + k − 1=kk))
6
1
k2(2− k3=(2kk)− (k − 1)(k − 2)=kk) ¡ 1=16:
Therefore for k¿ 4 we have
(1− sm=(kan− ,n=(1− ,)))kan−,n=(1−,)−sm=(ka− ,=(1− ,))ms
=exp
(
−
(
kan− ,n
1− , − sm
) ∞∑
i=1
1
i
(
sm
kan− ,n=1− ,
)i)
(ka− ,)−ms
¿ exp
(
−
(
kan− ,n
1−,−sm
)(
sm
kan−,n=1−,+
1
2
(
sm
kan−,n=1−,
)2)
(
k
kk
(
1 +
2k2
kk
)
− k − 2
kk
))−ms
¿ exp
(
−sm+ 1
2
(sm)2
kan− ,n=(1− ,n)
)
(kk=3)ms¿ (kk=(3e))ms:
This fact combined with (20) and (22) yields
!P0¿ (k
k=(3en))ms exp{(n=s)f(n; k; a)}; (23)
where
f(n; k; a) = (1=(1− ,)− ak) ln(1=(1− ,)− ak) + a ln a
+(a(k − 1)− ,=(1− ,)) ln((a(k − 1)− ,=(1− ,))
+ s((ka− ,=(1− ,)) ln(ka− ,=(1− ,))− a ln a
− ((k − 1)a− ,=(1− ,=(1− ,))) ln((k − 1)a− ,=(1− ,)): (24)
Put
/= ,=(1− ,)− (k − 2)a: (25)
From (11), (15), and (16), it follows that
/6
k − 2
kk
(
1 +
k − 1
kk
)
− k − 2
kk
(
1− k
2
2kk
)
¡
k3
2k2k
(26)
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and
/¿
k − 2
kk
(
1 +
k − 2
kk
)
− k − 2
kk
(
1 +
2k2
kk
)
¿− 2k
3
k2k
: (27)
Using notation of (24) and (25), we get
f(n; k; a) = (1− 2a+ /)ln(1− 2a+ /) + a ln a+ (a− /) ln(a− /)
+ s((2a− /) ln(2a− /)− a ln a− (a− /) ln(a− /))
= −(1− (2a− /))
∞∑
i=1
(2a− /)i
i
+ a ln a+ (a− /) ln a
− (a− /)
∞∑
i=1
1
i
( /
a
)i
+ s
(
(2a− /) ln 2 + ln a−
∞∑
i=1
1
i
( /
2a
)i
− a ln a− (a− /) ln a+ (a− /)
∞∑
i=1
( /
a
)i/
i
)
= −(2a− /) +
∞∑
i=1
(2a− /)i+1
i(i + 1)
+ (2a− /) ln a− /+
∞∑
i=1
/i+1
i(i + 1)ai
+ s
(
(2a− /)ln 2− /+
∞∑
i=1
/i+1
i(i + 1)(2a)i
+ /−
∞∑
i=1
/i+1
i(i + 1)ai
)
¿−2a+ (2a− /)(ln a+ s ln 2)− s/2=a:
Next, using (15), (8), (9), (11),(16), (26), and (27), we obtain from the last inequality
that
f(n; k; a)¿−2a+
(
ka− ,
1− ,
)(
−k ln k + ln
(
1− k
2
2kk
)
+
(
k ln k
ln 2
+ 6
)
ln 2
)
− k2 /
2
a
¿− 2
kk
(
1 +
2k2
kk
)
+
(
2
kk
− k
3
2k2k
− (k − 1)(k − 2)
k2k
)
(
−
∞∑
i=1
1
i
(
k2
2kk
)i
+ 6 ln 2
)
− 4k
k+8
k4k(1− k2=2kk)
¿
1
kk
(
−2
(
1 +
2k2
kk
)
+
(
2− k
3
kk
)(
6 ln 2− k
2
kk
)
− 4k
8
k2k(1− k2=2kk)
)
:
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This implies that
f(n; k; a)¿ 0:78=kk
for k¿ 4.
Using this inequality and (23), we obtain
!P0 (n; s; k; 2m)¿
exp(0:78n=(skk))
(3en=kk)skk
:
Lemma 8 is proved.
3. Proof of main result
Let 0k;s(f) = Bk(f)=Bs(f) and 0k;s(n) = max0k;s(f), where the maximum is taken
over all Boolean functions of n variables.
If for functions f(n) and g(n) there exists a positive constant C′ such that
limn→∞ f(n)=g(n)¿C′, then we will use notation f(n)  g(n).
Theorem 9. Let k be a 2xed number; k¿ 4. Then for the sequence of the Boolean
function Fn;sk the relation
Bk(Fn;sk )  exp(kn)
holds; where k = 0:19=(k2k+2).
Proof. In the proof of this lemma and all further statements in this section; we assume
that s = sk ; m = mk; where sk and mk are de5ned in (7). The number of variables of
the function Fn;s is equal to the cardinality of the set Xn;s and is given by (1). It is
obvious that
|Xn;s|6 ns: (28)
By Corollary 2; we have
Bk(Fn;s)¿
1
2N
√
UBk(Fn;s)(2k|Xn;s|)−1: (29)
Let P0 be a uniform k-program of size UBk(Fn;sk ) computing the function Fn;s. Then
the number of various sequences of 2m nodes in P0 does not exceed UBk(Fn;s)2m.
From this fact; (7); and Lemma 8; it follows that
(UBk(Fn;s))2m¿
exp(0:78n=(skk))
(3en=kk)skk
;
i.e.;
UBk(Fn;s)¿
exp(0:78n=(2sk2k))
(3en=kk)s=2
: (30)
From (28) to (30); (7); and (9); we obtain
Bk(Fn;s)¿
1
2ns
exp(0:195n=(sk2k))
(3en=kk)s=4
√
2kns
; (31)
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i.e.;
Bk(Fn;s)¿ 12 exp(0:195n=(k
2k+2))=n7k
2=4: (32)
Hence; we have
Bk(Fn;sk )  exp(0:19n=k2k+2):
Theorem 9 is proved.
Theorem 10. Let a sequence of functions Fn;sk(n) be such that 46 k(n)¡C1 ln n=ln ln n
and C1 ¡ 1=2 is independent of k and n. Then the relation
Bk(Fn;sk )  exp(1kn1−2C1 );
holds where 1k = 0:19k2.
Proof. Since 46 k(n)¡C1 ln n=ln ln n; it follows that the values n and k satisfy the
conditions of Lemma 8 for suSciently large values of n. Indeed;
k2k+4 = exp{(2C1 ln n=ln ln n+ 4)(lnC1 + ln ln n− ln ln ln n)}
¡ exp{2C1 ln n− 2C1 ln n ln ln ln n=ln ln n+ 4 ln ln n− 4 ln ln ln n}
 exp{2C1 ln n}= n2C1 ¡n: (33)
The equalities (29)–(31) are also valid in this case. By (31), (33), and (9), the
inequality
Bk(Fn;sk )¿
1
2N
exp
(
0:78n
4k2k+2
− k
2
4
ln(3en=kk)− 1
2
ln(2k)− k
2
2
ln n
)
¿
1
2
exp(0:195k2n1−2C1−7k2 ln n=4−k2 ln(3e)=4+k3 ln k=4−ln(2k)=2)
 exp(0:19k2n1−2C1 )
holds whenever 46 k ¡C1 ln n=ln ln n. Theorem 10 is proved.
Since k(n)¿ 4, we have 1k¿ 3. Therefore the following statement is valid.
Corollary 11. Let a sequence of the functions Fn;sk(n) be such that 46 k(n)¡C1
ln n=ln ln n and C1 ¡ 1=2 is independent of k and n; then
Bk(Fn;sk )  exp(3n1−2C1 ):
Theorem 12. For any 2xed k; k¿ 4; there exists a positive constant k (depending
on k only) such that
0k;sk (N )  exp(kN 1=sk ):
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Proof. For given N and k we can choose the maximum value of n(k; N ) such that
the number of variables of the function Fn(k;N ); s (see (1)) does not exceed N . By the
de5nition of the function of Fn(k;N ); s; the value n is divisible by s. Hence we have(
n
s
)
6N ¡
(
n+ s
s
)
:
This implies that(n
s
)s
6N6 ns: (34)
Using (1); (2); and (34) we get
Bs(Fn;s)6 sN: (35)
From this fact combined with (34); (9); and (32) it follows that
0k;s(N )¿ Bk(Fn;s)=Bsk(Fn;s)
¿
1
2
exp(0:195n=k2k+2)=(n7k
2=4k2nk
2
)  exp(kN 1=sk )
holds; where k = 0:19=k2k+2. Theorem 12 is proved.
Theorem 13. For any natural numbers N and k(N ); where 46 k(N )¡C2
√
lnN=
ln lnN and C2 ¡
√
2 is a constant independent of k; there exists a positive constant
1k (1k depends on k only) such that
0k;sk (N )  exp(1kN (1−C
2
2 )=sk ):
Proof. For given N and k we choose the maximum n(k; N ) such that the number of
variables of the function Fn(k;N ); s (see (1)) does not exceed N . Then applying (34) to
n(k; N ) and N gives
N 1=s ¡n¡sN 1=s: (36)
Now we verify that the numbers n(k; N ) chosen satisfy the conditions of Lemma 8;
i.e.; n¿k2k+4. From (36); it follows that it suSces to verify that k2k+4 ¡N 1=s; i.e.;
that s(2k+4)ln k ¡ lnN . Indeed; for N suSciently large; it follows from (7) for k¿ 4
that
s (2k + 4)ln k ¡ (kln k + 7)(2k + 4)ln k ¡ (2k2 + 20k)ln2 k
¡
(
2C22
lnN
ln2 lnN
+ 20
√
ln 2N
ln lnN
)
(ln 2=2 + (ln lnN )=2− ln ln lnN )2
¡
C22
2
lnN: (37)
This combined with (34) and (36) yields
k2k+46NC
2
2 =(2s) ¡N 1=s ¡n: (38)
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Using this fact along with relations (9); (31); (36); (38); and (35); we obtain
0k;sk (N )¿
Bk(Fn;sk )
Bsk(Fn;sk )
¿
exp(0:195n=k2k+2)
2((3en=kk)s=4
√
2knssN
¿
exp(0:195N 1=s=(k2k+2))
2(3e=kk)s=4(sN 1=s)s=4
√
2k(N 1=s)s=2sN
¿
exp(0:195k2N 1=s=(NC
2
2 =(2s)))
2N 7s=4(3es=kk)s=4s
√
2k
 exp(1kN (1−C22 =2)=s);
where 1k = 0:19k2. Theorem 13 is proved.
Since k(n)¿ 4, we have 1k¿ 3. Therefore, the following statement is valid.
Corollary 14. For any natural numbers N and k(n) such that 46 k(n)¡
C2
√
lnN=ln lnN and C2 ¡
√
2 is independent of k; the relation
0k;sk (N )  exp(3N (1−(C2)
2)=sk )
holds.
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