The problem of order determination of AR models using singular value decomposition is reexamined from a statistical point of view. Thresholds for distinguishing between significant and non significant singular values are derived and a new iterative algorithm for order selection in AR models is presented. Simulation results show the new technique to be very effective even when small number of samples is available.
INTRODUCTION
In many communication, control, and signal processing problems there is a fundamental interest in fitting the correct autoregressive (AR) model to an observed data sequence. For example, in spectral estimation, the accuracy of the frequency estimation is strongly depended on the order of the prediction filter [1] . In recent years, singular value decomposition (SVD) is known to be a basic and computationally efficient method for determining the rank of a matrix and the order of AR models [2] , [3] , [4] . In SVD techniques, first an m x n (where m ≥ n, and n is larger than the estimated order of the system) matrix is formed using either the sampled data themselves or the sample autocorrelation coefficients. Then, the order of the system is the effective rank of that matrix. A fundamental problem in using SVD with noisy data is that of distinguishing between significantly small and insignificantly large singular values (SV's). Furthermore, little is known on how the number of available data samples or the selection of n (the first estimate on the order) affects the performance of these techniques. In [5] confidence regions for the perturbed singular values of matrices with noisy data were derived based on the theories of perturbation of singular values and statistical significance test. Based on those results, in this work the problem of order determination in AR models is reexamined from a statistical point of view and new threshold bounds are derived. Those bounds are applied to a new iterative algorithm for determining the order of AR models. Simulation results show the technique to determine the correct order regardless of the initial choice of n, and even when only a small number of data samples is available.
ORDER DETERMINATION USING A DAT A MATRIX
Consider the AR model
where p is the order of the model, e(t) is an i.i.d. sequence with zero mean and variance σ 2 e , and x(t) is the observed data sequence of length N. Let X n and E n be m x n (m ≥ n) matrixes defined as
where X(N − k) and E(N − k) are m-dimensional vectors defined as
for k=1,2,...,n. From (1), if n > p and m > 2 n, then the first n-p columns of matrix B = [ X n | E n ] will be linearly dependent on E n and the last p columns of X n . Thus, B will have n-p zero singular values and its rank will be equal to 2n-(n-p) = n+p. In practice, however, E n is not available and the task is to determine the order of the system from the singular values of X n .
Let β 1 ≥ β 2 ≥ . . . ≥ β 2n and α 1 ≥ α 2 ≥ . . . ≥ α n denote the ordered SV's of B and X n , respectively. The effective rank of X n will be defined as k if α k > δ ≥ α k+1 , where δ is an appropriately chosen threshold.
, from the perturbation theory of singular
values [2] (section 8. 3) where ε 1 denotes the largest SV and the 2-norm of E n . By definition, X n and E n are submatrices of B, thus [2] (section 8.3). Since β p+1 ≤ ε 1 , then from (4) a weaker
bound for α p+1 can also be derived as
From the above, if α p > ε 1 and δ = ε 1 , then α p > ε 1 ≥ α p+1 and the order of the system can be derived correctly.
From the theory of statistical significance testing and bounds on the 2-norm of a matrix, for a
given lev el of significance α , ε 1 is bounded by ε L and ε U with probability 1-α , where and c(m) represents the percentile value ( χ 2 1−α ) for the chi-square distribution with m degrees of freedom [5] .
Consider now the case where n=p+1, and the matrix B′ is defined as
From (1), the first column of B′ is a linear combination of the last p linearly independent columns, thus B′ has rank p and
and from (4) and (6) (for n=1)
From (6) and (8), the values of ε U and ε L depend on σ e , which in practice is unknown. Howev er, the noise variance can be estimated from the residual error of the least-squares solution to the problem
where a(n) = [a 1 a 2 . . . a n ] T . Thus, if the residual error is denoted by
then σ ′ 2 e = mse x /m. In summary, the order of a system is determined by evaluating the effective rank of matrix X n using a threshold δ = ε 1 . From (6) , this value of δ is bounded by ε L and ε U . A solution of δ = ε U will always satisfy those bounds. However, (8) points out that for n=p+1 the value of δ is bounded by ε L . Thus for values of n close to p, the value of δ = ε U may be larger than necessary and the order may be underdetermined. On the other hand, if one always selects a δ = ε L , and n is not close to p, then the estimate of δ may be smaller than necessary and the order may be overdetermined. To avoid these problems, a new iterative algorithm for determining the order of an AR model is proposed. The algorithm uses the value of δ = ε U for the first order estimate, but applies the value of δ = ε L in subsequent iterations.
Algorithm for Order Determination in AR models begin 1. Create X n and X(N ), where n is chosen to be larger than the estimated order. 2. Find the singular values α 1 , . . . , α n of X n . 3. Solve X n a(n)= X(N ), and estimate σ e . 4. Use δ = ε U to determine k such that α k > δ ≥ α k+1 . 5. Repeat steps 1-4 with n = k + 1, but use δ = ε L to find the new rank k′. If k′ < k and k′ > 1 , then set k = k′ and repeat step 5, else order=k′. end
In a variation of the above algorithm, instead of setting δ = ε U to determine for the first time the rank k, one can apply from the beginning the threshold δ = ε L . Then there is a lower possibility for the rank to be underdetermined if the initial choice for n is very close to p. Traditional iterative algorithms in order determination evaluate their testing criterion for all values of n=1, 2,...,p+1. This is not required with the proposed algorithm. Threshold bounds on the singular values allow the new algorithm to converge to the estimated correct rank much faster and with high accuracy.
ORDER DETERMINATION USING A SAMPLE AUTOCORRELA-TION MATRIX
From (1), the autocorrelation function of the observed sequence is given by
Let R n denote the m x n (m ≥ n) autocorrelation matrix
where
It was shown in [6] that if n > p, R n has rank equal to p. In practice, however, the {R x (⋅)} coefficients are not available and sample estimates have to be used.
If one multiplies both sides of (1) with x(t − s) and averages over all possible values of s, (1) yields
Σ e(t)x(t − s) . (13)
Or in a simplified form,
where {R′ x (⋅)} represent the sample autocorrelation coefficients for x(t). The problem is again to determine the effective rank (and thus order of the system) of the m x n matrix R′ n . This is the same as matrix R n of (12), but with all autocorrelation values R x (⋅) replaced by R′ x (⋅). However, this problem is identical to the problem discussed in the previous section, with
, and σ 2 e replaced by σ 2 R , the variance of the sampled cross-correlation sequence {R′ ex (⋅)}. In the proposed algorithm, X n will be replaced with R′ n and X(N ) with R′ x (M). As before, if
then the error variance can be estimated by σ ′ 2 R = mse R /m.
SIMULATION RESULTS
To demonstrate the performance of the new iterative algorithm, data were generated with the following two AR models [7] , [8] :
AR (2):
AR (4):
with noise variance σ 2 e = 1. In all cases the order of the systems was determined for 200 simulated runs of the noise, and all threshold bounds were evaluated with a level of significance α = 0. 05. Three techniques were used to estimate the effective rank of a matrix: the absolute threshold δ = 2 ε U , the proposed iterative algorithm (I.A.), and the ratio test [9] , where the effective rank was estimated to be equal to k if α k /α k+1 = max (α j /α j+1 ) for j = 1, 2,...,n-1. Figure 1 shows the success rate in order determination versus the number of the available data samples (N) for AR (2) and AR(4), using an initial (N-10) x 10 data matrix X 10 (i.e. m=N-10, and n=10). For both models, the success rates of all the techniques improves as the number of samples increases. Even though the threshold δ = 2 ε U is an extreme upper bound to ε of equation (5), it still yields better order estimates than the ratio test. The iterative algorithm determined the correct order for AR(2) in all cases, while for AR (4) and N < 80 it estimated the order to be either 3 or 4. However, even with 50 data samples the algorithm has a 90% success rate. Figure 2 shows the corresponding plots for the two AR models when the order is estimated from an initial 20 x 10 sample autocorrelation matrix R′ 10 , with elements {R′ x (0), R′ x (1), . . . , R′ x (29)}. For AR(4), the simulations results indicate now that the threshold δ = 2 ε U is not as accurate as before. The order estimates using this technique were either 4 or 5. Again, the iterative algorithm yielded the best estimates in all cases. Note, however, that with a sample autocorrelation matrix one needs a larger number of data to achieve success rates similar to those achieved when a data matrix was used. Table 1 shows order estimates for AR (4) , for a constant number of data (N=100), but with variable the starting number of columns (n) in the data or autocorrelation matrixes. Note, that as n increases only the iterative algorithm gives consistently the same order estimates.
For the other two techniques the success rate decreases as n increases. For AR (4) and 100 data samples, Table 2 compares the results of the new algorithm (using both data and autocorrelation matrixes) with those obtained by three other techniques commonly used in the recent literature: the Akaike information criterion (AIC) [10] , the minimum description length criterion (MLD) [11] , and predictive least squares (PLS) [7] . The iterative algorithm has the highest success rate, followed by MDL and AIC.
As an indication for the number of iterations needed for the algorithm to converge, the following results were obtained for AR(4), N=100, and 200 simulation runs. For X n and initial n=10, 15 and 20, the algorithm converged on the average in 1.055, 2.01, and 2.315 iterations. For R n and the same values for n, the algorithm converged on the average in 1.76, 2.42, and 2.83 iterations. As expected, the closer the initial value of n is to the true order, the fewer Table 1 Order Estimates for AR (4) number of iterations are required.
CONCLUSIONS
Threshold bounds for the determination of the effective rank of a matrix using SVD depend on its dimensions. Therefore, estimating the proper number of columns for a data or autocorrelation matrix may be crucial for the correct order determination of AR models. A simple and efficient iterative algorithm has been presented that eliminates this problem and provides good order estimates even when the number of data samples is small. Simulation results indicate that for equivalent success rates in order estimation of AR models, SVD techniques that use data matrixes require fewer number of data samples than those that use sample autocorrelation estimates. Table 2 Order Estimates for AR(4), N=100, and 200 Simulation Runs Under Various Techniques.
