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ABSTRACT 
We show that given a digraph X there is a vertex-transitive digraph Y such that 
the minimal polynomial of X divides that of Y. Two consequences of this are that 
there exist vertex-transitive digraphs with nondiagonalizable adjacency matrices and 
that any algebraic integer is the eigenvalue of some vertex-transitive digraph. 
1. INTRODUCTION 
The results of this paper show that any number which occurs as an 
eigenvalue of the adjacency matrix of a graph or digraph is also an eigenvalue 
of a Cayley graph or digraph (the important point being that the automor- 
phism groups of the latter are vertex transitive). 
This result is interesting for a number of reasons. First, it again illustrates 
that the assumption of vertex transitivity need not have a drastic effect on the 
spectral properties of a graph (or a digraph). 
Next, using the above result, we are able to show that every algebraic 
integer occurs as the eigenvalue of a vertex-transitive digraph and that any 
eigenvalue of a symmetric integral matrix is an eigenvalue of a vertex-transi- 
tive graph. 
Finally, in [l] Peter Cameron asks whether there exists a digraph X, with 
automorphism group acting transitively on the arcs of X, such that the 
adjacency matrix of X is not diagonalizable. Now a digraph with arc-transitive 
automorphism group is necessarily vertex-transitive. However, it is not clear in 
advance that there are even any vertex-transitive digraphs with nondiagonal- 
izable adjacency matrix. We show that such digraphs do exist. (The original 
question is still unanswered.) 
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TERMINOLOGY AND NOTATION 1.1. Let X be a digraph with vertex set 
V(X) and arc set E(X). Given a vertex x in V(X), we define 
We will refer to d+(x) and d-(x) respectively as the out-degree and the 
in-degree of x. The maximum degree A = A(x) of X is 
max{d+(x),d-(x):xEV(X)}. 
If, for each vertex x in X, we have d+(x) =dP(x)= A, then we call X 
regular. 
In this paper we will consider a graph to be simply a special type of 
digraph. That is, a digraph X is a graph if (y, x) E E(X) whenever (x, y) E 
E(X). Thus when X is a graph, d+(x) = d-(x) for each vertex x of X. In this 
case we denote the common value of d+(x) and d-(x) by d(x) and call it the 
degree of x. 
We will assume throughout that V(X) = { oi,. . . , on}, for some integer n. 
The adjacency matrix A = A(X) of X has ij-entry equal to 1 if ( ou,, oi) E E(X) 
and equal to 0 otherwise. We will often refer to the characteristic polynomial, 
minimal polynomial, etc. of A(X) as the characteristic polynomial, minimal 
polynomial, etc. of X. The minimal polynomial of A will be denoted by #(A). 
We recall the well-known result from linear algebra that a matrix A is 
diagonalizable if and only if the minimal polynomial of A has no multiple 
zeros. 
2. MACHINERY 
Our first theorem is selfexplanatory: 
THEOREM 2.1. Let X be a digraph with maximum degree A. Then there 
exists a regular digraph Xreg with the following properties: 
(a) X is an induced subdigraph of Xreg, 
(b) if X is a graph then so is XreR, 
(c) if A 2 2, the minimal and characteristic polynomials of X divide those 
of xreg. 
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Proof. We construct a digraph Y = Y(X) and then show that we may 
take X reg = Y.(IfXisregularwewillfindthatY=X.)SetV(X)={u,,...,u,}. 
We define integers St,Si- (i=l,...,n) by 
S,+ =S,- =o, (a) 
S,+ =kA- 5 d+(ui), 
i=l 
S,=kA- 5 dP(vi). 
i=l 
(b) 
It is an elementary result that 
$ d+(ui)= i d-(ui); 
i=l i=l 
hence Sz = S,. We denote the number Sz = S, by 6,. Then X is regular if 
and only if 6, = 0. We will assume henceforth that 6, # 0, which implies also 
that A>O. Let @={1,2 ,..., 6,). The vertex set of our digraph Y will consist 
of @, together with the disjoint union of A copies of V(X). We denote the ith 
vertex in the ith copy of V(X) by vii (j=l,...,n). 
We note that 
S: -S;_i=A-d+(u,) 
and that S: = SzP i if and only if d+( vk) = A. Corresponding equalities hold 
for the SC. 
We install the arcs of Y in three steps. First, if (v,, u,) is an arc of X, then 
we add the arcs (vir,uis) (i=l,..., n) to Y. Next, for each integer r, 
l<r<n, we add the arcs (ui,,i) where i=l,...,A and S,?,<i<S;‘. 
Having done this, the in-degree of each vertex i in Q is now A and, since (1) 
holds, the out-degree of each vertex vii is also equal to A. 
We complete the construction by adding the arcs (i, uir ) where i = 1,. . . , A 
and S,: i < i G S,- . This brings the outdegree of each vertex in @ and the 
in-degree of each vertex uii to A. The completed digraph is Y. 
It is clear that Y is regular and contains A disjoint induced subdigraphs 
isomorphic to X. Further, the arcs (j, uir) and (vir, i) are present simulta- 
neously if and only if 
s,‘-,ciG3;’ and S,~,<i<S,-. 
These inequalities hold if X is a graph. Consequently Y is a graph if and 
only if X is. It only remains for us to verify (c) of the theorem. 
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Assume A 2 2. Then the matrix B = A(Y) can be written in partioned 
form as 
Here A = A(X), and 0 denotes a zero matrix with order determined by 
the context. Each off-diagonal block not in the first “row” or “column” of B 
is equal to 0. Excepting the first, all diagonal blocks of B are equal to A. 
Suppose U is a subspace of R”. If x: E U, let vx be the transpose of the 
vector 
[ol ... loI xl -4 
The partitioning here is consistent with that of B. Let V denote the vector 
space spanned by the vectors vx, x E U. 
If y = Ax, then v,, = Bvx. It follows that if U is an invariant subspace for 
A - XI, then V is invariant under B - hZ, and that the spaces (A - XZ)U and 
(B - hZ)V have the same dimension. Accordingly if z is a vector such that 
(A - AZ)% = o for some integer s, then (B - AZ)“v, = o. This implies that the 
characteristic and minimal polynomials of A divide those of B. n 
The construction used to obtain Xrra 1s a special case of the “generalized 
tensor product” which was used, for a different purpose, in [2]. 
DEFINITION 2.2. Let G be a group with a subset C. The Cayley digraph 
X(G, C) of G with respect to C has vertex set G, and (g, h) is an arc if 
hg-‘E C. 
It is easily seen that X is a graph if and only if C = C-- ‘, i.e., if c-‘E C 
whenever c E C. Also X has loops if and only if the identity e of G lies in C. 
The most important property of a Cayley digraph X = X(G, C) is that G 
acts as a regular group of automorphisms of X (by right multiplication, under 
our definition.) 
THEOREM 2.3. Suppose B is a matrix which can be written as a sum of 
distinct invertible matrices Q1,. . . , Q,,, , where the group H generated by these 
matrices is finite. Let D = {Q1,, . . , Q,,,}, 
Then the minimal polynomial of B divides that of X = X( H, D). Further, 
if D = DP’, then X is a graph. 
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Proof. Let hi,..., h, be the elements of H (so (H ( = n). Define n X n 
matrices P, , . . . , I’,,, by 
Clearly the matrices Pk are permutation matrices. 
Let vi denote the vector in Iw ” with ith entry equal to 1 and all other 
entries equal to 0. Then we find that Pkvi = vi if and only if Qkhi = hi. Thus 
the permutation of the set {vi : i = 1,. . . , n} induced by Pk is the same as the 
permutationof {h,:i=l,..., n} induced by Qk. Hence if we denote by G the 
matrix group generated by the matrices Pk, the map g, : Pk - Qk extends to an 
isomorphism from G to H. 
Now G is the regular matrix representation of H, and each element of G is 
a permutation matrix. Accordingly the elements of G are linearly independent 
over R. Consequently the isomorphism cp extends to an algebra homomor- 
phism from the group algebra R(G) to R(H). 
Let A be the adjacency matrix of X( H, 0). Thus Aii = 1 if h,hi-‘E D and 
is zero otherwise. It follows that 
Since q( Pk) = Qk, we also find that cp( AT) = B. Let p(x) be a polynomial 
such that p( A*) = 0. Then we have p(B) = q(p(AT)) = 0. Therefore the 
minimal polynomial of B (over R) divides that of A*. Since A and A* have the 
same minimal polynomial, the main part of the theorem is established. The 
last claim follows from our observation in Theorem 2.3 that X is a graph if 
D=D-‘. n 
In the next section we will show that the adjacency matrix of a regular 
digraph can always be written as a sum of distinct permutation matrices. This 
will enable us to apply the previous theorem. 
Our next result is a slightly sharpened form of Proposition 2.1 of [3]. It 
will be used to prove that every algebraic integer occurs as the eigenvalue of 
some digraph. 
LEMMA 2.4 (A. J. Hoffman). Let B he an integral matrix. Then there is a 
digraph X = X(B) such that the minimal polynomial of B diuides that of X. 
If B is symmetric then X is a graph. 
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Proof. Our proof depends on the following observation. Suppose U and 
V are n X n matrices. Set 
c(o,v)=(; ;), Z,=2+ _; ;). 
(Here Z is the n X n identity matrix.) Then LL?‘ = Z and 
LC(U,V)L’== ( L’y O 
U-V 
)* 
Consequently $( U + V ) and +( U - V) both divide the minimal polynomial of 
C = C( U, V ). Further, C is symmetric if ZJ and V are. 
We now apply this observation. If B has negative entries, we write 
B = Z?, - B2, where B, and B, have only nonnegative entries. Then if C = 
C(B,, B,), q(B) divides #(C). Thus we may assume B is nonnegative. 
If the diagonal entries of B are not zero, then B = Z3s + B4, where Bs has 
all diagonal entries zero and B, is a diagonal matrix. Then C = C( B3, Bd) has 
all diagonal entries zero and +(B) divides q(C). Thus we may assume all 
diagonal entries of B are zero. 
Suppose the largest entry in B is k. Then we may write B = D + E, where 
the largest entry in D is k - 1 and E is 0 - 1 matrix. If C = C( D, E) then q(B) 
divides q(C). Our result follows now by induction on k. H 
3. APPLICATIONS 
In this section we derive our main results from Theorems 2.1, 2.3, and 2.4. 
THEOREM 3.1. Let X he a digraph with maximum degree greater than 
one. Then there is a Cayley digraph Y such that the minim& polynomial of X 
divides that of Y. 
Proof. Given Theorem 2.1, we may assume that X is regular. Hence 
A(X) is a sum of distinct permutation matrices (see, for example, Theorem 
5.3 in [7]). n 
COROLLARY 3.2. 
(a) Every algebraic integer is an eigenvalue of some Cayley digraph. 
(b) There exist Cayley digraphs X such that A(X) is not diagonalizable. 
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Proof. (a): Let 8 be a nonzero algebraic integer, and let q(x) be its 
minimal polynomial. Let Q be the companion matrix of q(x). (If the defini- 
tion or properties of this matrix are unfamiliar, the reader is referred to [5], for 
example.) Then Q is an integral matrix with characteristic and minimal 
polynomial equal to q(x). By Lemma 2.4 there exists a digraph X such that 
q(x) divides G(X). If A(x) > 1, we are finished. However, if A(x) G 1, then X 
is a disjoint union of isolated vertices and directed paths and q(X) = xk for 
some integer k. Since p(x) divides G(X), this is impossible. 
(b): As there exist integral matrices which are not diagonalizable, this 
result follows from Lemma 2.4 and the previous theorem. n 
We now apply the theorems of Section 2 to graphs. 
THEOREM 3.3. Let X be a graph with minimum degree greater than one. 
Then there is a Cayley graph Y such that the minimal polynomial of X 
divides that of Y. 
Proof. This is similar to that of Theorem 3.1, but has one added 
complication. As in the proof of Theorem 3.1, we may assume X is regular (by 
applying Theorem 2.1). Let B = A( X ), and let C = C(0, B). Since B is a 
symmetric 0- 1 matrix, so is C. Hence C is the adjacency matrix of some 
graph. By our “observation” in the proof of Lemma 2.4 we see that G(B) 
divides q(C). 
We will express C as a sum of permutation matrices Qk (k = 1,. . . ,n) 
where each matrix Qk has order two. For then the set D = {Q1,. . . , Q,,,} is 
closed under inversion, i.e. D = D- ‘, and so, using Theorem 2.3, we conclude 
that there exists a Cayley graph Y such that q(C) divides J/( Y ). This will 
prove our theorem. 
Now C is the adjacency matrix of a bipartite graph, X1 say, which is 
regular (since X is). Hence X’ has a l-factorization. But the adjacency matrix 
of a l-factor is a permutation matrix with order two, and so we have 
immediately the decomposition of C for which we were looking. n 
ConoLLARY 3.4. If e is an eigenvalue of a symmetric integral matrix, 
then it is an eigenvalue of a Cayley graph. 
Proof. This is an immediate consequence of Lemma 2.4 and the previous 
theorem. n 
Lovbz notes in [6] that any eigenvalue of a vertex-transitive graph is an 
eigenvalue of a Cayley digraph. Theorem 3.3 and Corollary 3.4 can be viewed 
as generalizations of this result. 
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It is not known which algebraic integers can occur as eigenvalues of 
graphs. The problem of characterizing these numbers was first raised by A. J. 
Hoffman in [4]. As he notes there, it is clearly necessary that such an algebraic 
integer be totally real, i.e., all its algebraic conjugates must be real. (So, for 
example, 2113 cannot occur.) Further, one need only determine which num- 
bers occur as eigenvalues of symmetric integral matrices (this suffices by 
Lemma 2.4). 
He also states that any totally real algebraic integer occurs as an eigen- 
value of symmetric rational matrix. 
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