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ских процессов в исследовании процессов атак 
DOS-атаки 
На сегодняшний день существует 
мало математических исследований в об-
ласти описания процессов атак на компь-
ютерные сети при том, что количество 
методов атак растет. 
Известным классом являются атаки 
типа "отказ в обслуживании" (DOS-
атаки). Смысл данных атак заключается в 
посылке большого количества пакетов на 
заданный узел или сегмент сети, что мо-
жет привести к его перегрузке и выведе-
нию этого узла или сегмента из строя, по-
скольку он не сможет обрабатывать за-
просы авторизованных пользователей [3].  
Традиционная модель атаки основа-
на на принципе "один к одному" (рис. 1 а) 
или "один ко многим" (рис. 1 б), т.е. атака 
исходит из одного источника. В модели 
скоординированной или распределенной 
(Distributed DOS, или DDOS) атаки ис-
пользуются принципы отношения "много 
к одному" и "много ко многим" (рис. 1 в и 
рис. 1 г соответственно). В случаях при-
сутствия нескольких целей, могут иметь 
место процессы гибели и размножения 
атак, изучение которых позволит разрабо-
тать алгоритмы блокирования и контр-
атак. 
 
Рис. 1. Простые (а, б) и распределенные (в, г) DOS-атаки 
Марковская модель ветвяще-
гося процесса. Предельные веро-
ятности состояния сетевого уз-
ла 
Распределенная атака, в которой на-
падающие компьютеры не только воздей-
ствуют на цель атаки, но и "заражают" 
другие узлы (устанавливая вредоносное 
ПО, либо передавая определенные коман-
ды), присоединяя их к числу атакующих, 
может быть описана как случайный вет-
вящийся процесс. Ветвящаяся атака 
(рис. 2) представляется как частица, кото-
рая с течением времени порождает по-
добные себе частицы, либо исчезает (пре-
кращение атаки конкретным узлом).  
В [5] изложены доказательства сле-
дующего. Вероятности pk(t) того, что за 
время t частица, независимо от других, с 
вероятностью pk(t) превратится в k час-
тиц, и вероятности pij(t) того, что i частиц 
  а  б  в г 
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за время t превратятся в j частиц, задают-
ся производящими функциями: 
0
0
( , ) ( ) ,
( , ) ( ) .
k
k
k
j
i ij
j
x t z p t z
x t z p t z
∞
=
∞
=
=
=
∑
∑
 
 
Рис. 2. Ветвящаяся атака 
В случае непрерывного времени, 
производящие функции могут быть полу-
чены из дифференциального уравнения 
( , ) [ ( , )],d x t z x t z
dt
= ϕ  
где λk – вероятности пере-
хода из состояния 1 в состояние k (λ1=-λ), 
z∈[0;1] – числовой параметр, начальное 
условие x(0,z)=z. Из решения уравнения в 
неявной форме 
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определяется функция x=x(t,z). из разло-
жения которой получаются вероятности 
pk(t). 
Пусть в исходный момент t0=0 име-
ется i частиц, тогда: 
− вероятность прекращения атаки 
за время t (вероятность вырождения): 
P{τ<t}=[x(t,0)]i, 
где τ – момент, когда все частицы исчез-
нут (j=0); 
− среднее количество атакующих 
через время t (для непрерывного распре-
деления): 
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− вероятность образования беско-
нечного количества атакующих (вероят-
ность взрыва) через время t: 
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где x0(t) – минимальное решение диффе-
ренциального уравнения x'=1/ϕ(x) с на-
чальным условием x(0)=1; 
− вероятности конечных состояний 
системы описываются предельным рас-
пределением 
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При a=0 или a→0 оно является по-
казательным: 
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Марковские процессы гибели 
и размножения 
Процессы гибели и размножения 
описывают состояние атаки с нескольки-
ми целями. Атакуемая система может на-
ходиться в одном из состояний 
E0,E1,E2,…Ei, где i – количество узлов, 
выведенных из строя атакой. Переход 
En→En-1 означает восстановление (отра-
жение атаки) одного узла, а переход 
En→En+1 – выход из строя одного узла. 
Если переходы En→En+1 невозможны, то 
процесс называется процессом гибели 
(атак). Если возможны только переходы 
En→En+1, то процесс называется процес-
сом размножения (атак). Например, про-
цесс обслуживания простейшего потока 
заявок представляет собой процесс чисто-
го размножения. Процесс обслуживания с 
ожиданием в системе из m обслуживаю-
щих устройств является процессом гибе-
ли и размножения. 
В [2] представлено математическое 
описание состояния процесса гибели и 
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размножения. Пусть вероятность перехо-
да En→En+1 по истечении времени 
(tn, tn+h) равна λnh+o(h), а перехода 
En→En-1 соответственно μnh+o(h). Здесь 
o(h) – величина второго порядка малости 
по сравнению с первым слагаемым, кото-
рой в инженерных расчетах можно пре-
небречь. Вероятности переходов описы-
ваются системой дифференциальных 
уравнений (1). 
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где Pk(t) – вероятность того, что система в 
момент t находится в состоянии Ek. Для 
описания атаки, предположим, что на-
чальное состояние системы было E0, т.е. 
до атаки отсутствуют неисправные узлы. 
Процесс распределенной атаки по-
хож на процесс массового обслуживания 
в системе с потерями: система может на-
ходиться лишь в состояниях E0,E1,…Em и 
вероятности переходов 
P(h){Ek→Ek+1, k<m}=λh+o(h), 
P(h){Ek→Ek-1, k>0}=kμh+o(h), 
P(h){Ek→Ek, k<m}=1-λh-kμh+o(h), 
где λ – параметр распределения вероятно-
сти атаки. Условия схемы процесса:  
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Решение (1) при этих условиях для 
любого распределения длительности атак 
со средним значением 1/μ имеет вид (2). 
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При k=m, из (2) находится вероят-
ность отказа системы (все узлы выведены 
из строя): 
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Из (2) также находится среднее ко-
личество выведенных из строя узлов: 
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Полумарковские процессы как 
модели процессов атак на компь-
ютерные сети 
Атака на сеть с несколькими слоями 
защиты может быть описана обычным 
Полумарковским процессом. В [4] изло-
жен вариант такого описания. 
Текущее состояние процесса атаки 
на сеть представлено как частица, а про-
цесс перехода из одного состояния в дру-
гое – как процесс случайного блуждания 
этой частицы. Пусть число экранов сис-
темы защиты равно N, а состояние s0 – 
отражение атаки от внешнего экрана. Со-
стояние s1i – прохождение атакующего 
субъекта через i-й экран, а состояние s2 – 
преодоление всех защитных экранов и 
проникновение в ядро защищаемого объ-
екта. 
Перемещение частицы может про-
исходить из состояния s0 через состояния 
s1i в состояние s2 и обратно. Очевидно, 
состояние s1i является неким идеальным 
состоянием, вероятность которого 
p1i=P(s=s1i) равна нулю. Поэтому, для 
приведения процесса к Марковскому вве-
дены некоторые дополнительные состоя-
ния s1i+ε и s1i-ε в малых окрестностях точек 
s1i. 
Процесс рассмотрен как блуждания 
частицы между упругими жесткими экра-
нами S0 и S1i и поглощающим экраном S2 
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(рис. 3). Наличие экранов означает сле-
дующее: 
− если частица попадает в точку S0, 
то в следующий момент времени частица 
с вероятностью r попадет в точку S0+ε ли-
бо с вероятностью 1–r останется в точке 
S0; 
− если частица попадает в точку S2, 
то в следующий момент времени частица 
с вероятностью q попадет в точку S2–ε ли-
бо с вероятностью 1–q останется в точке 
S2. 
На рис. 4 изображен граф состояний 
системы с вероятностями переходов для 
частного случая N=1 (s1i=s1, s1i±ε=s1±ε). 
Изменения во времени соответст-
вующих вероятностей состояния p0, p1-ε, 
p1+ε, p2 удовлетворяют уравнения Колмо-
горова (3) [1, 6]. 
 
Рис. 3. Процесс блуждания частицы между экранами 
 
Рис. 4. Граф состояний для частного случая 
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Интегрируя эту систему уравнений 
при заданных начальных условиях, полу-
чаем вероятности состояний как функции 
времени. Для примера, которому соответ-
ствует график на рис. 3, начальные усло-
вия таковы: 
P11-ε=1, P0=P11+ε=P2=0. 
В свою очередь, вероятности пере-
ходов определяются отношением мгно-
венной интенсивности атак λмгн к скоро-
сти реакции системы защиты (интенсив-
ности потока обслуживания атак) μ. Для 
случая постоянной на интервале наблю-
дения интенсивности атак λ, решение 
системы уравнений (3) тривиально. Оно 
представляет собой экспоненциальную 
функцию, параметры которой полностью 
определяются соотношением λ/μ и на-
чальным состоянием системы. 
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В случае переменной интенсивности 
трафика получаем систему параметриче-
ских дифференциальных уравнений пер-
вого порядка, общее решение которой 
имеет следующий вид (пример для веро-
ятности p0): 
( ) ( ){ } ( ) ( ) ( ) ( ){ }1 2 1 20 1 1r t dt r t dtr t dtP t e P t r t e dt C e ,− − − −⎡ ⎤ ⎡ ⎤⎡ ⎤⎣ ⎦ ⎣ ⎦⎣ ⎦−ε −ε∫ ∫∫= +∫  
 
где C – постоянная величина, определяе-
мая из начальных условий. 
Таким образом, можно получить ко-
личественные оценки эффективности от-
ражения атак в зависимости от интенсив-
ности входного потока и скорости обра-
ботки в устройстве защиты. 
Выводы 
С учетом вышеуказанного, выделе-
ны следующие состояния сетевого узла, 
относительно атак: 
1. Норма (N) – обычный режим ра-
боты; 
2. Атакуемый (Ai) – попытка не-
санкционированного доступа (НСД): 
2.1. Прохождение 1-го слоя  
защиты; 
… 
2.n. Прохождение n-го слоя  
защиты; 
3. Защита (Ri) – остановка НСД: 
3.1. Восстановление n-го слоя 
защиты; 
… 
3.n. Восстановление 1-го слоя 
защиты; 
4. Контратака (C) – блокировка уг-
рожающего узла; 
5. Отказ (F) – выход узла из строя; 
6. Атакующий (I) – присоединение 
к группе атакующих узлов. 
Граф состояний представлен на 
рис. 5. Параметры функций переходных 
вероятностей могут быть рассчитаны, ос-
новываясь на статистических результатах 
наблюдений сетевой активности.  
Марковские процессы имеют широ-
кую применимость в моделировании со-
стояний систем при атаках, так как позво-
ляют абстрагироваться от закона распре-
деления времени прихода сообщений. Это 
позволяет отдельно исследовать состоя-
ния системы, рассчитывать вероятности 
успеха атаки или ее отражения, конечное 
состояние системы, а так же показатели 
эффективности защиты. 
 
F 
Рис. 5. Граф состояний атакуемого сетевого 
узла 
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