We consider the task of simultaneously clustering the rows and columns of a large transposable data matrix. We assume that the matrix elements are normally distributed with a bicluster-specific mean term and a common variance, and perform biclustering by maximizing the corresponding log likelihood. We apply an 1 penalty to the means of the biclusters in order to obtain sparse and interpretable biclusters. Our proposal amounts to a sparse, symmetrized version of k-means clustering. We show that k-means clustering of the rows and of the columns of a data matrix can be seen as special cases of our proposal, and that a relaxation of our proposal yields the singular value decomposition. In addition, we propose a framework for biclustering based on the matrix-variate normal distribution. The performances of our proposals are demonstrated in a simulation study and on a gene expression data set. This article has supplementary material online.
Introduction
In recent years, much interest has centered around the unsupervised analysis of gene expression data and other types of high-dimensional biological data. Many proposals involve clustering the n observations on the basis of the p features, or clustering the p features on the basis of the n observations. We will refer to such proposals as one-way clustering in this paper, since either the rows or columns of a data matrix are clustered, but not both. An overview of some popular one-way clustering procedures can be found in Hastie et al. (2009) .
In certain cases, we may be faced with transposable data, characterized by the fact that both the rows and columns are of scientific interest and may contain clusters or other structure (Lazzeroni & Owen 2002) . One such example is gene expression data, in which the rows represent tissue samples and the columns represent genes for which expression measurements were obtained. In this case, there may be subgroups among the rows (corresponding to distinct sets of patients, perhaps with different subtypes of a disease) or subgroups among the columns (corresponding to groups of genes with shared expression patterns, potentially revealing important biological pathways) (Eisen et al. 1998) . In this setting, one-way clustering seems inappropriate since it does not reflect the fact that both the rows and the columns are of scientific interest. To address this shortcoming, a number of proposals have been made for biclustering, which involves simultaneously clustering the rows and columns of a data matrix (among others, Cheng & Church 2000 , Lazzeroni & Owen 2002 , Getz et al. 2000 , Tang et al. 2001 , Madeira & Oliveira 2004 , Cho et al. 2004 , Cho & Dhillon 2008 , Lee et al. 2010 , Hochreiter et al. 2010 . We define a bicluster to be a subset of the data matrix, corresponding to a set of observations and a set of features, such that all elements within the subset are similar to each other; some authors refer to this as a co-cluster. The concept of similarity must be defined based on the data set and the scientific question.
In the literature, various authors have used the term bicluster in different ways. Three distinct types of biclusters are displayed in Table 1 . The simplest type of bicluster is a constant bicluster (Table 1 (a)), in which all elements take on approximately a constant value. Within an additive coherent bicluster (Table 1( b) ), an additive model holds for each element; this is related to a two-way ANOVA model. Finally, a multiplicative coherent bicluster (Table 1( Gene expression data is high-dimensional, in the sense that p n. In this setting, it might be reasonable to assume that most genes do not contribute much to or differ between the biological conditions being studied, and so in a sense can be considered to be noise. A number of authors have recently suggested performing sparse one-way clustering of the observations in gene expression data, so that just a subset of the genes are used to cluster the observations (Pan & Shen 2007 , Wang & Zhu 2008 , Xie et al. 2008 , Witten & Tibshirani 2010 . This can yield more accurate clusters, and also allows biologists to focus their research efforts on those selected genes.
In this paper, we extend sparse one-way clustering to the biclustering problem. Assume that each element of the data matrix follows a normal distribution with a bicluster-specific mean value and a common variance. We can estimate the biclusters by maximizing the corresponding log likelihood. To achieve sparse biclustering, we maximize the 1 -penalized log likelihood. The proposed approach is illustrated on a toy example in Figure 1 , in which it is shown that biclustering can result in more accurate cluster discovery than independent one-way clustering of the rows and columns of a data matrix. Our approach identifies constant and contiguous biclusters, as in Table 1 (a).
The rest of this paper is organized as follows. In Section 2, we review the biclustering literature.
Section 3 contains our proposal for sparse biclustering, and in Section 4, we motivate our biclustering proposal further by exploring its connection with the singular value decomposition. In Section 5
we present an approach for selecting the tuning parameters associated with this proposal. In
Section 6 we present the results of simulation studies, and Section 7 contains an application to a gene expression data set. We propose a more general formulation for biclustering using the matrix-variate normal distribution in Section 8. The Discussion is in Section 9.
Past work on biclustering
In the literature, biclustering proposals have taken a number of forms, and date back to at least Hartigan (1972) . For instance, some authors have independently clustered the rows and the columns of the data matrix, and others have suggested performing matrix factorization and examining the resulting singular vectors in order to identify biclusters. In addition, some biclustering proposals allow overlapping biclusters while some identify biclusters as contiguous block matrices. A detailed review of past proposals is outside of the scope of this paper, but can be found in Madeira & Oliveira (2004) and Prelic et al. (2006) . Here, we briefly review three proposals for biclustering that form the basis for comparisons in the later sections of this paper. These three methods are included in comparisons because, like the proposal in this paper, they assume that most elements of the data matrix take on a common mean value. If the data matrix is centered appropriately, then this leads to a sparse estimate of the mean matrix. Lazzeroni & Owen (2002) introduced the plaid model for transposable data, in which X ij = K k=1 θ ijk ρ ik κ jk , where ρ ik and κ jk are binary values that equal one if the ith observation and jth variable belong to the kth bicluster. The plaid model identifies constant biclusters when θ ijk = µ k , and additive coherent biclusters result when θ ijk = µ k + α ik + β jk . The parameters are estimated by minimizing the quantity Turner et al. (2005) developed the improved plaid (IP) approach, an improved algorithm for this task, which is challenging due to the constraint that ρ ik and κ jk are binary.
More recently, Shabalin et al. (2009) proposed an algorithm for finding constant biclusters, termed large average submatrices (LAS), using the model
∈B k is an indicator function for whether the ith row and jth column belong to the kth bicluster, µ k is a mean term, and ij is a noise term. The algorithm seeks to find a bicluster that maximizes a significance score on the residual matrix obtained by subtracting out the biclusters identified in previous iterations.
An entirely different approach based on the singular value decomposition (SVD) is taken by Lee et al. (2010) and Hochreiter et al. (2010) . They proposed to identify multiplicative biclusters using a low-rank approximation:
where s k is a scalar and u k and v k are vectors of lengths n and p. Lee et al. (2010) estimated the parameters subject to sparsity-inducing penalties on u k and v k ; we will refer to this as the sparse SVD (SSVD) approach. Hochreiter et al. (2010) imposed sparsity on the vectors u k and v k using a Bayesian approach. Both sets of authors declared the matrix elements corresponding to non-zero elements of u k and v k to make up the kth bicluster.
In this paper, we propose sparse biclustering under the assumptions that (1) each matrix element is normally distributed with a bicluster-specific mean, and (2) the biclusters partition the rows and columns of the matrix. Our proposal can be thought of as a generalization of k-means clustering to biclustering, and also a sparse and constrained version of the SVD.
Sparse biclustering
In what follows, X is a n × p matrix with n observations and p features. We assume that the n observations belong to K unknown and non-overlapping classes, C 1 , . . . , C K , and the p features belong to R unknown and non-overlapping classes, D 1 , . . . , D R .
An approach for biclustering
Assume that all matrix elements are independent, and that
We wish to estimate C k , D r , and µ kr for k = 1, . . . , K and r = 1, . . . , R. Maximizing the log likelihood of the data under this model is equivalent to
which is easily seen to reduce to k-means clustering of the observations into K clusters if R = p, and k-means clustering of the features into R clusters if K = n. Note that solving (1) results in the discovery of KR biclusters, each of which consists of |C k ||D r | elements -namely, the observations in C k and the features in D r .
Sparse biclustering
A shortcoming of (1) is that every row cluster C k and column cluster D r is assigned its own mean term µ kr , where µ kr = 0 in general. If the data matrix X is centered so that its overall mean is zero, then we may suspect that some or many biclusters have a mean term that is approximately zero. In this setting, it may be worth incurring a little bit of additional bias by estimating these mean terms to be exactly zero, in the interest of improved interpretability and reduced variance in the resulting biclusters. It is straightforward to induce sparsity on the mean elements by penalizing
(1) using an 1 or lasso penalty (Tibshirani 1996) . We arrive at
where λ is a nonnegative tuning parameter. As λ increases, (on average) an increasing number of µ kr 's will be estimated to equal zero. Ifμ kr = 0, then this indicates a bicluster (C k , D r ) for which the overall mean is not substantially different from zero. We note that (2) can be viewed as an extension of some recent sparse one-way clustering proposals (Pan & Shen 2007 , Xie et al. 2008 , Wang & Zhu 2008 to the biclustering setting, in the sense that if R = p then we are performing sparse k-means clustering of the rows of the data matrix.
Algorithm 1 is a simple iterative approach for finding a local optimum of (2). It is a descent algorithm, and when λ = 0, it amounts to finding a local optimum of (1). We performed Algorithm 1 5,000 times on the same data matrix X, generated as in Section 6.2, using random initializations of the row and column clusters. In 5,000 replications, the values of the objective function (2) were always within ±0.5% of the mean of the values.
We note that in the optimization problem (2), there is a complex interplay between the parameters K, R, and λ. For instance, when λ is extremely large, then µ kr = 0 for all k = 1, . . . , K and r = 1, . . . , R, and so the values of C 1 , . . . , C K and D 1 , . . . , D R that minimize (2) are not unique.
This problem can also manifest itself for more moderate values of λ. For instance, consider
Step 2(a) of Algorithm 1, and suppose that µ kr = µ k r = 0 for some k = k and for all r = 1, . . . , R. Then
j∈Dr (X ij − µ k r ) 2 , and so C k and C k cannot be uniquely assigned. In our implementation of Algorithm 1, we address this problem when it occurs Algorithm 1 Sparse biclustering 1. Initialize D 1 , . . . , D R and C 1 , . . . , C K by performing one-way k-means clustering on the columns and on the rows of the mean-centered data matrix X.
Iterate until convergence:
(a) Holding C 1 , . . . , C K and D 1 , . . . , D R fixed, solve (2) with respect to µ. That is,
where S is the soft-thresholding operator S(a, b) = sign(a)(|a| − b) + , |C k | is the cardinality of C k , and |D r | is the cardinality of D r .
(b) Holding D 1 , . . . , D R and µ fixed, solve (2) with respect to C 1 , . . . , C K , by assigning the ith observation to the row cluster for which R r=1
Step 2(a).
(d) Holding C 1 , . . . , C K and µ fixed, solve (2) with respect to D 1 , . . . , D R , by assigning the jth feature to the column cluster for which
by simply merging the kth and k th clusters, thereby reducing the total number of row clusters from K to K − 1. We take this approach in the interest of simplicity, though alternative procedures are possible and could lead to lower values of the objective (2).
4 A spectral interpretation for biclustering Zha et al. (2001) established that a relaxation of k-means clustering yields principal components analysis (PCA), or equivalently, that k-means can be interpreted as a constrained version of PCA in which the kth principal component must take on values in {0,
We will now show that with K = R (i.e. the same number of row and column clusters), the biclustering optimization problem
(1) can be relaxed in order to yield the SVD. We first present a lemma that provides an alternative characterization for the SVD.
Lemma 1. Consider the optimization problem
where A and B are n × K and p × K orthogonal matrices and K ≤ min(n, p). The solution is
given by A = U 1:K Q 1 and B = V 1:K Q 2 , where U 1:K and V 1:K are n × K and p × K matrices whose columns are the first K left and right singular vectors of X respectively, and Q 1 and Q 2 are any K × K orthogonal matrices.
Finally, we present our theorem.
Theorem 4.1. Consider the problem (4) with two additional constraints:
1. The elements of the kth column of A are 0 or
2. The elements of the kth column of B are 0 or
This constrained version of (4) is equivalent to the biclustering optimization problem (1) with K = R. Equivalently, a relaxed version of (1) yields the SVD.
Theorem 4.1 elucidates the difference between performing independent k-means clustering on the rows and columns of a data matrix, and performing biclustering. For the relaxed problem, the two approaches are identical -that is, we know that performing PCA on the rows of a data matrix and PCA on the columns of a data matrix is equivalent to simply computing the SVD of the data matrix. However, for the constrained problem, the two approaches are different, in the sense that k-means clustering and biclustering yield different solutions. Biclustering constitutes a more symmetric and systematic approach. A result closely-related to Theorem 4.1 can be found in Cho et al. (2004) .
Tuning parameter selection
The sparse biclustering proposal (2) involves three tuning parameters: the number of row clusters K, the number of column clusters R, and the sparsity parameter λ. Here we consider the problem of selecting these tuning parameters in an automated fashion.
Selection of K and R
In order to select K and R, we recast biclustering as a supervised learning problem, as follows.
We leave out a random subset of elements from the data matrix X, impute those left-out elements using the overall mean for the data matrix, and bicluster the resulting data matrix. We then assess the extent to which the estimated bicluster mean for the left-out elements differs from the true value of the left-out elements, using squared error loss. A related proposal appears in . This approach, which assumes that λ is fixed, is described in greater detail in Algorithm 2.
Algorithm 2 Selecting number of row clusters K and column clusters R 1. Repeat the following procedure T times:
(a) Let M denote a set containing np/T elements of the form (i, j), where (i, j) is drawn uniformly at random from {(1, 1), (1, 2), . . . , (n, p)}.
(b) Construct a new n × p matrix, X * , for which the elements in M are "missing" and are imputed using the mean of the non-missing values:
(c) For each pair of values (K, R) of interest:
i. Perform sparse biclustering of X * with K row and R column clusters.
ii. Construct a n × p matrix A whose (i, j)th element equals the estimated value of µ kr , where i ∈ C k and j ∈ D r . iii. Calculate the mean squared error that results from estimating the "missing" elements using the corresponding bicluster means,
2. For each pair of values (K, R) that was considered in Step 1(c), compute m K,R , the mean of the quantity (6) across all T iterations, as well as s K,R , its standard error.
3. Identify the pairs (K, R) for which m K,R ≤ m K+1,R+1 + s K+1,R+1 .
Select the (K, R) from
Step 3 for which K + R is smallest.
In order to explore the performance of this approach for selecting K and R, we conducted a small simulation study with various values of n, p, K, and R. First, each row was randomly assigned into one of the row clusters with uniform probability, and each column was randomly assigned to one of the column clusters with uniform probability. Then, the elements of the matrix X were generated independently,
3). We quantified the extent to which Algorithm 2 correctly identified the values of K and R.
Occasionally, Algorithm 2 may return multiple results -for instance, two results will be returned if both (K = 3, R = 4) and (K = 4, R = 3) satisfy the criterion in Step 3, and no pair of (K, R)
for which K + R < 7 satisfies the criterion. In this case, we gave the algorithm "partial credit"
according to the fraction of returned (K, R) pairs that are correct. Results are in Table 2 . 
Selection of λ
We now assume that K and R are known, or else were already selected using Algorithm 2 with λ = 0. We select λ using an approach motivated by BIC. For a given value of λ, we perform sparse biclustering, and create a (np) × (q + 1) design matrix, where q is equal to the number of non-zerô µ kr 's in the sparse biclustering output. The first column is a vector of 1's corresponding to an intercept, and the remaining columns contain 1's and 0's, indicating whether a given element of the matrix is part of the corresponding non-zero-mean bicluster in the sparse biclustering output.
We fit a least squares regression model that uses this design matrix to predict the matrix elements, and compute BIC using the formula
where RSS is the usual residual sum of squares. We then select the value of λ that leads to the smallest value of BIC.
A simulation study
We compared the performance of our biclustering proposal to independent one-way k-means cluster-ing of the rows and columns in a simulation setting with constant and contiguous non-zero biclusters (Simulation 1). In addition, we compared our biclustering proposal to a number of competitors under three simulation settings: in Simulation 2 there are constant and contiguous biclusters with some of the bicluster means exactly equal to zero, in Simulation 3 there are multiplicative biclusters, and in Simulation 4 there are overlapping biclusters.
Biclustering methods used in our comparisons
We compared the following biclustering methods, which were discussed in Sections 2 and 3.
1. Independent one-way k-means clustering of the rows and of the columns.
2. Sparse biclustering using Algorithm 1, with several values of λ.
3. IP (Turner et al. 2005) , which is a variant of the plaid model (Lazzeroni & Owen 2002) , using the R package biclust available on CRAN ).
4. SSVD (Lee et al. 2010) , using the R package s4vd, available on CRAN (Sill & Kaiser 2011).
5. LAS (Shabalin et al. 2009 ), using Matlab code available at https://genome.unc.edu/las/.
Simulation 1: No bicluster means exactly equal zero
We created K = 4 row clusters and R = 5 column clusters by randomly assigning each row to a row cluster and each column to a column cluster with uniform probability. We generated a n × p
Then, we mean-centered the matrix X. We performed independent one-way k-means clustering on the rows and on the columns of the matrix, as well as sparse biclustering with various values of λ, as well as with λ selected automatically as described in Section 5.2.
The clustering error rate (CER; see e.g. Chipman & Tibshirani 2005 , Witten & Tibshirani 2010 measures the disagreement between the true and estimated cluster labels. It is one minus the Rand index (Rand 1971) . A high value of CER indicates disagreement between the true and estimated clusters, and a value of zero indicates perfect agreement. We used the CER to compare the estimated row and column clusters to the true row and column clusters. We defined the sparsity rate to be the fraction of theμ kr 's that exactly equal zero, and we defined the sparsity error rate to be the proportion ofμ kr 's that were incorrectly set to zero or incorrectly set to be non-zero.
Results are reported in Table 3 . We see that biclustering with λ = 0 leads to consistently better results than independent clustering of the rows and columns. Table 3 : Results from one-way k-means clustering and sparse biclustering for Simulation 1 with n = 200, over 50 simulated data sets. We report the mean (and standard error) of the CER of the rows and columns, and the mean (and standard error) of the sparsity rate. Note thatλ is the mean of λ selected across 50 simulations using the approach of Section 5.2. The correct values of K and R were used, since CER is not comparable across different numbers of clusters. 
Simulation 2: Some bicluster means exactly equal zero
We modified Simulation 1 so that µ kr ∼ Unif[(−2.5, −1.5) ∪ (1.5, 2.5)] or µ kr = 0 with equal probability. We compared sparse biclustering with several competitors as described in Section 6.1:
• For IP, we used the R package biclust to identify constant biclusters, with a background layer, and with row and column release parameters set to 0.5 as in Turner et al. (2005) .
• For LAS, we used the default settings in the Matlab code. We discarded biclusters with a significance-based score below one, as those tend to contain the entire matrix.
• For SSVD, we obtained a rank-1 through rank-4 approximation using the R package sv4d;
note that in our simulation set-up, the rank of the true underlying mean matrix is four. Sparsity parameters were selected using BIC. The adaptive weight parameters were set to two as in Lee et al. (2010) . Only the best results obtained are reported.
We quantify the success of the approaches via the proportion of zero elements in the underlying mean matrix that are correctly identified (correct zeros), and the proportion of non-zero elements in the underlying mean matrix that are correctly identified (correct non-zeros). We also report sparsity rate and sparsity error rate as defined in Section 6.2. Finally, for one-way k-means clustering and for our sparse biclustering proposal, we report row and column CER; we do not report this for the other competitors, since they do not provide a partition of the rows and columns, and instead simply identify (possibly overlapping) hotspots in the matrix.
The results are presented in Table 4 . We see that a substantial benefit is obtained by performing sparse biclustering rather than one-way k-means clustering, in terms of CER. Now, we discuss the performance of various biclustering methods in terms of proportion of correctly identified zeros and non-zeros, and also the sparsity error rate. We see from Table 4 that IP fails to identify any biclusters in this simulation set-up. This is due to the fact that the signal-to-noise ratio in this setting is too low; in related simulation set-ups with a higher signal-to-noise ratio, IP's performance is improved. SSVD and LAS perform comparably in this setting, and by far the best overall performance is achieved by our sparse biclustering proposal with a large value of λ. For instance, when λ = 1000 and p = 200, the sparsity error rate is only 14.2%.
Simulation 3: Multiplicative biclusters
This simulation study is adapted from Lee et al. (2010) . Let M = du 1 v T 1 be a 100 × 50 matrix with [10, 9, 8, 7, 6, 5, 4, 3, r(2, 17) Lee et al. (2010) , this is a challenging biclustering problem since some non-zero entries in M are small relative to the noise. In particular, this setting is challenging for our sparse biclustering proposal, due to the presence of multiplicative biclusters, as opposed to the contiguous constant bicluster setting for which our proposal is intended.
We performed sparse biclustering with K, R automatically selected using Algorithm 2, and with various values of λ. For IP, LAS, and SSVD, the tuning parameters used are as in Section 6.3 unless specified otherwise. For IP, we set the R package biclust to identify the most flexible model discussed in Lazzeroni & Owen (2002) , and ran the algorithm without the background layer. For SSVD, we set the parameters in the R package s4vd such that one bicluster is identified.
The results (averaged over 100 simulations) are summarized in Table 5 . It is not surprising that SSVD has the best results in this simulation set-up, as in this set-up there are multiplicative biclusters. Though they have low sparsity error rates, both IP and LAS fail to correctly identify most of the non-zero elements in the underlying mean matrix. It is not surprising that LAS performs poorly in this simulation set-up, as LAS was developed to identify constant biclusters.
How does sparse biclustering perform in this setting, which clearly violates the constant and contiguous bicluster model? Sparse biclustering with λ = 0 has a sparsity error rate of 0.92, due to the fact that when λ = 0, all elements in the estimated mean matrix are non-zero. However, for a moderate value of λ, sparse biclustering performs well, even though it is designed to identify contiguous constant biclusters. This is because the multiplicative bicluster in Figure 2 
Simulation 4: Overlapping multiplicative biclusters
In this section, we investigate an example with overlapping multiplicative biclusters. Let M = We performed the biclustering methods described in the previous section, with the SSVD parameters set to identify two biclusters. We expect SSVD to perform well in this set-up, since there are multiplicative overlapping biclusters. In contrast, sparse biclustering's assumption of constant and non-overlapping biclusters is clearly violated. Nonetheless, sparse biclustering performs competitively (Table 6) , since the multiplicative and overlapping biclusters can be very accurately approximated using sparse biclustering using a sufficiently large value of K and R (Figure 3(c) ).
A similar fact was noted in Gu & Liu (2008) . 
Application to a gene expression data set
In this section, we consider a lung cancer gene expression data set previously analyzed by Lee et al. (2010) and Liu et al. (2008) , consisting of measurements for 56 samples and 12,625 genes. 17 samples correspond to normal subjects, 20 correspond to subjects with pulmonary carnicoid tumors, 13 correspond to colon metastases, and six correspond to small cell carnicomas. We selected 5,000 genes with largest variance, and we mean-centered the 56 × 5000 data matrix. The goal is to discover sets of genes whose expression differs from the baseline in a subset of the patients.
We performed sparse biclustering using K = 4 (which we know to be the true number of row clusters), R = 10, and λ = 1500. A heatmap of the resulting estimated mean matrix is shown in Figure 4 . For visualization purposes, we reordered the genes based on the estimated clusters to which they belong. From Figure 4 , we see that one subject with small cell carnicoma is assigned to a cluster of pulmonary carcinoid tumors via sparse biclustering. Imposing sparsity in estimating the bicluster means provides substantial benefits in interpretation of the image plot, asμ kr = 0
for many values of k and r. Furthermore, we see from Figure 4 that there is substantial variation among the estimated bicluster means. For instance, the genes in the second column cluster have a very large mean value in normal patients and a very small mean value in carcinoid patients.
Small%
Normal% Colon% Carcinoid% 1% 2% 3% 4% 5% 6410% Figure 4 : Heatmap of the estimated mean matrix from sparse biclustering using K = 4, R = 10, and λ = 1500 on a subset of the lung cancer data set consisting of the 5,000 genes with highest variance. The rows are ordered by true cancer subtype. The genes are reordered based on the estimated clusters for visualization purposes. The column labels are the gene clusters. Note that all elements in column clusters 6-10 are estimated to equal zero.
The estimated mean matrix shown in Figure 4 is similar to the three image plots obtained using SSVD in Lee et al. (2010) . This is not surprising, since our biclustering proposal can be interpreted as a constrained version of the SVD (see Section 4). However, SSVD has a major interpretational disadvantage relative to our proposal: whereas sparse biclustering explicitly returns cluster labels for both the rows and columns of the data matrix, the SSVD instead returns a series of sparse singular vectors. The analyst must then take a post hoc approach to interpret these singular vectors in order to determine the row and column clusters. In other words, SSVD does not directly output a single interpretable figure as in Figure 4 .
We note that Algorithm 2 led to selection of K = 5 and R = 25 on this example. One of these row clusters contains just a single subject, and the others correspond perfectly to the subjects' cancer types. Here we reported results using R = 10 instead of R = 25 for simplicity; however, using R = 25, a figure that is qualitatively very similar to Figure 4 emerges.
Matrix-variate normal biclustering
Recently, proposals have emerged to use the matrix-variate normal distribution to model highdimensional transposable data (Gupta & Nagar 1999 , Allen & Tibshirani 2010 . To indicate that a n × p data matrix X has a matrix-variate normal distribution, we write
where A is a n×p matrix containing the mean for each element of X, Σ is a n×n covariance matrix for the rows of X, and ∆ is a p × p covariance matrix for the columns of X. A consequence of the matrix-variate normal model (7) is that the rows and columns of X are marginally multivariate normal. For instance, letting X i and A i be the ith rows of X and A, respectively, then
We note that in the case Σ = ∆ = I, this model reduces to X ij ∼ i.i.d. N (0, 1).
General formulation of matrix-variate normal biclustering
Now assume that the n × p data matrix X is drawn from a matrix-variate normal distribution of the form (7) and that A has constant biclusters: that is, for all i ∈ C k and j ∈ D r , A ij = µ kr .
Without loss of generality, suppose that the rows and columns are ordered such that k < k , i ∈ C k , and i ∈ C k implies that i < i , and similarly r < r , j ∈ D r , and j ∈ D r implies that j < j . In other words, we use the model
where (µ kr ) is a |C k |×|D r | matrix, all of whose elements equal µ kr . This is a natural formulation for biclustering since it easily accommodates constant biclusters as well as arbitrary row and column covariances. Fitting the model (9) requires estimating the n × n matrix Σ and the p × p matrix ∆ using the n × p matrix X; a proposal to do this using 1 or 2 penalties is presented in Allen & Tibshirani (2010) .
A further simplification to the model (9) is natural. Though we might expect correlation between observations within a row cluster, or between features within a column cluster, correlations between observations in two different row clusters or between features in two different column clusters are less easily interpreted. This leads to the model
where Σ and ∆ are now block diagonal with blocks of dimension (10) is attractive not only because it provides a natural model for biclustering, but also because it has as special cases some wellknown formulations for one-way clustering. In particular, consider (10) with R = p and Σ k = I for k = 1, . . . , K. Then (10) amounts to a simple and well-studied model in which all observations come from a multivariate normal distribution with a common diagonal covariance matrix and a clusterspecific mean vector (Fraley & Raftery 2002) . If furthermore ∆ = σ 2 I, then this amounts to the usual formulation for one-way k-means clustering. By symmetry of the matrix normal distribution, (10) also reduces to model-based clustering or k-means clustering of the columns. Note that if we assume that Σ = σ 2 I and ∆ = I, then this corresponds to our proposal in Section 3.
Sparse matrix-variate normal biclustering
The log likelihood corresponding to (10) takes the form
where X k,r is a |C k | × |D r | submatrix of X that consists of the elements X ij for i ∈ C k and j ∈ D r .
We would like to fit the model (10) by maximizing (11). However, two problems arise. First, the maximum likelihood estimates of Σ k and ∆ r may be singular. Second, we may want to encourage sparsity in µ kr . To address these two points, we propose to maximize the penalized log likelihood
Here, α, β, and λ are nonnegative parameters that determine the extent of penalization. We take
The last two terms in (12) can be understood as
To maximize (12), we take an iterative approach in which we update the parameters µ, Σ, ∆,
. . , D R sequentially, holding all other parameters fixed as we update the current set of parameters. We begin with two simple lemmas.
. . , C K , and D 1 , . . . , D R held fixed, then maximizing (12) with respect to µ results in the update
where 1 is a |C k | × |D r | matrix comprised solely of 1's, and S is the soft-thresholding operator. 
where
Note that if d = 1, the graphical lasso algorithm (Friedman et al. 2007 ) can be used to solve (14), and the estimate for Σ In order to update C 1 , . . . , C K with D 1 , . . . , D R , ∆ −1 , Σ −1 , and µ held fixed, we note that by (8), the ith row of X has a multivariate normal distribution given by
if that observation belongs to the kth cluster. In (15), µ k is a p-vector whose jth element equals µ kr if j ∈ D r . So we update the row cluster of the ith observation by assigning that observation to the class for which the log likelihood resulting from (15) is largest. We note that this approach for updating the row clusters is not completely rigorous, since we are assigning each observation to a new row cluster without regard to the covariance structure among the rows. In particular, this approach is not guaranteed to increase the log likelihood, but performs well empirically. A similar approach is taken to update the column clusters.
The steps just described for maximizing (12) 
A simulation study
We created K = 4 row and R = 5 column clusters by randomly assigning each row to a row cluster with uniform probability, and each column to a column cluster with uniform probability.
We generated a n × p mean matrix A as follows: for each i ∈ C k and j ∈ D r , A ij = µ kr , where µ kr ∼ Unif[(−2.5, −1.5) ∪ (1.5, 2.5)] or µ kr = 0 with equal probability. Then, the n × p matrix X is generated according to X ∼ M V N (A, Σ, ∆), where Σ and ∆ are block diagonal covariance matrices with blocks corresponding to the row and column cluster memberships, respectively.
We performed one-way k-means clustering on the rows and on the columns, sparse biclustering, and matrix-variate normal biclustering with d = 1. We considered the cases when Σ −1 and ∆ −1 are known and unknown. We set the tuning parameters α and β in (12) to equal 0.05. In addition, we considered IP, LAS, and SSVD, where the tuning parameters were chosen as described in Section 6.3. The same evaluation criteria as in Section 6.3 were used to evaluate the performance of various biclustering methods. Results are reported in Table 7 .
We see that matrix-variate normal biclustering leads to consistently better results than sparse biclustering and one-way clustering of the rows and columns via k-means. When both Σ −1 and ∆ −1 are known, matrix-variate normal biclustering results in the lowest CER.
Application to real data
We again consider the lung cancer data set described in Section 7. Once again, we selected 5,000 genes with largest variance, and mean-centered the data matrix. We performed MVN biclustering with K = 4, R = 10, λ = 1500, α = 0.35, β = 0.35, and d = 1, where α, β, and d are given in (12).
A heatmap of the estimated mean matrix resulting from MVN biclustering is shown in Figure 5 . We see from Figure 5 that MVN biclustering perfectly identifies the four types of subjects. On this data set, since α is large and n is small, the estimate for Σ −1 obtained is diagonal -in other words, here our MVN biclustering does not model conditional dependencies among the samples. In contrast, the estimate obtained for ∆ −1 has many non-zero elements within each of the blocks. In particular, 13.45% of the partial correlations in cluster 1, 73% of the partial correlations in cluster 2, 58.23% of the partial correlations in cluster 3, 40.96% of the partial correlations in cluster 4, 73.22%
of the partial correlations in cluster 5, and 0.057% of the partial correlations in clusters 6-10 are non-zero. By inspection of Figure 5 , we see that the gene clusters with expression levels that differ substantially among cancer subtypes tend to contain genes that are conditionally dependent. This is scientifically plausible, since we believe that genes that participate in the same pathways tend to be conditionally dependent, and may have similar expression levels in each biological condition.
Discussion
In this paper, we have proposed a novel approach for biclustering. Sparsity in the bicluster means is achieved using an 1 penalty, and our biclustering proposal is extended to a more general setting using the matrix-variate normal distribution. We have shown that k-means clustering can be seen as a special case of our biclustering proposal. Just as a relaxation of k-means clustering yields PCA, a relaxation of our biclustering approach yields the SVD.
A possible drawback of our sparse biclustering proposal is that it does not allow for overlapping biclusters -that is, it assigns each element of the data matrix to exactly one bicluster. While allowing for overlapping biclusters can be beneficial in certain contexts (Madeira & Oliveira 2004), we argue that it results in too much complexity as well as challenges in interpretation. Furthermore, we demonstrate in Sections 6.4 and 6.5 that even though our sparse biclustering proposal assumes constant and contiguous biclusters, it performs competitively when there are multiplicative biclusters and overlapping biclusters.
The R package sparseBC, available on CRAN, implements the methods proposed. 
Supplementary materials

Proof of Lemma 2
Proof. We must minimize the quantity
with respect to µ kr . This amounts to minimizing
where 1 is a |C k | × |D r | matrix with all entries equal to 1. Completing the square, we see that this is equivalent to minimizing
with respect to µ kr . The result follows directly.
Proof of Theorem 4.1
Before we prove Theorem 4.1, we present a simple lemma.
Lemma 4. LetX denote the mean of the elements in X. Then,
Now we proceed with a proof of Theorem 4.1.
Proof. Problem (4) is equivalent to the problem minimize
which is equivalent to minimize
Since (4) constrains A to be orthogonal, the two additional constraints in the theorem statement imply that the kth column of A contains exactly n k elements that are equal to 1 √ n k , and n − n k elements that equal zero. Moreover, the non-zero elements of each column of A are non-overlapping. A similar claim holds for B. Let C k denote the indices of the non-zero elements in the kth column of A, and similarly let D r denote the indices of the non-zero elements in the rth column of B. Then (19) leads to
Finally, applying Lemma 4 reveals that this is equivalent to 0.000 (0.000) 0.000 (0.000) 1.000 (0.000) 0.920 (0.000) Bicluster λ=80 
