A new scheme for implementing a reduced order model for complex meshbased numerical models (e.g. finite element unstructured mesh models), is presented. The matrix and source term vector of the full model are projected onto the reduced bases. The proper orthogonal decomposition (POD) is used to form the reduced bases. The reduced order modelling code is simple to implement even with complex governing equations, discretization methods and non-linear parameterizations. Importantly, the model order reduction code is independent of the implementation details of the full model code. For nonlinear problems, a perturbation approach is used to help accelerate the matrix equation assembly process based on the assumption that the discretized system of equations has a polynomial representation and can thus be created by a summation of pre-formed matrices.
INTRODUCTION
The major issue in large scale complex modelling is that of reducing the computational cost while preserving numerical accuracy. Using reducedorder modelling amounts to projecting the high-fidelity model onto a reduced space basis. This yields a set of ordinary differential equations in time, requiring a greatly reduced computational effort [1, 2] . Among the existing approaches, the proper orthogonal decomposition (POD) method provides an efficient means of deriving the reduced basis for high-dimensional nonlinear flow systems. This technique provides a low-dimensional description of the time-dependent dynamic system in an optimal way resulting in capture of the greatest possible energy of the system. The POD method has been widely and successfully applied to signal analysis and pattern recognition [3] as Karhounen-Loeve expansions, statistics [4] as principal component analysis (PCA), and geophysical fluid dynamics and meteorology [5, 6] as empirical orthogonal functions (EOF). Some reduced order finite difference models and mixed finite element formulations based on the POD method [7, 8, 9, 10, 25, 26] were also developed.
Most of existing approaches for the implementation of POD reduced order models require intimate knowledge of complex governing equations and spatial discretization methods used in discretising the full model. The POD reduced order models are derived by projecting the original partial differential equations (PDEs) onto the reduced space, then discretised. For complex mesh based nonlinear models, the reduced order code (including the reducedbasis discretization procedure) is not simple to implement while retaining the advanced numerical techniques used in the full model (e.g. unstructured mesh, numerical stabilization schemes, balance conservation etc.). The computational efficiency in forming and solving the POD reduced-order systems is limited to the linear or bilinear problems [11, 12] .
More recently, the discrete empirical interpolation method (DEIM) in conjunction with POD improves the efficiency of the POD approximation and achieves a complexity reduction of the nonlinear term in the full model with a complexity proportional to the number of reduced variables [13, 14, 31, 32] . In this work, a new approach is proposed to derive the POD reduced order model by projecting the matrix and source term vector of the full discrete model onto the reduced space. The implementation of reduced order modelling codes involves only the matrix vector multiplication of the full model. Importantly, the code is largely independent of the implementation details of the original equations. For nonlinear problems, a perturbation approach is used to help accelerate the matrix equation assembly process, based on the assumption that the discretized system of equations has a polynomial representation and can thus be created by a summation of pre-formed matrices.
By using the new approach, a POD based reduced order model has been developed for an unstructured fluid model, i.e. the Imperial College Ocean Model (Fluidity-ICOM) which can simultaneously resolve both small and large scale ocean flows while smoothly varying the resolution and conforming to complex coastlines and bathymetry [15, 16] . This discrete POD model retains the advanced numerical techniques as the forward model continues to be developed.
Adaptive unstructured mesh models offer significant advantages over traditional models and are expected to revolutionise the way multi-scale modelling is performed because they are the only techniques that can simultaneously resolve both small and large scale flows, thus ensuring that areas of fine resolution are used only when and where they are required. The key objective of using such meshes is to reduce the overall computational cost and increase the accuracy of solutions, hence increasing the accuracy of snapshots which are used to form the POD bases for the POD reduced order models.
This article is organized as follows. Section 2 describes the underlying equations of the fluid model. In section 3, a POD reduced order model is derived. Section 4 provides the error analysis between the POD reduced model and the full finite element model. Section 5 presents some numerical results and demonstrates the feasibility of the POD method as well as the CPU time gained by applying the POD model reduction in the present form.
DESCRIPTION OF THE FLUID MODEL
The three-dimensional (3D) non-hydrostatic Boussinesq equations used in the underlying fluid model are presented as follows
2)
3)
T is the velocity vector, p is the perturbation pressure(p := p/ρ 0 , ρ 0 is the constant reference density), f is the Coriolis force, g is the acceleration due to gravity, T is temperature. ρ is the density which satisfies the linear equation of state. ρ 0 and T 0 are reference state values. α is the thermal expansion coefficient. The stress tensor τ is used to represent the viscous terms and is related to the deformation rate tensor S ij as
(2.5) 6) with no summation over repeated indices where x = (x, y, z) T is the Cartesian coordinate system and the viscosities µ ij are constants. The horizontal viscosities µ 11 and µ 22 are allowed to assume two different, uniform values, and the off-diagonal components of τ satisfy µ ij = (µ ii µ jj ) 1/2 . In principle, coupling of the momentum and continuity equations results in an extremely large system of equations, for which an efficient solution strategy is difficult to achieve. Therefore, a technique (e.g. a projection method) is used in which the pressure and velocity variables are solved independently, thus reducing the total dimension of the equation system [16] .
By applying the finite element method [16] , the momentum equations and the continuity equation are rewritten as follows:
where Ω denotes the computational domain, N i and M i are the test functions for momentum and pressure, respectively. The momentum equation discretised in space can be rewritten in a matrix form:
where M u is the velocity mass matrix. A(u) is the advection matrix related to the nonlinear term in the momentum equation. K is the matrix related to the rest of the linear terms of velocity. C is the pressure gradient matrix. Using the θ-method to discretise the above equations in time yields:
where
and
where 0 ≤ θ m ≤ 1 and 0 ≤ θ p ≤ 
where p where now
Then consider a pressure-correction ∆p defined as:
Subtracting (2.14) from (2.17), yields
To accurately represent the local flow around steep topography, no hydrostatic assumption is made here. The pressure variable is split into a non-geostrophic and a geostrophic component. This allows the accurate representation of the hydrostatic/geostrophic balance [16, 15] .
POD-REDUCED MODEL

Proper Orthogonal Decomposition
Let V represent the model variables (e.g. u, v, p ). The ensemble of snapshots sampled at designated time steps
where N is the number of nodes, N T is the number of time steps, and L is the number of snapshots, respectively.
The average of the ensemble of snapshots
Taking the deviation from the mean of the variables yields
. The essence of the POD method consists in finding a set of orthogonal basis functions
subject to
where i, j = 1, 2, · · · , L and the inner product is defined in the L 2 space as < f, g > L 2 = Ω f gdΩ in which f and g are two real functions defined on the space Ω [23] .
Using the L 2 inner product, the above optimization problem becomes
Since the basis functions can be represented as a linear combination of the solution snapshots:
the optimization problem can be represented by the following eigenvalue problem
In order to solve the above eigenvalue problem, we employ the Singular Value Decomposition (SVD) to obtain an optimal representation for A [17] . SVD is an important tool in the construction of optimal bases for reduced order approximation. For the matrix A ∈ R N ×L , there exists the SVD
where U ∈ R N ×N and W ∈ R L×L are all orthogonal matrices,
ℓ×ℓ is a diagonal matrix corresponding to A, and σ i (i = 1, 2, · · · , ℓ) are positive singular values where ℓ denotes the number of positive singular values. The matrices
L×L contain the orthogonal eigenvectors to the AA T and A T A, respectively. The columns of these eigenvector matrices are organised corresponding to the singular values σ i and are arranged in S descending order. Since the number of mesh points is much larger than that of the transient points, i.e., N ≫ L, the order N of the matrix AA T is also much larger than the order L of the matrix A T A, however, their null eigenvalues are identical.
Therefore, we may solve the eigenvalue equation corresponding to the matrix A T A to find the eigenvectors ϕ j (j = 1, 2, · · · , ℓ),
Since the singular values of the SVD method are associated to the eigenvalues of the matrices AA T and A T A in such a manner that
corresponding to the non-null eigenvalues for the matrix AA T by
which can generate a space V defined by V = span{φ 1 , . . . , φ ℓ }. Our objective is to choose an optimal subspace of V which is of as low a dimension, m, as possible, while still maintaining a good approximation of the original data set. We write V m = span{φ 1 , . . . , φ m } for this subspace and refer to the vectors φ i as POD modes. The quality of the approximation is measured using the relative information content [18, 19] , usually referred to as energy, defined as:
The goal is to choose the smallest m such that I(m) is still sufficiently close to 1. For example, if the subspace V m should contain a percentage γ of the information in V, then one should choose m such that [20] 
In many applications, including fluid dynamics, one observes an exponential decrease of the singular eigenvalues [24] , there is a good chance to obtain low-order approximate models.
Hence, the state variable can be represented by the linear combination of the retained POD basis functions as follows:
where α i (t) (i = 1, . . . , m) are the POD coefficients corresponding to every POD basis function.
Implementation of the POD reduced order model for the 3D unstructured mesh fluid model
In this study, a POD reduced order model is developed for the 3D unstructured mesh fluid model (Fluidity-ICOM, developed by AMCG, Imperial College London) that can simultaneously resolve both small-and large-scale fluid flows while smoothly varying model resolution and conforming to complex coastlines and bathymetry [15, 16, 21] . The model employs 3D anisotropic mesh adaptivity to resolve and reveal fine scale features as they develop while reducing resolution elsewhere. Being non-hydrostatic it can cope with steep topography. The model consists of the 3D continuity and non-hydrostatic Boussinesq equations.
The variables to be solved can be expressed as an expansion of the first few POD basis functions φ u = {φ 
The system equation of the finite element scheme for the fluid model is represented as follows: 23) in which B ∈ R 3N ×3N represents the system matrix of the velocity u = (u, v, w)
T , C ∈ R 3N ×3N is the system matrix of pressure p, and b is the source vector. where 25) and
and C pod ∈ R 3M pod ×3M pod .
Acceleration of the POD reduced model
For a nonlinear simulation, the matrix B is model variables and time dependent, i.e. B = B(u(x), t). It is time-consuming to calculate B at each time level. To speed up the matrix equation assembly process, the matrix B is constructed here by a set of sub-matrices independent of time. Recalling the POD representations of the state variables (see equations (3.17) -(3.20)) on the assumption that the discretized system of equations has a polynomial representation (e.g. for quadratic problems), the matrix B(u(x), t) can be expressed as: A new perturbation approach is employed to calculate the sub-matrices prior to the POD simulation. By applying a perturbation to the mean velocity u, i.e. setting α u = {0, . . . , ǫ, . . . , 0} (here, α u i = ǫ), α v = {0, . . . , 0, . . . , 0} and α w = {0, . . . , 0, . . . , 0}, the perturbed velocity is
w(x, t) = w(x). The sub-matrix B u i is then calculated as:
In a manner analogous to B 
where B pod i ∈ R 3N pod ×3N pod and B pod ∈ R 3N pod ×3N pod are stored prior to the POD simulation.
NUMERICAL SIMULATIONS
In this section, some 2D numerical tests including the gyre case for the fluid model [11] and the lock exchange case are carried out to demonstrate the feasibility and efficiency of the POD method, as well as the efficiency of the speed-up process in the unstructured mesh finite element scheme. Numerical results of POD reduced order modelling applied to the 3D model of flow past sphere with a moderate Reynolds number Re = 400 are also presented. 
The 2D gyre case
The POD reduced order model is tested with a barotropic wind-driven gyre problem in a computational domain, L = 1000 km by 1000 km with a depth of H = 500 m. The problem is non-dimensionalised with the maximum Sverdrup balance velocity Figure 2 presents the first and second POD basis functions of the two components of the velocity, and we can see that the first POD basis function captures the dominant characteristics of the solution. Figure 3 illustrates the first and second POD basis functions of the velocity vector. Figure 4 presents the first and second POD basis functions of the pressure.
The full model solution and the POD reduced order solution of the velocity and pressure at t = 0.16 are presented in figure 5 , which demonstrate the feasibility and accuracy of the POD reduced order model.
The SVD eigenvalues of the velocity and pressure for the POD reduced order model are presented in figure 6 in a decreasing order. We apply the first six POD basis functions of the velocity and pressure to construct the POD reduced order model, which captures more than 99.9 percent of the total energy.
In the present approach, we have the discretised finite element model first and then apply the model reduction method of POD only by some matrix manipulations. The traditional application of the POD method (Reduce, then discretise) to the same finite element unstructured mesh ocean model can be found in [11] .
The lock exchange case
In the lock-exchange two fluids of different density, namely hot and cold fluids, are initially separated by a gate (or 'lock'). The gate is removed and two gravity currents propagate horizontally along the tank. This laboratoryscale set up incorporates dynamics observed in gravity currents over a range of scales [22] .
The computation region is a non-dimensional rectangle of the size 0.8 × 0.1. The unstructured mesh adopted consists of 4040 nodes and 7638 elements. The smallest element side length is 0.005. The initial condition for the velocity and pressure is u = 0 and p = 0. The initial condition for the non-dimensional temperature is T = −0.5 for the cold fluid at the left side of the lock and T = 0.5 for the hot fluid at the right side of the lock. The isotropic value of viscosity is 1 × 10 −6 . The Crank-Nicolson method is applied in the temporal discretization. The time step is 0.025. The continuous Galerkin projection is applied in the finite element scheme for the state variables. In this case, temperature is computed using a high resolution control volume finite element scheme in the full order model, and the thermal expansion coefficient is 10 −3 . Figure 7 shows the full order solution of temperature at t = 10 and t = 16. For the present research, the POD model reduction method is only applied to the velocity and pressure variables. The POD reduced order model related to the temperature will be developed in future work.
The first and second POD basis functions of velocity and pressure are presented in figure 8 respectively. The first six POD basis functions are applied in the reduced order model which can capture more than 99 percent of the total energy. Figure 9 shows the full order solution and reduced order solution of velocity for the lock exchange case at t = 10 and t = 16 respectively.
Three dimensional case of flow past a sphere with moderate
Reynolds numbers A 3D model of flow past a sphere with Reynolds number Re = 400 is presented here. The sphere is of unit diameter centered at the origin. The entire domain is the cuboid defined by −10 ≤ x ≤ 20, −10 ≤ y ≤ 10, −10 ≤ z ≤ 10.
The unsteady momentum equations with nonlinear advection and viscous terms along with the incompressibility constraint are numerically solved. Free slip velocity boundary conditions are applied at the four lateral boundaries, u = 1, v = w = 0 is applied at the inflow boundary x = −10, and a free stress boundary condition is applied to the outflow at x = 20. The simulation period for the POD reduced order model is during [44. 43, 60] . The time step is chosen as 0.098.
Adaptive mesh refinement is an efficient way to reduce computational complexity and to provide high resolution snapshots for the reduced order model. For complex simulations starting with a uniform mesh, adaptive mesh refinement can be first adopted to achieve a relatively fine mesh. After that, we can fix the mesh and apply the POD method to reduced the model dimension. An adaptive mesh simulation with an initial mesh of 24973 points and 141498 elements as well as an adaptive time step with an initial time step of 0.001 is carried out for the spin-up process of this case. The three dimensional unstructured mesh in the case of flow past the sphere is showed in figure 10a and the cut plane at the center of the cuboid is showed in figure 10b . The three dimensional unstructured mesh adopted consists of 47593 nodes and 261791 elements.
For the POD reduced order model, the first 12 POD basis functions of velocity at the cut plane in the center of the cuboid are presented in figure  11 and figure 12 in a descending order of magnitude of the corresponding eigenvalues. We can see that the POD basis functions corresponding to smaller eigenvalues contain more eddies. A three dimensional illustration showing the first 6 POD basis functions for the pressure variable is presented in figure 13 .
The full order solution and POD reduced order solution of the velocity vector around the sphere at different time levels (t = 7.5, t = 10 and t = 20) are showed in figure 14 to illustrate the feasibility of the POD reduced order model.
In figure 15 , the full order solution and POD reduced order solution of velocity and pressure at t = 35 are presented. Errors between the full order solution and the reduced order solutions are also presented in figure 16 , respectively.
CPU time analysis
The model reduction approach proposed in this work is to derive the POD reduced order model by projecting the matrix and source term vector of the full discrete model onto the reduced space. The implementation of reduced order modelling codes involves only the matrix vector multiplication of the full model. Importantly, the code is largely independent of the implementation details of the original equations. For nonlinear problems, a perturbation approach is used to help accelerate the matrix equation assembly process, based on the assumption that the discretized system of equations has a polynomial representation and can thus be created by a summation of pre-formed matrices. The reduced order model setup procedure (assembing and pre-forming the matrices) is executed only at the first time step.
As shown in Table 1 , for case 1 (the 2D gyre case), the solution process of the full model costs 24.42 s while the POD reduced order model costs 5.84 s totally. Thus the simulation time consumed by the POD ROM is about 2.4% (excluding the CPU time 5.24 s involving the setup of the POD model) of that consumed by the full order model. For case 2 (the 2D lock exchange case) in Table 1 , the POD reduced order model of the lock exchange case costs 17.62s, which is about 1/25 of the CPU time required by the full order model 403.04 s. If the time spent on the reduced order model setup process is excluded, the CPU time consumed by the reduced order model is only about 3.6% of that consumed by the full order model.
For Case 3 (the 3D flow past sphere case) in Table 1 , the CPU time consumed by the POD reduced order model is about 1/40 of that consumed by the full order finite element model. The CPU time of solving the POD reduced order model for every timestep is about 0.3% of that required by the full order model.
In the three test cases shown above, it is seen that the new POD approach leads to an exact representation of the non-linear terms for quadratic discrete systems and saves considerable CPU time (reducing CPU time two orders of mangnitude over the full model, which is of the same order as the model reduction results in [31] )
SUMMARY and CONCLUSIONS
In this paper, the POD reduced order model is implemented for a finite element fluid model using an unstructured mesh, and is successfully applied to three dimensional flows using the unstructured mesh finite element model. A new scheme for the POD based reduced order model of complex mesh-based numerical models (e.g. finite element unstructured mesh models) is presented. The matrix and source term vector of the full model are projected onto the reduced bases. The POD method is used to form the reduced bases. Implementation of reduced order modelling codes involves only the matrix vector multiplication of the full model. The reduced order modelling code is simple to implement even for complex governing equations, discretization methods and non-linear parameterizations. Importantly, the code is independent of the implementation details of the full model code. For nonlinear problems, a perturbation approach is used to help accelerate the matrix equation assembly process based on the assumption that the discretized system of equations has a polynomial representation and can thus be formed by a summation of pre-formed matrices. The feasibility and accuracy of the reduced order model applied to three dimensional fluid flows is demonstrated. Further research will investigate the impact of DEIM methodology on achieving additional economy in CPU time (due to nonlinear effects); investigate the necessity for a nonlinear turbulence closure POD methodology [27, 28, 29, 30] ; compare impact of retention of more basis functions; address issue of adaptive mesh refinement and POD model reduction; consider the inverse POD 4-D VAR method with and without DEIM; address uncertainty quantification combined with model reduction in framework of Fluidity-ICOM; and finally combine EnKF with POD for using Fluidity-ICOM ocean model and compare it with the SEIK filter.
