1. Introduction. Let M and M be two germs of real analytic generic submanifolds at 0 of codimension d ≥ 1 in C n , n ≥ 1, and H (a germ at 0 of) a holomorphic map defined in a (germ of) wedge W with edge M , smooth in (the germ of) W ∪ M , and mapping M into M , with H(0) = 0. We say that the reflection principle holds if H is the restriction of a holomorphic mapping in a neighborhood of 0 from C n into C n . In the complex plane, by the classical Schwarz reflection principle, the reflection principle holds. The first results in higher dimension were due to H. Lewy Let M be a germ of a real analytic generic submanifold of codimension d ≥ 1 at 0. After a local holomorphic change of coordinates, we can assume that there exists Ω, a sufficiently small open neighborhood of 0 in C n , such that M is given by
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Francine Meylan 1 . Introduction. Let M and M be two germs of real analytic generic submanifolds at 0 of codimension d ≥ 1 in C n , n ≥ 1, and H (a germ at 0 of) a holomorphic map defined in a (germ of) wedge W with edge M , smooth in (the germ of) W ∪ M , and mapping M into M , with H(0) = 0. We say that the reflection principle holds if H is the restriction of a holomorphic mapping in a neighborhood of 0 from C n into C n . In the complex plane, by the classical Schwarz reflection principle, the reflection principle holds. The first results in higher dimension were due to H. Lewy [14 ] and S. Pinčuk [18] , who proved independently that the reflection principle holds if M and M are strictly pseudoconvex, and H is a diffeomorphism from M to M . These results have been extended by Baouendi, Jacobowitz and Treves [2] for M and M , germs of real analytic generic submanifolds at 0 of codimension d ≥ 1, satisfying an algebraic condition, and H a diffeomorphism from M to M . Other results on the reflection principle for d = 1 have been obtained by Baouendi and Rothschild [3] , [4] , [5] , Bell [6] , Diederich and Fornaess [9] , Diederich and Webster [10] , the author [16] , [17] , as well as by other mathematicians. In [3] and [4] a reflection principle is obtained in C n for M and M germs of real analytic hypersurfaces at 0 of finite type. The mapping they consider is no longer a diffeomorphism.
In this paper, we address the question of extending the reflection principle in C n for M and M germs of real analytic generic submanifolds of codimension d ≥ 1 to a new class of mappings, generalizing the results obtained in [2] , [3] and [4] .
Let M be a germ of a real analytic generic submanifold of codimension d ≥ 1 at 0. After a local holomorphic change of coordinates, we can assume that there exists Ω, a sufficiently small open neighborhood of 0 in C n , such that M is given by (1.1) Im w = ϕ(z,z,Re w),
with z ∈ C n−d , w ∈ C d , ϕ = (ϕ 1 ,... ,ϕ d ), where ϕ j , 1 ≤ j ≤ d, are real valued convergent power series and ϕ(z,0,w) ≡ 0 (cf. [2] ). Such a choice of coordinates is called normal coordinates. Recall that M is essentially finite at 0 if the following is true
This definition is independent of the choice of normal coordinates (cf. [2] ). Write
By the Nullstellensatz, the definition above is equivalent to say that
where (a j α (z)) is the ideal in the ring of formal power series C[[ z ]] generated by all the a j α (z). We shall see that the number ess. type M is independent of the choice of normal coordinates. Note that if d = 1, M essentially finite implies M of finite type. This is no longer true in higher codimension (cf. [2] ).
Let Γ be a non-empty open convex cone with vertex at the origin in R d , and let W Γ be the wedge with edge M in the direction Γ such that H is (a germ at 0 of) a holomorphic map in (the germ of) W Γ , smooth in (the germ of) W Γ ∪ M , valued in C n , and satisfying H(M ) ⊂ M , where M is another germ of real analytic generic submanifold of codimension d at 0 in C n , also given in normal coordinates. We shall always assume H(0) = 0. Write H = (F , G) and denote by (
.. ,g d ) = (f,g) be the restriction of H to M via the parametrisation of M . Note that h is a smooth CR mapping from M to M .
Recall that H is not totally degenerate at 0 if
Also H is of finite multiplicity at 0 if
We shall see that the definitions above are independent of the choice of normal coordinates. We introduce the following definition.
We shall see that h is transversally submersive if and only if
and that Definition 1.4 is independent of the choice of normal coordinates. For germs of real analytic generic submanifolds of codimension d ≥ 1, we have the following theorems which extend the results obtained in [2] , [3] and [4] . Theorem 1. Let M and M be two germs of real analytic generic submanifolds at 0, and H (a germ at 0 of ) a holomorphic map defined in a (germ of ) wedge W with edge M , smooth in (the germ of ) W ∪ M , and mapping M into M , with H(0) = 0. Then H is the restriction of a holomorphic map in a neighborhood of 0 from C n into C n if one of the following conditions holds :
(1) M is essentially finite, and H is transversally submersive.
(2) M is essentially finite, and H is of finite multiplicity at 0. (3) M is essentially finite, and H is not totally degenerate at 0.
Moreover, (1) implies (2) implies (3).
Note that unlike the hypersurface case (cf. [4] ) the conditions M essentially finite and det(∂G j /∂w k ) 1≤j,k≤d = 0, are not enough to guarantee H of finite multiplicity, as it is shown in the following example.
H given by
2 ), where ψ is chosen so that H maps M into M . By the implicit function theorem, it is possible to find such a ψ with ψ ≡ 0, ψ(z,0) ≡ ψ(0,z) ≡ 0. In this example, M is essentially finite as ψ ≡ 0, det(∂G j /∂w k ) 1≤j,k≤d = 0, but H is not of finite multiplicity.
Theorem 2. Let h : M −→ M be a smooth CR mapping. Assume that M is of finite type and essentially finite, and h is transversally submersive. Then the map h is real analytic. (1) M is essentially finite at 0, and H is transversally submersive.
(2) M is essentially finite at 0, H is transversally submersive, and of finite multiplicity,
with all three integers finite.
Note that unlike the hypersurface case (cf. [4] ) M essentially finite at 0 and H of finite multiplicity do not imply H transversally submersive, as shown in the following example.
Example 2. Consider in C 3 M , of codimension 2, given by
M given by
Here M is essentially finite, H is of finite multiplicity, det(∂G j /∂w k ) 1≤j,k≤d = 0, but H is not transversally submersive. 
is the inverse of the Jacobian matrix of s + i ϕ(z,z,s) with respect to s.
We have the following lemmas.
Lemma 2.2. Let M , M and H satisfy the hypothesis of Theorem 1. Then
This is easily shown by using the fact that ϕ(0,ζ,0) ≡ 0 in normal coordinates.
Lemma 2.4. Let M , M and H satisfy the hypothesis of Theorem 1. If H is not totally degenerate, then there exists a multi-index α such that
This is immediate from the definition and Lemma 2.2.
Let M given in normal coordinates by Im w = ψ(z ,z , Re w ), with z ∈
, where ψ j , 1 ≤ j ≤ d, are real-valued convergent power series and ψ(z , 0,w ) ≡ 0. Solving forw , it is easily shown that M is also given by (2.6)w = Q(z ,z ,w ) = w + R(z ,z ) + S(z ,z ,w ),
Let U be an open neighborhood of 0 in R 2n , and let
Define the following wedges:
Let Γ be an open convex cone with vertex at the origin whose closure is contained in Γ ∪ {0}. We have (in the sense of germs at 0)
It is then clear that since H is (a germ at 0 of) a holomorphic map in (the germ of) W Γ , f 1 ,... ,f n−d and g 1 ,... ,g d extend continuously with respect to all its variables in the wedge W Γ (in the sense of germs at 0) in such a way that this extension is holomorphic with respect to s + it. It follows thatf 1 ,... ,f n−d ,ḡ 1 ,... , g d extend continuously with respect to all its variables in the wedge W −Γ (in the sense of germs at 0) in such a way that these extensions are holomorphic with respect to s + it. We have the following propositions. Proposition 2.7. Let M , M and H satisfy the hypothesis of Theorem 1. If H is not totally degenerate then R(f,f ) satisfies the following equation
where α is any multi-index, with | α | ≥ 1, K α is a d-tuple of holomorphic functions in a neighborhood of (0,u α (0)), u α is a finite set of functions which extend continuously with respect to all its variables in an open set O = W −Γ (in the sense of germs at 0), O independent of the multi-index α, in such a way that these extensions are holomorphic with respect to s + it in O, and
We will prove Proposition 2.7 for the case | α | = 1. Applying L j defined by (2.1) to (2.8), and using the fact that
we obtain (2.9)
) and using Cramer's rule, we obtain
where h k is a d-tuple of functions which extend continuously with respect to all its variables in the wedge W −Γ (in the sense of germs at 0), in such a way that these extensions are holomorphic with respect to s + it. Choose β 0 to be a multi-index of minimal length satisfying (2.5). Applying L β0 to both sides of (2.10), we obtain
Taking the complex conjugate of (2.8), we obtain an expression for g which depends of f,f andḡ. Making use of that, we can rewrite (2.12) as
where K α is a d-tuple of holomorphic functions in a neighborhood of (0,u(0)). All the functions in the set u extend continuously with respect to all its variables in the wedge W −Γ (in the sense of germs at 0), in such a way that these extensions are holomorphic with respect to s + it. By minimality of
This achieves the proof of Proposition 2.7 for the case | α | = 1. For the general case, i.e., for a multi-index α of any length, we observe that
where d α is a d-tuple of functions which extend continuously with respect to all its variables in the wedge W −Γ (in the sense of germs at 0), in such a way that these extensions are holomorphic with respect to s + it. The details of the proof are similar to the ones of the proof of Proposition 3.15 in [16] . Proposition 2.13. Let M , M and H satisfy the hypothesis of Theorem 1, with M essentially finite at 0 and H not totally degenerate. Then each f j satisfies a polynomial equation with analytic coefficients depending on functions which extend continuously with respect to all its variables in the wedge W −Γ (in the sense of germs at 0), in such a way that these extensions are holomorphic with respect to s + it.
Using the fact that M is essentially finite and the Nullstellensatz, we can find N and r such that
with c k jα (z) convergent power series. We also have
with d k αh (z) convergent power series. As f (0) = 0, we may substitute f j in (2.14) and then get (2.16) f
Using Proposition 2.7, (2.15) and (2.16), we obtain (2.17) f N j + H j (f,u) = 0, where H j is a holomorphic function in a neighborhood of (0,u(0)), with u a set of functions which extend continuously with respect to all its variables in the wedge W −Γ (in the sense of germs at 0), in such a way that these extensions are holomorphic with respect to s + it, and H j (z, u(0)) ≡ 0. Using (2.17), the Weierstrass Preparation Theorem and the classical Newton Theorem for symmetric functions, we claim that each f j satisfies a polynomial equation with holomorphic coefficients depending on the set of functions u. The proof of the claim follows by inspecting the very end of Lemma 6.1 in [3] . Hence we get the desired conclusion. The proof is similar to that of Lemma (5.3) in [3] and is left to the reader.
We consider B(0,R) ⊂ R Let b 1 ,. .. ,b p be smooth functions inS and let h be a continuous function defined in S which satisfies the following polynomial equation:
Then we have the following:
Proof. Since b j are smooth inS, we can find K > 0 such that
Since we work inS, with Γ an open convex cone, we can apply the same proof as the one of Lemma 2.5 of Chapter 4 in [15] to conclude Part (i).
To prove part (ii), we take a sequence (s n ,t n ) such that (s n ,t n ) −→ (s, 0). We have to show that lim (sn,tn)−→(s,0) h(s n ,t n ) exists. By Part (i), we have
We conclude that h(s n ,t n ) is a Cauchy sequence. Hence lim (sn,tn)→(s,0) h(s n ,t n ) exists. Using again Part (i), we obtain that this limit is independent of the choice of the sequence (s n ,t n ). This achieves the proof of Lemma 2.19. 
where a j are smooth functions inS, holomorphic in S.
Then h extends holomorphically to S as u v and u v is smooth inS.
Proof. Let (s 0 , 0) ∈S such that v(s 0 , 0) = 0 and let h(w) be the meromorphic function in S defined by u(w) v(w) . Using (2.21), we conclude that
by analytic continuation, for w in S, except for the set {w ∈ S | v(w) = 0}. Since the coefficients a j are bounded in S, (2.22) implies that h(w) is bounded in S. Therefore, using the extended Riemann removable singularities theorem, we can conclude that h(w) is extendable to a holomorphic function is S. From Lemma 2.19, we get that h(w) has a boundary value which is a continuous function. Let (s, 0) ∈S such that v(s, 0) = 0. As v ≡ 0, we can find a sequence (s n , 0) ∈S with v(s n , 0) = 0 and s n → s. Therefore, as h(s n ) = h(s n ), h(s) = h(s). Therefore, since the boundary value h(s) of h(w) is C ∞ , we reach the conclusion, using Lemma 2.4 in [2] . This achieves the proof of Lemma 2.20. (3) of Theorem 1. Using Proposition 2.13 and Lemma 8.11 in [1] , we obtain that each Q kζ α (f,f,g), satisfies a polynomial relation with coefficients which are analytic functions depending on functions which extend continuously with respect to all its variables in an open set O equivalent to the wedge W −Γ in the sense of germs at 0, O independent of the multi-index α, in such a way that these extensions are holomorphic with respect to s + it in O. Hence, using Proposition 2.18, Lemma 2.20 and Lemma 8.11 in [1] , we conclude that each Q kζ α (f,f,g) extends inŌ, smoothly with respect to (s, t), in such a way that the extension is holomorphic with respect to s + it in O, with
Proof of Part
Therefore, following the proof of Theorem 6.1 in [2] , we conclude that
extends in W Γ and W −Γ in the sense of germs at 0, smoothly with respect to (s, t), in such a way that the extension is holomorphic with respect to s + it for λ small enough. Using the Edge of the Wedge Theorem, we conclude that Q(f,λ,g) extends in a neighborhood of 0 in C n , holomorphically with respect to s + it, in such a way that its extension is a bounded and measurable function of all its variables. Putting λ = 0 in (2.23), and using (2.6), the same will be true for g. As g is a CR mapping, we claim this implies that G is the restriction of a holomorphic map in the neighborhood of 0 from C n to C d . This is shown by using a slight modification of Corollary 2.1 and Lemma 2.2 in [2] . Put Q(f,λ,g)(x, y, s) = F (λ, x, y, s). As Q(f,λ,g) is a CR mapping, F (λ, x, y, s) is real analytic of x, y, s, for the same reasons as below. Using (2.6), we get (2.24) g(x, y, s) + R(f,λ)(x, y, s) + S(f,λ,g)(x, y, s) − F (λ, x, y, s) = 0.
Differentiating with respect to λ enough times, we get
Using the same arguments as in the proof of Proposition 2.13, and using the fact that F (λ, 0, 0, 0) ≡ 0, we obtain equations of the form
, and hence equations of the form
with b j analytic in a neighborhood of 0. Putting λ = 0 and using Lemma (6.1) in [2] , we obtain that F is the restriction of a holomorphic map from a neighborhood of 0 in C n to C n−d . This achieves the proof of part (3) of Theorem 1.
3. Generic submanifolds of essential type and mappings of finite multiplicity. In this section, the theorems and propositions we state have been proved for the hypersurface case (cf. [3] ). Their proofs are very similar, so we will sketch them and refer very often the reader to [3] .
Let M be a germ of a real analytic generic submanifold given in normal coordinates by (1.1). Similarily we assume that M is given in normal coordinates by (3.1) Im w = ψ(z ,z , Re w ), 
Proof. We have g j (z,z,s) ∼ G j (z,z, w)
w=s+iϕ(z,z,s)
. Hence, as we work in normal coordinates,
and hence, as we work in normal coordinates, this implies (∂/∂s k )(Im g j )(0) = 0. This achieves the proof of (i). Part (ii) is an immediate consequence of Lemma 2.2. Using the hypothesis (i) and (ii), we get
By combining the term in the left hand side with the second term on the right hand side, we obtain (3.3). This achieves the proof of Proposition 3.2.
The following corollaries are an immediate consequence of Part (ii) of Proposition 3.2. 
Using (3.3) and Remark 3.6, we may conclude that there exists z 0 = 0 such that
contradicting the essential finitness of M . This completes the proof of (i).
Proof of Part (ii) of Theorem 3.6. Using Part (iii) of Proposition 3.2, and the normal coordinates, we conclude that (a j α (z)) ⊂ (F (z,0)), 1 ≤ j ≤ d.
This shows that H is of finite multiplicity. It remains to prove that M is essentially finite. Let F r (z,0) ( resp. β r jk (z, ζ)) be the Taylor polynomials of degree r of F (z,0) (resp. β jk (z, ζ)). Using Part (iii) of Proposition 3.2, there exists a d-tuple of analytic functions ϕ (r) (z, ζ) such that Making use of the Noetherian Theorem, Lemma 4.3 in [3] , and Remark 3.7, we may conclude that M is essentially finite, by using the same arguments as in the proof of Theorem 3 in [3] . This achieves the proof of Theorem 3.6.
Proof of Theorems 1, 2 and 3.
Proof of Theorem 1. Using (ii) of Theorem 3.6, we get that (1) implies (2), which implies (3), using Lemma 3.19 in [3] . The proof of Theorem 1 is then complete.
Proof of Theorem 3. By (ii) of Theorem 3.6, (1) implies (2) . Therefore, by Theorem 1, F is a finite holomorphic mapping. Hence, making use of part (iii) of Proposition 3.2, Lemma 4.7 in [3] as well as Remark 3.7, we obtain an equality in C [[z] ] between the ideals (ϕ k (z, ζ,0); | ζ | < ε, 1 ≤ k ≤ d), and the ideals (ψ j (z, ζ , 0); | ζ | < ε, 1 ≤ j ≤ d), provided ε > 0 is small enough. Using Lemmas 4.7 and 4.5 in [3] , this will show the equality (1.6). It remains to show that (2) implies (1.6). This is easily shown by using Part (i) of Theorem 3.6. This achieves the proof of Theorem 3.
The following corollary is an immediate consequence of (1.6). 3) is independent of the choice of normal coordinates.
Proof of Theorem 2. As M is of finite type, the theory of Tumanov [19] shows that h extends smoothly to a holomorphic mapping H defined in a wedge W with edge M . Part (1) of Theorem 1 allows us to conclude that h is real analytic. This achieves the proof of Theorem 2.
