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1. INTR~D~JCTI~N 
Let E be an ordinary differential field in which 1 + 1 # 0. Suppose 
fs(X), fi(X), fO(X) are polynomials over E and fs(X) + 0. Set 
P(w, w’) = fiw d2 + fi(w) w’ + f&4 (1) 
We shall prove: the algebraic differential equation P(w, w’) = 0 admits a 
degree-reducing transformation whenever the polynomial 
v3 = 4f*(X)fs(X) - (fl(m2 (2) 
has a representation over E of the form 
F(X) = (G(X))2 @X2 + bX + c), G(X) f 0. (3) 
Throughout, let E be an algebraic closure of E. 
Suppose (3) is valid over E with b2 - 4ac # 0. To describe the solution 
procedure in this case, we first select elements Q, ,3, y, 6 in i? such that: the 
subfield 
-4 = E(% A Y, 6) 
of B has dimension <2 as a vector space over E; and, 
ax2 + 6X + c Et (yX - 0.)(8X - p>. (4) 
Forexample,take:orasarootin~ofaX2+bX+c,~=-uol-~,~=1, 
and 6 = a. From (4), we obtain 
ba - 4uc = (a6 - ,&)a; 
and, therefore, 016 - &I # 0. By [l, pp. 139-1401, there exists a unique 
derivation ’ of El to make El a differential field extension of E. Over El , set 
h(X) = (c/y - OLy’) x4 + (a’6 - 016’ + /3’y - fly’) x2 + (/3’S - pa’). (5) 
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Let n be the least nonnegative integer such that the rational functions 
and 
g&-q = (as - is,) -wX” + *)“+1 G( 
Lx2 +B 
)/x2 + 6 ) 
are polynomials in X. Over Er , set 
w, t’> = 4@ - PY> ‘92(t) tt’ + %2(t) W) + &> + &)- (9 
While P(w, w’) is of the second degree in w’, R(t, t’) is of the first degree in t’. 
Let Ez be any differential field extension of El . Let T be the set of those 
solutions in E, of R(t, t’) = 0 which are not roots of yX2 + 8. We define 
a mapping q~ of T into E2 by 
dto) = 
q2 + B 
yto2 + 23 ’
for each t, in T. 
In Theorem 1 of Section 2, we prove: except for roots of f2(X) or F(X), 
the solutions in E, of P(w, w’) = 0 are given by (10). For an example, see 
Section 6. 
If a representation (3) exists with b2 - 4ac = 0, then P(w, w’) is expressible 
as a product of two differential polynomials of the first order and the first 
degree. Details are given in Theorem 2 of Section 3. 
For characteristic zero, an algorithm is presented in Section 5 to decide 
whether a given polynomial F(X) over E has a representation (3) over E. 
When such a representation exists, the algorithm also provides a constructive 
means to compute G(X) and ax2 + bX + c. 
In the terminology of [4] and [2], the differential polynomial 
S(w, w’) s+z 2f,(w) w’ + fi(W> (11) 
is the separant of P(w, w’); and, a solution of P(w, w’) = 0 is singular if and 
only if it is a solution of S(w, w’) = 0. For us, the identity 
4fi(w> P(w, w’) = (S(w, w’N2 ++) (12) 
is basic. In particular, a solution of P(w, w’) = 0 is singular if and only if 
it is a root of F(X). 
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2. A TRANSFORMATION WHEN b2 - 4uc # 0 
Suppose F(X) h as a representation (3) over E with b2 - 4ac # 0. Let 
cx, j?, y, 6, El , R(t, t’), E, , T, and q~ be defined as in the preceding section. 
Let W be the set of solutions in E8 of 
4f,(eo) P(w, w’) = 0. 
To obtain from W the set of solutions in E, of P(ru, w’) = 0, we delete those 
roots offs(X) which are not solutions of P(w, w’) = 0. 
THEOREM 1. The range of cp is contained in W, and, each element of W not 
in the range of 4p is a root of F(X). 
Proof. (i) Supp ose w, is an element of W which is not a root of F(X). 
We use (12), (3), and (4) to define an element to in E, by 
S(wo Y wo’) 
to = G(w~)(~w~ - et) = - 
G(woWwo - B) 
S(w, , w,,‘) ’ 
Thus, we find (to, wo) is a common solution of 
and 
S(w, w') - ~G(w)(~w - a) = 0, (13) 
tS(w, w’) + G(w)(Sw - /I) = 0, (14) 
(yt2 + S)w - (cd2 + /I) = 0. WI 
With 016 - fly # 0, the polynomials yX2 + 6 and orX2 + ,6 can not have 
a common root. Thus, we obtain yto2 + 6 # 0 and 
We use (15) to eliminate w and w’ from (13); after some computation, we 
find t, is a solution of R(t, t’) = 0. Thus, t,, is an element of T, w0 = y(to), 
and w, is in the range of q. 
(ii) Suppose w, is in the range of p). Let to be an element of T such that 
(16) is satisfied. We reverse the preceding computation to see that (to , wJ 
is a common solution of (15), (13), and (14). There are two cases: to # 0, 
to = 0; for each, we use (13) and (14) to conclude w. is an element of W. 
Hence, the range of (p is contained in W. This completes the proof. 
COROLLARY. If there exist elements tr and t, in T such that tl f t, and 
p7(tl) = y(t& then t, = - tl , tl is a root ofgo( and cp(tJ is a root of G(X). 
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Proof. With 016 - /3y # 0, the condition q~(t,) = p)(ts) yields t12 = t22. 
We must have t, = -tl and t, # 0. The polynomials gs(X), gr(X), and h(X) 
are even; while, g,,(X) is odd. Thus, we find 
2g,(t,) = B(tl ) tl’) - R( - t, ) - tl’) = 0 - 0 = 0 
and gO(tl) = 0. By (8), we obtain G(v(t,)) = 0. 
3. A FACTORIZATION WHEN b2 - 4ac = 0 
LEMMA. Suppose H(X) is a polynomial over B and the coejicients of 
(H(X))2 belong to E. Then, there exists a subfield K of E such that: E is a sub- 
field of K, the dimension of K as a vector space over E is <2, and the coefficients 
of H(X) belong to K. 
Proof. We suppose H(X) has positive degree. Write 
H(X) sz &XV + &XT-l $ ... + 5, , 
for elements to, 5, ,..., 5, of i? with 5, # 0. The elements 
502, z35, 3 25052 -i- 512, 2505, f 25152 ,a*- 
are the coefficients for (H(X))2 and belong to E. We find 
E(5, , 51 ,..., ii-1 , 5,t) = W-o > 51 ,..., &c-d, for k = 1, 2 ,..., Y. 
To complete the proof, we take K = E(&,). 
THEOREM 2. The following conditions are equivalent. 
(a) There exists a representation (3) over E with b2 - 4ac = 0. 
(b) There exists a subfield K of B and there exist polynomials A,,(X), 
A,(X), B,(X), B,(X) over K such that: E is a subfield of K, the dimension of K 
as a vector space over E is <2, and 
P(w, w’) = (A,(w) w’ + A,(w))(B,(w) w’ + B,(w)). (17) 
(c) There exists a factorization (17) for P(w, w’) over B. 
(d) There exists a representation (3) over B with b2 - 4ac = 0. 
Proof. (a) implies (b). Suppose (a) is true. First, we specify elements u, 
7 in E such that 
ax2 + bX + c = -(uX + T)“. (18) 
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When a # 0, take a2 = --a and 7 = (-b)/(2a); then, 
72 = (b2)/(4a2) = (4uc)/(-4a) = -c. 
When a = 0, take u = 0 and r2 = -c; then, 2~7 = 0 = -b. Set 
K = E(u, T) and H(X) zz G(X)(uX + T). 
We use (3) and (18) to obtain 
F(X) SEz -(H(X))2. 
By (12) and (19), we find 
(19) 
4f2(w) P(w, w’> = (f%, w’) - f+NS(w, w’) + W4). (20) 
The ring of polynomials in w and w’ over the field K is factorial (e.g., see 
[3, p. 1281). Thus, we can divide the factors of the right member of (20) by 
polynomials in w over K with product 4f,(w) to obtain (17). 
(b) implies (c). This is clear. 
(c) implies (d). We expand (17) and use (2) to obtain 
f2 s A,B, , fi = A$, + A& , f. = A,,Bo , F = -(A,& - L&,B,)~. 
When F(X) sf 0, take G(X) = A,(X) B,(X) - A,(X) B,(X), a = b = 0, 
andc=-l.WhenF(X)=O,takeG(X)rlanda=b=c=O. 
(d) implies (a). Suppose (d) is true. We use the earlier argument to satisfy 
(19) with a polynomial H(X) over E. When H(X) = 0, take G(X) = 1 and 
a = b = c = 0. When H(X) is a nonzero polynomial over E, take 
G(X) = H(X), a = b = 0, and c = - 1. Lastly, suppose not all of the 
coefficients of H(X) belong to E. Then, the field K of the Lemma has 
dimension 2 as a vector space over E. Let p be an element of K not in E 
such that p2 is in E. There exist unique elements .& , Q in E such that 
wf) = 5 (.!I, + rlkP) X”. 
k=O 
Let $ be the automorphism of K over E which maps p to -p. We apply t,b 
to the coefficients of H(X) to obtain 
H"(X) = i (6, - r]kp)xk* 
k-0 
Application of IJ to the coefficients in (19) yields 
(H”(X))2 = -F”(X) = -F(X) E (H(X))2. 
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Since not all of qO, 7]r ,..., Q equal zero, we see that H”(X) = --H(X) and 
each of &, , & ,..., &. equals zero. Take G(X) = pH(.X), a = b = 0, and 
c = --l/pa. Thus, (a) is true. This completes the proof. 
COROLLARY. If (3) is satisfied with b2 - 4ac = 0 and if 
J’(X) = (GdX)j2 (qX2 + hx + 4, G,(X) + 0, 
is any representation over i?, then b12 - 4u,c, = 0. 
Proof. By the argument for Theorem 2, a,X2 + b,X + ci is a perfect 
square over E. This gives b12 - 4a,c, = 0. 
Comment. Suppose the conditions of Theorem 2 are satisfied. Then, 
there is a unique way to make K a differential field extension of E ([l, pp. 139- 
1401). To solve P(w, w’) = 0 in any differential field extension of K, equate 
to zero the factors of (17) and solve the resulting first-degree differential 
equations. 
4. SEVERAL IDENTITIES 
Suppose F(X) has a representation (3) over E with b2 - 4ac # 0. In the 
context of Section 1, we use (I l), (5), (6) and (7) to obtain 
(yt2 + Vf2S ($g , ( ;I: ; ; )‘) 
= 4@ - PY) gz(t) tt’ + k(t) 44 + g&b 
By (3), (4), and (8), we find 
(21) 
(yt2 + sp+v ( ;;: ; ; ) = -(g0(t))2. (22) 
We substitute (cd2 + j?)/(yt2 + 6) f or w in (12) and multiply throughout by 
(yt” + sp+4; with (6), (21), (22), and (9), this gives 
4(+ + 8)n+4g2(t) P ( ;;: 1 i , ( ;;I ; f )‘) 3 R(t, t’) R(-t, -t’). (23) 
The transition from fa(w) P(w, w’) = 0 to R(t, t’) = 0 via (23) consists 
of two steps. First, the transformation 
aY -tB w=-, 
w + 6 
d - py # 0, 
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leads to the differential polynomial 
Q(Y, Y’> = ~(YY + s)2n+4f, (s) P (s , (s)‘) ; 
then, the substitution y = t2 yields 
Q(t2, (t2)‘) = R(t, t’) R(-t, -t’). 
By Theorem 2 and its Corollary, P(w, w’) does not have a factorization (17) 
over i?; since (24) is invertible, Q(y, y’) does not have a factorization analogous 
to (17) over E. Yet, Q(t”, (t2)‘) has a remarkable factorization. 
With the usual agreement deg(0) = -00, we note that 
12 = =+hdh(Xi))~ d&i(X)) - 2, dedG(X)) - 11 
and deg(f,(X)) < 2n + 4. The identity 
4g2ww + 42n+4h ( ;:: ; i ) = w2 + v (W))” - (&(t))2) 
serves to check computations based on the formulas of Section 1. 
5. A REPRESENTATION (3) FOR F(X) 
Henceforth, we suppose: the characteristic of E is zero and F(X) + 0. 
In terms of the successive derivatives 
F(X), F(l)(X), F’2’(X),... 
of F(X), we recursively define polynomials 
4(X), 4(X), ~2WY. 
over E by d,(X) = F(X) and 
c&(X) = g.c.d.(d,-i(X), F(“)(X)), for K = 1,2,... . (25) 
Since 4(X) is the greatest common divisor of d,-,(X) and P)(X), the 
leading coefficient of d,(X) is 1 and the Euclidean algorithm is applicable 
for the computations. There exists a least positive integer m such that 
c&(X) 3 1, for k = 2m, 2m + l,... . 
We set 
qk(x) _ ~2dX) d2k+2w 
v2k+l(m2 ’ 
for k = 0, 1,2 ,... . (26) 
LEMMA. For k = 0, 1,2 ,..., the rational function qr(X) is a polynomial 
in X over E. 
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Proof. There exists a factorization 
d2k(X) Es Eo(X - e,>“l *-* (X - e$qx - Al) *** (X - A,) 
in which: q, is a nonzero element of E; p and v are nonnegative integers; 
8 19.e.j 0, 9 4 ,.“? A, are distinct elements of i?; and, each of the integers 
21 ,*.., lb i is 22. (If p = 0 or v = 0, then the corresponding vacuous product 
is to be replaced by 1.) We find 
d,,+,(X) s (X - ep-1 *** (X - cup-l, 
d,,+,(x) E (x - ep -.- (x - eJ+, 
and 
&“(X) z5 Eo(X - Al) *** (X - A,). 
Since the numerator and denominator of (26) are polynomials over E, the 
divisibility for q*(X) occurs over E. This completes the proof. 
THEOREM 3. A necessary and suficient condition for F(X) to have a 
representation (3) over E is 
deg( ~osd~~) G 2. (27) 
Proof. (i) Sufficiency. Suppose (27) is satisfied. Set 
aX2 + 6X + c = fi pk(X). 
k=O 
Thus, ax2 + bX + c is a polynomial over E of degree 62. Set 
By (25) G(X) is a polynomial over E, and, G(X) + 0. We obtain 
(G(X))2(aX2 + bX + c) = 
(ii) Necessity. Suppose F(X) h as a representation (3) over E. Then, 
F(X) has one of the factorizations 
F(X) z E(X - (rJ2’1 ..a (X - OI$~“, (28) 
F(X) = E(X - ~z~)‘~l 0..(X - OL,)~~,(X - /31)2u+1, (29) 
F(X) = E(X - a1)2e1 ... (X - ayqx - pl)““+*(x - p2)2U+l, (30) 
F(X) = E(X - a1)2el ... (X - ayqx - /31)2”+1(x - p2)2V+l, (31) 
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in which: E is a nonzero element of E; s, e, ,..., e, , u, v are nonnegative 
integers with u # v; and, 011 ,..., CQ , pr , j2 are distinct elements of E. When 
(28) is satisfied, deg(p,) = 0 for K = 0, 1,2,... . When (29) is satisfied, 
deg(q,) = 1 and deg(q,) = 0 for K # U. When (30) is satisfied, deg&) = 2 
and deg(q,) = 0 for K # u. When (31) is satisfied, deg(q,) = 1, deg(q,) = 1, 
and deg(q,) = 0 for K # u, v. In each case, (27) is satisfied. Since each 
representation (3) over E is a representation over j?, this completes the proof. 
Comment. The argument for Theorem 3 also establishes: if F(X) has 
a representation (3) over i?, then there exists a similar representation for 
F(X) over E. 
In contrast, for each odd prime p, a field Kr of characteristic p, a polynomial 
F(X) over K1 , and an algebraic field extension K, of Kl exist such that: 
F(X) has a representation (3) over K, with b2 - 4ac # 0; but, F(X) has no 
representation (3) over Kl . For example, let z, and x, be algebraically 
independent over a field I7 of p elements and take 
K, = Ii+, , xJ, Kl = lir(,qP, x29), F(X) E (Xp - zl”)(Xp - zz”). 
The factors XP - zip and XP - zap are irreducible over Kl by Eisenstein’s 
criterion (e.g., see [3, p. 1281); however, over K, we have 
F(X) E ((X - zl)(P--l)P (X - z2)(p--1)/2)2 (X - q)(X - x2). 
6. AN EXAMPLE FOR THEOREM 1 
Let the elements of E be meromorphic functions defined on a given region 
of the complex plane; and, let the operations for E be the usual addition, 
multiplication, and differentiation for functions. Since the characteristic of E 
is zero, there exists a unique derivation of J!? to make i? a differential field 
extension of E ([I, pp. 139-1401). Th e subfield of constants of E, which is 
isomorphic to the field of complex numbers, is algebraically closed; therefore, 
each constant of E is a constant of E. Let C denote an arbitrary constant 
in E, let w be a principal cube root of 1; let z denote an element of E for 
which z’ = 1; and, take E, = i?. 
EXAMPLE. For the differential equation 
32w(w2 + 3) w12 - 8(w + 1)2 (w - 1)3 w’ + (w + l)(w - 1)” = 0, (32) 
we identify the left member with P(w, w’) to obtain 
f2(X) EC 32X(X2 + 3),...,F(X) E 64(X - 1)” (X - 1)(X + 1). 
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With G(X) c 8(X - 1)4, uX2 + bX + c s X2 - 1, b2 - ~UC # 0, 01 = 1, 
/I = - 1, y = 1, and 6 = 1, we have arS - py = 2, h(X) = 0, 12 = 3, 
g2(X) E 27(X6 - l), g1(X) Es? 28X4, go(X) z zsx, 
and 
R(t, t’) = 23t(t3 + 1)((4t3 - 4) t’ + 1). 
The elements of T are 0, -1, -w, -ti2, and each solution in J!? of 
t4 -4t+z+C=O. (33) 
The elements ~(-1) = 0, IJJ(-w) = -1 - 2w, and ~J(-u”) = 1 + 2w are 
the roots off,(X); they are not solutions of (32). The other elements of W 
are the solutions of (32) in I!?; they are 
wo = dto) = (to2 - l)/(to2 + I), 
for each constant C in E and each solution to in E of (33), together with the 
two singular solutions -1 and 1 of (32). 
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