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Ra´d bych na tomto mı´steˇ podeˇkoval vsˇem, kterˇı´ mi s pracı´ pomohli, protozˇe bez nich by
tato pra´ce nevznikla.
Abstrakt
V te´to pra´ci je popsa´n syste´m pro 3D rekonstrukci okolı´ vozidla. Jednotlive´ cˇa´sti 3D re-
konstrukce, jako detekce a sledova´nı´ za´jmovy´ch bodu˚ nebo jejich triangulace, jsou navrh-
nuty, implementova´ny a popsa´ny jejich u´skalı´. Pro detekci bodu˚ jsou pouzˇity detektory
FAST a GFTT. Sledova´nı´ bodu˚ mezi snı´mky probı´ha´ vy´pocˇtem opticke´ho toku pomocı´
pyramidove´ metody Lucas-Kanade. Ke triangulaci bodu˚ je pouzˇit algoritmus linea´rnı´
triangulace nejmensˇı´ch cˇtvercu˚. Vy´sledna´ vizualizace probı´ha´ formou hloubkove´ mapy
a interaktivnı´ho vizualize´ru.
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Abstract
This work describes a system for 3D Reconstruction of the Vehicle Neighborhood. Each
part of 3D reconstruction, such as detection and tracking features or triangulation is
designedand implemented, andaredescribed their issues. For thedetectionof the features
are used FAST and GFTT detectors. Tracking points between the images is carried out by
calculating the optical flow using pyramidal Lucas-Kanade algorithm. For triangulation
is used the linear least-square method. Final visualization has a form depth map and
interactive visualizer.
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Seznam pouzˇity´ch zkratek a symbolu˚
OpenCV – Open source Computer Vision
PTAM – Parallel tracking and mapping
SLAM – Simultaneous localization and mapping
PCL – Point Cloud Library
GFTT – Good Features To Track
PCL – RANdom SAmple Consensus
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51 U´vod
3D rekonstrukce okolı´ vozidla ma´ v dnesˇnı´ dobeˇ mnoho potencia´lnı´ch vyuzˇitı´, od parko-
vacı´ch syste´mu˚ azˇ po trojrozmeˇrnou alternativu Street View.
Cı´lem te´to pra´ce je navrhnout a implementovat jednotlive´ cˇa´sti 3D rekonstrukce okolı´
vozidla jako naprˇ. detekce bodu˚, jejich sledova´nı´ a rekonstrukci teˇchto bodu˚. Implemen-
taci teˇchto cˇa´stı´ pote´ popsat a upozornit na prˇı´padna´ u´skalı´ a proble´my s nimi spojene´.
62 Inspiracˇnı´ a podkladove´ pra´ce
V roce 2007 prezentovali svou pra´ci, viz [1], pa´nove´ Klein a Murray na te´ma paralelnı´ho
sledova´nı´ a mapova´nı´ (PTAM) maly´ch prostor pro rozsˇı´rˇenou realitu. V te´to pra´ci se
soustrˇedili na porovna´nı´ se syste´mem simulta´lnı´ho lokalizova´nı´ a mapova´nı´ (SLAM).
Snı´mek z aplikace te´to pra´ce lze videˇt na obra´zku 1.
Obra´zek 1: Uka´zka paralelnı´ho sledova´nı´ a mapova´nı´ male´ho prostoru
Na tuto pra´ci nava´zali v roce 2009 v pra´ci [2] vylepsˇeny´m syste´mem na sledova´nı´ a
mapova´nı´ pomocı´ mobilnı´ kamery. Snı´mek z te´to pra´ce je pak videˇt na obra´zku 2.
7Obra´zek 2: Uka´zka paralelnı´ho sledova´nı´ a mapova´nı´ male´ho prostoru
83 Teoreticky´ podklad
3.1 Syste´m snı´ma´nı´
Existujı´ ru˚zne´ syste´my pro snı´ma´nı´ sekvence snı´mku˚ urcˇeny´ch k na´sledne´ rekonstrukci.
Pocˇı´naje monokula´rnı´m syste´mem, ktery´ je zalozˇen na snı´ma´nı´ z jedne´ kamery, po stere-
oskopicky´ syste´m, ktere´mu odpovı´da´ paralelnı´ snı´ma´nı´ ze dvou navza´jem posunuty´ch
kamer, azˇ po multiskopicke´ snı´macı´ syste´my, skla´dajı´cı´ se ze soustavy vı´ce kamer roz-
mı´steˇny´ch typicky na pevne´ pohyblive´ mrˇı´zˇce nebo na obvodove´m kruhu umı´steˇne´m
okolo snı´mane´ho objektu.
3.1.1 Monokula´rnı´ syste´m
Monokula´rnı´ syste´m snı´ma´nı´ je tvorˇen pouze jedinou kamerou. Jelikozˇ je vsˇak pro 3D re-
konstrukci obrazu nutne´mı´t alesponˇ dva snı´mky okolı´, je potrˇeba tohoto docı´lit pohybem
kamery. Na dvou snı´mcı´ch o jine´ porˇizovacı´ pozici je pak mozˇne´ zalozˇit 3D rekonstrukci.
Vy´hody a nevy´hody monokula´rnı´ho syste´m jsou opacˇne´ nezˇ u stereoskopicke´ho sys-
te´mu.
Monokula´rnı´ syste´m nepotrˇebuje zˇa´dnou dodatecˇnou konstrukci pro prˇipojenı´ dalsˇı´
kamery. Nenı´ tak potrˇeba porˇizovat zvla´sˇtnı´ vybavenı´ pro tento syste´m snı´ma´nı´, vyuzˇi-
jeme totizˇ to, co uzˇ veˇtsˇinou vlastnı´me. At’uzˇ se jedna´ o fotoapara´t s mozˇnostı´ nahra´va´nı´
videosekvence, nebo v dnesˇnı´ dobeˇ tolik rozsˇı´rˇene´ chytre´ telefony.
Nevy´hodou vsˇak je, zˇe je pomeˇrneˇ obtı´zˇneˇjsˇı´ rekonstruovat obraz z monokula´rnı´ho
syste´mu, protozˇe se nemu˚zˇeme spolehnout na stejnou vza´jemnou prostorovou pozici
vsˇech snı´many´ch objektu˚. Jelikozˇ jsou dva klı´cˇove´ snı´mky, na ktery´ch zakla´da´me 3D
rekonstrukci, porˇı´zene´ v jine´m cˇase, mohlo dojı´t ke zmeˇneˇ pozice neˇktere´ho z nich vzhle-
dem k ostatnı´m. V prˇı´padeˇ porˇizova´nı´ snı´mku˚ z jedoucı´ho vozidla patrˇı´ mezi objekty,
ktere´ zmeˇnily svou pozici naprˇ. jine´ pohybujı´cı´ se vozidlo cˇi chodec.
3.1.2 Stereoskopicky´ syste´m
Stereoskopicky´ snı´macı´ syste´m je na´m - lidem - nejblı´zˇe. Stejneˇ jako cˇloveˇk pouzˇı´va´
k rozpozna´nı´ vzda´lenosti objektu dveˇ ocˇi, tak i stereoskopicky´ syste´m je zalozˇen na
soustaveˇ dvou soubeˇzˇneˇ snı´majı´cı´ch kamerumı´steˇny´chparalelneˇ vedle sebe. Tyto kamery
9majı´ zpravidla pevnou vza´jemnou pozici, cozˇ je zajisˇteˇno bud’to prˇı´mo z vy´roby, nebo
dodatecˇny´m spojenı´m dvou kamer cˇi snı´macˇu˚ pomocı´ pevne´ konstrukce.
Tento syste´m ma´ jednoznacˇnou vy´hodu v tom, zˇe k rekonstrukci je potrˇeba pouze
porˇı´dit snı´mek ve stejnou dobu u obou spojeny´ch kamer. Tak vzniknou 2 snı´mky porˇı´zene´
ve stejne´m cˇase s mı´rneˇ rozdı´lny´m mı´stem porˇı´zenı´. Prˇi provedenı´ kalibrace pozic teˇchto
dvou kamer je uzˇ pak relativneˇ jednoduche´ rekonstruovat okolı´ kamer.
Nevy´hodou tohoto syste´mu je vsˇak ten fakt, zˇe k 3D rekonstrukci je potrˇeba dvou
kamer spojeny´ch do jedne´ pevne´ konstrukce, viz obra´zek 3.
Obra´zek 3: Uka´zka stereoskopicke´ho syste´mu
3.2 Detekce za´jmovy´ch bodu˚
V obraze je nutno detekovat body, ktere´ odpovı´dajı´ bodu v prostoru promı´tnute´mu
do 2D obrazu kamery, a ktere´ na´sledneˇ budeme sledovat naprˇı´cˇ videosekvencı´. Takove´
body se nazy´vajı´ za´jmove´.
Za´jmove´ body bymeˇly by´t takove´ body v obraze, ktere´ jsou snadno identifikovatelne´,
vyskytujı´ se v obraze po celou dobu sledova´nı´ a jsou jednoznacˇne´.
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Pro detekci bodu˚ jsem ve sve´m rˇesˇenı´ pouzˇil GFTT detektor a FAST detektor.
3.2.1 GFTT detektor
GFTT detektor pracuje v na´sledujı´cı´ch krocı´ch:
1. Spocˇı´ta´ mı´ru kvality rohu˚ pro vsˇechny pixely v obraze pomocı´ Harrisova detektoru
hran.
2. Potlacˇı´ okolı´ loka´lnı´ch maxim kvu˚li zamezenı´ detekce prˇı´lisˇ blı´zky´ch bodu˚.
3. Odstranı´ rohy, ktere´ nemajı´ dostatecˇneˇ velkou hodnotu R, viz kapitola 3.2.1.1.
4. Zby´vajı´cı´ rohy jsou serˇazeny sestupneˇ dle kvality.
5. Odstranı´ rohy, ktere´ majı´ v zadane´ blı´zkosti roh s lepsˇı´ kvalitou.
3.2.1.1 Harrisu˚v detektor
Harrisu˚v detektor prohleda´va´ oke´nko w(x, y) s posunem u ve smeˇru x a posunem v ve
smeˇru y a vyhleda´va´ zmeˇnu gradientu. Tuto funkci mu˚zˇeme zapsat jako
E (u, v) =

x,y
w (x, y) [I (x+ u, y + v)− I(x, y)]2 (1)
kde
• w (x, y) je oke´nko na pozici (x, y),
• I (x, y) je intenzita na pozici (x, y),
• I (x+ u, y + v) je intenzita pohybujı´cı´ho se okna na pozici (x+ u, y + v).
Hleda´me-li tedy oke´nka s rohy, hleda´me vlastneˇ oke´nka s velkou zmeˇnou intenzity.
Proto je potrˇeba maximalizovat prˇedesˇlou rovnici, konkre´tneˇ:
x,y
[I (x+ u, y + v)− I(x, y)]2 (2)
pomocı´ Taylorova rozvoje pak ma´me
E (u, v) ≈

x,y
[I (x, y) + uIx + vIy − I(x, y)]2 (3)
11
po odecˇtenı´ a umocneˇnı´
E (u, v) ≈

x,y
u2I2x + 2uvIxIy + v
2I2y (4)
cozˇ mu˚zˇeme zapsat v maticove´m forma´tu







































Pro kazˇde´ oke´nko je pak pocˇı´ta´na hodnota R jako
R = λ1λ2 − k · (λ1 + λ2)2 (8)
kde
• λ1 a λ2 jsou vlastnı´ cˇı´sla matice M,
• k je pra´h kvality rohu.
Vy´sledne´ oke´nko pak povazˇujeme za:
plochu, pokud je hodnota |R|mala´, tj. kdyzˇ vlastnı´ cˇı´sla λ1 a λ2 jsou mala´,
hranu, pokud je hodnota R < 0, tj. kdyzˇ λ1 >> λ2 nebo λ2 >> λ1,
roh, pokud je hodnota R velka´, tj. kdyzˇ λ1 a λ2 jsou velka´ a λ1 ∼ λ2.
3.2.2 FAST detektor
Vstupem FAST detektoru je parametr threshold, tedy jaky´si pra´h cˇi mez. Detektor pak
funguje tak, zˇe pro vsˇechny body v obraze zkouma´ okolnı´ kruzˇnici skla´dajı´cı´ se ze 16
bodu˚, viz obra´zek 4.
Centra´lnı´ bod p je pak detekova´n pra´veˇ tehdy, pokud existuje posloupnost alesponˇ 9
bodu˚ ze 16, ktere´ jsou sveˇtlejsˇı´ nezˇ bod p o vı´ce nezˇ nastaveny´ pra´h detekce.
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Obra´zek 4: Prohleda´vane´ okolı´ FAST detektoru.
3.3 Sledova´nı´ za´jmovy´ch bodu˚
Ke sledova´nı´ za´jmovy´ch bodu˚ jsem v rˇesˇenı´ pouzˇil vy´pocˇet opticke´ho toku.
Opticky´ tok urcˇuje smeˇr a rychlost pohybu vsˇech nebo vybrany´ch bodu˚ v obrazu
mezi dveˇma snı´mky. Pro kazˇdy´ bod je pak vy´sledkem vy´pocˇtu opticke´ho toku vektor,
ktery´ tento smeˇr a rychlost pohybu uda´va´. Tento vektor pak odpovı´da´ sledova´nı´ bodu z
jednoho snı´mku na snı´mek na´sledujı´cı´.
3.3.1 Metoda Lucas-Kanade
Vy´pocˇet opticke´ho toku metodou Lucas-Kanade ma´ dveˇ za´kladnı´ podmı´nky:
• Sveˇtlost bodu je v cˇase konstantnı´.
• Okolı´ bodu ma´ stejny´ pohyb.
Rovnice konstatnı´ sveˇtlosti je da´na jako
I (x, y, t) = I (x+ u, y + v, t+ 1) (9)
kde
• x a y je pozice sledovane´ho bodu,
• u a v je posun sledovane´ho bodu,
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• I (x, y, t) je sveˇtlost bodu (x, y) v cˇase t.
Pomocı´ Taylorova rozvoje I (x+ u, y + v, t+ 1) na I (x, y, t) linearizujeme pravou stranu
rovnice (9).
I (x+ u, y + v, t+ 1) ≈ I (x, y, t) + Ix · u+ Iy · v + It (10)
I (x+ u, y + v, t+ 1)− I (x, y, t) ≈ Ix · u+ Iy · v + It (11)
po dosazenı´ do rovnice (9) ma´me
Ix · u+ Iy · v + It ≈ 0 (12)






+ It = 0 (13)
Jelikozˇ ma´me jednu rovnici a dveˇ nezna´me´ u a v, vyuzˇijeme druhou podmı´nku, a sice,
zˇe okolnı´ body majı´ stejny´ posun (u, v).
Prˇi pouzˇitı´ oke´nka okolo sledovane´ho bodu, jezˇ bude obsahovat dalsˇı´ch N − 1 bodu˚,






= −It (pi) (14)
Dostaneme tedy 
Ix (p1) Iy (p1)
Ix (p2) Iy (p2)
...
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Optima´lnı´m rˇesˇenı´m je pak takova´ dvojice (u, v), ktera´ na´m da´ pravou stranu rovnice
co nejblı´zˇe nulove´mu vektoru. Z prave´ strany rovnice (16) jde videˇt, zˇe se v nı´ odra´zˇı´
rovnice (6), a tedy, zˇe nejle´pe sledovatelne´ budou pra´veˇ ony detekovane´ rohy v obraze.
Prˇi pyramidove´malgoritmuLucas-Kanademetodyvy´pocˇtuopticke´ho toku, senejdrˇı´ve
sestavı´ pyramidapro oba snı´mky,mezi ktery´mi probı´ha´ sledova´nı´. Pyramida se sesta´va´ ze
snı´mku˚ na kazˇde´ u´rovni vzˇdy o polovinumeˇnsˇı´ch v kazˇde´m rozmeˇru. Takovy´ch u´rovnı´ je
typicky nejvy´sˇe 4. Naprˇ. snı´mek o rozmeˇru 640x480 ma´ na prvnı´ u´rovni rozmeˇr 320x240,
a na cˇtvrte´ u´rovni uzˇ pouze 40x30.
Sledova´nı´ pak probı´ha´ z neˇjvysˇsˇı´ u´rovneˇ, tj. nejmensˇı´ch snı´mku˚, azˇ po snı´mky pu˚-
vodnı´ho rozmeˇru na nulte´ u´rovni pyramidy.
3.4 Fundamenta´lnı´ a esencia´lnı´ matice
Fundamenta´lnı´ matice je cˇtvercova´ matice o rozmeˇru 3x3, ktera´ vyjadrˇuje vztah mezi ko-
respondujı´cı´mi body dvou snı´mku˚. Z pohledu epipola´rnı´ geometrie lze na fundamenta´lnı´
matici nahlı´zˇet take´ jako na matici, dı´ky nı´zˇ k urcˇite´mu bodu na jednom snı´mku zı´ska´me
odpovı´dajcı´ epipola´rnı´ lı´nii na snı´mku druhe´m. Tato linie pak urcˇuje polohu dane´ho bodu
na druhe´m snı´mku.
Fundamenta´lnı´ maticemezi dveˇma snı´mky (dveˇmi pozicemi kamer) je da´na splneˇnı´m
rovnice (17).
ptT2 · F · pt1 = 0 (17)
kde
• pt1 a pt2 oznacˇujı´ korespondujı´cı´ body na dvou snı´mcı´ch sekvence,
• F je vy´sledna´ fundamenta´lnı´ matice.
Na vy´pocˇet fundamenta´lnı´ matice se pouzˇı´vajı´ ru˚zne´ algoritmy jako je 7-bodovy´,
8-bodovy´, nebo RANSAC algoritmus. 8-bodovy´ algoritmus je popsa´n v kapitole 4.6.
Esencia´lnı´ matice je takte´zˇ cˇtvercova´ matice o rozmeˇru 3x3 a takte´zˇ vyjadrˇuje vztah
mezi korespondujı´cı´mi body dvou snı´mku˚. Obsahuje vsˇak informaci o vnitrˇnı´ch parame-
trech kamery. Jejı´ vy´pocˇet je pak da´n rovnicı´ (18).
E = KT · F ·K (18)
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kde
• E je vy´sledna´ esencia´lnı´ matice,
• K je vnitrˇnı´ matice kamery,
• F je drˇı´ve vypocˇtena´ fundamenta´lnı´ matice.
3.5 Triangulace bodu˚
Triangulacı´ bodu˚ se rozumı´ proces vypocˇtenı´ pozice bodu v 3D prostoru dane´ho jeho
projekcı´ na dvou cˇi vı´ce obra´zcı´ch.
K vyrˇesˇenı´ tohoto proble´mu je nutne´ zna´t transformacˇnı´ matice kamer.




1 0 0 0
0 1 0 0
0 0 1 0
 (19)
Transofrmacˇnı´ matice druhe´ kamery je pak da´na jednou ze 4 prˇı´padu˚, viz obra´zek 5.
Prave´ a leve´ dvojice prˇı´padu˚majı´ rozdı´lne´ zname´nko translacˇnı´ho vektoru, hornı´ a spodnı´
dvojice se pak lisˇı´ rotacı´ druhe´ kamery okolo spojnice promı´tacı´ch strˇedu˚ kamer.
Jak se vyporˇa´dat s vy´beˇrem spra´vne´ho rˇesˇenı´ je popsa´no v kapitole 4.7.
Z vypocˇteny´ch tranformacˇnı´ch matic se pak nakonec provede triangulace korespon-
dujı´cı´chbodu˚.Ve sve´m rˇesˇenı´ jsem implementoval linea´rnı´ triangulaci nejmensˇı´ch cˇtvercu˚.
Jak tato triangulace funguje popisuji v kapitole 4.8.
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Obra´zek 5: 4 prˇı´pady vza´jemne´ pozice kamer.
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4 Vlastnı´ rˇesˇenı´
Tato kapitola popisuje postup a rozhodova´nı´ prˇi implementaci vlastnı´ho rˇesˇenı´ 3D rekon-
strukce.
Postupneˇ zde popı´sˇu du˚vody vy´beˇru monokula´rnı´ho kamerove´ho syste´mu pro re-
konstrukci, da´le kalibraci kamerove´ho syste´mu a zpu˚sob zı´ska´va´nı´ videosekvence, dete-
kova´nı´ a sledova´nı´ za´jmovy´ch bodu˚ a bodu˚ urcˇeny´ch k rekonstrukci. Na´sledovat bude
popsa´nı´ vy´pocˇtu fundamenta´lnı´ a esencia´lnı´ matice, a zı´ska´nı´ transformacˇnı´ch matic po-
mocı´ 4-prˇı´padove´ho rozhodova´nı´. Da´le pak popı´sˇu triangulaci rekonstruovany´ch bodu˚
a zpeˇtne´ urcˇenı´ pozice kamer.
Poslednı´m krokem pak bude vizualizace rekonstruovany´ch bodu˚ jednak formou ba-
revne´ hloubkove´ mapy a jednak formou 3D vizualizace tzv. „point cloudu“ za pomocı´
vizualize´ru PCL knihovny.
4.1 Monokula´rnı´ syste´m
Monokula´rnı´ syste´m je oproti stereoskopicke´mu syste´mu zalozˇen na snı´ma´nı´ z jedne´
kamery. Tento syste´m jsem zvolil na za´kladeˇ dvou za´kladnı´ch faktoru˚.
Jednak zˇijeme v dobeˇ, kdy si rˇidicˇi sta´le vı´ce porˇizujı´ do vozidel kamery, ktery´mi
za jı´zdy sledujı´ a zaznamena´vajı´ uda´losti jimizˇ jsou u´cˇastnı´ky, a to at’uzˇ se jedna´ o kamery
montovane´ na prˇednı´ sklo s vy´hledem doprˇedu, nebo montovane´ do zadnı´ cˇa´sti vozidla
pro rˇidicˇu˚v veˇtsˇı´ prˇehled o provozu na komunikaci za nı´m. Z toho du˚vodu ma´ v te´to
oblasti monokula´rnı´ syste´m snı´ma´nı´ oproti stereoskopicke´mu nepomeˇrneˇ veˇtsˇı´ nasazenı´.
Pro vyuzˇitı´ me´ho syste´mu tedy nenı´ potrˇeba noveˇ porˇizovat stereoskopicky´ kamerovy´
syste´m, ale poznatky z te´to pra´ce mohou by´t vyuzˇity prˇi tvorbeˇ softwaru, ktery´ se bude
moci jednodusˇe napojit na data zı´skana´ z jizˇ porˇı´zeny´ch kamer.
Druhy´m z faktoru˚ bylo oveˇrˇenı´ a objevenı´ na´strah prˇi 3D rekonstruova´nı´ obrazu
porˇı´zene´homonokula´rnı´m syste´mem. Jelikozˇ je pro 3D rekonstrukci nutne´mı´tminima´lneˇ
dva snı´mky odpovı´dajı´cı´ho si okolı´ porˇı´zene´ z ru˚zne´ pozice, je nutne´ neˇjak tyto dva
snı´mky zı´skat i z monokula´rnı´ho syste´mu. Je jasne´, zˇe vyuzˇiji pohybu kamery, resp.
vozidla, k zı´ska´nı´ teˇchto dvou snı´mku˚, bohuzˇel z toho vsˇak plyne ten proble´m, zˇe oba
snı´mky nebudou porˇı´zeny ve stejne´m cˇase, jako je tomu u stereoskopicke´ho syste´mu, ale
budou porˇı´zeny v rozdı´lny´ch cˇasech. Z toho pak plyne, zˇe se prˇi 3D rekonstrukci nemohu
spolehnout na to, zˇe vsˇechny objekty ve sce´neˇ nezmeˇnily sve´ mı´sto mezi porˇı´zenı´m
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prvnı´ho a druhe´ho snı´mku. Takovy´mi objekty jsou naprˇ. jine´ projı´zˇdeˇjı´cı´ vozidlo nebo
chodec, ale take´ vozidlo nesoucı´ kameru zachycene´ na kamerˇe.
4.2 Kalibrace
Na porˇı´zenı´ videosekvence pro 3D rekonstrukci jsem pouzˇil fotoapara´t Nikon Coolpix
P330. I kdyzˇ ma´ tento fotoapara´t nı´zke´ sfe´ricke´ zkreslenı´, bylo i prˇesto zˇa´doucı´ prove´st
kalibraci obrazu.
Jednak je tedy potrˇeba zı´skat koeficienty pro opravu zkreslene´ho obrazu, ale take´








• A je matice vnitrˇnı´ch parametru˚ kamery,
• (cx, cy) je strˇedovy´ bod kamery v obraze,
• fx a fy vyjadrˇujı´ ohniskovou vzda´lenost v pixelech.
Kalibraci jsem prova´deˇl na sˇachovnici 9 x 6 polı´, resp. 8 x 5 spoju˚. Uka´zka jednoho z
kalibracˇnı´ch snı´mku˚ a rozpoznany´ch spoju˚ na sˇachovnici je videˇt na obra´zku 6.
4.3 Zı´ska´va´nı´ videosekvence pro rekonstrukci
Prˇi zı´ska´va´nı´ videosekvence, at’uzˇ z jedoucı´ho vozidla nebo z ruky, bylo potrˇeba drzˇet se
jisty´ch omezenı´, abych v pozdeˇjsˇı´ch krocı´ch rekonstrukce nemeˇl proble´my s detekcı´ bodu˚
a jejich sledova´nı´m naprˇı´cˇ sekvencı´, apod. Mezi tato omezenı´ patrˇı´ dostatecˇna´ ostrost
obrazu a za´beˇry bez pohybujı´cı´ch se objektu˚.
4.3.1 Ostrost obrazu
Jednı´m z omezenı´, na ktera´ bychom meˇli dba´t je ostry´ obraz. Je nutne´, aby byl obraz do-
statecˇneˇ ostry´ ameˇl naprˇı´cˇ sekvencı´ co nejme´neˇ rozmazany´ch snı´mku˚, jelikozˇ detekovane´
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Obra´zek 6: Kalibracˇnı´ snı´mek s rozpoznany´mi spoji.
za´jmove´ body majı´ v rozmazany´ch snı´mcı´ch proble´m s urcˇenı´m spra´vne´ pozice prˇi jejich
sledova´nı´.
Prevencı´ pro ostry´ obraz videosekvence je jednak pouzˇitı´ kvalitneˇjsˇı´ videokamery
cˇi fotoapara´tu, v me´m rˇesˇenı´ jsem pro porˇı´zenı´ videosekvence pouzˇil fotoapara´t Nikon
Coolpix P330, a jednak nata´cˇenı´ videosekvence prˇi dostatecˇne´m osveˇtlenı´. Z toho du˚vodu
je nejle´pe zı´skat videosekvenci prˇi jasne´m slunecˇne´m pocˇası´.
4.3.2 Pohybujı´cı´ se objekty
Ve stereoskopicke´m syste´mu snı´ma´nı´ je mozˇne´ spolehnout se na nezmeˇneˇnou polohu
vsˇech objektu˚ porˇı´zene´ sce´ny, protozˇe snı´mky, ze ktery´ch je triangulacı´ prova´deˇna rekon-
strukce jsou porˇı´zeny ve stejne´m cˇase.
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Oproti tomuvmnoupouzˇite´mmonokula´rnı´m syste´mu sena toto spolehnout nemu˚zˇu.
Proto bylo nutne´ zamezit vy´skytu pohyblivy´ch objektu˚ ve sce´neˇ, a nata´cˇet tak sce´ny v
mı´steˇ nebo cˇase, kdy je takovy´chto objektu˚ cˇı´m jak nejme´neˇ.
4.3.3 Dalsˇı´ nechteˇne´ objekty
Dalsˇı´mi zaznamenany´mi objekty ve sce´neˇ jsou takove´, ktere´ se vzhledem ke sce´neˇ po-
hybujı´, ale vzhledem ke kamerˇe nikoli. Takovy´mi objekty jsou zpravidla cˇa´sti objektu˚
nesoucı´ch kamerovy´ syste´m, tedy naprˇ. kapota vozidla.
Jelikozˇ se takove´ objekty nacha´zejı´ ve snı´mane´m obraze zpravidla na okrajı´ch jednotli-
vy´ch snı´mku˚, bylo mozˇne´ takove´ objekty vyrˇadit z detekce a sledova´nı´ tı´m, zˇe jsem prˇed
zacˇa´tkem detekce v implementaci dal mozˇnost vybrat oblast za´jmu. Mimo tuto oblast
pak nebude probı´hat detekce za´jmovy´ch bodu˚ a bodu˚ urcˇeny´ch k rekonstrukci. Stejneˇ
tak budou tyto body prˇi prˇechodu mimo tuto oblast prˇi sledova´nı´ naprˇı´cˇ dalsˇı´mi snı´mky
vyrˇazeny z mnozˇiny rekonstruovany´ch bodu˚.
4.4 Detekova´nı´ za´jmovy´ch bodu˚
K detekova´nı´ za´jmovy´ch bodu˚ jsem se kvu˚li rychlosti detekce rozhodl pouzˇı´t funkce
nabı´zene´ knihovnou OpenCV. K vy´beˇru vhodne´ho detekcˇnı´ho algoritmu jsem jako zdroj
informacı´ pouzˇil [3]. Eugene Khvedchenya zde srovna´va´ algoritmy poskytovane´ knihov-
nou OpenCV mezi neˇzˇ patrˇı´ detektory STAR, MSER, SURF a dalsˇı´.
Volbu detekcˇnı´ho algoritmu jsem zalozˇil hlavneˇ na dvou faktorech. Tı´m prvnı´m je
cˇasova´ na´rocˇnost detekova´nı´ jednoho za´jmove´ho bodu, viz obra´zek 7. Druhy´m fakto-
rem je pak rozdı´l pozice detekovane´ho bodu v obra´zcı´ch s mı´rneˇ zmeˇneˇnou sveˇtlostı´.
Odpovı´dajı´cı´ graf je videˇt na obra´zku 8.
Po tomto srovna´nı´ jsem se nejdrˇı´ve rozhodl vyuzˇı´t FAST detektor, kvu˚li jeho rychlosti
detekce. Vlastnı´m testova´nı´m detektoru˚ jsem ale prˇistoupil na GFTT detektor, protozˇe
FAST detektor ma´ tendenci detekovat spı´sˇe vı´ce kontrastnı´ hrany, nezˇ me´neˇ kontrastnı´
rohy. Proto jsem tedy volil GFTTdetektor, jelikozˇ ten pro detekci za´jmovy´ch bodu˚ vyuzˇı´va´
Harrisu˚v algoritmus. Tı´mto jsem zı´skal prˇi detekci za´jmovy´ch bodu˚ body, odpovı´dajı´cı´
rohu˚m objektu˚ v obraze, a bylo tak mozˇno prˇesneˇji tyto body v obraze sledovat naprˇı´cˇ
dalsˇı´mi snı´mky.
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Obra´zek 7: Cˇasova´ na´rocˇnost detekce jednoho za´jmove´ho bodu v milisekunda´ch
Obra´zek 8: Posun bodu v za´vislosti na mı´rne´ zmeˇneˇ sveˇtlosti obrazu
Pro dalsˇı´ zprˇesneˇnı´ bodu˚ jsem pak pouzˇil funkci cornerSubPix, ktera´ iterativneˇ na
za´kladeˇ subpixelu zprˇesnˇuje pozici za´jmovy´ch bodu˚ blı´zˇe rohu˚m v obraze.
Uka´zku detekovany´ch za´jmovy´ch bodu˚ v obraze pomocı´ GFTT detektoru se subpixe-
lovy´m zprˇesneˇnı´m lze videˇt na obra´zku 9.
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Obra´zek 9: Detekovane´ za´jmove´ body.
4.5 Sledova´nı´ za´jmovy´ch bodu˚
Pro sledova´nı´, resp. pa´rova´nı´ za´jmovy´ch bodu˚ se obvykle pouzˇı´va´ tzv. matching, tedy
spa´rova´nı´ nejvı´ce si odpovı´dajı´cı´ch bodu˚ rozpoznany´ch neza´visle na sobeˇ v obou obra-
zech. Takovy´ zpu˚sob se vsˇak hodı´ spı´sˇe na stereoskopicky´ syste´m, ktery´ ma´ pravidla,
dı´ky ktery´m, se na spa´rova´nı´ mu˚zˇeme dostatecˇneˇ spolehnout. Mezi tyto pravidla patrˇı´
naprˇ. odpovı´dajı´cı´ si velikost objektu˚ (na zˇa´dane´m okolı´ detekovane´ho za´jmove´ho bodu)
na obou snı´mcı´ch, nebo take´ ten fakt, zˇe pa´rovana´ okolı´ bodu˚ lze hledat v odpovı´dajı´cı´ch
si vodorovny´ch hladina´ch a jejich blı´zke´m okolı´.
Na podobne´ veˇci jsem se vsˇak u monoskopicke´ho syste´mu spolehnout nemohl, i
prˇesto jsem vsˇak vyzkousˇel neˇkolik testovacı´ch pokusu˚ s tı´mto spa´rova´nı´m za´jmovy´ch
bodu˚. Bohuzˇel se jako dostatecˇneˇ spolehlivy´ neproka´zal ani RobustMatcher s RANSAC
algoritmem.
A tak jsem prˇistoupil k takove´mu zpu˚sobu sledova´nı´ za´jmovy´ch bodu˚, kdy se za´-
jmove´ body rozpoznajı´ jen na jednom obraze a na na´sledujı´cı´m se vyhleda´ jejich nejvı´ce
odpovı´dajı´cı´ dvojnı´k se stejny´m okolı´m za´jmove´ho bodu. Na tento zpu˚sob sledova´nı´
se mi osveˇdcˇilo pouzˇı´t funkci knihovny OpenCV s na´zvem calcOpticalFlowPyrLK. Tato
funkce pocˇı´ta´ opticky´ tok (optical flow) vstupnı´ch bodu˚ mezi dveˇma snı´mky pouzˇitı´m
pyramidove´ Lucas-Kanade metody popsane´ v kapitole 3.3. Tı´mto zpu˚sobem jsem zı´skal
pomeˇrneˇ prˇesnou polohu obrazu˚ za´jmovy´ch bodu˚ na druhe´m snı´mku.
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Tento zpu˚sob sledova´nı´ jsem pak opakoval v za´vislosti na rychlosti jı´zdy vozidla,
resp. rychlosti snı´ma´nı´ tak, aby byl opticky´ posun za´jmovy´ch bodu˚ na snı´mcı´ch znatelny´.
To proto, zˇe cˇı´m veˇtsˇı´ je vzda´lenost pozice kamery prvnı´ho snı´mku a pozice kamery
poslednı´ho rozpozna´vane´ho snı´mku, tı´m prˇesneˇjsˇı´ je na´sledny´ vy´pocˇet fundamenta´lnı´
matice.
Snı´mek, na ktere´m probeˇhla detekce za´jmovy´ch bodu˚ budu da´le nazy´vat jako ”prvnı´
snı´mek”, a snı´mek, ktery´m koncˇı´ iterace sledova´nı´ za´jmovy´ch bodu˚ budu nazy´vat ”po-
slednı´ snı´mek”. A to i prˇesto, zˇe prˇed prvnı´m snı´mkem a za poslednı´m snı´mkem mu˚zˇe
videosekvence obsahovat dalsˇı´ nezpracova´vane´ snı´mky.
Na obra´zku 10 je videˇt spojnice mezi za´jmovy´mi body prvnı´ho a poslednı´ho sledova-
ne´ho snı´mku.
Obra´zek 10: Odpovı´dajı´cı´ si body na 2 snı´mcı´ch.
4.6 Fundamenta´lnı´ a esencia´lnı´ matice
Pro vy´pocˇet fundamenta´lnı´ matice v me´ implementaci jsem pouzˇil funkci findFunda-
mentalMat knihovny OpenCV, kterou jsem pomocı´ parametru˚ prˇinutil vypocˇı´ta´vat fun-
damenta´lnı´ matici pomocı´ 8-bodove´ho algoritmu (8-point algorithm), ktery´ vyzˇaduje 8
a vı´ce korespondujı´cı´ch bodu˚. Kazˇdy´ takovy´ pa´r je pak bra´n jako podmı´nka a meˇl by
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splnˇovat rovnici

























 · [f11, f12, f13, f21, f22, f23, f31, f32, f33]T = 0 (22)
S N ≥ 8 pa´ry pak vznikne linea´rnı´ syste´m
A · f = 0 (23)
kde i-ty´ rˇa´dekmaticeA odpovı´da´ i-te´mukorespondujı´cı´mupa´ru zapsane´mu 9-prvkovy´m
vektorem, jak je uvedeno vy´sˇe.
Vy´sledkem pak je vlastnı´ vektor odpovı´dajı´cı´ nejmensˇı´mu vlastnı´mu cˇı´slu matice
ATA, ktery´ je na´sledneˇ prˇepsa´n do fundamenta´lnı´ cˇtvercove´ matice.
Odpovı´dajı´cı´ si epipola´rnı´ linie zı´skane´ na za´kladeˇ takto vypocˇtene´ fundamenta´lnı´
matice jsou videˇt na obra´zku 11.
Fundamenta´lnı´ matice musı´ by´t co nejprˇesneˇjsˇı´, proto jsem prˇi detekci za´jmovy´ch
bodu˚ volil detekova´nı´mensˇı´homnozˇstvı´ bodu˚, ktere´ jsou vsˇakdı´ky odpovı´dajı´cı´m rohu˚m
v obraze dobrˇe sledovatelne´ a tı´m i dostatecˇneˇ prˇesne´.
Abych mohl pozdeˇji zı´skat vza´jemnou rotaci a translaci mezi snı´mky bylo potrˇeba
z fundamenta´lnı´ matice F a vnitrˇnı´ matice kamery K vypocˇı´tat esencia´lnı´ matici E, a to
pomocı´ na´sledujı´cı´ho vzorce:
E = KT · F ·K (24)
Esencia´lnı´ matice vsˇak ma´ mı´t hodnost 2, proto je potrˇeba i toto osˇetrˇit. Zajistil jsem
to tak, zˇe jsem esencia´lnı´ matici E rozlozˇil pomocı´ singula´rnı´ho rozkladu:
U ·D0 · V T = E (25)
a pote´ opeˇt slozˇil za pomocı´ diagona´lnı´ matice D:









Obra´zek 11: Korespondujı´cı´ epipola´rnı´ linie.
4.7 Transformacˇnı´ matice kamer
Pro vy´pocˇet transformacˇnı´ch matic kamer jsem potrˇeboval nejprve vypocˇı´tat rotacˇnı´ ma-
tici a translacˇnı´ vektor z esencia´lnı´ matice. Jak je ale vidno na obra´zku 5, existujı´ 4 zpu˚soby
jak urcˇit vza´jemnou pozici kamer a jen jeden z nich je spra´vny´.
Bohuzˇel vsˇak neexistuje zpu˚sob, jak zjistit jesˇteˇ prˇed triangulacı´, ktery´ prˇı´pad je pro
danouesencia´lnı´matici ten spra´vny´ a takmusı´ vy´pocˇet probeˇhnoutprovsˇechny4prˇı´pady
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a na za´kladeˇ rekonstruovany´ch bodu˚ se rozhodnout, ktery´ je spra´vny´. V na´sledujı´cı´ch
krocı´ch popı´sˇu, jak jsem analyzoval spra´vny´ prˇı´pad vza´jemne´ pozice kamer:
1. Opeˇtovny´m rozkladem esencia´lnı´ matice jsem zı´skal matice U a V:
E = U ·D · V T . (28)
2. Transformacˇnı´ matice prvnı´ kamery jsem definoval jako:
P1 = ( I | 0 ) . (29)
3. (a) Transformacˇnı´ matice druhe´ kamery pak jako jeden z prˇı´padu˚:
P2 = (U ·W · V T | U · (0, 0, 1)T ) (30)
P2 = (U ·W · V T | − U · (0, 0, 1)T ) (31)
P2 = (U ·W T · V T | U · (0, 0, 1)T ) (32)
P2 = (U ·W T · V T | − U · (0, 0, 1)T ). (33)
(b) Na´sledneˇ jsem provedl triangulaci za´jmovy´ch bodu˚ popsanou v kapitole 4.8.
(c) Triangulovane´ body jsem pak otestoval, zda se nacha´zejı´ prˇed obeˇma kame-
rama.
4. Porovna´nı´m pocˇtu triangulovany´ch bodu˚ prˇed kamerou z kroku 3 jsem zjistil, ktery´
prˇı´pad transformacˇnı´ matice druhe´ kamery nejvı´ce odpovı´da´ skutecˇnosti.
4.8 Triangulace
Triangulacı´ za´jmovy´chbodu˚detekovany´chvkapitole 4.4 bychzı´skal jenmı´rnou informaci
o tom, jak sce´na prostoroveˇ vypada´, protozˇe jsem detekoval za´jmovy´ch bodu˚ pomeˇrneˇ
ma´lo, tj. v rˇa´du desı´tek. Na pozdeˇjsˇı´ vy´pocˇet fundamenta´lnı´ matice z teˇchto bodu˚ vsˇak
postacˇovalo, cˇi dokonce bylo vyzˇadova´no me´neˇ bodu˚ vysˇsˇı´ kvality (tj. body, ktere´ majı´
potencia´l by´t prˇesneˇji sledovatelne´) nezˇ opacˇneˇ.
Pro triangulaci je vsˇak zˇa´doucı´, dostat co nejveˇtsˇı´ poneˇtı´ o sce´neˇ a bylo tedy zapotrˇebı´
detekovat vı´ce bodu˚. Abych se v sekvenci analyzovany´ch snı´mku˚ nevracel nazpa´tek,
paralelneˇ s detekcı´ za´jmovy´ch bodu˚ jsem detekoval ve stejne´m snı´mku take´ body urcˇene´
k triangulaci. Teˇchto bodu˚ by meˇlo by´t co nejvı´ce a nemusı´ by´t nutneˇ jejich pozice da´na
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pevny´mi rohy v obraze. Proto jsem pro detekci teˇchto bodu˚ vyuzˇil FAST detektor. Ten za
velmi malou cenu cˇasu, v porovna´nı´ s jiny´mi detektory zajistı´ rozpozna´nı´ velke´ho pocˇtu
vı´ceme´neˇ sledovatelny´ch bodu˚.
Stejneˇ jako jsem paralelneˇ provedl detekce, provedl jsem i sledova´nı´ teˇchto bodu˚
paralelneˇ se sledova´nı´m za´jmovy´ch bodu˚. Na konci tohoto procesu ma´m pak pole dvojic
odpovı´dajı´cı´ch si bodu˚ z prvnı´ho a poslednı´ho sledovane´ho snı´mku, ktere´ budou slouzˇit
k na´sledne´ triangulaci.
Tyto dvojice jsem pak otestoval na dostatecˇnou prˇesnost rovnicı´ (34).ptT2 · F · pt1 < 1.0 (34)
kde
• pt1 a pt2 oznacˇujı´ korespondujı´cı´ bodu na prvnı´m a poslednı´m snı´mku,
• F je drˇı´ve vypocˇtena´ fundamenta´lnı´ matice.
V idea´lnı´m prˇı´padeˇ dvojice bodu˚ odpovı´da´ rovnici (17).
K triangulaci jsem pouzˇil algoritmus linea´rnı´ triangulace nejmensˇı´ch cˇtvercu˚ popsany´
v [7]. Tuto triangulaci uzˇ drˇı´ve implementoval Roy Shil a publikoval, viz [11], a tak jsem
ji pouzˇil s obmeˇnou ko´du pro OpenCV 2.4.8.
Algoritmus linea´rnı´ triangulace nejmensˇı´ch cˇtvercu˚ pracuje tak, zˇe nejdrˇı´ve pro kazˇ-
dou dvojici korespondujı´cı´ch bodu˚ vypocˇı´ta´ matici A o rozmeˇru 4x3:
A =

u0(x) · P0(2, 0)− P0(0, 0) u0(x) · P0(2, 1)− P0(0, 1) u0(x) · P0(2, 2)− P0(0, 2)
u0(y) · P0(2, 0)− P0(1, 0) u0(y) · P0(2, 1)− P0(1, 1) u0(y) · P0(2, 2)− P0(1, 2)
u1(x) · P1(2, 0)− P1(0, 0) u1(x) · P1(2, 1)− P1(0, 1) u1(x) · P1(2, 2)− P1(0, 2)






−u0(x) · P0(2, 3)− P0(0, 3)
−u0(y) · P0(2, 3)− P0(1, 0)
−u1(x) · P1(2, 3)− P1(0, 3)
−u1(y) · P1(2, 3)− P1(1, 3)
 (36)
kde
• P0 a P1 jsou transformacˇnı´ matice kamer,
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• u0 a u1 jsou korespondujı´cı´ body v prvnı´m a druhe´m snı´mku,
• a L(m,n) odpovı´da´ prvku matice L na (m+1). rˇa´dku a na (n+1). sloupci.
A na´sledneˇ vypocˇte vektor x urcˇeny´ takto:
A · x = b (37)
Jednotlive´ slozˇky trojprvkove´ho vektoru x pak odpovı´dajı´ x-ove´, y-ove´ a z-ove´ sourˇadnici
vypocˇtene´ho bodu.
Po skoncˇenı´ vy´pocˇtu je pak na vy´stupu tohoto algoritmu odpovı´dajı´cı´ pocˇet 3D bodu˚.
4.9 Pozice kamer
Pozice kamer v prostoru je mozˇne´ vypocˇı´tat z transformacˇnı´ch matic kamer. Ja´ se vsˇak
rozhodl vypocˇı´ta´vat jejich pozici zpeˇtneˇ z vypocˇteny´ch 3D bodu˚. Tı´m zı´ska´m jednak
prˇesneˇjsˇı´ vza´jemnou pozici kamer a bodu˚, ale take´ je z takto vypocˇteny´ch pozic snadne´
zjistit, zda byl vy´pocˇet triangulace dostatecˇneˇ prˇesny´.
Zdrojovy´ ko´d vy´pocˇtu zpeˇtne´ pozice kamery z 3D bodu˚ je videˇt ve vy´pisu 1, kde
• points3Df jsou rekonstruovane´ 3D body,
• points2D jsou odpovı´dajı´cı´ body na snı´mku dane´ kamery,
• distortion je matice obsahujı´cı´ parametry zkreslenı´ obrazu dane´ kamery,
• funkce solvePnPRansac slouzˇı´ pro urcˇenı´ pozice objektu ze zadany´ch bodu˚ za pou-
zˇitı´ RANSAC algoritmu,
• funkce Rodrigues pak prˇeva´dı´ rotacˇnı´ vektor na rotacˇnı´ matici.
cv ::Point3d cameraPosition( cv ::vector<cv::Point3d> points3D,
cv ::vector<cv::Point2f> points2D,
cv ::Mat K,
cv ::Mat distortion )
{
cv ::Mat tvec, rvec;
std :: vector<cv::Point3f> points3Df;
for ( unsigned int i = 0; i < points3D.size(); i++)
{
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points3Df.push back((cv::Point3f)points3D[i ]) ;
}
cv ::solvePnPRansac(points3Df, points2D, K, distortion, rvec, tvec, false) ;
cv ::Mat rMat;
cv ::Rodrigues(rvec, rMat);
cv ::Mat camPoseMat(− (rMat.t()) ∗ tvec);




Vy´pis 1: Vy´pocˇet pozice kamery
Naza´kladeˇ vypocˇteny´chpozic kamerpakzakla´da´mzjisˇteˇnı´ nakolik byla rekonstrukce
u´speˇsˇna´. Prˇi stoprocentnı´ u´speˇsˇnosti totizˇ platı´ tyto pravidla:
• pozice prvnı´ kamery odpovı´da´ pocˇa´tecˇnı´mu bodu, tedy [0, 0, 0],
• vzda´lenost obou kamer je rovna 1.
Pra´veˇ na druhe´m pravidle jsem zalozˇil rozhodnutı´, zda se proces rekonstrukce vcˇetneˇ
nalezenı´ fundamenta´lnı´ matice bude opakovat, nebo zda je dostatecˇneˇ u´speˇsˇny´.
4.10 Vizualizace
Aby bylo zjevne´, nakolik je vy´sledna´ rekonstrukce prˇesna´, je potrˇeba rekonstruovane´
body neˇjak vizualizovat, a tak jsem zvolil tato zobrazenı´:
• vykreslenı´ bodu˚ prˇı´mo do snı´mku pomocı´ barevne´ho gradientu cˇervena´-zelena´,
• 3D vizualizace pomocı´ PCL knihovny.
4.10.1 Barevna´ z-mapa
Pro zobrazenı´ pomocı´ barevne´ho gradientu simulujı´cı´m hloubkovou mapu jsem se roz-
hodl proto, zˇe je z vy´sledku jasneˇ videˇt vzda´lenost rekonstruovany´ch bodu˚ od kamery.
Toto zobrazenı´ je idea´lnı´ pro situace, kdy je potrˇeba ihned analyzovat viditelny´ obraz.
Takovou situacı´ mu˚zˇe by´t upozorneˇnı´ rˇidicˇe na blı´zˇı´cı´ se vozidlo, pomoc prˇi parkova´nı´,
apod.
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Vy´sledny´ obraz pak vypada´ naprˇ. jako na obra´zku 12. Cˇı´m blı´zˇe jsou rekonstruovane´
body blı´zˇe kamerˇe, tı´m vı´ce jsou jejich obrazy zabarveny do cˇervena, naopak cˇı´m jsou
vzda´leneˇjsˇı´, tı´m vı´ce jsou zbarvene´ zeleneˇ.
Obra´zek 12: Uka´zka vyobrazenı´ bodu˚ pomocı´ z-mapy.
4.10.2 3D vizualizace
Abych si mohl vypocˇtene´ body le´pe prohle´dnou a analyzovat vy´slednou rekonstrukci,
bylo nutne´, abych pro vizualizaci rekonstruovany´ch bodu˚ zvolil take´ neˇjakou interak-
tivnı´ metodu zobrazenı´. Jelikozˇ knihovna OpenCV ve verzi 2.4.8 nema´ k 3D vizualizaci
potrˇebne´ na´stroje a funkce, musel jsem se poohle´dnout jinam.
Po prostudova´nı´ ru˚zny´ch rˇesˇenı´ jsemnakonec zvolil knihovnu PCL, ktera´ nabı´zı´ velke´
mnozˇstvı´ na´stroju˚ pro vyobrazenı´ 3D bodu˚ a jejich interaktivitu prˇi prohlı´zˇenı´. Vy´sledna´
vizualizace sice na obra´zku 13 nenı´ vhodna´ k analyzova´nı´ rekonstruovany´ch bodu˚ ani
k zı´ska´nı´ prostorove´ho vjemu, v prostrˇedı´ PCL vizualize´ru je vsˇak dı´ky interaktiviteˇ
dostatecˇneˇ prˇehledny´m zpu˚sobem vyobrazenı´.
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Obra´zek 13: Uka´zka vizualizace bodu˚ pomocı´ PCL vizualize´ru.
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5 Diskuze a vy´sledky
Pro analy´zu vy´sledne´ rekonstrukce jsem zvolil dveˇ sce´ny lisˇı´cı´ se mı´stem porˇı´zenı´ a
zpu˚sobem, jak byla sce´na nata´cˇena. Prvnı´ sce´nou je okolı´ meˇstske´ ulice, viz obra´zek 14.
Tuto videosekvenci jsem porˇı´dil z jedoucı´ho auta. Druhou sce´nou pak je prˇı´lesnı´ horska´
cesta, viz obra´zek 15, ktera´ byla nata´cˇena rucˇneˇ prˇi chu˚zi.
5.1 Pru˚beˇh rekonstrukce
V prvnı´ sce´neˇ se pro vy´pocˇet fundamenta´lnı´ matice generovalo GFTT detektorem na
prvnı´m snı´mku prˇedepsany´ch 100 za´jmovy´ch bodu˚, jejichzˇ pocˇet v pru˚beˇhu sledova´nı´
prˇes 10 snı´mku˚ klesl na 83 bodu˚, viz obra´zek 14. Prˇı´cˇinou u´bytku pocˇtu bodu˚ je jednak
prˇesun bodu mimo obraz a jednak nenalezenı´ dostatecˇneˇ odpovı´dajı´cı´ oblasti okolı´ bodu
v na´sledujı´cı´m snı´mku.
V druhe´ sce´neˇ je pak pocˇet detekovany´ch bodu˚ redukova´n ze stejny´ch prˇı´cˇin ze
100 na 58 za´jmovy´ch bodu˚, viz obra´zek 15. Pocˇet snı´mku˚, na ktery´ch probı´halo sledova´nı´
za´jmovy´ch bodu˚, byl vsˇak v tomtoprˇı´padeˇ kvu˚li pomale´ chu˚zi prˇi nata´cˇenı´ videosekvence
navy´sˇen na 40 snı´mku˚, aby byla vzda´lenost kamery prˇi za´znamu prvnı´ho a poslednı´ho
snı´mku dostatecˇneˇ znatelna´, cozˇ je du˚lezˇite´ pro vy´pocˇet fundamenta´lnı´ matice.
Obra´zek 14: Snı´mek meˇstske´ ulice s vykresleny´mi sledovany´mi za´jmovy´mi body
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Obra´zek 15: Snı´mek prˇı´lesnı´ cesty s vykresleny´mi sledovany´mi za´jmovy´mi body
Na´sledoval vy´pocˇet fundamenta´lnı´ matice, jejı´zˇ prˇesnost se da´ urcˇit konkre´tneˇji azˇ s
dalsˇı´mi kroky. Jisty´m ukazatelem vsˇak mu˚zˇou by´t pa´rovane´ epipola´rnı´ linie pro kazˇdou
ze sce´n. Pro meˇstskou ulici na obra´zku 16, pro prˇı´lesnı´ cestu pak na obra´zku 17. V obou
teˇchto prˇı´padech je videˇt, zˇe epipola´rnı´ linie si pomeˇrneˇ prˇesneˇ odpovı´dajı´ a tak bylo
mozˇne´ ocˇeka´vat, zˇe fundamenta´lnı´ matice jsou vypocˇteny dostatecˇneˇ prˇesneˇ. Bohuzˇel
tomu tak nenı´ pokazˇde´.
Prˇiblizˇneˇ v polovineˇ prˇı´padu˚ testovany´ch sce´n byla po sledova´nı´ za´jmovy´ch bodu˚
vypocˇtena fundamenta´lnı´ matice sˇpatneˇ, cozˇ bylo pozorovatelne´ neodpovı´dajı´cı´mi si
epipola´rnı´mi liniemi. Bylo to tehdy, kdy bylo prˇi detekci za´jmovy´ch bodu˚ detekova´no
vı´ce bodu˚, ktere´ neodra´zˇı´ pevny´ bod v prostoru. Tyto body pak prˇi sve´m vysˇsˇı´m pocˇtu
ovlivnı´ negativneˇ vy´pocˇet fundamenta´lnı´ matice.
Mezi takove´ body patrˇı´ body na rozhranı´ blizˇsˇı´ho a vzda´leneˇjsˇı´ho objektu. Takovy´ bod
pak zpu˚sobuje, zˇe jeho sledova´nı´ ma´ tendenci se prˇizpu˚sobovat obeˇma objektu˚. Prˇı´klad
takove´ho bodu je videˇt na obra´zku 18.
Druhy´m typem bodu˚, ktere´ zpu˚sobujı´ neprˇesny´ vy´pocˇet fundamenta´lnı´ matice jsou
body, ktere´ sice odpovı´dajı´cı´ch bodu˚m na povrchu konkre´tnı´ch objektu˚, ale jedna´ se
pohybujı´cı´ se objekty. Typicky´m prˇı´kladem takovy´ch bodu˚ jsou detekovane´ body na
protijedoucı´m vozidle, cˇi na po chodnı´ku procha´zejı´cı´m se chodci.
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Obra´zek 16: Odpovı´dajı´cı´ si epipola´rnı´ch linie na prvnı´ sce´neˇ
V uka´zkovy´ch prˇı´kladech vsˇak tato situace nenastala a vy´pocˇet fundamenta´lnı´ch
matic tak probeˇhl s dostatecˇnou prˇesnostı´.
Po vypocˇtenı´ fundamenta´lnı´ matice na´sleduje zameˇrˇenı´ se na samotnou rekonstrukci
sce´ny. Jelikozˇ je pro ni nutno rˇa´doveˇ vysˇsˇı´ pocˇet bodu˚, probeˇhla paralelneˇ s detekcı´ a
sledova´nı´m za´jmovy´ch bodu˚ i detekce a sledova´nı´ bodu˚ urcˇeny´ch k rekonstrukci.
Pocˇet bodu˚ v meˇstske´ sce´neˇ se od detekce po poslednı´ krok sledova´nı´ zredukoval z
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Obra´zek 17: Odpovı´dajı´cı´ si epipola´rnı´ch linie na sce´neˇ druhe´
6 220 na 4 173 body. Tento pocˇet byl na´sledneˇ zredukova´n na 3 997 bodu˚. Vyrˇazeny byly
totizˇ ty body, jezˇ neodpovı´daly rovnici (34). Stejneˇ tak byl pocˇet k rekonstrukci urcˇeny´ch
bodu˚ u prˇı´lesnı´ sce´ny redukova´n z pu˚vodnı´ch 13 723 na 8 243 body. Tyto body jsou videˇt
na obra´zcı´ch 19 a 20. Na druhe´m z obra´zku˚ je videˇt, jak poma´ha´ detekci a sledova´nı´ „tex-
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Obra´zek 18: Uka´zka bodu neodra´zˇejı´cı´ho pevny´ bod v prostoru
turovany´“ povrch sce´ny. Oproti meˇstske´ sce´neˇ tak body urcˇene´ k rekonstrukci pokry´vajı´
te´meˇrˇ cely´ snı´mek, zatı´mco u te´to meˇstske´ sce´ny je videˇt nemozˇnost spra´vne´ detekce a
sledova´nı´ bodu˚ zejme´na v oblasti silnice a oblohy.
Obra´zek 19: Detekovane´ a sledovane´ body meˇstske´ sce´ny
Na obra´zcı´ch 21 a 22 je pak videˇt posun sledovany´ch bodu˚ vzhledem k obrazu,
odra´zˇejı´cı´ tzv. opticky´ tok mezi prvnı´m a poslednı´m snı´mkem. Zeleneˇ jsou zabarveny
cˇa´ry, ktere´ na´lezˇı´ dvojici bodu˚, jezˇ odpovı´dajı´ rovnici (34), naopak cˇerveneˇ jsou zabarveny
cˇa´ry, ktere´ te´to rovnici neodpovı´dajı´.
Po tomto kroku rekonstrukce na´sledovalo generova´nı´ 4 prˇı´padu˚ rotacˇnı´ matice a
translacˇnı´ho vektoru pro vy´pocˇet transformacˇnı´ch matic kamer, viz kapitola 4.7.
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Obra´zek 20: Detekovane´ a sledovane´ body prˇı´lesnı´ sce´ny
Pro kazˇdy´ z prˇı´padu˚ byla provedena triangulace bodu˚ urcˇeny´ch k rekonstrukci a
na´sledneˇ oveˇrˇeno, kolik rekonstruovany´ch bodu˚ se nacha´zı´ prˇed obeˇma kamerami.
Pocˇty bodu˚ prˇed obeˇma kamerami pro kazˇdy´ ze 4 prˇı´padu˚ jsou pro obeˇ sce´ny uvedeny
v Tabulka´ch 1 a 2.
Na za´kladeˇ teˇchto tabulek byl pro vy´pocˇet transformacˇnı´ch matic kamer zvolen u
meˇstske´ sce´ny prˇı´pad cˇ.3 a u prˇı´lesnı´ sce´ny prˇı´pad cˇ.4. K obeˇma sce´na´m pak byla vybra´na
i odpovı´dajı´cı´, drˇı´ve provedena´ triangulace rekonstruovany´ch bodu˚.
Po tomto kroku na´sledoval zpeˇtny´ vy´pocˇet kamer.
Kvalita rekonstrukce se da´ nejle´pe posoudit vizua´lnı´m pohledem na rekonstruovane´
body at’uzˇ ve formeˇ hloubkove´ mapy, cˇi 3D vizualizace. Bylo vsˇak nutne´, abych pouzˇil
neˇjaky´ ukazatel, ktery´ by rozhodoval o tom, zda je vy´sledna´ rekonstrukce dostatecˇneˇ
prˇesna´ a v opacˇne´m prˇı´padeˇ provedl opeˇtovnou rekonstrukci z dalsˇı´ch snı´mku˚ videosek-
vence.
Na za´kladeˇ experimentu˚ jsempak zjistil, zˇemi jako pomeˇrneˇ slusˇny´ ukazatel prˇesnosti
rekonstrukce poslouzˇila hodnota vza´jemne´ vzda´lenosti zpeˇtneˇ vypocˇteny´ch kamer. Cˇı´m
blı´zˇe se vzda´lenost teˇchto kamer blı´zˇila 1, tı´m prˇesneˇji vy´sledna´ rekonstrukce odpovı´dala
snı´mane´ sce´neˇ.
38
— Prˇed kamerami Celkovy´ pocˇet
Prˇı´pad 1 23 3997
Prˇı´pad 2 0 3997
Prˇı´pad 3 3973 3997
Prˇı´pad 4 1 3997
Tabulka 1: Pocˇet bodu˚ prˇed kamerami ve meˇstske´ sce´neˇ.
— Prˇed kamerami Celkovy´ pocˇet
Prˇı´pad 1 0 8243
Prˇı´pad 2 0 8243
Prˇı´pad 3 0 8243
Prˇı´pad 4 8214 8243
Tabulka 2: Pocˇet bodu˚ prˇed kamerami v prˇı´lesnı´ sce´neˇ.
Hodnota vzda´lenosti kamer prˇi rekonstrukci meˇstske´ sce´ny byla rovna 0.982133, v
prˇı´lesnı´ sce´neˇ pak byla vzda´lenost kamer rovna 1.03436.
Obra´zek 21: Opticky´ tok meˇstske´ sce´ny
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Obra´zek 22: Opticky´ tok prˇı´lesnı´ sce´ny
5.2 Diskuze vizualizovany´ch vy´sledku˚
Vizualizace rekonstruovany´ch bodu˚ obou sce´n pomocı´ barevne´ hloubkove´ mapy je videˇt
na obra´zcı´ch 23 a 24.
Obra´zek 23: Hloubkova´ mapa meˇstske´ sce´ny
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Obra´zek 24: Hloubkova´ mapa prˇı´lesnı´ sce´ny
Na obra´zku 23 je videˇt, zˇe veˇtsˇina zobrazovane´ sce´ny prostoroveˇ odpovı´da´ rekonstru-
ovane´ sce´neˇ, obsahuje vsˇak neprˇesne´ oblasti.
Jednou z takovy´ch oblastı´ je ve spodnı´ strˇednı´ cˇa´sti snı´mku oblast odpovı´dajı´cı´ okolı´
epipo´lu, tedy bodu, kde se epipola´rnı´ linie strˇeta´vajı´. Takove´ body se ve snı´mku objevujı´
v prˇı´padeˇ, kdyzˇ se epipo´l nacha´zı´ na snı´mku. Du˚vodem neprˇesnosti je fakt, zˇe cˇı´m blı´zˇe
se obraz rekonstruovane´ho bodu na snı´mku blı´zˇı´ epipo´lu, tı´m veˇtsˇı´ jsou kladeny na´roky
na jeho prˇesnost. Vyvarovat se takovy´chto neprˇesnostı´ je mozˇne´ naprˇı´klad tı´m, zˇe oblasti
okolo epipo´lu budu uzˇ v pocˇa´tcı´ch vyrˇazovat z rekonstrukce. Stejnou oblast neprˇesneˇ
rekonstruovany´ch bodu˚ je videˇt i na obra´zku 24 v hornı´ strˇednı´ cˇa´sti snı´mku.
Dalsˇı´ oblast neprˇesneˇ rekonstruovany´ch bodu˚ je oblast okolo krajnice a strˇedove´ cˇa´ry
silnice. Tyto oblasti lze pozorovat na obou obra´zcı´ch 23 a 24. Du˚vod sˇpatne´ rekonstrukce
teˇchto bodu˚ je nutne´ hledat uzˇ v pocˇa´tcı´ch rekonstrukce a to prˇi sledova´nı´ bodu˚ po
detekci. Tyto body totizˇ nemajı´ zˇa´dny´ porˇa´dneˇ za´chytny´ fragment v obraze, ktery´ by jim
napoveˇdeˇl pozici dalsˇı´ho pohybu prˇi sledova´nı´. Proto majı´ tendenci setrva´vat v pru˚beˇhu
sledova´nı´ sta´le na prˇiblizˇneˇ stejne´ pozici v obraze, hlavneˇ v prˇı´padeˇ, kdy se trajektorie
kamery vzhledem k zakrˇivenı´ silnice meˇnı´ jen velmi ma´lo.
Mezi neurcˇite´ body setrva´vajı´cı´ na prˇiblizˇneˇ stejne´mmı´steˇ je pakmozˇne´ zarˇadit i body
sledovane´ na hornı´m okraji budovy v leve´ hornı´ cˇa´sti obra´zku 24.
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Vizualizace obou sce´n pomocı´ PCL vizualiza´toru je pak videˇt na obra´zcı´ch 25 a 26.
Hornı´ cˇa´st obou obra´zku˚ zna´zornˇuje sce´nu z hornı´ho pohledu, strˇednı´ cˇa´st sce´nu z bocˇ-
nı´ho prave´ho pohledu a spodnı´ cˇa´st pohled zeprˇedu. Velke´ cˇervene´ body oznacˇujı´ pozice
kamer.
Na obra´zku 25 je videˇt rozptyl od kamery teˇch bodu˚, ktere´ se nacha´zely na strˇedove´
cˇa´rˇe a krajnici, ale zejme´na bodu˚, ktere´ se nacha´zely na hornı´m okraji vlevo od pozoro-
vatele lezˇı´cı´ budovy.
Stejna´ situace tzv. upada´nı´ okraje vozovky je videˇt v dolnı´ cˇa´sti obra´zku 26 ve fronta´lnı´
vizualizaci sce´ny.
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Obra´zek 25: 3D vizualizace meˇstske´ sce´ny
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Obra´zek 26: 3D vizualizace prˇı´lesnı´ sce´ny
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6 Za´veˇr
Cı´lem me´ pra´ce bylo navrhnout a implementovat jednotlive´ cˇa´sti 3D rekonstrukce okolı´
vozidla a upozornit na prˇı´padna´ u´skalı´.
Hlavnı´m prvkem 3D rekonstrukce je vy´pocˇet dostatecˇneˇ prˇesne´ fundamenta´lnı´ ma-
tice. Proto jejı´ vy´pocˇet probı´ha´ z neˇkolika ma´lo bodu˚, zpravidla v rˇa´du desı´tek. Tyto
body jsou vybı´ra´ny tak, aby byly v obraze co nejle´pe sledovatelne´. Bohuzˇel se vsˇak ve
vı´ce nezˇ polovineˇ prˇı´padu˚ sta´valo, zˇe vy´pocˇet fundamenta´lnı´ matice ovlivnily sice dobrˇe
sledovatelne´ body, ale takove´, ktere´ neodpovı´dajı´ bodu na povrchu rea´lne´ho objektu.
Takovy´mi body jsou zpravidla body na rozhranı´ dvou od kamery ru˚zneˇ vzda´leny´ch ob-
jektu˚. Fundamenta´lnı´ matice tak nebyla vypocˇtena spra´vneˇ a vy´sledna´ rekonstrukce tedy
nemohla odpovı´dat skutecˇnosti. V takove´m prˇı´padeˇ tedy musela probeˇhnout opakovana´
rekonstrukce z na´sledujı´cı´ch snı´mku˚ sekvence.
V cˇa´sti detekce a sledova´nı´ bodu˚ se pak uka´zalo by´t nejveˇtsˇı´m proble´mem sledova´nı´
bodu˚ na´lezˇı´cı´ch strˇedove´ cˇa´rˇe a krajnicı´m silnice. Tyto body nenı´ mozˇne´ naprˇı´cˇ snı´mky
dostatecˇneˇ identifikovat a tak se veˇtsˇinou sta´va´, zˇe naprˇı´cˇ snı´mky zu˚sta´vajı´ v te´zˇe pozici
vzhledem ke snı´mku. Neodpovı´dajı´ tedy rea´lne´mu bodu ve snı´mane´ sce´neˇ a jejich re-
konstrukce tedy neprobeˇhne spra´vneˇ. Jednı´m z neju´cˇinneˇjsˇı´ch zpu˚sobu˚, jak rekonstrukci
takovy´ch bodu˚ zabra´nit je tyto bodyvu˚bec nedetekovat v takovy´chto oblastech.K identifi-
kaci takovy´ch oblastı´ by pak bylo zˇa´doucı´ pouzˇı´t odpovı´dajı´cı´ algoritmus pro rozpozna´nı´
cˇar oddeˇlujı´cı´ch jednotlive´ jı´zdnı´ pruhy.
Poslednı´m hlavnı´m u´skalı´m prˇi rekonstrukce se pak jevı´ mı´rneˇ neprˇesneˇ vypocˇtena´
fundamenta´lnı´ matice, cozˇ se projevilo v oblasti epipo´lu v prˇı´padeˇ, kdy je pozice epipo´lu
soucˇa´stı´ snı´mku˚. Tyto oblasti jsou pak rekonstruova´ny s velky´mi neprˇesnostmi. Mozˇny´m
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