Abstract This work investigates several discretizations of the Erdélyi-Kober fractional operator and their use in integro-differential equations. We propose two methods of discretizing E-K operator and prove their errors asymptotic behaviour for several different variants of each discretization. We also determine the exact form of error constants. Next, we construct a finite-difference scheme based on a trapezoidal rule to solve a general first order integro-differential equation. As is known from the theory of Abel integral equations, the rate of convergence of any finite-different method depends on the severity of kernel's singularity. We confirm these results in the E-K case and illustrate our considerations with numerical examples.
Introduction
Fractional calculus constitutes a very vast area in which many interesting mathematical and physical objects reside. From the point of view of the latter, fractional models many times happen to describe natural phenomena with incredible accuracy probably thanks to its intrinsic nonlocal properties [21, 38] . These, in turn, can be used to model history of the considered process and a variety of memory effects [36, 46] . There are many examples of applications of fractional models [5, 21] . One of the Łukasz Płociniczak lukasz.plociniczak@pwr.edu.pl 1 Faculty of Pure and Applied Mathematics, Wrocław University of Science and Technology, Wyb. Wyspiańskiego 27, 50370 Wrocław, Poland most successful is anomalous diffusion [34, 36, 37] , which can be observed in variety of situations such as moisture percolation in porous media [39] , protein random walks in cells [53] , telomere motion [7, 23] and diffusion of cosmic rays across the magnetic fields [11] . When considering self-similar solutions to a sub-diffusive evolution equation [19, 47] , the fractional derivative operator (either Riemann-Liouville or Caputo) becomes the so-called Erdélyi-Kober (E-K) fractional integral [15, 27] which possesses many interesting mathematical and physical features [20, 41, 50] .
The E-K operator, which we will denote by I a,b,c , is weakly-singular and can be viewed as one of Volterra (or Abel) type. Its precise definition will be given in Section 2 but note that the general theory can be applied to it. However, utilizing specific features of E-K operator leads to many interesting results. A thorough exposition concerning the theory of E-K fractional integral is presented in the book [25] . In [1, 26] , a number of solutions to the E-K integral equations have been obtained (but see also [33] ) while in [24] further results for hyper-Bessel operator were given. Moreover, some questions about existence and uniqueness were answered in [22, 52] .
There is a very abundant literature about numerical methods for both fractional differential equations and integral equations. To state only a few, we start from mentioning two classic monographs concerning numerical methods for Volterra (and Abel) integral equations [8, 31] . Also, the reader will find there a thorough treatment of integro-differential equations with Volterra operators. A more modern review paper [4] summarizes recent results on a variety of numerical ways of solving considered equations. As being inegro-differential operators, fractional derivatives can be treated similarly to the more general cases. However, certain advantages can be gained from exploiting particular structure of these operators. A review of numerical methods (as well as analytical results) for ordinary fractional differential equations has been given in [6] , where a modern overview and practical algorithms are given. The book contains a number of interesting references to which interested reader is referred to. Also, the paper [16] discusses some general methods for ordinary fractional differential equations while [29] gives a analysis of a non-uniform grid approximation. Lastly, we would like to mention several papers discussing numerical approaches to time-fractional diffusion. A very thorough treatment has been given in [30] where a combined space-time spectral method was used. A similar setting of finite differences was also applied in [31] . Some recent works on the nonlinear case include papers on finite difference schemes for inverse problem [13] and single-phase flow in porous media [3] .
The motivation behind this paper is a self-similar solution of time-fractional porous medium equation (see [40, 51] ). As we noted before, E-K operator appears in such a situation very naturally as a part of ordinary integro-differential equation modelling moisture distribution in a variety of building materials [14, 28] (also see some new experimental results [55] ). In our preceding works [42] [43] [44] [45] , we have devised a systematic way of approximating the solution of that equation by a simple, analytical formulas. It was then compared with the numerical solution to verify its applicability and accuracy. We noticed that the finite difference scheme for the time-fractional partial differential equation was very demanding on the computer power and obtaining an array of solutions for different values of was not practical. Nonlocality and nonlinearity of the investigated equation is the obvious reason for such a case. This paper is a first step in deriving a more optimal numerical method which is constructed for the self-similar ordinary rather than original partial differential equation. In what follows, we introduce two types of discretization of the E-K operator, find theirs truncation errors with exact error constants and apply those results to construct a second-order finite difference scheme which approximates the solution of the first order integro-differential equation with E-K operator I a,b,c , namely y, I a,b,c y) .
(
The objective for future work will be to extend these results to the self-similar nonlinear time-fractional diffusion.
Discretization of the Erdélyi-Kober operator
Let us define the Erdélyi-Kober (E-K) fractional integral operator by the formula
where y is at least locally integrable. The above definition is one of the few equivalent ones found in the literature. Others can be obtained by a change of the variable [26] .
The definition that will be particularly useful for numerical calculations arises from the transformation t = s 1/c x made in the (2) . This leads to the Volterra operator representation
Although the form of the above integral looks more formidable than (2), it turns out that is possesses more pleasant numerical properties. Additionally, it is just a matter of simple calculation to show that the power-type expressions are eigenfunctions of E-K operator
As for a, b and c we assume that
We will take the above assumption to be valid for the rest of our work unless differently stated. This specific choice of domains for a and b is required for the integral (2) to be convergent. However, by the analytic continuation, a and b can be assumed to lie within the domain of Beta function but we will not pursue this route here (but see [43] ). Note also, that in some important applications, we have a = 0. Apart from that, as can be seen from the self-similar analysis of the time-anomalous diffusion equation (see [9, 12, 42] ), the particular version of the E-K operator that arises there requires c < 0. However, we defer the analysis of such case to our future work and in the present paper we assume that c > 0. Additional results concerning self-similar solutions of the fractional differential equations and E-K operators can be found for example in [10, 17, 18, 48] .
The main idea behind discretization of E-K operator is to apply a quadrature rule for approximating only the function y and not the rest of the integrand. This will allow us to conduct a part of calculations analytically minimizing the discretization error. The type of quadrature can be chosen according to be suited for a particular application (or preference) and here we consider rectangular, mid-point and trapezoidal quadratures. This overall procedure, throughout the literature, is called product integration method (see [32] ).
First, fix x and consider the representation (2) . Introduce a grid of the
where max i (s i+1 − s i ) → 0 as the grid is refined, i.e. n → ∞. At this point, it is not necessary to discretize the x variable. Now, we have
and we consider several ways of approximating y on a subinterval [s i , s i+1 ). More specifically, we apply a chosen quadrature to the function Y (s) := y(s 1/c x) for fixed x and c.
• Rectangular rule. Here, on each subinterval we build an approximating rectan- 
by use of the Incomplete Beta Function. As both Gamma and Beta functions are readily and optimally implemented in many popular scientific software packages, we almost never need to compute the integral in (9) . The important special case, a = 0, can be evaluated explicitly
• Mid-point rule. (11) where the weights v r (a, b) are the same as in the rectangular rule.
• Trapezoidal rule. 
where the trapezoidal weights are defined by
where we defined
Note that all of the above discretizations need to evaluate y at a point s As it will become clear, more sensible in most situations is to consider the Volterra representation of the E-K operator (3). Here, we fix x and define the grid
Similarly as above we expand the E-K integral (3)
and apply the standard interpolations to the function y. This has the advantage that y will be calculated on the grid points.
• Rectangular rule. We approximate y on [y i , y i+1 ) by y(t i ) and obtain
Since we have moved the function y out of the integral, we are free to substitute back s = (t/x) c to get
where the weights
differ from (9) only by points at which the Incomplete Beta Function is evaluated. The dependence on c has moved from the argument of y into the weight. The special case a = 0 is
• Mid-point rule. Here, we simply have (22) where the weights are the same as in the rectangular rule.
• Trapezoidal rule. We use the first-order Lagrange polynomial to approximate
e. y(t) ≈ (y(t i+1 ) − y(t i ))/(t i+1 − t i ) (t − t i ) + y(t i ) which gives us the trapezoidal quadrature
where the weights are defined by
with
Introducing the uniform grid, we can find the order of all above discretizations. First, however, we state two elementary lemmas concerning asymptotic behaviour of a occurring series.
Lemma 1 For a, b ∈ R and c > 0 we have
Proof First, consider the case a, b > 0. From the definition of Riemann sum, the following is a consequence of the integrability of s a−1 (1 − s c ) b−1 and a fact that for any n ∈ N the set {i/n : 1 ≤ i ≤ n − 1} is the partition of (0, 1)
After substitution t = s c the last integral defines Beta function c −1 B(ac −1 , b). Now, assume that a < 0 and b > a. The sum (27) can then be rewritten as
where we have moved the largest power of n in front of the series. We have to show that the sum above converges to ζ(1 − a). First, when b ≥ 1 the sequence (1 − (i/n) c ) b−1 is nondecreasing for any fixed i and thus bounded from above by 1 and by 1 − (b − 1)(i/n) c from below. Hence, we can write
Notice that the majorizing series from above converges to ζ(1 − a). The estimate from below has exactly the same limit and in order to see that we have to consider the magnitude of c > 0. More specifically, we have an elementary result which follows from the asymptotics of partial sums of the Riemann Zeta function (which can be shown by the Euler-Maclaurin formula)
Since a < 0 and c > 0, all the above cases show that the whole expression goes to zero with n → ∞. Therefore, from (30), we can infer that
Assume now that a < b < 1. Notice that the function f n (x) :
is the integral part of x) and decompose
By the assumption b > a, the last term vanishes as n → ∞ and we will show that the last but one has exactly the same limit. To this end, we bound the sum by an integral of the function f n . Since f n is nondecreasing for i min ≤ x ≤ n − 2 we have
We will show that the last integral converges to 0 as n → ∞. Set := 1/n and use the L'Hospital's Rule
where the last equality is valid under our assumption b > a. We have thus shown that
To finally evaluate the limit in (33), we notice that (37) which allows us to invoke the Lebesgue Dominated Convergence Theorem and obtain
Combining (38) and (36) with (33) proves the case of a < b < 1.
The inverted dependence b < a follows the same reasoning with slight modifications. For example, when b < 0 and a ≥ 1, the series (27) by a change of summation variable i → n − i can be written as
where the inequality follows from the assumption a ≥ 1. Now, since
we have
for some constant C > 0. Hence, Lebesgue Dominated Convergence Theorem can be applied giving
by (40) . The case with b < a < 1 follows the same line of reasoning as before and hence we omit the details (change the summation variable i → n − i, bound the series by integral and apply Lebesgue's Theorem).
Assume now that a = 0 and b > 0 (the case with b < 0 is proved). Other case, i.e. b = 0 and a > 0 can be demonstrated in a similar way. The instance with b ≥ 1 is a consequence of the Lebesgue's Theorem just as above (or elementary estimates). For 0 < b < 1, we anticipate logarithmic asymptotic behaviour and to prove it use the bounds by appropriate integrals. Start with the estimate from below
From above, we estimate by dividing the sum into two parts where the summand is monotone. Next, we bound each sum by the corresponding integral
A change of variable x = ny and x + 1 = ny in each integral respectively lets us refine the estimate into
We thus can see that the second integral goes to a positive constant while the last term becomes zero as n → ∞. It suffices to show that the first term above has logarithmic asymptotics. To this end use the L'Hospital's rule and obtain (we implicitly substitute = 1/n to conduct the differentiation)
Combining (43), (45) with (46) lets us conclude that
We are left with proving the case a = b < 0. For equal parameters, the function f n (x) defined above has its minimum at x min = n(1 + c) −1/c . Setting i min = [x min ] and decomposing our sum yields
. (48) We change the summation index in the last term to n − i to obtain
Observe that nc(1+c) −1/c ≤ i min and nc(1+c) −1/c < n−i min −1 ≤ n/2−1 hence by the same argument as before we can use the Lebesue Dominated Convergence Theorem and (40) to finally get
for a = b < 0. This concludes the proof.
For further reference, it will be useful to define the following function
The next lemma is an auxiliary result giving another property of γ a,b,c . 
Lemma 2
). Logarithmic behaviour is dealt with the same way.
We can now find the orders of discretization errors of the approximation operators L a,b,c and K a,b,c . We will limit our reasoning to the case of uniform grids, i.e. s i = i/n and t i = x i/n, where n is the number of grid divisions. Note that s i+1 −s i = 1/n and t i+1 − t i = x/n. • Rectangular rule
• Trapezoidal rule b) B(a + 1, b) , c = 1.
(54)
• Midpoint rule
Here, σ ∈ (0, 1) and τ ∈ (0, x) depend on parameters a, b, c, function y and can be different for each discretization.
Remark 1 Note that it is possible that some of the above formulas can indicate that the difference between discretization and the E-K operator is asymptotic to zero. This simply means that the error is of higher order than stated. In other words, asymptotic relations above give the lowest order of discretization error. Finding the whole asymptotic expansion of these quantities is one of the objectives of our future work. 
Proof Theorem 1
which allows us to write
where
Now, fix i and define an auxiliary function 
for some σ ∈ (0, 1). We do not pursue here for explicitly evaluating the integral defining F (which can be done in terms of the Beta functions) but rather to retrieve its leading-order behaviour as n → ∞. This will clearly indicate the order of discretization error. To proceed, we expand F in the Taylor series noting that F (s i ) = F (s i ) = 0 which after setting s = s i+1 for 1 ≤ i ≤ n − 1 gives 
where, as before, γ a,b,c is defined in (51) . Now, multiplying by σ 
where Lemma 1 has once again been used in determining the asymptotic form of the series (the i = 0 term in (61) vanishes due to the convergence of integral).
The discretization error for the second method (19) can be obtained in a similar way. In the second form of the operator I a,b,c (17) expand y at t = t i into the Taylor series to obtain
where we have used the mean value theorem and defined the remainder P r . Now, introduce the auxiliary function
expand it into Taylor-Lagrange series at t = t i and evaluate at t = t i+1
where we used t i+1 − t i = x/n. Observe that we can write
and i/n ≤ t/x < (i + 1)/n hence by Lemma 2 it is easy to show that the second derivative term is of higher order than the first one. Inserting the above formula into definition of P r we thus have
In the same manner, we can obtain the discretization error for the trapezoidal operator L t as defined in (12) . Here, we use the well-known remainder form of the polynomial interpolation
where σ i ∈ (s i , s i+1 ) and
The procedure of finding the leading-order term of the integral is the same as in the rectangular rule. (72) and (73)) and summed over 1 ≤ i ≤ n − 1 is o(n −2 ) as n → ∞. The algebra is more cumbersome than in the rectangular case but the reasoning goes exactly the same way as in (64). Hence, we omit the details stating only the leading-order term which can be obtained by Lemma 1. The leading-order term for the case c = 1 is the following
while for c = 1 it becomes
We quickly turn to the operator K t a,b,c defined in (23) . Reasoning as above, we have
When we expand the integral into the its Taylor series, we obtain
And once again, factoring out constant x and invoking Lemma 2 gives us that the second and third terms are of higher order than the first which implies
Finally, we move to the midpoint rule which presents a slightly different case than the previous quadratures. For the operator L m a,b,c defined in (11), we write a two-term expansion
whence by (11)
where by the mean-value theorem An expansion at z = s i evaluated at z = s i+1 gives for n → ∞ 3 24 .
(85) We see that the term multiplying Y is always of order higher or equal than the other one since by Lemma 2 γ a,b,1 can diminish 
The reasoning for the second discretization of I a,b,c , i.e. operator K m a,b,c undergoes the same path yielding
as n → ∞.
(87) This ends the proof.
We can see that, as anticipated, discretization done using L is always inferior to the operator K since it is sensitive to the value of c. This is especially transparent for rectangular and trapezoidal rules which loose the convergence rate for c −1 + a < 0 or c −1 + a < 1 respectively. Furthermore, the midpoint rule suffers from a singularity of the kernel even for the K discretization. That is, it looses its convergence rate if 0 < b < 1. Nevertheless, the strongest advantage of this method lies in the unquestionable simplicity of implementation. More on the convergence properties of midpoint quadratures for weakly-singular kernels can be found in [35, 49] where, for example, the full asymptotic expansion of the error term has been found. The loss of convergence rate in numerical methods for weakly-singular Volterra (or Abel) integral equations is a known phenomenon [2, 54] . The analysis is interesting and reader is referred to [32] where a thorough exposition on numerical solution of Volterra and Abel integral equation is presented.
Note also that the real rate of convergence should depend on the operated function y and its derivatives. To quickly see this, we can take y(x) = x m for m > 0. Then in (61), instead of 1/c in the exponent, we would have m/c hence the kernel could loose its singularity giving better convergence rate. A thorough analysis of such cases is a subject of our future work.
Before we proceed to the numerical simulations, we can state a corollary to the Theorem 1. From the inspection of its proof, we can see that the continuity of derivatives of y implies boundedness on [0, X]. This allows us to write uniform bounds for the errors. a, b, c > 0 an assume that y ∈ C 2 (0, X) . Let M denote the common bound for y and y , i.e. |y (x)| ≤ M and |y (x)| ≤ M for x ∈ (0, X). Then, the following uniform bounds on the discretization errors take place.
Corollary 1 Fix
• Rectangular rule
To numerically illustrate the theorem, we conduct several simulations. First, we want to check the error constant in both Rectangular and Trapezoidal Rules. To this end, we choose y(x) = x for the former and y(x) = x or y(x) = x 2 /2 for the latter. These functions are chosen to have a constant derivative regardless the point at which it is evaluated. Plots on Fig. 1 show an exemplary simulation confirming our theoretical results. Graphs represent the following ratio as a function of n different for each of the discretizations. For example,
It is clear that the above expressions (and its analogues) should approach 1 for large n.
The second verification we would like to conduct is the numerical calculation of particular orders of convergence. In our simulations, we use the trial function y(x) = exp(x) having all its derivatives different than zero at x = 0, 1. Due to our previous remarks concerning a change of convergence rate for specific functions (which can make the kernel's singularity even weaker), we expect that numerical results will be in accord with Theorem 1. This is indeed the case and particular orders are given in Tables 1 and 2 . The calculation was based on Aitken method based on Richardson extrapolation (see for ex. [32] ), where the formula for order p is given by
Here, A a,b,c (N) is one of the considered discretizations calculated for the number of grid points equal to N. We can see that in any case the numerical results confirm results of Theorem 1. 
Finite difference scheme
In this section, we consider the following integro-differential equation with E-K operator
Normally, we would assume that f is Lipschitz continuous with respect to the second and third argument, i.e.
for some constants L 1,2 > 0. Due to the existence theorems [22, 52] , this is a natural assumption yielding the solution y to be at least once differentiable. However, to prove our results, we will have to assume a somewhat stronger regularity condition on f , namely
which will be needed for using estimates on the trapezoidal quadrature's discretization error. We can see that (95) implies (94). In order to find a numerical solution of (93), we propose the following finite difference scheme which encompasses trapezoidal rules for both discretization of I a,b,c and the integro-differential equation itself
where the discretization operator K t a,b,c was defined in (23) . We have the uniform grid x n = nh, where h = X/N for some 0 ≤ x ≤ X and N ∈ N. Moreover, the numerical approximations are defined as usual y n ≈ y(x n ), where y is the solution of (93).
In Theorem 1, we have shown that the discretization operator is of second order and thus we choose the same order of numerical scheme (trapezoidal for improved stability). Below, we show that indeed, our proposed scheme (96) is of second order. First, a result concerning the truncation error. Proof We define a local truncation error e n+1 as the difference between the real solution y(x n+1 ) of (93) and the approximation y n+1 provided that y(x i ) = y i for i = 0, 1, . . . , n. Let us write then e n+1 = y(x n+1 ) − y n+1 . Now, integrating both sides of the equation (93) from x n to x n+1 and rearranging the terms gives a formula for y(x n+1 )
where we have suppressed writing a, b, c and the superscript t in order to keep the notation compact. Notice that the function f is locally bounded and, moreover,
) is also locally bounded by the assumption of f being C 2 . This, along with y(x n ) = y n lets us use the trapezoidal rule for approximation of the integral
where ξ n is some point in the interval [x n , x n+1 ] and M is a constant. Let us rearrange the terms of the above expression in a following manner
From the Lipschitz condition, we know that there exist positive constants L 1 and L 2 , such that
Again, we assumed that y(x i ) = y i for i = 0, 1, . . . , n, so not only |y(x n ) − y n | = 0, but also Ky n = Ky(x n ). Thus, (by the discretization error theorem (Theorem 1)), we know that there exists a positive constant D 1 such that |Iy(
On the other hand, using the triangle inequality gives
for some positive constant D 2 . Furthermore, from the definition (23) of the operator K t a,b,c , we know that
where w n+1 is the last weight in the trapezoidal scheme (23) . Thus, we have obtained an upper bound for the right-hand side of (100)
(103) Let us rewrite the above inequality in a following way
2 are positive. Since the step h can be arbitrary small, the denominator of the above expression goes to 1 when h → 0, hence is O(1). Thus, we have shown that
Actually, a stronger result is true-the numerical scheme (96) is second-order convergent to the exact solution of the integro-differential equation (93). Here, we only prove convergence for b ≥ 1 and leave the case 0 < b < 1 for future work. 
Proof Again, we start by introducing the standard notation for an error, namely
which is a difference between the exact solution evaluated at x n and its approximation obtained by numerical iteration scheme (96). We can also assume that the initial values are exactly the same, i.e. e 0 = 0. Integrating (93) over the interval [x n , x n+1 ] allows us to write
where the last equality comes from the estimate for trapezoid quadrature (and C is the error constant) and we suppress writing a, b, c. Now, taking the difference with (96) gives
(109) A simple estimate for f leads to
and a similar expression for the n + 1 step. We can further estimate with a help of the Lipschitz condition (94) to obtain
since e 0 = 0. Here, we can think of y as being a piecewise constant function. Next, by the discretization error theorem (Theorem 1), we have
where D is some (known) constant. Moreover, recalling the definition of weights w t and using our assumption that b ≥ 1, we can easily show
for some constant W . Putting these estimates together, we obtain |f (x n , y(x n ), Iy(x n ))−f (x n , y n ,
and similarly for n+1 step (where, after possible redefinition, we can retain the same constants). Now, we can go back to (109) and write
which implies = O(1). We have thus obtained a recurrence relation for the error |e n+1 |. It is possible to derive a Gronwall-type estimate on such a given expression (see [4] ). To this end, we claim that
From this, we easily can obtain the assertion by noting that (n + 1)h is fixed and thus there exists a constant C 4 such that (1+C 1 h+C 2 (n+1)h 1+δ ) n+1 ≤ (1+C 4 h) n+1 ≤ e C 4 . This implies
Henceforth, we are left with demonstrating that (117) forces (118). Proceed by induction and from (117) verify that for n = 0, we have
Now, assume that (117) holds for 1, 2, ..., n. Then
Induction is complete and this concludes the proof.
To make an illustration of the theoretical results, we conduct numerical calculations. The order of convergence can be verified by studying an equation with a known 
which has an exact solution y(x) = x 2 . As a check of the global error of convergence, we compare the values of x 2 and its numerical approximations being the solutions of the above equation for different number of steps. As a point at which the error is calculated, we take x = 1 and plot the error in a log-log scale (Fig. 2) . As it can be seen from the plot, the rate of convergence is equal to 2 which is exactly stated by the above theorem.
Conclusion
Equations involving Erdélyi-Kober fractional operator are starting to emerge in some fields of mathematics and physics. In particular, time-fractional porous medium equation transforms into a self-similar form having this kind of nonlocal operator. Motivated by that example we have proposed a discretization method and a second-order finite difference scheme to solve integro-differential equations with E-K operator. Asymptotic forms of the discretization errors have been found for some variants of numerical schemes. The scope of our future work includes finding the complete asymptotic series for errors (generalization of Theorem 1) and applying our results to the time-fractional porous medium equation. For the latter, the issue of E-K kernel integrability is very subtle.
