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SUMMARY
The objective of this research is to investigate low-power mixed-signal compu-
tation techniques for real time applications. The need for real-time processing, with
rise of wearable devices, creates a strong drive for researching and developing meth-
ods and system architectures which reduces the power consumption. By performing
the computation locally near the sensor node one can increase the energy efficiency
of such devices by reducing the need for communication to the cloud. Analog compu-
tation has shown promising results in the space by significantly reducing the power
consumption by processing the signal in analog without having to convert it into dig-
ital domain. Further, by adding programmability and configurability to analog, the




Since the advent of Moores Law in 1965, the number of transistors on an integrated
circuit has almost doubled every year. As a result, there has been a consistent im-
provement in performance and speed of computation. But, with the channel lenght of
a transistor almost reaching its physical limits, it has become more important to inves-
tigate and to develop new computational techniques. This has led to the development
of fields like neuromorphic engineering and analog/mixed-signal computation.
Along with the above mentioned saturation of Moore’s Law, there has been a
significant interest in technologies like wearable devices for healthcare applications
and Internet-Of-Thing (IOT) devices for remote sensory nodes. This has led to a
tremendous growth in developing low-power computation techniques. Most of the
effort in industry as well as academia has been to reduce the power consumption of
digital processors. Their argument has typically been that digital circuits are robust
and have high accuracy. But, most real-world signals are analog in nature. This fact
should immediately raise questions on the precision and power consumption of the
Analog-to-Digital Converters (ADC) so that the digital processors could achieve their
classification/processing accuracy, and how the system would scale when there are
multiple sensors/analog inputs. Also, scaling to a larger number of wearable devices,
or larger amount of data generated by these devices, will increase the bandwidth
required for communication, if cloud servers are solely used for computation.
These issues coupled with the need for real-time processing creates a strong drive
for investigating and developing methods and system architectures that reduce power
consumption and compute locally near the sensor node. Analog computation has
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shown promising results in this space by significantly reducing power consumption
by processing signals in analog without having to convert them into the digital do-
main. Further, by adding programmability and configurability to analog, the effects
of process, voltage, and temperature variations can be reduced significantly. This
work seeks to use a Field Programmable Analog Array (FPAA) to perform real-time
processing and analog computation.
This document is organized as follows. Chapter 2 describes the basic structure
and programming of Floating Gates (FG) and there use in analog signal processing.
The chapter also discusses the evolution of FG Field Programmable Analog Array
(FPAA). It introduces the state-of-the-art FG based FPAA which is predominantly
used in this work.
Chapter 3 describes a Built-in Self Test (BIST) system to tune analog front-
end used extensively for feature extraction in analog classifiers. Specifically, the
capacitively coupled current conveyer circuit which perform band-pass filtering of
the input signal. In general, it could be used to tune multiple parameters on a chip.
Chapter 4 describes techniques for reducing temperature variability of several
different circuits on a reconfigurable platform. It also introduces models for simulating
temperature behaviour of various analog circuits. Measurement from several current
and voltage reference are presented in the Chapter.
Chapter 5 shows the application of reconfigurable analog platform for monitoring
vital signs. Various physiological signals are analyzed using low-power analog pro-
cessing techniques. In particular four different physiological signal namely electrocar-
diography, blood pressure, photoplethysmography and impedance pleythsmography
are analyzed.
Chapter 6 introduces several different analog classifiers. It discusses a classifier
which distinguishes between speech and noise signal. The chapter also shows mea-
surement results from a system which is used as an activity detector analyzing signal
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from an accelerometer. Also, a proof-of-concept classifier analyzing acoustic signals
from the knee-joint to determine the presence of ACL injury.
Chapter 7 describes in detail the different aspects of implementing an analog
classifier on the chip. It introduces calibration of the circuits and systems used as
part of the analog classifier. The learning algorithm used for training the classifier
is also described. The Chapter also shows measurement results from a VMM+WTA
classification of an acoustic dataset created using a series of 1s data inputs, identifying





The use of Floating-Gate (FG) transistors to implement non-volatile memory was
first shown in 1967 by Kahng and Sze [1]. This has led to development of non-volatile
memory, solid-state drives, which allow systems to store data in absence of power.
They have also been used in several analog/mixed-signal systems. The ETANN
chip [2] used the FG to store weights of an artificial neural network. They were
used to compute the weighted sum of inputs and operate as threshold logic gates [3].
Several other application include their use as an analog memory [4], a FG fourier
processor [5], to perform offset cancelation in amplifiers [6], a variety of others.
Figure 1 shows the schematic and layout of a pFET FG transistor. The poly-silicon
gate is insulated completely with SiO2. This allows the charge to be stored on the
floating-node. External inputs are coupled onto the floating-node using a capacitor
(Cin). A tunneling junction (Vtun) is coupled via a tunneling capacitor (Ctun). To
reduce the effects of trapping, tunneling is performed through a high quality oxide
and hence Ctun is designed using the gate oxide between the gate poly-silicon and
n-well.
2.1.1 Programming Of A Floating Gate Transistor
FG transistors can be programmed precisely with a combination of hot-electron in-
jection and Fowler-Nordheim tunneling [7, 8]. In a large array this can achieved by
either direct or indirect programming methods [9]. Each method has its own trade-
offs and which technique should be used depends on the application. Figure 2 shows










Figure 1: Circuit schematic and layout of a pFET floating-gate transistor. The
floating-node(Vfg) is surrounded by SiO2 as an insulator. Inputs are coupled onto
the floating-node using an input capacitor (Cin)
structure of an indirect programming method where the transistor Mp is used for
active programming whereas Ma is used as part of the system or circuit. A direct
programming structure is shown in the Fig. 2(b) where Transmission Gates (T-Gates)
are used to switch between the two phases of operation, the programming phase and
the run phase.
Which of these two methods is used depends on the application. Direct program-
ming requires extra T-gates for programming precisely and hence requires a larger
area per FG. By contrast, the indirect programming structure only requires an extra
FG transistor and hence increases the density of the FG cell. Because in case of
indirect programming, the programming infrastructure measures and programs the
programming transistor there is a threshold voltage mismatch between the transistors















Figure 2: (a) Programming structure of a pMOS FG indirectly programming another
pMOS FG. Transistor Mp is connected to the integrated programming infrastructure.
The infrastructure measures and programs the transistor Mp using hot-electron injec-
tion. (b) Programming structure of pMOS FG and T-gates for directly programming
the FG. T-gates are used to switch between the programming phase and the active
phase.
2.1.2 FG programming using integrated programming infrastructure
Figure 3 shows the algorithm steps for programming a FG transistor. The infrastruc-
ture uses Fowler-Nordheim tunneling as a global erase before starting a new sequence
of precise programming. The block diagram at the top of Fig. 3 illustrates the
steps in the process from loading the programming code onto the SRAM to using the
programmed system in an application.
We initially tunnel all the FG transistors to ensure that a FG pFET device has
no channel current. This erases the previous design compiled on the FPAA. Then we
perform a reverse-tunneling operation, to increase the charge on the FG node, to the
point that the pFET has a small, but negligible, channel current.
After reverse tunneling FG pFET devices that we do not program will stay in
accumulation and pass negligible levels (e.g., ≤1 pA) of current, even for scaled-down
devices. The next step is to perform recover injection. Here, the FG devices are
injected while measuring their drain current. Depending on the target current FG
devices are injected to either have 1nA (for a target current between 30pA to 1nA)
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Figure 3: Algorithm steps for programming an array of FG devices. Top: flow
chart of the key required programming steps. Left: graphical illustration of the FG
programming steps following the procedure for a range of FG devices starting and
ending at a desired target value. Right: experimental data showing actual trajectories
of four FG devices through the first four programming steps. The goal is to get devices
close to target current. During run-mode the FG devices have a Vg 0.6 V. For target
current below 1nA the measurement of FG devices is performed using Vg of 0 V.
with 0 V. While operating the FG transistors they are biased at a gate voltage of 0.6
V.
Target programming typically requires measuring channel current, comparing it
with the desired current, performing a range of calculations for the different param-
eters (e.g. drain voltage) during the next injection pulse, and repeating the process
until it sufficiently converges. The method of calculating these parameters is de-
scribed with detail in [10]. Coarse programming steps use these parameters to be
in the vicinity of the target value. Figure 3 shows two sets of coarse injection, first
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coarse and measured coarse injection. First coarse injection involves injecting with
calculated parameters without measuring. The next step involves coarse injection
with measurement of drain current and hence it is called measured coarse. Both
of these coarse injection use the same parameters but the difference is that during
measured coarse the channel current is closer to the target value and hence repeated
measurements are performed so as not to overshoot the target current.
The final step involves precise targeted FG injection. The approach starts by
measuring the channel current and comparing the result with the target value. Based
on this, parameters such as drain voltage and gate voltages are calculated to reach
the desired channel current. Then the system applies injection pulse with calculated
parameters and the new channel current is measured. This process of injecting and
measuring is repeated till sufficient accuracy is achieved. This algorithm enables
achieving a precision of almost 1− 2% [10].
2.2 Field-Programmable Analog Array
Field-Programmable Analog Arrays (FPAAs) are poised to revolutionize analog and
neuromorphic systems the same way that FPGAs revolutionized digital systems, by
making prototyping cost effective and shortening the test cycles [14, 15]. Also, FG
based FPAAs [16], due to their reconfigurability, have the potential of operating
beyond the energy efficiency wall [17].
The first FPAA was built in 1991 [26]. A FG based analog array was introduced
in [18]. A digitally enhanced reconfigurable platform was shown in [12]. The first
mixed-signal FG based reconfigurable array was shown in [13]. The current FPAA
integrates concepts from these several different FPAA architectures, as shown in 4.
Table 1 shows the evolution of FG based FPAAs:
8
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Program: 16k x 16 































































































































































































































RASP 3.0 FPAA IC
Analog + Digital one ICFPAA fabric Digital µP, SRAM, 
DACs, ADCs
~ MSP430
Figure 4: RASP 3.0 integrates divergent concepts from previous multiple FPAA de-
signs [11–13].
2.2.1 ARCHITECTURE DESCRIPTION OF THE FPAA SoC IC
Our mixed-signal FPAA is shown in Fig. 5, having both analog elements, Compu-
tational Analog Blocks (CABs), and digital elements, Computational Logic Blocks
(CLB). The FPAA consists of 98 CABs and 98 CLBs. CABs and CLBs are connected
using manhattan-style routing composed of Connection (C) and Switch (S) blocks.
These interconnects allow analog and digital blocks to interact with each other thus
9
Table 1: Evolution of FG-based FPAAs
Year Reference Discussion
2002 [18] Floating-gate Switches for routing
2005 [19] RASP1.5 with 2 CABs and FG crossbar
2006 [20] RASP2.5 with 56 CABs
2009 [21] RASP2.7
2010 [22] RASP2.8 with 32 CABs
2012 [23] Floating-gates as VMM
2012 [24] RASP2.9v with 78 CABs
2013 [13] First mixed signal FPAA
2016 [25] RASP3.0 with 98 CABs and CLBs
leveraging computational capabilities of both analog and digital circuits. Intercon-
nect switches are composed of nonvolatile FG transistors that are programmed using
hot-electron injection and globally erased using Fowler-Nordheim tunneling. The
programming infrastructure, composed of DACs and an ADC, is controlled using a
low-power, open-source MSP430 microprocessor. The microprocessor has a control-
lable frequency of 0-50 MHz. An 8K × 16 SRAM is used to store the program to
be executed by the microprocessor and a separate data memory of 8K × 16 is also
present. As a part of the infrastructure, there are sixteen 7-bit DACs for generat-
ing signals. These DACs can be routed to the FPAA fabric to work as an arbitrary
waveform generator. The 14-bit ramp ADC, which is used for measuring the current
of a floating gate, during the programming phase of the FPAA, can be routed to the
FPAA fabric during run mode. In that case, it would behave as a data acquisition
device and store its outputs on the available data memory.
Figure 5 shows basic elements of a CAB. Inputs and outputs of the CAB elements
can be connected via a local routing, instead of a global routing, which has a reduced
parasitic capacitance associated with it. A CAB consists of multiple Operational
Transconductance Amplifiers (OTA) with the ability to select between wide linear
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Figure 5: RASP 3.0 functional block diagram illustrating the computational blocks
and routing architecture. The infrastructure control includes a microprocessor devel-
oped from an open-source MSP430, as well as on-chip structures including the on-chip
DACs, current-to-voltage conversion, and voltage measurement, to program each FG
device. The FG switches in the connection (C) blocks, the switch (S) blocks, and the
local routing are a single pFET FG transistor programmed to be a closed switch over
the entire fabric signal swing of 02.5 V. The CABs and the CLBs are similar to previ-
ous approaches [13,27,28]. Eight, four input BLE lookup tables with a latch comprise
the CLB blocks. Transconductance amplifiers, transistors, capacitors, switches, and
other elements comprise the CAB blocks.
transistor. The programming infrastructure enables precise programming the bias
current values from 30pA to 10µA. Thus, an FPAA allows for multiple parameters,
like linearity, gain, and power, to be tuned, depending on the application.
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2.2.2 The Mixed-Signal Aspect
The FPAA fabric enables seamless integration of CABs and CLBs. This makes it
attractive for mixed-signal applications and takes advantage of both computational
domains. Certain applications require processing in the digital domain and one could
use verilog code to compile logic elements on the SoC. This has been made possible




















































































Figure 6: Measurement of a compiled 8-bit ramp ADC used in the FPAA device.
4kSPS ADC for this 8-bit ramp conversion integrates the compare + ramp functions
compiled into a single CAB, routing the digital output bit to a GPIO. This simple
ADC polls for the digital bit to change while counting in the processor. A compiled
system for a first-order low-pass filter using these components, where the output load
capacitance is implicit (output going into the ADC), because of the node capacitance
from the routing infrastructure. The programmed corner frequency of the LPF is
150Hz. The device is measured by applying a linear chirp input signal going from
25Hz to 250Hz, showing the signal attenuation, as expected, as well as the signals
from the input 7-bit DAC as well as the 8-bit ramp-ADC (4kSPS). The output of the
ADC inverts the resulting response from the original signal.
A classic example of a mixed-signal circuit is an ADC. Figure 6 show a single-
slope ramp ADC compiled on the FPAA. Figure 6 shows the characterization of the
ramp ADC. The sampling rate of the ADC is 4KSPS and was designed to have a 8-bit
output. Owing to the reconfigurability of the system, the ADC could be configured to
have a higher sampling rate at the expense of the accuracy. The power consumption
of the ramp ADC is 0.77µW . Figure 6 also shows the characterization of the DAC-
LPF-ADC system. The corner frequency of the first-order LPF is 150 Hz. The device
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is measured by applying a linear chirp input signal going from 25Hz to 250Hz, showing
the signal attenuation, as expected, as well as the signals from the input 7-bit DAC
as well as the 8-bit ramp-ADC (4kSPS). The output of the ADC inverts the response
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61
Figure 7: Block diagram (similar to Scilab / Xcos definition) and measured outputs
from a bank of 6 Band-Pass Filter (BPF) and Amplitude Detect elements compiled
onto and measured through a remote FPAA board. The input chirp signal, a linear
sweep between 25Hz and 1kHz, is stored in on-chip SRAM to be played through a
memory-mapped DAC. The output signals went through a demultiplexing module,
compiled using shift-registers located in the routing fabric, and then through the same
8-bit ramp ADC module; this measurement only used the upper half of the positive
values (effectively 6bit). The linear frequency sweep with time is illustrated, as well
as the resulting outputs of all 6 frequency channels, each programmed to a different
frequency location (exponentially spaced).
Figure 7 shows a more complex example using the FPAA system, a parallel bank
of bandpass filters and amplitude detectors typically used for low-power sub-band
analysis, as another example of co-design between assembly, analog, and digital com-
ponents and interfacing between them. The input vector is stored in the SRAM,
which is used by the DAC to output a chirp waveform to the system of 6 Band-Pass
Filters. The center frequencies are programmed between 100Hz and 750Hz, seen by
13
the different peaks in the chirp response in Fig. 7. The output is then measured
serially for each band-pass filter using shift register blocks which are part of the local
interconnect. A shift register allows measuring of 16 different inputs/outputs seri-
ally and is controlled by the microprocessor. Measurements of the ramp ADC in
conjunction with the shift register are shown in Figure 7.
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CHAPTER III
BUILT-IN SELF TEST SYSTEM FOR LARGE-SCALE
MIXED-SIGNAL SOCS
3.1 Built-in self test on FPAA
Large-scale analog, mixed-signal and neuromorphic systems suffer from mismatch and
devices variations. Generally, such mismatch and variations are mitigated using large
devices or complex layout techniques. In the case of FG based FPAAs there are several
thousand parameters available to the user, which could be a boon if done correctly
or could turn out to be an ordeal if not done right. Hence, there is a need to develop
a system that can tune and adapt these parameters based on system specifications.
This chapter develops a Built-in Self Test (BIST) system to tune an analog front-
end used extensively for feature extraction, the Capacitively Coupled Current Con-
veyer (C4) circuit which performs band-pass filtering of an input signal. The use of
second-order-section, a filter with several parameters, in emulating a silicon cochlea
has evolved over the years from the first analog silicon cochlea [31], to an improved
version where the silicon cochlea has increased linearity and stability [32]. Moreover
such filters have also been used in active 2-D cochlea with nonlinear properties of bi-
ological cochlea [33], to their use in more recent large scale binaural spatial audition
sensor [34]. The C4’s have also seen their use as a Fourier processor, and as a front
end for speech detection [35,36]. Such large scale neuromorphic system would require
the tuning of a few hundred parameters precisely. In the case of reconfigurable analog
systems, such as the one used for speech processing [37], the number of parameters
that need to be tuned are more than 50,000 [25]. The tuning algorithm proposed in
this chapter could be generalised for such large systems and could lead to decreased
15
testing time and efficient computing.
One of the major issues in implementing an on-chip continuous-time filter is to
keep its frequency response stable. It has been shown that due to mismatch and
variation in the fabrication process the frequency response could vary by up to 50%
[38]. In the case of multiple filter banks or a larger system these variations and
mismatch often lead to lower efficiency and higher design margins, thus the need
for an automatic Built-In Self Test (BIST) system which could reduce the variation
and mismatch while implementing multiple filter banks. Figure 8(a) shows the usual
approach for such an automatic tuning system. This approach involves tuning a single
band-pass filter and reducing either variation in center frequency or quality factor.
IN Tuning Loop 






1 Band pass filter
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Figure 8: System diagrams for a BIST. (a) Typical implementation of a BIST system
for tuning quality factor and center frequency. This approach involves tuning a single
parameter for a single band-pass filter using an off-chip reference. (b) The proposed
system for BIST to tune multiple parameters. The system is implemented on a
mixed-signal FPAA. The proposed algorithm tunes 66 parameters. These are the
center frequency, quality factor, gain at the center frequency of the Band-pass Filter,
DC offset and bandwidth of amplitude detectors, and the time constant of LPFs.
This chapter describes a system that can automatically tune multiple filter banks.
The systems reduces the variation/mismatch in center frequency, quality factor, gain
at the center frequency of the band-pass filter. It also reduces the variation in band-
width of amplitude detectors and time constant of Low Pass Filters (LPF). The DC
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offset of the filter bank chain is also tuned. In general, it could be used to tune
multiple parameters on a chip. Figure 8(b) shows such a system where these param-
eters are tuned using a tuning loop. Here, a set of 12 parallel second-order band-pass
filters [39] are used as Devices Under Test (DUT). This system is compiled, using
open-source Xcos/Scilab tools [29] onto a large-scale FPAA [25] and routed using a
modified version of Versatile Place and Route (VPR) [40]. Figure 8(b) also shows
amplitude detectors and LPFs as a part of the filter bank chain. Parameters such as
the bandwidth of amplitude detectors and time constant of the LPFs are also tuned.
The system is then tested on three different FPAA chips to evaluate the accuracy of
the algorithm.
In Section 3.2, the variation and mismatch found in a FG-based FPAA is described,
in the context of designing a larger system is discussed in detail. The proposed
algorithm and its tuning capabilities are described in Section 3.3. The use of this
algorithm to tune filters on three different FPAAs is discusses in Section 3.4. The
deviation of each parameter from its mean is also presented in this section. Section
3.5 summarizes the performance of our system and compares it to other adaptive
continuous-time filters. This section also discusses the use of such a system in large-
scale neuromorphic and biomedical systems where power consumption and efficiency
are important factors.
3.2 Mismatch, Variation and Programming the Gm
As the feature size of a CMOS process scales, mismatch in the threshold voltages (VT0)
of transistors and parasitic capacitances can result in significant overhead in designing
a larger system. One of the hypothesized factors for the energy efficiency wall is due
to larger components used for reducing the variation [17]. Energy Efficiency wall is
the saturation of energy efficiency resulting from scaling of digital processors. In the
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Figure 9: Mismatch in different parameters of a filter bank chain. The output of the
blocks are vectorized, with N=12. An example of variation in two parameters, in
this case f−3dB of the LPFs, is shown. For the continuous-time filter the number of
parameters to be tuned are 66. In general, the number of these parameters could be
more than 1000, especially in a reconfigurable system where available parameters are
50,000, which really requires an automated tuning system.
of components. The problem of variation and mismatch is usually addressed by using
larger transistor sizes, using common-centroid methods to layout critical components
and various DC offset cancellation techniques [41]. Variation and mismatch in the
transistor can be easily mitigated by injecting a charge on to the floating gate [10].
Figure 9 shows some of the variations and mismatch found in our system. The
parameters shown here are a subset of mismatch and variation found in a large-scale
reconfigurable system. In general, the number of parameters could be larger than
1000 in an ASIC and about 50,000 in a reconfigurable FPAA. Thus for an efficient
use of resources, an automatic tuning and a calibration system that can tune multiple
parameters is necessary.
In the case of a continuous-time filter implemented on an FPAA, the source of
mismatch is due to variations in parasitic capacitance, which is a part of the local
routing in the CAB, depicted by CL in Fig. 10(a), variations in global routing based
on the placement by VPR shown in Fig. 11, and mismatch between two transistors









































































Figure 10: Typical variation and mismatch found in an FPAA. The frequency re-
sponse of 12 filter banks programmed with the same bias current.Also, the variation
in quality factor, center frequency, and gain at the center frequency is shown. These
variation are due to mismatch in the current biases of the OTA, local mismatch be-
tween the programming transistor and the one used in the circuit, and mismatch in
the capacitance.
programming of the transistor [9] reduces the parasitic capacitance and extra switches
for programming at the cost of increased threshold-voltage mismatch. The transistors
used for biasing the OTA are relatively small (W/L=6µm
2µm
), to increase the density of
the CAB, and no special layout techniques have been used for reducing the mismatch,
because the programmability of the floating gate can compensate for this mismatch.
The circuit used for the second-order band-pass filter is shown in Fig. 10(a). The





s2(CpCT − C22) + s(Gm1Cp +Gm2C2 −Gm1C2) + (Gm1Gm2)
(1)
In (1), Cp is a summation of CL, load parasitic capacitance, and C2. The feedback
capacitance C2 could be a parasitic routing capacitance to reduce the biasing current
and thus the power consumed but in this work we have used an explicit capacitor from
the CAB. The input and output of a CAB having some parasitic coupling capacitor
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Figure 11: (a) Output of a modified versatile place and route [40]. Placement of
12 parallel filter banks and their routing to 16-bit shift registers implemented in the
routing fabric of the FPAA. There are two shift registers used here for characterizing
the frequency response of the filters after tuning. Load capacitance for each filter
bank, due to the routing length and the number of C and S blocks used, is different
for different filters and is one of the sources for variation. (b) Die photograph of a SoC
FPAA. Twelve CAB used are highlighted on both VPR output and the die photo.
C2, CW (parasitic capacitance at the input of Gm2), and C1 which is the input ca-
pacitance. The transconductance Gm1 sets the low frequency pole and feed-forward
transconductance Gm2 sets the high frequency pole. The quality factor and gain at




























Because each of these parameters depend on the Gms of the OTAs, we can com-
pensate the Q, gain, higher and lower frequency pole of the band-pass filter by pro-
gramming the transconductance in the right way.
The circuit is built using standard components present in a CAB described in
Chapter 2 and is fully reconfigurable, as opposed to a custom design. The transcon-
ductance used in the filter is the 9-T OTA structure shown in Fig. 10(b) and has
a floating gate input to compensate for any input DC offset and also allows for a
wider linear range. Thus, for a given bias current transconductances Gm1 and Gm2
are smaller compared to that of a non-Floating-Gate OTA (FGOTA) because of the
presence of a capacitive divider at the input of an FGOTA. Here, a capacitor of 192fF
is used at the input of the FGOTAs.
Figure 10(c) shows variation in the frequency response of 12 parallel continuous-
time filters, placed by VPR tool, as shown in Fig. 11(a). Continuous-time filters in
Fig. 10(c) were programmed using the same current values, by measuring indirectly
the bias current of the programming transistor (i.e, not the transistor in circuit). FG
transistors are calibrated for global variation [42]. Calibration allows for compensa-
tion of global mismatch in the FPAA fabric, as well as mismatch in the programming
infrastructure. Thus the variation, seen in Fig. 10(c), is primarily because of the
mismatch in parasitic capacitance, the local threshold-voltage mismatch between the
programming and the transistor used in the circuit, and (to a certain extent) the fi-
nite resolution of the measurement infrastructure. Figure 10(b) shows the two pFET
structure used for indirect programming, which is the source of local threshold-voltage
mismatch. Figure 10(d) shows the variation in quality factor, center frequency, and
gain at the center frequency. The variation values reported here are the difference
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between the maximum and minimum values. A variation of 107 Hz in center fre-
quency, 5.1 dB in gain at the center frequency, and 0.9 in quality factor of the filters
was observed. These variations could lead to significant errors while using them for
analog computation. Also, compensating for these mismatches and variation without
an automated system would be tedious, time consuming and error prone. As systems
scale to a larger designs, the number of tuning parameters would increase, and thus












































































Figure 12: Measured changes in the frequency response of a LPF with hot-electron
injection. The inset shows the configuration in which the OTA was used for the
experiment. During hot-electron injection the source voltage of the FG transistor is
held at 6 volts. (a) Variation of frequency with injection for a source-to-drain voltage
of 4.98 V. This allows us for a finer control over the change in frequency of the pole.
The change in f-3dB frequency with injection is also plotted in the inset (b) Variation
of frequency with injection for a source to drain voltage of 5.22 V. This allows us for
a coarser control over frequency of the pole.
To demonstrate the effect of injection on frequency, a LPF composed of an OTA
in a follower configuration, as shown as an inset in Fig. 12, was used. Figure 12 shows
the change in frequency response with injection for a set drain-to-source voltage of
the biasing transistor. The subthreshold current through a floating gate transistor,




where κp is the fractional change in pFET’s surface potential due to the change in Vfg,
and UT is the thermal voltage. Vs is the source voltage of a floating gate pFET. The
source voltage of a floating gate transistor is set to 6 V during injection. Depending
on the distance from the target frequency, either a drain voltage of 1.02 V or 0.78 V
is used. The drain voltage, for all the programming floating gate transistors on the
FPAA, is set using a DAC controlled by the processor. Higher drain voltage, thus
a lower source-to-drain voltage, allows for a finer control over the frequency, where
as a lower drain voltage will allow us to reach the target faster. A simple model for





e−∆Vd/Vinj where Iinj0 is
the injection current when a floating gate operates with current reference Is0, Vinj is
a device and bias dependent parameter, and α is 1− UT
Vinj
. The inset in Fig. 12(a) and
(b) show a change in frequency at -3dB attenuation of the LPF with each injection
pulse. A Vdrain of 1.02 V resulted in a change of 2.7 Hz, over 5 injection pulses of
20µs duration. This allows for a finer control over the frequency. A Vdrain of 0.78 V
results in a change of 11 Hz, which is used for a coarser control over the frequency. In
the case of Fig. 12, tuning was performed in open loop to demonstrate the effects of
injection on the bias and frequency. In the proposed algorithm, tuning is performed
in a closed loop, where after each injection the distance from the target is calculated
by measuring the amplitude at the target frequency.
3.3 Algorithm for mismatch compensation
The tuning algorithm measures the amplitude at the output of the filter bank chain to
determine the distance from its target frequency. The core of the algorithm is shown
in Fig. 14(a). Since an amplitude detector and an LPF are used for measuring the
amplitude, they have to be calibrated and tuned before tuning the band-pass filter.
Reconfigurability of the FPAA allows us to test them separately and store the tuned
parameters in SRAM. Hence, as seen in Fig. 14(a), after calibrating the minimum
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Figure 13: The outputs of 12 parallel minimum detectors after tuning their bandwidth
are plotted along with its input. The dc variation is subtracted from the transient
response and plotted in the inset. A maximum variation of 0.4 V was observed, which
is tuned when the system is compiled with the band-pass filter and LPF.
detector and LPF, the compiled designs are tunneled, that is, a global erase is done
on the FPAA fabric.
The bandwidth of the minimum detector should be above the passband of the
band-pass filter. Here, all of them are tuned to operate at a maximum input frequency
of 5kHz. Figure 13 shows the output of 12 parallel amplitude detectors tuned to work
at 5kHz. A maximum variation of 0.4 V was observed in the output DC value before
tuning. This DC variation is tuned when the whole system is compiled. If the
center frequency of each filter is known a priori, the amplitude detectors could be
tuned accordingly to save power. That is each amplitude detector could be tuned
individually to operate just a little above the center frequency of the band-pass filter.
The next step involves compiling the tuned amplitude detectors with the LPFs
and then tuning their time constants. We are interested in the time constant of the
LPF rather than its bandwidth because in this configuration it is used to reduce
the ripples at the output of the filter bank chain. Figure 14b shows the schematic
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Figure 14: (a) Algorithm used for tuning the filter banks; in particular, results for
LPF tuning are shown here. (b) The circuit schematic for the LPF and the minimum
detector. (c) Frequency response of LPF banks. The LPFs are characterized with a
bias current of 0.6nA. Tuned responses are shown below where the variation is low.
(d) Variation in frequency of LPFs, at -15 dB attenuation, before and after the tuning
algorithm was applied. The time constant is calculated using the frequency at -15 dB
attenuation.
frequency except for the first filter, which is used as a reference and biased with the
target time constant. The response of the LPF follows (3)





It is easier to consider the amplitude at -15 dB attenuation since the time constant
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Figure 15: (a) Algorithm used for tuning the filter banks; in this case, results from
tuning of DC offset, Q, and fc are shown. (b) Frequency response of the tuned band-
pass filter is plotted. (c) DC offset of the signal chain is characterized here. DC offset
is compensated by tuning the FGOTA, having transconductance of Gm2, used in the
band-pass filter. After compensation the variation in DC offset is reduced to 32 mV.
(d) Variation in quality factor, center frequency and gain at the center frequency
after tuning. Quality factor varies by 0.6 as opposed to 0.9 without tuning. Center
frequency variation is reduced to 42 Hz compared to 106 Hz and variation in gain at
the center frequency is reduced to 1 dB.
dB of attenuation, using a 14-bit ADC, and stored in SRAM. This value is used as
a reference for tuning the other LPFs. Figure 14(c) shows the frequency response of
the LPFs. The plot on top is of LPFs biased with the same current value, to show the
variation in frequency response without tuning. The bottom plot shows of the results
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obtained after using the proposed tuning algorithm. The tuning algorithm starts at a
lower frequency and programs the biases till the target frequency is achieved, within
certain error margin. After each injection, the output amplitude is measured and
the distance from the reference filter is calculated. Based on this distance, a Vdrain
value is selected for the injection, to reach the target faster or to have a finer control
over the frequency/time constant. Fig. 14(d) shows the variation in LPF response,
which is reduced from 126 Hz to 36 Hz at -15 dB attenuation. Generally the time
constant (τ) of the reference filter could be selected according to the application. For
application where the frequency spectrum of input signal is low one could have a LPF
with a longer time constant to reduce power consumption.
The stored parameters are then used while compiling the final design. In general,
this would be done as a part of a larger system, since a shift register could be used to
observe intermediate points. A block diagram of the compiled final design is shown in
Fig. 16(a). The on-chip processor controls the shift register, a 14-bit ramp ADC and
a DAC while executing the algorithm. Fig. 16(a) also shows the DUT with vectorized
outputs, where N is 12 here. In general, the system can be scaled as needed to a larger
number of filters only constrained by the number of CABs in the FPAA. Fig. 16(b)
shows an example flow chart of the tuning algorithm.
Initially, the filters are compiled with a low corner frequency bias except for the
first filter, which is used as a reference. Again, the parameters of the reference filter
can be selected depending on the application. The tuning algorithm reduces the
variation of center frequency, quality factor, gain at the center frequency, and the DC
offset with respect to the reference filter. The first step after compiling the design is
to reduce the DC offset. Without DC offset reduction, the tuning algorithm will have
large errors due to the fact that the system is measuring the amplitude and detecting
the minimum value of the output to determine the frequency. The DC offset is reduced
by programming the input floating gate of the band-pass filter and measuring it at
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the output of the LPF. Thus the system can control the offset of the whole chain.
The DC offsets of the 12 filters, scanned using the shifter register, can be seen at the
top of Fig. 15(c). The maximum variation can be reduced to 32mV from 0.9 V, after
using the tuning algorithm, as shown in bottom of Fig. 15(c). After reducing the DC
offset, the tuning algorithm reduces the variation in center frequency, quality factor
and gain at the center frequency of the filters by measuring them with respect to the
reference filter. The reference filter is characterized by measuring its output at Flow
and Fhigh, by generating a signal at those frequencies with a DAC. Tuning of the rest
of the filter bank is done in two steps, first tuning the high-frequency pole and then
the low-frequency pole. Injection is performed, as discussed earlier, to vary the biases
to change the feed-forward Gm2 and the feedback Gm1. The filters are injected until
they are around an acceptable error from the value of the reference filter. Figure 15(b)
shows the frequency response of tuned filters. The variation in filter bank parameters
is shown in Fig. 15(d). Specifications of the DUT are shown in Table 2. A set of 12
parallel band-pass filters, amplitude detectors and LPFs consumes power of 7.072µW.
Area is reported in terms of number of CABs used by the compiled design, since that
is more relevant while designing on an FPAA.
Table 2: Specification of the DUT system
Parameter Values
Area 12 CABs
Power of 12 filter banks 7.072µW
Technology 350nm
Power Supply 2.5V
3.4 Algorithm over different FPAA
Open-source high-level tools [29], the programming algorithm [10] and the calibration
of chip-to-chip variation in the programming infrastructure [42] enables compiling the
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Figure 16: (a) Block diagram of the compiled design. The DUT used for the experi-
ment is shown with vectorized interconnects, where for this work N is 12. (b) A flow
chart of the tuning algorithm. The output of the shift register is measured using a
14-bit ramp ADC and stored in the available data memory. A 7-bit DAC controlled
by the microprocessor is used for generating a sine wave, at a desired frequency (F
Hz).
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which were fabricated on the same wafer, to measure the variation and mismatch.
This also allows us to test the portability of the built-in self-test system. Table 3
shows the variation in parameters when compiled and programmed with the same
current value, before using the tuning algorithm. These values are deviation of each
parameter from its mean and then an average of these deviation was taken over three
chips. The table in Fig. 17 shows the variation in parameters for each FPAA.
The same algorithm was applied to filter banks compiled on all three chips. The
procedure discussed in Section 3.3 was followed, with the filter in the first CAB serving
as a reference filter. The bandwidth of the amplitude detectors and the time constants
of LPFs were tuned first and then the DC offsets of DUT chain were tuned. Figure
17 depicts the tuning of 66 parameters for three FPAA ICs using the algorithm. The
table in Fig. 17 shows the percentage deviation of parameters from their means.
In Fig. 17(a),(b) and (c), absolute variation of center frequency, gain at the center
frequency and quality factor, after tuning, is plotted. Table 3 shows the deviation of
each filter parameters from its mean, as an average over all three chips.
Table 3: Deviation of the values from its mean
Parameter Untuned Tuned
Frequency Variation 10.16% 5.23%
Quality Factor Variation 13.86% 9.94%
Gain Variation 21.04% 3.95%
DC offset Variation 0.95 V 29 mV
3.5 Summary Discussion and Comparison
Anon-chip BIST system was presented for the FPAA fabricated in a 350nm CMOS
process. The DUT consisted of a bank of 12 filter chains, commonly used for real-time
signal processing applications and in large neuromorphic systems. The algorithm was
tested on three different chips to test its performance and portability of the BIST
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Figure 17: Tuning for three different FPAA chips using the algorithm proposed in this
Chapter. Table shows the values for variation in parameters before and after tuning,
for each chip. (a) Variation in center frequency for 12 filters over three different chips.
(b) Variation in gain at the center frequency. (c) Variation in quality factor.
Table 4: Comparison of low-power continuous-time filters
Ref Process Tuning Parameters Power Consumption Design
(Normalized per filter)
This system 350nm 66 152.25nW (200 Hz) Fully reconfigurable
[44] 0.8µm 2 (Fc and Q ) 2.5µW (100 Hz) Custom design with programmable bias
[45] 1.2µm 1 (Fc) 27.86µW (0.83 Hz) Fully custom design
[46] 350nm 32 (Fc and Av or Fc and Q ) 198nW (200 Hz) Custom design with programmable bias
[47] 350nm 3 (Fc, Av and Q) 290nW (30 Hz) Fully Custom design
system also tunes the bandwidth of the amplitude detectors and the time constant of
the LPFs, which are critical parts of the system. The system uses an on-chip DAC
and an ADC to generate the necessary signals and to measure the outputs of the filter
bank, via a compiled 16-bit shift register. The compiled system consumes 7.072µW
of power.
The proposed system automatically tunes multiple parameters to compensate for
local mismatch and routing capacitance but does not consider variations in tempera-
ture, which will be discussed in the Chapter 4. Variation in power supply is typically
controlled by using a precision voltage reference [48]. Power supply rejection ratio of
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the C4 structure has been discussed in detail [39]. Previous work has addressed the
precision of FG programming [10], FG drift, and charge leakage [49] [50].
A Comparison of this work with other state-of-the-art low-power adaptable con-
tinuous time filters is shown in Table 4. The power consumption reported was per
filter along with the center frequency of the BPF. The power consumption of the
band-pass filter in this work is 152.25nW at 200 Hz. The compiled system and the
algorithm tunes 66 parameters. The parameter that are tuned here are center fre-
quency, quality factor, passband gain of BPF. Also, τ of LPFs, DC offset of the filter
chain and bandwidth of amplitude detectors are tuned.
The number of parameters available in a FPAA, as with an FPGA, is larger
than would typically be in an ASIC because of the reconfigurability of the SoC. The
density of parameters, in the case of a FG-based FPAA, is high since the routing
infrastructure can also be used as computational and tunable elements, which is not
the case in an FPGA, where the routing fabric is normally considered overhead.
In general, the number of tunable parameters is restricted by the number available
CABs, CLBs, the precision of routing elements, available measurement infrastructure,
storage blocks and mismatch caused by capacitance. Also, the number of parameters
would be restricted by their orthogonality to each other. The parameters for a custom
analog chip is restricted by the density of tunable parameters. If FGs are not being
used one approach would be to use small non-linear (in that they do not have to
be precise and could have some non-linearity) DACs and calibrating them ahead of
time. In [51], such an approach is used for storing the weights of the synapses of a
neuron. In [52] a 5-bit DAC is used to supply the bias of Gm-C elements. In the case
of reconfigurable analog systems, such as the one used for speech processing [37], the
number of parameters which could be tuned are more than 50,000 [25].
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CHAPTER IV
MODELS AND TECHNIQUES FOR TEMPERATURE
ROBUST SYSTEMS ON A RECONFIGURABLE
PLATFORM
4.1 Analog Processing and Temperature Dependence
The number of systems combining elements from within and among the emerging
technologies of sensors, communications, and robotics grows every day. The com-
putational abilities of these systems affect the overall system performance through
various aspects (e.g., functionality, battery-life, foot-print, etc.). Traditionally, most
computational tasks have been performed in the digital domain, which can achieve
high-resolution computation at the cost of high power consumption [53]. For systems
with a limited power budget, however, low-power real-time computation techniques
have been sought after. Accordingly, analog signal processing has been used exten-
sively as an energy-efficient alternative to digital options [54] [55] [56].
The recent mixed-mode large-scale Field-Programmable Analog Array (FPAA)
enables advanced functionality for a wide spectrum of sensor applications [25]. Many
of the systems that can benefit from the computational power of an FPAA need
to operate over a range of environments and temperatures. For instance, modern
ubiquitous medical health assessment systems use physiologic signals collected from
ambulatory subjects during daily outdoor activities [57]. Likewise, point-of-care diag-
nostic platforms aiming to achieve lab-quality tests in low-resource settings, operate in
environments with varying ambient temperatures [58] [59]. Furthermore, in assisted-
living applications, sensor networks are used to identify and track daily activities of
the elderly in outdoor settings. For outdoor applications where temperature is not
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Figure 18: Proposed method to reduce temperature variability while compiling a
system for a desired application on an FPAA. The tool infrastructure offers flexibil-
ity depending on the user. The tools would compile the desired system along with
the selected references on the FPAA. In the case of a circuit designer, the FPAA
tool infrastructure enables designing a custom reference circuit. The circuit can be
simulated, with models based on EKV before compiling the design on the hardware.
stable, one of the critical performance metrics affecting the computation accuracy of
the FPAA would therefore be, robustness against temperature variations.
This Chapter presents a range of techniques and models to estimate and reduce
temperature variability of various systems implemented on an FPAA. Figure 18 shows
the proposed method a user could follow depending on his or her specific application.
A range of voltage and current reference generators are available to be compiled on the
FPAA to reduce the temperature variability of the system. Here, we propose to use the
FG as a programmable element to achieve reasonable temperature insensitivity rather
than trimming/single value FG to achieve precision as shown in [48]. These references
form standard blocks in the open source tools built in the Scilab/Xcos environment
available online [30] [60]. Here we utilize a simulation model built inside the XCOS
tool [60] to model circuits block temperature variation. Temperature measurements
were performed using a ZPlus (Cincinnati Sub-Zero Products LLC, Sharonville, OH)
temperature chamber. For each temperature value, 15 min. is allowed to ensure that
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Figure 19: Id vs Vg transfer characteristics of PMOS over Temperature. EKV mod-
eling is used for modeling the transfer characteristics of a PMOS. Ith, current at
threshold voltage, and threshold voltage, are also plotted over temperature. The sim-
ulated values are consistent with the measured values. The Ith and threshold voltages
are extracted by curve fitting onto to the output current in both measurement and
simulation to be consistent.
Our discussion of the temperature behavior of programmable circuits in the SoC
FPAA will proceed in six stages. In Section 4.2, various temperature models for
devices available in an FPAA are presented. These models are then used to estimate
the temperature variation in simple single-ended circuits in Section 4.3 and these
simulations are compared with measured data. In Section 4.4, various references
are introduced and their variability with temperature is studied. A bootstrap FG
reference generator is introduced in Section 4.4.1. Section 4.4.2 shows resistorless
voltage references that can be compiled on the FPAA. Section 4.5 and section 4.6 show
the performance of various signal-processing systems and circuits over temperature.
4.2 Modeling Temperature Dependence
A simulation model adapted from the EKV model [61] for all regions of operation
is developed. Based on this model, the channel current for a pMOS and an nMOS





















where Ithnmos and Ithpmos are specific currents at threshold and their dependance on








In (4), σ is the drain-induced barrier lowering coefficient, and Vd, Vs, VT0p, VT0n,
and UT are the drain, source, pMOS zero-bias threshold, nMOS zero-bias threshold,
and thermal voltages, respectively. The temperature dependence of Id in (4) arises
from the threshold voltages, Ith, and UT . The dependence of the threshold voltages
on temperature can be modeled using A1+A2UT . Ith has dependence on temperature













it can be seen that a ≈ 0.6. Here, Tr is the reference temperature (298K). The













where Nc and Nv are effective density of electrons and holes in conduction and valence
band respectively. Their dependence on temperature is T 3/2 [62]. This is small
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compared to the linear dependence to UT term. It should be noted that the model
in [61] has more number of parameters and is much more generalized. In the case of
(4), the model has a reduced number of parameters, which allows for faster simulation,
with the ability to closely predict data from the FPAA.
Table 5: Comparison of simulated and measured data: Percentage change over 60◦C.
Device Measured Simulated
Parameter Threshold Voltage Ith Threshold Voltage Ith
pFET -0.28% -1.7mV/C 0.2% 2000ppm/C -0.27% -1.7mV/C 0.17% 1700ppm/C
nFET -0.26% -1.1mV/C 0.24% 2400ppm/C -0.22% -0.95mV/C 0.17% 1700ppm/C
This model has been integrated as a part of the Scilab/Xcos FPAA development
environment [60]. Figure 19 shows measurements of a pFET compiled on to the
FPAA and corresponding simulations performed using the EKV model. The tool
incorporates the above threshold variation in UT , threshold voltage and current at
threshold voltage (Ith). Figure 19 compares these temperature variations between the
simulated model and the measured results over a change of 60◦C. The measurements
are silicon data obtained from the FPAA fabricated in 350nm technology.
Using the above model for simulation, similar measurements and simulations were
performed for an nFET. The variation in the threshold voltage and the current at
threshold voltage (Ith) for the devices are summarized in the Table 5. These parame-
ters are extracted from the transfer characteristics using a EKV curve fit program in
scilab [63], with varying UT . The variations are shown as percentage changes in the
parameters from the values at room temperature over 60◦C.
The consistency between the measurements and the model allows us to predict the
first-order behavior of circuits and systems compiled on the FPAA with temperature,
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Figure 20: Transfer function of a common-source amplifier, measured and simulated
using the models developed in the previous section, over temperature. The slope, and
hence the gain of the common source amplifier is also plotted. The slope is constant
over temperature. The transition of Vout with Vin for different temperatures is also
shown. The transition changes over temperature because the threshold voltages of
nMOS and pMOS transistor vary differently.
4.3 Temperature Dependence of Simple Single-Ended Cir-
cuits
The models developed in the previous section predict the behaviour of circuits and
systems on the FPAA. To illustrate, a common-source amplifier, shown in Fig. 20,
has a gain which is constant over temperature [64]. The EKV model shown in (4)













Vin + Voffset. (10)
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In (10), the offset Voffset is a manifestation of UT , the threshold voltage difference
between the nFET (VT0n) and the pFET (VT0p), and log(
Ithnmos
Ithpmos
). In (10), κ for pFET
and nFET have been taken to be equal for the ease of calculation but typically these
values are different from each other. Fig. 20 shows the transfer characteristics of a
common-source amplifier, measured on the FPAA and simulated using the models
developed before, with a pFET input. As seen in Fig. 20, the slope of the simulation
and measurement remains relatively constant. The variation in the transition points
of the transfer characteristics corresponding to different temperatures is associated
with the offset (Voffset) term, which has a dependence on UT and also due to the




























Figure 21: Transfer function of a common-drain amplifier, measured and simulated
using the models developed in the previous section, over temperature. The slope and
the transition offset of the circuit is constant with temperature because the variation
in threshold voltage of the two pMOS devices are similar. A slope of 0.85, which is
the κ of the pMOS device, is measured from the circuit compiled on the FPAA.
For temperature-robust transition points the circuit could be designed to utilize
the same type of FET devices. The transfer characteristics of the two pFET based













Thus, the slope of the transfer characteristics is ≈ κ, since σpmos << 1, which is
invariant over temperature. Also, the Voffset term is independent of UT , threshold
voltage, and Ithpmos, which makes the transition points invariant with temperature.
Figure 21 shows the transfer characteristics of a common drain circuit with a pFET
input. The measurement and simulation are plotted and have similar slope, that is
the κ of the pFET input. The inset shows a zoom-in of the transfer characteristics
measured over 60◦C.
4.4 Reducing Temperature Dependence in Programmable
Circuits and System
The programming and biasing of an FG switch or an FG current source is generally
done using a DAC. During programming, when the circuits and systems are getting
compiled on the FPAA, the DAC allows us to vary the bias on the gate in order to
compensate for variation and mismatch on the FPAA [42]. It is typically assumed that
the temperature will not vary drastically while programming the device. In run mode,
however, when the implemented system is used for computation and processing on the
FPAA, the temperature can vary based on the application; for example, in wearable
systems [55, 56, 65] or as a sensory node for analyzing speech [56]. A subthreshold
current reference circuit, similar to a conventional current reference circuit [66], shown
in the Fig. 22 could bias the gate of a pFET, which would reduce the temperature
variation of the output current to 12.0% over 60◦C. The bias current is constant
and is not programmable unless the W
L
of its transistor and the resistor values are




and nFETs in parallel. However, that would mean adding extra capacitance because
of the routing between different CABs.
























Figure 22: A bias reference circuit compiled in the FPAA. The circuit uses multiple
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Figure 23: A FG-based bootstrap reference circuit compiled on the FPAA for biasing
the FG transistors. The DAC, which is generally used to bias the FG transistor, is also
characterized over temperature. Output of the reference generator (VREF ) is plotted
over a temperature variation of 60◦C. The output of the DAC is also measured over
the same temperature range. Also, the effects of temperature on the drain current
is studied by biasing a FG transistor in both modes; i.e., bias using a DAC and the
bootstrap reference circuit.
4.4.1 FG-Based Reference Circuit in Subthreshold
The reference circuit shown in Fig. 23 is based on the bootstrap reference architec-





Figure 24: A simple FG pFET based current mirror. The mismatch between the
two transistor causes Iout to be not equal to Iin. This also results in temperature
dependence of Iout assuming Iin is kept constant.
the difference between the aspect ratios of pFETs is responsible for the reference gen-
eration, the VREF in Fig. 23 is generated because of the difference in the amount of
charge stored on the FG pFETs. This bootstrap reference circuit is compiled using
FG pFETs from the switch fabric, which are part of the local interconnect routing
present in the CAB, and an nFET current mirror, which is a part of the CAB elements
described earlier.
Figure 23 also shows measurements of VREF , IREF , VDAC , and IDAC over tem-
perature. A variation of 28.4 mV was observed in the DAC, which translates into a
temperature variation of 189 ppm/◦C with a linear range of 2.5 V. This manifests as a
large change in current, when used to bias a FG, since the voltage does not scale with
temperature to compensate the variation in threshold voltage and Ith. The bootstrap
current reference has a variation of 218 mV in VREF and the current mirror output
has a temperature drift of only 3.9 nA.
Evaluating the relationship of Iout and Iin over temperature of a current mirror
built with a FG pFET, such as the one used in Fig. 23 for biasing and shown in the
Fig. 24, is given by
Iout = Iine
κ(V1−V2)/UT (12)
If V1 and V2 in the above equation are equal, then we have Iout = Iin. In general, for a
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non-FG current mirror, there is a threshold voltage mismatch between the transistors
that will lead to a variation of Iout with temperature. The variation of current in this
case can be modeled as
Iout = IinA = IinA
T0/T
0 , (13)
where A = eκ(V1−V2)/UT and T0 is a reference temperature which could be room tem-
perature for simplicity. This effect is important in the case of VMM, discussed in





















































































Figure 25: Programmable voltage reference without resistors. a) The figure on the
top shows results from a voltage reference designed using an FGOTA connected in a
follower configuration. VREF is generated by creating an offset between the positive
and negative terminals of the FGOTA. A variation of 2.5 mV was observed in the
reference voltage value over a change of 60 ◦C. The reference has a programmable
range of 0.346 V to 2.441 V, which is shown in the second part of the figure. b) A
programmable voltage reference designed using a diode connected pFET and a FG
pFET from the routing infrastructure. A variation of 9.7 mV was observed for a
change of 60 ◦C. The range of this reference is 1.66 V to 2.19 V.
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4.4.2 FG-Based voltage reference without resistors
The main drawback of the reference circuits introduced in the previous section is the
need for an external resistor for different bias currents. There are several resistorless
bias reference circuits that take advantage of availability of different Vtnmos or Vtpmos
device,( i.e high and low threshold devices) [68] [69]. The aforementioned techniques
require an ASIC and availability of different threshold devices in the process.
Here we propose to use FGs to create differences in threshold voltage by program-
ming different charges at the floating nodes. This allows us to bias the reference
with different biasing values and to be able to directly compile the circuit onto the
FPAA. Figure 25 shows the schematics of the proposed reference circuits. Figure 25a
introduces a voltage reference circuit using an FGOTA. VREF is generated by creating
an offset between positive and negative terminals of the FGOTA. A △VREF of 2.5
mV, with respect to VREF at 25
◦C, was observed over a range of 60◦C. The range of
voltage reference that can be generated with this reference is between 0.346 V to 2.44
V and is plotted in Fig. 25a. It should be noted that, VREF is constrained near the
GND by the output buffer used for the measurement and not due to the linear range
of the FGOTA. Here, IREF is the programming current, and therefore an indicator of
the charge programmed onto the FG, which is varied to tune VREF . For the measure-
ments in Fig. 25a, the FGOTA was biased at 2µA, and hence the power dissipated
by the circuit is 5 µW. This could change depending on the application,( i.e the load
of the reference, and the power requirements. Considering the above linear range of
the FGOTA-based voltage reference, it has a temperature variation of 19.83 ppm/◦C.
Fig. 25b shows a voltage reference built using two pMOS transistors. The FG
transistor used in the circuit is part of the routing fabric in the FPAA whereas the
pMOS transistor is part of the CAB. A variation of 9.7 mV over 60◦C was observed in
the case of this voltage reference with programming range of 1.66 V to 2.19 V. Con-
sidering this linear range, the reference has a temperature variability of 305 ppm/◦C.
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The dependence of VREF in the case of Fig. 25b can be analyzed by reducing the
EKV equation in (4). As seen in (14), VREF has a weak dependence on UT and supply
voltage VDD. In the following derivation, it is assumed that the κ of the FG pMOS





















It should be noted from the above equation that if the Ith of two devices are equal,
the output VREF would be almost invariant over temperature. In addition, the above
analysis holds only if the transistors are in the subthreshold saturation regime. Also,
the two-transistor circuit would have fairly significant power-supply coupling as op-
posed to the FGOTA whose PSRR will be high.
4.5 Vector Matrix Multiplication
A FG-based Vector Matrix Multiplication (VMM) current is one of the building blocks
in an analog classifier [37, 70]. It stores the weights of the classifier as charges (Q)
on FG pFETs. The output of a VMM is a current signal, which is the product of
input voltage and the weight stored on the floating node. The equation in (4) can be
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Figure 26: A typical implementation of a Vector Matrix Multiplication, shown here
with a shift register for measurement, in an FG based FPAA. The two measurement
corresponds to two different experimental setups: one where a DAC is used to bias
the FG whereas the other corresponds to a FG biased using the voltage reference
discussed earlier. A current variation of 158 nA was observed over 60◦C when the
VMM, which has been programmed to get 50 nA at room temperature, was biased
using a DAC. A variation of 5.6 nA was observed in case of the VMM biased using
the voltage reference.
The above set of equation reveals dependence of weight on temperature. Also, Vin
would have a different relationship with the output Id with a change in temperature
given by e
−(Vdd−Vin)
UT . Thus, the classifier, instead of having an output y = W ′ ∗ x, will
have a temperature-dependant term.
To demonstrate the dependence of the VMM on temperature, when biased with
a DAC, a 12 × 1 (i.e. a 12 inputs and 1 output) VMM is compiled on the FPAA.
As shown in Fig. 26, a shift register is used to measure each FG output over 60◦C.
A variation of 158 nA is observed when they are nominally biased around 50 nA
at room temperature. This variation could lead to substantial errors while using
the VMM in classification as temperature could vary depending on the application.
As an example, when the classifier is used for classifying acoustic signal from the
knee joint [65], the system temperature is expected to change with the environment
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temperature (e.g., room temperature during activities performed at home or hot/cold
temperatures during outdoor activities). To address this issue, the current reference
introduced in the Section 4.4.1 is used to bias the FG pMOS of the VMM. Figure 26
shows the variation of the VMM current when biased using the FG current reference.
A maximum variation of 5.6 nA is observed in the current. This variation is due to
the fact that there is mismatch in the threshold voltage of the transistor resulting in
A0 6= 1, where A0 is the gain factor from (13).
The VMM weight is updated depending on the learning of the classifier, and hence,
in practice, the weight will have certain △Vfg compared to the biasing circuit. This
will result in a gain A0 6= 1, thereby leading to dependence of Iout on temperature.
If the output stage of the VMM is a Winner Take All (WTA) [71], which is the
case in [55, 65, 70], the small variation would not affect the output of the classifier.
This is due to the fact that a WTA compares relative current between the competing
branches of the VMM.
4.6 Temperature Variation of a Band-Pass Filter
A Gm − C-based second order band-pass filter is used extensively for several sig-
nal processing systems [55, 56, 65]. A second-order Gm − C filter enables extracting
frequency-based features from an input signal with a low power consumption. Also,
a FG-based Gm−C offers programmability over broad range of center frequencies by
changing the bias of the FGOTAs. The input of the FGOTA is capacitively coupled
to increase the linearity of the filter. The PSRR, CMRR, input referred noise, and
other characteristics of the filter are described in detail [39].
The inset in Fig. 27 shows the schematic of a Gm − C filter compiled in a single
CAB of the FPAA. The FGOTAs are biased using a FG pFET, as shown in Fig. 27.
Fig. 27 shows the frequency response of the band-pass filter over 60◦C of tempera-
ture change when biased using a DAC. Figure 27 also shows variation in the center
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frequency, quality factor, and gain of the band-pass filter. The variation in center
frequency is 2kHz for a center frequency of 840 Hz at room temperature. This vari-
ation would lead to significant error in the processing and extraction of features in















































































Figure 27: Measured frequency response of a second order band-pass Gm − C filter
over temperature. A FG pFET is used as a bias transistor for the OTA. Here, the
gate of the FG pFET is biased using a DAC as seen in the inset of the frequency
response graph. A variation of 2kHz was observed in the center frequency of the filter.
A variation of 2 dB in gain and of 1.4 in the quality factor of the filter was observed.
A FG-based current reference generator introduced in Section 4.4.1 would be suit-
able for biasing the Gm − C filters. Fig. 28 shows the bootstrap reference compiled
along with the band-pass filter. Fig. 28 also shows the frequency response of the
band-pass filter over a temperature variation of 60◦C. The PTAT response of the
FG-based bootstrap reference helps in compensating the CTAT variation in VT . Fig.
28 also shows the variation in the characteristics of the band-pass filter: quality factor
(Q), center frequency (FC), and gain at the center frequency. As compared to the
case where it was biased by a DAC, the variation in the center frequency is reduced










































































Figure 28: Measured frequency response of a second order band-pass Gm − C filter
over temperature. Here, the gate of the FG pFET is bias using the FG based voltage
reference. A variation of 76 Hz was observed in case of the center frequency. A
variation of 0.48 in quality factor and 1 dB in gain, at the center frequency, of the
filter was observed.
0.48 compared to 1.4. The measurements in Fig. 28 and Fig. 27 were performed con-
secutively, where the filter were biased first with a DAC and then with a FG current
reference to keep other variations constant. The resulting temperature dependant
variation of 76 Hz observed in the Fig. 28, can be explained due to the fabrication
related device-mismatch between the FG pMOS used in the reference circuit and the
FG pMOS used as the biasing transistor of the FGOTAs in the band-pass filter. In
addition, there are design-related mismatches in this FG pMOS devices as well. For
instance, the coupling capacitor of the FG pMOS in the reference circuit is 8 fF as
opposed to 43 fF in the FGOTA bias device. The other source of mismatch is the
different size of the FG pMOS transistors, which are 1.8µm
600nm
in the FG reference circuit
and 6µm
2µm
in the FGota. In subsequent designs, of the FPAA, these variations will be
reduced by keeping a single size of FG transistors for all the devices on the SoC.
49
4.7 Summary and Discussion
There has been a growing interest in using FPAAs for rapidly prototyping mixed-
signal systems, performing hyprid and analog signal processing for a wide ranging
applications, and using programmability and reconfigurability to increase system per-
formance and energy efficiency [15] [72] [73] [25]. Hence, it is important to study the
effects of temperature on a reconfigurable platform and investigate methods that can
reduce these variations. A FG temperature compensation structure as part of the
CAB is used to reduce the variation in current over temperature [74]. This work
presents several circuits, models, and techniques to estimate and to reduce the tem-
perature variation of such systems.
The simulations performed using the model developed based on the EKV model
were in close agreement with the measured data. These models created for simple
nFET and pFET devices were then used to study temperature behaviour of simple
single-ended circuits and compared with measurement results. The intuition created
here led to building and designing several current and voltage references introduced
in subsequent sections. The references developed in this work are a part of the
Scilab/Xcos environment as blocks thereby enabling easy compilation as a part of a
larger system.
A bootstrap current reference is introduced to bias FG devices on the FPAA. The
performance of the bootstrap reference is studied over temperature and measured
results from the FPAA are presented. The FG reference circuit is also used to bias
two critical components of analog signal processing chain: the VMM and the second-
order band-pass filer. Their performance over temperature when biased using a DAC
and the FG reference circuit is studied. A variation of 156 nA was observed in the
output current of the VMM when biased with a DAC as opposed to a variation of
5.6 nA when biased with FG current reference circuit. The band-pass filters center
frequency varies by 2 kHz when biased with a DAC whereas in case of FG reference
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circuit it varies by 76 Hz.
This work also presents two resistorless voltage references with a wide range of
programmable voltages. The FGOTA-based voltage reference has a temperature vari-
ability of 19.83ppm/◦C whereas the 2-transistor voltage reference achieves a temper-
ature variation of 305ppm/◦C. An FGOTA can also be used as an error amplifier in
an LDO without having to generate a separate reference voltage [75]. All measure-
ments were performed on the FPAA, which is powered using the USB VBUS power
supply. PSRR measurements were not performed since body of all pFET devices are
connected to the fixed USB supply, thus preventing accurate PSRR measurements.
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CHAPTER V
ANALOG PROCESSING FOR BIOSIGNALS
The use of analog signal processing for analyzing and processing physiological signal
is highly attractive. The output of various vital-signs monitoring sensors are in the
analog domain. As the health-care system shifts focus towards prevention, monitoring
physiological signals becomes essential. Continuous data logging and output sampling
over the course of a few hours would result in significant power consumption and would
require the users to continually charge their devices. That would be cumbersome for
the user of wearable medical devices. Thus, there is a need to develop new systems
that requires significantly less power, allowing the devices to log and analyze data for
several hours to days.
This Chapter introduces several circuits and system that analyze output of var-
ious sensors. Eventually, such a system could be used in real-time for continuous
monitoring and for providing feedback to the health-care providers.
5.1 Real-Time Vital-Sign Monitoring in the Physical Do-
main
Heart disease (HD) is the primary cause of death in the U.S. and health-care expendi-
ture for HD represents the largest portion of the total national health spending [76].
Furthermore, it is expected that, by 2035, the percentage of the U.S. population
having at least one HD occurrence will rise to 45%. Early diagnosis and timely man-
agement of HD can potentially lower risk of complications, thus improving quality of
life [76–79]. However the current HD diagnosis approach is reactive and, therefore,
inappropriate for early diagnosis: Only after symptoms occur do patients visit the
clinic, where expensive procedures are used for diagnosis. By contrast, a proactive
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approach in which people are ubiquitously monitored at home for the timely detection
of signs of abnormalities before serious symptoms manifest, could increase the rate
of early diagnosis. Such a proactive approach could also facilitate treatment because
the system is tuned to changes in patients physiology, thereby potentially increasing
treatment success rates and reducing the frequency of visits to the clinic as well as
the associated health-care costs.
Datasets collected from human-subject studies have shown that several critical
hemodynamics and vital-sign variables can be extracted from electrocardiography
(ECG) [80], blood pressure (BP) [81], and photoplethysmography (PPG) [82] sig-
nals. Accordingly, several research groups and companies have developed wear-
able/implantable systems to capture and analyze those signals for cardiovascular
health assessment outside the clinic [83–89]. The majority of these devices consist
of a (network of) sensor(s) collecting analog physiological data, which is digitized
by a microprocessor for detailed offline analysis. Unfortunately, a microprocessor
consumes milliamperes of current and due to battery-life considerations, it is imprac-
tical to only compute using a microprocessor in sensor-nodes distributed across the
body. Accordingly, a central processing unit with high computational power might
receive and analyze the physiological data collected at different nodes. In such a
scenario however, transmission of large dataset to the central processor necessitates
high-throughput, and thus potentially power-hungry communication channels.
A potential solution to the aforementioned problem would be localized energy-
efficient computation nodes. In a network with distributed and low-power computa-
tional capabilities, salient information could be extracted from the raw signals directly
at the sensor site, thus significantly alleviating the communication and computational
burdens on the central signal processor. As such, a potentially significant energy sav-
ings of the overall system can be expected.
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In the literature, several studies have reported on distributed and low-power pro-
cessing of cardiac signals with a common theme of performing computations in the
analog domain, thus improving the power-efficiency by as large as three orders of mag-
nitude [90,91]. More recently, we have demonstrated noise-resistant analog detection
of foot-points of impedance plethysmography and PPG waveforms for monitoring
blood flow and pulse timing in real time [92, 93].
In this section, we present energy-efficient circuitry performing analog computa-
tion for analyzing cardiac signals in real time. One of the distinguishing features of
this work compared to other studies on analog signal processing of cardiac signals
is the use of FG MOS devices as analog memory elements for tailoring the design
with patient-dependent parameters and potentially reducing calculation errors due
to device mismatch. For energy efficiency and reduced design complexity, the circuit
leverages the CMOS subthreshold region of operation. The design has been imple-
mented on a FPAA platform achieving programmability and reconfigurability through
a FG CMOS fabric.
5.1.1 Overview of the Physiological Signals and Features Critical for Vital
Sign Calculation
The processor computes vital signs from ECG, BP, and PPG signals (Fig. 29), which
are quasi-periodic cardiac signals that can be non-invasively measured using wearable
biomedical devices. In an ECG signal, the R-wave, which is the global maxima point
in a heartbeat, is critical for calculating the R-R distance, and therefore heart rate.
In an arterial blood pressure (ABP) waveform, the maxima and minima points corre-
spond to the systolic (SBP) and diastolic (DBP) blood pressure, respectively. Oxygen
saturation (SpO2) can be calculated from two PPG signals at different wavelengths
by calculating their perfusion index ratio. In this study, we use two commonly used
wavelength PPG signals, red and infrared. The perfusion index of a PPG signal is
calculated by normalizing the peak-to-peak variation by the DC level.
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Figure 29: Physiological signals and their analysis on the Reconfigurable Cardiac
Processor. Electrocardiogram (ECG), arterial blood pressure (ABP), and photo-
plethysmography (PPG) with important features and vital information that can be
extracted from each signal. Analog processing enables computation without using an
ADC and, hence, lower power. This is significant when such devices are used for con-
tinuous monitoring. The block diagram of the mixed-signal cardiac signal processor
is designed and implemented on an FPAA. The feature extraction and abnormality
detection are performed in the analog domain, whereas vital sign value calculation is
performed using the on-chip microprocessor.
5.1.2 Methods for Cardiac Signal Processor Validation
5.1.2.1 Physiological Dataset
The accurate detection of R-R distance, SBP and DBP, and SpO2 by the processor has
been initially validated using datasets collected from three healthy adults. The ECG
dataset was collected using a wireless BioNomadix ECG module (Biopac Systems
Inc., Goleta, CA). The BP dataset was collected using a Finapres device (Finapres
Medical Systems, Amsterdam, Netherlands) using the volume clamping technique
for continuous BP monitoring in a non-invasive manner. Both ECG and BP datasets
were digitized using an MP150 biosignal data acquisition system (Biopac Systems Inc.,
Goleta, CA). The red and IR PPG dataset was collected using an AFE4400SPO2EVM
pulse-oximeter evaluation module (Texas Instruments, Dallas, TX). All signals were
collected at a rate of 2kSps per channel. The measurement protocol consisted of rest,
handgrip exercise, and deep breathing phases. As such, variations in HR and BP
could be obtained. During measurements, the subjects were in a standing position.
55
The measurements were approved by the Georgia Institute of Technology Institutional
Review Board (IRB).
The PPG dataset from the healthy subjects has also been used to test the SpO2
warning generation circuitry. For validation of the sinus arrhythmia warning genera-
tion circuitry, an ECG dataset of an adult with an abnormal heart rhythm has been
used [94, 95].
5.1.2.2 Cardiac Signal Processor Validation Setup
For validation purposes, the dataset have been streamed onto an FPAA using the
14-bit DAC in Digilent Analog Discovery. In an ultimate BSN cardiac sensing node
scenario, sensors could be directly interfaced with the FPAA using either a low-
noise amplifier or capacitively coupled amplifiers, depending on the type of the sen-
sor/transducer being used. Measurements from the cardiac signal processor have been
compared with digital signal processing algorithms implemented in MATLAB.
5.1.3 RECONFIGURABLE CARDIAC PROCESSOR
The cardiac processor is designed to process all three cardiac signals concurrently.
Each processing chain consists of a feature-extraction block followed by an output-
generation block (Fig. 29). In designing the output-generation block, two potential
operation scenarios of a sensor node in a future Body-Sensor-Network (BSN), have
been considered. In the first scenario, the cardiac sensor node is a distributed node
that may control other distributed nodes of the BSN (e.g., nodes delivering BP treat-
ment). In such a case, energy efficiency and data compression is of utmost importance.
Accordingly, the first output generation block interprets abnormalities in the raw
cardiac data through analog-computation stages, thereby achieving a physiologically-
relevant compression of the raw cardiac data in an energy-efficient manner. In the


























Figure 30: ECG R-wave features are detected by a hysteretic differentiator followed
by a voltage comparator. The output of the voltage comparator, which is a train
of pulses, is fed to the microprocessor for finding the R-R distance. Consistency is
observed in the exemplary waveforms displaying the R-R distance calculated by the
on-chip microprocessor using the features detected by the circuit implemented on the
FPAA fabric and MATLAB using the features found by MATLAB.
vital-sign streaming to a data-storage unit that the user/clinician can access. Con-
sequently, the second- output generation block has been implemented as a digital
algorithm run by the on-chip microcontroller, where the compressed analog outputs
are logged to PC in the event of a vital sign abnormality.
The FPAA has been programmed using an open source clone of MATLAB and
SIMULINK called SCILAB and XCOS, which provide a graphical interface for the
user [29]. The interface allows for rapid prototyping and calibration of the system
compared to design an ASIC.
5.1.3.1 Feature Extraction from Physiological Data for Vital Signs
Feature-extraction circuitry is designed that is robust to noise and variation to detect
the features described in Subsection 5.1.1. The design leverages FG MOS devices
serving as analog memory elements to tune the circuit with patient-dependent pa-
rameters.
The R-wave of a heartbeat, which is critical for heart rate calculation, is immedi-
ately preceded and followed by points where the magnitude of the first time derivative
of the ECG signal is maximum. Therefore, the R-wave detection circuitry is designed
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Figure 31: SBP and DBP are detected from the ABP waveform via maximum and
minimum detection circuitry, respectively. Exemplary SBP and DBP waveforms (red)
obtained from a the ABP (blue) of a healthy subject are shown. The SBP and DBP
values obtained by MATLAB (black) are also provided for comparison.
as a differentiator with a time constant set by the transconductance of an FGOTA
and a load capacitor, CL1. An hysteric differentiator as shown in (Fig. 30) is used
for this computation [43]. An FGOTA comparator converts the differentiator output
into clock pulses fed to the microcontroller for calculation of the HR value.
The SBP and DBP values, which are respectively the maximum and minimum
values of the continuous BP waveform, are detected by a envelope-tracking circuitry.
Fig. 31 shows the output of such a envelope-tracking circuitry.
For monitoring the oxygen saturation level, SpO2, and respiration rate (RR) the
ratio, R, of the perfusion indices of the PPG waveforms at red and infrared wave-
lengths is extracted. The perfusion-index-ratio extraction block consists of circuitry
detecting the first order features, namely the peak-to-peak and DC values of red and
infrared wavelength PPG signals; followed by arithmetic-operation circuitry for cal-
culating the ratio of the perfusion indices (i.e., peak-to-peak amplitude normalized
by the DC value of a PPG waveform) of red and infrared wavelength PPG signals.
Peak-to-peak detection is achieved using the envelope detection circuitry described
in the BP feature extraction section. The DC values of the PPG signals are detected
through a low-pass-filter implemented as a Gm-C stage with a corner frequency set
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Figure 32: To calculate the peak-to-peak and DC value parameters required to cal-
culate the perfusion indices of red and infrared wavelength PPG signals, max-min
detect and GmC low-pass filter stages are used, respectively. The voltage outputs
are converted into current using transconductance elements to achieve the perfusion
index ratio operation in the current domain using a simple translinear current mul-
tiplier/divider. The perfusion-index-ratio waveforms obtained in the analog domain
on the FPAA fabric and on MATLAB are smoothed and shown in the plot. They
follow similar trends and have similar peaks and valleys. The FPAA output has faster
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Figure 33: Translinear circuit built using Multiple Input Translinear Element (MITE).
Left: Measurement results for translinear circuits for multiplication and division oper-
ation. Top: Translinear elements as part of the oxygen monitoring system to calculate
the ratio of perfusion indices. The output of the translinear circuit (Iout) is converted
to voltage using a transimpedance amplifier.
to 300mHz by the transconductance of an FGOTA and a load capacitance, CL3 (Fig.
32). The inputs to the next stage are output currents of wide input-linear-range (≈ 1.5
V) FGOTAs fed by the voltage outputs of the envelope-detection and low-pass-filter
circuitry.
For ease of computation and therefore reduced design complexity, the calculation
of perfusion indices as well as their ratio is performed in the analog domain using cur-
rent signals. This is important from the standpoint of a real-time monitoring system
where the use of an analog-to-digital converter continuously will substantially increase
the power consumption of the system. This also reduces the amount of computation
which needs to be done on the processor. The overall calculation is reduced into a
single translinear multiplier/divider circuit using multiple input translinear elements






The relationship in (16) follows from the drain current for FG pMOS in subthresh-
old regime operated in saturation, and the fact that current is mirrored [96,97]. This
is illustrated below starting with drain current in the subthreshold regime:








where w1 is a product of κ and the FG weight w. V1 and V2 can be replaced in terms











































The above sets of equations assumes that the weights on the FG are equal and that
they are matched. A more general derivation is given in [97].
Iout is converted into voltage, VR, with a transimpedance stage implemented as
an OTA with a feedback transconductance implemented as an FGOTA in a buffer
configuration. This voltage output is used for SpO2 critical-level detection circuitry
discussed in the subsequent subsection.
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Figure 34: For arrhythmia warning detection, the maxima waveform of an ECG
signal tracked by a peak-detection circuit is fed into a comparator. The threshold
for the comparator is a delayed version of the ECG maxima waveform. This output
is compared with warning generated by MATLAB to analyze the accuracy of such a
system. ECG signal of a subject suffering from sinus arrhythmia. The output detects
the sudden change in heart rate. The system is tested for 600s of ECG data.
5.1.3.2 Abnormality Detection Circuitry
Abnormalities in the HR (i.e., arrhythmia [35] and SpO2 an SpO2 level below 90%
[98]) are both detected in real time and time stamped as pulses. Analog processing
is used here successfully to detect sinus arrhythmia from ECG data and critical level
of blood oxygen (SpO2).
Sinus arrhythmia manifests itself as irregular R-R intervals, resulting in prolonged
R-R intervals for some heart beats [99]. To detect such an irregularity, the R-R inter-
val is first time-integrated using a peak-detector circuitry (Fig. 34). To a first-order
approximation, charge leakage of the load capacitor can be modelled as a constant
current source reducing the CL potential by an amount proportional to the R-R in-
terval between successive peaks. The output of the peak-detector is compared with
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Figure 35: A warning is generated by a comparator when VR exceeds a preset thresh-
old, implying the SpO2 level dropping below a critical value. The warning generated
by FPAA are compared with the ones generated with MATLAB.
a threshold value with a comparator to generate a warning pulse in the event of ab-
normally long R-R interval. To prevent false positives during normal gradual R-R
interval increases (e.g., drops in the HR following deep breathing or exercise), an
adaptive-threshold scheme is followed, where the peak-detector output is compared
with a one-second-delayed-and-smoothed version of itself. As such, an abrupt increase
in the R-R interval are detected as abnormality. The delay network consists of eight
cascaded low-pass GmC stages (Fig. 34).
The standard procedure to calculate the SpO2 level from the R value calculated
by the PPG feature-extraction circuitry is [100] given by
%SpO2 = 110− (25 ∗R), (26)
where R is the ratio of the perfusion indices of the red and infrared wavelength
PPG signals. Accordingly, to generate a warning signal at the critical saturation
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level of 90%, the analog R signal is compared with a preset threshold value of 0.8
(Fig. 35). It should be noted that, gradual variations in R-R may be considered as
normal. Therefore, adaptive thresholding is necessary in generating sinus arrhythmia
warning signals. However, a SpO2 level below a certain threshold (e.g., 90%) is often
considered as dangerous. Therefore, a fixed threshold is used in the SpO2 warning
signal generation circuitry.
5.1.3.3 CARDIAC PROCESSOR VALIDATION AND DISCUSSION
For the ECG, ABP, and PPG datasets of the healthy subjects, the R-R distance,
SBP, and SpO2 errors between the results from the cardiac processor and those from
MATLAB are summarized in Table II. Comparison results in Table II have been
performed in the digital domain using MATLAB after equalizing the sampling rates
of the analog processor outputs and the digital data.
Considering the mean R-R distances for all subjects, percentage mean R-R errors
for the subjects S1, S2, and S3 are 2.95%, 3.75% and 3.55%, respectively. The mean
SBP calculation errors are 1.67% (S1), 1.06% (S2), and 6.27% (S3).
Results for warning generation in the case of arrhythmia and low SpO2 level are
presented in Fig. 34 and Fig. 35. Over the course of a ten-minutes ECG dataset
from a patient with sinus arrhythmia, with seventeen true-positive, four false-positive,
and six false-negative values, positive predictive and sensitivity values of 81% and
74% have been achieved. In Fig. 35, SpO2 warning signals are shown when ap-
proximately four minutes of PPG data from a healthy subject is streamed to the
cardiac processor. With the aim of warning generation demonstration, the critical-
level threshold has been set to 92.5%. The time intervals when the warning pulse
frequency increases and those where the low-pass-filtered SpO2 calculated by MAT-
LAB match well (Fig. 35). It should be noted that, following a high-level classi-
fication [101], arrhythmia-detection sensitivities potentially higher than the simple
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Figure 36: The calibration of the cardiac processor is achieved through FG program-
ming. In arrhythmia detection, a significant improvement is achieved with calibration
threshold-comparison method could be achieved.
Small discrepancies between the MATLAB and FPAA implementations can be
attributed to the differences between analog computation and digital computation.
Though the algorithm implemented in MATLAB is similar to the one implemented
with analog in terms of computation, digital processing is not optimized for real-time
implementation since one would require data to be stored before analyzing it. In addi-
tion, MATLAB finds local maxima and minima, for the computation, and re-samples
the waveform with specific sampling rate. In the case of the analog system, the max-
ima and minimum are found continuously, and hence provide a better representation
of the physiological waveform.
FGs offers huge flexibility in terms of calibrating mixed-signal system and miti-
gating the intrinsic mismatch present in such a system. From the perspective of a
















Circuitry to extract respiration pattern
Figure 37: Low-pass-filtered peak detector output from a PPG signal can extract the
respiration pattern. The periodicity of the output signal gives the rate of respiration.
to tailor/tune the system to meet the needs of a patient. This process of calibration
could be a one-time process at the beginning, similar to the one performed for hear-
ing aids, or could be a continuous adaptation using a built-in self-test system. To
illustrate this, we show and compare output of a system before and after calibration.
In this case, the system is used to monitor sudden changes in systolic blood pressure,
which has a clinical significance in predicting cerebral ischemia. The uncalibrated
system shown in Figure 36 has too many false positives compared to the calibrated
system and shown in the Fig. 36. As part of the calibration process, one would use a
known signal with known targets; in this case, the targets are the warning signal and
the processor would program the FG charge of the FGOTA to appropriately change
the reference level. In general, one could envision multiple wearable/physiological
systems calibrated in similar fashion.
In this study, the focus has been on three vital signs. However, the circuit archi-
tectures presented in this work can be used in monitoring other vital signs or cardiac
features. For instance, the R-R monitoring approach can be expanded to monitor
other periodic vital signs, such as the respiration rate. Changes in intrathoracic pres-
sure during inhalation and exhalation modulates the stroke volume and therefore
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Table 6: Power consumption of cardiac processor
System Power Consumption
ECG R-R detect and warning circuitry 126 nW
SBP and DBP measurement circuitry 251 nW
SPO2 detection and Warning 1.44 µW
Cardiac Processor Total 1.82 µW
amplitude of PPG signals, which reflects changes in blood volume [102]. Therefore,
to monitor the respiration rate, the peak value of one of the PPG signals can be
low-pass-filtered (LPF) by a Gm-C filter with a sub-Hz cutoff frequency to obtain
the respiration pattern. The similarity between the extracted respiration pattern fol-
lowing that procedure and measured respiration pattern by a pneumatic respiration
transducer are displayed in Fig. 37. For the respiration rate calculation, the respira-
tion waveform can be fed to a hysteretic differentiator followed by a comparator for
generating pulses at the peaks.
The input dynamic range for the ECG, ABP, and PPG signals is 1 Vpp. For
validation of the analog computation modules, signal conditioning has been performed
in the digital domain. However, as an ultimate localized processor solution, signal
conditioning may be achieved in the analog domain on the FPAA chip [103]. Table
6 shows the power consumption of analog components of the system. Overall, the
cardiac processor consumes 1.82 µW with a power breakdown as shown.
5.2 Real-Time Hemodynamic Feature Extraction from
Bioimpedance Signals
Electrical properties (e.g., conductivity and permittivity) of biological tissues are
unique to the type of tissue (e.g., blood, fat, bone) [104]. Therefore, based on tissue
electrical properties, the composition of a tissue (e.g., fat, bone, muscle) and changes
in the tissue content (e.g., associated with edema, fluid accumulation) can be mon-
itored. Electrical Bio-Impedance (EBI) measurement is a technique used to obtain



















Figure 38: Energy-efficient signal-processing circuitry implemented on an FPAA per-
forms real-time extraction of heart rate (HR) as well as blood volume (BV) and blood
flow (BF) variables; from electrical bio-impedance measurements from a knee.
a tissue under investigation and measuring the resulting potential difference across
the tissue. It is widely used in research for many applications ranging from extract-
ing tissue composition of a body part (e.g., fat composition [105]) to hemodynamic
monitoring (e.g., cardiac output [106]), since EBI is non-invasive in nature and has
very high temporal resolution. Additionally, EBI can be measured using low-cost
electronics, thereby making EBI a potentially feasible biosignal modality for health
assessment applications outside the clinic [107].
Conventionally, EBI systems consist of a front-end block that interfaces with
the tissue via electrodes [53] and a digital block for streaming and logging the bio-
impedance data to later extract physiologically relevant information (e.g., heart rate,
blood flow). While, such a system approach is convenient for systems designed for use
in clinical settings, for closed-loop wearable medical applications combining health
monitoring and treatment or systems designed for use in resource-limited settings
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(e.g., during outdoor activities), an EBI system needs to extract physiological infor-
mation in real time while not compromising accuracy, energy efficiency, or portability.
Accordingly, this section presents custom-designed, low-power signal-processing
circuitry extracting hemodynamics parameters from Impedance Pleythsmography
(IPG) signals, which reflect changes in blood volume and are obtained from EBI
measurements. To benefit from the power and area efficiency of analog computations
while making use of the accuracy of digital, the approach performs computations in
the mixed-signal domain, where a FG CMOS-based custom analog-signal-processing
circuitry and a digital processor (i.e., processor of a laptop computer) perform the
feature extraction and calculations, respectively. For the analog-signal-processing
circuitry, an FPAA implementation is preferred over a custom analog design, as the
FPAA serves as a flexible silicon fabric where other circuitry corresponding to the
remaining components of the ultimate system presented in Fig. 38 would also be
implemented. In the ultimate system, the FPAA would also enable tuning the cir-
cuit through FG programming to implement subject-dependency (e.g., tuning Iin
to ensure high signal-to-noise ratio EBI signals from subjects having different tissue
dimensions) and adaptive decision making.
5.2.1 ELECTRICAL BIOIMPEDANCE FRONT-END
Bio-impedance measurements are achieved by injecting a small-magnitude AC cur-
rent into a tissue and measuring the resulting potential difference. The current is
generated via a Wien-Bridge oscillator that generates a 50kHz sinusoidal signal and
that is feed into a voltage-controlled current-source delivering the current to the tis-
sue through two electrodes (current electrodes). The frequency of 50 kHz ensures
that current could propagate through both intra- and extra-cellular fluid of the tis-
sue. The potential across the tissue is measured via two other electrodes (voltage
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Figure 39: Example EBI and
dEBI
dt
(IPG) signals (redrawn from [53]) with features
important for extracting hemodynamic parameters highlighted. Pulsatile blood vol-
ume, ∆Vbd, is proportional to the time varying parameters of (i) the time difference
between points B and X, ∆tBX , and (ii) the peak-to-peak amplitude (i.e., magni-






, and the constants of (iii) resistivity of blood (ρ) electrode distance, and
the DC resistance of the tissue, Rdc. The blood flow rate, namely Qbd, is the product
of ∆Vbd and the heart rate (HR).
instrumentation amplifier. To obtain the resistance component of the impedance, a
phase-sensitive detection circuit is designed using an analog switch controlled by a
clock that is in-phase with the injected current. The AC component of the resistance,
the IPG signal, which reflects the changes in blood volume, is then obtained using a
band-pass filter (BW: 0.1 Hz20 Hz). For more details on the IPG circuitry, the reader
is referred to [53].
5.2.2 Analog-Signal-Processing Circuits For Feature Extraction
5.2.2.1 Extracting Hemodynamic Parameters Using IPG
The IPG signal is widely used for hemodynamic monitoring, and can be used to track
variations in blood volume as a function of time. Synchronous with the heartbeat,
the IPG signal is also used to calculate heart rate. Lastly, from the product of blood
volume and heart rate, blood flow is calculated [105] [108].
An example EBI waveform, its first time derivative (i.e., IPG), and the critical
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features of IPG described in [109] are presented in Fig. 39. In [108], IPG features
are related to pulsatile blood volume (i.e., ∆Vbd) and blood flow (i.e., Qbd) using
equations presented in Fig. 39. The variables of the equations are described in the
Fig. 39 caption.
5.2.2.2 Signal-Processing Circuitry for Feature Extraction
The signal-processing approach taken combines the power efficiency of analog com-
putations with the accuracy of digital. Therefore, the signal-processing circuitry is
designed to first identify critical features, namely points B, C, and X, in the IPG, in an
energy-efficient manner and then deliver the features to a processor, which accurately
calculates heart rate, blood volume, and blood flow.
As a first step, the signal-processing circuitry (Fig. 40) smooths the noisy EBI
signal using a low-pass filter with a cutoff frequency of 3 Hz, which is implemented
as a first-order Gm-C stage using a 9-transistor OTA. The first time-derivative of the
smoothed-EBI signal is obtained using a C4 band-pass filter with a center frequency
(3.5 Hz) set to a value greater than the fundamental frequency of the EBI signal (f
≈ 1 Hz), thereby differentiating the EBI signal. To compensate for the reduction in
gain, the gain is set to 11 dB by increasing the load capacitance, C3. To identify
the points B and X, the IPG signal, is fed to a hysteretic differentiator, the output
of which changes abruptly when there is a significant change in the IPG [43]. For
small changes in the IPG, however, the output almost does not change, thereby inher-
ently suppressing the noisy behavior of the IPG. The hysteretic differentiator output
is then converted into a clock, CLK1, which is generated to determine one of the
time instances (point B) when the microprocessor digitizes the IPG and to calculate
the time difference between the two time instances (points B and X). The signal-
processing circuitry generates another clock, CLK2, directly from the output of BPF,
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Figure 40: IPG signal-processing circuit. The low-pass filter is used to generate a
smooth version of the EBI signal, from which the first derivative is obtained using
a C4 band-pass filter. A hysteretic differentiator is implemented to identify the two
minimum values of the IPG signal. The figure also shows the input EBI, IPG, hys-
teretic differentiator output, and CLK1 and CLK2. The waveforms are obtained from
10 s of IPG measurements from the knee.
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IPG. Both clocks are generated using comparators implemented as open-loop OTA
amplifiers with reference voltages, Vcomp1 and Vcomp2. Example waveforms from
the circuit and the resultant clocks are presented in Fig. 40.
5.2.3 Measurement of the system
The analog-signal-processing circuitry implemented on the FPAA has been fed with
≈580 sec. of EBI data, which were collected from the knee of a healthy subject.
The data were collected using the analog front-end described in subsection 5.2.1 and
a BioNomadix (Biopac Systems Inc., Goleta, CA). The study was approved by the
GT Institutional Review Board (IRB) and the Army Human Research Protection
Office (AHRPO). Wet-gel electrodes have been used to improve the skin-electrode
impedance and data were collected when the subject was seated with legs extended.
For the bias values used, power consumptions are calculated as 0.12 nW, 7.6 nW,
1.25 nW, and 200 nW for the LPF, C4 BPF, hysteretic differentiator, and the com-
parators, respectively, making a total power consumption of 209 nW. In its current
form, the FPAA board is powered from the USB port. In an ultimate wearable de-
sign where the FPAA is powered by a lightweight 3.7V, 1000mAh battery, the battery
could power the feature-extraction circuitry and the on-board processor (estimated
power consumption when the processor is never put into sleep mode: ≈12 mW) for
eight days.
For validation of the analog-signal-processing circuitry, MATLAB is used to cal-
culate the heart rate (HR), blood-volume variable (BVV), which is defined as the






in Fig. 39, and the blood-flow variable (BFV),
which is defined as the product of blood-volume variable and heart rate, as well as
visualize the results. The high-to-low and low-to-high transitions of the CLK1 corre-
spond to the points B and X, respectively. Point C is where the IPG is at its maximum
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Figure 41: Variation of heart rate, and blood volume and blood flow variables obtained
using the analog signal processor presented and the MATLAB implementation display
similar trends over the course of a 580 sec. IPG measurement
code performing; (i) time-derivation of the raw IPG signal smoothed using a Savitzky-
Golay (SG) Filter of second-order and 201 taps, (ii) identification of the local maxima
(points C) and minima (B and X), and (iii) calculation of the HR, BVV, and BFV, is
generated. HR, BVV, and BFV calculated using B-C-X features obtained from the
FPAA and the MATLAB code are presented in Fig. 41. The smoothed versions of
the datasets using a SG filter of second-order and 51 taps show that datasets from
the custom signal-processing circuitry and MATLAB display similar trends over the
course of the measurement.
5.3 Discussion
The section introduces several circuits and system implemented on a large-scale FPAA
SoC. The analog processing techniques would enable devices that could perform con-
tinuous physiological monitoring. Data generated from various sensors were processed
and analyzed using analog-signal-processing techniques and compared corresponding
digital algorithms. The digital algorithms are not optimized for real-time imple-
mentation since that would require an embedded platform. DSPs could be used for
real-time implementation but that would require the ADCs to operate continuously
resulting in significantly more power consumption.
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CHAPTER VI
CLASSIFIERS FOR WEARABLE DEVICES
There has been a growing interest in using classification and machine learning for
analyzing bio-signals. From a classification point of view, there has been significant
progress in the implementation of neural networks and machine learning partly due
to the availability of faster devices and partly due to innovation in algorithms. They
have been used effectively to solve problems in the field of speech processing, com-
puter vision, and big data. They have also shown promising results in the field of
bioengineering and biomedicine to perform medical diagnosis and prognosis [110].
However, most of this work involves performing data acquisition and analyzing it off
chips which usually requires large storage and bandwidth for transmission. Such a
method would not scale, when taking into account multiple devices generating data
for multiple users. Thus a system that could perform efficient and robust computa-
tion is necessary where the data can be analyzed and processed locally and in real
time.
Figure 42 shows a block diagram of a real-time processing system that should be
able to process signals from multiple sensors and classify them into corresponding
classes. Eventually, such a system would be deployed for monitoring patients con-
tinuously to provide relevant data to the health-care provider. Hence, such a system
have to compute and process with only a few µW of power consumption so that they
can operate for several days between charging.
From a viewpoint of wearable applications, this chapter introduces a classifier that
accurately differentiates between noise and speech in Section 6.1. Further, it shows a
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Figure 42: A signal-processing system that takes input from several acoustics and MEMS sen-
sors. For such applications the computational efficiency offered by reconfigurable platform becomes
important. The system should be able to process the input and give a relevant output, such as
detection of abnormal heart rate or ligament tear based on the classification.
Section 6.2 and Section 6.3. This is important for wearable systems where context-
aware computation has become increasingly important.
6.1 Low-Power Speech Detector: Classifying Presence of
Speech and Noise
The onset of the internet-of-things has made efficient real-time signal-processing on an
embedded platform a necessity. Most digital algorithms require computation in the
cloud to which the sensor data must be transferred wirelessly. Thus, in a bandwidth-
constrained environment there is a trade-off in the amount of computation done locally
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and on a server. Analog computation has been hypothesized to have an efficiency up
to 10,000 times more than custom digital processors [111].
Fig. 43 shows a block diagram of a low-power speech detector and its potential
application. The system implemented in this work is shown inside the dashed box
in Fig. 43. A MEMS microphone, similar to the one shown in [112], can directly be
interfaced with the system. As shown in Fig. 43, the system has multiple applications
from being used to generate a wake-up signal for a microprocessor for digital signal
processing to being used as a startup for analog command word recognition [25] and
analog speech classification [37]. Acoustic echo cancellation techniques also involves
detecting the near-end speech to halt adaptive filtering [113]. It could also be used
as a remote sensory node for continuous speech detection [114].
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Figure 43: The figure shows an overview of a low-power speech detector and its
potential applications. The system that is implemented in this work is shown by
the dashed box. The input to the system could be easily interfaced using a MEMS
microphone.
6.1.1 Speech Processing using Front-End
Speech processing involves large amount of computation and bandwidth. Thus, a
low-power solution for speech processing usually involves a low-power front end that
can detect speech over ambient noise and wake the processor when relevant signals are
present [115]. Recent efforts in the field of wireless sensors aim at such event-driven
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approaches [116].






































































Figure 44: a) A block diagram of the analog front end is shown in the figure along
with the circuit schematic used for building these blocks. Input here is from an
external DAC, but could be directly interfaced using a MEMS microphone. b) The
input and output waveforms are plotted. The signals have been plotted with an
offset to visualize them on the same graphs. The analog front end extracts individual
features from the speech. These features could be further processed using analog
signal processing.
In this work, the low-power front-end is similar to band-pass filters introduced in
previous Chapters. The schematic of the band-pass filter is shown in the Fig. 44a.
The output of the band-pass filter is passed through a amplitude detect and a Low-
Pass Filter (LPF). The schematic of the minimum detector is shown in Fig. 44a. The
minimum detector output follows the input when it is decreasing and charges up at
a rate of Ibias/CL. Ibias is set using a FG transistor biased with a current of 10pA.
The LPF further reduces spikes at the output. The LPF is a 9-T OTA configured in
a follower configuration with its bias set at 0.9nA, to have a low corner frequency.
Fig. 44b shows the output of these 12 filter banks with its input being a speech
signal, taken from the TIMIT dataset. The input from the TIMIT dataset is ”She had
your dark suit in greasy wash water all year” and the outputs correspond to different
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features extracted by the analog front end. An analog shift register controlled by
the microprocessor is used to scan the outputs. The outputs have the same DC level
and have been plotted in Fig. 44b with an offset. These features are used by the
algorithm to learn the weights of the VMM.
6.1.2 Detection using VMM-WTA
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Figure 45: a) Circuit schematic for a 12x2 VMM and WTA are shown here. The
output of the WTA are routed to the microprocessor. This signal could eventually
be used as an interrupt to the microprocessor for further speech analysis and classi-
fication. b) Analog output of the WTAs are plotted along with the digitized output.
Here, the digital signal are inverted, to signify a detection when the output is one, as
opposed to the WTA output where the winner has a low output.
Fig. 45a shows the transistor-level schematic of a 12x2 VMM. The output of the
VMM is a summation of product of 12 inputs and their weights (Iout =
∑
WVin). The
weights used for detection are trained off-chip using an algorithm similar to vector
quantization. The output of the VMM is fed to the WTA. The schematic of the WTA
is shown in Fig. 45a. The WTA is biased such that it allows only one winner at a
time. The architecture of the WTA circuit is such that the output is low when it
wins and high when it loses. The output of the WTA is routed to the microprocessor
using a digital buffer and thus it compares the output with Vdd/2. The analog output
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could also be used as the confidence level of the classification when more than few
classes are present.
Fig. 45b shows the output of the WTAs and the corresponding digital outputs
are also plotted. The digital outputs are inverted, with respect to the WTA outputs,
so as to obtain a digital one when speech or noise is detected. The input given to the
system here has a Signal-to-Noise Ratio (SNR) of 20dB. A human auditory system
cannot perceive the difference between a speech signal with SNR of 20dB and the one
having a higher SNR [117]. The VMM of noise WTA has its weights set such that it
has winning output in absence of speech. The speech VMM-WTA is trained to win
only when relevant features are observed, i.e in presence of speech. Certain inputs
result in a higher level of confidence in detection compared to others.
6.1.3 Accuracy With SNR and Power Consumption
One of the important metrics for real-time speech-processing is to measure the accu-
racy of the system in noisy environments. To test the system under different noise
conditions gaussian white noise was added to the input. The signal was then given
as an input to the system using an external arbitrary waveform generator. Fig. 46a
shows eight different SNR conditions being tested on the system. Inputs having dif-
ferent SNRs are overlayed with corresponding outputs of the speech detector WTA.
The accuracy of the system is measured not only by checking if the WTA detects
the speech but also by measuring the accuracy with which the second WTA detects
the noise. Thus, the plot in Fig. 46b considers both as a factor for accuracy. Since
the input data is labeled the accuracy was measured by comparing the output with
an ideal output. In the case of speech, the error rate was calculated if the WTA is
able to detect it or not. For noise, the delay in detection is also considered, so as to
reduce false positives. The system performs with an accuracy of 99.94% for inputs
having an SNR of 20 dB. The accuracy of the system stays above 70% for SNRs above
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Figure 46: a) Shows the output of the WTA detecting speech for inputs having
different SNR. The signals have been plotted with an offset to visualize them on the
same graph. b) Accuracy of speech and noise detection with respect to the SNR.
White gaussian noise is added to the clean signal from the TIMIT dataset.
7 dB. Below 7 dB of SNR the noise and signal are almost indistinguishable and hence
the accuracy falls to almost 2%. The accuracy of the system in low-SNR cases could
be improved by having the output of the WTA compared to a different threshold or
having several null clusters.
The Speech vs Noise detector has a power consumption of 155.6µW, not taking
into account the power consumption of the MSP430. Table 7 summarizes the power
consumption for each component of the analog-signal-processing system. The ma-
jority of the power is consumed in biasing the Gm-C filters. These can be further
optimized by considering the frequency spectrum of the input speech.
Table 7: Power Consumption of Analog Classification System
Components Power
Band Pass filter(100 Hz - 5 KHz) 150.7µW
Minimum Detector 3µW
Low Pass Filter 27nW




A promising signal modality to analyze the knee-health condition non-invasively is
joint sounds [118] [119]. In previous efforts using joint sounds to probe the status of
the knee-joint health, various time- and/or frequency-domain features from acoustical
emissions from the knee-joint under motion are extracted and, through sophisticated
off-line digital-signal-processing techniques such as single classifiers (e.g., classification
using neural networks in [120]) or ensemble of classifiers (e.g., least-squares support-
vector-machine fused with dynamic weighting in [121]), variability of the joint-sound
features as well as correlations between the features and knee-health status have been
investigated. More recently, we have shown that, for a given healthy knee high-
frequency acoustical features, namely clicks, of joint sounds consistently occur at
similar knee angles for a variety of activities [122]. A distribution pattern of the
clicks over the range of knee angle, and an output measure based on the changes in
the pattern due to knee disorders could be a promising metric for the knee health. To
generate such a metric based on different activities and, therefore, different loading
conditions and range of motion of the knee, a wearable system that can operate for
hours throughout the day while the subjects perform daily activities is required.
One major challenge towards designing a system that can analyze acoustic sounds
from knee joint is the large power consumption associated with high data-rates re-
quired (F≥50 kSps) to minimize information loss during the acquisition of knee
sounds. In the case of analog systems, this translates into higher bandwidth re-
quired for circuits and systems used for analyzing and processing signals. In fact,
we have recently shown that a high-sampling-rate data-acquisition system having a
wearable form factor can operate only for several hours for recording knee sounds
and inertial data for the knee joint. It should be noted, however, that most activ-
ities that lead to knee sound emissions last for less than ≈15-20 sec. Therefore, by
limiting the operation of power-hungry high-bandwidth circuits to operate during
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only these valuable activities, as long as the activity detection could be achieved in a
power-efficient manner, such a system could be operated for days with limited or no
user input. In this Section, we present an early version of a very-low-power real-time
activity-classifier that can classify flexion-extension and sit-to-stand activities.
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Figure 47: The figure shows an overview of the knee-joint-rehabilitation system.
The primary chain implemented in this work is highlighted in blue. The front-end
signal-processing chain and the one-layer neural network is implemented to detect
the activity in the subject. The activity detector generates an enable signal for
MEMS/piezoelectric microphone to start recording.
Fig. 47 shows a block diagram of the proposed system building on the previous
work done by the Inan lab [123] [122]. The system consists of a low-power signal-
processing chain that extracts the average of the signal spectrum and a classifier using
vector matrix multiplication and winner-take-all. Here, a dual axis accelerometer,
ADXL203 from Analog Devices, is used for monitoring the activity of the subject.
This work uses just one axis (x-axis) of the accelerometer for measurement. The
accelerometer has a low sampling rate as opposed to the output of the MEMS and
piezoelectric microphone, and, hence the system could operate at lower frequency and
lower power compared to the signal chain of the microphone. Thus, the accelerometer
signal chain can be used to detect the activity and, in turn, enable the recording of
acoustical emission from the knee joint via a microphone.
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Figure 48: Top of the figure illustrates the interfacing of the accelerometer with
a reconfigurable die. b) The figure shows a signal-processing chain to extract the
average signal spectrum. The frond end is composed of 12-tap bandpass filters, with
a Q of 2 and frequencies spaced evenly from 700 mHz to 15 Hz, a amplitude detect
and a low pass filter. c) The output of the accelerometer is recorded for three different
activities by the subject. The output response of the fifth channel of the band-pass
filter and amplitude detect is shown.
6.2.1 Analog Front-end and Single Layer Classifier
The front end consists of a bank of 12 Gm-C filters followed by amplitude detectors
and a low-pass filters. The architecture of the bandpass filter is similar to the one
introduced in Chapter 3. The band-pass filter have their frequencies evenly spaced
from 700 mHz to 15 Hz with a quality factor of 2. As shown in Fig. 48b, the output
of the band-pass filter is passed through a minimum detector and low frequency low-
pass filter. The accelerometer is used to monitor different activities of the subject
in a controlled environment. Fig. 48c shows the output of the accelerometer during
flexion and extension, walking, and sit-to-stand activities. These outputs are then
passed through the front end signal processing chain implemented; Fig. 48c shows the
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response of the fifth channel, from 12 parallel channels, to these activities. The band-
width of the low-pass filter could be further reduced to have a smoother response at
the output. The power consumption of the front-end processing chain is summarised
in Table 8.
Table 8: Power consumption of the compiled front-end analog-processing circuit.
Component Power (W)
Band Pass (C4) 36 nW
Amplitude Detect 0.3 µW
Low Pass Filter 0.3 µW
Total 0.636 µW
The classifier used for the system is a single layer composed of a VMM and a
WTA, described with in detail in Chapter 7. The VMM is used to store weights
of the classifier on the floating nodes of FG pFETs. The source terminals of a FG
pFETs are used as the inputs of the classifier, since the routing infrastructure has a
fixed FG voltage (Vc). The output of a VMM is a current signal which is used by a
winner-take-all circuit to make the classification decision. In addition to describing
the dynamics and working of both VMM and WTA, Chapter 7 also describes the
learning algorithm used for finding appropriate weights for the problem.
Fig. 49 shows the output for the proposed system. A vectorized representation
of the signal chain is shown in Fig. 49a. A shift register, controlled using general
purpose input/output registers of the MSP430 microprocessor, is used to characterize
the signal-processing chain. The root mean square voltages of the 12 filter banks for
two different activities are plotted in Fig. 49b.
The weights for the VMM were adapted outside and programmed on the FGs.
Here, a 12x2 VMM-WTA is implemented for detecting flexion and extension cycles.
Due to the particular topology of the winner-take-all the winning output is active
low. For the purpose of testing, a dataset consisting of accelerometer output during
flexion and extension cycles and sit-to-stand cycles was created. This dataset was
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Figure 49: a) Shows the signal chain used to characterize the output of the accelerom-
eter. A shift register is used to scan out the 12 channels of the front end. b)The figure
shows AC RMS of two different activities performed by the subject. c) A dataset of
two activities, sit-to-stand and flexion detection, was created with goal of detecting
flexion and extension cycles in the subject. WTA1 is clustered around a null and wins
when the subject is not performing flexion and extension cycles. WTA2 output cor-
responds to detection of flexion and extension cycles. d) Figure shows the detection
of flexion and extension cycles on a shorter time scale.
passed through the signal-processing chain and a single-layer of VMM-WTA. As seen
in Fig. 49c, WTA1 has its weights programmed to the values where it wins when
there is no flexion and extension cycles and WTA2 is where the detection takes place.
Due to finite sampling of the oscilloscope for the time scale used in Fig. 49c, some of
the WTA wins are not captured correctly, which can be seen clearly in the experiment
performed with the smaller time scale in Fig. 49d. The VMM-WTA structure with
its adapted weights, for which the detection takes place, consumes 13 µW of power.
6.3 Classifier for Acoustic Emissions from Knee Joint
This Section will introduce a classifier for assessing knee-joint health. Knee injuries,
ranging from simple sprains to ligament tears, are widely prevalent among Americans
of all ages. Current techniques for assessing knee joint rehabilitation involve multiple
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visits to a clinic. To reduce strain on the health care system and to perform contin-
uous monitoring of the subject, there has been work towards using wearable devices
as a non-invasive method for assessing the health information of the knee [92]. It has
been shown that acoustical signals can be used to non-invasively measure in-depth
information about joint health [57] [55]; wearable devices with embedded acousti-
cal sensors placed around the knee can thus be used as a point-of-care solution for














Figure 50: Top level of the proposed acoustic classifier. The output of the analog
front-end and the classifier are vectorized. In this work, M is 12 and N is 2.
This Section introduces a proof-of-concept low-power analog classifier for knee-
joint health assessment. Proof-of-concept because the system has yet to be tested on
multiple subjects. That would require larger dataset or calibrating for each specific
patient; FGs would enable that approach. The classifier is used to automatically sepa-
rate acoustical signatures for a joint with an acute (< 7 days prior) Anterior Cruciate
Ligament (ACL) tear compared to the healthy, contralateral side. A piezoelectric
sensor (SDT, Measurement Specialties, Hampton, VA) is used as a contact micro-
phone to measure these acoustic emissions. Measurements from a single subject are
used as an input for the analog classifier. A top-level block diagram of the proposed
system is shown in Fig. 50. The contact microphone recorded an acoustic signal
while the subject performed unloaded, seated flexion / extension of the knee. These
signals are analyzed by the compiled system comprising 12 parallel second-order band
pass filter, amplitude detectors, LPFs, and a single-layer classifier implemented using
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VMM-WTA. A system similar to the one presented in the previous Section and in
Chapter 3. The WTA used in this work has a digital output and could be easily
stored by the processor.
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Figure 51: Output of the VMM-WTA along with recording and sensor placement.
Two 1-WTA are used for the classification of ACL injury. The data were recorded
from a single subject having an ACL injury on one knee. WTA1 predicts the injury
by winning when an injured acoustic signal is presented to it. WTA2 wins when the
signal is from a healthy knee joint.
6.3.1 Classification of ACL injuries
A single-layer VMM-WTA is used to perform non-linear classification. Since, a single-
layer of VMM-WTA can perform XOR classification, it can be considered a universal
approximator [70] [124]. Though, for this to be true it might require additional num-
ber of nulls to create the right classification boundary. Additional investigation of
the system and learning techniques and algorithm needs to be undertaken. Because
of this fact, a single-layer of 12x2 VMM-WTA is used to design a classifier for de-
tecting the presence of ACL injury prior to reconstructive surgery. Fig. 51 shows
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the recording system and sensor placement during subject testing. Recording from a
single subject with an injured and a healthy knee is analyzed and used as input to
the system. Data recorded from the same subject are used here to avoid the need
for calibration. For the system to be generalized, two things would be essential in
making the hardware perform self-calibration for a user and learn weights using a
larger dataset.
Acoustic recording of a healthy and an injured knee is passed through the analog
front-end, and their outputs are used for training the weights of the VMM. The
weights are trained ofline for ease of implementation and faster convergence of the
gradient, though this would be the method used the in case of a larger dataset too.
Inputs to the VMM are observed using a 16-bit shift register on the chip. The
training of the VMM is done off-chip by clustering the weights around their inputs.
The FG PFET transistors in the VMM are biased in subthreshold to reduce the power
consumption. A schematic of the 12x2 VMM-WTA is shown in Fig. 51. A common
bias for the WTAs is generated using a FG PFET and an NFET current mirror.
A dataset comprising of the injured and the healthy knees was created for the
purpose of testing the classifier. Fig. 51 shows part of the dataset being used for
testing the classifier. WTA1 detects when it is presented with features from an
injured knee, whereas WTA2 wins for the rest of the input. The classifier consumes
12.2µW of power. The buffers used at the output of the WTA, to drive I/O pads,
consumes 10µW of power and so dominates the power consumption of the classifier.
The buffers are used here to route the output to be able to drive the Input-Output
pads on the PCB.
6.4 Command-Word Recognition
Another essential part of wearable system is robust command-word recognition. The
need for command-word recognition has increased in recent years with the rise of
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home assistant devices. Even though cloud based learning system offer command-
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Figure 52: Analog auditory word classification application compiled into the RASP
3.0, showing the experimental waveforms from the IC.
We show an example application of auditory / speech classification looking at de-
tecting a command word in a sentence. Figure 52 shows the first application example
of an auditory classifier structure for a limited phrase, like a command word, that
can be classified through features in the averaged signal spectrum. Continuous-time
spectrum decomposition used a bank of constant Q filters at the first processing stage,
using a bank of amplitude detection and filtering operations, and then next a VMM
+ WTA classifier block to classify each of the resulting spectrum into simple symbols.
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In a more complex speech recognition system, one might have the spectrum corre-
spond to phonemes or part of phonemes and build up the temporal representations
using temporal classification (i.e. HMM classification) to word spot the resulting
phonemes, syllables, and words. A simple command word application requires only
to distinguish between a few simple symbols, can be directly computed as a state ma-
chine on the MSP430 processor; a next level of computation, using a simple Viterbi
decoder, could be directly implemented on the MSP430 processor as well.
6.5 Conclusions
The analog classifiers introduced in this chapter can be used for variety of tasks.
Particulary, their use in wearable devices is highly attractive considering energy ef-
ficiency is of great importance in such systems. More complex classification tasks
can be achieved by biasing the WTA circuit to achieve K-Winners as opposed to one
winner and treating the outputs as probability or confidence of classification. Simi-
lar classifier systems can also be used for classifying images or for facial recognition.




LEARNING FOR VMM+ WTA EMBEDDED
CLASSIFIERS
This Chapter focuses on learning for and hardware implementation of embedded
classifiers using Vector-Matrix Multipliers (VMMs) and Winner-Take-Alls (WTAs).
Having introduced classifiers and their application for various datasets, in particular
this Chapter describes in detail the architecture of the system, the learning algorithm
and the circuit techniques used to mitigate mismatch in such analog system.
A single-layer of VMM and WTA is a universal approximator [124]. To demon-
strate this, it was used to perform the XoR operation [70], which was proved by
Minsky and Papert to be a task that a one-layer of perceptron was not able to
perform [125]. This enabled using VMM-WTA as a feasible circuit architecture for
performing classification for non-linearly-separable tasks.
7.1 VMM+WTA Circuit Structure, Biasing and Mismatch
This Section describes the circuit structure of a VMM-WTA classifier. Further, it
discusses the biasing of the WTA and mismatch compensation in a VMM-WTA which
arises due to indirect programming of the FG [39].
Fig. 53 shows the architecture of a VMM-WTA classifier on a reconfigurable
fabric. The weights are stored as charge on floating nodes of the FG pFETs and
are implemented in the local routing of a CAB, as seen in Fig. 53. WTAs are built
by interconnecting two nFETs in the CAB [30]. This adds the capacitance of local
routing [25]; it would be better to have a WTA as part of CAB elements to reduce






































Figure 53: Physical FPAA implementation of the VMM+WTA module in the FPAA.
The VMM and the offset are implemented as a row of FG switches connected to the
input of the two nFET transistor (current conveyer) configuration. The reduced
routing, circuit, and block representation are all shown. This block, implemented in
a single CAB (with its two nFET transistors), is replicated in multiple CABs, one
CAB each output.
circuit but uses FG pFET devices to enable programmable load devices [71].
Fig. 54 shows possible sources of mismatch in a VMM-WTA classifier. There are
several source of variations in such a classifier structure, assuming that the DC level
of the inputs to the classifier are perfectly matched. The FG as explained in previous
chapters uses indirect programming which suffers from threshold voltage mismatch
between the programming transistor and the transistor used for operation. This is
denoted in Fig. 54 as ∆VTo. The FGs in the VMM and in the WTA suffer from
this kind of mismatch and have to be compensated before being used in a classifier.
The threshold voltage mismatch (∆VTo) is calculated by measuring the ratio of drain
currents flowing through the two FG transistors when operated in the subthreshold






























Figure 54: Mismatch in a VMM-WTA classifier structure. To mitigate mismatch
one needs to understand the sources of mismatch. In case of indirect programming
there is a threshold voltage mismatch between the programming transistor and the
transistor used for operation. In a WTA the load transistor, shown in the figure as
M1, has a threshold voltage mismatch ∆VTo compared to its programming transistor.
The FG in the VMM, shown as M5, also suffers from threshold voltage mismatch
(∆VTo). The nMOS transistors in WTA also suffer from device mismatch and could





















where (27) and (28) are drain currents of FG pMOS transistor in the subthreshold
saturation regime. This threshold voltage mismatch can be used while programming
the indirect transistor in the programming phase. One can create a mismatch map
of all the FG transistors during the calibration phase of the FPAA.
The above mentioned technique of creating mismatch map mitigates the mismatch
that arises from the indirect programming method. Another source of mismatch is
the nMOS transistors in the WTA, shown as M1 and M3. This results in varying
gain between different WTA blocks. Assuming the nMOS transistors are operating
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In (31) the notation is similar to the Fig. 54. The first two terms in (32) arise from
the mismatch between the two nMOS transistors. One could also write in term of













One way to reduce the effect of this is by characterizing these transistor a priori
and compensate by adding the mismatch while programming the VMM and the load
FG pMOS of the WTA. Another approach involves using the concepts of BIST where
the system self calibrates itself. Here, we partly follow the direction of BIST where
known currents are programmed into the structure and from that measure the limits,
in terms of difference in current it can discern, set due to the mismatch and other
factors.
Figure 55 shows the measured operation of the WTA circuit embedded in a VMM
and WTA learning classifier structure. The weight matrix (12x8) is programmed
to an identity matrix illustrating the operation of each WTA input / output stage.
This identity matrix is programmed (5nA) on top of a 10nA baseline current. This
measurement uses on-chip DACs to enable each input (2.4V to 2.5V), in turn, to
enable a single current for each WTA input. Given the input pattern, we expect
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Figure 55: Illustration of VMM-WTA circuit and minimum current required to be pro-
grammed in the VMM for WTA to make a decision with confidence. The weights on the
VMM are programmed to identical currents (10nA). The diagonal elements of the matrix
are programmed to 15nA. Eight DACs are used as inputs to the VMM. Inputs to the DAC
are such that they output voltage to create a dominant current in each column sequentially.
Here 2.5 V is used as 1 and 2.4 as 0 since FG pMOS exhibit exponential behaviour with
respect to source terminal in subthreshold region of operation. The eight WTA outputs all
each win in sequence. The particular measured output waveform moves between a losing
signal (between 2.2 V and 2.5 V) and a winning signal (below 1.2V). The winning signal is
limited by the voltage of the common bias (Vs) on the WTA line.
corresponding to the experimental measurements. The load devices are programmed
such that the WTAs are biased in a region where there can only be one winner.
The experiment performed in the Figure 55 has two objectives:
• Experimentally find the minimum current required for WTA to make a decision
with confidence.
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Figure 56: The XOR classifier data is repeated for the VMM at three different loca-
tions, as seen by the three VPR routing views, and similar results. Multiple locations
show the calibration eliminates effects of ∆VT0 due to indirect programming. The
location of the VMM weight matrix has little effect on the resulting computation due
to initial measurements that calibrate the VT0 mismatch from indirect programming.
These tasks are important from an analog classifier perspective where mismatch and
variations could change the classification boundary substantially. In Fig. 55, the
WTA is able to make a decision by discerning a difference of 5nA. The output of
the WTA is between 2.2 V to 2.5 V if it looses and is between 0.9 V to 1.1 V if it
wins. The Fig. 55 demonstrates that the mismatch map created was successful in
compensating for the mismatch.
Another test before designing a classifier is to check the robustness of the VMM-
WTA structure when different weights are programmed. In other word even though
the structure is shown to be a universal approximator [70] is it robust in presence of
the mismatch. In case of this mismatch is not just the variability in threshold voltage
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of the FG pFET but also the difference in input DC level. As an example the 7-bit
DACs used in the measurement of Identity matrix shown in 55 can have different
analog values for 0 and 1. From the measurement performed on a chip two DACs
which were given the same hex value, digital input, had difference of few 100mV. This
difference has a large changes (exponential decay) in the current of the FG pFET since
they are source driven. Depending on the precision of the initial calibration [42] the
effect of this variability has to be analyzed and tested. There is also variation in
internal VDD between different CABs, hence during the creation of mismatch map
the current measured to calculate the threshold voltage difference used internal VDD.
To check the robustness of classifier structure an XOR classifier was compiled on to
the FPAA as shown in the Fig. 56. The XOR structure is compiled over different
CABs to verify the calibration and mismatch map process eliminates the variation
discussed earlier. Figure 56 also shows the locations where the XOR classifier has
been compiled. The analog output of the XOR classifier has a difference of almost
1.9 V between the winning and the losing WTA.
7.2 Classification of Acoustic data
Chapter 6 introduced several different classifiers. In this section an acoustic dataset
created for Nzero program [116] is used for classification. The dataset is composed
of acoustic emissions from truck, generator, and car with human speech in the back-
ground. The goal of such a classifier would be to distinguish between various auditory
sounds and act as a context-aware device for cloud based classifier. The goal is not
to create the most precise classifier but to design one which could reduce the power
consumption of a wearable device/remote node significantly. It could also be a self-
powered or battery-less system and in that scenario energy efficiency takes a higher
precedence over the classification accuracy. A better figure of merit would be power
consumption over correctly classified inputs.
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7.2.1 Algorithm for learning
The algorithm was developed through understanding the connections of VMM+WTA
classifier to Self Organizing Maps (SOM) [126], Vector Quantization (VQ) and Learn-
ing VQ [127], and Support Vector Machine (SVM) capabilities [128]. Training multi-
layer networks, typically required for universal approximation, requires propagating
the error backwards to learn the weights [129]. This usually requires large amount of
data and computation power. Hence, typically a learning task is usually performed
on a GPU to attain convergence in a feasible amount of time.
The algorithms developed for machine learning are optimized for digital processors
and hence when implementing on an analog/mixed-signal platform requires signifi-
cant modification [130, 131]. The classifier learning algorithm uses a combination of
clustering and least-mean square gradient descent to learn the weights of the classifier.
The following equation demonstrates the clustering step of the algorithm:
w = (yhat ∗ x′)/norm((yhat ∗ x′))′ (34)
where yhat is the target for the learning algorithm, x is the input to the classifier.
In case of this classifier x would be the output of the filter bank structure. The
clustering step involves also updating null outputs. For example the XOR example
uses two nulls and one output. Subsequent steps in the learning involves adapting
the weights depending on the error between the target (yhat) and the actual output
of the classifier (y = w′x). The last column of x is the constant offset (bias) 2.5 volts
(digital 1). Since least mean square is a good error metric we use the following step
to adapt the weights:
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W = W_old + (E)x 
Loop till error is negligible
Convergence
Figure 57: Weight adaptation algorithm implemented. Weights are adapted till the
error is negligible. The learning is performed in batch.
The adaptation in 7.2.1 is performed till the error (error = norm(yhat − yout)) is
small. The output stage is a winner-take-all circuit biased to have only one winner.
Hence, depending on the input to the WTA (y = w′x) its output would either win
(yout=1) or loose (yout=0). The hardware implementation of the WTA is inverse
that is when the WTA wins the output is 0 and when it looses it is 1.
7.2.2 Twelve-input Classifier Learning Experimental Measurement
Figure 58 shows a comparative experimental measurement results for on-chip classifier
and one where learning and classification is performed off the FPAA for comparison.
The input dataset utilized a larger dataset composed of measured background acous-
tic sounds and additional measurements of generators, idle cars, and trucks in this
environment. The input dataset was then composed of multiple 1s bursts of a gen-
erator, idle car, or truck on a 110s background; constructing the dataset in this way
produces a labeled dataset. All learning and classification occurred on this dataset
passing through the same frequency decomposition stage: 12 overlapping bandpass
(C4) filters, 12 peak detectors, and 12 low-pass filters (LPF, 50Hz corner for spec-
trum representation). FGota is used to level-shift the output of the front-end close
the power-supply rail. This stage is important since the FG transistors in the VMM
are driven from there source terminal and are programmed using a source voltage of
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Figure 58: VMM+WTA classification of an acoustic dataset created using a series of
1s data inputs, identifying the presence of a sound source, whether it be a generator,
truck, or car. The classifier used a 12x3 VMM classifier followed by a 3 input, 3 output
WTA. Both on-chip classification and off-chip classification using circuit models are
shown for comparison. In both cases the output of the analog front-end measured
on-chip are used. The data measurements were offset to show the input signal, the
WTA output (top vector), and one WTA null (third vector) on the same plot. These
two approaches yield similar results, and assuming a minimum time for any symbol
of 40ms, the classifier correctly recognized the results every time.
2.5 volts. Hence, any shift from this would result in an exponential decay of current.
The approach in 58 shows a sensor-to-classified signal processing chain, unlike
most classification algorithms, including hardware based classification and training
algorithms. The power consumption of this classifier structure is 24µW , including the
front-end analog circuits. Due to this analog classifier are well poised for battery-less
or self-powered systems. In general, operating these classifiers as a context-aware
wake up devices could achieve substantial power reduction in wearable systems.
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7.3 Discussion
7.3.1 Computation required for VMM + WTA learning classifier
The equivalent digital computation of this classifier, between the bandpass filter op-
eration as well as the equivalent 12x3 VMM operating at a slow rate of 200SPS is
roughly 4MMAC (/s). A Multiply ACcumulate (MAC) unit operating near the en-
ergy efficiency wall [17] will take roughly 1mW of power, consistent with the similar
processing and energy requirements of digital hearing aid devices.
The resulting memory access is likely a factor of 2 to 8 larger than this computation
[17]. Implementation on an embedded processor, would require 250pJ/Op, typical of
low power processors, would require roughly 4-8mW for these numeric computations.
A typical ADC for this computation, such as ADI7457 [132], would require 1mW at
3.3V supply to transform the resulting acoustic signal to the digital processor. The
required classifier levels (23µW) are significantly less than the required, dedicated
digital computation.
7.3.2 Size of Classifier Implementations on SoC FPAA device
The section describes the maximum size of a neural network that can be compiled on
a single SoC FPAA device. A network could be built as a single layer network, or as a
combination of layers; each VMM+WTA classifier is a universal approximator for its
input / output space. The maximum problem size depends on the number of WTA
stages and then on the number of synapses and inputs. One can get between 1-2
WTA stages per CAB, with 98 CABs on the IC. The current implementation uses 16
inputs per CAB, although this number can be increased significantly by using the C
block switches in addition to the local routing switches. Configurable fabric can allow
for sparse patterns, which could potentially improve the computational complexity
as in digital systems; in this case, we look at fully connected local arrays to provide




The subject of this research is implementation of real-time signal processing on an
embedded platform. As an embedded platform the work uses a floating-gate based
field programmable analog array. The work also demonstrates embedded classifiers
for various wearable applications and physiological monitoring. Several techniques
and systems which help in reducing mismatch and variation that are observed in
mixed-signal circuit have been demonstrated.
8.1 Research Summary
Chapter 2 described the basic structure and programming of Floating Gates (FG)
and there use in analog signal processing. The chapter also discusses the evolution
of FG Field Programmable Analog Array (FPAA). It introduced the state-of-the-art
FG based FPAA which is predominantly used in this work.
Chapter 3 described a Built-in Self Test (BIST) system to tune analog front-
end used extensively for feature extraction in analog classifiers. Specifically, the
capacitively coupled current conveyer circuit which performs band-pass filtering of
the input signal. In general, it could be used to tune multiple parameters on a chip.
Chapter 4 described techniques for reducing temperature variability of several
different circuits on a reconfigurable platform. It also introduces models for simulating
temperature behaviour of various analog circuits. Measurement from several current
and voltage reference are presented in the Chapter.
Chapter 5 showed the application of reconfigurable analog platform for monitoring
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vital signs. Various physiological signals are analyzed using low-power analog pro-
cessing techniques. In particular four different physiological signal namely electrocar-
diography, blood pressure, photoplethysmography and impedance pleythsmography
are analyzed.
Chapter 6 introduced several different analog classifiers. It discusses a classifier
which distinguishes between speech and noise signal. The chapter also showed mea-
surement results from a system which is used as an activity detector analyzing signal
from an accelerometer. Also, a proof-of-concept classifier analyzing acoustic signals
from the knee-joint to determine the presence of ACL injury.
Chapter 7 described in detail the different aspects of implementing an analog
classifier on the chip. It introduced calibration of the circuits and systems used as
part of the analog classifier. The learning algorithm used for training the classifier is
also described. The Chapter also showed measurement results from a VMM+WTA
classification of an acoustic dataset created using a series of 1s data inputs, identifying
the presence of a sound source, whether it be a generator, truck, or car.
8.2 List of Contributions
• Built-In-Self-Test (BIST): I performed the design and measurement of BIST
system introduced in chapter 3. In this work the front-end of a classifier, which
is used to extract features from the input signal, is used as a design under test.
It becomes critical in a large classifier to accurately tune the several different
parameters accurately. A journal paper [133] was published in TCAS-I.
• Rasp3.0: Testing and development of tools for the current FPAA. This in-
volved helping with development of the scilab library, VPR architecture files,
assembly program for executing commands on MSP430 processor and helping
with the development of the remote FPAA server . This is a collaborative work
with current (Sihwan Kim, Aishwarya Natarajan) and former members of ICE
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lab. This resulted in following publications [25] [134] [42] [30] [135].
• Rasp3.1: Design and fabrication of next generation of FPAA in collaboration
with Sihwan Kim and Aishwarya Natarajan. Measurement and testing of these
ICs have not been performed.
• Temperature Robust Systems On A Reconfigurable Platform: The
work on temperature robust circuits and systems allows for modeling and de-
signing circuits and systems which are robust over variation in temperature.
The modeling part of the work modified the EKV models developed by Aish-
warya Natarajan published in [60]. Designing of the voltage reference and the
system were done in collaboration with Hakan Toreyin. I performed the mea-
surements of the circuits and system over different temperature range using
the Cincinnati Sub-Zero: Environmental Test Chamber. The work has been
submitted to TVLSI journal and is under review [136, 137]
• Speech vs Noise Detection: The work on detecting speech in presence of
noise is critical for various low-power speech classification systems. The ac-
curacy of the classification was measured for various SNR levels. I performed
the designing and measurement of the system. This work has been accepted in
Circuit and System, ISCAS 2017 ,conference [56].
• Command Word recognition: The work used TIMIT dataset to recognize
the word ”dark”. This was published as an application of the FPAA [25]. In
this work I designed and measured the command word recognition system.
• Low power activity detector The use of FPAA as a context aware signal
processing unit is demonstrated by using it for detecting Flexion and Extension
cycles and‘Sit to Stand activities performed by a patient. This work was in
collaboration with Dr Omer Inan’s Lab and the accelerometer data was taken
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by Hakan Toreyin. I used the accelerometer data to classify it on the FPAA.
The work was published in EMBC conference [55].
• Classification of Knee-Joint Sound Acoustic data from a healthy and a
injured knee was given as an input to an on-chip classifier. The work was in
collaboration with Dr. Inan’s lab and the acoustic data was measured by Caitlin
Teague. Using the data from the piezoelectric sensor I created a dataset for
training the classifier weight off-chip. The weights were then compiled onto the
FPAA for classification. This work was published in IEEE Sensors Conference
[65].
• Real-Time Hemodynamic Feature Extraction from Bioimpedance Sig-
nals This work presents custom designed and low power signal processing cir-
cuitry extracting hemodynamics parameters from IPG signals, which reflect
changes in blood volume and are obtained from EBI measurements [54]. The
work is done in collaboration Dr. Inan’s lab
• Real-Time Vital-Sign Monitoring in the Physical Domain This work
presents a mixed-signal physical-computation-electronics for monitoring three
vital signs; namely heart rate, blood pressure, and blood oxygen saturation;
from electrocardiography, blood pressure, and photoplethysmography signals in
real time. This work is done in collaboration with Hakan Toreyin [138].
• Learning for VMM+ WTA Embedded Classifiers This work focuses on
learning and hardware implementation using Vector-Matrix Multiplier (VMM)
+ Winner-Take-All (WTA). The work describes in detail the architecture of the
system, learning algorithm and the circuit techniques used to mitigate mismatch
in analog system [130, 131].
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