In the current research, a smart grid is considered as a network of distributed interacting nodes represented by renewable energy sources, storage and loads. The source nodes become active or inactive in a stochastic manner due to the intermittent nature of natural resources such as wind and solar irradiance. Prediction and stochastic modelling of electrical energy flow is a critical task in such a network in order to achieve load levelling and/or peak shaving in order to minimise the fluctuation between off-peak and peak energy demand. An effective approach is proposed to model and administer the behaviour of source nodes in this grid through a scheduling strategy control algorithm using the historical data collected from the system. The stochastic model predicts future power consumption/injection to determine the power required for storage components. The stochastic models developed based on the Box-Jenkins method predict the most efficient state of the electrical energy flow between a distribution network and nodes and minimises the peak demand and off-peak consumption of acquiring electrical energy from the main grid. The performance of the models is validated against the autoregressive moving average (ARIMA) and the Markov chain models used in previous work. The results demonstrate that the proposed method outperforms both the ARIMA and the Markov chain model in terms of forecast accuracy. Results are presented, the strengths and limitations of the approach are discussed, and possible future work is described. Abstract: In the current research, a smart grid is considered as a network of distributed interacting nodes represented by renewable energy sources, storage and loads. The source nodes become active or inactive in a stochastic manner due to the intermittent nature of natural resources such as wind and solar irradiance. Prediction and stochastic modelling of electrical energy flow is a critical task in such a network in order to achieve load levelling and/or peak shaving in order to minimise the fluctuation between off-peak and peak energy demand. An effective approach is proposed to model and administer the behaviour of source nodes in this grid through a scheduling strategy control algorithm using the historical data collected from the system. The stochastic model predicts future power consumption/injection to determine the power required for storage components. The stochastic models developed based on the Box-Jenkins method predict the most efficient state of the electrical energy flow between a distribution network and nodes and minimises the peak demand and off-peak consumption of acquiring electrical energy from the main grid. The performance of the models is validated against the autoregressive moving average (ARIMA) and the Markov chain models used in previous work. The results demonstrate that the proposed method outperforms both the ARIMA and the Markov chain model in terms of forecast accuracy. Results are presented, the strengths and limitations of the approach are discussed, and possible future work is described.
Introduction
Distributed electrical power production using small size renewable energy sources is growing rapidly due to electricity price increases and environmental policies. Based on the report from the Clean Energy Council [1] in Australia, the number of photovoltaic (PV) systems connected to the distribution grid has increased from 20,000 in 2008 to over 1 million by March 2013. This phenomenon has led to highly geographically distributed power generation with the consequence of operational uncertainty due to the stochastic and uncontrollable nature of primary power generation resources [2] . Management of electrical energy flow (hereafter simply referred to as energy flow) faces difficulties brought about by the unpredictable nature of renewable energy sources such as solar irradiance and wind speed. These unpredictable characteristics of renewable energy sources lead to fluctuations and disturbances of energy flow in the distribution power grid [3] [4] .
Another difficulty is that the fluctuation in power demand between peak and off-peak times can result in further disturbance to the power flow in the main grid. In order to mitigate such disturbances, the energy flow in the main grid can be scheduled and modelled stochastically. Leveraging multi-timescale dispatch and scheduling of stochastic power generation is a critical factor for the distribution network service provider (DNSP) in coordinating a large number of power demand and stochastic supplies [5] [6] as well as to guarantee smooth energy consumption on the load and demand sides [7] .
In this study, the smart grid is modelled as a network of a large number of independent energy nodes represented by renewable energy sources and generators ('source nodes'), batteries ('store nodes') and loads ('sink nodes'), distributed across the grid. Using a one-step-ahead forecast, the behaviour of the nodes in terms of their availability and the amount of power they inject/consume is predicted. The energy produced by the renewable energy sources depends on weather patterns that are, in turn, probabilistic and stochastic. In an ideal network, the behaviour of the nodes must be continuously predicted and analysed for the purpose of energy management.
An increase in the number of nodes leads to an increase in the complexity of managing the smooth energy consumption. In order to reduce this complexity and simplify the modelling process, nodes are clustered. The clusters have the lowest possible power flow residuals after considering the power consumption by sink nodes, estimated based on the predicted power produced by the source nodes.
In each cluster, the difference between the energy demand of peak and off-peak hours is balanced using batteries as store nodes. Each battery stores energy from a renewable energy source when the demand is low. The stored energy is consumed by loads when the demand is high and there is not enough energy produced by renewable energy sources. In order to determine the amount of energy that needs to be stored in batteries or released to the network in a cluster in one-step-ahead, linear programming [8] is applied to keep the state of charge (SOC) of the batteries at the highest level by using the maximum power flow from renewable energy resources and the minimum power flow acquired from the main grid. Linear programming deploys a set of objective functions designed based on various constraints governing the network such as charge/discharge capacity limitation on the SOC of the batteries.
In this paper, the proposed approach consisting of cluster formation, stochastic modelling, and linear programming, is referred to as the stochastic adaptive optimisation (SAO) algorithm. This algorithm establishes an orderly connection and disconnection of renewable energy resources to/from a distribution substation and also determines the amount of power that must be injected/consumed by nodes. SAO minimises the power acquired from the main grid to smooth and balance the energy consumption and to maximise the SOC of the batteries.
The resulting algorithm is validated using real solar irradiance and wind speed data recorded at one-minute intervals from a weather station in Perth, Australia. Using linear programming methods in MATLAB, the maximum and minimum power exchanges between the battery and the main grid are calculated. The proposed algorithm is validated using a network based on the IEEE 34-bus test feeder.
The remainder of this paper is structured as follows. Sections 1.1 and 1.2 highlight the background and contribution of this paper. Section 2.1 explains the work and problem formulation on development of the adaptive optimisation algorithm. In Section 2.2, the modeling of the nodes and the stochastic models proposed in the work are described. In Section 2.3, the proposed SAO algorithm and the constraints on power flow in the power network are explained. Section 3 provides the results of the simulation and validation of the proposed algorithm. Finally, Section 4 draws some conclusions and describes future work.
Stochastic modelling of energy flow in the smart grid
The majority of stochastic models proposed in the literature for modelling renewable energy sources use transition probability matrix models and assume that the dynamics of such systems are repetitive and cyclic. For example, Nfaoui, et al. [9] derive the transition probability matrix from wind speed data for a stochastic Markov chain model to forecast wind speed. Hocaoglu [10] calculates the transition probability matrix for the presented hidden Markov modelling of solar irradiance by monitoring both solar irradiance and air temperature. Air temperature is observed as the hidden element for accurate prediction of solar irradiance.
All the proposed Markov chain models are developed based on the transitional probability matrices of the observed states. Once the transitions among all states are observed, the transition probability matrices are calculated for the period of observation. The transition probability between state i and j is calculated by dividing the number of previously observed transitions from state i to j by the number of all observed transitions from state i to all states including state j.
In addition to the transition probability matrix, there are studies that deploy the Box-Jenkins (B-J) method for stochastic modelling of renewable energy sources. Chen et al. [11] demonstrate that time series analysis methods such as limited-ARIMA, as outlined by Box-Jenkins [12] , can be more efficient than that of the ten-state first-order discrete Markov model in terms of probability distribution and prediction accuracy of wind power generation. Time series analysis is used in the stochastic models to predict one-step-ahead values based on previously observed data. For example, the predicted value of power flow,P (t + 1), is calculated based on the n previously observed values, {P (t − i) i = 0, . . . , n}.
In the majority of the previous work, data used in the modelling is sampled at long intervals such as hourly or daily. For example, in the work introduced in [13] , the hourly average wind speed time series is modelled stochastically using the Box-Jenkins method to predict wind speed 24 hours ahead. The daily timeframe, however, causes problems in power flow prediction for small sized PV. The power flow produced by PV or a small size wind turbine can show completely different behaviour using a five-minute sampling interval. For example, with a small cloud, the injected power from a PV can drop from its peak to its minimum in less than five minutes [14] .
Small power sources are sensitive to any small variation in the wind speed or solar irradiance. It is possible to predict short-term variations of the power source based on the latest behaviour of the energy source, such as the previous 1020 samples, and its dynamic model. Using this approach, forecasts can be obtained rapidly with smaller memory requirements. In the study presented in this paper, two methods of time series analysis based on the moving average are developed and it is shown that they outperform ARIMA(0,1,1) and Markov chain models based on climate and consumer power consumption patterns in Australia.
Multi-agent systems and energy flow scheduling
Agent technology can be deployed to design information system modelling for energy flow management in smart grids. An agent acts like a physical entity with no physical presence in the environment [15] . When agents are distributed throughout the network, they have the potential to control the whole network autonomously with a minimum amount of data exchange and minimum computational demands. In such models, each autonomous agent takes the responsibility for making decisions and interacting with other agents. For example, contract net protocol (CNP) [16] is an energy flow scheduling model for dynamic task allocation via negotiation among multiple agents by constantly exchanging environmental information among themselves. The result over a limited number of nodes, demonstrates that negotiation about the nodes' potential helps the implementation of energy management algorithms.
In the current research, the negotiation strategy is used to manage the increasing number of nodes with cluster formation techniques. This negotiation strategy considers the cooperation between agents based on the node's parameters, such as cost or distance between nodes. For example, the sink node may be selected to form a cluster with source nodes based on their lowest energy prices. After cluster formation, an energy flow scheduling algorithm is used in each cluster to balance the difference between the energy demand of peak and off-peak hours. In this energy flow scheduling algorithm within the cluster, only the power flow residual is considered without taking into account the other parameters of the nodes such as the energy price and cost. This is in contrast to the other studies such as [17] [18] that are focused on exploring the effects of locational pricing on energy flow scheduling.
There are various studies reported in the literature concerning the scheduling of the energy flow to estimate the energy storage needs based on linear programming subject to equality or inequality constraints [19] [20] . For example, a multistage interval-stochastic integer linear programming method is deployed to determine electric power system (EPS) planning under uncertainty [21] . A two-stage stochastic mixed-integer programming (SMIP) optimisation is presented in a smart grid using a wind turbine for scheduling load and source [3] . The results of these show the efficiency of linear programing in the formulation of the power flow constraints. In this work, linear programming is used because of its simplicity and the robustness of scheduling constraint formulation for nodes such as batteries and energy store components.
The majority of proposed energy flow scheduling algorithms are based on demand response (DR) and load levelling/peak shaving [22] concepts deployed in load scheduling. For example, an energy storage system (ESS) is used to suppress the short-term power fluctuation by reducing the peak-valley load differences of the active distribution network (ADN) [23] . The interconnection of distribution power systems and the increasing number of ESS also presents challenges to the energy management of the batteries. One of the main objectives of the energy flow scheduling algorithm proposed in the current study is to avoid setting limits on the number of sources and energy consumers.
Materials and Method

Problem definition
The approach applied in the current research is developed within the context of a zonesubstation. In this paper, a zone substation refers to an infrastructure consisting of a number of incoming high voltage (transmission line) connections and multiple outgoing medium voltage (MV) distribution lines. The MV lines are further transformed to low voltage (LV) lines for connection to customer equipment in a distribution substation. As illustrated in Figure 1 , the information produced by the proposed SAO algorithm, which includes the value of power flow in each node, is transferred by the multi-agent system management (MASM) agent to the lower layers of the smart grid responsible for functions such as voltage or power quality control. The agents have their own local control and are able to report their status to the MASM agent located at the distribution substation. As a result, the low-level control of the nodes in terms of voltage and current adjustment is decoupled from energy management. This coordinated approach means that the zone substation has the autonomy to make a decision about peak demand requirements simply by supervising the distribution substations. The nodes, N i , in the distribution substation are assumed to be grouped into clusters as cl opt = {N i i = 1, . . . , s}, where s is the number of nodes within cl opt . A cluster is formed (i) to manage the increased number of nodes in terms of minimising the power flow fluctuation and (ii) to reduce the number of messages exchanged between the nodes. The source and store nodes are clustered with sink nodes to minimise the one-step-ahead residual of power flow which is the difference between the predicted power flow injected and consumed within the cluster. The value of the power flow is obtained at regular sampling intervals, T s . The one-step-ahead forecast of the power flow at time t, P (t), is represented by asP (t + 1). Consequently, LOP (t + 1), WTP (t + 1), PVP (t + 1) are the one-step-ahead forecast of power flow at time t+1, from load, wind turbine, and PV respectively.
Using multi-agent methodology [24] [25], agents are assigned to three types of nodes present in a substation: (i) A source agent is assigned to an energy source with the ability to predict and control the injected power flow by wind turbine (WT P (t)) or photovoltaic (PV P (t)), (ii) a sink agent is assigned to a load (or group of loads) with the ability to predict and control the consumed power flow (LO P (t)), and (iii) a store agent is assigned to a battery with the ability to regulate the injected/consumed power flow from batteries (BA P (t)). In the proposed model, parameter (PL P (t)) represents power flow between the main power line and local loads and sources in a cl opt . A store agent is assigned to the power line to regulate (PL P (t)). Figure 2 shows the application of the proposed agent system within a typical cl opt cluster. Each node in the grid is represented by a set of parameters (defined in Section 2.2) representing its ability to inject power into the grid or draw power from it. These parameters are continuously predicted and exchanged between agents, providing a global awareness for each node about the characteristics of other nodes present in the distribution substation. Typical daily power flow, which is the sum of power flow from/to wind turbine, PV, and load within a cl opt , is illustrated in Figure 3 . As an alternative approach to robust design, energy balancing is deployed in the proposed algorithm to smooth the fluctuations in the energy flow. Energy smoothing will minimise fluctuation of power flow at early stages before it affects the whole network. The algorithm proposed in this work applies a valley filling/peak shaving scenario to minimise the gap between peak (point y) and off-peak demand (point z ). During valley filling, energy produced by the renewable energy sources is stored in batteries when the demand is low. For the purpose of peak shaving, the stored energy is consumed by loads when the demand is high and there is not enough energy produced by the renewable energy sources. At each sampling interval, the overall objective of the SAO is achieved by minimising the difference between the sum of the injected and consumed power flow by source and sink nodes within a cl opt (minimising line A in Figure 3 ). All the agents associated with nodes perform the SAO algorithm in three stages. In the first stage, a stochastic model (proposed in Section 2.2.2) estimates the one-step-ahead forecast of the power flow associated with each node to exchange with other agents. In the second stage, cl opt is formed based on: (i) the parameters of the nodes and (ii) the predicted consumed/injected energy by the nodes. Linear programming is then applied in the third stage to the residual of power flow to estimate the energy that should be stored in batteries (BAP (t + 1)) or released through the main network (PLP (t + 1)). In the third stage, the concept of adaptive estimation of power flow for the valley filling/peak shaving scenario is introduced with constraint formulation and using a linear programming algorithm within a cl opt .
Definition of Node's parameters
The smallest elements of the proposed system are nodes. Agents are assigned to each node to manage the power flow within the distribution substation. This means that a distribution substation, Z, consists of m nodes that are controlled by a set of m agents, Z agent = {AN i i = 1, . . . , m}.
Stochastic model of a node
The parameters associated with node N i in conjunction with node N j considered in cluster formation can be represented by a 7-tuple set ( Figure 4 ):
Sampling Time, Ts In this tuple, N i P (t) is the amount of power that the node exchanges with other nodes. The one-step-ahead forecast of N i P (t), shown by N iP (t + 1), is estimatedusing a stochastic model (Section 2.2.2).
The time series analysis proposed by Box-Jenkins deploys a sequence of data points, measured typically at uniform time-intervals of T s [12] [26] . In power systems, the optimum value of the T s varies according to the dynamics of the nodes deployed. For example, the required sampling interval of power flow from a small size wind turbine is lower than PV because of the fast variation in the wind speed compared to the smooth change of solar radiation.
The priority, N i P r, is used by the node during the cluster formation process. N i P r is a binary value that is assigned 0 (low priority) or 1 (high priority) depending on the type of node, as shown in Table 1 . A store node can be a source or a sink depending on whether the power is in surplus or deficit. For example, N i P r for a battery, which operates as a source by a power rating of 0.8 kW and injecting power for five minutes, can be defined with a priority of zero because the battery is given the lowest priority compared to other sources of power such as a wind turbine, during cluster formation with load nodes [27] .
The parameters N (i,j) Ca(t), N (i,j) Co, and N (i,j) Di define the characteristics of a node during cluster formation. N (i,j) Ca(t) represents the capability of a node at time t, calculated based on the difference between the power required by node N j and the amount of power that N i can provide during cluster formation. For example, during cluster formation between two load nodes and two source nodes, if the total load power is 2.1 kW and total source power is 3.4 kW, then the capability of each source node in the cluster is 1.3 kW. The one-step-ahead forecast of capability, N (i,j)Ĉ a(t + 1) is estimated based on N iP (t + 1) and N jP (t + 1). 
Co is cost and is defined as the cost of the power exchanged between N i and N j . For example, electricity pricing or an electricity tariff that varies widely from one locality to another within a particular time such as between peak demand and off-peak demand hours. N (i,j) Di is the physical distance between N i and N j , representing the power loss during power exchange between them.
The parameter N i Av(t) is defined as the availability of a node at time t, providing an indication of how active or inactive the node is during this period. Variation of N i Av(t) has stochastic behaviour because of the active/inactive status of renewable energy sources. When P (t) is above a pre-defined threshold, N i is considered to be an active node (N i Av(t)= 1), otherwise inactive (N i Av(t)= 0). The threshold is determined based on the size of injected/consumed power by the node. For example, for a wind turbine with maximum 900 W output power, the threshold is 300 W due to the wind turbine's technical specifications. N i Av(t) is an indication of the node's potential for cluster formation.
The one-step-ahead forecast of availability, N iÂ v(t + 1), is estimated by a stochastic model built on the historical data of N i Av(t) accumulated over the last n sampled data. For estimation of N iÂ v(t + 1), initially the simple moving average (SMA) of historical data is calculated by (1) in order to track the availability of the node during the last n sampling points. Then, the exponential moving average (EMA) of the last n samples is calculated by (2) in order to give more weight to the most recent available nodes rather than the average of the last n samples.
The values of α and β, which are the SMA (α) and EMA (β) respectively, are compared [28] to determine the value of N iÂ v(t + 1). If β is larger than α, then the nodes have been more available recently compared to the average of their availability over the last n sampling intervals. Hence, N iÂ v(t + 1)=1, otherwise (if the value of β is less than α), N iÂ v(t + 1)=0.
Stochastic models of power flow
The purpose of stochastic modelling is to estimate the one-step-ahead forecast of the power flow, N iP (t + 1), produced by the source nodes. The models developed are based on the exponential smoothing moving average Box-Jenkins method that can provide robust and accurate short-term forecasts in highly fluctuating power flow time series [29] [30] . Two different stochas-tic models known as DeMarker and K%D, which are developed according to the Box-Jenkins approach [31] [32] , are deployed and optimised to produce the highest prediction accuracy.
In these models, the prediction accuracy is the gap between the one-step-ahead forecast of power flow N iP (t + 1) and actual value of power flow N i P (t + 1). The predicted power flow is dynamically estimated in real time based on the most recent data such as wind speed and solar irradiance. The number of samples used in the forecast model is significantly smaller than the longer historical data required in other prediction techniques such as the Markov chain.
There is an infinite number of possible values for the continuous-time signal of power flow from renewable energy sources. Based on a quantising algorithm and in order to represent the unique amplitude-value for such a continuous range of the power flow, a series of states is defined according to the amount of the power flow. Each state represents a specific range of power flow between the available minimum and maximum power flow based on the technical specification of nodes. If the maximum and minimum injection or consumption of power is represented by P max and P min , respectively, then each state for a node is represented by [m,n] where P min ≤ m < n ≤ P max . The amount of power flow in each sample lies in one of the states of [m,n]. The value of ((m+n)/2) represents any value within the state of [m,n].
DeMarker model The DeMarker model takes into account the most recent data. Consequently, any minor fluctuation in the data affects the forecast. Forecasting using the DeMarker model is performed based on a time series, DeM ar(t), which is calculated based on the relationship defined in (3). In order to calculate the one-step-ahead forecast, DeM ar(t) is compared against two reference values of (B 1 and B 2) ( Figure 5 ). The value of DeM ar(t) calculated by (3), has a maximum value of 1.0 if the summation of DeM in(t) (denominator of (3)) in the previous steps is zero. The minimum value of DeM ar(t) is 0.0 if the summation of DeM ax(t) (numerator and denominator of (3)) in the previous step is zero. The typical variation of DeM ar(t) is illustrated in Figure 5 .
The values of B 1 and B 2, varying between 1 and 0 as determined by the maximum and minimum values of DeM ar(t), are derived using Monte Carlo simulation [33] based on historical data of solar irradiance and wind speed from Australian weather stations. If we assume that the value of B 2 is higher than B 1, then this process determines an upper (B 2) and lower (B 1) bound so that the prediction error is minimised. The difference between the actual energy flow (N i P (t)) and the related one-step-ahead forecast estimated in previous step (t-1), (N iP (t)), is called the prediction error of energy flow. A lower prediction error increases the prediction accuracy.
where:
1. α is an integer value greater than zero. 2. min(P, α) is the lowest value of P (t) in previous α samples. 3 . max(P, α) is the highest value of P (t) in previous α samples. 4 . If P (t) = P (t − 1) then DeM ar(t) = 0.5 otherwise :
i) If max(P, α) > max(P, α + 1) then DeM ax(t) = max(P, α) − max(P, α + 1), otherwise DeM ax(t) = 0.
ii) If min(P, α) < min(P, α + 1) then DeM in(t) = min(P, α + 1) − min(P, α), otherwise DeM in(t) = 0. Referring to Figure 5 , the forecast is estimated by comparing DeM ar(t) (oscillating line A) against two reference values of (B 1, B 2) according to the following algorithm:
1. If line A falls below line B 1 then a downturn movement and a lower state is expected in the one-step-ahead forecast. 2. If line A rises above line B 2 then an upward movement and a higher state is expected in the one-step-ahead forecast. 3. Else, the state for the one-step-ahead forecast will be set the same as the current state.
In the example illustrated in Figure 5 , the power flow is 1.6 kW at sample number 8. The one-step-ahead forecast is 1.4 kW (one step lower at sample number 9) because the value of indicator DeM ar(t) has been fallen below line B1 in the previous sample. In another example, the power flow is 1.4 kW at sample 28. The one-step-ahead forecast at sample 29 is 1.6 kW because the value of indicator DeM ar(t) has risen above line B2 in the previous sample.
K%D model The K%D model gives more weight to older data and therefore it is less influenced by transients in the data. Forecasting using the K%D model is performed based on a time series, KI(t) (oscillating line C 1), which is calculated based on the relationship defined in (4). KI(t) is calculated based on previously observed data. The value of the time series, KDI(t) at time t (oscillating line C 2), is determined based on the moving average of KI(t) (5) over n previous samples (Figure 6 ). KDI(t) and KI(t) are compared against two reference values of (D1 and D2) to forecast the next step-ahead forecast. The value of KI(t), oscillating line C 1, calculated in (4), has a maximum value of 100.0 if MIN(P, α) is zero and the minimum value of KI(t) is 0.0 if P (t) is equal to MIN(P, α). The values of D1 and D2 are derived using Monte Carlo simulation based on historical data of the solar irradiance and the wind speed from Australian weather stations. The reference values vary between 0 and 100, the maximum and minimum values of KI(t). If it is assumed that D2 is higher than D1, then this process determines an upper (D2) and lower (D1) bound so that the prediction error is minimised.
KI(t) =
(P (t) − min(P, α)) (max(P, α) − min(P, α)) * 100 (4)
1. α is an integer value greater than zero. 2. If P (t) = P (t − 1) then KI(t) = 50 otherwise: i) min(P, α) is the lowest value of P (t) in previous α sample. ii) max(P, α) is the highest value of P (t) in previous α sample.
The forecast is estimated by comparing line C 1 and line C 2 against two reference values of D1 and D2 as illustrated in Figure 6 according to the following algorithm:
1. If both C 1 and C 2 are above line D2, and C 1 rises above C 2 then an upward movement and a higher state is predicted in the one-step-ahead. 2. If both C 1 and C 2 are below D1, and C 1 falls below C 2 then a downward movement and a lower state is expected in the step-ahead. 3. Else, the state for the step-ahead will be set as the same as the current state.
In the example illustrated in Figure 6 , the power flow is 1.6 kW at sample number 8. The one-step-ahead forecast remains at 1.6 kW, because indicator C 2 is not below D1 in the previous sample. In another example, the power flow is 1.4 kW at sample number 28. The predicted one-step-ahead forecast for sample number 29 is 1.4 kW because the values of C 1 and C 2 are not above line D2 in the previous step.
The values of D1 and D2 in the K%D model and the value of B 1 and B 2 in the DeMarker model remain valid until the end of the forecast as they are determined based on the weather and the environmental conditions.
Stochastic adaptive optimisation algorithm
The SAO algorithm is triggered when a node, N i , in the distribution substation is activated when there is a change greater than threshold k, in the produced/consumed power within the node from (t-1) to (t), i.e, the absolute value of | P (t) − P (t − 1) |> k, where k is determined based on technical specification of electric components when the node is activated. When P (t) is positive, the node is consuming power whereas when P (t) is negative, the node is an energy source. On activation, the SAO algorithm is applied to N i through the following steps and as illustrated by the flow chart shown in Figure 7 . Proposed SOA Algorithm.
Cluster formation a)
In the first step, agent AN i , broadcasts a message to all other agents in Z agent , asking for their node parameters at (t+1). b) On receipt of the request, each agent AN j (where j = 1, . . . , m but j = i) in Z agent estimates its one-step-ahead forecast of its availability, N jÂ v(t + 1), and power flow, N jP (t + 1). The forecast of the power flow is calculated based on two different stochastic models explained in Section 2.2.2. c) Upon completion of the forecast, each agent AN j provides its estimated parameters to node AN i .
d) AN i analyses the received data and selects a set of nodes with potential to form a cluster with them. A node N j is selected as a candidate node if: 1. N jÂ v(t + 1)=1. 2. N j has a function opposite to N i . This means that if N i is source, then N j should be a load and vice versa. 3. | N jP (t + 1) |> 0 and N j P r = 1. In the absence of a high priority node, a node with N j P r = 0 is selected.
If at least one potential node cannot be found, then N i switches to an inactive state and the step e) is skipped. e) AN i evaluates different permutations of candidate nodes to determine the best cluster formation, cl opt . The parameters of the nodes which have different units and scales are normalised using a sigmoid curve function before they participate in cluster formation [27] . For example, cost can be based on expenses of power injection (e.g. dollars) or the amount of power loss among nodes (e.g. Watts). The cluster formation is performed by calculating an index U (t) defined in (6) , which is the sum of normalised capability, cost and distance of N i in connection with the candidate nodes over each permutation. The permutation with highest U i (t), is selected as the best cluster. If pm is the number of candidate nodes in a permutation, then:
The normalised values of N i,n Co, N i,nĈ a(t + 1), N i,n Di for every node in the permutation are calculated as follows:
In (7) the parameters l, g and h are the average values of capability, cost and distance between N i and the nodes considered in the permutation [27] .
Finally, adaptive estimation of power flow using linear programming minimises the differences between power injection and consumption in cl opt . Forming the cluster in the previous step has the advantage of reducing the size and complexity of the relationship used in the linear programming algorithm, resulting in a lower computation time. The main aim of this final step is to estimate the required power injection/consumption for storage nodes (such as batteries) and main power lines at t + 1 to achieve valley filling/peak shaving scenarios.
Adaptive estimation of power flow
At each sampling interval, the overall objective of the SAO for load levelling and/or peak shaving is achieved by minimising the difference between the sum of the injected and the consumed power flow within a cl opt at time t+1. Two scenarios are considered: (i) the nodes within cl opt are either in a remote area with no connection to the main grid without store nodes or (ii) are connected to the distribution substation deploying store nodes. In the first scenario, if cl opt is isolated from the main grid, the sum of the injected and consumed power flow by all the source and sink nodes is zero. Hence, if the one-step-ahead forecast of the renewable energy is more than the one-step-ahead forecast of overall energy usage, power curtailment is activated. On the contrary, if the stochastic forecast of the energy generated by the renewable sources is less than the energy consumption, then sink nodes face outage due to insufficient power supply. This is illustrated by (8) in which WT iP (t + 1), PV iP (t + 1), and LO iP (t + 1) represent the one-step-ahead forecast of power flow at time t+1, in the wind turbine and the PV, and the overall load in a cl opt , respectively.
WT iP (t + 1) + PV iP (t + 1) + LO iP (t + 1) = 0 (8) Obviously, in the first scenario, sink and source nodes face problems in terms of outage and wastage of energy but in the second scenario, cl opt will consume energy drawn from store nodes and the main grid. Store nodes and the main grid can be a source or a sink depending on whether the power is in surplus or in deficit. Hence, equation (8) is adjusted at each sampling interval due to the imbalance between injected/consumed energy flow from sink and source nodes.
In the second scenario, if the one-step-ahead forecast of the injected energy of the source node is more than the one-step-ahead forecast of overall energy usage, the optimisation algorithm estminates the amount of energy that should be either stored in battery (BA iP (t + 1)) or injected directly into the main grid (PL iP (t + 1)). On the other hand, if the stochastic forecast of the energy generated by the renewable sources is less than consumption, then the calculation of (BA iP (t + 1)) and (PL iP (t + 1)) represents the energy that is drawn directly from the main grid or batteries. The main challenge in this scenario is to estimate the amount of the injected/consumed energy in the main grid or the battery at time t+1. Linear programming is used to optimise (BA iP (t + 1)) and (PL iP (t + 1)). The objective function is formed by adding two parameters of (BA iP (t + 1)) and (PL iP (t + 1)) to (8) as shown in (9) .
WT iP (t + 1) + PV iP (t + 1) + LO iP (t + 1) + BA iP (t + 1) + PL iP (t + 1) (9) There are limitations on the amount of injected/consumed energy in the optimisation of BA iP (t + 1) and PL iP (t + 1) which are imposed by factors such as the limited capacity of batteries. The constraints defined in this section govern the optimisation carried out by linear programming. The constraints, which are formulated based on s nodes of cl opt , define the thresholds based on the amount of energy that is either stored in the battery or injected directly into the main grid.
Constraint 1 BA iP (t + 1) is the amount of energy required to charge batteries from the current state of charge, SOC(t), to its optimised state of charge at t+1,ŜOC(t + 1). The required change in the battery state of charge can be described by (10) .
C max is the maximum energy that the battery can store and varies according to the capacity of the deployed battery. The degree of charging/discharging a battery inŜOC(t+1), is governed by (11) , showing the maximum energy that can be stored/produced by the deployed battery. WhenŜOC(t + 1) is positive, the battery is consuming power whereas whenŜOC(t + 1) is negative, the battery is an energy source.
The charging/discharging power of a battery is subjected to a state of charge transition. In (12), the change of SOC during time period of [t, t + 1] is calculated, where, η c and η d are charging/discharging efficiencies, respectively. P b is the real time charging/discharging power of the battery [34] .Ŝ
Constraint 2 The constraint for PL iP (t + 1), as shown by (9), is dependent on the standard of Distribution Network Service Providers connection requirement for typical power injection/consumption in a dwelling. Based on the standards of the major distributor of electricity in New South Wales, Australia [35] , all connections or augmentations of load other than single urban residential premises must be less than 100 Amperes single phase. In addition, renewable energy generation systems that are connected to the main grid via an inverter, must comply with the Australian Standard 4777 and have a capacity of no more than 5 kW for a single-phase connections. By considering a typical dwelling with a PV of 2.5 kW and a wind turbine of 1 kW, (13) shows the corresponding constraints according to the Australian standards.
-3.5 kW < PL iP (t + 1) < 5 kW (13)
Constraint 3
The energy that flows into the deployed battery or the main grid, is produced by the sink and source nodes, respectively. Hence, the sum of the BA iP (t + 1) and PL iP (t + 1) is less than or equal to the sum of maximum power consumption by load (max l ), and the maximum power produced by the wind turbine (max w ) and the solar panel (max p ).
Constraint 4 At each sampling interval, one-step-ahead power flow from the sink and the source nodes is predicted. Generally, there will be an error between the one-step-ahead forecast and the actual value at time t. The difference between the energy flow (N i P (t)) and the related one-step-ahead forecast estimated in the previous step (t-1), (N iP (t)), is considered as a perturbation and is called the one-step-ahead forecast error of energy flow, N i P E(t).
N i P E(t) is the unexpected forecast error in energy flow which is regulated by the main grid or store nodes. Hence, this error affects the limitation on battery state of charge and main grid in terms of consumption/injection flow. As shown in (16) , optimisation of BA iP (t + 1), PL iP (t + 1) is adjusted by the value of N i P E(t).
BA iP (t + 1) + PL iP (t + 1) = WT iP (t + 1)+ PV iP (t + 1) + LO iP (t + 1) − N i P E(t)
After reviewing all the constraints for the estimation of BA iP (t + 1), PL iP (t + 1), the deployed optimisation algorithm minimises (9), subject to the constraints of (10), (11), (13), (14) , and (16).
Results and Discussion
The agent model representing the proposed algorithm is validated through computer simulation using a JADE [36] platform. The stochastic model considers two behaviour patterns of the power flow: (i) source nodes with regular and daily oscillation patterns such as the solar irradiance and (ii) source nodes that do not have a regular oscillation patterns such as the s wind speed. The climatic conditions are recorded at one minute intervals. The simulation is carried out at different sampling intervals to explore its impact on prediction accuracy. At higher sampling intervals, the data is smoothed using moving average.
Computer simulation setup
In the simulation, it is assumed that seven dwellings with different levels of occupancy are connected to the distribution substation. In each dwelling there is a PV with a 2.5 kW maximum output, a wind turbine with the maximum output of 900 W, a battery with maximum capacity of 1500 Wh and a load with an average consumption of [0-1.5 kW] per hour. The maximum and minimum SOC(t) are considered as 1400 Wh and 200 Wh, respectively, considering the highest efficiency in charging and discharging of the battery. The input data is obtained from seven typical households [35] and sampling the environmental conditions in Perth, WA, Australia at one-minute intervals [37] .
The environmental data used in the simulation and their sources are summarised in Table  2 . The parameters of n and θ in the calculation of N iÂ v(t + 1) are determined to produce the highest prediction accuracy based on Monte Carlo simulation with searching for their optimal values between 1 to 1440 in steps of 1 and 0.1 to 1 in steps of 0.1, respectively. The maximum value of 1440 is selected for n due to the daily pattern of environmental conditions, however the result shows that a value less than 60 achieves the highest prediction accuracy when the sampling interval is one minute. Based on the database deployed in this study, the value of n is found to be 14 and of θ, 0.2. 
The interval between buses in IEEE 34bus test feeder N i,j Co Electricity tariff which considered same for all agents N i,j Ca t
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The power components of a dwelling including PV, wind turbine, load, and battery are simulated in MATLAB/Simulink ( Figure 8 ). As shown in Figure 8 , the values of the variables of the network are sent to the JADE platform by an S-function, MACSimJX [38] which acts as a gateway to pass data between MATLAB/Simulink and JADE. [Source_Battery]
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[Control_1] The IEEE 34-bus test feeder is chosen for simulating the distribution power network because of its simplicity in monitoring the network parameters. The IEEE 34-bus test feeder is simulated in a PSCAD that is linked to MATLAB/Simulink. The dwelling substation is connected to bus 842 of the IEEE 34-bus test feeder ( Figure 9 ). The values of the power flow are imported from MATLAB/Simulink after calculation by agents in the JADE platform. After calculation and exchange of messages in JADE, the data is sent back to the MATLAB/Simulink (Figure 8 ) and then to the PSCAD platform. The internal connection between JADE and the MATLAB/Simulink is achieved by MACSimJX, an open source software tool. Using JADE, MACSimJX provides provisions to receive data from Simulink and pass it on to agents for further processing. The reverse functionality is also possible [39] .
Assigning the state for every value of climate condition
Regarding the definition of states in Section 2.2.2, the following example demonstrates how a series of states is defined for a typical wind turbine according to the amount of power injected. Based on the technical specification of a selected wind turbine (900 W maximum output), seven exclusive states for power injection are considered to capture the dynamic behaviour of the wind turbine caused by different wind speeds. Table 3 shows the assigned states for different wind speeds. Based on a 900 W maximum output for the wind turbine, every state is considered to provide an extra 150 W. Figure 10 shows the comparison between the actual states, the predicted states by K%D stochastic modelling and the naive predictor [40] method over the period of eight hours. The naive predictor technique forecasts the next step-ahead as equal to the current state. The sampling interval is ten minutes using the moving average of the previous ten samples. The wind speed has high fluctuation and an irregular pattern. The number of subsets for the K%D model are α = 5 and n = 21. The values of α and n have been chosen based on Monte Carlo simulation to produce the highest prediction accuracy. In this scenario, the Monte Carlo method runs 50 estimates by random selection within the specified range of 1 to 100. This indicates that during certain hours, there is less than a one-state gap between the actual data and the one-stepahead forecast. The result could be different, however, during other periods. This gap depends on the number of selected states, the sampling interval and the number of subsets in the K%D stochastic model. In the next step, a comparison is made between the performance of stochastic models at different sampling intervals based on their standard deviations for one-step-ahead forecast error with ARIMA (0,1,1) and a Markov chain. Using the sum of difference in actual value and the forecast, the standard deviation of the one-step-ahead forecast error is calculated for 24 hours. The climate data for the previous six months is used to calculate the transition matrix of the Markov chain.
Stochastic model performance for irregular patterns
Wind speed is selected as an example of the dataset that is highly irregular. There are seven states due to the size of the wind turbine (900 W), covering all variations in the wind speed. Figures 11 and 12 show the comparison of the K%D and the DeMarker models with the Markov chain, naive predictor and ARIMA (0,1,1) when the sampling interval is 1 or 10 minutes. The final value selection for the length of the time period for the DeMarker model is B 1 = 30, B 2 = 70, α = 5 and n = 18 and for K%D model, the final values are D1 = 20, D2 = 80, α = 6 and n = 28. When the sampling interval is one minute (Figure 11 ), the K%D model shows less error in standard deviation compared to other methods by an average of 2.46 kWh error in average daily injection of 7.56 kWh over one month. When the sampling interval increases to 10 minutes (Figure 12 ), the performance of K%D and ARIMA(0,1,1) are the same. All the results in this step demonstrate that giving more weight to older data is the best option for stochastic modelling in terms of prediction accuracy of the wind speed. In Figure  12 , the average of standard deviations are 0.35, 0.38, 0.35, 0.46 and 0.42 for K%D, DeMarker, ARIMA(0,1,1), Markov Chain and naive predictor, respectively. When the sampling interval increases to 10 minutes, it is not possible to select one stochastic model to achieve the best performance over every 3-day period. If, however, the result of one month is compared between stochastic models, then the K%D method still demonstrates the best results in terms of prediction accuracy. Time series stochastic modelling is suitable for short-term prediction of irregular patterns. For this group, the Markov chain method is less accurate when the sampling interval is less than an hour because of the lack of accuracy in the transition probability matrix of the Markov chain.
Stochastic model performance for regular patterns
Solar irradiance is selected from the group with regular patterns. There are 14 states to cover all the variations in solar irradiance. The final values of B 1 = 30, B 2 = 70, α = 4 and n = 14 are selected for DeMarker and D1 = 20, D2 = 80, α = 6 and n = 25 for K%D. Figures 13 and  14 show the comparison of the standard deviations for the one-step-ahead forecast produced by the models over one month. When the sampling interval is 1 minute (Figure 13 ), the DeMarker shows the best performance with the lowest standard deviation of one-step-ahead forecast with an average of 5.52 kWh error in average daily injection of 22.85 kWh over one month. When the sampling interval increases to 10 minutes (Figure 14) , the DeMarker and ARIMA(0,1,1) show better performance in terms of lower standard deviations. Taking recent history into consideration produces more accurate forecasts for this group because the stochastic model can reflect any minor change such as moving clouds or other temporary problems in the predicted result. In Figure 14 , the averages of standard deviations are 0.72, 0.65, 0.72, 1.03 and 0.95 for K%D, DeMarker, ARIMA(0,1,1), Markov Chain and naive predictor, respectively. When the sampling interval increases to 10 minutes, there is no guarantee that one of the stochastic models achieves the best performance over every 3-day period but if the results of one month are compared, then DeMarker still demonstrates better results in terms of prediction accuracy.
Validation of SAO algorithm
The efficiency of the SAO algorithm in terms of valley filling/peak shaving is demonstrated by considering the energy consumed/injected by seven dwellings from the main grid during one day before and after using the algorithm. The size of the battery in this example is 1 kWh in each dwelling. In the first simulation, the power consumed from the main grid is calculated when there is no prediction strategy for the PV and wind turbine. In this scenario, the moving average of load consumption by seven households is calculated for 24 hours and the SAO algorithm attempts to minimise the gap relative to this moving average line. Figure 15 shows the result of a lack of strategy to store or consume energy when there is a considerable amount of power produced by PV or a wind turbine. The resulting power flow in Figure 15 is the sum of all consumption/injection power flow from the seven dwellings. The valley causes the reverse power flow on the main grid when the SAO algorithm is not running. Figure 15 . Power flow before using adaptive minimisation algorithm.
In the second simulation, the SAO algorithm is applied with the same size battery that lowers the moving average. Minimising the fluctuation of power flow is evaluated based on linear programming and stochastic modelling with a sampling interval of five minutes. Figure  16 shows that households can lower the gap between peak demand and off-peak hours 3 times during 24 hours by selecting a 1 kWh battery. Figure 16 also illustrates the smoothing action of the average line with no gap between peak demand hour and off peak hours.
Conclusion
The study reported in the current research represents a significant step forward in the stochastic modelling of energy flow in a smart grid. The proposed algorithm, developed based on moving average techniques, allows the network elements to minimise the fluctuation of the acquired power from the main grid between the off peak and peak demand hours. The work presented focused on the stochastic modelling of the ad hoc behaviour of renewable energy sources with or without a daily pattern. Stochastic modelling allows nodes to predict the value of injected/consumed power flow and to measure the required power to store in storage components such as batteries.
Simulation was performed based on the real time data collected from a weather station in Perth, Australia. The performance of the developed stochastic models was benchmarked against ARIMA and Markov chain models. Using linear programming, the amount of power required to be stored to match the future demand and supply was calculated. As shown, the low-level control of the nodes in terms of voltage and current adjustment was de-coupled from energy management. The scope of the linear programming carried out was limited by the assumption made that energy management was assigned to the higher layers of smart grid.
