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Abstract
We propose a Bayesian hierarchical Jolly-Seber model that can account for individual het-
erogeneity in departure and the dependence of arrival time on covariates. Additionally, our
model provides a semiparametric functional form for modeling capture probabilities. The
model is flexible and can be used to estimate the stopover duration and stopover population
size, which are key to stopover duration analysis. From the modeling perspective, our model
allows for individual heterogeneity in departure due to a continuous intrinsic factor that
varies with time and individual. A stochastic process is considered to model the change of
this intrinsic factor over time. Moreover, our model links extrinsic factors to capture prob-
abilities and arrival time. Consequently, our proposed model enables us to draw inference
about the impacts of the intrinsic factor on departure, and extrinsic factors on both capture
outcome and arrival time. Through the use of a semiparametric model for capture probabil-
ities, we allow the data to suggest the functional relationship between extrinsic factors and
capture probabilities rather than relying on an imposed parametric model. By using data
augmentation, we develop a well customized Markov chain Monte Carlo algorithm that is
free of tuning. We demonstrate the effectiveness of our model through a motivating example
of stopover duration analysis for mallards (Anas platyrhynchos) studied during fall migration
in Sweden.
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1 Introduction
Migration is a common phenomenon in birds, especially in areas with pronounced seasonal
variation. However, in most species, migration is not conducted as a single flight from the
breeding area to the non-breading area; rather it is broken down into shorter legs interspersed
with stopovers of variable length at suitable sites where energy spent during migration can
be replenished (e.g., see Newton, 2010, and the references therein). Mostly determined by
the time spent at stopover sites, the overall speed of migration is tightly linked to behav-
iors at stopover sites, and the distribution and quality of stopover sites impacts the success
and survival of birds during migration. A key to stopover duration analysis rests on under-
standing various species-specific stopover behaviors and how intrinsic and extrinsic factors
contribute to these behaviors. For this reason, primary objectives in stopover studies are to
estimate the timing of arrival and departure, stopover duration (i.e., the length of stay at
a stopover site), stopover population size, and to understand the impacts of intrinsic and
extrinsic factors. To accomplish these objectives, capture-recapture studies have been used
extensively over the past few decades, with a variety of models being proposed for stopover
duration analysis (e.g., see Pledger et al., 2009; King et al., 2010; Matechou, 2010, and the
references therein).
The two most commonly used capture-recapture models for stopover duration analysis
are the Cormack-Jolly-Seber (CJS) (Cormack, 1964) and Jolly-Seber (JS) models (Jolly,
1965; Seber, 1965). Among the many underlying assumptions for the CJS and JS models,
two important assumptions are: (1) every individual that is captured needs to be correctly
and uniquely marked; (2) every individual that is alive and present in the study area has an
equal likelihood of capture and survival (i.e., homogeneous capture probabilities and survival
probabilities) (Williams et al., 2002). The fundamental difference between the CJS and JS
models is that the former conditions on the first capture while the latter does not. In relation
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to stopover duration analyses, the CJS model allows estimation of survival probabilities (i.e.,
stopover retention probabilities in stopover duration analysis), based on which one can adopt
the life expectancy equation (Seber, 1982) to derive an estimator of the stopover duration
(e.g., see Morris et al., 2006). To exemplify this, Kaiser (1995), Dinsmore and Collazo (2003),
and Rice et al. (2007) demonstrate applications of the CJS model for estimating stopover
duration. Importantly, the resulting estimate of the stopover duration from the CJS model
can be biased due to the conditional nature of the model and unknown arrival time (Pledger
et al., 2009).
Unlike its CJS counterpart, in addition to estimating capture probabilities and survival
probabilities, the JS model can be used to estimate population size and entrance proba-
bilities (i.e., the probability of entering the study area right before each sampling period).
Schwarz and Arnason (1996) present a general, yet flexible, formulation of the JS model
that is advantageous in the sense that their approach explicitly incorporates the entrance
probabilities into the likelihood function. As a result, the Schwarz and Arnason (SA) for-
mulation of the JS model allows for a versatile modeling framework capable of imposing
restrictions or incorporating covariates for the entrance probabilities. Moreover, it is shown
that unbiased estimators for the entrance probabilities and their derived quantities can be
achieved in the presence of heterogeneous capture probabilities (see Schwarz, 2001, and the
references therein). Based on the SA formulation, Royle and Dorazio (2008) provide a state-
space formulation of the JS model under the Bayesian hierarchical modeling paradigm. In
this setup, data augmentation (Tanner and Wong, 1987) is considered to facilitate Bayesian
model estimation using freely available software such as WinBUGS (Lunn et al., 2000).
Building upon the SA formulation of the JS model, Pledger et al. (2009) develop a flexi-
ble stopover model under the frequentist framework to allow capture and stopover retention
probabilities to depend on an unknown time since arrival . Apart from deriving indirect
estimate of the mean stopover duration, they also consider modeling the stopover reten-
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tion curve to examine different stopover departure patterns. To extend the stopover model
by Pledger et al. (2009), Matechou et al. (2014) develop a mixture model where captured
individuals do not need to be correctly and distinctly marked. In other words, data for
such an extended model consists of counts of individuals captured in each sampling period
rather than encounter histories of uniquely marked individuals. Subsequently, Lyons et al.
(2015) develop a Bayesian stopover model that accommodates both encounter histories of
uniquely marked individuals and counts of unmarked individuals. Their model allows for the
estimation of capture and stopover retention probabilities, entrance probabilities, stopover
population size, and stopover duration. In particular, the estimator of the stopover duration
is derived from latent state variables that are introduced via data augmentation, following
Royle and Dorazio (2008). Recently, Matechou et al. (2016) develop a stopover model by
extending the JS model to allow individuals to arrive in different groups and hence their
model accounts for heterogeneity in departure due to a group effect. Additionally, to ad-
dress individual heterogeneity in arrival time due to a group effect, entrance probabilities
are modeled using a finite mixture.
Despite the usefulness of the aforementioned stopover models, many real-world applica-
tions require development of a data-specific model. As in our motivating example, there is a
need to address individual heterogeneity in migratory bird departure decisions due to a con-
tinuous intrinsic factor that varies with both time and individual. In addition, there is also
a need to link the arrival time and capture probabilities to extrinsic factors and to infer the
functional relationship between them. As a consequence, we develop a stopover model using
data augmentation under the Bayesian hierarchical state-space framework. The method-
ological contributions can be described as follows. First, our model accounts for individual
heterogeneity in departure due to a time-varying continuous individual covariate. Second,
our model allows for a data-driven functional relationship between the capture probabilities
and extrinsic factors through the use of smoothing splines, which enables us to detect a
3
nonlinear temporal trend. Furthermore, our model links the arrival time to extrinsic factors
and hence allows us to draw inference about their impacts on the time of arrival. More
importantly, we develop a well-tailored Markov chain Monte Carlo (MCMC) algorithm for
our proposed model to avoid tedious user-defined tuning.
This paper is organized as follows. Section 2 introduces the motivating data from mal-
lard monitoring study. Section 3 presents the proposed state-space model and provides two
goodness-of-fit criteria for model assessment. Section 4 describes the MCMC algorithm for
our proposed model. A simulated example is presented in Section 5, illustrating the effective-
ness of our modeling approach. Section 6 demonstrates the application of our methodology
through a stopover duration analysis for our motivating data collected by the Ottenby Bird
Observatory in Sweden. Discussion is provided in Section 7. Further details surrounding the
full conditional distributions and the MCMC sampling algorithm are provided in a Supple-
mentary Appendix.
2 The Mallard Data
The mallard (Anas platyrhynchos), is the most common and widespread dabbling duck in
the Northern hemisphere and an important model species for studies of ecological processes
(Gunnarsson et al., 2012), harvest management (Nichols et al., 2007), and epidemiology of
bird borne infections (Latorre-Margalef et al., 2009). It is a partial migrant, where southernly
populations in the distribution range tend to be resident and the northernmost obligatory
migrants, and in other populations a mix of resident and migrants (Cramp and Simmons,
1977). The mallard is a medium-sized bird with heavy wing loading where migration is
energetically costly. From ringing and telemetry studies it is clear that migratory mallards
break up their journey into shorter flights and spend a large proportion of their migration
time at stopover sites, replenishing resources and preparing for the next leg of migration
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(Gunnarsson et al., 2012). Thus, stopover sites have a key role for successful migration
and survival of mallards, and a priority for sustainable mallard management is to better
characterize the ecology of birds at stopover. This includes assessing the timing of migration
and densities of birds at specific stopover sites and to what extent intrinsic and extrinsic
factors (e.g., body condition and weather) affect stopover behaviors.
In birds, fat is the main fuel for migration and it remains to be known how mallards adjust
their stopover behavior and departure according to their refueling rates at the stopover site
and their current body condition in terms of fat loads (Berthold, 2001). In addition, weather
is known to be linked with bird migration during departure but also aloft. In general, birds
prefer initiating a flight when winds provide flight assistance, i.e., tailwinds, and under other
conditions favorable for flying, such as under low rainfalls (Berthold, 2001). Furthermore,
understanding how and when mallards use stopover sites is a key step in forecasting avian
influenza dynamics at these sites (Gunnarsson et al., 2012).
Despite their importance in research, a lot remains to be determined in regards to mallard
migration ecology, especially during the less well-studied stopover periods. Key objectives for
monitoring studies of mallards—and indeed for other migratory birds more generally—are
to understand stopover retention probabilities, stopover duration, total stopover population
size (i.e., the total number of individuals present) at specific sites, and the effects of intrinsic
and extrinsic factors on migratory decisions and stopover behaviors. Here we use long-term
capture series of mallards carried out at Ottenby Bird Observatory on the Swedish island
of O¨land in the Baltic Sea (56◦12′N, 16◦24′E) (see Figure 1). This scheme started in 2002,
and originally aimed for monitoring presence of influenza A virus in birds, but the data of
banded individuals over time is also very suitable for addressing stopover ecology questions.
The southernmost part of this island is an attractive stopover site for mallards within the
Northwest European flyway, offering habitats for both roosting and foraging (Bengtsson
et al., 2014). Mallards that utilize our study site—Ottenby—mainly originate from mainland
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Sweden, Estonia, Finland, and Russia (Gunnarsson et al., 2012). After leaving O¨land, these
mallards migrate to wintering areas in Northwestern Europe, predominantly in southern
Denmark, northern Germany, and the Netherlands (Gunnarsson et al., 2012).
To collect data, Ottenby Bird Observatory used a stationary trap at the study site to
catch mallards for ringing and epidemiological studies. In particular, mallards were attracted
by bait grain and by the presence of a few (normally around 10) domestic ducks kept in a
compartment of the trap. Traps were inspected daily during the field seasons and any wild
duck captured was ringed and measured for structural size (i.e., the distance from the tip
of the bill to the back of the head) and body mass, and subsequently released. This data
collection process, over the course of a stopover season, results in the capture-recapture data.
The data available for analysis was collected from 2004-2011, during the autumn migration
season, which begins on August 1st and ends on December 16th of each year.
Motivated by the mallard data at hand, our primary goal is to develop a model that
accomplishes three important research objectives. The first objective is to determine whether
there is individual heterogeneity in mallards’ departure due to the intrinsic factor—body
condition (i.e., body mass corrected by the structural size). The second objective is to
estimate stopover duration, daily stopover population sizes, and total stopover population
size, as well as to detect whether there is a temporal trend for daily stopover population sizes.
The third objective is to understand how extrinsic factors such as wind and temperature
relate to the timing of arrival and departure for mallards at our study site.
3 Methodology
3.1 Parameters and Notation
Consider a capture-recapture experiment with T sampling occasions at distinct times
t1, t2, . . . , tT studying a population P regarding a particular species of interest. Further,
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we assume the population size for population P during the study is N , an unknown param-
eter that needs to be estimated. For k = 1, 2, . . . , T − 1, let δk = tk+1 − tk denote the time
interval between two consecutive sampling occasions k and k+ 1. Without loss of generality,
we assume t1 < t2 < · · · < tT ; i.e., δk > 0 for k = 1, 2, . . . , T − 1. In addition, let n be
the total number of individuals that are caught during the study. For each individual being
caught, denote yi = (yi,1, yi,2, . . . , yi,T ) as the corresponding capture history, where yi,t is
a binary variable indicating if individual i is caught at occasion t for i = 1, 2, . . . , n and
t = 1, 2, . . . , T ; that is, yi,t = 1 if individual i is caught at occasion t and 0 otherwise. Upon
the capture of each individual animal, measurements on a set of individual covariates are
taken and recorded.
Motivated by the mallard data, we consider the single covariate case and allow the indi-
vidual covariate Xi,t to be continuous and time-varying. In the current context, we emphasize
that the values of such a covariate for an individual are observable only when the individual
is captured. As a result, we need to model the evolution of the time-varying continuous
individual covariate.
3.2 Modeling Continuous Covariates
Let X(t) be a continuous variable at time t ∈ T = [0, T ]. We assume that X(t) follows an
Ornstein-Uhlenbeck (OU) process; i.e., X(t) satisfies a stochastic differential equation of the
form
dX(t) = τ(α−X(t))dt+ σdW (t), (1)
where σ > 0 controls the noise variance, τ > 0 describes the rate of mean reversion,
α is the long-term (or asymptotic) mean, and W (t) is a standard Wiener process on
t ∈ T . It is straightforward to see that by setting σ = 0, (1) reduces to the von Berta-
lanffy growth equation (von Bertalanffy, 1938). The use of the OU process in the cur-
7
rent context is advantageous. The extra random noise term in the OU process provides
increased flexibility, accounting for random noise resulting from several factors, e.g., mea-
surement error and/or random variation due to changes in the environmental conditions
(Filipe et al., 2010). For t ∈ T and denote Xt = X(t), the OU process is stationary
(i.e., (Xt1 , Xt2 , . . . , Xts) and (Xt1+h, Xt2+h, . . . , Xts+h) are identically distributed), Marko-
vian (i.e., P (Xts ≤ x|Xt1 , Xt2 , . . . , Xts−1) = P (Xts ≤ x|Xts−1)), and (Xt1 , Xt2 , . . . , Xts) fol-
lows a multivariate Gaussian distribution (see Finch, 2004, and the references therein) for
t1 < t2 < · · · < ts and h > 0.
The two moments of the OU process are: E(Xt) = α and Cov(Xt, Xs) = σ
2/(2τ) exp{−τ |s−
t|}. For tk−1 < tk, it follows that the transition distribution takes the following form
X(tk)|α, τ, σ2, X(tk−1) = xk−1 ∼ N
(
µ(xk−1, τ, δk−1, α), V (σ2, τ, δk−1)
)
where
µ(xk−1, τ, δk−1, α) = exp(−τδk−1)xk−1 + {1− exp(−τδk−1)}α
V (σ2, τ, δk−1) =
σ2 {1− exp(−2τδk−1)}
2τ
,
(see Filipe et al., 2010, and the references therein). Compared with the diffusion process
used by Bonner and Schwarz (2006, 2009) and Schofield and Barker (2011), the OU process
we consider provides estimates for the rate parameter τ and long-term mean α.
For i ∈ P and t = 1, 2, . . . , T , the time-varying continuous individual covariate Xi,t
is assumed to satisfy the OU process defined by (1). Hence, at discrete sampling times
t = 2, . . . , T , the conditional distribution for Xi,t takes the following form
Xi,t|α, τ, σ2, Xi,t−1 = xi,t−1 ∼ N
(
µ(xi,t−1, τ, δt−1, α), V (σ2, τ, δt−1)
)
,
where xi,t is the realization of Xi,t and Xi,1
iid∼ N(x0, σ20).
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3.3 Semiparametric Jolly-Seber Model with Individual Hetero-
geneity
The JS model we propose is formulated under the state-space framework. In particular, our
proposed model is characterized by a state model, observation model, and parameter model.
The state model describes the states of an individual over time, whereas the observation
model describes the capture outcome of an individual over time. Throughout this article, we
use the term “state” to describe two statuses of an individual in the population, which are
either alive and present in the study area (denoted by 1) or not having entered the population
or death (denoted by 0). The parameter model describes how certain model parameters are
linked to the intrinsic and extrinsic factors.
Let zi = (zi,1, zi,2, . . . , ziT ) where zi,t is a binary latent variable to indicate the state
of individual i at time t for 1 ≤ i ≤ N and 1 ≤ t ≤ T . Note that the dimension of
z = {z1, z2, . . . ,zN} varies with N , a parameter that is unknown. Consequently, the num-
ber of parameters is not fixed in each iteration of MCMC, which will cause some compu-
tational disadvantages. To maintain a constant number of parameters, a data augmenta-
tion technique is often utilized (e.g., see Royle and Dorazio, 2008). For our model, the
data augmentation technique involves two steps. The first step is to introduce a param-
eter M > N , and augment the observed data configuration yobs = {y1,y2, . . . ,yn} by
yaug = {yn+1,yn+2, . . . ,yN , . . . ,yM}, where yi = 0 for i = n+ 1, n+ 2, . . . ,M . Second, for
i = 1, 2, . . . ,M , we associate a binary membership indicator wi with each of M individuals;
i.e., wi
iid∼ Bernoulli(Ψ). In other words, wi = 1 if individual i is a member of P and 0
otherwise.
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3.3.1 State Model
Following Royle and Dorazio (2008), the state model can be defined by
zi,1|wi, pic1 ∼ Bernoulli(wipic1), (2)
zi,t+1|zi,t, φi,t, wi, pict+1 ∼ Bernoulli(φi,tzi,t + wipict+1Ri,t), (3)
where Ri,t =
∏t
s=1 1(zi,s = 0) indicates whether an individual i can enter the population
right after time t for i = 1, 2, . . . ,M and t = 1, 2, . . . , T − 1. In addition, 1(z = a) is the
indicator function that takes value 1 if z = a and 0 otherwise. For t = 1, 2, . . . , T − 1, φi,t
refers to survival probability (or stopover retention probability in a stopover model), i.e.,
the probability that an individual i of P will remain in the study area at time t + 1 given
its presence in the study area at time t. Moreover, pict denotes the conditional entrance
probability at time t given that an individual has not entered the study area, that is,
pict+1 =
βt∑T−1
j=t βj
,
for t = 0, 1, . . . , T −1 and βt denotes the proportion of P that enters the study area between
time t and t+ 1. By definition, it follows that
∑T
t=1 βt−1 = 1.
The interpretation of the state model described in (2) and (3) is straightforward. First,
(2) indicates that individual i is subject to entrance with probability pic1 at time t = 1 only
if it is a member of P (i.e., wi = 1). In (3), we see that if individual i has not entered the
study area right before time t + 1 (i.e., Ri,t = 1), it is subject to entrance with probability
pict+1 given it is a member of P . Second, if individual i has already entered and is present in
the study area at time t, it will remain in the study area at time t+ 1 with probability φi,t.
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3.3.2 Observation Model
We proceed with the observation model. For 1 ≤ t ≤ T , denote pt as the capture probability
at time t. The observation model is given by
yi,t|wi, zi,t, pt ∼ Bernoulli(wizi,tpt), (4)
for i = 1, 2, . . . ,M . According to (4), we are solely interested in the capture outcome for
individuals that are members of P (i.e., for any i = 1, 2, . . . ,M such that wi = 1). Moreover,
for individual i that is captured at least once during the study (i.e., yi 6= 0), it is clear that
wi = 1 is implied. In addition, individual i is subject to capture at time t only if it has
entered and still remains in the study area (i.e., zi,t = 1).
An important feature of building the JS model from the “individual” up is that it enables
us to estimate certain quantities that are important in stopover duration analysis fairly easily.
For example, the total stopover population size, N , can be estimated as N =
∑M
i=1 wi. The
stopover population size at time t, Nt, can be estimated as Nt =
∑M
i=1wizi,t. Moreover, we
can estimate the mean stopover duration averaged over all captured individuals as (Lyons
et al., 2015)
S =
∑n
i=1
∑T
t=1 zi,t
n
.
The number of individuals alive at both times t1 and t2, say Nt1,t2 , can be calculated as
Nt1,t2 =
∑M
i=1 zi,t1zi,t2wi.
3.3.3 Parameter Model
The parameter model links capture, departure, and entrance parameters with various types
of covariates. We consider a semiparametric model for the capture probabilities. The depar-
ture probabilities are linked to a time-varying continuous individual covariate to account for
individual heterogeneity. Additionally, we consider a model that links the entrance proba-
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bilities to time dependent covariates to infer the impacts of these covariates on the timing
of arrival.
Starting with capture probabilities pt, we consider a semiparametric model of the form
logit(pt) = g
′
tζ +
K∑
k=1
uk|ot − κk|3, (5)
where logit(r) = log{r/(1 − r)} and K is the number of knot points. Here gt =
(g1t, g2t, . . . , gQt)
′ is a Q × 1 vector consists of values for covariates g1, g2, . . . , gQ at time
t; and ζ = (ζ1, ζ2, . . . , ζQ)
′ denotes a Q × 1 vector of regression coefficients. Moreover, it
is assumed that u = (u1, u2, . . . , uK)
′ ∼ N(0, σ2uΩ−1) where Ω is a matrix whose (k, l)th
entry is |κk − κl|3 for 1 ≤ k, l ≤ K. Following Ruppert et al. (2003), the fixed knot
κk is chosen to be sample quantile of the ot’s corresponding to probability k/(K + 1) for
k = 1, 2, . . . , K where K = max
{
20,min
(
150, T
4
)}
. Let ZK be the matrix with tth row
ZKt = (|ot − κ1|3, |ot − κ2|3, . . . , |ot − κK |3), (5) can be reparameterized as
logit(pt) = g
′
tζ +Ztb, (6)
where b = Ω
1
2u and Zt is the tth row of the matrix Z = ZKΩ
1
2 . Due to this reparameteri-
zation, it holds that b ∼ N(0, σ2uIK) where IK is a K ×K identity matrix.
From a modeling perspective, the parametric part of (6) posits a linear relationship
between covariates g1, g2, . . . , gQ and the logit of pt. In comparison, the nonparametric part
of (6) allows for a greater flexibility in the sense that the shape of the functional relationship
between the covariate o and the logit of pt is determined by the data instead of assuming
a particular parametric form a priori. For the nonparametric part of the model in (6), we
consider low-rank thin-plate splines due to their appealing numerical properties in Bayesian
computation. That is, the parameters associated with low-rank thin-plate splines tend to be
less correlated than parameters associated with other basis functions, which leads to better
mixing of the MCMC chains in Bayesian analysis (Crainiceanu et al., 2005).
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Define di,t = 1 − φi,t as the departure probability of individual i ∈ P at time t for
t = 1, 2, . . . , T − 1. Strictly speaking, departures can arise from three outcomes—start of
a migratory flight, relocation to another habitat that is not covered by traps, and death.
When the sampling period is relatively short, as it is the case in our motivating mallard
example, death between two consecutive sampling periods is almost negligible. As a result,
the term departure primarily refers to start of another migratory flight or relocation to
another habitat. We link di,t to an intrinsic factor X as follows
logit(di,t) = x
′
i,tθ = θ0 + θ1xi,t. (7)
Here the realization of a time-varying continuous individual covariate (i.e., {xi,t}) accounts
for individual heterogeneity in departure. As previously mentioned, the inclusion of a time-
varying continuous individual covariate raises some computational concerns. First, for an
individual i that is not captured at time t, the value of xi,t is not observable. Further, for
individuals that are never captured during the study, we do not observe any values for xi,t.
Accordingly, the implementation of the JS model we propose requires us to establish a model
for the covariate such that missing values can be “imputed” by conditioning on the observed
data. To achieve this goal, we assume Xi,t follows the OU process discussed in Section 3.2.
For entrance probabilities, we consider the following model
log
(
βt
βT−1
)
= Λ′tγ, (8)
where Λt = (Λ1t,Λ2t, . . . ,ΛPt)
′ denotes a P × 1 vector consists of the values of covariates
Λ1,Λ2, . . . ,ΛP at time t + 1 for t = 0, 1, . . . , T − 2. Furthermore, γ = (γ1, γ2, . . . , γP )′ is a
P × 1 vector of regression coefficients. Due to the implied restriction ∑Tt=1 βt−1 = 1, (8) is
equivalent to the following
βt =

exp
(
Λ′tγ
)
1+
∑T−2
j=0 exp
(
Λ′jγ
) if t = 0, 1, . . . , T − 2
1
1+
∑T−2
j=0 exp
(
Λ′jγ
) if t = T − 1.
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3.4 Priors and Posteriors
To complete the specification of our model, we need to assign prior distributions for the model
parameters and derive the full conditional distributions. Denote w = {wi : i = 1, 2, . . . ,M},
the set of parameters in the model we propose is Θ = {ζ, b,θ,γ,Ψ,w, z, x0, σ20, α, τ, σ2, σ2u}.
Denote IG(A,B) as the inverse gamma distribution with shape parameter A and scale
parameter B, we assign prior distributions as follows: ζ ∼ N(µζ ,Σζ); b ∼ N(0, σ2b IK);
θ ∼ N(µθ,Σθ); γ ∼ N(µγ,Σγ); wi iid∼ Bernoulli(Ψ) for i = 1, 2, . . . ,M ; Ψ ∼ Beta(aΨ, bΨ);
x0 ∼ N(µ0, σ2x0); σ20 ∼ IG(qσ0 , rσ0); α ∼ N(µα, σ2α); τ ∼ Unif(qτ , rτ ); σ2 ∼ IG(qσ, rσ); and
σ2u ∼ IG(qu, ru). In our implementation, we choose vague priors that are noninformative
relative to the scale of data.
Let Y = yobs ∪ yaug denote the observed capture history. Assuming conditional inde-
pendence, the joint posterior distributions of the model parameters [Θ|Y] can be derived
as
[Θ|Y] ∝
{
M∏
i=1
(
T−1∏
t=1
[zi,t+1|zi,t, wi,γ, xi,t,θ][xi,t+1|xi,t, α, τ, σ2]
)
[zi,1|wi,γ][xi,1|x0, σ20]
×
(
T∏
t=1
[yi,t|zi,t, wi, ζ, b]
)
[wi|Ψ]
}
[θ][τ ][α][σ2][x0][σ
2
0][γ][b|σ2u][Ψ][σ2u].
3.5 Model Assessment
An extremely important aspect of Bayesian modeling is to evaluate goodness-of-fit for the
model being considered. In the context of capture-recapture models, the Bayesian p-value
is often considered (e.g., see King et al., 2010, and the references therein). Roughly speak-
ing, the Bayesian p-value is a posterior probability that measures the similarity between
the data generated from the posterior predictive distribution under a specified model and
the observed data. To calculate the Bayesian p-value, we first define a discrepancy func-
tion h(D,Θ), where D and Θ denote the data and the parameters for the model being
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considered, respectively. Then, we calculate the value of the discrepancy function for both
the observed data D? and the simulated data D′, which is generated conditioning on the
posterior distribution of model parameters. Finally, the Bayesian p-value is defined as the
percentage of times that values of the discrepancy function for D? exceeds those of the dis-
crepancy function for D′. Mathematically, the definition of the Bayesian p-value, Pb, can
be formulated as Pb = p(h(D
?,Θ) > h(D′,Θ)|D?). As a rule of thumb, a Bayesian p-value
close to 0 or 1 indicates that the model being considered does not provide a good fit to the
data and that there is inconsistence between the model and data (see Chapter 6 in Gelman,
2003).
For the model we propose, goodness-of-fit requires the assessment of two components. On
the oned hand, we need to assess the goodness-of-fit for the overall JS model to the data. On
the other hand, we need to evaluate the use of the OU process regarding modeling the time-
varying continuous individual covariate. Consequently, it suffices to calculate the Bayesian
p-values P JSb for the JS model and P
OU
b for modeling the individual covariate using the OU
process. Among many choices of the discrepancy function (e.g., see Brooks et al., 2000), we
used the complete log-likelihood function for P JSb ; i.e., h
JS(D,Θ) = `(Y, z|Θ−z ,D), where
`(Y, z|Θ,D) is the complete log-likelihood function of Y, z given all model parameters
excluding z (i.e., Θ−z) and the data D. Different from Bonner and Schwarz (2009), for
POUb , we compare the observed and expected value of the individual covariate for each
capture rather than recapture and consider the discrepancy function to be
hOU(D,Θ) =
1
nc
∑
i∈P
∑
t:yi,t=1
{
xi,t − E(xi,t|xi,t−1)
σ(xi,t|xi,t−1)
}2
,
where nc =
∑
i∈P
∑T
t=1 yi,t is the total number of captures over T sampling occasions and
σ(xi,t|xi,t−1) denotes the standard deviation for the distribution of xi,t|xi,t−1.
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4 MCMC Algorithm
We describe our customized MCMC sampling algorithms for z, ζ, b, and w. For the rest of
model parameters, the details are provided in the Supplementary Appendix.
4.1 Sampling z
We now discuss how to update the latent variables z. For i = 1, 2, . . . ,M , we first define
three sets as follows:
S1 = {i : wi = 0}
S2 = {i : yi 6= 0}
S3 = {i : yi = 0, wi = 1}.
The update of zi will depend on which category an individual i falls into. For example,
if an individual i is not a member of P , i.e., i ∈ S1, we always fix zi = 0. Second, for
an individual i ∈ S2, it is captured at least once during the T sampling occasions. As a
consequence, yi,t = 1 would necessarily imply zi,t = 1 for i ∈ S2, since an individual needs
to be alive and present in the study area in order to be available for capture. In this case,
the simulation of zi depends on the structure of yi. Consider a capture history of the form
yi = 00010100 (9)
with T = 8. It is clear that the corresponding latent states zi takes the form of zi = · · ·111 · ·,
where · denotes missing states to be simulated.
We start with the updating scheme of zi for i ∈ S2. To simplify notation, we denote fi
and li as the first and last times that an individual i is captured. We adopt a block updating
scheme similar to Dupuis and Schwarz (2007). Specifically, let B1(i) be the Type I block that
consists of state variables corresponding to sample times up to fi. Further, denote B2(i) as
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the Type II block that consists of state variables corresponding to sampling occasions after
li. For example, for the capture history in (9), we have B1(i) = {zi,1, zi,2, zi,3, zi,4} and
B2(i) = {zi,7, zi,8}. Before we proceed with the simulation for Type I and Type II blocks,
we need to introduce some further notation. Let λi,t denote the probability that individual
i enters the population, is still alive, and is not seen before time t, the following recursive
relationship holds
λi,t+1 = βt + λi,t(1− pt)φi,t
for t = 1, 2, . . . , T − 1 and λi,1 = β0. Consequently, for Type I block B1(i), we can update
B1(i) = (zi,1, . . . , zi,fi) according to B1(i) ∼ Multinomial(1, ξi) where ξi = (ξi,1, ξi,2, . . . , ξi,fi)
and
ξi,t =
βt−1
∏fi−1
s=t (1− ps)φi,s
λi,fi
for t = 1, 2, . . . , fi.
Next, we discuss the simulation for latent state variables in the Type II block. Let vi,t
denote the probability that an individual i of P leaves the study area after time t, we can
then obtain vi,t using the recursion
vi,t = 1− φi,t + φi,t(1− pt+1)vi,t+1
for t = T − 1, T − 2, . . . , 1 and vi,T = 1. Accordingly, for t = li + 1, . . . , T , we can update
zi,t ∈ B2(i) by first simulating ηi,t from
ηi,t ∼ Bernoulli
(
1− φi,t−1
vi,t−1
)
and then update zi,t according to
zi,t =
1 if zi,t−1 = 1 and ηi,t = 00 otherwise.
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Lastly, we address the simulation of latent state variables zi for an individual i of P that
is never captured during the entire study (i.e., i ∈ S3). To achieve this goal, let %i denote
the probability that individual i of P is never captured. We can derive the following
%i = 1−
T∑
t=1
λi,tpt. (10)
To perform Type I block simulation, we first determine the time that individual i of P first
enters the population according to zi ∼ Multinomial(1, ιi) with ιi = (ιi,1, ιi,2, . . . , ιi,T ) and
ιi,t =
βt−1(1− pt)vi,t
%i
for t = 1, 2, . . . , T . After determining the time of entrance into the population, we need to
perform Type II block simulation to ascertain the status of individual i after its entrance.
For the sake of brevity, the details are omitted here due to its similarity with the Type II
block simulation for i ∈ S2 in the previous discussion.
4.2 Sampling ζ and b
Denote Ut =
∑n
i=1 yi,t, the joint conditional distribution of (ζ, b) takes the form of
[ζ, b|·] ∝
{
T∏
t=1
exp (Ut(g
′
tζ +Ztb))
(1 + exp(g′tζ +Ztb))
Nt
}
exp
(
−(ζ − µζ)
′Σ−1ζ (ζ − µζ)
2
)
exp
(
− b
′b
2σ2u
)
,
(11)
which is not of standard form. To avoid tuning, we take advantage of the following results
(Polson et al., 2013)
(eψ)A
(1 + eψ)B
= 2−Be(A−
B
2
)ψ
∫ ∞
0
e−
ωψ2
2 PG(ω|B, 0)dω. (12)
Here PG(ω|C,D) denotes a Po´lya–Gamma distribution with parameters C > 0 and D ∈ R
and the corresponding probability density function being (Polson et al., 2013):
PG(ω|C,D) =
exp
(
−D2ω
2
)
PG(ω|C, 0)
Eω
{
exp
(−D2ω
2
)} .
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Combining (11) and (12) yields ζ|· ∼ N(µ˜ζ , Σ˜ζ) with
Σ˜ζ =
(
G′DqG + Σ−1ζ
)−1
µ˜ζ = Σ˜ζ
(
G′(κu,N −DqZb) + Σ−1ζ µζ
)
,
where Dq = diag(q1, q2, . . . , qT ) and κu,N =
(
U1 − 12N1, U2 − 12N2, . . . , UT − 12NT
)′
. More-
over, qt|· ∼ PG(Nt, g′tζ +Ztb) for t = 1, 2, . . . , T . Regarding the conditional distribution of
b, we have b|· ∼ N(µ˜b, Σ˜b) with
Σ˜b =
(
Z′DqZ +
1
σ2u
IK
)−1
µ˜b = Σ˜b {Z′ (κu,N −DqGζ)} ,
where G is a T × Q matrix whose tth row consists of g′t. Advantageously, by introducing
another layer of data augmentation using Po´lya–Gamma distribution random variates, the
full conditional distributions for ζ and b have a standard form.
4.3 Sampling w
We describe the sampling algorithm for membership indicator wi, i = 1, 2, . . . ,M . For
individuals i ∈ S2, it is straightforward to see that wi = 1, i.e., P(wi = 1|yi 6= 0) = 1.
In other words, for individuals that are captured at least once during the study, they are
members of P . For an individual i that is never captured, i.e., i ∈ S3, we can apply Bayes
rule to arrive at:
i = P(wi = 1|yi = 0) =
Ψρi
Ψρi + (1−Ψ)
and hence, we can sample wi according to wi|· ∼ Bernoulli(i).
5 Simulated Example
To evaluate the performance of our proposed model, we consider a simulated example where
the exact model specification is chosen for illustration. For this simulation, we set N = 8, 000
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and T = 77. For the parameters specific to the OU process, we set x0 = −0.64, σ20 = 1.37,
α = 0.20, τ = 0.19, σ2 = 0.36, and δk ≡ 1.0 (for k = 1, 2, . . . , T − 1). In terms of the model
for departure probability di,t, we consider
logit(di,t) = θ0 + θ1xi,t,
where i = 1, 2, . . . , N , t = 1, 2, . . . , T , and θ = (θ0, θ1)
′ = (−1.8, 0.3)′. In addition, xi,t is the
realization of a time-varying continuous individual covariate satisfying the OU process with
the aforementioned parameter specification.
For the model associated with the capture probabilities pt, we consider
logit(pt) = g
′
tζ +Ztb,
where gt = (g1t, g2t, g3t)
′ for t = 1, 2, . . . , T ; and g1, g2, and g3 are three time dependent
covariates. These three covariates are simulated according to g1t, g2t, g3t
iid∼ N(0, 1) for t =
1, 2, . . . , T . For the regression coefficients ζ = (ζ1, ζ2, ζ3)
′, we consider ζ = (1.0,−0.9, 0.6)′.
In addition, Zt is the tth row of matrix Z = ZKΩ
− 1
2
K . Here ZK is the matrix with tth row
ZKt = (|ot − κ1|3, |ot − κ2|3, . . . , |ot − κK |3)′ for ot = tT and t = 1, 2, . . . , T ; and ΩK is a
K×K matrix whose (k, l)th entry is |κk−κl|3 for 1 ≤ k, l ≤ K. Moreover, the kth fixed knot
κk is chosen as the sample quantile of {o1, o2, . . . , oT} corresponding to probability kK+1 for
k = 1, 2, . . . , K. This particular simulation setup for capture probabilities ensures that the
resulting encounter history is neither too dense or too sparse. We chose the number of knots
according to K = max
{
20,min
(
150, T
4
)}
, which yields K = 20. For b = (b1, b2, . . . , bK)
′,
we choose bk
iid∼ N(0, σ2u) with σ2u = 0.25 for k = 1, 2, . . . , K.
In terms of entrance probabilities βt−1, we consider the model
log
(
βt−1
βT−1
)
= Λ′tγ,
where Λt = (Λ1t,Λ2t,Λ3t)
′ for t = 1, 2, . . . , T−1; and Λ1, Λ2, and Λ3 are three time dependent
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covariates. These three covariates are simulated according to Λ1t,Λ2t,Λ3t
iid∼ N(0, 1) for t =
1, 2, . . . , T . For the regression coefficients γ = (γ1, γ2, γ3)
′, we consider γ = (1.2,−0.8, 0.6)′.
In terms of the prior specification, we set M = 12, 000 and aΨ = bΨ = 1.0. For regres-
sion coefficients θ, ζ, and γ, the prior distributions are given by: θ ∼ N(0, 100I2), ζ ∼
N(0, 100I3), and γ ∼ N(0, 100I3). For variance parameter σ2u, we consider σ2u ∼ IG(qu, ru)
with qu = 2.1 and ru = 1.1. For parameters related to the OU process, we consider the prior
specification as: x0 ∼ N(µ0, σ20) where µ0 is the sample mean of observed values of xit based
on captured individuals; σ20 ∼ IG(qσ0 , rσ0) with qσ0 = 2.1 and rσ0 = 1.1; α ∼ N(µα, σ2α) with
µα = 5 and σ
2
α = 100; τ ∼ Unif(qτ , rτ ) with qτ = .01 and rτ = 5.0; σ2 ∼ IG(qσ, rσ) with
qσ = 2.1 and rσ = 1.1. Our prior specification reflects vague prior distributions relative to
scale of the simulated data.
For the MCMC implementation, we run three chains in parallel each with a total of
150,000 iterations. For each Markov chain, we discard the first 100,000 iterations as burn-in
and draw inference based on every fifth remaining samples. The convergence of the Markov
chain to the stationary distribution is assessed via both trace plots of the sample chains and
Gelman and Rubin’s diagnostic (Brooks and Gelman, 1998). In this case, visual inspection
of the trace plots do not suggest lack of convergence for any model parameters. Moreover,
the R̂ for all model parameters are less than 1.02.
Table 1 provides posterior summary statistics for selected model parameters along with
the corresponding true values. It can be seen that the 95% credible intervals (CIs) cover
the true values in all cases. In particular, for mean stopover duration S and total stopover
population size N , we can see from Table 1 that their true values are recovered. For bk,
capture probabilities pt, and entrance probabilities βt−1, Figure 2 graphically presents their
95% CIs along with the corresponding true values, from which we can conclude that all true
values are recovered.
For goodness-of-fit assessment, the Bayesian p-value for the JS model and the OU process
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is 0.35 and 0.46, respectively. Hence, these p-values do not suggest any lack-of-fit for either
the JS model or the use of OU process. To summarize, this simulation suggests that we are
able to correctly estimate parameters in the proposed model.
6 Stopover Duration Analysis for Mallard
We apply the model we propose to the stopover duration analysis for mallard, Anas
platyrhynchos. The mallard data was collected daily between August 1st and December
16th each year from 2004 to 2011. For illustration purpose, we only consider the mallard
data collected in 2011. Moreover, we restrict our attention to the data collected between
October 1st and December 16th since the number of daily captures prior to October is fairly
low. For the data we consider, there are 686 individual mallards caught over T = 77 days in
2011. Each day when a mallard was captured, measurements on body mass and structural
size were taken, based on which body condition is calculated (as the ratio of body mass to
structural size). Mallards have a determined growth, and once fully grown the structural
size can be assumed to remain constant over time.
We consider the model for capture probabilities as
logit(pt) = Λ
′
tζ +Ztb, (13)
for t = 1, 2, . . . , T . Here Λt = (PC1t,PC2t,PC3t)
′ and PC1t, PC2t, and PC3t are weather
related covariates at day t derived from the first three principal components (PCs) of the
principal component analysis (PCA) conducted on five weather measures—wind direction,
wind speed, atmospheric pressure, temperature, and rainfall. According to the PCA, three
PCs explain about 80.4% of the total variance. The first PC mainly reflects the dominant
wind component (along the WSW-ENE axis) with negative values indicate strong WSW
wind component whereas positive values indicate strong ENE wind component. The second
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PC reflects variation in rainfall with positive values indicate high atmospheric pressures
associated with low precipitation. The third PC reflects the orthogonal wind component
(along the NNW-SSE axis) and temperature deviation with positive values indicate strong
NNW winds associated with temperatures below the seasonal norms, whereas negative values
indicate strong SSE winds associated with temperatures higher than the seasonal norms. In
addition, Zt is the tth row of matrix Z = ZKΩ
− 1
2
K . Here ZK is the matrix with tth row
ZKt = (|t− κ1|3, |t− κ2|3, . . . , |t− κK |3)′; and ΩK is a K ×K matrix whose (k, l)th entry is
|κk− κl|3 for 1 ≤ k, l ≤ K. Moreover, the kth fixed knot κk is chosen as the sample quantile
of {1, 2, . . . , T} corresponding to probability k
K+1
for k = 1, 2, . . . , K. The number of knots
is chosen according to K = max
{
20,min
(
150, T
4
)}
= 20.
For departure and entrance probabilities, we consider two models as
logit(di,t) = θ0 + θ1Bcondi,t,
log
(
βt−1
βT−1
)
= Λ′tγ,
where Bcondi,t denotes the body condition for individual i at day t for t = 1, 2, . . . , T − 1.
Since body condition varies with both individual and time, its change over time is modeled
via the OU process discussed in Section 3.2.
For the MCMC implementation, we set M = 2000. In terms of prior distributions, we
used the same specification as in Section 5. We run three chains in parallel each with a
total of 150,000 iterations. We discard the first 100,000 iterations as burn-in and summarize
the posterior summary statistics based on every fifth remaining samples. To assess the
convergence of the Markov chain to the stationary distribution, both trace plots of the sample
chains and Gelman and Rubin’s diagnostic are examined. In this case, visual inspection of
the trace plots do not suggest lack of convergence for any model parameters. Moreover, the
R̂ for all model parameters are less than 1.05.
For the purpose of interpretation, we conclude that a parameter is significant if its 95%
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CIs do not cover 0. Table 2 provides posterior summary statistics for model parameters.
According to Table 2, the posterior mean of coefficients ζ1 and ζ2 corresponding to the first
two PCs are negative, which is opposite to that of the coefficient ζ3 for the third principal
component. However, neither of these three coefficients are significant since their 95% CIs
all cover 0. For entrance probabilities, it is found that the third principal component has
a significant negative effect on the timing of arrival for mallards because the 95% CIs are
entirely negative. This means that entrance probability increased when winds from SSE
increases and temperatures exceeds the seasonal norms. As winds from SSE are opposite
to tailwinds for mallard, mallard could choose to stop when winds do not provide flight
assistance anymore, which would likely prevent them from skipping the stopover. For the
total stopover population size, N , the result suggests that there were about 787 mallards
that used our study area as a stopover site between October 1st and December 16th in
2011, with the corresponding 95% CIs being [715,854]. For average stopover duration, S,
the result suggests that, on average, mallards spent 11.4 days at our study site before flying
to wintering areas, with the corresponding 95% CIs of S being [11.21,11.59].
Since the 95% CIs of θ1 in Table 2 are entirely negative, we conclude that there is a
significant negative impact of body condition on departure probabilities. This result lends
support to the necessity of incorporating body condition into the model for departure prob-
abilities to account for individual heterogeneity in mallards’ departure. In terms of impact
of body condition on mallard departure decisions, our results suggest that birds have a high
propensity to depart the stopover site when their body condition decreases. This result is
somehow opposite to what is expected during stopover, whereby birds refuel fat stores (and
increase body condition) in preparation for the next flight (Berthold, 2001). One potential
implication of such a finding could be that mallards experience poor refueling opportunities
at our stopover site, e.g., due to insufficient food supply, or competition, forcing them to
leave the site soon in searh for better refueling places (e.g., see Schaub et al., 2008). Because
24
changes in body condition are primarily due to changes in body mass, our result suggests
that a mallard is more likely to leave our study site when its body mass decreases. Our
finding surrounding the departure behaviors of mallards corroborates similar findings for
migratory birds; e.g., see Kuenzi et al. (1991) and Yong and Moore (1993).
Figure 3 provides pointwise posterior summary statistics for pt, the nonparametric part
Ztb in (13), and bk. According to Figure 3, we can conclude that the nonparametric part
of our model for the capture probability (13) is needed because the 95% CIs for b5, b11, b12,
b14, b18, b19, and b20 exclude 0. Moreover, we note that both pt and Ztb demonstrate the
same nonlinear trend with respect to time, indicating that capture probability is dominated
by the the nonparametric part Ztb. This is expected since three weather covariates in (13)
are found to be insignificant according to Table 2.
For the daily stopover population size, Nt, the corresponding pointwise posterior sum-
mary statistics are given in Figure 4. From this figure, we can see that the daily stopover
population sizes in October exhibit an overall upward trend. This upward trend in Nt is
repeated starting around mid-November to the very end of November, when daily stopover
population sizes were peaked. Starting in December, there is an overall downward trend in
Nt, suggesting that daily stopover population sizes decrease, which is due to the departure
of mallards to wintering areas at this time of the season.
Lastly, to assess goodness-of-fit of our proposed model, we compute the Bayesian p-values
for both the JS model to the mallard data and for the modeling of body condition via the
OU process. Using the complete log-likelihood function as the discrepancy function, the
Bayesian p-value for the JS model is 0.39. In addition, the Bayesian p-value for the OU
process is 0.61. Hence, these p-values do not suggest any lack of fit for either the JS model
we propose for mallard data or the use of OU process.
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7 Discussion
Of particular importance to strategic management and conservation planning is to under-
stand the contribution of various individual and environmental conditions to variation in
stopover duration. In this paper, we propose a stopover model that is characterized by
individual heterogeneity in departure, dependence of arrival time on covariates, and semi-
parametric modeling for the capture parameters based on the SA formulation of the JS
model. To facilitate the design of the MCMC algorithm, the state-space formulation and
data augmentation is adopted for our model. In the presence of a time-varying continuous
individual covariate, the values of the covariate are partially observable at the times when
each individual is captured. Thus, we have proposed the use of the OU process to model the
change of such an individual covariate over time.
The model we propose has several distinct advantages. First and foremost, our model can
be used to estimate the stopover duration, stopover population sizes, and to draw inference
about how both intrinsic and extrinsic factors affect stopover departure behaviors for a
specific species of interest, which are vital to many stopover duration analyses. Second,
our model accounts for individual heterogeneity in departure due to a intrinsic factor that
varies with both time and individual. Third, by linking entrance probabilities to extrinsic
factors, we are able to examine the impacts of these factors on the time of arrival. Last
but not least, we consider a semiparametric regression for capture parameters using low
rank thin-plate splines, where the nonparametric part consists of a smooth function of time,
allowing us to identify the functional relationship between time and capture probabilities.
Collectively, these developments provide a framework with increased biological relevance
that can be applied to any dataset with sufficient data. This has big premise for migration
and movement ecology, as the length and behavior of birds during stopover are instrumental
for overall speed of migration, with consequences at both the individual and the population
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level. As motivating example, we applied this model to capture-recapture data of mallards
at an important stopover site in Sweden during fall migration. We were able to estimate
stopover duration, stopover population size, the role of body condition on the timing of
departure, as well as the impact of weather conditions on the timing of arrival.
Despite the flexibility of semiparametric regression in our model, it is worth mention-
ing that its usage in capture-recapture analysis is not new. For example, Gimenez et al.
(2006) consider Bayesian penalized splines that utilize truncated polynomial basis to model
survival probabilities in the CJS model. Similarly, Bonner et al. (2009) consider a Bayesian
semiparametric regression for survival probability in the CJS model that features B-spline
basis functions. Instead of fixing the number and location of knot points, they consider
a Bayesian adaptive approach where a reversible jump MCMC algorithm is employed to
explore splines with different knot configurations. In addition, Bonner and Schwarz (2011)
develop a model for data from Peterson-type mark-recapture experiment, where B-spline
basis functions are considered to smooth population size estimates. In this paper, we apply
Bayesian low rank thin-plate splines to smooth capture probabilities in the JS model. Unlike
other basis functions, the use of low rank thin-plate splines leads to better mixing of the
MCMC chains in Bayesian analysis (Crainiceanu et al., 2005). Different from the Bayesian
P-spline approach that often involves computational and numerical issues (e.g., see Bonner
and Schwarz, 2011), we are able to develop a well-tailored sampling algorithm for our model
that avoids any tuning through data augmentation.
To account for individual heterogeneity, Bonner and Schwarz (2009) develop a JS model
that allows for individual heterogeneity in capture and survival probabilities due to a time-
varying continuous individual covariate using a two-step Bayesian approach. The primary
disadvantage of this two-step approach is that the entrance probability does not appear in
the likelihood. Thus, one can not impose restrictions on/or link entrance probabilities to co-
variates, as in our proposed model. More critically, the two-step Bayesian approach relies on
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the careful specification of prior distributions in order to guarantee posterior distributions
are well defined, which can impede its usage in practice. Similarly, Schofield and Barker
(2011) present a general framework for a variety of open population models with individual
heterogeneity and demonstrate how freely available software programs, such as BUGS (Lunn
et al., 2000), can be used for Bayesian estimation of these models. In principle, the authors
provide a convenient platform for conducting many capture-recapture analyses; however, in
practice, their approach has limited applicability. As acknowledged by the authors, their
approach is limited to smaller datasets due to computational limitations; i.e., fitting large
datasets using their approach can be inefficient. In contrast, we consider the data augmen-
tation technique to facilitate the development of a customized sampling algorithm for model
parameters. Specifically for latent variables, we propose block sampling algorithms that are
extremely efficient. As a result, computationally, our methodology is applicable in the case
of large datasets.
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Parameter µpost σpost Q.025 Q.50 Q.975 truth
ζ1 1.00276 0.01565 0.97198 1.00274 1.03407 1.0
ζ2 -0.88542 0.01578 -0.91650 -0.88546 -0.85450 -0.9
ζ3 0.60098 0.01326 0.57515 0.60096 0.62683 0.6
θ0 -1.81683 0.01836 -1.85323 -1.81641 -1.78132 -1.8
θ1 0.28110 0.02189 0.23841 0.28135 0.32324 0.3
γ1 1.29583 0.20374 0.90103 1.29550 1.69289 1.2
γ2 -0.79020 0.21399 -1.20903 -0.78966 -0.37420 -0.8
γ3 0.61351 0.16912 0.28603 0.61225 0.94695 0.6
x0 -0.64975 0.13647 -0.92522 -0.65025 -0.38476 -0.64
σ20 1.43562 0.16827 1.14986 1.41439 1.80354 1.37
α 0.16691 0.04859 0.06829 0.16614 0.25531 0.2
τ 0.18858 0.00674 0.17652 0.18807 0.20322 0.19
σ2 0.36079 0.01330 0.33536 0.36058 0.38729 0.36
σ2u 0.39473 0.23649 0.14643 0.33402 1.03127 0.25
Table 1: Posterior summary statistics for parameters in the semiparametric JS model with
individual heterogeneity for the simulated example presented in Section 5.
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Parameter µpost σpost Q.025 Q.50 Q.975
ζ1 -0.04927 0.05895 -0.16485 -0.04916 0.06408
ζ2 -0.01396 0.03838 -0.09001 -0.01353 0.06075
ζ3 0.12381 0.06577 -0.00196 0.12378 0.25329
θ0 -1.24418 0.45653 -2.19409 -1.24998 -0.36204
θ1 -0.11037 0.04645 -0.20006 -0.11006 -0.01485
γ1 -0.15395 0.08195 -0.31704 -0.15251 0.00327
γ2 0.01892 0.06549 -0.10454 0.01744 0.15349
γ3 -0.28984 0.08179 -0.44985 -0.29071 -0.12737
x0 10.69848 0.31305 10.12658 10.67671 11.34599
σ20 0.95667 0.31854 0.49246 0.90416 1.74965
α 9.78919 0.18521 9.42277 9.78049 10.14194
τ 0.08946 0.00718 0.07525 0.08959 0.10349
σ2 0.21371 0.01710 0.18699 0.21156 0.25223
σ2u 0.10073 0.03189 0.05595 0.09490 0.18088
N 786.17830 36.07471 715 787 854
S 11.38919 0.09709 11.20700 11.38630 11.58601
Table 2: Posterior summary statistics for parameters in the semiparametric JS model with
individual heterogeneity for the mallard data (Section 6).
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Figure 1: Plot of study site for monitoring mallards in the swedish island of O¨land (Section
2).
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Figure 2: Plot of pointwise 95% credible intervals and true values for bk (k = 1, 2, . . . , K =
20), capture probabilities pt, and entrance probabilities βt−1 for t = 1, 2, . . . , T in the sim-
ulated example (Section 5). Note that the upper and lower value of each blue vertical line
denotes the 2.5th and 97.5th percentiles of posterior samples, respectively. Also, the solid
red circle on each blue line denotes the true value.
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Figure 3: Plots of pointwise summary statistics of capture proabilities pt, Ztb, and bk for
mallard (Section 6). Note that the blue dashed lines are the pointwise 95% credible intervals;
the black dashed line is the posterior mean.
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Figure 4: Plots of pointwise summary statistics of daily stopover population size Nt for
mallards (Section 6). Note that the blue dashed lines are the pointwise 95% credible intervals;
the black dashed line is the posterior mean.
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