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ABSTRACT 
Ahac and Olesky have shown that by using the most diagonaldominat column as 
a pivot element for M-matrices was numerically stable. The purpose of this paper is to 
show that this method of selecting a pivoting is stable when finding the incomplete 
factorization of an H-matrix. 
1. INTRODUCTION 
An n X n real matrix A = (aij) is an M-matrix if a,, > 0, if aij < 0 for all 
i # j, and if Re X > 0 for all X E a(A), the spectrum of A. There are 
numerous equivalent conditions for a real matrix A having the M-matrix sign 
pattern to be either a singular or a nonsingular M-matrix. The comparison 
matrix A( A) = (mjj) of an arbitrary n X n complex matrix A is defined by 
l laiil if i=j, mij = -laijl if i#j. 
With the exception of M-matrices and comparison matrices, we assume that 
any matrix in this paper may have complex-valued entries. If A and B are 
*This research was completed while the author was on a 1987-88 sabbatical leave from 
Youngstown State University. 
LZNEAR ALGEBRA AND ITS APPLZCATZONS 129:143-l% (1990) 
0 Elsevier Science Publishing Co., Inc., 1990 
143 
655 Avenue of the Americas, New York, NY 10010 00243795/90/$3.50 
144 JOHN J. BUONI 
real matrices of the same size, then A < B means that a, j < bi j for all i, j. 
Relative to any M-matrix B, we define the set Q2, of complex matrices by 
An n x n (complex) matrix A is said to be an H-matrix if A( A) is an 
M-matrix. 
An n X n matrix A is said to admit an LU factorization if it can be 
written as A = LU, where L is an n X n nonsingular lower triangular matrix 
and U is an n x n upper triangular matrix. Necessary and sufficient condi- 
tions for an M-matrix to admit an LU factorization into M-matrices (i.e., such 
that L and U are M-matrices) are given by Varga and Cai [lo]. Kuo [5] 
proved that for any M-matrix A there exists a permutation matrix P such that 
PAP* admits an LU factorization into M-matrices. A numerically stable 
algorithm which determines such a matrix P and the LU factorization of 
PAP* is given by Ahac and Olesky [2] for M-matrices and by Ahac, Buoni, 
and Olesky [l] for H-matrices. 
If A is an n x n matrix which admits an LU factorization, we denote the 
reduced matrix which is determined after k steps (1~ k < n - 1) of the 
forward elimination of Gaussian elimination (without pivoting) by 
A(W = 
-a11 U12 .a* alk ulk+l . ’ 
($2 . . . 
42 a(Jl+l . . 
(k-1) 
akk 
a’kk-+ll . . 
uikj,k+, ’ . 
a(kk!2k+l ’ . 
0 
(k) 
unk+l ’ . 
where I?(k) is a k X k upper triangular matrix, e(k) is k x (n - k), and Jk) is 
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(n - k) X (n - k). Denoting A by A(‘), clearly 
,@+l) = TkA’k’ O<k<n-2, 
where Tk is an n X n elementary lower triangular matrix of order n and 
index k, and contains the Gaussian elimination “multipliers” (see Stewart 
[8, $3.21). The matrix A(“-‘) is upper triangular and dck) is often called 
Schur complement of A[ 1,2,. . . , k] in A (when A [l, 2,. . . , k] is nonsingular). 
Numerical stability of the Gaussian elimination algorithm (see e.g. Stewart 
[8]) requires controlling the size of the growth factor y defined by 
Y= 
maxi, j,klaI~'I 
maxi, j]u$)l ’ 
O<kgn-1, (1.2) 
where Ack) = (al!)) and ~$7) = uij. 
For n any positive integer, let A = (ui j), and throughout let G (for 
graph) denote any nonempty set of ordered pairs of integers with the 
property that 
{(i.j)lUij+O} CGC {(i,j)ll<i,j<n} 
[3, p. 401. Then given any A = (uii) and given any graph G, we attempt to 
produce a splitting of A 
A=M-R, 0.3) 
where M = LU, and L and U are sparse lower and upper triangular 
M-matrices with the properties 
zii=o if (i, j) PG, 
uij = 0 if (i, j) PG, 
and L is nonsingular. 
The concept of incomplete factorization (ICF) was introduced by Varga 
[9]. Later, Meijerink and van der Vorst [7] showed that (1.3) is possible when 
A is a nonsingular M-matrix, and Manteuffel [6] extended this result to the 
H-matrix case. 
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Varying slightly from [7, p. 1501, the above can be formally defined in the 
following manner by the relations 
&,=A; 
&. = &i + R,, 
A, = M,& for k=1,2 ,..., n-l. (1.4) 
Here the matrix R, is defined by 
r’c.= -ak:i 
kl kl if (k,j)PG, 
r,;. = - akr ’ kl if (i,k)@G, 
ri; = 0 otherwise, 
and M, is an elementary matrix of order n and index k + 1. This leads to the 
following notation: 
. . . 
Qlk alk+l ’ . 
. . . -(I) 
a2k+l ag+1 . . 
-(k-I) 
akk 
z’,“,-,‘; . . 
-(k) 
ak+lk+l ’ . 
-(k) 
ak+2k+l ’ . 
-(k) 
ank+l ’ ’ 
. -(k-l) 
akn 
. -(k) 
ak+ln 
. -(k) 
ak+2n 
,-(k) 
II” 
(1.5) 
where VCk) is a k x k upper triangular matrix, cCk) is k x (n - k), and xk) is 
(n - k)x(n - k). 
Finally, columndiagowldominant (cdd) pivoting is the process of inter- 
changing the (k + 1)th and j,th columns and rows of ACk) or Sk) of (1.1) 
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prior to the (k + 1)th step of Gaussian elimination (0 < k < n - 2). This 
interchanging is equivalent to forming Pk+ i jkA(“)P,‘, I jk, where Pk+ 1 jk is an 
elementary permutation matrix, and implies that the diagonal entry of the 
most diagomrldominant column of pck) is the pivotal element for this step of 
the elimination. The diagonal dominance of the column gives the important 
property that the sum of the absolute values of the Gaussianelimination 
multipliers is < 1 at each step. 
The purpose of this paper is to show that the algorithm of Ahac and 
Olesky [2], Gaussian elimination with cdd pivoting, is applicable to incom- 
plete factorization of H-matrices. The basic ingredients to cdd pivoting for 
H-matrices appear in [ 11, and state that for any n X n H-matrix A, there 
exists at least one subscript j such that 
l'jjl a i laijl* where lgj~n. 
i=l 
i#j 
The main results concerning this topic occur in Section 3, where the 
stability of the algorithm is discussed. Section 2 discusses incomplete factor- 
ization for H-matrices Finally, Section 4 concludes with an example which 
first appeared in [lo] and its incomplete factorization. 
2. INCOMPLETE FACTORIZATION FOR H-MATRICES 
Let A be any n x n H-matrix and &(A) its corresponding companion 
matrix. To obtain results concerning the incomplete factorization of any 
H-matrix the following lemma is needed, which is expressed in the notation of 
(1.1) with G as described earlier. 
LEMMA 2.1. For (i, j) 4 G, 
u$) # 0 iff m$:) it 0, where (m(ii)) = [&(A)]“‘. 
Proof. Recall a!!, = a.. - ajl~lj/al, 
m.. = 0. Hence, u!li’= - ~jlulj/uli * 
git;‘es the result. 
‘I and
Since (i, j) @ G, then ujj = 0 and 
rrt$i) = - lui,l. Juljl/la,,/, which 
W 
In [6], Manteuffel has extended the results of [7] to H-matrices for which 
&(A) is nonsingular. The purpose of the next result is to obtain Manteuffel’s 
result in the singular case. 
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THEOREM 2.2. Let A be an n X n H-matrix, and suppose that ./Z(A), 
the companion matrix of A, admits an LU factorization into M-matrices. 
Then A admits an incomplete factorization. If Ak and ak denote respectively 
the results of k steps of incomplete factorization of A and A( A), then 
Proof. From [l], A admits a complete factorization, in which case A(‘) 
of (1.1) is an H-matrix. Since zi) of (1.5) is obtained from 4’) by deleting 
certain off-diagonal entries, then 
Thus, _&(A,) is an M-matrix and xi is an H-matrix. The first part of the 
theorem now follows by induction. 
To see the second part, it is known from [l, Lemma 11, that 
ti,~.k(d,). (2.1) 
On the other hand, Lemma 2.1 shows that any deletion of the (i, j) 
component of M, due to fill-in occurs iff the corresponding deletion occurs in 
_&?(A,). Thus the inequality in (2.1) is maintained and 
As in [l, Lemma 11, the induction process continues, proving the theorem. n 
COROLLARY 2.3. Let B be an M-matrix which admits an LU factoriza- 
tion into M-matrices. If A E Q2,, then A admits an incomplete factorization. 
3. INCOMPLETE FACTORIZATION WITH cdd PIVOTING 
OF H-MATRICES 
The Gaussian elimination process with cdd pivoting was extended to 
H-matrices in [ 11, where the following result was established. 
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THEOREM 3.1. Let A be an n X n H-matrix. Then thew exists at least one 
index j such that 
lajjl 2 it laijl* 
i=l 
i#j 
This theorem can now be used to prove the following result, which 
appears in [8], for &(A) nonsingular and any permutation matrix P. 
THEOREM 3.2. Let A be an n X n H-matrix. There exists a permutation 
matrix P such that PAP* admits an incomplete factorization; hence, A has 
an incomplete factorization using cdd pivoting. 
Proof. By Theorem 5.1, A has at least one diagonal-dominant column, 
say j. Then 
n n 
lajjl - C laijl a k-d - C laikL l=sk<n. 
i=l i=l 
i#j i#k 
Define &, = P, j AP& where P, j was defined earlier. Then either the (1,l) 
entry of A0 is nonzero, or else the entire first column of A, is zero. In either 
case, one step of Gaussian elimination may be applied to A,, giving the 
matrix A,. On the other hand, PIj.d( A)P: = .d( PIjAP$) is an M-matrix to 
which the first step of Gaussian elimination may be applied, giving an 
urn-educed matrix which we denote by M,. By results of the previous section, 
$i < ./Z( A,). As 6i is an M-matrix (a successful Gaussianelimination step 
of an M-matrix is an M-matrix), then ..,4( A,) is an M-matrix; in which case, 
A, is an H-matrix. Finally, as in Theorem 2.2, the reduction of A, due to 
fill-in results in a matrix xi. Upon comparison of &(A,) and MY, one 
finds that J’!(K~) is obtained from the M-matrix &(A,) by setting certain 
off-diagonal entries to zero; thus, A(d,) d &(A,) which leads to the 
conclusion that xi is an H-matrix. The induction can now be continued. n 
To examine the stability of the incomplete factorization using cdd pivot- 
ing, one needs to find a bound on the growth factor 
A= 
maxi.jpkla(i:)I 1 < k < n _ 1 
maxi,jlaij( ’ ’ ’ ’ 
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The interchanges required for the pivoting strategy complicate the expression 
for the xk, making analysis of the algorithm difficult. However, similarly to 
results in [8, pp. 119-1221 and [2], ICF with cdd pivoting is equivalent to 
doing the interchanges first and then applying ICF without pivoting. Thus 
one can assume that all necessary permutations have been applied a priori. 
The following lemma, whose proof is identical to that of Lemma 3 of [l], wiIl 
be needed in what follows. 
LEMMA 3.3. Let A be an n x n H-matrix. let 1~ k Q n - 1 and k + 1~ 
i, j < n. Then for any step t of ZCF with cdd pivoting such that 1~ t B k and 
for any(i,j)EG, 
(3.1) 
where a$) = a,. 
J’ 
Letting t = k in Lemma 3.3, we obtain a bound for ]$;)I in terms of the 
entries of A. 
COROLLARY 3.4. With A, i, j, and k defined in Lemmu 3.3, 
ICi~)l=g laijl+ 2 laljl. 
I=1 
(I, j) E G 
(3.2) 
This corollary clearly implies that 
la~~)I~(k+l)q~la,~l. 
‘.J 
(3.3) 
This yields 
THEOREM 3.5. Let A be an n X n H-matrix. The growth factor y 
resulting from application of incomplete factorization with cdd pivoting to A 
is bounded as follows: 
maxi j $i!+)] .> ‘, 
’ = maxi, jlaijl 
< n. (3.4) 
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Actually (3.2) says more than (3.3). Define m(j) to be the number of 
pairs(Z,j)inG withZ<j(2<j<n)and?iZ=max,~j~,,m(j).’Ihisleads 
to 
THEOREM 3.6. Let A be an n X n H-matrix. The growth factor y 
resulting jknn application of incomplete factorization with cdd pivoting to A 
is bounded as follows: 
X= 
maxi, j, k]Z(3)] 
maxi, jlaijl 
<m. 
4. EXAMPLES 
The following example is given in [lo], as an M-matrix which does not 
have an LU factorization. 
EXAMPLE 4.1. Let 
6 -10 0 0 0 
-1 6 0 -1 0 -1 
A:= ; ; _: -; ; ; 
I 
(4.1) 
0 0 0 0 6-l 
_-1 0 0 0 -1 6 
and G= {(i,j)lai.#O}. 
d 
Th e cdd algorithm interchanges the first and 
second columns an rows, upon which the first step of ICF yields 
-6 -1 0 -1 0 -1 
0 :3s 
0; 
0 0 0 0 
l-10 0 
0 0 -11 0 0 
0 0 0 0 6 -1 
_O -1 0 0 -1 6 
-0 0 0 0 0 0 
000’0’ ooo;o~ 
‘0 0 0 0 0 0 
000000 
lo 0 0 0 0 0 
. (4.2) 
Now interchanging the second and fifth rows and columns of (4.2) and 
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applying a second step of GE (no fill-in occurs) yields 
6 0 0 -1 -1 -1’ 
06 0 0 0 -1 
00 l-l 0 0 
00-l 10 0 
000 0 F 0 
00 0 0 -1% 
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(4.3) 
Interchanging the third and sixth rows and columns and the third step of GE 
(again no fill-in) yields 
6 0 -1 -1 -1 0 
06-l 0 0 0 
0 0 3 
00; 
0 -1 0 
1 0 -1’ (4.4) 
000 0 F 0 
-0 0 0 -1 0 +1_ 
Interchanging the fourth and fifth rows and columns and two steps of GE 
(again no fill-in) yields 
Reconstructing the 
rows and columns: 
-6 0 -1 -1 -1 
06-l 0 0 
0 0 T -1 0 
000 5 0 
000 0 1 
-00 0 0 0 
0 
0 
0 
0 . 
-1 
0 _ 
(4.5) 
permutations leads one to the following permutation of 
123456 
416523 (4.6) 
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Thus (4.1) becomes 
6 0 -1 -1 -1 0 
0 6-l 0 0 0 
0 -1 6 -1 0 0 
-1 0 0 6 0 0 
0 0 0 0 l-l 
-0 0 0 o-1 1 
whose incomplete factorization is 
6 0 -1 -1 
0 6 -1 0 
0 0 3s % -1 
00 0 3s 
00 0 ; 
-00 0 0 
100000 
0 10000 
0 I -G 10 0 0 
-1 0 01 0 0 
o6 0 0 0 1 0 
-0 0 00 -1 1_ 
000000 
000000 
000000 - 
00’0~0’ 
00~000 
-0 0 0 0 0 o_ 
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(4.7) 
-1 0 
0 0 
0 0 
0 0 
1 -1 
0 0 
The residual R is obtained by applying all the permutations except the first 
to the original residual matrix in (4.2). 
The author would like to thank the referee for his comments, which vastly 
improved the manuscript. 
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