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This study addresses linear dispersion–diffusion analysis for the spectral/hp continuous 
Galerkin (CG) formulation in one dimension. First, numerical dispersion and diffusion 
curves are obtained for the advection–diffusion problem and the role of multiple 
eigencurves peculiar to spectral/hp methods is discussed. From the eigencurves’ behaviour, 
we observe that CG might feature potentially undesirable non-smooth dispersion/diffusion 
characteristics for under-resolved simulations of problems strongly dominated by either 
convection or diffusion. Subsequently, the linear advection equation augmented with 
spectral vanishing viscosity (SVV) is analysed. Dispersion and diffusion characteristics of 
CG with SVV-based stabilization are veriﬁed to display similar non-smooth features in 
ﬂow regions where convection is much stronger than dissipation or vice-versa, owing to 
a dependency of the standard SVV operator on a local Péclet number. First a modiﬁcation 
is proposed to the traditional SVV scaling that enforces a globally constant Péclet number 
so as to avoid the previous issues. In addition, a new SVV kernel function is suggested 
and shown to provide a more regular behaviour for the eigencurves along with a 
consistent increase in resolution power for higher-order discretizations, as measured by 
the extent of the wavenumber range where numerical errors are negligible. The dissipation 
characteristics of CG with the SVV modiﬁcations suggested are then veriﬁed to be broadly 
equivalent to those obtained through upwinding in the discontinuous Galerkin (DG) 
scheme. Nevertheless, for the kernel function proposed, the full upwind DG scheme is 
found to have a slightly higher resolution power for the same dissipation levels. These 
results show that improved CG-SVV characteristics can be pursued via different kernel 
functions with the aid of optimization algorithms.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The analysis of dispersion and diffusion errors, both in qualitative and quantitative terms, is a fundamental step in un-
derstanding accuracy and stability characteristics of any numerical scheme. This is of particular importance for unstructured 
high-order methods [1], where the trade-off between small numerical dissipation and robustness for practical problems is 
a major concern. Not surprisingly, dispersion–diffusion analysis has been applied to several spectral/hp methods, such as 
discontinuous Galerkin [2], spectral volume [3], spectral difference [4] and ﬂux reconstruction [5] schemes. However, to the 
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(CG) formulation. Preliminary studies with related purposes can be found in [6] and [7] (see chapter 6 and references 
therein). Dispersion–diffusion analyses of the classical (low-order) CG ﬁnite element method have also been carried out 
before, see e.g. [8] for a discussion of element-wise linear and quadratic discretizations.
The one-dimensional linear advection–diffusion equation is considered initially, where the derivation of the discrete prob-
lem is described in detail and the dispersion–diffusion curves are evaluated. The role of multiple eigencurves is discussed 
according to the perspective proposed in [9], where a so-called primary eigencurve is distinguished from the remaining (sec-
ondary) ones which are then perceived as replications of the primary curve. An unexpected behaviour of the eigencurves at 
moderately high wavenumbers is observed for problems strongly dominated by either advection or diffusion, indicating that 
CG might feature potentially undesirable non-smooth dispersion/diffusion characteristics for such problems, especially in 
the context of under-resolved simulations. Due to the formulation’s lack of numerical dissipation for convection-dominated 
problems, the effects of spectral vanishing viscosity (SVV) in stabilizing the CG scheme are considered throughout the rest 
of the paper.
The SVV technique was introduced in [10] in an attempt to stabilize (pure) spectral methods for the simulation of 
non-linear problems. In a sense, SVV works as a higher-order viscosity because its operator is designed to affect only the 
highest captured wavenumbers. This feature allows for the exponential (or spectral) convergence property to be preserved 
for suﬃciently resolved simulations. SVV was subsequently adapted for more general spectral methods and applied to the 
solution of practical engineering problems [11–14]. Moreover, SVV has been used in large-eddy simulations (LES) of tur-
bulent ﬂows playing the role of a turbulence model [13,15–19], even though SVV is not explicitly designed to work as an 
LES-like subgrid-scale model.
In this paper, the SVV technique is considered as applied to the CG discretization of the linear advection equation in 
one dimension. The discrete formulation augmented with the standard SVV operator is found, again, to display unusual 
non-smooth dispersion/diffusion characteristics for problems dominated by either advection or (SVV-based) diffusion. This 
is due to a dependency on a local Péclet number given by Pe = ah/μ, where a is the advection speed, h is the mesh spacing 
and μ is the base SVV magnitude. We propose a different approach where the Péclet number is held constant simply by 
making the base (spectral) viscosity locally proportional to both the advection speed and the mesh spacing, i.e. μ ∝ ah. 
Within this scenario, SVV dissipation is veriﬁed to be, in dimensional terms, essentially equivalent to that introduced by 
upwind ﬂuxes in a discontinuous Galerkin (DG) formulation.
However, while in a DG formulation the wavenumber range where numerical errors are negligible increases with the 
polynomial order [9], such increase in resolution power is not naturally achieved in CG with SVV-based stabilization. In 
particular, this is shown for the widely used “exponential” kernel function introduced in [20]. A new SVV kernel function 
is then proposed which provides a consistent increase in resolution power (as measured by the extent of the wavenum-
ber range where numerical errors are negligible) for higher-order discretizations. Yet, when compared to the (full upwind) 
DG scheme, the suggested kernel is found to yield a moderately inferior resolution power for the same dissipation lev-
els. We note however that improved CG-SVV characteristics can be pursued via different kernel functions with the aid of 
optimization algorithms.
This paper is organized as follows. Sec. 2 focuses on the eigen-analysis of the linear advection–diffusion equation with 
CG, where unexpected behaviours for either advection or diffusion dominated problems are pointed out. Sec. 3 addresses 
in a similar fashion the advection equation augmented with SVV, discusses the issues with standard SVV operators and 
proposes a new operator which avoid these issues. In Sec. 4, the equivalence between the proposed SVV approach and 
upwinding in DG is explored and a comparison of these techniques as applied to CG and DG is carried out. Concluding 
remarks are given in Sec. 5.
2. Advection–diffusion with CG
This section is devoted to the discretization of the advection–diffusion equation and to the analysis of dispersion and 
diffusion eigencurves for different polynomial orders. The spectral/hp continuous Galerkin method considered closely re-
sembles the formulation presented in [7]. Sec. 2.1 describes in detail the derivation of the semi-discrete advection–diffusion 
problem as applied to wave-like solutions, from which the relevant eigencurves can be obtained. The inviscid case (linear 
advection) is then addressed in Sec. 2.2, where the role of primary and secondary eigencurves is discussed from the per-
spective introduced in [9]. The viscous case is subsequently considered in Sec. 2.3, where eigencurves are shown to feature 
irregular oscillations for problems strongly dominated by either convection or diffusion.
2.1. Spatial discretization and wave-like solutions
The linear advection–diffusion equation is given by
∂u + a ∂u = μ∂
2u
2
, (1)∂t ∂x ∂x
R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422 403for x ∈  ⊂ R and t ≥ 0, where a is the advection speed and μ is the viscosity. We consider periodic boundary conditions 
and denote by ∂L and ∂R the left and right boundaries of the domain, respectively. Following the spectral/hp discretiza-
tion, we divide  into non-overlapping elements e such that  =⋃e e and approximate the numerical solution by
u(x, t) ≈ uδ(x, t) =
∑
j
g j(t) j(x) , (2)
where  j are global basis functions and g j are their respective weights or coeﬃcients.
In modal CG formulations, the set of global basis functions is usually composed by interface and (element-wise) bubble 
functions. An interface function is non-zero only at the elements shared by the interface to which the function is associated. 
The function has a unit value at this interface and decays linearly becoming zero at the two nearest neighbouring interfaces. 
A bubble function, on the other hand, is of higher order (i.e. not linear) and non-zero only at the element to which it is 
associated. Bubble functions must become zero at interfaces. By employing these two types of basis functions, one can span 
a polynomial space of degree P over . The case P = 1 implies only (linear) interface functions, while for P > 1 a high-order 
representation can be achieved. In any case, C 0 continuity of the numerical solution is guaranteed by construction. We 
remark that due to the periodicity condition here considered, the interface functions related to the ﬁrst (∂L ) and last 
(∂R ) interfaces are one and the same, being non-zero only at the ﬁrst and last mesh elements.
The problem in Eq. (1) is then required to vanish within the global approximation space, i.e.∫

(
∂uδ
∂t
+ a ∂u
δ
∂x
− μ∂
2uδ
∂x2
)
i dx = 0 , for i ∈ SP , (3)
where SP is the set of values of i associated with an hp approximation space of degree P . Now, since∫

∂2u
∂x2
i dx= −
∫

∂u
∂x
∂i
∂x
dx+
∫

∂
∂x
(
∂u
∂x
i
)
dx = −
∫

∂u
∂x
∂i
∂x
dx+
[
∂u
∂x
i
]∂R
∂L
, (4)
where the last term on the right-hand side vanishes if periodicity is assumed, one can rewrite Eq. (3) as∫

∂uδ
∂t
i dx+ a
∫

∂uδ
∂x
i dx+ μ
∫

∂uδ
∂x
∂i
∂x
dx = 0 . (5)
It is useful to express all the global basis functions  j in terms of local boundary and interior (bubble) functions and to 
cast the above equation in terms of element-wise integrals. Global C 0 continuity will then have to be enforced through an 
assembly procedure, but until then the solution can be expressed locally at element e as
uδ(x, t)|e =
P∑
j=0
 j(t)φ j(x) , (6)
where φ j are element-wise basis functions and  j are their coeﬃcients. More speciﬁcally, while the set {φ1, . . . , φP−1}
contains the bubble functions necessary to span the polynomial space of degree P , φ0 and φP are the linear functions cor-
responding respectively to the descending and ascending parts of the interface functions (of the global approach) associated 
to the boundaries of e . This sorting of the basis functions leads to a simpler correspondence between the coeﬃcients  j
and g j . The superscript δ used in Eq. (6) will be omitted hereafter to simplify the notation.
Given that for each set of local basis functions one has φ j = ∂φ j/∂x = 0 for x /∈ e , the elemental contribution of Eq. (5)
becomes∫
e
∂u
∂t
φi dx+ a
∫
e
∂u
∂x
φi dx+ μ
∫
e
∂u
∂x
∂φi
∂x
dx = 0 , (7)
which will be subsequently re-assembled into a C 0 continuous expansion. We remark that periodicity at ∂L and ∂R is 
implicitly assumed here. Integrating in the standard domain st = [−1, 1] and inserting Eq. (6) gives
h
2
∫
st
φi  j
(
∂ j
∂t
φ j
)
dξ + a
∫
st
φi  j
(
 j
∂φ j
∂ξ
)
dξ = −μ2
h
∫
st
∂φi
∂ξ
 j
(
 j
∂φ j
∂ξ
)
dξ , (8)
or
h
2
P∑ ∂ j
∂t
M[i, j] + a
P∑
 j A[i, j] = −μ2
h
P∑
 j D[i, j] , (9)j=0 j=0 j=0
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M[i, j] =
∫
st
φi φ j dξ , A[i, j] =
∫
st
φi φ
′
j dξ , D[i, j] =
∫
st
φ′i φ
′
j dξ , (10)
in which φ′j = ∂φ j/∂ξ . In vector form, Eq. (9) reads (assuming a 	= 0)
h
2a
M
∂ 
e
∂t
+ A 
e = −2μ
ah
D 
e , (11)
where 
e = {0, . . . , P }T is the vector of local coeﬃcients of element e , while M is the mass matrix and A and D are 
matrices representing the advection and diffusion terms, respectively.
Finally, the assembly procedure must be performed to introduce inter-element communication and enforce C 0 continuity. 
Let A be the assembly matrix such that 
 = A 
g , see [7] for details. Here, 
g = {. . . , g j, . . . }T for j ∈ SP while 
 =
{. . . , 
e, . . . }T for e ⊂ . This way, the global counterpart of Eq. (11) can be written as
h
2a
M g
∂ 
g
∂t
= X g 
g , X g = −
(
Ag + 2
Pe
D g
)
, (12)
where Pe= ah/μ is the Péclet number and the global matrices M g , Ag and D g are deﬁned by
M g =AT MA , Ag =AT AA , D g =AT DA , (13)
according to the block-diagonal structure illustrated in Fig. 1, see [7] for details.
Fig. 1. Example of the global matrices obtained through the assembly procedure for the case P = 2 and four elements. Adapted from [7].
As pointed out in [6], a pattern can be recognized in these global matrices which allows for the decoupling of individual 
elements (along with their immediate neighbours) from the global system of equations. This pattern is shown in Fig. 2, 
where we highlight the relevant matrices for the central element and its left and right neighbours. We stress that due 
to the assembly structure of the periodic problem considered, the matrices highlighted in Fig. 2 are the same for all the 
elements. Moreover, we note that these matrices have size P × P because the last coeﬃcient of a given element is now 
only considered (as the ﬁrst one) in the expansion of the following mesh element. As a result, the relevant central (C), left 
(L) and right (R) matrices of Fig. 2 are deﬁned directly from the block matrices (generically referred to as B) respectively 
composing the global matrices M g , Ag and D g deﬁned in Eq. (13), so that
C =B [1 : P ,1 : P ] , (14)
L [1,1 : P ] =B [P + 1,1 : P ] , L [2 : P ,1 : P ] =O , (15)
R [1 : P ,1] =B [1 : P , P + 1] , R [1 : P ,2 : P ] =O , (16)
where O denotes null matrices of the required size. Note that we use the notation p : q above to refer to the complete set 
of integers ranging from p to q.
Fig. 2. Structure of the global matrices, highlighting the relevant central (C), left (L) and right (R) matrices deﬁned directly from the block matrices (B) 
which form a given global matrix.
The resulting decoupled semi-discrete advection–diffusion problem is given in vector form by
h
(
LM ∂

cL + CM ∂
c +RM ∂
cR
)
=LX 
cL + CX 
c +RX 
cR , (17)
2a ∂t ∂t ∂t
R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422 405where the subscripts M and X indicate the block matrices (B) from which C, L and R were obtained. In addition, 
c =
{0, . . . , P−1}T is the reduced vector of coeﬃcients associated to the central element, while 
cL and 
cR correspond to the 
reduced vectors of the neighbouring elements from the left and right sides, respectively. We stress that Eq. (17) stems 
directly from Eq. (12) without any assumptions, just like individual equations in a system hold independently. Periodicity 
is used when we assume that Eq. (17) can be applied for all the mesh elements, which is readily justiﬁed since the global 
coupling can then be regarded as cyclic.
For the eigensolution analysis, one seeks for solutions in the form (hereafter, i = √−1)
u = exp[i(kx− wt)] , (18)
or, more speciﬁcally, solutions in which the element-wise approximating coeﬃcients are related to the above wave-like 
solution through projection. A local or element by element projection of Eq. (18) leads to
M 
 = 
I , (19)
where 
I = {. . . , 
Ie, . . . }T and 
Ie =
∫
st
{ueφ0 , . . . , ueφP }T dξ , in which ue = u(xe + ξh/2, t) with ξ ∈ st , xe being the 
mid-point of e . Performing the assembly procedure and the subsequent decoupling of individual elements (with their 
immediate neighbours) yields
AT MA 
g =AT 
I ⇒ M g 
g =AT 
I ⇒ LM 
ce−1 + CM 
ce +RM 
ce+1 = 
Ie , (20)
where

Ie =
∫
st
{ue−1φP + ueφ0 , ueφ1 , . . . , ueφP−1}T dξ = 
ζ exp[i(kxe − wt)] , (21)
in which 
ζ = {exp (−ikh)πP + π0, π1, . . . , πP−1}T and π j(kh) =
∫
st
exp (ikhξ/2)φ j(ξ)dξ .
In order to extract 
ce from Eq. (20) we note that, owing to the solution periodicity and equispaced mesh employed, 

ce±1〈u(x)〉 = 
ce〈u(x ± h)〉, where 〈·〉 is used to denote a functional dependence on u(x). In addition, since 
Ie〈u(x ± h)〉 =
exp(±ikh) 
Ie〈u(x)〉 from Eq. (21), one has therefore 
ce±1 = exp(±ikh) 
ce and thus

ce =
[
LM e−ikh + CM +RM e+ikh
]−1 
Ie . (22)
In the temporal eigensolution’s approach, one should use Eqs. (22) and (21) with real k and complex w into the semi-
discrete advection problem in Eq. (17) to obtain
h
2a
(−iw)
[
LM e−ikh + CM +RM e+ikh
]

c =
[
LX e−ikh + CX +RX e+ikh
]

c , (23)
which, by deﬁning
Z = 2
[
LM e−ikh + CM +RM e+ikh
]−1 [LX e−ikh + CX +RX e+ikh] , (24)
is equivalent to
−i wh
a

ζ =Z 
ζ . (25)
In general, one is left with an eigenvalue problem with P solutions owing to the size of Z . The resulting eigen-
value/eigenvector pairs (λm, 
υm) are related to the problem variables by
wm = ia
h
λm and 
ζm ∝ 
υm , (26)
in which, without loss of generality, we deﬁne 
ζm = 
υm/sm , where sm is the sum of the entries of 
υm . The general numerical 
solution can readily be obtained from Eq. (22) since, through the right-hand side of Eq. (21), one has

Ie (t) =
P−1∑
Zm 
υm exp[i(kxe − wmt)] , (27)
m=0
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Eqs. (21) and (27) written at t = 0 yield
P−1∑
m=0
Zm 
υm exp(ikxe) = 
ζ exp(ikxe) . (28)
Accordingly, 
Z = {Z0, . . . , Z P−1}T is given by

Z =V−1
ζ , (29)
where V = {
υ0, . . . , 
υP−1}. We note that 
ζ represents the elemental Galerkin projection of the Fourier modes exp(ikx) onto 
the polynomial basis which is then projected through matrix V−1 onto the discrete eigenbasis of the PDE being discretized.
2.2. The inviscid case (μ = 0)
Before discussing advection–diffusion in general, it is useful to analyse how CG behaves for pure advection. As it is 
customary in wave propagation analysis, the relation w = ak will be used to deﬁne a modiﬁed wavenumber k∗ for each 
numerical angular frequency wm , such that wm = ak∗m . The natural interpretation is that each mode (m) of the numerical 
solution will behave as if related to k∗m instead of k. We note from Eqs. (24)–(26) that both wm and k∗m are functions of the 
‘baseline’ wavenumber k.
The dispersion and diffusion curves for polynomial orders P = 1 and P = 2 are shown in Fig. 3. In both cases, there is 
no diffusion error and thus no numerical dissipation for all wavenumbers. This was veriﬁed to hold regardless of P . The 
dispersion curves, however, display signiﬁcant numerical error for the poorly-resolved wavenumbers (kh/P → π ). For small 
wavenumbers though, the linear behaviour of the exact dispersion relation (k∗ = k) is recovered as expected. This linear 
region is larger for P = 2 due to the higher order and thus superior accuracy of the discretization, but there is a secondary 
mode present which corresponds to the thin continuous branch in the bottom left plot of Fig. 3. The discrete bullets shown 
correspond to the eigencurves obtained from classical analysis, available for linear and quadratic discretizations [8] and 
given respectively by
k∗h = 3 sin(kh)
2+ cos(kh) and k
∗h = −4 sin(kh) ± 2
√[cos(kh) − 1][cos(kh) − 19]
3− cos(kh) . (30)
Fig. 3. Dispersion–diffusion curves for pure advection with CG for P = 1 (top) and P = 2 (bottom). The thick blue branches represent the primary eigen-
curves, dashed lines indicate the exact behaviour and discrete bullets depict the analytical results from classical analyses.
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literature. However, as pointed out in [5], generally they are simply regarded as ‘spurious’ and entirely neglected. A new 
perspective on the matter was introduced in [9], where secondary modes are interpreted as replications of the primary 
mode (the one that recovers k∗ = k as k → 0). While that work focused on the discontinuous Galerkin (DG) formulation, 
the present work extends this interpretation to the CG method. As in [9], here the eigencurves were also veriﬁed to be 
equispaced in the (periodic) normalized k axis, where here k = kh/P rather than kh/(P + 1), which was the case for DG. As 
a result, the modiﬁed wavenumber for each mode can be obtained from the relation
k∗m (k) = k∗0 (k + 2πm/P ) , m = 0, . . . , P − 1 , (31)
in which the zeroth mode was taken (without loss of generality) as the primary one. We remark that k∗0 is periodic as a 
function of k, with period 2π , and that the above relation holds for both real and imaginary parts of k∗m .
Now, upon increasing P , the imaginary part of all the eigencurves was found to remain identically zero, indicating 
the absence of numerical dissipation for the CG discretization of the linear advection equation, which is consistent with 
classical low-order CG analysis [8]. An unexpected behaviour was however observed for the dispersion eigencurves for the 
higher-order discretizations. These are depicted in Fig. 4 for polynomial orders varying from 3 to 6. The left column shows all 
the (dispersion) eigencurves while the right column shows only the primary ones, along with the exact dispersion relation 
k∗ = k. The primary eigencurves for each P are also highlighted in the plots of the left column for reference. An unusual 
feature of these curves is their discontinuous character, which is very mild when P = 3, but is already quite signiﬁcant 
for P = 6. Such discontinuities cannot be avoided since they originate from the separated (upper/lower) branches shown in 
the ‘all-eigencurves’ plots of Fig. 4. We note that a similar behaviour, i.e. separated branches leading to discontinuities, has 
been observed both for DG and SV (spectral volume) methods when central ﬂuxes are used instead of upwind ones, see e.g. 
Ref. [3].
Note that we deﬁned the primary eigencurve as the one that recovers k∗ = k as k → 0. Away from k = 0, however, the 
identiﬁcation of the primary curve is less obvious since eigencurves can cross each other and even appear as separated 
branches, making the deﬁnition of the primary eigencurve somewhat arbitrary. Still, the trends observed for the lower-order 
discretizations (where there is less ambiguity) point out a way to deﬁne the primary curve as the polynomial order in-
creases. More speciﬁcally, a linear region around k = 0 and a crossing of the horizontal axis with negative slope at k = ±π
are expected. When these features are taken into account, it is only natural (see Fig. 4) to consider the “arches” of separated 
branches as parts of the primary eigencurve. The resulting curve is then readily veriﬁed to obey the replication property 
(Eq. (31)) since all the remaining eigencurves can be recognized as replicas of the primary one. There remains to deﬁne 
precisely the extent of each arch, i.e. the position of the discontinuous jumps of the primary eigencurve. In our study, these 
positions have been deﬁned so as to minimize the magnitude of the jumps, the minimization being performed over the 
relevant range of wavenumbers where distinct branches are closest. But this last deﬁnition is arbitrary and the replication 
property could still hold with a different speciﬁcation for the jumps location.
A larger number of discontinuities per curve was observed for P > 6 (not shown) as more branches on the central 
section of all-eigencurves plots begin to detach as P increases, generating additional separated (upper/lower) branches. 
This non-smooth character on dispersion eigencurves might introduce potentially undesirable dispersive features on the 
numerical solution. It should be noted nevertheless that the linear (central) region of the primary eigencurves approximates 
the exact dispersion behaviour quite accurately. Still, we point out that high-order CG spectral/hp discretizations may feature 
irregular dispersive behaviour for under-resolved simulations of pure advection, where the wavenumbers involved might lie 
outside the linear region of the eigencurves. This should be specially true for higher-order discretizations where the number 
and intensity of discontinuities is larger, as discussed above.
Regarding the fact that secondary eigencurves can be understood as replicas of a primary curve, recall Eq. (31), it is 
clear that all the information concerning numerical dispersion and diffusion characteristics can be obtained directly from 
the primary eigencurve. This not only simpliﬁes subsequent analysis, but also justiﬁes why secondary curves can be cast 
aside for most purposes. However, as demonstrated in [9], secondary modes should not be considered spurious since some 
of them can contribute to the overall accuracy of the numerical solution. The argument used in [9] for such demonstration 
can be easily adapted for the CG case and is described in the following.
Since Fourier and piecewise polynomial approximation spaces are fundamentally different, a single Fourier component 
given to the numerical scheme through a Galerkin projection will energize several (P ) numerical polynomial modes. How-
ever, these polynomial modes are perceived by the numerical setting as if related to different ‘apparent’ wavenumbers 
(k + 2πm/P ) as made explicit in Eq. (31). The CG scheme will then propagate them, as the primary eigencurve prescribes, 
in accordance with each of their apparent wavenumbers. As a result, those modes whose apparent wavenumbers lie within 
the (approximately) linear region of the primary eigencurve will be propagated without signiﬁcant dispersion or diffusion 
errors. These modes will therefore contribute to preserve the solution at the initial state, which, coming from a Galerkin 
projection, constitute the best approximation (in the L2 sense) to the Fourier component considered initially. The remaining 
eigenmodes, i.e. those whose apparent wavenumbers lie outside the linear region of the primary eigencurve, will introduce 
dispersion and diffusion errors and thus can be regarded as unphysical. Fortunately, such unphysical modes are expected to 
have negligible energy if the original Fourier component is reasonably resolved by the hp setting employed. The interested 
reader is referred to reference [9] for a more detailed discussion.
408 R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422Fig. 4. Dispersion curves for pure advection with CG for P = 3, . . . , 6 (top to bottom). The plots on the left show all the eigencurves and those on the right 
show only the primary curves and the exact behaviour (dashed line). Primary curves are also highlighted (in blue colour) on the left-hand side plots.
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The exact behaviour for the advection–diffusion problem can be derived by introducing Eq. (18) into Eq. (1), which yields 
w = ak − iμk2. Since k∗ = w/a, one has
k∗h
P
= kh
P
− i μP
ah
(
kh
P
)2
⇔ k∗h = kh − i (kh )
2
Pe∗
, (32)
where Pe∗ = ah/μ and h = h/P . The relation on the right-hand side of Eq. (32) makes clear that the normalized dispersion–
diffusion curves of the advection–diffusion problem should depend on Pe∗ alone, which already takes into account the 
discretization order P employed (in terms of scaling).
The eigencurves obtained for the CG discretization of the advection–diffusion problem with Pe∗ = 10 are given in Fig. 5
for P = 1 and P = 2. The dispersion curves are similar to those obtained for the inviscid case (see Fig. 3) while the diffusion 
curves are obviously different. The discrete bullets shown correspond to the eigencurves obtained from classical analysis, 
available for linear and quadratic discretizations [8] and given respectively by
k∗h = 3 sin(kh) + 6i[cos(kh) − 1]/Pe
∗
2+ cos(kh) and k
∗h = −4 sin(kh) − 2i[2cos(kh) + 13]/Pe
∗ ± 2√
3− cos(kh) , (33)
where
 = [cos(kh)− 1][cos(kh)− 19] − i sin(kh)[7cos(kh)− 97]/Pe∗ + [11cos2(kh)− 112cos(kh)− 124]/(Pe∗)2 . (34)
The exact behaviour obtained from Eq. (32) is depicted through the dashed curves shown in Fig. 5. The primary eigen-
modes accurately follow the correct behaviour for a reasonable range of wavenumbers. Regarding diffusion in particular, 
extra dissipation is introduced as numerical error for the poorly-resolved (highest) wavenumbers. This numerical diffusion 
becomes more signiﬁcant for higher-order discretizations, as discussed below.
Fig. 5. Dispersion–diffusion eigencurves for P = 1 (top) and P = 2 (bottom) for the advection–diffusion problem with Pe∗ = 10. The thick blue branches 
represent the primary eigencurves, dashed curves indicate the exact behaviour and discrete bullets depict classical analytical results.
Cases P = 3, . . . , 6, again for Pe∗ = 10, are shown in Fig. 6. The range of wavenumbers for which the (primary) eigen-
curves reproduce well the exact relation given by Eq. (32) becomes larger with increasing P . For the poorly-resolved 
wavenumbers, the amount of numerical error introduced also increases with the polynomial order both for dispersion 
and diffusion. These features are likewise observed for the DG formulation [9]. We note that the discontinuities seen on the 
eigencurves of pure advection (Fig. 4) for higher values of P are somehow inhibited here by the viscous effects.
410 R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422Fig. 6. Dispersion–diffusion eigencurves for P = 3, . . . , 6 (top to bottom) for the advection–diffusion problem with Pe∗ = 10. The thick highlighted branches 
(in blue colour) represent primary eigencurves while dashed curves indicate the exact behaviour.
Nevertheless, for Pe∗ → ∞ (μ → 0), not only discontinuities begin to appear on the dispersion curves, but also unusual 
features become apparent on diffusion curves. This is illustrated in the plots on the upper half of Fig. 7, where case P = 3
is considered with Pe∗ = 102 and Pe∗ = 103. In addition, non-smooth behaviours are also observed when Pe∗ → 0, i.e. for 
R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422 411Fig. 7. Dispersion–diffusion eigencurves for P = 3 for the advection–diffusion problem with Pe∗ = 102, Pe∗ = 103, Pe∗ = 1 and Pe∗ = 10−1 (top to bottom). 
The thick highlighted branches (in blue colour) represent primary eigencurves while dashed curves indicate the exact behaviour.
diffusion-dominated problems, as shown in the plots on the lower half of Fig. 7, where case P = 3 is considered with Pe∗ = 1
and Pe∗ = 10−1. Such results raise a question on the suitability of high-order spectral/hp CG formulations for under-resolved 
simulations of problems dominated by either advection or diffusion. We acknowledge that within the context of high-order 
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also note that, due to truncation errors, there is no practical scheme free from dispersion/diffusion errors at the marginally 
resolved scales. Still, it is important to bear in mind the nature and extent of such errors in order to apply the chosen 
numerical method in a sensible manner, regarding both accuracy and stability.
3. Stabilized advection with CG
This section is devoted to the dispersion–diffusion analysis of the spectral/hp CG formulation with added spectral van-
ishing viscosity (SVV). The linear advection equation with SVV-based stabilization is discussed in Sec. 3.1, where the 
implementation of the standard SVV operator is also described in detail. Sec. 3.2 addresses potential issues of the tradi-
tional SVV operator due to its dependency on a variable Péclet number. Sec. 3.3 discusses how the Péclet number can be 
made globally constant and thus introduces a more reliable SVV approach. A new SVV kernel function is also proposed in 
Sec. 3.3 which provides a consistent increase in the range of wavenumbers not affected by the SVV as the polynomial order 
is increased.
3.1. Spectral vanishing viscosity
Since the standard CG formulation provides no numerical dissipation for pure advection problems, the basic purpose of a 
spectral vanishing viscosity (SVV) operator is to introduce a limited amount of diffusion at higher wavenumbers in order to 
further stabilize the CG scheme and increase its robustness for the solution of non-linear problems dominated by advection.
The advection equation augmented with SVV reads
∂u
∂t
+ a ∂u
∂x
= μ ∂
∂x
(
Q  ∂u
∂x
)
, (35)
where μ is the base SVV magnitude and Q  (·) represents the (normalized) SVV operator acting on the solution deriva-
tives. The SVV technique was ﬁrst introduced for pure spectral methods [10] and its use in Fourier space can easily be 
implemented as a multiplication between the Fourier coeﬃcients of the solution (uˆk) and those of the SVV kernel (Qˆk), so 
that
μ
∂
∂x
(
Q  ∂u
∂x
)
= −μ
∑
k
k2 Qˆk uˆk exp(ikx) . (36)
The idea is to activate the SVV dissipation only at the highest wavenumbers. Originally, kernel entries were deﬁned as 
Qˆk = 1 for k > m and zero otherwise [10], m being the wavenumber threshold above which dissipation is introduced. 
Subsequently, as it was recognized that discontinuous kernel variations could be detrimental to the formulation, smooth 
deﬁnitions were proposed, such as Qˆk = exp[−(k − n)2/(k − m)2] for k > m and zero otherwise [20], n being the total 
number of modes employed.
The discretization of Eq. (35) given below will follow closely that discussed in Sec. 2.1. Beginning from Eq. (35) and 
performing essentially the same initial steps yields∫
e
∂u
∂t
φi dx+ a
∫
e
∂u
∂x
φi dx+ μ
∫
e
(
Q  ∂u
∂x
)
∂φi
∂x
dx = 0 , (37)
which should be compared with Eq. (7). Casting integrations into st gives
h
2
∫
st
φi  j
(
∂ j
∂t
φ j
)
dξ + a
∫
st
φi  j
(
 j
∂φ j
∂ξ
)
dξ = −μ2
h
∫
st
∂φi
∂ξ
Q 
[
 j
(
 j
∂φ j
∂ξ
)]
dξ . (38)
The multiplication between Qˆk and uˆk used in Fourier space, Eq. (36), is here accommodated as a multiplication between 
kernel entries and element-wise modal coeﬃcients. Note that these are not  j , but instead the coeﬃcients of i iφ′i , which 
will be called ′j and evaluated through projection, i.e.
∫
st
(
i iφ
′
i −  j ′jφ j
)
φk dξ = 0 ⇒
P∑
i=0
i
∫
st
φ′iφkdξ =
P∑
j=0
′j
∫
st
φ jφkdξ ⇒ A 
 = M 
′ , (39)
so that 
′ = M−1A 
, see Eq. (10) for the deﬁnition of these matrices. As a result, one would have
Q 
(
 j  jφ
′
j
)
=Q 
(
 j 
′
jφ j
)
=Q 
( 
φ T 
′)= 
φ T Q 
′ , (40)
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a consistent sorting must be used for the entries of 
φ T and 
′ to take into account the hierarchical nature of the basis 
functions employed in accordance with the kernel components.
The implementation in Eq. (40) was used in early applications of SVV to the CG formulation [13], but was soon recog-
nized as not ideal because the CG set of (boundary/bubble) basis functions is not orthogonal. An alternative strategy was 
then employed in subsequent works [15,21,14] which writes the expansion  j ′jφ j on a set of orthogonal basis functions, 
applies the SVV ﬁltering operation (embodied in Q), and then rewrites the ﬁltered expansion on its original set of basis 
functions. In this improved implementation, instead of Eq. (40), one has
Q 
(
 j  jφ
′
j
)
=Q 
(
 j 
′
jφ j
)
=Q 
( 
φ T 
′)= 
φ T T −1QT 
′ , (41)
where T is the transformation matrix from the CG basis employed to a suitable orthogonal basis. The orthonormal set of 
Legendre basis functions (popular nowadays in modal DG formulations) has been typically chosen for the process, in which 
case
T [i, j] =
∫
st
ψi φ j dξ , (42)
where ψi , for i = 0, . . . , P , are the modal DG’s usual Legendre orthonormal basis functions, so that 
′DG = T 
′CG .
Introducing Eq. (41) into Eq. (38) yields
h
2
P∑
j=0
∂ j
∂t
M[i, j] + a
P∑
j=0
 j A[i, j] = −μ2
h
P∑
j=0
 j DQ[i, j] , (43)
which is similar to Eq. (9) except for the fact that matrix D is now replaced by
DQ = AT T −1QT M−1A , (44)
since AT [i, j] = ∫
st
φ′iφ jdξ and 
′ = M−1A 
. In vector form, Eq. (43) reads (assuming a 	= 0)
h
2a
M
∂ 

∂t
+ A 
 = −2μ
ah
DQ 
 , (45)
which is the counterpart of Eq. (11) with DQ in place of D .
The rest of the discretization process (global assembly, decoupling of reduced eigensystems, etc.) is formally identical 
to that conducted in Sec. 2.1, the only difference being that DQ is used instead of D . Hence, the dispersion–diffusion 
characteristics associated to Eq. (45) are completely deﬁned by the kernel entries Qˆk , the polynomial order P and the 
Péclet number Pe= ah/μ, or, equivalently, by Qˆk , P and Pe∗ = Pe/P .
3.2. Analysis of traditional SVV operators
For a given Pe∗ , the regular (second-order) diffusion operator is expected to provide a parabolic-like proﬁle for the 
diffusion eigencurves, recall Eq. (32). On the other hand, SVV operators are primarily designed to introduce dissipation only 
at the highest (poorly-resolved) wavenumbers. Hence, SVV kernel entries Qˆk become non-zero only for modes above a 
prescribed threshold PSVV . A widely used “exponential” kernel was proposed in [20], where
Qˆk = exp
[
− (k − P )
2
(k − PSVV)2
]
, for k > PSVV . (46)
The kernel’s behaviour is shown in Fig. 8 when Pe∗ = 3 (for P = 2) and Pe∗ = 6 (for P = 4). In both cases PSVV = 0. The 
parabolic proﬁles associated with each Pe∗ are shown as thin dashed lines on the diffusion plots of Fig. 8. Only the primary 
eigencurves are depicted owing to the replication property discussed in Sec. 2.2.
When employing SVV, the current practice (see e.g. [13] and references therein) is to use μ = μ0/P , μ being the base 
SVV magnitude, recall Eq. (35), and μ0 a ﬁxed parameter. Note that doing this implicitly makes Pe∗ = ah/μP independent 
of P . This practice will hereafter be called the “traditional” SVV approach. We stress, however, that Pe∗ still depends on 
the product ah which, in practical simulations, will vary since the advection speed and the mesh spacing are essentially 
independent of each other. To illustrate this behaviour, consider a linear advection problem (i.e. given a) to be solved by CG 
with SVV-based stabilization. Following the traditional approach, one has μ ∝ P−1. Given the total number of degrees of 
freedom (i.e. ﬁxed h/P ), consider two discretization spaces: (i) P1 = 2 and h1 = h, so that Pe∗1 = ah1/μ1 P1 = 3; (ii) P2 = 4
and h2 = 2h, so that Pe∗2 = ah2/μ2 P2 = 6. For these cases, the behaviour of the (exponential kernel-based) SVV operator is 
that already shown in Fig. 8. The diffusion plots highlight the problem of the traditional approach: SVV will have essentially 
different effects on a given physical problem for the same range of wavenumbers (recall that h/P is ﬁxed). In particular, 
414 R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422Fig. 8. Dispersion–diffusion eigencurves for the exponential SVV kernel for Pe∗ = 3 with P = 2 (top) and Pe∗ = 6 with P = 4 (bottom). In both cases 
PSVV = 0 is used. The thin dashed parabolas on the right-hand side plots show the regular (second-order) diffusion behaviour for each Pe∗ .
the underlying parabolic curves related to each diffusion eigencurve are different since their associated values of Pe∗ are 
different.
Another inconvenience of the traditional SVV operator is that for a given discretization order P , the eigencurves obtained 
with a prescribed value of Pe∗ are only valid for the mesh spacing associated with such Pe∗ . In other words, the mesh 
spacing h in the normalized horizontal axis of dispersion–diffusion plots is simply a scaling parameter, not a variable. For 
instance, considering a single diffusion plot, the SVV dissipation at kh/P is not the same as at k′h′/P when k′h′ = kh but 
h′ 	= h. This is because when h changes, so does Pe∗ , and thus a different eigencurve must be consulted. As a result, in 
the traditional SVV approach, an eigencurve obtained for a single Pe∗ provides very little information since the use of 
variable mesh spacing is unavoidable for practical applications. Moreover, in regions of either very small or very large mesh 
spacing h, SVV will eventually introduce potentially undesirable non-smooth features in the solution, as happened in the 
case of regular diffusion when Pe∗ → 0 or Pe∗ → ∞, recall Fig. 7. In fact, CG-SVV eigencurves with irregular features have 
been found easily after some experimentation and this issue seems not to be related with SVV in itself, but with the CG 
formulation when it comes to the discretization of viscous operators with either very low or very high values of Pe∗ .
3.3. Towards more reliable SVV operators
We now propose a modiﬁcation to the traditional SVV operator that not only bypasses all the issues discussed in the 
previous section, but also allows for the design of SVV operators that are more generally applicable. The main idea is 
to make the base SVV magnitude proportional to both the advection speed and mesh spacing, using μ = μ0 ah/P . For 
general problems and discretizations, P would be the polynomial order used in each element (e.g. in case P -adaptation is 
employed), h would be a local mesh length, and a would be a measure of the advection speed within each element. Note 
that this implicitly makes Pe∗ = ah/μP independent of a, h and P , more precisely a constant, Pe∗ = μ−10 . SVV characteristics 
will then be solely dependent on μ0, P , and on the kernel entries Qˆk . This approach is advantageous if one wishes to 
design an SVV kernel based on a ﬁxed value of Pe∗ to be used regardless of either advection speed or mesh variations.
Following the proposed approach, we now focus on the exponential kernel-based SVV operator and discuss its suitability 
for high-order discretizations. The variation of the exponential kernel with its mode index k can be appreciated more clearly 
by rewriting Eq. (46) as
Qˆk = exp
[
− (kˆ − 1)
2
(kˆ − P /P )2
]
, for kˆ >
PSVV
P
, (47)
SVV
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Qˆk for PSVV = 1 and PSVV =
√
P are shown in Fig. 9 for different polynomial orders, P = 2, . . . , 7. Both choices (ﬁxed or 
variable PSVV ) are often used in the literature. In any case, kernel shapes can be seen to vary according the discretization 
order employed and essentially introduce more dissipation as P is increased. The asymptotic shape approached as P → ∞
is shown as the dashed (leftmost) curves in Fig. 9 and is the same in both cases. This is also the kernel shape obtained for 
PSVV = 0, in which case Qˆk becomes independent of P .
Fig. 9. Shapes assumed by the exponential kernel Qˆ for PSVV = 1 (left) and PSVV =
√
P (right) for different polynomial orders P . The asymptotic shape 
approached as P → ∞, shown as the dashed (leftmost) curve, is the same in both cases and correspond to the shape of Qˆ for PSVV = 0.
Fig. 10. Dispersion–diffusion curves for the SVV operator based on the exponential kernel (with PSVV = 0) when Pe∗ = 10, for P = 2 and 3 (top) and for 
P = 3 to 8 (bottom). Thin dashed parabolas on the diffusion plots show the regular (second-order) diffusion behaviour for Pe∗ = 10.
The dispersion–diffusion characteristics of the SVV operator based on the exponential kernel with PSVV = 0 are shown 
in Fig. 10 when Pe∗ = 10, ﬁrst for P = 2 and 3 and then for P = 3 to 8. These graphs show an undesirable feature of 
the exponential kernel, namely, that as P increases, “spurious” oscillations appear on the eigencurves. This behaviour is 
typical of the limit Pe∗ → ∞, recall Fig. 7, suggesting that the overall amount of viscosity introduced by the exponential 
kernel should be higher. Note that using PSVV = 0 yields already the kernel shape which provides the highest levels of 
dissipation. Increasing PSVV will only conﬁne the viscous effects to the highest modes, thus making the situation worse. It 
was veriﬁed that using PSVV ∝ P or PSVV =
√
P can be equally detrimental, probably for the same reason, as expected from 
Fig. 9 (right-hand side plot).
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shortcoming remains: as P increases, diffusion curves are drawn inwards thus introducing more dissipation at the smaller 
wavenumbers. This is undesirable because SVV dissipation should begin to act at increasingly higher wavenumbers as P
is increased since discretizations of higher order are expected to have a superior resolution power per degree of freedom 
(DOF), as is the case for the DG scheme [9].
Fig. 11. Dispersion–diffusion curves for the SVV operator based on the exponential kernel (with PSVV = 0) when Pe∗ = 5, for P = 2 and 3 (top) and for 
P = 3 to 8 (bottom). Thin dashed parabolas on the diffusion plots show the regular (second-order) diffusion behaviour for Pe∗ = 5.
Fig. 12. Shapes assumed by the power kernel Qˆk = kˆ PSVV for increasing values of PSVV (left) and for PSVV = P/2 with increasing values of P (right).
To avoid these shortcomings, a new kernel function is proposed which is given by
Qˆk = (k/P )PSVV = kˆ PSVV , for 0≤ kˆ ≤ 1 . (48)
Note that this “power” kernel does not depend explicitly on P , but only on kˆ and PSVV . Moreover, here PSVV is not an 
activation threshold, but has a similar effect in terms of conﬁning the viscous effects to the highest modes. This effect is 
shown in the left-hand side plot of Fig. 12, where the shape of the power kernel is depicted for different values of PSVV .
Particularly desirable characteristics were found with the power kernel function when using PSVV ∝ P . Kernel shapes 
obtained with PSVV = P/2 are shown for increasing values of P in the right-hand side graph of Fig. 12. By doing this, the 
viscous effects become increasingly conﬁned to higher modes as P grows, contrary to what happens with the exponential 
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modes. These two features are believed to be respectively the key to avoid both the “drawing inwards” behaviour and 
spurious oscillations. Dispersion–diffusion eigencurves obtained with the power kernel with PSVV = P/2 when Pe∗ = 2 are 
shown in Fig. 13 for polynomial orders P = 2, . . . , 8.
Fig. 13. Dispersion–diffusion curves for the SVV operator based on the proposed power kernel with PSVV = P/2 for Pe∗ = 2. The thin dashed parabola on 
the diffusion plot shows the regular (second-order) diffusion behaviour for Pe∗ = 2.
We note that the power kernel would mimic the effect of hyperviscosity if applied directly in Fourier space, see Eq. (36). 
When however applied through a polynomial (hierarchical) setting, the resulting dissipation in Fourier space follows the 
same trends yielded by traditional kernel functions, as shown in Fig. 13. We also note that the power kernel function will 
always affect all the polynomial modes above kˆ = 0, even though this effect becomes very small for the lower-order modes 
when P is increased (Fig. 12). A detailed discussion on whether this feature might affect typical spectral properties achieved 
via P reﬁnement, such as exponential convergence, is provided in the Appendix. Basically, we found that the SVV operator 
based on the power kernel with ﬁxed PSVV will exhibit algebraic decay at large values of P , whereas when PSVV is made 
proportional to P , say as PSVV = P/2, the magnitude of the SVV operator will decay slightly faster than exponentially. The 
latter approach is therefore superior and preferable.
4. Upwinding and SVV-based stabilization
As discussed in Sec. 3.2, the mesh spacing h used in the normalized horizontal axis of dispersion–diffusion plots is simply 
a scaling parameter, not actually a variable, in the traditional SVV approach. This causes two wavenumbers at different mesh 
regions where the supporting number of points per wavelength is the same (i.e. k1h1/P = k2h2/P ) to experience distinct 
levels of SVV dissipation due to a Péclet number difference. On the other hand, dissipation levels peculiar to spectral/hp
schemes with upwind-based stabilization are observed to scale naturally with the local mesh resolution, see [3–5,9]. This 
is exactly what is achieved with the SVV approach proposed here, where the Péclet number is held constant and so the 
dissipation is an actual function of kh for each P . In this sense, the dissipation characteristics of the advocated CG-SVV 
approach can be considered to be dimensionally equivalent to those obtained through upwinding in a DG setting, for 
instance.
A comparison is now carried out between the (full) upwind DG scheme and the proposed CG-SVV method with the 
power kernel given in Eq. (48). The main quantity considered in this comparison is the extent of the wavenumber region 
where numerical errors are negligible. This quantity is here estimated by the ‘1% rule’ introduced in [9], as follows. By 
expressing the modiﬁed wavenumber in the form k∗ = k∗R + ik∗I , a propagating wave (of wavenumber k) is represented as
u ∝ exp[i(kx− w∗t)] = exp(ak∗I t) exp[i(kx− ak∗Rt)] , (49)
where the relation w∗ = ak∗ was used. Hence, regarding the wave’s amplitude, one has
|u| ∝ exp(ak∗I t) = exp
(
k∗I  t/τ
)
, (50)
in which τ = /a and  = h/(P + 1). Since  is the length measure of one DOF in both CG and DG settings, τ is the time 
it takes for a signal to cross a single DOF. Therefore, according to Eq. (50), for each t = τ passed, the magnitude of the 
propagating wave is multiplied by exp(k∗I ), and so this quantity can be regarded as a damping factor per DOF crossed.
As an example, for a damping factor of 99%, the value of k∗I  would be ln(0.99) ≈ −0.01. Although somewhat arbitrary, 
this value has been tested against one-dimensional turbulence simulations [9] and veriﬁed to be a very good measure 
of propagation accuracy. The 1% rule therefore consists in ﬁnding the wavenumber k for which k∗I  = ln(0.99). Since the 
natural normalization of k is different for CG and DG, we here primarily compare values of kh given by the 1% rule, for 
each polynomial order P , as a measure of resolution power per element rather than per DOF. Nevertheless, the associated 
number of DOFs per wavelength, 2π/(k)1%, is also provided in the comparisons for reference.
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be reduced to the point of inducing very large values of (kh)1% for the diffusion curves at the cost of a vanishing overall 
dissipation. Therefore, for a fair comparison, μ0 is chosen so as to provide the same damping level per element, k∗I h, of the 
full upwind DG scheme for the smallest captured scales, i.e. at k = π . The remaining parameter deﬁning the SVV operator 
is the value of PSVV from the power kernel, see Eq. (48), which is allowed to vary so as to maximize the effective resolution 
measure adopted, (kh)1%.
Fig. 14. Contours of (k∗I h)π (top) and (k h)1% (bottom) for the proposed SVV operator and power kernel for P = 8 and different values of μ0 and r = PSVV/P . 
The dot on the upper-right corner of the graphs corresponds to the maximum value of (kh)1% along the curve (k∗I h)π = (k∗I h)DGπ .
The optimization procedure described above is illustrated in Fig. 14 for the case P = 8. The top and bottom graphs 
display contour values of (k∗I h)π and (k h)1%, respectively, within the ranges 0.5 < μ0 < 1.5 and 0.4 < r < 1.0, where r =
PSVV/P . The dot on the upper-right corner of the graphs corresponds to the maximum value of (kh)1% along the curve 
(k∗I h)π = −75.06, which is the reference DG damping level (per element) for P = 8. An algorithm based on the total 
variation of the eigencurves was employed to avoid the irregular behaviours observed when Pe∗ → 0 or Pe∗ → ∞. The 
blank regions in the contour plots represent dispersion–diffusion curves with oscillation levels above a certain threshold. 
The procedure was carried out for P = 2, . . . , 8 and the values of r and μ0 leading to the optimized values of (k h)1% are 
given in Table 1 for each polynomial order. We note that case P = 2 had its value of (kh)1% practically unchanged along the 
relevant dissipation curve for a wide range of values of r, and so the set of parameters (r, μ0) = (1.00, 1.58) was arbitrarily 
chosen as a representative of this range.
Table 1
Optimal parameters for the proposed SVV operator and kernel function.
P 2 3 4 5 6 7 8
r 1.00 2.87 2.45 2.07 1.31 1.02 0.87
μ0 1.58 13.46 7.36 4.87 2.12 1.58 1.39
A graphical comparison between the eigencurves of the full upwind DG method (from [9]) and those of the CG-SVV 
scheme with the parameters of Table 1 is shown in Fig. 15. Effective resolution estimates for the two discretizations are 
compared in Table 2. The second and third columns give the estimates of resolution power per element obtained from 
the 1% rule for each P . The maximum wavenumber within the range of negligible numerical error can be evaluated from 
R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422 419Table 2
Effective resolution estimates for DG and CG-SVV for the same maximum dissipation.
P (kh)DG1% (kh)
CG
1% 2π/(k)
DG
1% 2π/(k)
CG
1% |k∗I h|π exp(k∗I )π
2 2.616 1.518 7.205 12.421 11.85 1.93× 10−2
3 4.330 3.142 5.804 8.000 19.16 8.31× 10−3
4 6.164 4.377 5.097 7.177 27.85 3.81× 10−3
5 8.071 5.599 4.671 6.733 37.92 1.80× 10−3
6 10.027 6.841 4.386 6.429 49.07 9.03× 10−4
7 12.018 7.989 4.183 6.292 60.80 5.00× 10−4
8 14.035 9.181 4.029 6.159 75.06 2.39× 10−4
such values of (kh)1% for any hp setting. The next two columns compare the associated number of DOFs per wavelength 
for each scheme. Clearly, both discretizations achieve a consistent increase in resolution power per DOF for increasing 
polynomial orders. The last two columns respectively show the reference DG dissipation levels per element used for the 
SVV optimizations and the related damping factors per DOF.
Fig. 15. Dispersion and diffusion curves for full upwind DG (top) and the optimized CG-SVV scheme (bottom) for P = 2, . . . , 8. Thin dashed lines represent 
the exact behaviour for linear advection.
The data summarized in Table 2 shows that full upwind DG and the proposed CG-SVV scheme follow the same tendency 
as the polynomial order is increased, but that DG has a higher resolution power per DOF. However, it should be recognized 
that the optimization carried out for the SVV operator was based on the (simple) power kernel suggested and that improved 
CG-SVV characteristics can still be pursued via different, more sophisticated kernel functions with the aid of optimization 
algorithms. Moreover, while DG characteristics (such as maximum dissipation) are somewhat restricted by the choice of an 
upwind numerical ﬂux, the CG-SVV scheme is more ﬂexible due to the larger number of SVV control parameters. Depending 
on the simulation considered and polynomial order used, DG dissipation levels are likely to be either too weak or stronger 
than necessary, whereas SVV could be adjusted to provide higher dissipation levels or an improved resolution power through 
a reduced maximum dissipation.
5. Conclusion
This study assessed the spectral/hp continuous Galerkin (CG) formulation through the linear dispersion–diffusion anal-
ysis framework. The discretization of the advection–diffusion equation was addressed ﬁrst and the role of primary and 
secondary eigencurves was discussed. Those have been veriﬁed to behave in agreement with the perspective introduced 
420 R.C. Moura et al. / Journal of Computational Physics 307 (2016) 401–422in [9], by which secondary eigencurves peculiar to spectral/hp methods are perceived as replications of the primary one. 
Potentially undesirable non-smooth features have been observed on primary dispersion and diffusion curves for problems 
strongly dominated by either convection or diffusion. These have been found mostly at moderately high wavenumbers, in-
dicating that high-order spectral/hp CG discretizations might be unsuited for under-resolved simulations of either advection 
or diffusion dominated problems.
Subsequently, the spectral vanishing viscosity (SVV) technique was analysed and, owing to a dependency of the tra-
ditional SVV operator on the Péclet number, the standard CG-SVV formulation was again found to feature non-smooth 
characteristics when convection is much stronger than dissipation or vice-versa. A new approach has been proposed where 
the base SVV magnitude is made locally proportional to both the advection speed and the mesh spacing. This way, the Péclet 
number is held constant globally and SVV effects are kept close to their design point. In addition, a “power kernel” func-
tion has been devised for the advocated SVV operator to provide a consistent increase in resolution power (per degree of 
freedom) when the polynomial order is increased — a feature not naturally achieved through the widely used “exponential 
kernel” introduced in [20]. We note however that for non-linear problems where the advection speed is solution dependent, 
the proposed SVV operator will also be non-linear and thus certain implementation diﬃculties are likely to appear. In such 
cases, reference values for the advection speed could be used in each element, for example.
Finally, the dissipation characteristics of the proposed SVV operator have been discussed and veriﬁed to be dimensionally 
equivalent to those obtained with upwind numerical ﬂuxes. The CG formulation based on the suggested SVV operator and 
kernel function has been compared with the full upwind DG scheme in terms of effective resolution power (as measured 
by the extent of the wavenumber range where numerical errors are negligible) according to the 1% rule introduced in [9]. 
The DG scheme has been found to have a moderately higher resolution power for the same dissipation levels. However, the 
results here obtained for CG were based on the power kernel and thus can only be regarded as ‘locally optimal’. Improved 
CG-SVV characteristics can still be pursued via different kernel functions with the aid of optimization algorithms. Also, res-
olution power is not all that matters in under-resolved simulations. Sometimes it might be desirable to increase the overall 
dissipation simply to improve robustness, or to manipulate diffusion curves in order to mimic the spectral behaviour of 
some subgrid-scale model [13,15,16]. Due to its larger number of control parameters, SVV can be more generally adjusted 
(when compared to DG) to provide the desired dissipation levels for complex problems, such as in transition and turbulence 
simulations.
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Appendix A
This section is devoted to a discussion of convergence properties of the SVV operator based on the “power” kernel 
proposed in Sec. 3.3, see Eq. (48). We start by noting that, in a pure spectral formulation, the effect of SVV can be directly 
analysed by inserting Eq. (48) into Eq. (36), which yields
μ
∂
∂x
(
Q  ∂u
∂x
)
= −μ/P PSVV
∑
k
kPSVV+2 uˆk exp(ikx) , (51)
whereby SVV formally mimics a hyperviscous operator of order PSVV + 2. We acknowledge, however, that the operator’s 
behaviour for spectral/hp methods is expected to be somewhat different since spectral/hp discretizations are based on poly-
nomials rather than on complex exponential functions. Nonetheless, it is hoped that some of the properties (convergence 
properties, in particular) observed for pure spectral formulations are maintained for spectral/hp methods, as in fact happens 
with traditional SVV approaches.
From Eq. (51) one can estimate the magnitude of the SVV operator at a given wavenumber k as
‖SVVk(P )‖ ∝ kPSVV+2/P PSVV−1 , (52)
since typically μ ∝ 1/P . As a result, for PSVV ﬁxed, one has
‖SVVk(P )‖ ∝ 1/P PSVV−1 =⇒ log‖SVVk(P )‖ ∝ −(PSVV − 1) log P + const , (53)
and for PSVV varying with P , say as PSVV = P/n,
‖SVVk(P )‖ ∝ kP/n+2/P P/n−1 =⇒ log‖SVVk(P )‖ ∝ −P/n log(P/k) + const , (54)
where the last result is an approximation which assumes P large. The above results indicate that the effect of the power 
kernel-based SVV operator should decay algebraically via P reﬁnement for PSVV ﬁxed, whereas for PSVV = P/n the decay 
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smaller values of n in Eq. (54).
We now present some numerical results to substantiate the convergence estimates above. The Kovasznay ﬂow [22] which 
represents a steady, laminar ﬂow behind a two-dimensional grid was used to test how the power kernel-based SVV operator 
affects the spectral convergence properties of the continuous Galerkin formulation. This test case has been used in previous 
works [13,14] to assess the error introduced by traditional SVV operators as applied to spectral/hp methods. A version of 
the analytical solution which is suitable for numerical tests can be found in [7] (see chapter 9) and is given by
u= 1− eλx cos(2π y) , v= λ
2π
eλx sin(2π y) , p = 1
2
(1− e2λx) , (55)
where u and v represent the x and y velocity components, p is the pressure and λ = (2ν)−1 − [(2ν)−2 + 4π2]1/2, in which 
ν stands for the ﬂuid’s kinematic viscosity. The value ν = 1/400 has been chosen here and found to be suﬃciently small so 
as not to suppress the effects of the SVV in the numerical solution.
From the discussions in Sec. 3.3, the value Pe∗ = 2 has been adopted for the tests of the power kernel (see e.g. Fig. 13) 
and the value Pe∗ = 5 has been used for the tests conducted with the exponential kernel, which will be useful for com-
parison. We note that these values represent a 2.5 times stronger base viscosity μ = ah/Pe∗ for the power kernel-based 
SVV operator. Since from the analytical solution the average of u and v over the plane are respectively one and zero, the 
constant value a = 1 has been adopted globally in the test cases. The Kovasznay ﬂow was solved in the rectangular domain 
[−1/2, 3/2] ×[−1/2, 3/2] in an equispaced grid consisting of 16 square-shaped elements of side h = 1/2. Dirichlet boundary 
conditions based on the analytical solution have been imposed where appropriate. The incompressible Navier–Stokes solver 
encapsulated within spectral/hp element code Nektar++ [23] was used for the test cases.
Fig. 16. Log-linear convergence plots of the error (L2 norm) on the y velocity component. Left: results without SVV are compared with those obtained with 
the power kernel (PK) for different given values of PSVV . Right: results obtained with the exponential kernel (EK) are compared with those of the power 
kernel, both using PSVV = P/2.
Fig. 16 displays the convergence of the error (L2 norm) on the y velocity component, v, which can be measured easily 
by comparison with the analytical solution. The convergence curves based on u or p (not shown) presented very similar 
trends and were just a bit more wiggly. Such results clearly support the convergence estimates given in Eqs. (53)–(54). In 
particular, they show that the power kernel with varying PSVV is to be preferred over its counterpart based on a ﬁxed PSVV
value, since the error introduced by this latter approach will eventually surpass the baseline error of the CG discretization 
as the polynomial order is increased. Also, when using PSVV = P/2, the comparison with the exponential kernel indicates 
that introducing a small amount of dissipation at the lower-order modes is not necessarily worse than introducing none, 
which by construction is the case for the exponential kernel tested.
Finally, the kernel functions employed in the two-dimensional discretization were, for the power kernel,
Qˆi, j =
(
i
P
)PSVV ( j
P
)PSVV
for 0≤ i, j ≤ P , (56)
and, for the exponential kernel which becomes non-zero only above PSVV ,
Qˆi, j = exp
[
− (i − P )
2
(i − PSVV)2
]
exp
[
− ( j − P )
2
( j − PSVV)2
]
for i, j > PSVV , (57)
where i, j are used to indicate the index of the polynomial mode in a tensor-product Legendre orthogonal basis spanning 
the polynomial space of degree P , see [7].
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