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BAB II 
LANDASAN TEORI 
2.1 Pixel 
Pixel merupakan singkatan dari picture element atau elemen citra (Salomon 
& Motta, 2010). Umumnya, orang mengetahui pixel sebagai persegi yang sangat 
kecil. Hal tersebut memang benar untuk layar monitor pada komputer. Tetapi 
pixel perangkat output digital lain, seperti printer, dapat berupa persegi ataupun 
lingkaran. Pada akhirnya, dapat dikatakan bahwa pixel adalah sebuah titik 
matematis yang tak berdimensi (Salomon & Motta, 2010). 
 
Gambar 2.1 Pixel Dalam Citra Digitial 
Sumber: https://xoppa.github.io/blog/pixels/ 
 
2.2 Citra Digital 
Citra digital (Salomon & Motta, 2010) adalah sebuah matriks berbentuk 
persegi panjang yang terdiri atas titik-titik yang disebut elemen citra (pixel), yang 
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tersusun dalam M baris dan N kolom. Resolusi dari citra digital merupakan M 
dikali N. 
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… (2.1) 
Sebuah citra digital grayscale, atau disebut juga sebagai monochrome, 
tersusun atas nilai antara 0 hingga 255 dan setiap pixel direpresentasikan dalam 1 
byte. Sedangkan pada citra digital full color, setiap pixel direpresentasikan dalam 
3 warna berbeda, yaitu merah, hijau, dan biru. Masing-masing warna memiliki 
nilai antara 0 hingga 255 dan setiap pixel direpresentasikan dalam 3 byte untuk 
ketiga warna tersebut (Van, 2009). 
 
2.3 Kompresi Data 
David Salomon (Salomon & Motta, 2010), mengatakan bahwa kompresi data 
adalah proses mengubah sebuah aliran data input dari data asli, menjadi data 
output yang memiliki ukuran data lebih kecil dari data asli. 
Dalam sekumpulan data akan terdapat redundansi, yaitu data yang berlebih 
atau berulang-ulang. Semakin banyak redundansi, semakin besar ukuran data. 
Data yang memiliki redundansi dapat dikompresi, tetapi data yang tidak memiliki 
redundansi tidak cocok dikompresi (Van, 2009). 
Pada dasarnya, tidak terdapat suatu algoritma kompresi yang universal 
(Mahoney, 2013). Dilihat dari berbagai penelitian yang telah dilakukan 
sebelumnya, tidak ada suatu algoritma yang mampu mengompresi semua format 
data yang diujikan. 
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Metode kompresi citra dibagi menjadi dua (Sayood, 2012), yaitu, 
1. Kompresi Lossy 
Pada kompresi lossy, ada sebagian data yang dihilangkan dalam proses 
kompresi sehingga hasil kompresi tidaklah sama dengan data asli. Oleh karena 
itu, data yang sudah dikompresi tidak dapat dikembalikan tepat seperti data 
asli. Selain itu, rasio kompresi yang dapat dicapai cukup kecil. 
2. Kompresi Lossless 
Pada kompresi lossless, tidak ada data yang hilang setelah suatu data 
dikompresi. Data yang sudah dikompresi dapat dikembalikan tepat seperti 
data aslinya. Karena tidak ada data yang dihilangkan, rasio kompresi yang 
diperoleh menggunakan metode ini tidak sebaik kompresi dengan metode 
lossy. 
12345677829	:;<82 = 	=8>6	2!	?@<4@<=8>6	2!	A94@< 	 … (2.2)
Efektivitas kompresi dapat diukur dengan menggunakan rasio kompresi. 
Rumus 2.2 menunjukkan rumus untuk menghitung rasio kompresi yaitu 
perbandingan antara ukuran data yang dihasilkan setelah proses kompresi dengan 
ukuran data asli. Semakin kecil nilai rasio kompresi berarti semakin baik 
kompresi yang dilakukan dan sebaliknya (Salomon & Motta, 2010).  
 
2.4 Algoritma Lempel-Ziv-Welch 
LZW dikembangkan oleh Terry Welch pada 1984. LZW merupakan 
algoritma kompresi lossless yang berbasis kamus. Fitur utama algoritma LZW 
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adalah token, atau hasil keluaran, pada LZW hanya berisikan penunjuk ke kamus 
(Salomon & Motta, 2010). 
Menurut penelitian Pratama (Pratama, 2009), ditemukan bahwa algoritma 
LZW memiliki tingkat kompleksitas yang paling rendah dibandingkan dengan 
algoritma Lempel-Ziv lainnya, seperti LZ77 dan LZ78. Meski demikian, LZW 
mampu menghasilkan rasio kompresi yang tidak kalah baik dibandingkan LZ77 
dan LZ78 untuk kompresi teks. Pada penelitian lain (Sulistio, 2014), dinyatakan 
bahwa dilihat dari segi rasio kompresi serta waktu kompresi pada citra digital, 
LZW merupakan algoritma yang paling efektif dibandingkan dengan LZ78 dan 
Run-Length Encoding (RLE). 
LZW selalu diawali dengan menginisialisasi kamus dengan 256 kode, yaitu 
dari indeks ke-0 hingga indeks ke-255. Tahap selanjutnya bergantung pada proses 
yang dilakukan, yaitu kompresi atau dekompresi (Smith, 2011). 
 
Gambar 2.2 Flowchart Algoritma Kompresi LZW (Smith, 2011) 
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Gambar 2.2 menunjukkan flowchart algoritma kompresi LZW dan dapat 
dijelaskan sebagai berikut (Smith, 2011). 
1. Mengambil input byte pertama dan memasukkannya ke dalam variabel 
STRING. 
2. Mengambil input byte selanjutnya dan menyimpannya ke dalam variabel 
CHAR. 
3. Mengecek apakah STRING + CHAR ada dalam tabel kode atau kamus. 
a. Jika ada, menyimpan STRING + CHAR ke dalam variabel STRING. 
b. Jika tidak ada, dilakukan proses berikut. 
i. Mengeluarkan kode untuk STRING sebagai output. 
ii. Menambahkan STRING + CHAR ke dalam kamus. 
iii. Menyimpan CHAR ke dalam variabel STRING. 
4. Mengecek apakah masih ada input byte selanjutnya. 
a. Jika masih ada, kembali ke langkah nomor 2. 
b. Jika tidak ada, mengeluarkan kode untuk STRING. 
 
Gambar 2.3 Flowchart Algoritma Dekompresi LZW (Smith, 2011) 
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Gambar 2.3 menunjukkan flowchart proses deskompresi pada algoritma 
LZW dan dapat dijelaskan sebagai berikut (Smith, 2011). 
1. Input kode pertama dan menyimpannya ke dalam variabel OCODE. 
2. Menyimpan terjemahan OCODE sebagai output. 
3. Mengambil kode selanjutnya dan menyimpannya ke dalam NCODE. 
4. Mengecek apakah NCODE terdapat dalam kamus. 
a. Jika ada, menyimpan terjemahan NCODE ke dalam STRING. 
b. Jika tidak ada, dilakukan proses berikut. 
i. Menyimpan terjemahan OCODE ke dalam STRING. 
ii. Menyimpan STRING + CHAR ke dalam STRING. 
5. Keluarkan STRING sebagai output. 
6. Menyimpan karakter pertama dalam STRING ke dalam CHAR. 
7. Tambahkan terjemahan OCODE + CHAR ke dalam kamus. 
8. Menyimpan NCODE ke dalam OCODE. 
9. Mengecek apakah masih ada kode input selanjutnya. 
a. Jika ya, kembali ke langkah nomor 3. 
b. Jika tidak ada, proses dekompresi selesai. 
Sebagai contoh kasus, digunakan input data ABCABA dan inisialisasi kamus 
dilakukan dari 0 hingga 25 untuk huruf-huruf kapital dalam alfabet. Tabel 2.1 
berisi proses kompresi menggunakan algoritma LZW dengan input I.  
Tabel 2.1 Contoh Kasus Kompresi LZW 
No CHAR STRING + 
CHAR 
Ada dalam 
kamus? 
Output Tambahkan 
ke kamus 
STRING 
baru 
1 A A    A 
2 B AB Tidak 0 26 = AB B 
3 C BC Tidak 1 27 = BC C 
4 A CA Tidak 2 28 = CA A 
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Tabel 2.1 Contoh Kasus Kompresi LZW (Lanjutan) 
No CHAR STRING + 
CHAR 
Ada dalam 
kamus? 
Output Tambahkan 
ke kamus 
STRING 
baru 
5 B AB Ya   AB 
6 A ABA Tidak 26 29 = ABA A 
7  A  0   
 
Dari proses kompresi diperoleh output yaitu 0 1 2 26 0. Kemudian output 
tersebut digunakan sebagai input untuk contoh kasus dekompresi yang 
ditunjukkan pada Tabel 2.2. 
Tabel 2.2 Contoh Kasus Dekompresi LZW 
No NCODE Ada dalam 
kamus? 
STRING Output CHAR Tambah 
ke kamus 
OCODE 
1    A   0 
2 1 Ya B B B 26 = AB 1 
3 2 Ya C C C 27 = BC 2 
4 26 Ya AB AB A 28 = CA 26 
5 0 Ya A A A 29 = ABA 0 
 
Dari proses dekompresi diperoleh output ABCABA yang identik dengan data 
asli sebelum dikompresi. 
 
2.5 Algoritma Burrows-Wheeler-Transform 
Algoritma ini dikembangkan oleh Michael Burrows dan David Wheeler pada 
tahun 1994. Tidak seperti algoritma sorting lainnya, BWT melakukan kompresi 
secara blok-per-blok, bukan stream atau aliran, sehingga disebut juga sebagai 
block sorting. Algoritma BWT merupakan algoritma serba guna karena dapat 
bekerja dengan baik pada citra, suara, teks, dan hasil transformasinya mampu 
mencapai rasio kompresi yang besar (Salomon & Motta, 2010).  
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Algoritma ini menerima sebuah string S dengan panjang N sebagai masukan. 
Berikut adalah tahap transformasi kompresi data menggunakan algoritma BWT 
(Schiller, 2012). 
1. Menyusun input sebanyak N kali, dimana setiap baris merupakan hasil rotasi 
ke kanan dari baris sebelumnya, membentuk matriks berukuran N x N. 
2. Mengurutkan baris-barisnya secara leksikografi. 
3. Hasil dari transformasi ini adalah kolom terakhir L dari matriks yang telah 
diurutkan dan indeks I dari matriks yang menunjuk baris yang berisikan S. 
Berikut adalah tahap transformasi dekompresi data kembali menjadi seperti 
semula menggunakan algoritma BWT (Schiller, 2012). 
1. Mengurutkan L sehingga mendapatkan kolom pertama F dari matriks. 
2. Menyimpan karakter dari F yang terletak pada indeks I. 
3. Mencari indeks i, dimana i merupakan indeks dari karakter pada L yang 
identik dengan karakter yang disimpan pada tahap sebelumnya dan keduanya, 
baik pada L maupun F, memiliki jumlah karakter identik yang berada pada 
indeks lebih rendah yang sama. 
4. Menyimpan karakter dalam kolom F yang terletak pada indeks i. 
5. Mengulangi tahap 3 dan 4 dan berhenti ketika nilai dari i sama dengan I. 
Digunakan input ABCABA untuk contoh kasus penggunaan algoritma 
transformasi BWT. 
M =	
A B CA A BB A A A B AC A BB C AA B AC A BB C A A B CA A BB A A
   M =
01F345
	
A A BA B AA B C C A JA B KA B LB A AB C AC A B B C LB A LA A J
 
 Output: BCAAAB, 2 
Gambar 2.4 Contoh Kasus Transformasi BWT 
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Output dari proses transformasi kemudian digunakan untuk contoh kasus 
transformasi balik algoritma BWT. 
L = BCAAAB   F = AAABBC
1. Output: A 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
2. Output: A 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
3. Output: A B 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
4. Output: A B 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
5. Output: A B C 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
6. Output: A B C 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
7. Output: A B C A 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
8. Output: A B C A 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
Gambar 2.5 Contoh Kasus Transformasi Balik BWT
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9. Output: A B C A B 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
10 . Output: A B C A B 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
11. Output: A B C A B A 
F … L 
A  B 
A  C 
A  A 
B  A 
B  A 
C  B 
 
 
 
 
 
Gambar 2.5 Contoh Kasus Transformasi Balik BWT (Lanjutan) 
Hasil dari transformasi balik BWT adalah ABCABA yang identik dengan 
input pada proses transformasi. 
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