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Abstract—Decision-making strategy for autonomous ve-
hicles describes a sequence of driving maneuvers to achieve 
a certain navigational mission. This paper utilizes the deep 
reinforcement learning (DRL) method to address the con-
tinuous-horizon decision-making problem on the highway. 
First, the vehicle kinematics and driving scenario on the 
freeway are introduced. The running objective of the ego 
automated vehicle is to execute an efficient and smooth 
policy without collision. Then, the particular algorithm 
named proximal policy optimization (PPO)-enhanced DRL 
is illustrated. To overcome the challenges in tardy training 
efficiency and sample inefficiency, this applied algorithm 
could realize high learning efficiency and excellent control 
performance. Finally, the PPO-DRL-based deci-
sion-making strategy is estimated from multiple perspec-
tives, including the optimality, learning efficiency, and 
adaptability. Its potential for online application is discussed 
by applying it to similar driving scenarios. 
 
Index Terms—Autonomous vehicles, decision-making, 
proximal policy optimization, deep reinforcement learning, 
continuous action horizon 
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I.  INTRODUCTION 
OTIVATED by advanced artificial intelligence (AI) 
technologies, autonomous vehicles are becoming 
promising transportation means to ameliorate traffic 
accidents and promote road efficiency [1]-[2]. Four pivotal 
modules are necessary for an automated vehicle, which are 
perception, decision-making, planning, and control [3]-[4]. To 
achieve full automation in complex driving scenarios, more 
efforts are required in these research fields.  
Decision-making indicates a continuous sequence of driving 
maneuvers to realize certain navigational tasks [5]-[6]. The 
special instructions contained in a decision-making strategy are 
usually accelerator pedal and steering angle. Many attempts 
have been implemented to deduce an appropriate deci-
sion-making policy. For example, Hoel et al. [7] conducted a 
Monte Carlo tree search to derive tactical decision-making for 
autonomous driving (AD). The driving environment is partially 
observable Markov decision process (MDP), and the relevant 
results are compared with the neural network (NN) policy. The 
authors discussed the cooperative lane changing decisions to 
leverage limited road resources and reduce competition [8]. 
Furthermore, Ref. [9] described the highway-exit decisions for 
autonomous vehicles. The authors claimed the presented deci-
sion-making controller achieves a higher probability of suc-
cessful highway exiting with 6000 times of stochastic simula-
tions. 
Reinforcement learning (RL), especially deep reinforcement 
learning (DRL) methods, exhibit powerful potentials to dispose 
of the decision-making problems in AD [10]. For example, the 
authors in [11] applied deep Q-learning (DQL) to handle the 
lane changing decision-making problem in an uncertain high-
way environment. Same for the lane changing problem, Zhang 
et al. [12] developed a model-based exploration policy ac-
cording to surprise intrinsic reward. Furthermore, Ref. [13] 
surveyed the existing applications of RL or DRL for automated 
vehicles, including training agents, evaluation techniques, and 
robust estimation. However, several drawbacks restricted the 
real-world applications of DRL-based decision-making strate-
gies, such as sample efficiency, slow learning rates, and oper-
ation safety. 
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Fig. 1. An efficient and safe decision-making control framework based on PPO-DRL for autonomous vehicles.
To derive an efficient and safe decision-making policy for 
AD, this work presents a proximal policy optimization 
(PPO)-enhanced DRL approach on the highway with a con-
tinuous action horizon, as depicted in Fig. 1. We first establish 
the vehicle kinematics and driving scenarios, in which the 
studied autonomous ego vehicle aims to run efficiently and 
safely. Having the ability to obtain control actions directly from 
the policy gradient method, PPO-enabled DRL can enforce a 
trust region with clipped objectives. The detailed realization of 
this DRL algorithm is explained afterward. Finally, a series of 
test experiments are designed to evaluate the optimality, 
learning efficiency, and adaptability of the related deci-
sion-making policy on the highway.  
Three perspectives of contributions and innovations have 
appeared in this work: 1) an advanced efficient and safe 
decision-making policy is built for AD on the highway; 2) the 
PPO-enhanced DRL is utilized to resolve the transferred 
control optimization problem for autonomous vehicles; 3) an 
adaptive estimation framework is founded to test the adapta-
bility of the proposed approach. This work is one attempt to 
address the efficiency and safety of decision-making policy 
with the emerging advanced DRL method.  
To better explain the contributions of this article, the rest of 
this work is arranged as follows. Section II describes the 
vehicle kinematics and driving scenarios on the highway. The 
research PPO-enhanced DRL is explained in Section III. 
Section IV analyzes the relevant simulation results of the 
presented decision-making strategy. Finally, the concluding 
remarks are provided in Section V. 
II. VEHICLE KINEMATICS AND DRIVING SCENARIOS 
In this section, the research highway driving scenario is es-
tablished. This environment includes the autonomous ego ve-
hicle (AEV) and its surrounding vehicles. The vehicle kine-
matics of these vehicles are also described. Hence, the longi-
tudinal and lateral speeds can be calculated. Furthermore, the 
reference models for driving maneuvers at the longitudinal and 
lateral direction are introduced.  
A. Vehicle Kinematics 
In this work, the vehicle kinematics is described by the 
common bicycle model [14]-[15], which are the nonlinear 
continuous horizon equations. The representation of the inertial 
frame is depicted in Fig. 2. The differentials of position and 
inertial heading are computed as follows: 
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where (x, y) is the position coordinate of the vehicle in the 
inertial frame. v is the vehicle velocity and lr is the distance 
between the center of the mass and rear axles. ψ is the inertial 
heading, and β is a slip angle at the center of gravity. This angle 
and the vehicle acceleration can be further displayed as: 
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                              arctan tan( )r f
f r
l
l l
 
 
=   + 
                   (5) 
where lf is the distance of the center of mass with respect to the 
front. δf is front steering angels. The two degrees-of-freedom 
model is easy enough to delegate the main parameters of the 
vehicle, speed and acceleration. The control inputs of this 
model are the acceleration and steering angle which are con-
tinuous time horizon in this article.  
The default parameters of the AEV and surrounding vehicles 
are the same. The length and width are 5.0 m and 2.0 m, re-
spectively. The initial speed is randomly chosen from [23, 25] 
m/s, and the maximum value of the speed is 30 m/s. The orig-
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inal position is randomly given on the highway, which indicates 
the uncertainly of the driving environment. 
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Fig. 2. Bicycle model for vehicle kinematics on highway. 
B. Driving Scenarios 
To mimic the practical driving environment on highway, a 
driving scenario with N lane in the same direction is con-
structed, as depicted in Fig. 3. The Decision-making strategy 
for AEV in this work indicates determining the control actions 
of vehicle speed and steering angle at each time step. The core 
objective of the AEV is to drive as fast as possible without 
crashing the surrounding vehicles. 
 
Fig. 3. Driving scenario on highway with N lanes for decision-making policy.  
 
Overtaking behavior represents that the studied vehicle 
surpasses the nearby vehicles via lane-changing and acceler-
ating maneuvers. In general, three indicators are often used to 
evaluate the performance of decision-making policy, which are 
safety, efficiency, and comfort. Safety means the AEV should 
avoid a collision. Efficiency implies that an autonomous vehi-
cle prefers to increase speed. Comfort indicates the AEV 
should regulate the frequency of lane-changing and the value of 
vehicle deceleration [16]. 
In this work, the key concerns of the AEV are safety and 
efficiency. This vehicle also prefers to locate on the high-speed 
lane. As shown in Fig. 3, the green vehicle is AEV, and the blue 
vehicles are the surrounding vehicles. In each lane, the number 
of the surrounding vehicles is K. One episode in this article 
indicates the AEV overtakes all the surrounding vehicles or 
reaches the destination. 
Without loss of generality, the number of lanes on the 
highway is set as N=3. The number of surrounding vehicles in 
each lane is set to K=5. The predefined lane of the AEV is the 
right lane. The simulation frequency is 20 Hz, and the sampling 
time is 1 second (means the AEV chooses action every one 
second). The duration of one episode is 50 seconds. The driving 
maneuvers of the surrounding vehicles are managed by two 
common models, which will be introduced in the next subsec-
tion. 
C. Behavioral Controller 
In this part, the intelligent driver model (IDM) and minimize 
overall braking induced by lane changes (MOBIL) are formu-
lated to manipulate the driving behaviors of surrounding vehi-
cles. Moreover, the combination of these two models is taken as 
a reference model for the AEV to compare with the proposed 
DRL method.  
IDM is usually utilized for adaptive cruise control (ACC) of 
automated vehicles as a continuous-time horizon car-following 
model [17]-[18]. The longitudinal acceleration in IDM is de-
scribed as follows: 
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where amax is the maximum acceleration. vr and dr are the re-
quest vehicle velocity and separation distance. δ is the constant 
acceleration parameter, and △d is the interval between the 
studied vehicle and the leading vehicle. In IDM, the requested 
speed is decided by the maximum acceleration and request 
distance, and this distance is further calculated as: 
                        0
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r
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where d0 is the minimum relative distance between two vehi-
cles on the same lane, and T is the desired time interval for the 
safety objective. △v is the relative speed gap between the 
research vehicle and its front one, and b is the value of decel-
eration according to the comfortable purpose. The parameters 
of the IDM in this work is depicted in Table I. 
TABLE I 
DEFAULT PARAMETERS OF IDM  
Symbol Value Unit 
Maximum acceleration amax 6 m/s2 
Acceleration argument δ  4 / 
Desired time gap T  1.5 s 
Comfortable deceleration rate b -5 m/s2 
Minimum relative distance d0 10 m 
After determining the longitudinal acceleration of the sur-
rounding vehicle, MOBIL is applied to regulate the lateral 
lane-changing decisions [19]. Two conditions constitute the 
constraints in MOBIL, which are safety criterion and incentive 
condition. The safety criterion states that when the lane 
changing occurs, the new following vehicle should not decel-
erate too much to avoid the collision. The acceleration expres-
sion is shown as follows: 
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where ãn is the acceleration of the new follower after lane 
changing. bsafe is the maximum deceleration imposed on the 
new follower. (8) is leveraged to ensure collision-free condi-
tions. 
Assuming the an and ãn are the accelerations of the new 
follower before and after lane-changing, ao and ão are the ac-
celerations of the old follower before and after lane-changing. 
The incentive condition is represented by the restraint on the 
acceleration as follows: 
            ( )( ) ( )e e n n o o tha a p a a a a a− + − + −                (9) 
where ae and ãe are the accelerations of the AEV before and 
after lane-changing. p is the politeness coefficient to determine 
the effect degree of the followers in the lane-changing process. 
ath is the lane-changing decision threshold. This condition 
implies that the desired lane should be safer than the old one. It 
should be noticed the accelerations in MOBIL are decided by 
IDM at each time instant. Furthermore, the AEV could overtake 
the surrounding vehicles from the right and left lanes. The 
parameters of MOBIL are depicted in Table II. 
TABLE II 
MOBIL CONFIGURATION  
Keyword Value Unit 
Safe deceleration limitation bsafe 2 m/s2 
Politeness factor p 0.001 / 
Lane-changing decision threshold ath 0.2 m/s2 
III. PROXIMAL POLICY OPTIMIZATION-ENABLED DEEP 
REINFORCEMENT LEARNING 
This section interprets the realization procedure of the stud-
ied PPO-enhanced DRL method. First, the preliminaries of the 
reinforcement learning (RL) methods and the necessity of 
continuous-time horizon are introduced. Then, the usual form 
of the policy gradient technique is explained. Finally, the 
PPO-enabled DRL is illuminated to derive the decision-making 
strategy for the control problem constructed in Section II. 
A. Necessity of Continuous Horizon 
RL is an emerging methodology to address the sequential 
decision-making problem via trial and error process [20]-[22]. 
This course is reflected by the interaction between an intelligent 
agent and its environment. The agent adopted a control action 
to the environment and received the evaluation of this choice 
from the environment [23]-[24]. In general, RL methods are 
classified into policy-based ones (i.e., policy gradients algo-
rithm) and value-based ones (i.e., Q-learning and Sarsa algo-
rithms). 
In the decision-making problem on the highway, the intel-
ligent agent is the decision-making controller of the AEV, and 
the environments are interpreted as the surrounding vehicles. 
The interaction between them is usually mimicked by the 
Markov decision processes (MDPs) with Markov property 
[25]. The keyword of the MDP is a tuple (S, A, P, R, γ), wherein 
S and A are the sets of state variable and control actions. P is the 
transition model of the state variable, and R is the reward model 
related to the state-action pair (s, a). γ is called a discount factor 
to achieve a trade-off between current and future rewards. 
The objective of RL techniques is selecting a sequence of 
control actions from A to maximize the cumulative rewards. 
This accumulated rewards Rt is the sum of the current reward 
and the discounted future rewards as: 
                                   
=0
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where t is the time step, and rt is the relevant instantaneous 
reward. Two value functions are formulated to represent the 
worth of the control action selection. They are named as 
state-value function V and state-action function Q: 
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where π is a special control policy. As can be seen, different 
control policies lead to diverse worth of value function, the best 
performance is welcome. The optimal control policy is de-
scribed as follows: 
                                ( ) arg max ( , )
t
t t t
a
s Q s a =                       (13) 
The essence of the RL algorithms is updating the value 
functions according to the interactions between the agent and 
environments [26]. The value function then helps the agent find 
the optimal control strategy. For DRL, the value function is 
approximated by the neural network. From (12), it is obvious 
that the state-action function is a matrix, and its rows and 
columns are the numbers of state variables and control actions. 
For the problem with enormous spaces of state variables and 
control actions, it is inefficient to update the value function and 
search the control policy. 
To overcome this drawback, this work simulates the control 
actions as a vehicle throttle and steering angle. The throttle 
affects the acceleration, and the steering angle influences the 
lane-changing behavior directly. Moreover, these two actions 
have continuous-time horizons, which are [-5, 5] m/s2 and [-Π/4, 
Π/4] rad (Π is the circumference as 3.1415). By doing this, the 
AEV could decide the control action pair at each time step and 
thus determine the vehicle kinematics in Section II.A. 
B. Policy Gradient 
For policy-based RL methods, an estimator of the policy 
gradient is computed along with a stochastic policy and de-
picted as follows: 
 
                         ˆˆˆ log ( | )t t t tg a s A  =                           (14) 
where Êt indicates the expectation over a finite batch of samples, 
πθ is a random control policy, and Ât implies the advantage 
function. To compute the estimator of the policy gradient, the 
loss function of updating a RL policy is described as: 
 
                            ˆˆ( ) log ( | )
PG
t t t tL a s A  =                   (15) 
In the common policy gradient method, this loss function LPG 
is applied to perform multiple steps of optimization with the 
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same control policy. However, some challenges may happen in 
the updating process of huge policy, such as sample ineffi-
ciency, policy diversity, and hesitation in exploration and ex-
ploitation. To address these challenges, a PPO algorithm is 
proposed in [27] to combine the merits of typical value-based 
and policy-based RL methods. 
C. PPO DRL 
In the traditional policy gradient approach, the policy is able 
to be altered tempestuously in each updating. To avoid this 
operation, a policy surrogate objective is modified as the fol-
lowing form: 
 
 ˆ ˆˆ( ) min( ( ) , ( ( ),1 ,1 ))
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where rt(θ) denotes the probability ratio. Two terms are com-
pared in (16), wherein the first term is the surrogate objective 
[28], and the second term revises this surrogate objective by 
clipping the probability ratio. τ is a hyperparameter with a value 
of 0.2. In the second term, the probability ratio rt(θ) is clipped 
from 1- τ to 1+ τ, and composes the clipped objective via mul-
tiplying the advantage function. Adding this clipped version 
could effectively avoid taking a large policy updating from the 
old policy. 
To share parameters between the policy and value functions 
through a neural network, the loss function is rewritten as the 
combination of policy surrogate and a value function error term 
[27]. This new loss function is formed as follows: 
+
1 2
ˆ( ) ( ) ( ) [ ]( )CLIP VF S CLIP VFt t t tL L c L c S s   
+  =  − −  (18) 
where ( )
VF
tL  is the squared-error loss of the state-value 
function 
2( ( ) )tart tV s V − , S indicates an entropy loss. c1 and c2 
are the coefficients. 
TABLE III 
IMPLEMENTATION CODE OF PPO ALGORITHM  
PPO Algorithm, Actor-Critic Style 
1. For iteration = 1, 2, …, do  
2.     For actor = 1, 2, …, M do 
3.         Run policy 
old
 in environment for T timesteps 
4.         Calculate advantage function based on (19)-(20), 1
ˆ ˆ,..., TA A  
5.     end for 
6.     Optimize loss function in (18) with respect to θ for Z epochs 
7.     Update θold with θ 
8. end for  
To realize the PPO algorithm, a T timesteps (T is much less 
than the episode length) sample data is collected via recurrent 
neural networks. This collected data is utilized to update the 
loss function, in which the advantage function has a truncated 
version as: 
                  
1
1 1
ˆ = ( ) ... ( )T tt t t TA     
− +
+ −+ + +                 (19) 
where 
                             1= ( ) ( )t t t tr V s V s  ++ −                          (20) 
In each iteration, M actors are built to collect the T timesteps 
data. λ is the discounting factor for the advantage function. 
Then, the surrogate loss is constructed by these collected data 
and optimized with mini-batch stochastic gradient descent 
(SGD) for Z epochs. The realization pseudo-code of the PPO 
algorithm is described in Table III.  
As explained in Section III.A, the control actions are the 
vehicle throttle and steering angle. They have a continuous time 
horizon. The state variables are the relative speed and distance 
between the AEV and its surrounding vehicles: 
                                  aev surs s s = −                                      (21) 
                                  aev surv v v = −                                  (22) 
where s and v are the position and speed information obtained 
from (1)-(5) in Section II.A. The superscript aev and sur indi-
cate the AEV and surrounding vehicles, respectively. The ex-
pressions (21) and (22) can also be treated as the transition 
model P in the RL framework. 
Finally, the reward function R in this article includes three 
items, which reflect the efficiency, safety, and preferred lane 
objectives. Specifically, the AEV should drive as fast as pos-
sible, prefer to stay on the right lane, and avoid crashing other 
surrounding vehicles. The instantaneous reward at time step t is 
defined as follows: 
 
    
2 max 2100 40*( -1) -10*( )t aev aevr collision L v v= −  − −     (23) 
where collision ∈ {0, 1} indicates the collision conditions for 
the AEV. L ∈ {1, 2, 3} implies the lane number. For compared 
convenience, the value of the instantaneous reward is mapped 
to the range [0, 1] at each step. It means the maximum value of 
the cumulative rewards for one episode equal to the duration 
time (set as 50 in this work) of the driving scenario. 
The default parameters for the presented PPO-enhanced 
DRL method are defined as follows: The discount factor γ and 
learning rate α in the RL framework are 0.8 and 0.01. The 
timesteps T is 512, the mini-batch size Z is 64, the hyperpa-
rameter τ is 0.2, and the discounting coefficient for advantage 
function λ is 0.92. The decision-making policy on the highway 
for the AEV is derived and estimated in the OpenAI gym Py-
thon toolkit [29]. The control performance of this proposed 
decision-making strategy is discussed and analyzed in the next 
section. 
IV. EXPERIMENTS AND DISCUSSION 
This section evaluates the control performance of the pro-
posed PPO-DRL-based decision-making strategy for the AEV. 
The estimation contains three aspects. First, the effectiveness of 
this decision-making policy is compared and certified with two 
other methods. The detailed simulation results imply its opti-
mality. Second, the learning ability of the proposed PPO algo-
rithm is proven by analyzing the loss function and accumulated 
rewards. Finally, the derived decision-making policy is as-
sessed in two similar driving scenarios on the highway to state 
its adaptability. 
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A. Effectiveness of PPO DRL 
Three methods for decision-making problems on the high-
way are compared in this subsection. They are PPO-DRL, 
reference model (IDM+MOBIL), and cross-entropy method 
(CEM). CEM is proven to be effective for continuous-time 
horizon problem in [30]. The reference model and CEM are 
regarded as the benchmark approaches to deduce the optimality 
of the PPO-DRL algorithm. The setting parameters in PPO and 
CEM are the same. 
The total reward acquired in each episode could mostly 
manifest the performance of control policy in DRL. The nor-
malized average rewards in these three compared techniques 
are described in Fig. 4. The increasing trend of these curves 
indicates the AEV could learn to run better via interacting with 
the environment. It also can be discerned that the learning rate 
of PPO-DRL is better than the other two methods. Its rewards 
are always greater than those in CEM and IDM+MOBIL. 
Hence, the control policy obtained by PPO is superior to the 
other two strategies. 
 
Fig. 4. Normalized average rewards in the reference model, CEM, and 
PPO-DRL for comparison purposes. 
 
 
Fig. 5. Vehicle speed and traveling distance of the AEV in three methods.  
Since the vehicle speed and distance are chosen as the state 
variables in this work, Fig. 5 depicts the varied trajectories of 
these variables. In (23), the reward function requests the AEV 
boosts its speed at appropriate places. Thus, the higher speed 
means larger rewards. The longer traveling distance of the AEV 
indicates the selected control actions enable this vehicle to run 
longer and avoid a collision. These simulation results imply 
that the AEV guided by PPO-DRL could achieve efficiency and 
safety goals effectively. 
Finally, to compare the performance of these three methods 
in collision-free conditions, Table IV describes the collision 
rate and success rate in the testing episodes (the number of 
testing episodes is 100). Collision rate indicates the probability 
of a crash happens, and the success rate means the AEV sur-
passes all the surrounding vehicles and reaches the destination. 
It is obvious that the PPO-DRL could avoid collision effec-
tively than the other two methods. The value of success rate 
also implies that the PPO algorithm is capable of finishing the 
driving task in an efficient manner. 
TABLE IV 
COLLISION CONDITIONS IN THREE COMPARED APPROACHES  
Algorithms Collision rate (%) Success rate (%) 
PPO-DRL 0.59 99.03 
CEM 4.32 91.55 
IDM+MOBIL 7.10 87.21 
B. Learning rate of PPO DRL 
In this subsection, the learning rate and convergence rate of 
the presented PPO-DRL are discussed. The main objective of 
DRL algorithms is updating the state-action function Q(s, a) in 
different ways. The loss function in (18) represents the merits 
of one chosen control policy. The total loss of PPO and CEM is 
shown in Fig. 6. The clear downtrends indicate the AEV could 
achieve better control policy via trial and error procedure. 
Moreover, the value of loss in PPO is always lower than that in 
CEM. It means the AEV in the PPO algorithm is more familiar 
with the driving environment than CEM. Hence, it can be stated 
that the convergence rate of PPO is better than CEM for the 
decision-making problem on the highway. 
 
Fig. 6. Value of loss function in two DRL methods: CEM and PPO.  
To compare the learning rate of PPO and CEM algorithms, 
Fig. 7 displays the trajectories of cumulative rewards in these 
two methods. In (10), the accumulated rewards are the sum of 
the current reward and discounted future rewards. It is used to 
estimate the selection of control action. From Fig. 7, the PPO is 
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always bigger than the CEM, which indicates that the control 
policy derived by PPO is better. The AEV in the PPO method 
could learn more knowledge and experiences about the driving 
environment. It is attributed to the new loss function in (18), 
which enables the intelligent agent to search the optimal control 
policy faster. 
 
Fig. 7. Accumulated rewards in two compared algorithms: CEM and PPO.  
C. Adaptability of PPO DRL 
 
Fig. 8. Rewards in the testing experiments for two new driving scenarios. 
This subsection constructs an adaptive estimation framework 
to verify the proposed decision-making policy. The main fac-
tors of one driving scenario are the number of lanes and vehi-
cles. Thus, we change these parameters to establish two new 
driving scenarios. In the first one, the number of lanes is 4, and 
the number of vehicles on each lane is 5 (named driving sce-
nario 1). In the second one, the number of lanes is 2, and the 
vehicle on each lane is 10 (named driving scenario 2). The 
number of testing episodes for these two new scenarios is 10. 
The speed and position of these surrounding vehicles are also 
randomly decided. These driving scenarios represent the un-
certainties of the actual driving environments, and they are 
suitable to clarify the adaptability of the proposed deci-
sion-making policy. 
Fig. 8 describes the total rewards of PPO in these two new 
driving scenarios. The higher value of reward means the control 
policy is more appropriate to this scenario. The lower values of 
reward are caused by two factors. One is the random position of 
the surrounding vehicles, which would block all the lanes, and 
the AEV cannot realize an efficient lane-changing. Another one 
is that the AEV may implement a dangerous lane-changing in 
some unusual situations, and will lead to a collision. From 
Fig .8, it can be seen that the learned decision-making policy 
performed better in the second scenario. Because in the first 
driving scenario, one more lane was added, and the number of 
surrounding vehicles stayed the same. It indicates the AEV had 
more choices to achieve lane-changing and avoid a collision. 
Two individual episodes are chosen and analyzed to expound 
the adaptability of the proposed decision-making policy. 
 
Duration: 8. Action: Stay the right lane for higher reward.
Duration: 15. Action: Try to lane-changing and overtaking.
Duration: 23. Action: Execute car-following to avoid collision.
 
Fig. 9. Episode 5 in driving scenario 1: car-following to avoid collision.  
In the new driving scenario 1, episode 5 is selected to analyze 
due to the lowest value of the reward. As shown in Fig. 9, all the 
lanes are blocked by the surrounding vehicles for a long time. 
As a consequence, the AEV has to execute the car-following 
maneuver to avoid a collision. It implies that the AEV needs to 
decrease its speed and wait for an opportunity to achieve the 
overtaking process. Since the reward is affected by the collision 
condition, vehicle speed, and preferred lane, the value of this 
episode is a little lower than others. However, this precept is 
accepted because safety is the most significant concern in the 
practical driving environment. It also means the learned deci-
sion-making policy is able to be adaptive to the mutative driv-
ing situation. 
Fig. 10 describes the episode 6 in the driving scenario 2 using 
PPO-DRL-enabled decision-making strategy. It can be noticed 
that in this scenario, the number of lanes decreases, and the 
number of vehicles increases. The AEV becomes harder to 
make decisions as the environments become more complex. 
From Fig. 10, the AEV made a risky lane-changing when there 
are many surrounding vehicles. In the training procedure, the 
AEV may not encounter this situation, so it is hard to predict 
the future collision. To resolve this problem, two research 
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efforts can be added to enhance the ability of the AEV. One is 
to prolong the training process to enable the AEV to learn more 
knowledge from the driving environments. Another is to make 
the information of surrounding is available to the AEV via 
communication technology, which helps the AEV to make the 
right decisions on the highway. 
 
Duration: 10. Action: Success overtaking 1 to accelerate.
Duration: 18. Action: Success overtaking 2 to accelerate.
Duration: 27. Action: Dangerous overtaking to cause crash.
 
Fig. 10. Episode 6 in driving scenario 2: dangerous overtaking to cause crash.  
V. CONCLUSION 
In this work, an efficient and safe decision-making policy is 
presented on the highway for an autonomous vehicle. The 
special realization method is PPO-DRL. The constructed con-
trol framework is generalized to similar driving scenarios with 
different lanes and surrounding vehicles. Simulation results 
show that the proposed decision-making could guarantee the 
optimality, convergence rate, and adaptability. Furthermore, 
the resulted decision-making is adaptive to different new 
driving scenarios with disparate performance. 
Further works may focus on the online application of the 
proposed decision-making policy. To add the predicted infor-
mation for the AEV, it may perform better. Also, the connected 
environment can be discussed to share the information with 
nearby vehicles. The real-world collected driving data can be 
used to evaluate the decision-making in the real-world driving 
environment. 
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