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ABSTRACT
In this work methods have been developed to extract relevant information from
large, multivariate data sets in a flexible, nonlinear way. The techniques are
applicable especially at the initial, explorative phase of data analysis, in cases
where an explicit indicator of relevance is available as part of the data set.
The unsupervised learning methods, popular in data exploration, often rely
on a distance measure defined for data items. Selection of the distance measure,
part of which is feature selection, is therefore fundamentally important.
The learning metrics principle is introduced to complement manual feature
selection by enabling automatic modification of a distance measure on the basis of
available relevance information. Two applications of the principle are developed.
The first emphasizes relevant aspects of the data by directly modifying distances
between data items, and is usable, for example, in information visualization with
the self-organizing maps. The other method, discriminative clustering , finds
clusters that are internally homogeneous with respect to the interesting variation
of the data. The techniques have been applied to text document analysis, gene
expression clustering, and charting the bankruptcy sensitivity of companies.
In the first, more straightforward approach, a new local metric of the data
space measures changes in the conditional distribution of the relevance-indicating
data by the Fisher information matrix, a local approximation of the Kullback-
Leibler distance. Discriminative clustering, on the other hand, directly minimizes
a Kullback-Leibler based distortion measure within the clusters, or equivalently
maximizes the mutual information between the clusters and the relevance in-
dicator. A finite-data algorithm for discriminative clustering is also presented.
It maximizes a partially marginalized posterior probability of the model and is
asymptotically equivalent to maximizing mutual information.
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1 INTRODUCTION
1 INTRODUCTION
This work is about explorative data analysis, where the goal is to reveal and
understand the structure of large data sets. Emphasis is on methods that allow
automatic direction of exploration by a criterion of relevance that is available in
the data itself. Examples of applications include the following:
• A two-dimensional visual mapping of the (continuous) state space of an in-
dustrial manufacturing process is wanted for process monitoring purposes.
To project future states onto the display, the mapping needs to be defined
not only for the data set at hand but for the whole data space. A standard
method would be projection onto the first two principal components or the
self-organizing map, accompanied by heuristic feature selection.
In the process monitoring setting, the most useful features of the state are
part of its dynamics: They help to predict the future states. Features not
correlating with future states are then given less importance, or even ignored.
Naturally, future states would not be available during the on-line application
phase of the system.
A method that produces two-dimensional visualizations by weighting features
according to their predictive value would then be needed. Publications 3 and
4 of the present work tackle the problem by learning metrics.
• A company wishes to cluster its customers, both current and potential future
ones, for marketing purposes. Existing customers carry a profile of past pur-
chases, but such a profile is not available for potential new customers. The
clustering of new customers must therefore be based on “background infor-
mation”, such as age, sex, residential address, etc. On the other hand, the
buying behavior is operationally important, so the company wants to cluster
only on the basis of background information that is strongly correlated to
purchasing behavior. Discriminative clustering, presented in its current state
in Publication 7, is a potential solution.
• Genes are nowadays analyzed by measuring their activation in a massively
parallel way in a number of experimental situations. The dimensionality of
the feature vectors associated to genes may be large, and we may not have
much prior information available about the importance of the dimensions.
Known functional classification of the genes may be used to focus the analysis
on relevant dimensions of gene activity. The hope is then to discover misclas-
sifications, substructures, and relationships of the known functional classes of
genes.
In all these examples, continuous-valued, vectorial primary samples become
paired to auxiliary data. Primary data are clustered or otherwise explored, while
auxiliary data serve as an indicator of important variation.
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1.1 Data analysis and other close-by fields
The work has two main themes, coined learning metrics and discriminative clus-
tering. Learning metrics is a way to take auxiliary data into account as an indica-
tor of useful variation. It does not constitute an analysis method but is more like
a principle from which analysis methods can be derived. Discriminative cluster-
ing segments data by interesting variation, with interestingness again defined by
auxiliary data. It has a justification of its own as a generative statistical model,
but asymptotically it is also an application of learning metrics.
Although learning metrics and discriminative clustering are best categorized
into the field of explorative data analysis, it may be informative to relate them
to other nearby fields as well.
Exploratory data analysis [99] aims at maximizing understanding of data with
a variety of mostly graphical and often relatively simple techniques [71]. The
techniques include clustering, and mapping into low-dimensional spaces and other
visualization methods. Data mining, “science of extracting useful information
from large data sets or databases” [38] is related, although often associated to
rule extraction rather than to finding visual descriptions. The methods of this
work fall well to these broad categories, but they are more about visualizing
continuous data than finding rules from discrete data.
Machine learning, including pattern recognition, has a long history, both in
the form of symbolic artificial intelligence (AI) and neural computation (see, e.g.,
[27, 43, 44, 67]. Gradually, at least from the perspective of the author, it has
become increasingly difficult to separate neural computation, machine learning
and pattern recognition from statistics (see, e.g., [10, 39, 79]). The flexible models
developed in this work are agnostic enough to be categorized as machine learning
techniques, and they certainly have been influenced by neural computation. Some
of the concepts used, such as the Fisher information metrics, are familiar from
statistics, and discriminative clustering is a statistical model in the sense that it
has a likelihood.
Classification refers to the effort of predicting classes of some entities, usually
vectors, on the basis of a set of examples. Although the methods developed in this
thesis take very similar data, consisting of vectors with class-like labels attached,
they are not classification methods. In technical terms, a good classifier models
the (Bayes) decision boundary, while the methods introduced in this work model
the whole data space. Conditional density estimation becomes much closer, to
the extent of being formally the cost function of discriminative clustering. The
aim of our team has not been to find a good density estimator, however, but
to find a clustering algorithm with desirable properties that include a statistical
justification.
Discriminative clustering is of course closely related to standard clustering.
More exactly, it partitions the data space and is therefore a vector quantization
method with a new kind of cost function. It has interpretations from the classic
11
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information-theoretic point of view of coding and compression. For instance, the
method has a close relationship with the Information Bottleneck (Section 3.4.2).
The idea of learning metrics, finding a local metric to the data space that
would reflect changes of a conditional distribution, is a feature extraction princi-
ple, and discussed from this viewpoint in Section 2.
The methods fall between unsupervised and supervised learning: They extract
variation by criteria of supervised learning, but model it by methods familiar from
unsupervised learning.
1.2 Briefly about the contents
Learning metrics, or the idea of generating local Fisher metrics to data spaces,
is reviewed in Section 2. Its application to clustering and self-organizing maps is
reviewed in Sections 3 and 2.6.2, respectively.
Discriminative clustering, discussed in Section 3, finds variation that depends
on relevance-indicating auxiliary data as separate clusters, and hides other kind of
variation inside the clusters. DC has connections to learning metrics (Sect. 3.1.3),
mutual information (3.1.1), generative models (3.1.4, 3.2.1), and to the informa-
tion bottleneck (3.4.2).
Methods from the classic fields of density estimation, discrimination, cluster-
ing, and projective explorative methods are reviewed in Section 4. Part of them
are presented as general background information, while others are used in the
Publications as benchmarks for the new methods. (Although in retrospect this
section may seem somewhat artificial and has produced a lot of cross-references,
integrating it would have caused other kind of distortions in the flow of the main
chapters.)
Section 5 is devoted to concrete data analysis. It summarizes the case stud-
ies appearing in the Publications. Conclusions are drawn in Section 6. Some
mathematical background for the methods is introduced in Appendix A.
12
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2.1 Feature selection and exploratory data analysis
In unsupervised learning and exploratory data analysis, it is tempting to assume
a Euclidean geometry to the data space. This validates the use of many fa-
miliar concepts, including global Euclidean distances, orthogonality, parallelism,
and projection residuals. One may then search for subspaces and smooth mani-
folds near which most of the data samples reside. Methods of this flavor include
principal component analysis, factor analysis, independent component analysis,
multidimensional scaling, Sammon’s mappings, principal curves, self-organizing
maps, and hierarchical clustering algorithms, i.e., most of the classical unsuper-
vised methods.
With the Euclidean geometry, many explorative methods seem quite elegant
and well-defined until one realizes that the geometry is based on the (numerical)
representation of data. The representation is often rather arbitrary in nature,
with the overall level, scale, or even more about the values being arbitrary. As
an example, the data may include measures of physical quantities such as weight,
temperature, and motion with little hint on whether the weight is best expressed
in kilograms or pounds, temperature in kelvins or Celsius degrees, or motion as
kinetic energy, impulse, or speed. The relativity of representation makes methods
based on the geometry of the data space, including many explorative data analysis
methods, equally relative, for the meaning of the geometrical relationships is tied
to the more or less arbitrary representation instead of fundamental properties of
data that would be clearly derived from the goal of exploration or the phenomenon
under analysis.
When no criteria based on deeper properties of data are available or easily us-
able, the choice of representation, or feature extraction, is then left to the analyst.
It includes selection, scaling, and transforming the data into a suitable form. If
nothing else, at least the variables included in the analysis must be chosen, either
before or after their measurement. Note that feature extraction and changing the
following analysis procedure itself are trivially complementary. The representa-
tion of data can be changed to be suitable for the model, or alternatively, the
model to be fitted to the data can be modified to interpret the representation
differently. 1
Feature extraction can be seen as incorporation of prior (expert) information
into the analysis process. In probabilistic modeling the complementary approach
to incorporating prior information is model selection, which in Bayesian model-
ing involves the prior. The most convenient way to take prior information into
1K-means clustering or, equivalently, vector quantization is typically performed in the Eu-
clidean or another isotropic metric. This is because the isotropic metric, a kind of symmetry of
the model, makes the model mathematically easier. In a sense, K-means is, although theoret-
ically flexible, “practically inflexible” which makes the approach of simple model and complex
feature selection attractive. The same probably applies to many other models as well.
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account seems to be different for different problems. Sometimes prior informa-
tion is easiest to code into the representation of data, while in other cases it may
conveniently be expressed as characteristics of the model family.
Feature selection is highly resource-intensive and may take a considerable
part of the overall resources of an analysis project. It requires manual work of
participants who have knowledge both on the application and on the technical
side of the problem. And as long as feature extraction brings prior, that is, data-
independent information to the analysis, its full automatization is impossible.
2.2 Setup of the work: augmented data
Setups exist, however, where partial feature selection is justified by objective
criteria. In this work, we have auxiliary data (c) paired to the data to be explored,
hereby called primary data (x), with the assumption that variation of auxiliary
data signifies interesting variation of primary data. We are then able to explore
only the essential part of primary data variation, which makes the results of the
analysis more interesting, accurate and understandable. Implicitly, the intrinsic
dimensionality of primary data is reduced by a kind of automatic feature selection.
As an example, the primary data to be explored could be financial statements
of companies. If variables indicating later success are used as the auxiliary data,
visualization of the financial numbers then illustrates properties of the companies
that predict their future success. Other examples are given in Section 1.
Before the concept is formalized below, a philosophical viewpoint to feature
extraction is outlined to justify the metric approach.
2.3 Generalization and topology
One of the basic assumptions behind learning metrics is the intimate relationship
between inductive reasoning and topology.
Continuous-valued data has a property important for learning: As continuous
random variables can take infinitely many values, the probability of encountering
exactly the same value twice within a finite sample is zero. Thereby, any practical
inference from past to future events on the basis of continuously valued data
requires inductive reasoning, generalization from the events that have been seen
to new events never seen before. Fortunately, continuous data usually comes with
topology on which generalization can be based.
Most data analysis methods assume neighborhood similarity of inferred prop-
erties: If two points x1 and x2 of the data space are close to each other, then
the inferred properties for the points are also assumed to be similar. For exam-
ple, likelihoods of close-by data in generative models are similar, almost similar
data points are mapped to almost the same location in a visualization, and inter-
pretations made by a speech recognition system of close-by word utterances are
probably similar. (To a degree, biological systems may also obey this rule.)
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Neighborhood similarity is a vague concept. Theoretically, however, the neigh-
borhoods can be taken to the limit, and instead of preserving proximity, we are
left with continuity of the inference: The mapping from data to inferred proper-
ties should be continuous.2 This assumes the existence of a natural topology for
the inferred properties, of course.
The requirement of continuity could be applied to preprocessing, including
feature extraction, by arguing that, given lack of details of further processing,
preprocessing should be continuous just in case the original topology is later
needed for generalization. Discontinuities of preprocessing would tear the original
data space and introduce artificial boundaries that would at later stages be harder
or impossible to cross.
2.4 Local variation and metrics
For the continuous-valued, vectorial data x ∈ X ⊂ Rn, we may consider infinites-
imal variation between two close-by points, x and x + dx. On the basis of the
previous Section, we treat feature extraction as a continuous function f from X
to another vector space, say f(x) ∈ X′. Then feature extraction can be charac-
terized locally: variation of data at a point x in a direction dx is mapped3 to
another small variation dx′.
Local effects of feature extraction. To get forward, the mapping is also
assumed to be differentiable, with the derivative or Jacobian matrix F (x) ≡
∂f(x)/∂x. Then for a small local variation dx′ = Fdx, and for the the magnitude
of the variation
‖dx′‖2 = dxTF (x)TF (x)dx .
If the goal is to characterize the effects of local feature selection, we could
denote J(x) ≡ F (x)TF (x), and
‖dx′‖2 = dxTJ(x)dx . (1)
The matrix field J(x) over all x completely characterizes local effects of feature
selection, but it does not require a corresponding transformation f(x) to exist.
Locally defined feature extraction. We can take this approach a bit further,
and define local feature extraction in terms of J(x) alone. Assuming J(x) changes
smoothly and is non-singular, such a matrix field defines metric relationships for
a local neighbourhood of points x, within which J(x) is arbitrarily close to a
2Inference often destroys information, which means that as a mapping, it is projective.
Although being non-tearing, projective mappings do not preserve topology.
3The notation dx′ is adopted instead of the obvious df , because we will later get rid of the
function f .
15
2 LEARNING METRICS
constant. Locally the feature extraction problem then becomes the problem of
finding a metric.
One can see the local metric as an extra step in a familiar nested sequence of
generalizations of the Euclidean metric. Starting from
‖∆x′‖2 = ‖∆x‖2 = (∆x)T I(∆x)
with the identity matrix I, we may generalize first to a metric stretching the
space in the directions of the coordinate axes:
‖∆x′‖2 = (∆x)TW (∆x) .
The identity matrix has been replaced by a diagonal matrix of weights, W . In
the next step, general global stretching is allowed; then W may be any positive
semidefinite symmetric matrix. The Mahalanobis distance is a special case, with
W set to the inverse of a covariance matrix. If we additionally make W local in
the feature space by allowing it to depend on x, the local metric (1) results.
The usability of the local metric approach depends on the application. Many
analysis methods are based on metric relationships or proximity, and in these
cases a global metric would suffice, without an explicit new representation or
feature extraction for x. A global version of the distances (1) would just be
plugged in to the analysis method. Even the local distances (1) can be extended
to a global Riemannian metric (for text books, see [4, 6, 57, 68]) by describing
global distances as the shortest paths over the local distances.
Sometimes an analysis method relies on relatively short distances, and then
(1) may be usable as such, as an approximation. We have applied this approach
to the self-organizing maps (Section 2.6.2).
In the next Section, a Fisher metric of the form (1) is defined that takes into
account the distribution of auxiliary data. Before that, a couple of notes on the
generality of the metric approach and on the case of singular J(x) are in order,
however.
Local scaling vs. transformation. Feature extraction by local scaling is po-
tentially more general than feature extraction by a smooth (differentiable) trans-
formation. Every smooth transformation f is locally a linear scaling, expressable
by its Jacobian matrix. But local scalings exist whose overall effect cannot be
described by a dimensionality-preserving smooth transformation. As an exam-
ple, the geometry of a square on a plane can be converted to the geometry of
a hemisphere (a half of a ball) by a local scaling. (This is analogous to feature
extraction by local metrics.) Representing the change of the geometry by a trans-
formation on the plane, however, is impossible. If such a transformation existed,
we would have distortion-free planar maps of the Earth. Tranformation into a
higher dimensionality, of course, is able to produce the desired local geometry
seen on the sphere.
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Projective feature extraction. If J(x) is singular, distances between non-
identical points become zero and dxTJ(x)dx is not a metric even locally. We may
then collect points x into equivalence classes, here called x+. If for all close-by
points x1 ∈ x
+
1 and x2 ∈ x
+
2 the quadratic form dx
TJ(x)dx depends only on the
equivalence classes x+1 and x
+
2 and not on the exact identity of the points, then
Eq. 1 defines a local metric for the equivalence classes x+. This holds naturally
for the Fisher metric of the next Section, so the complication is more theoretical
than practical.
2.5 Learning metrics: Fisher metrics in the data space
Next we apply the local approach of last Section to paired data (x, c) by giving
c the role of an indicator of important variation in x. Real-world examples of
paired-data exploration problems are given in Section 1.
Feature extraction of x will be characterized by the local metric (1), expressed
as a smooth matrix field J(x). The matrix J(x) is made to measure the speed
of change of the conditional distributions p(c|x) of the random variable C. Then
distances of the new metric become long where the distribution p(c|x) changes
quickly.
The distributional difference between two points x1 and x2 is measured by the
Kullback-Leibler divergence
d2
KL
(x1, x2) ≡
∫
c
p(c|x1) log
p(c|x1)
p(c|x2)
dx .
The divergence is asymmetric in general, but for close-by points it is asymp-
totically symmetric (see Section A.1.8 for a proof). If the conditional densities
p(c|x) are assumed to be differentiable with respect to x, we may express small
divergences by
d2
KL
(x, x+ dx) = dxTJ(x)dx , (2)
where the elements of the matrix J(x) are defined by
{J(x)}ij = −
∫
c
p(c|x)
∂2
∂xi∂xj
log p(c|x) dx
=
∫
c
p(c|x)
∂
∂xi
log p(c|x)
∂
∂xj
log p(c|x) dx . (3)
The quadratic form follows from a second-order Taylor approximation of the di-
vergence ([66]; a proof is again presented in Section A.1.8). The matrix J(x) is
analogous to the Fisher information matrix (see, e.g., [77, 78]), but here small
changes of the “model” p(c|x) over the primary data space are considered instead
of its variation over a parameter space. The Riemannian metric of the parameter
space generated by the Fisher information matrix is called information metric by
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Amari [4, 6]. Our metric can therefore seen as an application of information met-
ric, with parameters replaced by a covariate. In the Publications, the approach
has been coined learning metrics.
For a J(x) with a lower dimensionality than that of X, d(x, x+ dx) becomes
a metric for the equivalence sets consisting of points with zero mutual distance—
see the previous Section for the definition of these sets. In practice singularity of
J(x) may be problematic, and then the regularized form
d(x, x+ dx) = dxT (J(x) + λI) dx (4)
might be more useful, with I being the identity matrix and λ a positive scalar
constant.
For theoretical analysis we may just assume p(c|x) known. In concrete data
analysis p(c|x) can be estimated from data {(xk, ck)}. Alternatively, one may
find an analysis method that at the limit of large data sets behaves like learning
metrics but which for finite data sets uses a conventional cost function without
explicitly estimating p(c|x). Discriminative clustering, described in Section 3, is
an example.
If an explorative method relies on local distances, non-differential (short) dis-
tances can be approximated directly by the quadratic form (2). This approach
has been successful with the self-organizing maps (Section 2.6.2). The local ap-
proximation can be improved by various heuristics [73], and the regularization
(4) may cancel part of the adverse effects caused by the inaccuracy of (2).
Although (2) is a local approximation of the Kullback-Leibler divergence, its
extension to a global Riemannian metric as minimal path integrals does not pro-
duce Kullback-Leibler divergences. Contrary to the Kullback-Leibler divergence,
the Riemannian metric would be symmetric, and contrary to the Kullback-Leibler
divergence, distances between areas of a fixed p(c|x) are non-zero if they are not
connected.
Learning metrics have a connection to mutual information. In Publication 6
it is conjectured that making local, asymptotically small partitions of the X-space
spherical in the learning metric maximizes the mutual information between the
partitioning and the variable C.
2.6 Realizations
To apply feature extraction of the learning metric type into real data analysis,
one must somehow close the gap between the distances based on conditional
distributions p(c|x), and a set of samples {(x, c)k}. At least three alternatives
exist.
2.6.1 Implementation alternatives
The first option is to straightforwardly plug a density estimator pˆ(c|x) into the
procedure, and derive distances from the estimated probabilities, either analyt-
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ically or numerically. This approach is conceptually easy and often not difficult
to implement, but suffers from the drawback that currently no justification exists
for the selection of the estimator. One will then have two non-commensurable
cost functions, one for the estimator and one for the analysis method in which
the metric is used. We have used explicit density estimaton with self-organizing
maps as described in Section 2.6.2 below.
Another approach is to estimate the gradients of p(c|x) in (3) directly with-
out constructing an estimate of the probabilities p(c|x) itself. The mean-shift
approach [20] seems to work [82], although there currently exists no justification
for the exact form of the gradient estimators.
The third alternative is to totally integrate the metrics into the main analysis
method, instead of generating a metric as an intermediate step. The explorative
model would then somehow, for example by the shape of clusters, reflect the met-
ric (2) in its own structure. This has essentially been the approach in developing
the discriminative clustering, introduced in Section 3.
2.6.2 Self-organizing maps in learning metrics
The self-organizing map (SOM) forms a semicontinuous projection of vectorial
or other kind of data onto a usually two-dimensional discrete grid of prototype
vectors mj . The prototype vectors are optimized to be similar to data, and
simultaneously be similar to neighbourhood vectors on the grid. For more details
see Section 4.5.
The stochastic approximation algorithm (Section A.3.1), if used to optimize
a SOM, relies on the metric of the data space in two steps. First, a winning pro-
totype mw for each data sample x is found by minimizing the distance d(x,mw).
Then the winning unit and its neighbours on the grid are updated in the direc-
tion of steepest descent of the quantization error d(x,mw), which in the Euclidean
metric co-occurs with the direction of the gradient, ∆mi ∝ ∂d
2(x,mi)/∂mi. The
magnitude of the update depends on the neighbourhood relation (i, w) on the
grid and the sequential position of the update step in the whole iteration: Units
on the grid further away from the winner are updated less, and the updates
become smaller towards the end of the stochastic iteration. Many kind of simi-
larity measures have been used with the SOM, but usually d(·, ·) is the Euclidean
distance.
As described in Publication 3, in learning metrics one can simply find the
winning unit in the metric (2), with J(x) most conveniently evaluated at x.
This of course assumes that the local approximation of the metric holds. It will
hold relatively well for the real winning unit, which is likely to be close to x,
but we must additionally assume that errors in computing distances to other
units do not come large enough to introduce a false winner. Currently there
exists no theoretical quarantee for this assumption. It has, however, worked well
enough to make the learning metrics approach beneficial in the experiments of
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the Publication 3, where we have charted the bankruptcy sensitivity of companies
on the basis of financial statements.
The second part of SOM learning, the update ofmw and its neighbours, should
be in the direction of maximal decrease of the quantization error d(x,mw). Here,
curiously, the direction and magnitude of the steepest descent are not expressed
by the gradient but by J−1(x) ∂d2(x,mi)/∂mi, the natural gradient. Natural gra-
dient has earlier been succesfully used in training multilayer perceptrons (MLP’s)
[5].
Another kind of approach to self-organizing maps in learning metrics, related
to discriminative clustering (Sect. 3), is presented in Publication 4.
2.7 Related works
In this section the learning metrics idea is related to other conceptually similar
approaches. As it in itself is not a data analysis method but rather a new principle
for developing algorithms, direct comparisons with related algorithms, especially
performance-wise, are difficult.
Discriminative methods in general are related to learning metrics, and this
relationship is discussed first (Section 2.7.1). Learning metrics has a connection
to the mutual information maximizing paradigm, in which discrete or otherwise
reduced representations are found on the basis of a relationship with another vari-
able. These methods, notably the information bottleneck, are mostly discussed
in the context of discriminative clustering in Section 3.3, except for the distribu-
tional clustering viewpoint which comes close to learning metrics (Section 2.7.2).
Finally, a diverse set of metric-modifying approaches and methods are listed in
Section 2.7.3.
2.7.1 Discriminative methods
Classic linear discriminants. If the goal of learning metrics is taken to be
the exploration of variation correlated to another data, then certainly the clas-
sic linear discriminant analysis (LDA) and logistic regression become close in
spirit. The basics of these methods are reviewed in Section 4.3.2. They are also
introduced in many textbooks ([39, 92], for example).
Connection between learning metrics and the linear discriminative methods
can be sought in two directions.
First, LDA and logistic regression produce a low-dimensional representation of
data, in terms of the discriminants. If distances between the original data points
and their projections were compared, we would observe a projective change of
the metric. The justification for such a change of the metric, however, is global
discrimination in terms of second moments, not a local criterion as in learning
metrics.
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Second, logistic regression produces estimates for the conditional distribution
p(c|x) of the class variable, and these estimates could be used to generate a
learning metric to the primary data space (X-space). With the Bayes rule and
the generative interpretation presented in Section 4.3.2, similar metric could be
derived from LDA as well. Again, the criteria for the generated metrics are
global, and their relationship to the learning metric would probably not be very
informative. Note that the metric obtained this way would not necessarily be
equivalent to the Euclidean metric obtained by the first method described above,
projection of data to the discriminants.
Canonical correlation analysis. A classic non-probabilistic method for two
sets of continuous variables is canonical correlation analysis (CCA; Section 4.3.3;
see [39, 92] for textbook accounts). It chooses low-dimensional linear representa-
tions for both variable sets by maximizing their mutual correlations. Canonical
correlation analysis is symmetric with respect to the two continuous variable
spaces, but one may see it as feature selection in either of the spaces, with the
intention of finding linear features that are maximimally linearly predictive of
the other variable. In this sense, CCA is feature selection by discrimination, as
is learning metrics.
Interestingly, under the assumption of Gaussian or in general elliptically sym-
metric distributions, CCA asymptotically amounts to maximization of mutual
information between the canonical variates [58]. Potential deeper connections to
learning metrics are unexplored, but mutual information maximization is at least
related to discriminative clustering, an application of learning metrics (Section 3).
Many other, relatively recent works exist on algorithms that maximize empirical
mutual information. These will be reviewed in Section 3.3.
Linear projections by maximizing entropy-like criteria. Torkkola and
colleagues have suggested linear [98, 96] and nonlinear [97] projections that max-
imize the class separability on the projection. Analogously to maximizing the
conventional mutual information, which is the KL-divergence between p(c, x) and
p(c)p(x), class separability in Torkkola’s approach is measured by quadratic diver-
gence between the joint distribution p(c, x) and the factored distribution p(c)p(x)
(both after projection). Renyi entropy [30, 76] is a related quadratic entropy-like
concept. Torkkola’s approach is similar to learning metrics in that class sep-
arability is maximized, but the criterion is different, i.e., quadratic instead of
Shannonian. Further, linear projection is directly sought instead of a metric.
Flexible discriminative methods as a source of metric. The most impor-
tant relationship between learning metrics and discriminative learning, however,
is that the methods producing an explicit estimate p(c|x) for the conditional den-
sities of the auxiliary data can be used as estimators from which the metric (2)
is produced. The metric can then be utilized in many conventional unsupervised
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methods. Of course, joint distribution models can always be marginalized to pro-
duce a model for the conditional distribution p(c|x) of the auxiliary variable. It
seems that for generating metrics the density estimator should be smoother than
what would be optimal in terms of the likelihood (Publication 3).
2.7.2 Distributional clustering and maximization of mutual informa-
tion
Plenty of research has been done on co-occurrence data consisting of discrete
values. Most of these works are on the two-variable case. Here we denote the
samples (x, y).
Co-occurrence models are reviewed more extensively in Section 3.4 in the
context of discriminative clustering. Here they deserve mention because from a
viewpoint of one variable, say, X, a conditional distribution of the other variable,
p(y|x), is associated to each value x. In the typical case of the discrete values lack-
ing any other attributes and relationships, the data can be seen as distributional,
consisting of multinomial distributions p(y|x) with some samples y available for
each x. Each distribution has its own, unknown parameters θx.
This kind of conceptualization is natural for example in the case of text docu-
ments, where one may identify x with the documents and y with the vocabulary of
the language used in the documents. Then samples from p(y|xθ) are words occur-
ring in the documents—here all their mutual relationships, including tendencies
to co-occur, are of course ignored.
One may then for example cluster, agglomerate or compute distances for other
kind of use on the basis of the conditional distributions. Clustering by distribu-
tions is called distributional clustering [74]. The distributions are often compared
by the Kullback-Leibler divergence, making the problem setting apparently sim-
ilar to learning metrics.
Differences arise from the continuity of x in the learning metrics setup. The
continuity enables one to define a local metric to the X-space, giving the theory a
new dimension. On the other hand, because the continuous x almost never gets
the same value twice, in practical applications variation of p(c|x) over x needs
to be modeled to attain generalization capability. Both the theoretical and the
practical parts of co-occurrence data analysis are therefore quite fundamentally
affected by the continuity of the covariant variable x.
Distributional clustering and analysis of co-occurrence data in general are also
closely related to maximization of mutual information, including the information
bottleneck. The connection between learning metrics and mutual information is,
however, easier to understand after the introduction of discriminative clustering,
and is therefore postponed to Section 3.3.
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2.7.3 Related methods based on modified distance measures
Hastie and Tibshirani have proposed a method called DANN, or Discriminant
Adaptive Nearest Neighbors [40], that locally performs a regularized LDA-like (see
Section 4.3.2) operation for nearest neighbours of the queried data point. This
results in a local metric expressable as a function of the within-class and between-
class covariance matrices of local data. The metric can then be used in nearest-
neighbour classification. The authors show that their metric approximates the
Chi-squared distance
d2(x,m) =
∑
c
(p(c|x)− p(c|m))2
p(c|m)
.
When p(c|x) is close to p(c|m), the metric approximates the Kullback-Leibler
distance between p(c|x) and p(c|m), and therefore also our metric (2) with the
real Fisher matrix J(x).
Domeniconi and colleagues [25, 26] start from the Chi-squared distance and
define a more heuristic measure of relevance as a sum of relevances along the
coordinate axes. They avoid the construction of potentially high-dimensional
matrices, but on the other hand the approach is not invariant to rotations of the
data space.
Kontkanen et al. have proposed a setup very similar to ours in that similar-
ities are based on predictions of an “auxiliary” variable [64, 65]. Being based on
Bayes networks and a heuristic similarity measure, the method, however, is more
suitable for discrete data.
Xing et al. have introduced a way to learn a global flat metric into the
data space [101]. They minimize squared distances between given pairs of points
under a constraint that prevents distances from collapsing to zero. If values of
a (nominal) auxiliary variable are available as in the learning metrics approach,
one can minimize within-class distances at the cost of between class distances,
which leads into a metric that, like our approach, emphasizes distances where the
conditional distributions p(c|x) are different. The metric, of the global quadratic
form, is defined for all pairs of points of the data space.
Structures related to metrics have also been generated to discrete data spaces.
The Fisher kernel [50, 51], very useful in the context of kernel methods, is an
inner product defined for all pairs of points of the data space. The Fisher kernel
depends on a generative model specified for the data, and it can be defined for
continuous data. Tipping has considered its use in clustering but ended up using
another, heuristic metric, because the Fisher kernel method proved ineffective
[93].
The nearest-neighbour structure of the data set, measured in the Euclidean
metric, can be used to generate kernels by a diffusion process. The kernels can
then be used for clustering [95] or learning classification from partially labelled
data [90].
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Unrelated to exploration, metrics of the data space can be modified in the
hope of improving predictive methods. For example, Amari has improved the
performance of a predictive kernel method by isotropic magnification of the (es-
timated) class boundary [3].
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Roughly speaking, discriminative clustering (DC) clusters by interesting varia-
tion in data, with interestingness measured by variation of another data. Less
interesting variation is hidden inside the clusters. Technically, discriminative
clusters are Voronoi regions of vectorial data x ∈ X ⊂ Rn that are homogeneous
by conditional distributions p(c|x) of a random variable C. The metric behind
Voronoi regions does not need to be Euclidean, although the Euclidean metric is
used in the standard version.
Like other kinds of clustering, DC is a simplification tool useful for exploration
and reduction. Contrary to conventional clustering, DC can also refine or coarsify
an existing clustering or classification. Discriminative clusters are partitions of
the data space, and cluster memberships of new samples are therefore easy to
compute. Examples of applications are listed in Section 1.
Two versions of DC have been developed so far. The older, introduced in Pub-
lication 5, is defined for probability distributions, and has direct connections to
learning metrics and maximization of mutual information. The newer, introduced
in Publication 7, is a generative model for finite data sets but asymptotically
equivalent to the older DC. The presentation here proceeds in the historical or-
der, by starting from the DC formulated for probability distributions or “infinite
data”.
3.1 The principle
3.1.1 Between-cluster heterogeneity and mutual information
This section presents the discriminative clustering cost function for probability
distributions. Instead of having a paired data set {(x, c)k} available, we assume
that the joint distribution p(c, x) of the random variables X and C is completely
known, or that we are doing on-line clustering within the stochastic approxima-
tion framework (Section 3.2.6). Clustering of finite data sets in considered later
(from Section 3.1.4 on).
The goal is to find a partitioning of X with two properties. First, the parti-
tions should be compact by values of x, and easily interpretable. Second, as we
are clustering variation of X that correlates with the relevance indicator C, the
partitions should be maximally different by their “contents of C”, which under the
uncertainty is best summarized by p(c|x). (Intuitively, one would expect large
between-cluster variation of C to imply small within-cluster variation, and this
indeed turns out to be the case.)
The focus will first be on the second criterion, with the following notation. A
partitioning could be interpreted as a random variable V with values v. (Below, v
is often used as an index instead of the more redundant notation vi.) The variable
V has a deterministic relation to X to be clustered: given x, v is completely
determined. We could therefore also denote by v(x) the function that maps a
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sample x to the partition v. Denote additionally the sets of x with a constant
v = v(x) by V(v). That is, v is the “partition identity” while V(v) ⊂ X is the
actual partition of the X-space, and V(v(x)) is the partition into which x belongs.
Although the notation with multiple V’s may seem confusing, in practice it is easy
to associate a single letter, v, to partitions, and the exact meaning is always clear
from the context.
Although many kind of divergences have been proposed, criteria based on the
Shannon entropy are an obvious choice for making comparions between distri-
butions. One starting point would be to maximize the heterogeneity of p(c|v)
compared to their average by, e.g., the Kullback-Leibler divergence. Averaged
over clusters v by weighting with the cluster sizes, such an heterogeneity measure
would be
E =
∑
v
p(v)DKL (p(c|v), Evp(c|v)) . (5)
Because Evp(c|v) =
∑
v p(c|v)p(v) = p(c), we could write
E =
∑
v
p(v)DKL(p(c|v), p(c)) =
∑
v
p(v)
∑
c
p(c|v) log
p(c|v)
p(c)
.
Note that altering the partitioning changes the meaning of v and consequently
p(v) and p(c|v), but leaves p(c) intact. Therefore
E =
∑
v
p(v)
∑
c
p(c|v) log p(c|v) + const. = −
∑
v
p(v)H(C|v) + const. (6)
and E, somewhat counter-intuitively, can be interpreted as a measure of average
cluster entropy, which in discriminative clustering then becomes minimized. More
interestingly
E =
∑
cv
p(c, v) log
p(c, v)
p(c)p(v)
= I(C;V ) ,
that is, E is the mutual information, a measure of statistical dependence, between
the partitioning V and the variable C. After a second thought this is not a
surprise, for the heterogeneity of p(c|v) makes the prediction of c easy given the
partition v.
In addition to mutual information and between-cluster distributional homo-
geneity (5), DC is also expressible as within-cluster homogeneity.
3.1.2 Within-cluster homogeneity and prototype distributions
Taking a look at the error criteria E of the last section from the point of view of
the vectorial variable x reveals that the between-cluster heterogeneity corresponds
to a measure of within-cluster homogeneity.
The partitions V are defined in terms of X only—once x is known, the parti-
tion membership of x does not depend on C. In probabilistic terms, the partition
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random variable V and the variable C are conditionally independent given X:
p(c, v|x) = p(c|x)p(v|x). Substitution of another manifestation of the indepen-
dence,
p(v)p(c|v) = p(c, v) =
∫
X
p(c, v|x)p(x) dx =
∫
X
p(c|x)p(v|x)p(x) dx ,
into (6) gives the intermediate result
E =
∑
v
∫
X
p(v|x)
∑
c
p(c|x) log p(c|v) p(x) dx+ const. , (7)
from which
E = const.−
∑
v
∫
V(v)
DKL (p(c|x), ψv) p(x) dx (8)
is obtained after introducing the notation ψv ≡ p(c|v) and observing that p(v|x) =
1 if x ∈ V(v) and zero otherwise. Note that the symbol ψv refers to the whole
conditional distribution in partition v over all values of c. (Later the notation
ψvc = ψv,c will be used to refer to probabilities for single values of c.) From (8) it
is evident that E, besides being a measure of between-cluster heterogeneity, also
measures within-cluster homogeneity of p(c|x) around the average or prototype
distribution ψv.
For later use, it will be convenient to write the heterogeneity in yet another
form. Starting from (7), using the conditional independency of c and v, and
denoting the probabilities of the distribution ψv = p(c|v) for single c’s by ψvc
results in
E+const. =
∑
v
∫
X
∑
c
log p(c|v) p(c, v, x) dx =
∑
c
∫
X
logψvc p(c, v, x) dx . (9)
The sum over v disappears because it can be moved into the integral, where it is
redundant because v is completely determined by x.
3.1.3 Connection to learning metrics
Discriminative clustering is, under some assumptions, connected to learning met-
rics.
For partitions local in X, the within-cluster heterogeneity (8) becomes well
approximated by the quadratic distortion of the Fisher metrics (2) spanned by the
conditional distributions p(c|x). The distributional prototypes ψv then become
translated into points Ep(x)|x∈V(v)x of the X-space, around which the distortion is
computed.
In other words, DC approximates vector quantization in Fisher metrics, the
metrics being defined by the conditional distributions p(c|x). Details are available
in Publication 6.
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3.1.4 Homogeneity as a likelihood
The theoretical DC criterion of previous sections, formulated for probability dis-
tributions, is applicable to real data through the so called empirical distribution.
This opens up a connection to generative models (which will later be improved
by partial marginalization).
First, however, the distributional prototypes ψv need to be turned to param-
eters. If we write
E ′ ≡
∑
v
p(v)
∑
c
p(c|v) log q(c|v) ,
it is immediately clear from the properties of entropy [22] that E ′ is maximized
when q(c|v) = p(c|v) ≡ ψv. Then E
′ is equal to the heterogeneity E as expressed
in (6).
In other words, when discriminative clusters are found by maximizing E with
respect to the partitions V , it is equivalent to maximize E ′ with respect to the
partitions and ψv. The now free parameter ψv automatically becomes the correct
distributional prototype p(c|v).
A finite data set {(xk, ck)}k defines the empirical probability density pˆ(c, x) =∑
k δ(x = xk, c = ck), a sum of “label-wise” delta functions located at the points
xk. For such a distribution, the heterogeneity (9) becomes∑
k
logψv(xk),ck (10)
which is the log-likelihood of a simple generative model: For a sample (xk, ck),
the model predicts the conditional density p(ck|xk) to be
p(ck|xk) = p(ck|v(xk)) ≡ ψv(xk),ck
The predictions are constant within V(v(x)). In the model, the prototypes ψ are
treated as free parameters. The model, if fitted to data, can be optimized with
respect to ψ and the partitioning defined by V (or v(x)).4
Discriminative clustering by maximizing between-cluster heterogeneity (5)
therefore becomes conditional density estimation, if applied to the empirical dis-
tribution generated by a data set. In a sense, the information-theoretic formula-
tion has suggested a generative model.
Conversely, because pˆ(c, x) approaches p(c, x) as the number of data points
n(k) grows,5 the conditional density estimator (10) asymptotically has all the
4Although the results have been presented for general partitionings V without any restric-
tions, note that in practice we optimize the model with respect to some parameters {mv}v of
the partitionings, not over all possible partitionings. Exhaustive optimization over all possible
partitiongs of a continuous space would not be possible or desirable. In practice the partitions
have been Voronoi regions.
5Again, a rigorous treatment would deal with the convergence of the measures in the prob-
abilistic sense.
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nice properties of discriminative clustering: it maximizes the mutual information
between partitions and C, minimizes within-cluster heterogeneity of p(c|x) etc.
In summary so far, we have defined the discriminative clustering criterion (5)
which is equivalent to mutual information of partitions and the relevance data,
and also measures within-cluster homogeneity. The criterion is for probabilities,
but asymptotically the likelihood of a simple generative model is equivalent to it.
From now on, we accept the generative model as the practical form of discrimi-
native clustering.
3.2 Discriminative clustering models
On the basis of last section, we take the model
pˆ(c|x) = ψv(x) (11)
of the conditional densities p(c|x) as the starting point of practical discriminative
clustering.
The model generates piece-wise constant conditional densities: Distribution
of c within a partition v is ψv, or ψvc = pˆ(c|v) if values of c are also indexed. The
partition of x is denoted by v(x), but otherwise the shape of the partitions is so
far undefined. Some options are discussed in Section 3.2.2 below.
Clustering occurs when the model is fitted to the data with respect to the
partitions and the distributional parameters ψ. For example, the log-likelihood
`(V, ψ) ≡
∑
k
logψv(xk),ck (12)
over the data {(xk, ck)}k could be maximized. Although nothing can yet be said
of the solution with respect to the unspecified partitioning V , the maximum
likelihood solution w.r.t. ψ is simply
ψˆvc =
nvc
nv
, (13)
the relative frequency of nominal values c within partitions v (nv =
∑
c ncv de-
notes the amount of data falling to partition v.)
3.2.1 Partial marginalization
Although (11) is formally a conditional density model, in discriminative clustering
our interest is in the partitions V and not in the predictions ψ per se. A definitive
clustering solution is needed, but we could in many situations do without a point
estimate of ψ.
A solution taking into account the uncertainty of ψ may even improve the
clustering. The maximum likelihood solution (13) for ψ is based on partition-
wise relative counts of data. On average, the ratio ψˆvc is invariant to the over-
all number of data, but it becomes more variable for small counts. From the
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maximum-likelihood point of view, partitions with small counts and randomly
deviating relative frequencies of classes seem heterogeneous and therefore desir-
able, although the deviations are of purely random nature arising from the limited
sample size.
A remedy to the problem of limited counts is to take the uncertainty into
account, and look for an average likelihood over the possible values of ψˆvc behind
the observed counts.
The Bayesian framework offers a formal justification and further support for
the procedure. Instead of maximizing the likelihood `(V, ψ) = p(C|ψ, V,X) of
data ({(xk, ck)}k denoted for brevity by D ≡ (X,C)), we maximize the marginal-
ized likelihood
`M(V ) ≡ p(C|V,X) =
∫
ψ
p(C|ψ, V,X)p(ψ) dψ
with respect to the partitions V only. From the Bayesian point of view, integrating
ψ away as they are not needed is very natural.
With a suitable prior for V , the marginalized likelihood is directly proportional
to the posterior probability P (V |D) of the model, and then the approach could as
well be called maximum a posteriori or MAP as in the Publication 7. The prior
p(ψ) is in the paper chosen to be conjugate Dirichlet with symmetry over par-
titions, mainly for computational convenience. The marginalized log-likelihood
then becomes (more details in Publication 7)
`M(V ) ∝
∑
vc
log Γ(n0c + nvc)−
∑
v
log Γ(n0 + nv) , (14)
with Γ being the gamma function and n0c and n
0 =
∑
c n
0
c prior parameters.
Marginalization has improved results in the experiments of Publication 7.
The results so far are theoretically applicable to any kind of partitioning
V , but on the other hand without any hint of how optimization would occur.
Marginalization does not change this fact. We will next take a brief look at
estimation with different partitions and algorithms.
3.2.2 Parameterizing the partitions
Discriminative clustering seeks partitions of x ∈ X ⊂ Rn mutually heterogeneous
by their distributional content p(c|x) or, equivalently, partitions internally ho-
mogeneous by p(c|x). In last sections various criteria were developed for the
distributional content, but it is clear that the shape of the partitions V in a
continuous space must be somehow restricted.
Our approach is to parameterize the partitions as Voronoi regions: for the
distances d(x,mv) from x ∈ Vv to prototypes mv, it holds d(x,mv) ≤ d(x,mv′)
for all v′ 6= v. The partitions are mutually exclusive except for the ambiguously
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partitioned borders d(x,mv′) = d(x,mv) that have no practical significance.
6
Voronoi partitions are familiar from K-means clustering and vector quantization.
Euclidean partitions. The original DC partitions, since Publication 1, were
Voronoi regions of the Euclidean space. A very simple optimization algorithm
follows, detailed in Section 3.2.3 and in many Publications, including 5.
Other kind of partitions. For text document classification under the so called
vector space model, Voronoi partitions of a hypersphere with the inner product
metric have been useful (Publications 2, 5, and 8). Discriminative clustering of
the distributional space (0 ≤ x ≤ 1,
∑
i xi = 1) was introduced in Publication 8.
3.2.3 Estimation
Estimation means finding the partitions V that would maximize the marginalized
likelihood `M(V ) of (14), or finding both the partitions and the distributional
prototypes ψ to maximize the unmarginalized `(V, ψ) in (12). For Voronoi regions,
the partitioning is defined by the prototype vectors {mv}v.
Because the likelihoods (12) and (14) are functions of sample counts of par-
titions, they are non-continuous with respect to the prototype vectors {mv}v—
when an mv changes, Voronoi regions shift until a sample suddenly jumps from
one region to another. Gradients of the likelihoods with respect to the parame-
ters {mv}v then become zero or non-existent, and many conventional optimization
algorithms are not applicable.
Two kinds of remedy exist to the problem. First, algorithms not relying on
the gradients, such as simulated annealing, could be used [56, 60]. The other
approach is to modify the cost function by smoothing the partitions, as discussed
next.
3.2.4 Estimation by smoothing
The idea is to make partition memberships gradual and continuous with respect
to the partition parameters. The advantage is that (modified) likelihood functions
then have gradients making their optimization much easier.
Partition memberships of data x have been interpreted as values v of the
random variable V . The interpretation has been somewhat artificial, for the
relationship is deterministic for hard partitions and denotable simply as a function
v(x). The conditional probabilities p(v|x) are then either zero or one.
Soft partitions utilize V better. We may denote degrees of memberships of x
by yv(x), with
∑
v yv(x) = 1. It is then technically convenient to interpret the
partial memberships as (artificial) uncertainty, that is, we set p(v|x) ≡ yv(x).
6We assume that both the Lebesque measure and the measure P (x) of the borders is zero.
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The random variables V and C are still conditionally independent given X
(see Section 3.1.2). Most of the theory of discriminative clustering holds also for
the soft partitions, including the equivalence of between-partition heterogeneity
(5), internal homogeneity (8), and mutual information I(C;V ).
The soft versions of the likelihoods (12) and (14) have a gradient with respect
to partition parameters {mv}v. Optimization can then be performed by stochastic
approximation (early Publications), conjugate gradients (Publication 7), or other
gradient-based algorithms.
The results would, of course, be not exactly optimal for hard partitions. An
unexplored compromise would be to start with very soft partitions, and gradually
shift towards hard partitions during the optimization.
3.2.5 Improving results with regularization and good initialization
In experiments (Publication 7, [56, 60]), modified or ’regularized’ versions of
the marginalized discriminative clustering cost (14) have worked better than the
original. They seem to help with the optimization algorithms that otherwise may
produce clusters with little or no data.
In a modified version, coined entropy regularization, extra weight has been
put onto the second term:
`′M(V ) ∝
∑
vc
log Γ(n0c + nvc)− (1 + λ)
∑
v
log Γ(n0 + nv) ,
with λ > 0, usually λ ≈ 0.2. Weighting the latter term favors partitions of equal
sizes in terms of data {nv}v, for log Γ(·) is a convex function and
∑
v nv is fixed.
In addition, for increasing {nv}v the term approaches Shannon entropy, making
it in a sense a natural measure of evenness.
Another regularization method introduces an additional term to the likeli-
hoods that can be interpreted as a model for the density p(x). No performance
difference between the two methods has been found [60].
The same set of simulations emphasized the importance of good initialization
with the current optimization methods. Initialization by K-means seems to work
well.
3.2.6 A simple on-line algorithm
A particularly simple algorithm follows if stochastic approximation (Sect. A.3.1)
is applied to optimizing the likelihood (12) with softened Euclidean partitions
(Publication 5). The update rule for model vectors {mv}v and the random sample
(x, c) is essentially
∆mv ∝ (mv − x) log
ψvc
ψv′c
, (15)
with v and v′ being the two neighborhood partitions of x. Similarity to the LVQ
updating rule (Section 4.4) is striking. Details of the stochastic optimization are
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perhaps best presented in Publication 5, with convergence proved in a technical
report [55]. No equally simple algorithm has been found for the marginalized like-
lihood (14), but on the other hand the results with (14) optimized by a conjugate
gradient algorithm are better than with (15).
3.2.7 SOM-like constrained discriminative clustering
The current DC parameterization can be modified by replacing the Voronoi pa-
rameters {mv}v by something different or by constraining the current parameter-
ization.
An example of the latter is presented in Publication 4, the rationale being to
replace the learning metrics SOM scheme of Section 2.6.2 with a more justified,
integrated approach. The prototypes {mv}v were themselves parameterized as
linear (convex) combinations of second-level prototypes {m′v}v. The mapping
was such that nearby {mv}v, as arranged to a SOM-like rectangular grid, were
to a large degree influenced by the same second-level parameters, the aim being
to get an ordered map with similarity of close-by prototypes.
The approach showed some success in experiments with toy data but needs
further development.
3.3 Related approaches
This section discusses methods that are either alternative to the kind of dis-
criminative clustering presented above, or near enough by their spirit, theoretical
background, or applicability to be confusing or interesting.
A section of its own has been devoted to the information bottleneck and
analysis of co-occurrence data in general (Section 3.4). Elsewhere in this work,
the asymptotic connection between DC and learning metrics is covered in Sec-
tion 3.1.3, and the context of learning metrics, thereby somewhat relevant to DC,
is outlined in Section 2.7. See also Section 4.2.2 for introduction of K-means, and
3.2.6 and 4.4 on the similarity of the stochastic DC update rule to LVQ.
Section 4 deals with research directions associated to the present work, in-
cluding learning metrics.
3.3.1 Discriminative clustering by explicit density estimation
Both discriminative clustering and learning metrics aim at modeling variation
of data correlated to some other data. DC does that directly in the context
of clustering, while learning metric is an intermediate step usable together with
traditional unsupervised methods.
Learning metrics can also be applied to clustering very much like it was ap-
plied to SOM’s in Section 2.6.2: K-means is computed in the approximate Fisher
metrics (2), based on an external conditional density estimator pˆ(c|x), and evalu-
ated either at the data points or at the prototype vectors {mv} [82]. The update
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rule is then similar to the LM-SOM update rule (Publication 3) but without a
neighborhood.
3.3.2 Concatenation
A trivial although theoretically unjustified method for clustering mixed-type co-
occurrence data {(xk, ck)}k would be to concatenate C, encoded in the one-of-C
fashion, to X, and then cluster the resulting vectors by classic methods.
Concatenation would deviate from DC in several ways. The model would
be for the joint distribution p(c, x) instead of DC’s p(c|x), which is potentially
suboptimal as explained in Section 3.3.5. The clusters would by default be for
(X,C), and may be difficult to translate to clusters in X. No obvious principle
exists for choosing the relative scales of C and X.
3.3.3 Conditional density estimation
Discriminative clustering in the sense of maximizing the likelihood (12) is a special
case of conditional density estimation. The DC model is, additionally, easily
interpretable as clusters and has its known asymptotic connections to mutual
information (Section 3.1.1) and learning metrics (Sections 3.1.3, 2).
The likelihood (14) goes a bit further and marginalizes the conditional density
estimates away, leaving only the cluster structure. This emphasizes the difference
between DC and density estimation: although the model is similar, DC clusters
while estimation predicts.
The structure of some mixture models of conditional density estimates might
be suitable for discriminative clustering. For Euclidean partitions, the simplest
candidate would probably be
p(c|x) =
∑
v
ψvc
G(x;mv, σ)∑
v′ G(x;m
′
v, σ)
≡
∑
v
p(c, v|x) , (16)
where ψvc are distributional parameters resembling the “prototypes” of discrim-
inative clustering, and G is an isotropic Gaussian kernel parameterized by the
locations mv and the dispersion σ. The model could be conceptualized as a very
simple mixture of experts [52] with Gaussian gating.
When σ → 0, the “partitions” Gv/
∑
v′ Gv′ become mutually exclusive and the
model translates to discriminative clustering of type (12). From the viewpoint of
hard partitioning, therefore, the mixture model would just be another smoothing
technique for estimating the partitions. Its advantages are so far unexplored.
Especially, the technique has not been properly compared to that presented in
Section 3.2.4 and used in the Publications.
Note that the conditional independence assumption of the mixture mod-
els (16)–(18) is the more conventional p(c, x|v) = p(c|v)p(x|v) instead of DC’s
p(c, v|x) = p(c|x)p(v|x) (on DC, see Section 3.1.2).
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Bayesian justification for modeling conditional density instead of the joint
density is shortly discussed in Section 4.1.1.
3.3.4 Classification
Here classification means the effort of forced-choice prediction of c given x and
some training data {(xk, ck)}k. Costs and benefits are then a function of the
frequencies of misclassifications only, and no probability estimate pˆ(c|x) is nec-
essarily defined by the model. Classifier effectively partitions the X into a finite
number of regions of constant answers. The theoretical optimal decision boundary
is called Bayes boundary.7
Asymptotically, with increasing data, the resources of a good classifier go into
representing the decision boundary well. This is in contrast to conditional density
estimation (see 3.3.3 above), where the increasing accuracy offered by extra data
is divided evenly over p(x).
Discriminative clustering partitions the X-space like a classifier does, but it
is not tied to finding and representing class boundaries. DC resembles more
conditional density estimation than clustering in that it models p(c|x) over the
whole p(x). If DC were used for classification, by fitting n(c) clusters to data
{(xk, ck)}k, the clusters V would predict C well in the statistical sense of mutual
information I(X, V ), but there would be no guarantees of a one-to-one correspon-
dence between the clusters and the classes c. If variation of p(c|x) is large enough
somewhere in X, the area would get finely clustered regardless of the number of
contributing classes (values of C).
3.3.5 Clustering the joint distribution
Within the mixture approach (Sect. 4.1.2), the obvious alternative to performing
discriminative clustering by modeling the conditional distribution p(c|x) (Sect. 3.3.3)
would be to model the full joint distribution
p(c, x) ≡
∑
v
p(c, x, v) (17)
instead. This kind of models are usually optimizable by the EM algorithm (Sec-
tion A.3.2), and hard partitioning of X can be derived by mapping each x to the
partition v with maximal p(v|x) (obtainable by the Bayes rule).
An obvious choice for the Euclidean case would be
p(c, x) =
∑
v
pivψvcG(x;mv, σ) ≡
∑
v
p(c, x, v) . (18)
7In the context of classification, methods that directly model the class boundaries or the
conditional class probabilities are called discriminative, in contrast to informative methods that
model each of the class densities separately and derive the conditional class probabilities via
the Bayes rule [81]. This kind of discriminativity is the origin for the name discriminative
clustering.
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The model, called MDA2 by its authors [42, 41], is equivalent to (16) but without
the implicit marginalization and with the cluster-wise coefficients {piv}v added.
Intuitively, however, modeling the whole joint distribution generatively would
waste resources on the details of p(x) at the cost of the margin p(c|x). The result
would then not optimally discriminate between areas of different distributions
p(c|x), but rather be a compromise between modeling p(x) and discriminating,
or modeling p(c|x). The prevailing folk wisdom is reported to recommend the dis-
criminative approach for discriminative problems, except perhaps for very small
data sets [28, 69]. In the experiments reported in the Publications 2 and 5, DC
generally outperforms MDA2-based discriminative clustering, which supports the
conclusion that at least for large data sets the discriminative approach works well.
3.4 Related work: co-occurrence analysis and information
bottleneck
Co-occurrence data consists of paired samples {(xk, yk)}k of two discrete random
variables X and Y . Interest lies in modeling the dependency of X and Y . From
the viewpoint of vectorial data and Section 2.3, the situation here is in some
sense harder but interesting in that no predefined topology is present to justify
generalization over the categorical variables.
Often the samples {(xk, yk)}k are independent over k, and then a convenient
representation is the contingency table, consisting of the frequencies of all possible
co-occurrences of the margin variables X and Y .
Most popular goals of analysis include finding components of the joint distri-
bution or clusters of one of the marginals. Clustering a margin of a contingency
table is almost synonymous to distributional clustering [74] of discrete distribu-
tions.
Analysis of contingency tables is a traditional problem in statistics. Perhaps
the most prominent modern application area of co-occurrences is text document
analysis. If one discards word order and assumes the (conditional) independency
of words, pieces of text can be treated as “bags of words”, analogously to bags
of marbles with various colors (see Section 5.3 for more). A contingency table
would then describe a document collection with the columns corresponding to
words and the rows to the documents.
Discriminative clustering and learning metrics deal with paired data where the
member to be clustered is continuous, and are therefore not directly related to the
analysis of co-occurrence data. Three indirect connections, however, make this
discussion worthwhile. First and foremost, the justification of DC is very close
to the Information Bottleneck (IB) framework used in co-occurrence analysis.
Second, if DC is applied to text document analysis, usually in connection with
the bag of the words and vector-space models (Section 5.3), the setup becomes
confusingly similar to the prime applications of co-occurrence methods. Third,
DC can be seen as the optimization of the margin of a contingency table. Before
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returning to these topics, we will for completeness take a look at classical and
generative contingency table models.
3.4.1 Generative co-occurrence models
The analysis of contingency tables and co-occurrence data is a large and relatively
old field.
One of the simplest forms of analysis are tests for independence of the row and
column variables. The very well known, classic method relies on a large-sample
approximation leading to a statistic following the chi-square distribution under
null hypothesis (see for example [78]). Also an exact test is available, following
from the assumption of fixed marginals and the hypergeometric distribution [78].
Classic models for analyzing the structure of the dependencies are well re-
viewed in Goodman’s 1985 paper [37]. These are of the general form
pij ∝
∑
k
exp ρkαkiβkj ,
with some orthogonality and normalization constraints (association model; for
details see [37]), or of the form
pij ∝ 1 +
∑
k
ρkαkiβkj ,
which can be seen as a linearized version of the multiplicative model for small
values of ρ. The latter model class includes correspondence analysis. Hofmann
has relatively recently—compared to the classic models—proposed the model
pij =
∑
k
ρkαklβkj ,
which requires extra (entropic) regularization of ρk to be practical [47, 48]. The
model, if parameterized asymmetrically, is called probabilistic latent semantic
indexing (pLSI; [46]). The asymmetric clustering model (ACM), also by Hof-
mann [47, 48], is genuinely asymmetric and close to some manifestations of the
information bottleneck principle to be introduced in Section 3.4.2 below.
Although the models above are generative for the training data, none of them
includes a generative process for the margins. This poses at least an aesthetic
problem for many applications where it is necessary to relate new margin values,
like new text documents, into the existing model.
Mixture of unigrams [70] is generative for a margin, as is the recent Latent
Dirichlet Allocation (LDA; [12, 13]), perhaps more properly called multinomial
PCA [17]. Especially the latter model is interesting, but out of the scope of this
thesis. Other, traditional non-generative models for text documents are shortly
discussed in Section 5.3 and in Publication 8.
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3.4.2 Information bottleneck
The Information Bottleneck (IB) [94] is an information-theoretic principle used
to build representations of random variables. An important practical application
is in the clustering of co-occurrence data. We will here first outline the idea, then
relate it to DC.
Given a joint distribution p(x, c) of two discrete variables X and C, IB defines
a representation of X that is maximally informative of C. The representation is
defined as a discrete random variable V taking values v, and encoded into the
conditional distribution p(v|x). The variable V can be said to represent X for
two reasons. First, it depends only on X and not other variables (C) in the setup,
and second, it is artificial in that its relationship to X is completely determined
by its parameterization. Clearly p(v|x) defines a soft partitioning of the X-space
in the sense of Section 3.2.4. Consequently, the partitioning V of discriminative
clustering (Section 3.1.1) is a “representation of X”.
The complexity of V as a representation of X can in a sense be restricted by
limiting the amount of information V carries of X, i.e., limiting the mutual infor-
mation I(X;V ). On the other hand, V is made as informative of C as possible
by maximizing I(C;V ). Combined, these requirements lead to the variational
criterion
I(X;V )− βI(C;V ) ,
which is to be minimized with respect to the representation, that is, p(v|x). The
compromise between complexity and informativeness is chosen by the parameter
β and gives the information bottleneck its name: V works as an information
bottleneck between X and C.
Finding an optimal p(v|x) for the IB becomes a problem of rate distortion
theory [22], if one identifies X with the signal to be sent over a channel, V with
the codebook, and EX,V d(x, v) ≡ −I(C;V ) with the average distortion. Then
we would seek a codebook V with maximal rate I(X;V ) and minimal average
distortion EX,V d(x, v). The solution is
p(v|x) =
p(v)e−βd(x,v)∑
v′ p(v
′)e−βd(x,v′)
, (19)
with d(x, v) being the Kullback-Leibler divergence DKL(p(c|x), p(c|v)). An iter-
ative algorithm, resembling the Blahut-Arimoto algorithm of the rate distortion
theory, can be used to find a concrete solution from the self-referential (19).
IB and distributional clustering. Distributional (not discriminative) clus-
tering (Section 2.7.2; [74]) refers to clustering of co-occurrence data (x, c) by
comparing the conditional distributions p(c|x). From this viewpoint, IB per-
forms distributional clustering with soft clusters V , the cluster memberships be-
ing p(v|x). From (19) we see that each cluster membership is a monotonically
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decreasing function of the KL-divergence from the corresponding prototype. IB
gives a justification for the use of KL-divergence as the distortion measure of
distributional clustering (as also noted in, e.g., [85, 94]).
Estimation. Like the information-theoretic formulation of DC (Section 3.1.1),
the formulation of IB presented above is for a known joint distribution p(c, x).
Because IB as such is not a generative model, the common likelihood-based esti-
mation criteria, such as maximum likelihood, are not applicable. One can then
rely on the empirical distribution pˆ(c, x), computed as the normalized frequency
counts. The IB optimization criteria with the empirical distribution does, how-
ever, become maximum likelihood in some special cases, including that of β →∞
[89].
DC vs. IB. Discriminative clustering is independently developed, but its orig-
inal, information-theoretic formulation can be seen as the information bottleneck
generalized for a continuous X, taken to the limit β → ∞, and with the rep-
resentation p(v|x) parameterized to enforce the resulting clusters to the Voronoi
shape.
Although originally so formulated, IB is in principle not limited to discrete
random variables. For a continuous x ∈ X ⊂ Rn, when β → ∞ the partitions
(19) would become Voronoi regions in the space consisting of the distributions of
C, and the Voronoi regions would minimize DKL(p(c|x), p(c|v)). We could map
the distributional partitions, indexed by v, into sets Vv ⊂ X by defining: x ∈ Vv
if p(c|x) belongs to the Voronoi region with prototype p(c|v). Then we have
partitions of X as in DC, but they may be disconnected.
Compared to DC, IB has an extra term I(X;V ) in its cost function. From this
point of view, DC is a continuous information bottleneck taken to the Voronoi
limit β →∞ (which makes the extra term essentially disappear).
DC partitions are parameterized as Voronoi regions of the X-space. Besides
being a necessity to get the partitions of the the continuous space manageable,
the parameterization keeps the clusters connected.
For both DC and IB, the gap between an information-theoretic formulation
and a practical clustering criterion is bridged with the empirical distribution
pˆ(c, x). For hard clusters, a generative interpretation is available and opens a
route to Bayesian estimation of the clusters (Section 3.2.1).
Applications and extensions of IB. The IB principle has been applied to
agglomerative [87] and non-agglomerative [85] form of marginal clustering of co-
occurrence data and, besides text documents, for example to galaxy spectra [86].
Approaches to two-margin clustering have been presented [88, 31], and multivari-
ate extensions exist [31, 19]. IB has also been used to define kernels into a set
of continuous data [95]. A recent development called Sufficient Dimensionality
Reduction is also related to the IB [35].
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3.4.3 Discriminative clustering and Bayesian contingency tables
Because discriminative clustering maximizes mutual information between its par-
titions V and the guiding random variable C, it is expected that other dependency
measures might be maximized as well.
It is shown in Publication 7 that the likelihood of the marginalized generative
DC (Section 3.2.1; `M(V )) is equivalent to a Bayesian likelihood ratio, the prob-
ability of data under a full Dirichlet prior for the table vs. a prior decomposable
into Dirichlet margins [36]. Thus, while the information-theoretic formulation of
DC maximizes mutual information, the generative version of DC finds a margin
V for the contingency table that maximizes the Bayesian measure of dependency.
Asymptotically, for increasing number of data, the dependency measures coincide.
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A few methods from the classic fields of density estimation, discrimination, clus-
tering, and projective explorative methods are reviewed in this section. Part of
them are useful as a general background material, while others are used in the
Publications as benchmarks for the new methods. Methods directly related to
learning metrics or discriminative clustering are not discussed here but in Sec-
tions 2.7, 3.3 and 3.4.
4.1 Density estimation
Density estimation refers to the estimation of the density p(X) given data X.
The data usually comes in the form of independent observations: X = {xk}k, and
then we are actually interested in estimating the density of single observations
p(x) [79]. As implied by the word “density”, at least part of the structure inside
samples X is usually continuous (vectorial).
In a sense, generative modeling (Section A.2) is always density estimation, for
the models generate a density p(x) to the data space that in some sense fit to the
data X well. The set of potential density estimation methods is therefore very
wide.
Here we limit our attention to two aspects of density estimation. First, the
justification for conditional density estimation, important for explicit generation
of learning metrics (Publication 3, Section 2.6.2) as well as for generative dis-
criminative clustering (Section 3.2.1) is viewed from the perspective of genera-
tive models and Bayesianism. Second, some simple generative models, including
mixtures, MDA2, and Parzen estimates are reviewed. These are used in generat-
ing the density estimates for learning metrics (Publication 3) and as benchmark
methods for discriminative clustering.
Standard mixture and Parzen estimators are introduced for example in the
text book of Ripley [79].
4.1.1 Bayesian perspective to conditional likelihood
Given vectorial samples x paired to nominal values c (class labels in the context
of classification), two choices are available for estimating the conditional densities
p(c|x). We may either devise a model for the joint distribution p(c, x) and obtain
the conditional density estimates by the Bayes rule, or model the conditional
probabilities directly. The first option is generatively well justified, but the second
case requires more attention. (Section 3.3.5 on the merits of the two approaches
for clustering is also partially relevant here.)
In the conditional case, maximum likelihood would straightforwardly maxi-
mize p(C|X, θ) with respect to the parameters θ. The variable X is a covariate:
it has a role analogous to that of an explanatory variable in regression analysis.
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How does the conditional approach relate to Bayesianism? In short, it is not
contradictory, but it contains a hidden assumption of separable parameter priors
[32].
We may introduce a separate model for X, parameterized by ψ. Then a full
model for the joint density exists, and it has the special factorial form
p(X,C|θ, ψ) = p(C|X, θ)p(X|ψ) .
If the priors of the parameters are separable, p(ψ, θ) = p(ψ)p(θ), their posterior
factors into
p(θ, ψ|X,C) ∝ p(ψ|X) p(θ|X,C) .
We may then optimize θ, the parameters of the conditional model p(C|X, θ), by
treating p(ψ|X) as an unknown constant. The marginal model for X may even
be left totally unspecified.
The assumption of separable priors holds naturally if at least one of the priors
is vague (constant). On the other hand, if no uncertainty about X exists, as in
some experimental settings, then the “model” for X has no parameters.
4.1.2 Gaussian mixture, Parzen, vMF, and MDA2
Gaussian mixtures (see, e.g., [79]) model the density p(x) by the convex combi-
nation
p(x) =
∑
j
pijG(x; σ,mj) ,
where {mj}j and σ are the location and spread parameters of the Gaussians G,
and pij are component-specific weights, sometimes referred to as “prior probabil-
ities.” The normalization
∫
G(x)dx = 1 must hold. The model is usually fitted
by the EM algorithm of Section A.3.2. Gaussian mixture is easily adaptable to
other kernel types. If data are normalized to reside on a hypersphere, the von
Mises Fisher (vMF) kernel vMF(x) ∝ exp−κxTm defined on the sphere can be
used as in Publications 2 and 5.
MDA2, or “Mixture Density Analysis of Type 2” [42, 41] is a model for the
joint density of a nominal c and a vectorial x:
p(x, c) =
∑
j
pijξjcG(x; σ,mj) ,
with
∑
c ξjc = 1. Again, the model is easily adapted for other kernel types,
including vMF. An estimate of the conditional density p(c|x) is obtained from
the Bayes formula: p(c|x) = p(c, x)/p(x) = p(c, x)/
∑
c′ p(c
′, x), and can be used
to derive a metric to the X-space (Section 2; Publication 3).
In both kinds of models the spread parameter σ can be optimized as a part
of the M-step of the EM algorithm. Straightforward optimization often causes
problems, however, for the parameter is closely tied to the model complexity:
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kernels with a large spread tend to produce smooth estimates and vice versa. In
our own works the parameter has been chosen by cross-validation.
Parzen estimates ([79] is again a good textbook account) are also additive
mixtures of kernels, but a kernel is tied to each data sample, all kernels are
usually equally weighted, and the spread parameter, if optimized at all, is chosen
by some kind of cross-validation:
p(x) =
∑
k
G(x; σ, xk) .
Except for the spread, there are no parameters to be optimized, which makes
Parzen estimates almost non-parametric. An MDA2-like version, suitable for
joint density estimation of a discrete and a continuous variable, is obtained by
restricting the summation to class-specific samples of the learning set:
p(x, c) =
∑
k:ck=c
G(x; σ, xk) .
The joint density models appearing in the Publications are relatively sim-
ple. Partly this has been due to the general problem settings of exploration and
clustering, where little prior information is available or typically used. The struc-
turally simple Parzen and mixture estimates are also transparent enough to keep
track of their smoothness, which is important especially when the local approx-
imation (2) of Section 2.5 is used.8 In benchmarking discriminative clustering,
an approach with a cluster interpretation is essential, making mixture models a
natural alternative.
4.2 Clustering
Clustering refers to a diverse set of methods. The common general goal is to
divide data into groups which are more homogeneous internally than mutually.
Sometimes the possibility to map future data into the old clusters is essential,
and then essentially the whole data space, not only the learning set, must be
segmented.
The most common application for clustering is data exploration, but the meth-
ods are also applicable to complexity reduction, including compression for trans-
mission and storage, and probably for many other purposes.
A taxonomy for clustering methods is presented in [53]. Clustering may be
either hierarchical, with an explicit (hierarchical) structure generated for the clus-
ters, or partitional with no such structure. Partitions may be overlapping (inclu-
sive) or mutually exclusive, and the clustering may be supervised or unsupervised.
8The structural simplicity has, for example, allowed the observation that self-organizing
maps (Section 2.6.2) are best based on a slightly more smoothed model than the likelihood-
optimal one.
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In this taxonomy, discriminative clustering is partially supervised, partitional
clustering that produces non-overlapping segmentation of the whole data space.
“Partially supervised” refers to the fact that supervision is used, but no exact
correspondence between the clusters and the given nominal labels is required.
4.2.1 The similarity measure and feature selection
Feature selection has already been discussed on a rather general level in Sec-
tion 2.1. We will here review the subject from the viewpoint of clustering.
Because the goal of clustering is to produce homogeneous clusters, or clusters
of similar data items, the (dis)similarity measure, or proximity measure, is a
crucial part of any clustering effort. Similarities may be explicitly given in the
form of a similarity matrix, or the data may be available in a raw form leaving
the choice of the similarity measure free.
In data analysis, feature selection refers to selection, scaling and transforming
of input variables before the actual analysis. Because such modifications of data
can always be incorporated into the dissimilarity measure, we may conveniently
ignore feature selection, at least in theoretical descriptions, and consider only the
properties of (dis)similarity measures.
The representation of data may have varying degrees of structure in it, and
the degree of given structure restricts the set of applicable proximity measures.
The classic categories of binary, nominal (discrete), interval and ratio scales are
examples of structure existing in the representation, but the concept is more
general: For example tree-structured data items may be clustered given a suitable
similarity measure. Co-occurrence data and distributional clustering (Section 3.4)
provide another, by classic standards “atypical” structure that has recently found
many applications.
Traditionally, multivariate vectorial data have been a very common target
of clustering. Sometimes the variables are of a homogeneous origin, with some
kind of symmetry (or a lack of knowledge about asymmetry) present in the mea-
surements, that allows us to treat the variables identically. Examples are wind
direction (north–south vs. east–west; a physical symmetry exists), pixels of a
photograph, and to a degree genes in a microarray experiment.
Often the variable set is heterogeneous, sometimes with no common physical
scale. Even different variable types, nominal and discrete, may be intermixed.
Unless other criteria are available, preferably an expert of the application field
should decide transformation and weights for the input variables. The procedure
will be heuristic, for the goal of end result of the clustering is typically poorly
defined, therefore invalidating the use of any formal methods. Statistical criteria
for the goodness of a clustering solution will then refer to the internal relation-
ships of the data rather than some external costs and benefits. Learning metrics
and discriminative clustering potentially help with these classic problems—in sit-
uations where an external, objective criterion of relevance is available in the form
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of data.
Especially in explorative context, however, the feature selection and clustering
stages need not be fully separated. Instead, the process can be highly interactive
and iterative. When interactivity increases, the immediate understandability of
the clustering solutions becomes essential, and can be greatly aided by good vi-
sualization [100]. Clustering can for example be performed on the self-organizing
map of Section 2.6.2.
4.2.2 Clustering by mixture models and K-means
Of the almost innumerable set of existing clustering algorithms, only those most
closely related to the present work, that is, mixture models and K-means, are
reviewed here.
Mixture models, discussed from the viewpoint of density estimation in Sec-
tion 4.1, can be used for clustering simply by associating each kernel with a
cluster. Then the kernels of a generative mixture become interpreted as noisy
sources. The posterior probability of a source having generated a data item is
obtained by the Bayes rule,
p(hi|x, θ) =
p(hi, x|θ)∑
l p(hl, x|θ)
=
Gi(x; θ)∑
lGl(x; θ)
,
where hi is a value of the hidden variable indicating kernel identities, and Gi(x; θ)
is the kernel i with parameters θ, evaluated at x. (Incidentally, the hidden variable
interpretation is similar to that created for the EM algorithm; c.f. Section A.3.2.)
The posterior probabilities may be interpreted as soft cluster memberships.
Hard cluster memberships are conveniently obtained by choosing the cluster with
the highest posterior probability.
For data {xk}k, the aim of the K-means algorithm is to find a partitioning
with minimal total within-cluster distance or quantization error
E(m, c) =
∑
k
d2(mc(xk), xk) .
The distances inside the clusters are measured to the prototypical locations m =
{mj}j , also called model vectors. Above, the notation c(xk) is used to denote the
cluster membership (or partition index) of the data item xk. The minimum of
the quantization error is sought with respect to both the memberships c and the
prototypes m.
If the model vectors m are fixed, the criterion E(m, c) is clearly minimized
when each data item is associated to the cluster with the closest model vector:
a point xk belongs to the partition j, i.e. c(xk) = j, if the distance d(xk, mj) ≤
d(xk, ml) for all l 6= j. This criterion is defined for all points x of the data space,
not just for the data xk in the learning set, and it divides the space into non-
overlapping partitions called Voronoi regions. (Ambiguity remains at the borders
of the Voronoi regions, but these are of measure zero.)
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On the other hand, if the memberships c(xk) are fixed, the K-means criterion
is minimized at
mj =
1
N(xk : c(xk) = j)
∑
xk:c(xk)=j
xk . (20)
We obtain an iterative optimization algorithm, the K-means algorithm, by
alternating between these two steps of assigning data to clusters and updating
prototypes. The quantization error is downward-bounded by zero and the opti-
mizations always decrease the cost except at a local optimum. Convergence to a
local minimum is therefore guaranteed. In practice, to obtain a good solution, it
is advisable to run the algorithm several times with different initializations, or to
use one of its less aggressive variations.
The K-means algorithm bears a striking resemblance to the EM algorithm of
Section A.3.2. For a mixture of isotropic Gaussians of equal spread, the M-step
becomes essentially similar to that of (20), with the sum taken over all data with
the posterior of the hidden variables, i.e. the mixture proportions p(hj |xk, m),
as weights. The K-means algorithm can therefore be interpreted as an EM for
a Gaussian mixture with all-or-none mixture proportions, which are obtained by
letting the spread parameter of the Gaussians to go to zero.
The K-means costs can also be minimized by stochastic approximation (Sec-
tion A.3.1) which leads to the update rule mj := mj −α(x−mc(x)), where x has
been randomly chosen from the learning set and the parameter α goes slowly to
zero during the iteration [62].
The K-means quantization error is essentially identical to the distortion cri-
terion of vector quantization, used in compression [33].
4.3 Linear and other projective methods
By projective methods we mean here methods that find continuous representa-
tions of data instead of discrete clusters.
Linear methods typically find linear functions of data and are therefore in-
herently projective. The self-organizing map and related algorithms, reviewed
separately in Section 4.5, fall between clustering and projection as they produce
discrete representations that has a predefined topography. The results are typi-
cally easy to visualize, for the linear functions of data can be used as coordinates.
Other projective methods include multidimensional scaling (MDS) and Sam-
mon mapping. Here the data items get a continuous, vectorial representation but
it is not expressible in a closed form as a function of data vectors—except in the
case of classic (metric) MDS [14].
Projection into a lower dimensionality naturally works best when the intrinsic
dimensionality of the data is low, i.e. when the data residing in a high-dimensional
space can be described with little residual by a linear or smooth non-linear slow-
dimensional manifold.
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In exploration, supervised projective methods are often just as useful as the
unsupervised ones, because the end result, a projection to a (low-dimensional)
continuum is comparatively easy to visualize and understand. Here we start with
linear methods and the unsupervised PCA, but later focus on supervised meth-
ods, for their spirit is somewhat similar to learning metrics and discriminative
clustering.
4.3.1 Principal component analysis (PCA)
Principal component analysis is not directly related to any of the methods intro-
duced or used in the Publications. It is, however, worth introducing here, for it
is a prototypical and classic projective unsupervised learning method, highlights
important theoretical concepts, and works as an introduction to other, more in-
teresting methods.
By a partial orthonormal basis we mean here a subset of the vectors of an
orthonormal basis. Such a basis defines a subspace, and conversely, each sub-
space has such a basis. The coordinates y of a vector x in a partial orthonormal
basis can be conveniently represented as a projective linear mapping: y = LTx,
where columns of the matrix L are the basis vectors (note that LTL = I). PCA
assumes the reconstruction xˆ = LLTx, which includes the projection LTx into
the subspace defined by L. A basis LT is then found to minimize the average
least-squares error E (‖x− xˆ‖2) between the original, centered vectors9 x with
E(x) = 0, and their reconstructions [91]. The average E(·) is either the expecta-
tion over a probability density or the mean over a learning set.
It can be shown that the base producing minimal reconstruction error is a
composition of the eigenvectors of the covariance matrix C = E(xxT ) associated
to its largest eigenvalues [91]. The vectors of the base also coincide with the
directions of the largest variance in the data.
In the context of PCA, the variables y = LTx, or the projections of the data
onto the eigenvectors, are called principal components. The principal components
are uncorrelated, with their variances equal to the largest eigenvalues.
For visualization, new variables or their normalized versions can be interpreted
as coordinates on a plane or in a 3-D space. This kind of exploratory use of PCA
becomes close to classic (metric) multidimensional scaling (MDS; see, e.g., [14]).
Although PCA is unique as an eigensolution for a C-matrix with no equal
eigenvalues, the compression y = LTx is not unique. Identical reconstructions xˆ
can be produced from all (orthonormal) rotations Ry by xˆ = LLTx = LRTRLTx.
Therefore, each basis RLT is in the least-squares sense equally good to the basis
LT , and from the viewpoint of explanatory power (reconstruction error), the PCA
solution is not unique. In a 2-D solution used for visualization this indeterminacy
9Centering of data, assumed for simplicity here, can be justified by adding location parame-
ters to the reconstruction model and showing that centering produces an optimal reconstruction
[39].
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does not matter as long as one does not put too much meaning into the coordi-
nate axes. It may, however, cause serious misinterpretations if pairs of principal
components from a higher-dimensional solutions are visualized, or if semantics
for single variables are deduced from the coefficients of the basis vectors.
4.3.2 Linear methods supervised by discrete data
An analysis of labeled data may aim either at prediction, e.g., building a classifier
for future samples, or on exploring the variation that is somehow related to the
labels. In the latter case the most popular goal is to find variation correlating
with the labels, although the opposite possibility is also imaginable.
With linear methods the distinction between exploration and black-box pre-
dictive models is not as significant as with nonlinear methods, for the linear
structure makes even the models optimized for prediction easy enough to inter-
pret.
The description of linear methods below is mainly based on the books of
Ripley [79] and Hastie et al. [39].
LDA. Linear discriminant analysis or LDA can be justified either from a gen-
erative point of view, or as a linear way to extract variation that is interesting in
terms of covariances. We start with the generative motivation.
In general, a discriminant is a function associated to a classifier. It maps data
x to real values that can be compared either to a threshold or to the values of
other discriminants to get the class identity of x.
Linear discriminants are linear functions of data. They define a projection
to a lower-dimensional discriminant space, which can be used for explorative
purposes. 2-D projections are especially useful for visualization, and linearity
makes interpretations easy.
A theoretically optimal classifier is defined in terms of the probabilities p(c|x),
so discriminants derived from a generative model would naturally be functions
of the conditional probabilities p(c|x) of classes or labels c. They could either
be estimated directly, or derived from a model for p(c, x) via the Bayes rule
(discriminative and informative learning, respectively, as defined by Rubinstein
and Hastie [81] and in Section 3.3.4). Linear discriminants would be justified when
the isosurfaces p(ci|x) = p(cj|x) or, in the more general case, the surfaces p(ci|x) ∝
p(cj|x), are affine subspaces. Note that in the case of more than two clusters, the
space becomes divided into partitions with potentially complex shapes, although
with piece-wise linear borders.
The most popular generative model with such a property is the conditional
Gaussian distribution with equal covariances, i.e., the distributions p(x|c) are
supposed to be Gaussian with a common covariance matrix W (standing for
W ithin-group). The use of linear discriminants is justified by this generative
Gaussian model for p(c, x).
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Simply estimating the means and the covariance of the Gaussians separately
and plugging them into the optimal linear discriminants leads to linear discrim-
inant analysis (LDA). Estimating the model parameters by maximum likelihood
gives the same result. LDA can therefore be seen to be based on the multi-
gaussian generative model for the joint distribution p(c, x). This distinguishes it
from logistic regression (see below), which is based on a model for the conditional
distribution p(c|x).
Given there are K different labels c with the associated Gaussians and their
centroids, the discriminants would span a subspace with dimension K − 1. If
K−1 is much higher than the easily visualized two or three dimensions, the data
may be projected to a (still) lower dimension while trying to maintain interesting
variation.
Fisher’s linear discriminant. The whole linear discrimination problem can
also be formulated directly as a maximization of ratio of interesting and non-
interesting variation, defined in terms of variances. One first finds a direction of
the original data space where the between-class variance is maximized relative
to the within-class variance. This will be the first discriminant direction. Other
directions are then found recursively by projecting the data to a subspace nor-
mal to the extracted directions, and then again finding an interesting direction
by comparing the ratios of the variances. This is the interpretation of linear
discriminant analysis as originally proposed by Fisher.
In practice, the data can be ’whitened’ by finding coordinates that diagonalize
the within-group covariance. A low-dimensional subspace with high variance of
the centroids is then found by PCA.
LDA has been generalized by using a nonlinear mapping into a high-dimensi-
onal space as a preprocessing step [8, 80].
Logistic regression. Logistic regression is a simple model for the dependency
of a nominal variable c on a vectorial variable x. The probabilities p(c|x) are
expressed as (constant) functions of linear combinations of x:
pˆ(c|x) =
exp xTβc∑
c′ exp x
Tβc′
,
with {βc}c being parameters of the class-wise linear combinations. (For full linear
generality, the variable x can be thought to be augmented with an extra dimension
with the constant value 1.) An indeterminacy exists in this parameterization, for
all βc := βc − β
′ with arbitrary β ′ produce the same probabilities pˆ(c|x). This is
cured by, e.g., setting
∑
c βc = 0. The model is fitted by maximum likelihood.
In the traditional case of two classes the model simplifies into
pˆ(c|x) =
exp xTβc
exp xTβc + exp xTβc′
=
1
1 + exp xT (βc′ − βc)
≡ logitxTβ ,
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with β ≡ βc′ − βc.
Note that even in the case of multiple classes
log
pˆ(c′|x)
pˆ(c|x)
= xT (βc′ − βc) ,
which could be interpreted as a discriminant for classes c′ and c. Somewhat
surprisingly, discriminants produced by LDA can be written into the same form
(up to a constant, by applying the Bayes rule to p(c, x); see, e.g., [39]). Therefore,
although LDA is a joint distribution model (likelihood of pˆ(c, x) optimized) while
logistic regression is a conditional model (likelihood of pˆ(c|x) optimized), from
the viewpoint of discrimination the models are identical. The potential merits of
conditional and joint modeling approaches are discussed by Efron [28], Ng [69],
and more informally in textbooks [39, 79].
Ordinary linear least-squares regression has the probabilistic interpretation as
a maximum likelihood regression model with a Gaussian response variable. From
this perspective, logistic regression is a generalization of classic linear regression
for multinomial responses. In general, such generalizations for various kind of
response variables are called generalized linear models (GLM’s; see, e.g., [32] for
a Bayesian introduction).
Connection to learning metrics and discriminative clustering In its
original formulation due to R. A. Fisher, LDA finds a projection to a linear sub-
space that in a sense of second-order moments maximizes the discriminativity of
classes. Logistic regression, on the other hand, explains conditional probabilities
p(c|x) of classes c as functions of the inner products {xT bj}j . A projection is essen-
tially performed here as well, for data affects pˆ(c|x) only in the subspace spanned
by {bj}j . Discriminativity of the logistic regression projection is maximized in
the sense of the likelihood of pˆ(c|x) on a data set, just as in generative discrimina-
tive clustering (DC; Section 3), an application of learning metrics. Both DC and
the linear projective methods, especially logistic regression, therefore maximize
discriminativity of c on a representation, which is either a set of clusters or a
linear projection.
The learning metric, as defined in Section 2.5, measures distances as a function
of local changes of p(c|x) or its estimate pˆ(c|x). In this context, a discriminative
linear projection producing an estimate pˆ(c|x) can be interpreted as a projective
change of the metric of the data space. For example, the metric matrix J(x)
(see Section 2.5) generated by the two-class logistic regression model is of the
form J(x) = 2p(1 − p)bbT , where p ≡ pˆ(c|x) is the prediction of the model (for
a class) and b are the coefficients of the linear model. The properties of metrics
generated in this way from predictive linear projections are largely unexplored.
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4.3.3 Supervision by vectorial data: canonical correlations
Canonical correlation analysis (CCA) is a technique somewhat similar to LDA,
but for pairs of two vectorial variables, here x and y ([15] is a good introduction,
and cites [49] as the origin of CCA; see also [92]). Linear combinations {aTj x}j and
{bTk y}k of x and y are found that are maximally correlated for j = k, while being
uncorrelated (but not orthogonal) in X and Y, i.e., aTj Cxxak = b
T
j Cyybk = 0 for j 6=
k, where Cxx and Cyy are covariance matrices of x and y, respectively. In addition,
the cross-covariance aTj Cxybk is required to be zero for j 6= k. Computationally,
CCA reduces to an eigenvalue problem.
Like LDA, CCA is originally motivated as a criteria based on the second
moments. CCA is scale invariant: non-singular affine transformations of x and y
do not essentially change the solution. The canonical variates {(aj}j and {bk}k
can be used for visualization, discrimination, or as features for further processing.
4.3.4 Multidimensional scaling and Sammon mapping
Multidimensional scaling (MDS; [14]) and Sammon mapping (e.g. [39]) are tech-
niques for representing samples x in low-dimensional coordinates with the inten-
tion of preserving given distances of the samples. Thus the samples do not need
to be vectorial, although vectorial samples with a distance measure can be used.
The low-dimensional representation is found by optimizing a stress function (a
cost function) with respect to the unknown low-dimensional coordinates of data.
As no absolute representation of the samples is used, no mapping from the
space of samples to the lower-dimensional space can be generated. Finding a
representation for new, unseen samples in an existing projection may therefore
be hard. On the other hand, working on the dissimilarities alone makes MDS
much more generally applicable than for example the vector-based methods.
MDS and Sammon mapping are not directly related to learning metrics, except
as potential applications.
4.4 Learning Vector Quantization (LVQ)
The Learning Vector Quantization (LVQ; [62]) family of algorithms is worth men-
tioning here, because the stochastic learning rule of the discriminative clustering
somewhat resembles the learning rule of LVQ.
The goal of the LVQ algorithms is to find a classifier given vector-valued data
(x, c) with the class labels c. The classifier is parameterized by the prototype
vectors mj with associated class identities cj, and a mapping of points of the
X-space (and hence the points of the learning set) to the model vectors is defined
as in the K-means algorithm (see Section 4.2.2). The mapping defines Voronoi
regions into the data space.
In LVQ1, the model vectors of the model are updated by a rule motivated by
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the stochastic approximation theory:
mj := mj − α(x−mj) s(c, cj) ,
where c is the class of the sample x, and the function s(c, cj) takes the values ±1,
depending on whether c = cj or not. In LVQ2.1 [63] two best-matching model
vectors are updated, with the sign s(c, cj) reversed for the second-closest match.
It is also proposed that no update should take place unless the sample x lies
within a narrow region around the boundary of the Voronoi regions.
The resemblance of the windowed LVQ2.1 algorithm to the stochastic update
rule (15) of discriminative clustering is striking.
In discriminative clustering, the window of LVQ2.1 is replaced by the product
yj(x)yl(x). If the spreads of the kernels y(x) are small enough, the product gets
significantly non-zero values only on a narrow, even-width region around the
border of the Voronoi regions j and l, which is essentially a smoothed version of
the window of LVQ2.1.
But in contrast to the LVQ, in discriminative clustering the sign and ampli-
tude of the updates is (effectively) dynamically adjusted according to the class
frequencies of the data falling into the Voronoi regions of the best-matching model
vectors. Therefore discriminative clustering does not try to represent only the
class boundary but the overall changes in the conditional class densities.
4.5 Self-organizing maps
From the clustering point of view, the self-organizing map (SOM; [61, 63]) is
clustering with topological constraints. The “atomic clusters”, also called map
units, neurons, or model vectors, are ordered onto a usually two-dimensional
rectangular or hexagonal grid. The grid dimensionality or its regularity are not
critical; even adaptive grid topologies may be used. One-dimensional maps are
sometimes used in special applications, e.g. to prove theoretical results.
The procedures for training the map constrain the solution such that clusters
residing nearby on the grid become relatively similar. In an imprecise sense, the
grid can therefore be seen as an approximation to a continuous manifold. As the
parameters of single clusters have a one-to-one correspondence to the locations of
the feature space, the manifold can be thought of as embedded into the feature
space. Additionally, a SOM defines a position on the manifold (a cluster identity)
not only for the data in the learning set but for all points of the feature space.
Taken together, these properties of the algorithm allow us to say that the SOM
performs nonlinear dimensionality reduction.
More formally, the SOM is parameterized by the model vectors mj . Each
vector has a fixed position on the SOM grid. The training algorithm, however,
is affected by the grid locations only through the neighborhood structure defined
for pairs of model vectors in the form of positive and symmetric coefficients hjl,
i.e. hjl ≥ 0 and hjl = hlj . Often these coefficients are given in the form of
52
4.5 Self-organizing maps
a continuous neighborhood function h(j, l), which is a monotonically decreasing
function of the Euclidean distance between the coordinates of the model vectors
j and l on the grid.
Mapping of points of feature space to the model vectors is defined in terms of
the shortest distance or “best match”: points are mapped to their closest model
vectors.10 Closeness, of course, is relative to a metric, which is typically Euclidean
or an inner product metric on the unit hypersphere.
The original SOMwas defined by the concepts introduced above and a stochas-
tic learning algorithm. For finite data, Euclidean distances and a fixed neighbor-
hood hjl, the SOM has the cost function
E(m) =
∑
l
∑
k
‖xk −ml‖
2hc(xk) l ,
where c(x) is the index of the model vector closest to the sample x [45]. For
a density P (x) with non-pointwise support there exists no cost function [45].
Note that the cost E(m) has discontinuities at parameter changes that cause the
indices c(xk) to change. Therefore gradient-based algorithms are guaranteed to
optimize the parameters m = {mj}j only locally in the parameter space, within
a region on which all the indices c(x) are constant. Still, especially the stochastic
gradient-based algorithms seem to work well in practice.
The SOM optimizing algorithms are competitive learning in the sense that
they can be seen as a realization of a competition process between neighborhoods
of the model vectorsmj . Both a stochastic on-line algorithm with a varying neigh-
borhood, and a batch-style algorithm with a fixed neighborhood are commonly
used.
The on-line stochastic algorithm is motivated by the stochastic approx-
imation theory. At each round of the iteration, a single sample is chosen, and
model vectors are moved into the direction of the sample, the magnitude of the
move being relative to the product αthc(x)l, where c is the unit closest to the
sample x. Training is repeated with more samples drawn from the distribution
P (x) (in practice often from the learning set) and with decreasing updates αt. In
theory, the sequence should satisfy conditions from the stochastic approximation
theory that are necessary for convergence, namely
∑
t αt = ∞ and
∑
t α
2
t < ∞,
but in practice piecewise-linear sequences are common and found to produce good
results.
It is common to reduce the neighborhood size during the stochastic iteration.
For a regular 2D-grid with a Gaussian neighborhood this means decreasing the
spread of the Gaussian. Such an iteration process is regularizing; the map tends
to become globally better ordered, avoiding twisting of the manifold in the feature
10This definition is ambivalent for points which are equally close to more than one model
vectors. Usually, however, these points are or are assumed to be from a set of measure zero
(w.r.t. both the Lebesque measure of the feature space and the distribution of data within the
space.)
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space. An initially large neighborhood size therefore often leads to a smaller cost
for the final neighborhood than would have been achieved by iterating with the
final neighborhood alone.
An iteration of the batch algorithm, which is essentially a fixed-point iter-
ation resembling the K-means algorithm, updates model vectors to the centroids
of all data weighted by the model vector-specific coefficients hc(xk)l.
Note that if the neighborhood coefficients hlj become zero for l 6= j and
otherwise a positive constant, the batch SOM algorithm becomes the traditional
K-means iteration, i.e. clustering without topographic constants, and the on-line
algorithm becomes “stochastic vector quantization” with the quantization error
‖x−mc(x)‖ as its cost function.
4.5.1 Other similar algorithms
Many modifications of the SOM on-line and batch algorithms exist. With these,
a main motivation has been finding an algorithm with a continuous cost function
that would also generalize to the asymptotic case of ’infinite data’ or proba-
bility distributions without losing its essential properties. Heskes [45] finds the
best-matching (winner) unit on the basis of neighborhood averages {
∑
lmlhkl}k
instead of the bare model vectors. As a result of this modification, a hidden vari-
able interpretation appears, and the cost function becomes continuous. Practical
advantages of the approach are so far unclear.
Generative topographic mapping (GTM; [11, 9]) is a probabilistic alternative
to self-organizing maps, that generates a probability distribution to the X-space
as a mixture of Gaussians. Data are mapped to a low-dimensional manifold by
maximum likelihood.
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This section shortly lists the practical applications of learning metrics and dis-
criminative clustering presented in the Publications.
On a more abstract level, discriminative clustering (DC; Section 3) can itself
be seen as an application of the learning metrics principle (Section 2). Learning
metrics have also been applied to self-organizing maps (Section 2.6.2).
Practical applications include visualizing bankruptcy of companies (Publi-
cation 3), text document clustering (Publications 2, 8), and clustering of gene
expression (Publication 5).
5.1 SOM, learning metrics and bankruptcy
Expectation of positive future returns is the basis of all financing. Consequently,
quantitative prediction of corporate success, including bankruptcy, is a well-
studied subject [1, 2]. A divergence from the tradition is to quantitatively un-
derstand bankruptcy by explorative analysis methods such as the self-organizing
maps (SOM) [59].
We combined visualization and prediction in Publication 3. Financial state-
ments of Finnish companies were mapped onto a self-organizing map, using the
technique of Section 2.6.2, with the metric computed from a predictor pˆ(c|x) of
bankruptcy. Two kinds of predictive models were tried: a Parzen kernel estima-
tor and a mixture of Gaussians (MDA2). Despite the low number of bankruptcy
companies in the training data, the results were successful in that the SOM’s
were visually acceptable and separated failed companies well from the mass.
5.2 DC and learning metrics for gene expression
DNA microarrays enable simultaneous measurement of the activity of thousands
of genes. In a living cell, genetic code is continuously transcripted from DNA
to so called messenger RNA (mRNA), the eventual goal being protein synthesis.
Microarrays measure the level of this activity, gene-wise, and provide a window to
the internal state of the cell (see [21] for a review, and [18] for a textbook account).
Transcription is usually measured in several different experimental treatments,
and often serially to provide a time series. The large size of microarray data sets
and relative lack of knowledge of the regulatory mechanisms of cells constitute a
potentially fertile setup for explorative data analysis.
Since Eisen introduced hierarchical clustering into microarray data analysis
in 1998 [29], expression data have been clustered in numerous ways. Genes have
also been categorized by experts into (hierarchical) groups reflecting the current
knowledge of their functions. We have combined these two approaches by clus-
tering gene expression data with DC using the existing functional grouping as a
guide. DC would then, hopefully, concentrate on relevant variation in the very
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high-dimensional expression data, and reveal structure between or inside the ex-
isting functional groups. This application is an example of reclustering, refining
or coarsening an existing clustering, with DC (Publication 5).
In addition, a paper reporting biological interpretations of the DC clusters
found from the expression data is in preparation. Outside the scope of this
thesis, SOM’s in learning metrics have been applied to gene expression data as
well [72].
5.3 DC for text documents
Although DC is a clustering model for continuous data, it can be applied to text
documents if the documents are first somehow mapped onto a continuous space.
Two major alternatives for such a mapping are the vector-space model, and a
generative probabilistic approach.
Although other kind of feature extraction, such as bigrams, would be pos-
sible, we have handled text documents within the classic bags of words model.
In it, words are thought to occur independently, which erases all structure but
word frequencies from the documents and reduces the documents to a form quite
analogous to bags of marbles.
In Publication 2 the frequencies were treated using the popular vector space
model (VSM; [83]) which represents the documents as real-valued vectors, each
word corresponding to a dimension. The vectors are then normalized onto a
hypersphere. With the TF-IDF weighting (term frequency, inverse document
frequency; [83]) the word frequencies are, before normalization, multiplied by a
monotonic function of the number of documents in which they occur. This empha-
sizes rare words. Irrespective of the weighting scheme, however, the documents
get mapped onto the unit hypersphere, with a vector x,
∑
i x
2
i = 1, representing
each document.
In Publication 8, the bags of marble analogy was taken a bit further, and the
marbles or words in the bag or document were supposed to be sampled from a
multinomial distribution with unknown parameters. An estimate of the param-
eters was then used to encode the documents. In this scheme each document
gets mapped onto a distributional space: A distribution x,
∑
i xi = 1, ∀i : xi ≥ 0
represents a document. It would be more appropriate to take the sampling uncer-
tainty into account, and to represent documents by the full posterior distributions
of the parameters. This, however, turned out to be computationally very difficult.
Discriminative clustering would then be applicable if we had a suitable rel-
evance criterion, in the form of auxiliary data, for the document vectors. The
partitions would reside either on the unit hypersphere, or in a distributional space,
with the dot product metric and the Kullback-Leibler divergence being suitable
choices, respectively, for parameterizing the Voronoi regions. (Kullback-Leibler
divergence is not a metric and, although used in Publication 8, may pose certain
problems if used for Voronoi regions.)
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In our works, we have studied the problem of clustering scientific abstracts.
Because keywords chosen by the authors of the abstracts are available, we have
guided the feature selection in documents by the keywords. Once the clusters
have been found, they would be usable for new documents without the keywords.
Measured by mutual information to classification created by informaticians, and
compared to MDA2 and non-supervised clustering, the approach proved success-
ful both within the VSM (Publication 8) and in the distributional (Publication 8)
approach.
Although the setup is confusingly close to that of simple co-occurrence analysis
with two variables, it is different, for it actually has three random variables:
documents, potential words appearing in the abstracts, and potential keywords.
The DC model is for the relationship p(c|x) of keywords and documents, rather
than for the documents themselves. The mutual information between clusters and
keywords is (asymptotically) maximized—in this sense the clusters try to predict
the keywords given by the authors. In the application phase the keywords are
not needed, because the clusters are originally defined in terms of the abstracts
alone.
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The conceptual contributions of this work have been learning metrics, a new kind
of exploration principle, and its applications, especially discriminative clustering.
Roughly put, learning metrics allows one to restrict exploration onto a manifold
spanned by dependency to an auxiliary random variable. Learning metric is, in
certain kind of setups, able to improve visualizations by self-organizing maps.
Discriminative clustering (DC) asymptotically works on such a manifold, but in
practice is a semi-generative model with connections to Bayesian contingency
tables. While these methods are related to many existing frameworks, especially
DC is related to the information bottleneck, this work provides a more or less
integrated viewpoint to the discriminative exploration of continuous data.
In the experiments, a self-organizing map (SOM) implemented in the new
metric was able to separate bankruptcy companies (statistically significantly)
better than a standard SOM, while it maintained the good visual characteristics of
the usual self-organizing map (evaluated subjectively). The approach is generally
useful at least as far as it is regularized with Euclidean metric, with the weight of
the two metrics evaluated by cross-validation. Discriminative clustering, in turn,
has been applied to analysis of gene function and clustering of text document.
In both applications, it has statistically significantly outperformed alternative
methods, including joint distribution clustering. Gene clusters obtained by DC
and related methods have also offered new biological hypotheses.
The learning metric principle—as implied by its name—defines a metric to
the primary data space, usable by many general-purpose explorative methods.
The principle, however, does not define how to estimate the metric in a practical
data analysis task. Two approaches are obviously available. The first straightfor-
wardly estimates conditional densities of auxiliary data, from which the metric
can be derived, while the second in a way or another embeds the density estima-
tion into the exploratory method. Self-organizing maps in learning metrics are
an example of the former, while discriminative clustering demonstrates the latter
approach. Both ways have their pros and cons: A separate density estimator is
easy to implement and intuitive, but has its own, separate criterion of optimal-
ity, while integration of density estimation into the explorative method requires
theoretical work and is able to follow the principal idea of learning metrics only
asymptotically.
With the separated density estimation approach, approximations to the full
Riemannian metric are a necessity. In addition to the simple local approximation
introduced in this work, more accurate alternative approximations would increase
accuracy, but they would also increase computational load significantly above the
standard SOM. Another potential improvement would be to take the uncertainty
of the density estimates into account.
The optimization of DC has room for improvement. An efficient batch-mode
algorithm is not totally out of the question. A big question not even touched is
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model selection: Besides cross-validation, how to apply known model selection
criteria to decide an optimal number of clusters. Finally, DC is a kind of simplistic
prototype with extension potential. The auxiliary variable could have a more
complex distribution. It could be continuous, and with a structure of its own to
be optimized. The cluster structure could be constrained to be topographical or
agglomerative. For example, the topological DC pursued in Publication 4 needs
further study.
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APPENDICES
A Theoretical background
This appendix briefly reviews some mathematical and learning-theoretic con-
cepts appearing in this work. (In addition, a few classic learning algorithms are
reviewed in Appendix 4.)
A.1 Information theory and information geometry
Information theory is central to the formulation of learning metrics, discrimina-
tive clustering for probability distributions, and information bottleneck, a closely
related paradigm. A few basic concepts are listed here, mostly on the level of
formulas. Many textbooks are available on the subject, including one from Cover
and Thomas [22]. The classic book by Kullback [66] deals with applications to
statistics, including the Fisher information matrix (Section A.1.5).
A.1.1 Entropy and cross-entropy
The entropy H(X) of a discrete random variable X with values xi is
H(X) = −
∑
i
P (xi) logP (xi) . (21)
In coding terms, the entropy measures the average length of a theoretical optimal
code for random symbols xi [84, 22]. The cross-entropy −
∑
i P (xi) logQ(xi), on
the other hand, measures the average length of codes for symbols following P
when the code is optimized for Q.
Entropy is also generally used as an evenness measure for probability distri-
butions. It is not directly relevant to this work in its basic form, but serves as a
foundation for the other concepts introduced below. An exception is the entropic
regularization of discriminative clustering (Section 3.2.5).
A.1.2 Kullback-Leibler divergence
The Kullback-Leibler divergence, or shortly the KL-divergence, is a popular mea-
sure of similarity for two distributions defined over the same set of events. For
discrete distributions, the definition is
DKL(P,Q) =
∑
i
P (xi) log
P (xi)
Q(xi)
. (22)
Note that DKL(P,Q) ≥ 0, and that DKL(P,Q) = 0 if and only if P = Q.
The definition for continuous distributions is analogous. In general the KL-
divergence is asymmetric. It follows that the divergence does not generate a
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metric for the distributions. For nearby distributions, however, the divergence is
asymptotically symmetric.
Notably, the continuous form of KL-divergence is “measure invariant” in the
sense that it does not depend on the (Lebesque) measure with respect to which
densities are expressed. (Measure invariance makes the mutual information, a
special form of KL-divergence, similarly invariant.)
A.1.3 Entropy for continuous distributions
Differential entropy, or the entropy of continuous random variables, is not a criti-
cal part of this work. It is, however, worth a short discussion because of a subtlety
in the concept of entropy for continuous variables.
Definition of entropy for continuous variables faces some difficulties which
are easily ignored if the summation in (21) is simply changed to an integral.
The continuous case would be most conveniently defined as a limit of ordinary
entropy when the number of possible values of x goes to infinity, and to keep the
definition tied to ordinary entropy the limit would be most natural as a binning
(discretization) process of the continuous variable, with an increasing number
of bins. Unfortunately, such an entropy would be infinite, which also implies
a fundamental conceptual difficulty: Symbols from an infinite code book would
really carry an infinite amount of information.
A satisfactory compromise is to accept the infinity of ordinary entropy, and
define another concept, called differential entropy, just as the integral
h(p(x)) = −
∫
X
p(x) log p(x)dx = −
∫
X
dP (x) log p(x) .
Note that unlike the KL-divergence, differential entropy is not a property of the
random variable alone, for it depends on the measure with respect to which the
density p(x) is expressed.
The connection between differential entropy and ordinary entropy is the fol-
lowing [22]. If p(x) is regular enough and the variable X is quantized to regions
of equal size ∆ to get the discrete variable X∆, then
H(X∆) + log∆→ h(p(x)) when ∆→ 0 . (23)
That is, the two entropies differ by a “constant” that just happens to be infi-
nite. Measure dependency of the differential information swims in through the
equality of the bin sizes, which actually refer to the Lebesque measure. For KL-
divergence, the constants log∆ cancel out, which makes KL-divergence invariant
to the underlying measure and also erases the conceptual difference between the
continuous and the discrete case: Binning continuous variables and measuring
the KL-divergence of the resulting discrete variables produces good, converging
estimates of the KL-divergence of the continuous variables.
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A.1.4 Mutual information
Mutual information is the measure of dependence used by discriminative cluster-
ing and the information bottleneck.
For two discrete random variables X and Y , it is defined by
I(X;Y ) =
∑
ij
P (xi, yj) log
P (xi, yj)
P (xi)P (yj)
,
and for continuous variables by
I(X;Y ) =
∫
xy
dP (x, y) log
p(x, y)
p(x)p(y)
.
Mutual information is the Kullback-Leibler divergence (Section A.1.2) between
the joint distributions and the product of the marginals, and therefore I(X;Y ) =
0 if and only if X and Y are independent. Mutual information is perhaps the
most widely used measure of dependency for probability distributions.
A.1.5 Fisher information matrix
The Fisher information matrix
J(θ) =
∫
D
∂2
∂θ2
log p(D|θ) dP (D|θ)
=
∫
D
[
∂
∂θ
log p(D|θ)
][
∂
∂θ
log p(D|θ)
]T
dP (D|θ) .
measures the sensitivity of a generative model p(D|θ) to differential changes of
the parameters θ, in the sense that the quadratic form dθTJ(θ)dθ approximates
the Kullback-Leibler divergence, DKL(p(D|θ), p(D|θ + dθ)), of the predicted dis-
tributions of data [66].
In the learning metrics approach, a metric is defined to a data space X, on
the basis of conditional distributions p(c|x) conditioned by points of the space.
Distances are measured by a quadratic form of a matrix analogous to the Fisher
matrix, with x taking the role of θ.
A.1.6 Amari’s information metric
Information geometry [4, 6, 57, 68] is a framework for statistical inference based
on differential geometry. A basic concept of information geometry is the Fisher
metric or information metric [6], that is essentially similar to the “learning metric”
of this work, except for its context.
For neighbourhood points θ and θ + dθ, the information matrix is defined by
the quadratic form of the Fisher information matrix,
dF (θ, θ + dθ) = dθ
TJ(θ)dθ .
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Longer distances are defined as integrals along the shortest paths between the
points. This generates a Riemannian metric into the parameter space of a model
family.
Note that one could also obtain a kind of global similarity measure by measur-
ing differences between points θ0 and θ1, potentially residing far from each other,
directly by the KL-divergence between the conditional distributions p(D|θ0) and
p(D|θ1). Such similarities would not generate a metric, however, for they would
not in general be symmetric. They would also break the topology of the parame-
ter space, for disconnected regions with identical generated distributions p(D|θ)
would be at the distance zero from each other.
A.1.7 Differential geometry: coordinates and tensors
Differential geometry is potentially useful for the learning metrics approach, but
too involved for a proper treatment here. We will therefore adhere to an informal
briefing of some basic concepts related to this work. The books on information
geometry [4, 6, 57, 68] would probably serve as good introductions to the basic
concepts of differential geometry as well.
Differential geometry deals with “smooth continuous point sets”, or manifolds,
and concentrates on the properties of the manifolds that are invariant to the
coordinate system used to represent the points. In this context, the coordinates
are a representation for the points p of the manifold. Instead of denoting a point
of the data space by x, one would then write x(p) to emphasize the relativity: x
is the vectorial value of a more or less artificial coordinate function x(·) for the
point p. For differential geometry, the interesting properties of the points p are
those that do not depend on x.
A metric of the data space is a relationship between pairs of points, and
therefore in principle coordinate-free. For example, the information metric of
the previous section (A.1.6) is originally defined for the parameters θ. From the
viewpoint of differential geometry, however, θ are just coordinates, and the metric
is really for the models M , with θ(·) being just a convenient representation.
It is possible to use other coordinates θ′(M) in place of θ(M) and still refer
to the same metric for the models M . The Fisher matrix J(θ) is a function of
the derivatives ∂p(D|θ(M))/∂θ(M), and therefore it changes with the coordinate
system according to some transformation rules. For θ′(·) we would then have the
corresponding J ′(·).
Clearly, just as the coordinates are a representation for the points, the matrix
J is a representation for an underlying geometric object. The object is called a
tensor, and the collection of the metric-defining tensors over all models M is a
tensor field. Once a coordinate system is chosen, tensors can be represented by
matrices.
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A.1.8 Kullback-Leibler divergence and Fisher information
Symmetry of the KL-divergence for close-by distributions. Let {i} =
{pi − qi} be the difference in probabilities assigned by distributions P and Q for
the nominal values i. From the definition (22) we may then write
DKL(P,Q) =
∑
i
pi log
pi
pi + i
= −H(P )−
∑
i
pi
(
log pi +
i
pi
−
2i
p2i
+O(3i )
)
=
∑
i
2i
pi
+O(3
max
) , (24)
where max is the largest of {i} measured by their absolute value. To get the
KL-divergence in the opposite direction, from Q to P , we substitute pi := pi + i
and i := −i to the previous result, to obtain
DKL(Q,P ) =
∑
i
2i
pi + i
+O(3
max
) =
∑
i
2i
pi
+O(3
max
) ,
with the latter equality resulting from 1/(pi + i) = 1/pi +O(i). The symmetry
of the KL-divergence therefore holds up to O(3
max
).
KL-divergence and Fisher information. If the distributions P and Q are
conditional on or parameterized by a vectorial variable x, and denoted just by
their probabilities {pi(x)} and {pi(x+∆x)}, we may approximate
i ≡ pi(x+∆x)− pi(x) =
(
∂pi
∂x
)T
∆x+ O(‖∆x‖2) ,
assuming the mapping from x to {pi} is continuous and differentiable. Substitu-
tion to (24) gives
DKL(p(x), p(x+∆x)) =∑
i
1
pi
(∆x)T
(
∂pi
∂x
)(
∂pi
∂x
)T
(∆x) +
∑
i
O(i‖∆x‖
2) +O(3
max
) .
Because {i} as well as max are O(‖∆x‖), the O-terms reduce to O(‖∆x‖
3). The
first term may be conceptualized either as a square of inner products (which it
originally was), or as a quadratic form with the outer product of the gradients
forming a matrix. With the latter interpretation, we may move the sum inwards
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and finally arrive at
DKL(p(x), p(x+∆x)) =
(∆x)T
[∑
i
1
pi
(
∂pi
∂x
)(
∂pi
∂x
)T]
(∆x) +O(‖∆x‖3)
= (∆x)T
[∑
i
pi
(
∂ log pi
∂x
)(
∂ log pi
∂x
)T]
(∆x) +O(‖∆x‖3)
=
∑
i
(∆x)TJ(x)(∆x) +O(‖∆x‖3) ,
where J(x) is the Fisher information matrix of Sections 2.5 and A.1.5.
A.2 Generative models and their estimation
As their name indicates, generative probabilistic models generate a probability
distribution to the space of possible data. The model is estimated by optimizing
a probabilistic measure of match between the data and the model. Of these, max-
imum likelihood and maximum posterior estimates are used in the Publications.
For practicality, the model is usually constrained to a prechosen model family
parameterized by a vector θ. Then the model, or its likelihood, is written p(D|θ),
withD being data and θ the parameters. With the model familyM made explicit,
one can also write p(D|θ,M).
Bayesianism refers to the philosophical view that allows probabilities to be
subjective instead of requiring them all to refer to objective frequencies of events.
An interesting philosophical discussion of the history of probability from the
Bayesian point of view is offered by Jaynes [54], and the book by Gelman et al. is
a thoroughful introduction to practical Bayesian data analysis [32]. Bayesianism
does not change the formal structure of probability, but extends its applicability:
Classic laws of probability can be deduced also from the subjectivist ground [23].
For example, statistical inference on means of two populations is classically
based on the notion of repeated tests: The probability of achieving the observed
result in repeated tests, assuming no difference in means, is evaluated. Once the
representation of subjective beliefs as probabilities is allowed, one can actually
compute the probability of a certain kind of difference in means, given the prior
subjective information.
The subjectivity, although ideal for many cases of machine learning, is actually
problematic in many practical applications. Requirements of objectivity probably
set more limits for the applicability of Bayesianism than any philosophical dispute.
In modelling, the Bayesian viewpoint justifies the inversion of the likelihood
or, more accurately, makes the result obtained by the Bayes rule acceptable:
p(θ|D) ∝ p(D|θ)p(θ) .
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It has been possible to compute the probabilities of various models, parameterized
by θ. On the right-hand side, p(θ) is the prior over models. It represents the
modeller’s conception of probable values of θ, or in other words, his or her prior
knowledge of θ. In a case of a strong, or informative, prior, new data makes little
difference. Modeller’s ignorance, on the other hand, makes p(θ) (in some sense)
even and smooth, and then the likelihood p(D|θ) dominates.
Note that because the prior is subjective, the posterior probabilities p(θ|D)
are also subjective. We are actually just manipulating subjective beliefs on the
basis of emerged data, in a justified way. It is also important to realize that
the uncertainty forces the theoretical Bayesian modeller to consider all models
(within the chosen set, or model family) as potential explanations for the world.
In practice the posterior is approximated by one or a few models, or it may be
approximated by a simple analytical form effectively parameterized as one model.
The generative approach, including Bayesianism, is in wide use, not only with
small models tuned for a particular purpose, but also in flexible models optimized
for big data sets. Although the Bayesian viewpoint has a strong theoretical sup-
port as manipulation of uncertain beliefs, it is less clear how useful probability
distributions are in representing prior and posterior beliefs in the case of complex
models, where representation resources for the posteriors may be sparse, compu-
tational resources limited, and the semantics of the parameters not known even
after fitting the model. The Bayesian methods of model fitting, however, may be
valuable even when priors become just a technical property of the model.
In the frequentist setting, maximum likelihood is the criterion for choos-
ing models. The model maximizing the probability of observed data is chosen,
i.e. p(D|θ) is maximized with respect to θ. From the Bayesian perspective, as
p(D|θ) ∝ p(θ|D)/p(θ), maximum likelihood amounts to finding the most proba-
ble model with a uniform (constant) prior p(θ). Of course, such a prior is rather
artificial unless the parameterization by θ, including its Lebesque measure with
respect to which p(θ) is represented, happens to be somehow special.
In the maximum a posteriori (MAP) estimation, the model which maximizes
p(θ|D) for another, explicitly set prior p(θ), is chosen. MAP avoids the theoretical
problem of an arbitrary prior, but may find isolated peaks of p(θ|D) far away from
a real concentration of probable models.
Note that these theoretical considerations have little relevance to the applica-
tion of MAP to discriminative clustering, where priors are unimodal and do not,
at least in their current state, really present prior knowledge.
A.3 Optimization
In addition to a more or less standard conjugate gradient method (from [75]),
two statistically oriented optimization algorithms, stochastic approximation and
the EM algorithm, have been used in the Publications.
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A.3.1 Stochastic approximation
Stochastic approximation (see [16]) is applied to self-organizing maps in Publica-
tion 3, and to discriminative clustering in Publication 5. In both cases a function
of the form
F (θ) =
∫
f(θ, x)p(x)dx (25)
is optimized. The theory of stochastic approximation allows this to be done by
sampling x repeatedly from p(x) and updating the parameters θ by
θt+1 = θt ± αt∇θf(θt, xt) ,
the sign depending on the polarity of the desired optimum. The coefficients αt > 0
decrease monotonically toward zero. The procedure converges if certain, quite
general conditions are fulfilled. Theoretically necessary but practically necessarily
neglected conditions for convergence are
∑
t αt =∞ and
∑
t α
2
t <∞.
The principal advantage of stochastic approximation is the disapperance of
the integral from the update formula, which often leads to very simple, compu-
tationally efficient and intuitive optimization rules, such as (15) in Section 3.2.6.
Stochastic approximation is often used for on-line learning, conceptualizable as
the optimization of a cost function of type (25).
A.3.2 The EM algorithm
The EM or expectation maximization algorithm is popular in the optimization
of the likelihood of mixture models (although this is not its only application).
MDA2 and other mixture models (Section 4.1) are used in Publications 2, 5,
6, and 3 as benchmark methods. The classic reference in EM is the paper of
Dempster et al. [24], but perhaps more useful treatments, parts of which have
been used as a foundation for the introduction below, appear in more modern
sources [7, 17, 34].
Suppose we wish to fit a parameterized generative model by maximizing the
log-likelihood L(θ) ≡ log p(D|θ). Sometimes the problem can be converted to
an iteration of easier optimization problems by introducing additional, imaginary
and unknown data H , and by expanding the likelihood into the form
L(θ) =
∑
H
q(H|θ) logP (D|θ) = F(q, θ) +DKL(q(H|θ), p(H|D, θ)) , (26)
where
F(q, θ) ≡
∑
H
q(H|θ) log p(D,H|θ)−
∑
H
q(H|θ) log q(H|θ) ,
and q(H|θ) is an artificial distribution over the hidden data, to be treated as a
set of extra parameters—hence optimization of L with respect to q(H|θ) makes
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sense11. One then maximizes F(q, θ) by alternating maximization with respect to
the original parameters θ and the distribution q(H|θ) (this leads to the original
goal of maximizing L(θ) as explained below):
E-step: As L(θ) in (26) does not really depend on q, maximization of F
with respect to q with θ fixed leads to the minimization of the Kullback-Leibler
divergence, i.e., to the theoretical optimum q = p(H|D, θ), or in some applications
to a best possible match. This part of the maximization procedure is usually
called the E-step, for it can be interpreted as finding the posterior p(H|D, θ) or
its approximation, over which an expectation is later taken in the M-step.
M-step: Once q is fixed to p(H|D, θ) or its approximation, maximization of
F with respect to θ becomes simply maximization of the expectation∑
H
q(H|θ) log p(D,H|θ) = Eq(H|θ) log p(D,H|θ) ,
for the latter term of F , the entropy of q, is independent of θ. This maximization
is the M-step, and again it increases F unless θ already happens to be optimal.
The algorithm then continues from the E-step.
If optimization with respect to q(H|θ) in the E-step is exact, q(H|θ) =
p(H|D, θ) and the Kullback-Leibler divergence in (26) is zero, and the itera-
tion leads to the original goal of maximal L(θ). If the q(H|θ) found in the E-step
fails to be exactly p(H|D, θ), for example due to being parameterized as a simple
functional form, the Kullback-Leibler divergence in (26) remains positive and we
have maximized a lower bound of the likelihood.
Mixture models are typically of the form p(x|θ) =
∑
i pii expCi(x; θ), where
expCi are the mixture components, often either explicitly exponential or combi-
natorial so that taking a logarithm is easy and beneficial. For simplicity, we will
below consider the unrealistic case of a data set with only one sample: D = {x};
the realistic case of many samples is essentially similar but adds confusing extra
summations and indexing.
The log-likelihood log
∑
i pii expCi(D; θ) is hard to optimize as the summa-
tion over mixture components prevents any simplification. If one interprets
p(D,H|θ) = expCi(D; θ) with q(H) = {pii}i, the marginalized, original ver-
sion p(D|θ) of the model remains intact except for the parameters pii becoming
replaced by q, which is a purely metaphysical difference. The E-step can then
always be solved analytically:
q = p(H|D, θ) =
{
expCi(D; θ)∑
i′ expCi′(D; θ)
}
i
.
In the M-step one maximizes the weighted sum∑
H
q(H|θ) log p(D,H|θ) =
∑
H
q(H|θ) log expCi(D; θ) =
∑
H
q(H|θ)Ci(D; θ) ,
11The conditioning of q(H |θ) with respect to θ may confuse, but is best to be thought of just
as “parameters q for a certain value of θ”.
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A.3 Optimization
which is usually much easier to optimize than the original likelihood of the form
log
∑
exp(·).
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