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INTRODUCTION
Linear regression is a popular tool that is often applied to biometric and epidemiological data.
It relies on strong model assumptions that are rarely satisfied. To overcome this difficulty,
Brannath and Scharpenberg (2014) proposed a new population based interpretation of lin-
ear regression coefficients. The idea is to quantify how much the unconditional mean of the
dependent variable Y can be changed by changing the distribution of the independent vari-
able X . The maximum change is called "mean impact". They show that linear regression can
be used to obtain a conservative estimator of the mean impact and other population associ-
ation measures. This provides a clear interpretation of the linear regression coefficients also
undermiss-specifications of the mean structure.
A disadvantage of the new association measure is its dependence on the distribution of the
independent variables in the specific study population. Hence, it may be difficult to compare
the results between different studies with differing covariate distributions. To overcome this
difficulty we develop a method to transfer the "mean impact" from one study population to a
reference population by reweighting the observations. Accordingly, we call the resulting esti-
mator the "weighted mean impact".
The weights are obtained by a simple transformation of the expectation of the covariates
multiplied with the target variable. They are defined as the density of the covariables in the
true population divided by the distribution of the covariables in a pseudopopulation. For the
new developed weighted mean impact we show desirable asymptotic properties like consis-
tency and asymptotic normality. Although the weights are unknown in practical applications
we first consider the case of known weights to improve the understanding of the reweighting
mechanisms. Subsequently, the approach is generalized to the case of unknownweights which
need to be estimated.
One application for the reweighting mechanisms is to solve the problem of confounding. In
the context of the mean impact confounding arises if the covariates are dependent. To avoid
confounding we transform the mean impact under dependent covariates into a mean impact
under independent covariates by using the weighting factor. For this example the weights are
the ratio of the marginal density of one of the covariates and the conditional density. For this
reasonRobins et al. (2000) proposed theseweights in the context ofmarginal structuralmodels.
For the weighted mean impact with unknown weights we show asymptotic properties, de-
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velop bootstrap confidence intervals and demonstrate the utility of the newmethod by exam-
ples and results from a simulation study.
The theses is organized as follows: It starts with an introduction to the topic of the mean
impact proposed by Brannath and Scharpenberg (2014). In the first chapter we present the
concept of the mean impact and the partial mean impact. We picture out the most important
properties of proposed estimators for themean impact and the partialmean impact. At the end
of the chapter we shortly discuss the problem of confounding for an example from Brannath
and Scharpenberg (2014).
In the second chapter we motivate the idea of specific newly introduced weights using lin-
ear regression. We show how the specific weighting factor helps to deal with the problem of
confounding and connect to the idea of "stabilized weights" proposed in Robins et al. (2000).
In the third chapter we combine the idea of the mean impact and the weighting factor to
define the weighted mean impact. To avoid the problem of overfitting, we restrict the weighted
mean impact to a linear version, called the linear weighted mean impact and show some help-
ful properties of the proposed estimator for the linear mean impact.
While in the third chapter we treat the weights as known, they are unknown in the fourth
chapter. Therefore, we suppose an estimator for the weights and show that the linear weighted
mean impact is still consistent and asymptotically normalwhen replacing theunknownweights
by their estimator. We consider the example of truncated normally distributed covariates and
the case of categorical covariates. Moreover, we discuss the problem of confounding and how
the weights lead to an estimator, which is free of confounding.
In chapter five the idea of the weighted mean impact is extended to a multivariate vector
of covariates. Naturally, the parameter of the joint multivariate parametric distribution of the
covariates vectors extends as well. We show that the resulting estimator is still consistent and
asymptotic normal.
In chapter six we propose confidence intervals for the linear weighted mean impact. Since
the asymptotic variance of the estimator determined in the previous chapter is complicated
and therefore, the variance is difficult to estimate, we use bootstrap methods to find suitable
confidence intervals. We show the consistency of the bootstrap distribution in the sense of
Davison and Hinkley (1997).
Finally, we consider some examples and simulate the linear weighted mean impact for trun-
cated normally distributed covariates, standard normal distributed covariates and the case of
covariates generated by a Gaussian copula.
CHAPTER1
THE MEAN IMPACT
In statistics linear regression is a frequently used tool to quantify the association between a
metric response and a number of variables, which we call covariates in this thesis. Although,
the linear regression is quite popular it relies on strong assumption. In practice these assump-
tions are often not satisfied.
Relaxing the assumptions White (1980b) shows that the least square regression coefficients,
which in this case are themaximum likelihood estimator are still consistent and approximately
normally distributed, even when the model has been miss-specified. However, the interpreta-
tion of this linear regression coefficient vector, is unclear. Freedman (2006) stated
“...if the model is seriously in error, the sandwich[estimator of the covariance ma-
trix]may help on the variance side, but the parameters being estimated by theMLE
are likely to be meaningless.“
Hemainly criticizes the practical application of themiss-specified meanmodels in connection
with robust covariance estimates.
To overcome this lack of interpretability, Brannath and Scharpenberg (2014) supposed a new
measure of association. The newmeasure indicates howmuch the marginal population mean
of Y , the real valued target variable, changes when themarginal distribution of X , a real valued
covariable, changes. Therefore, it is population based. It is well known, that if Y and X are
independent the mean of Y is independent of X and so a change of the marginal distribution
of X has no effect on the marginal population mean of Y. But if E (Y | X ) depends on X than
the mean can change if the marginal distribution X is changed. The new measure of associ-
ation, called "mean impact", gives the maximal change in the marginal mean of Y when the
distribution of X is changed in a suitable way.
In this chapter, which is based on the work of Brannath and Scharpenberg (2014), we give a
formal definition of the new associationmeasure which is called "mean impact". Moreover, we
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introduce the partial mean impact. The partial mean impact is the maximum on E (Y ) mean
changewhenwe consider changes in the distribution of the covariate vector. This changes only
have an influence on the mean of one covariable and leave the mean of all other covariates
unchanged. For both new measures Brannath and Scharpenberg (2014) showed some basic
properties (see Theorem 1.2), which are useful for the consideration in later chapters. Finally,
we shortly discuss the case of confounding.
1.1 Mean Impat
After this short motivation we first define the new association measure and show some useful
properties. Let X be the vector (X1, . . . ,Xm) of random covariates and Y the target variable.
Assume the vector X has density f with regard to some sigma-finite dominating measure. We
analyze how themean of Y changes if the density f ofX is changed to a newdensity f1which has
the same or smaller support then f . This change, formalized by multiplying f with a function
δ(x), is called distributional disturbance which is given by
δ(X)=
(
f1(x)− f (x)
)
/ f (x).
If follows that E (δ(X)) = 0 and we additionally assume E
(
δ2(X)
)
= 1. For an explanation see
below. The way δ(X) changes from f (x) to f1(x) leads to a change in E (Y ). Because
f1(x)= f (x)(1+δ(X)) ,
the change of the expectation can be quantified as E (Y (1+δ(X)))−E (Y ) = E (Y δ(X)). For the
maximal change we consider the supremum of all δ(X) which leads to the definition
Definition 1.1. Themeasure of association
ιX(Y )= sup
δ(X)∈L2(R),E(δ(X))=0,E(δ2(X))=1
E (Y δ(X))
is called themean impact. The assumption E (δ(X)2)= 1 is required to obtain a finite measure
of association.
For the new association measure Brannath and Scharpenberg (2014) showed the following
properties
Theorem 1.2. Let Y and X be square integrable. Then
1. ιX(Y )=
p
Var (E (Y |X))=: SD (E (Y |X))
2. ιX(Y )= 0 if and only if E (Y |X)= E (Y ) is independent from X
3. 0≤ ιX(Y )≤ ιY (Y )= SD(Y )
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4. ιX(Y )= ιY (Y ) it and only if Y depends onXdeterministically, i.e. Y = g (X) for ameasurable
function g :Rm →R.
5. If Y = g (X)+U, where g : Rm → R is measurable andU and X are stochastically indepen-
dent, then ιX(Y )= ιX(g (X))= SD(g (X)).
Proof. For the proof see Brannath and Scharpenberg (2014)[Theorem 1].
1.1.1 Estimation of the Mean Impat
Let us consider observations (Xi ,Yi ) which are independent and identically distributed with
the same distribution as (X,Y ). We then replace the population distribution of (X,Y ) by the
empirical distribution given by the observations and define the estimate
ιˆX(Y )= sup
δ(X)∈L2(R),∑ni=1δ(Xi )=0, 1n ∑ni=1δ2(X)=1
1
n
n∑
i=1
Yiδ(X).
But this estimator is not sensible. It always equals its maximum and it is equal to the empirical
standard deviation of Y which is always larger than 0 for not constant Y . So even if X has no
influence on Y , the estimator ιˆX(Y ) indicates a relationship between X and Y . This is a problem
of over-fitting and can be avoided by restricting the set of possible distributional disturbances
δ(X).
1.1.2 Linear Mean Impat
To avoid problems with over-fitting, we restrict δ(X). Therefore, we only consider the case of a
single covariate, i.e. X= X . One way to restrict the set of distributional disturbances δ(X ) is to
demand that it equals a linear function, i.e. δ(X )= a+bX . We still assume that E (δ(X ))= 0 and
E
(
δ2(X )
)
= 1. By the properties of the expectation it follows that
E (a+bX)= 0⇔ a =−bE (X ).
Inserting this formula into the expectation of the square of the linear function a+bX it follows
E
(
(a+bX )2
)
= 1⇔ b2 = 1
Var (X )
.
Hence, δ(X ) can only have the form ± (X −E (X ))/SD(X ). The restriction to linear distribu-
tional disturbances yields a linear version of the mean impact.
Definition 1.3. Themeasure of association for a linear distributional disturbance
ιl inX (Y )= sup
δ(X )=a+bX ,E(δ(X ))=0,E(δ(X )2)=1
E (Y δ(X ))=
∣∣∣∣E (Y (X −E (X )))SD(X )
∣∣∣∣= ∣∣∣∣Cov(Y ,X )SD(X )
∣∣∣∣
is called the linear mean impact of X on Y .
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The linear mean impact is more conservative than the unrestricted mean impact, meaning
ιl inX (Y ) ≤ ιX (Y ) (i.e. ιl inX (Y ) is a lower bound for ιX (Y )). If E (Y |X ) is a linear function, then
ιl inX (Y )= ιX (Y ). Again we can define an intuitive estimator
ιˆl inX (Y )=
∣∣∣∣∣ 1n n∑i=1Yi Xi − X¯ŜD(X )
∣∣∣∣∣=
∣∣∣∣∣Cov(Y ,X )ŜD(X )
∣∣∣∣∣ ,
where ŜD(X ) is the moment estimate of the standard deviation and Cov(X ) is the moment
estimate of the covariance between Y and X .
Remarkable is the link to the simple linear regression. Remember that the slope of least
square regression line is given by
θ1 =
Cov(Y ,X )
Var (X )
.
Because ιl inX (X )= SD(X ) it follows that
|θ1| =
ιl inX (Y )
ιl inX (X )
,
which give the maximal change in E (Y ) divided by the maximal change in E (X ), when the
marginal distribution of X is change by a distributional disturbance. This is a useful link and
the reason, why we start in Chapter 2 by considering the linear regression. Moreover, ιˆl inX (X )
can be estimated by ŜD(X ) and so the regression coefficient θ1 can be estimated by
|θˆ1| =
ιˆl inX (Y )
ιˆl inX (X )
.
1.2 Partial Mean Impat
Brannath and Scharpenberg (2014) investigate in the interpretation of the regression coeffi-
cients from a least square multiple regression analysis under model miss-specification with
independent variables X = (X1, . . . ,Xm). Therefore, Brannath and Scharpenberg (2014) intro-
duced the partial mean impact.
Usually, the regression coefficient θk describes the influence of Xk on Y when X j are fixed
for all j 6= k . If we adopt this idea in the change of the distribution of Xk , it means that only
E (Xk) changes, but E (X j ) remain unchanged for all j 6= k . The distributional disturbance then
lies in the set Hk , defined as
Hk =
{
δ(X) ∈ L2(R) : E (δ(X))= 0, E
(
δ2(X )
)
= 1, E
(
X jδ(X)
)
= 0 for j 6= k
}
.
We define the partialmean impact as the supremumof E (Y δ(X )) over all δ(X) ∈Hk and obtain
the effect of Xk an Y adjusted for possible effects of X j for j 6= k .
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Definition 1.4. Themeasure of association
ιXk |X j , j 6=k(Y )= sup
δ(X)∈Hk
E (Y δ(X))
is called the partial mean impact of Xk on Y .
One useful property of the partial mean impact is given by the following theorem
Theorem 1.5. Let Y and all X j , j = 1, . . . ,m be square integrable.Then
ιXk |X j , j 6=k(Y )= 0 if and only if E (Y |X)= θ0+
∑
j 6=k
θ j X j .
Proof. For the proof see Brannath and Scharpenberg (2014)[Theorem 2].
1.2.1 Linear Partial Mean Impat
As in the single covariate case we restrict Hk by only considering linear disturbances
H
l in
k =
{
δ(X) ∈ L2(R) : δ(X)= η0+
m∑
j=1
η j X j : E (δ(X))= 0,E
(
δ2(X)
)
= 1,E
(
X jδ(X)
)
= 0∀ j 6= k
}
.
Definition 1.6. Themeasure of association
ιl inXk |X j , j 6=k(Y )= sup
δ(X)∈H l i n
k
E (Y δ(X))
is called the partial linear mean impact of Xk on Y .
The partial linear mean impact has the following properties
Theorem 1.7. Let Y and X j , j = 1, . . . ,n be square integrable. Then
1. If β= argmin
β∈Rm
E
(
(Xk −β0−
∑m
j 6=k β j X j )
2
)
and X˜k = Xk −β0−
∑m
j 6=k β j X j , then
ιl inXk |X j , j 6=k(Y )= ι
l in
X˜k
(Y ).
2. If θ = (θ0,θ1, . . . ,θm)= argmin
θ∈Rm+1
E [(Y −Xθ)2], then
|θk | =
ιl inXk |X j , j 6=k(Y )
ιl inXk |X j , j 6=k(Xk )
.
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3. The partial linear mean impact is a lower bound for then the partial mean impact.
ιl inXk |X j , j 6=k(Y )≤ ιXk |X j , j 6=k(Y ).
Furthermore, we have ιl inXk |X j , j 6=k(Xk)= ιXk |X j , j 6=k(Xk ).
4. If Xk and X j | j 6=k are independent, then ιl inXk |X j , j 6=k(Y )= ι
l in
Xk
(Y ).
5. If E (Y |X)= θ0+
∑m
j=1θ j X j , then
ιl inXk |X j , j 6=k(Y )= ιXk |X j , j 6=k(Y ).
Proof. For the proof see Brannath and Scharpenberg (2014)[Theorem 3].
The theoremstates the fact that under independent covariates the partialmean impact equals
the mean impact. This fact is important for future considerations in this thesis.
1.3 Confounding
When considering a multiple linear regression correlations between the covariates may lead to
a problem with confounding. This means that we discover a potential influence of a selected
covariate X1 on Y only because X1 and X j for j > 1 are correlated and X j has an influence on Y .
For example, if E (Y |X)= θ0+
∑m
j=2θ j X j is linear and X1 and X j are correlated for all j > 1, which
meansE (X j |X1) depends on X1 for X j with j > 1, thenE (Y |X1)= θ0+
∑m
j=2θ jE (X j |X1) depends
on X1 although there is no influence of X1 on Y . At first we give a mathematical definition of
confounding.
Definition 1.8. Let νX1(Y ) be an associationmeasure of X1 on Y and let E (Y |X)= g (X2, . . . ,Xm)
where g :Rm−1→R is a measurable function. If ξX1(Y )> 0 we speak of confounding.
By the above definition, confounding is a property of the association measure and relative
to the set of covariates. Confounding can disappear if we eliminate covariates from the set of
covariates. But if we increase the set of covariates from X2, . . . ,Xm to X2, . . . ,Xm ,Xm+1, . . . ,Xm+r ,
confoundingwith regard to the smaller set of covariates implies confoundingwith regard to the
larger set of covariates.
By Definition 1.8 we can also define the term free of confounding.
Definition 1.9. Let νX1(Y ) be a association measure of X1 on Y . νX1(Y ) is free of confounding
with regard to X1, . . . ,Xm if E (Y |X)= g (X2, . . . ,Xm) implies that νX1(Y )= 0.
If g is a linear function
g (X2, . . . ,Xm)= θ0+
m∑
j=2
θ j X j
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then the partialmean impact is equal to 0 by Theorem1.5. Thatmeans the partialmean impact
is free of confounding for a linear function g . But if g is not a linear function, then the partial
mean impact of X1 on Y can be larger than zero even if E (Y |X) is independent of X1.
For a better understandingof confoundingwe consider an example fromBrannath andScharp-
enberg (2014). Let X = (X1,X2) where X2 = ρ(X1 − 1)+
√
1−ρ2(V − 1) with ρ ∈ (
p
0.5,1) and
V is a random variable. Let X1 and V be stochastically independent with exponential dis-
tributions with expectation 1. We assume that the conditional mean E (Y |X) equals X 22 and
δ(X)=
√
1−ρ2(X1−1)−ρ(V −1). Then
E (δ(X))=
√
1−ρ2 (E (X1)−1)−ρ (E (V )−1)= 0,
as well as
E
(
δ2(X)
)
= (1−ρ2)E (X 21 −2X1+1)−2ρ
√
1−ρ2E ((X1−1)(V −1))+ρ2E (V 2−2V −1)
= (1−ρ2)
(
E (X 21 )−1
)
+ρ2
(
E (V 2)−1
)
= 1
and
E (X2δ(X))= E
((
ρ(X1−1)+
√
1−ρ2(V −1)
)(√
1−ρ2(X1−1)−ρ(V −1)
))
= ρ
√
1−ρ2E
(
(X1−1)2
)
+ρ2Cov(X1,V )+ (1−ρ2)Cov(X1,V )−ρ
√
1−ρ2E
(
(V −1)2
)
= 0.
It immediately follows that δ(X) ∈H l in1 . Now we calculate the partial linear mean impact of X1
on Y .
E (Y δ(X))= E (E (Y |X)δ(X))
= E
(
X 22
(√
1−ρ2(X1−1)−ρ(V −1)
))
= E
((
ρ(X1−1)+
√
1−ρ2(V −1)
)2 (√
1−ρ2(X1−1)−ρ(V −1)
))
= ρ2
√
1−ρ2E
(
(X1−1)3
)
− (1−ρ2)ρE
(
(V −1)3
)
= 2ρ
√
1−ρ2
(
ρ−
√
1−ρ2
)
Thepartialmean impact is larger than zerobecause 2ρ
√
1−ρ2
(
ρ−
√
1−ρ2
)
> 0 forρ ∈ (
p
0.5,1).
And also the partial linear mean impact is larger then zero because δ(X) is a linear function in
X1 and X2. So neither the linear partial mean impact nor the linear mean impact are free of
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confounding.
The following corollary demonstrates two scenarios where the linear partial mean impact is
free of confounding.
Corollary 1.10. Let us consider the linear partial mean impact ιl inX1|X2,...,Xm (Y ).
1. If X is multivariate normally distributed, then the linear partial mean impact is a con-
founding free associationmeasure.
2. ιl inX1|X2,...,Xm (Y ) is confounding free if and only if E (X1|X2, . . . ,Xm) is linear in X2, . . . ,Xm .
1.3.1 Case of Independent Covariates
In this section we consider the case of a covariate vector X consisting of X1 and X2 which are
stochastically independent. In this case the mean impact of ιX1(Y ) is free of confounding,
which means that if E (Y |X)= g (X2), then ιX1(Y )= 0. The fact that ιX1(Y )= 0 follows from
E (Y |X1)= EX2 (E (Y |X1,X2))= EX2 (E (Y |X2))= E (Y )
andTheorem 1.2. The notation EX2 denotes the expectationwith regard to themarginal density
of X2.
CHAPTER2
THE STABILIZED WEIGHTS
Before we introduce the weightedmean impact analysis in the following chapters, wemotivate
the new idea of weighting by the example of linear regression. This new kind of weighting helps
us to avoid confounding in the case of correlated covariates. Freedman and Berk (2008) state:
“Suppose we have a linear causal model
Y = a+bX +c1Z1+c2Z2+dU
where (Z1,Z2) is correlated with X. However, we omit (Z1,Z2) when we run the re-
gression. Omitted-variables bias is the consequence, and the regression estimator
is inconsistent. If we weight the regression using propensity weights, then Z1 and
Z2 will be asymptotically balanced between treatment (X = 1) and control (X = 0).
In other words, after weighting, covariates will be independent of treatment status,
and hence cannot confound the causal relationship.“
Our idea is to avoid the problem of confounding by multiplying with a weighting factor. But in
our case we do not restrict to the case of binomial covariates dividing in treatment and control,
like Freedman and Berk (2008).We consider the case of continuous covariates X= (X1, . . . ,Xm)
instead.
Reweighting ideas are also connected to the propensity score theory. In the book of Gelman
and Meng (2004), Chapter 7, Hirano and Imbens consider the case of a non-binary treatment.
In their work the level of treatment belongs to a continuous interval. They are interested in the
dose-response function at a certain treatment level. They assume that the target variable Y (t )
is independent of the treatment T given the covariates X for all treatment levels. The dose-
response function is equal to the expectation of the conditional expectation of Y conditional
on the level of treatment and the generalized propensity score r (t ,x)= f (t |x) where the f (t |x)
is the conditional density of T given X . The used weighting factor is defined as 1/ f (t |x). Given
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a parametricmodel the estimate is
p
n consistent, i.e. the normed difference between the esti-
mator and parameter is
p
n bounded and asymptotically normal (see Gelman andMeng (2004)
[page 79]). They suggest to use bootstrap methods for calculating the standard error and the
confidence intervals.
A modification of the inverse probability weighting is proposed by Robins et al. (2000). They
constructed weights in the context of marginal structure models and called them "stabilized
weights". The advantage of the stabilized weights is that in the case of freeness of confound-
ing the weights are equal to one and tend around one in the case of confounding. It should
by mentioned that for Robins (2000) confounding is a property of the covariates and not the
association measure.
In our approach, we again consider the case of confounding according to Definition 1.8 and
1.9 in a linear regression model and develop weights, that help to avoid confounding. This
weights are equal to the weights proposed by Robins (2000). But while Robins (2000) apply
a weighted logistic regression,because he assumes a dichotomous response variable, we con-
sider the coefficient of an unweighted bivariate linear regression with wY as depended vari-
able where w is the weight and Y is the target variable. The reason why we use this regression
becomes clear when we take a look at the weighted mean impact analysis in Chapter 3 and
Chapter 4. Under suitable assumptions we show that the estimator for the coefficient of the bi-
variate linear regression is consistent and asymptotically normal. The proofs for this theorems
are given in Chapter 4.
2.1 Propensity Sore Approah
In Gelman and Meng (2004), see Chapter 7, Imbens and Hirano first extend the propensity
score method from a binary treatment to a continuous treatment T , where T = [t0, t1]. They
assume a random sample of i = 1, . . . ,m units. For each unit i it is assumed that there exist a set
of potential outcomes Yi (t ) for t ∈T , a vector of covariates Xi and a level of received treatment
Ti ∈ T . Yi (t ) is a well defined random variable. The key assumption of this approach is the
so called weak unconfoundedness, i.e. Yi (t ) is independent of Ti given the Xi for all t ∈ T .
They also assume conditional independence for each value of the treatment Ti . Under these
assumptions they define the generalized propensity score.
Definition 2.1. Let r (t ,x)= f (t |x) be the conditional density of the treatment given the covari-
ates.
R = r (T,X )
is called the generalized propensity score (GPS).
For all Xi belonging to the same strata all r (t ,Xi ) are the same and so the probability that
Ti = t does not depend on Xi . Imbens and Hirano use the GPS to eliminate the bias associated
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with imbalances between the treatment groups. To this end, they first estimate the conditional
expectation of the target variable E (Y |T = t ,R = r ). Then they estimate the dose-response
function at a certain treatment level by averaging the E (Y |T = t ,R = r ) over the GPS. As they
have mentioned, this conditional expectation have no causal interpretation, but is used to es-
timate E (Y (t )).
2.2 Stabilized Weights Approah
A modification of the inverse probability weights for continuous treatment are the stabilized
weights proposed by Robins (2000). He criticizes that estimates based on inverse probability
weights for continuous treatments without strata have infinite variance. In his approach, he
restrict the form of the Y (t ) process and call this form the marginal structural model. To esti-
mate the parameters of this models he uses weights similar to the reciprocal value of the GPS,
but the weights are stabilizes by the marginal densities of the treatment. We shortly introduce
the approach of stabilized weights.
Let X1 be a normally distributed covariable, X2 a vector of more covariables and Y the di-
chotomous outcome. For X1 they additionally assume, that no values are near to 0. The goal
is to determine the causal effect of X1 on outcome Y . In their work Robins (2000) use a time
dependent covariable X1, but to introduce the idea of the stabilized weights we do not need
this generalization. Let f (X1|X2) be the conditional density of X1 given X2 and fX1(X1) is the
marginal density of X1. The new idea is to stabilize the inverse propensity weights by multiply-
ing themarginal density of X1. Then the stabilized weights are defined as
fX1(X1)
f (X1|X2)
.
By using this weights the causal effect parameter can be unbiasedly estimated by the weighted
logistic model
logitP(Y = 1|X1 = x1)= θ′0+θ′1x1
with ProcGenmod. Theweighting factor has the advantage to correct for confounding, because
it is equal to 1 if the covariables are independent (because fX1(X1) = f (X1|X2)) and in case of
confounding it tend around 1, depending on X2. To estimate the stabilized weights Robins
(2000) suggest to estimate the parameter of the conditional normal distribution f (X1|X2).
2.3 The Linear Regression
So far, we first introduced the inverse probability weights and after the stabilized weights. In
this section we apply our new approach of weighting to the linear regression. First we develop
our weighting factor, which is similar to the stabilized weights proposed by Robins et al. (2000).
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To this end let us assume that the target variable Y follows themodel
Y = θ0+θ1X1+ t (X2, . . . ,Xm)+ǫ
where X = (X1, . . . ,Xm) is the covariate vector and t is an arbitrary function of X2, . . . ,Xm . We
assume that the covariate vector X and ǫ are uncorrelated. In this scenario we are interested in
the effect of X1 on Y , expressed via the coefficient θ1.
First we consider the case where X1 and (X2, . . . ,Xm) are stochastically independent. Then
the conditional expectation of Y on X1 = x1 is
E (Y |X1 = x1)= θ0+θ1x1+E (t (X2, . . . ,Xm))+ǫ
= θ′0+θ1x1+ǫ
where θ′0 = θ0+E (t (X2, . . . ,Xm)). Hence, the coefficient θ1 can be estimated by a bivariate linear
regression.
In a next step we consider the case where X1 and (X2, . . . ,Xm) are correlated. The conditional
expectation of Y on X1 = x1 changes in theway that the conditional expectation of t (X2, . . . ,Xm)
on X1 = x1 now depends on X1, meaning that
E (Y |X1 = x1)= θ0+θ1x1+E (t (X2, . . . ,Xm)|X1 = x1)+ǫ.
So, even if the coefficient θ1 is zero the conditional expectation E (Y |X1 = x1) depends on X1.
This implies a problem with confounding. To overcome this problem we transform the regres-
sion by multiplying with a weighting factor. Let
w (X)= fX1(X1) fX2,...,Xm (X2, . . . ,Xm)
fX(X1, . . . ,Xm)
where fX1 is the marginal density of X1, fX2,...,Xm is the marginal density of X2, . . . ,Xm and fX is
the joined density of X1, . . . ,Xm . We use this weighting factor to transform the regression
w (X)Y =w (X)θ0+w (X)θ1X1+w (X)t (X2, . . . ,Xm)+w (X)ǫ.
We will use similar weights for the weighted impact analysis. However, these weights lead not
to a classical weighted linear regression but use a modified linear regression.
The coefficient θ1 can be estimated now by bivariate linear regression, because of
E (w (X)Y |X1 = x1)=E (w (X)|X1 = x1)θ0+E (w (X)X1|X1 = x1)θ1
+E (w (X)t (X2, . . . ,Xm)|X1 = x1)+E (w (X)|X1 = x1)ǫ.
Before we rewrite this expression, we need to have a closer look at its different terms. The
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conditional expectation of the weighting factor can be seen to equal one
E (w (X)|X1 = x1)=
∫
. . .
∫
w (X) f (X2, . . . ,Xm |X1 = x1)dX2 . . .dXm
=
∫
. . .
∫
fX1(x1) fX2,...,Xm (X2, . . . ,Xm)
f (X2, . . . ,Xm |X1 = x1) fX1(x1)
f (X2, . . . ,Xm |X1 = x1)dX2 . . .dXm
=
∫
. . .
∫
fX2,...,Xm (X2, . . . ,Xm)dX2 . . .dXm
= 1.
The conditional expectation of w (X)X1 is equal to
E (w (X)X1|X1 = x1)=
∫
. . .
∫
w (X)X1 f (X2, . . . ,Xm | X1 = x1)dX2 . . .dXm
=
∫
. . .
∫
X1 fX2,...,Xm (X2, . . . ,Xm)dX2 . . .dXm
= X1
and the conditional expectation of w (X)t (X2, . . . ,Xm) is equal to
E (w (X)t (X2, . . . ,Xm)|X1 = x1)
=
∫
. . .
∫
w (X)t (X2, . . . ,Xm) f (X2, . . . ,Xm |X1 = x1)dX2 . . .dXm
=
∫
. . .
∫
fX1(x1) fX2,...,Xm (X2, . . . ,Xm)
f (X2, . . . ,Xm |X1 = x1) fX1(x1)
t (X2, . . . ,Xm) f (X2, . . . ,Xm |X1 = x1)dX2 . . .dXm
=
∫
. . .
∫
t (X2, . . . ,Xm) fX2,...,Xm (X2, . . . ,Xm)dX2 . . .dXm
= E(X2,...,Xm) (t (X2, . . . ,Xm)) ,
which is the marginal expectation of fX2,...,Xm (X2, . . . ,Xm) with respect to the distribution of
(X2, . . . ,Xm). With these results we can rewrite the conditional expectation ofw (X)Y on X1 = x1
as
E (w (X)Y |X1 = x1)= θ0+θ1x1+E(X2,...,Xm) (t (X2, . . . ,Xm))+ǫ
= θw0 +θw1 x1+ǫ. (2.1)
where θw0 = θ0+E(X2,...,Xm ) (t (X2, . . . ,Xm)) and θw1 = θ1. By the above considerations theweighted
coefficient θw1 is free of confounding. To this we need the following important assumption:
Assumption2.1. Let fX1(X1)be themarginal density of X1 and fX2,...,Xm (X2, . . . ,Xm)be themarginal
density of X2, . . . ,Xm .
1. The marginal densities of X1 and X2, . . . ,Xm are the same under the true and the pseu-
dopopulation.
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2. The parametric joint density fX(X1, . . . ,Xm ,η) under the pseudopupulation depends on a
parameter ηwith fixed dimension k.
3. The conditional expectation of Y given X is almost surely the same in both populations.
This is a natural assumption, since it ensures a close relation between both populations.
We can estimate θw1 by bivariate linear regression even if X1 and X2, . . . ,Xm are correlated
with this assumption.
2.3.1 Estimation of Coeient of X1
The parameter θw1 can be estimated by the regression coefficient from a bivariate linear re-
gression. Let (Yi ,Xi ) be a sample of independent and identically distributed observations for
i = 1, . . . ,n. Moreover, let X = (1, (X1i )) be the design matrix, where (X1i ) is the vector of the
first covariable X1 for all observations and Y = (Y1, . . . ,Ym) the observation vector for the tar-
get variable. The coefficient vector is given by (2.1) and can be estimated as an ordinary least
square estimator (OLS) from the bivariate linear regression of X on w (X)Yθˆw0
θˆw1
= (X TX )−1X TW (X)Y (2.2)
whereW (X) =Diag(w (Xi )). This is not the same estimate as from weighted linear regression,
because we use X TX in (2.2) instead of X TW (X)X . The estimator for the coefficient θw1 is
equal to
θˆw1 =
(X1− X¯1)TW (X)Y
‖X1− X¯1‖2
= 1
n
n∑
i=1
w (Xi)Yi
X1i − X¯1
1
n
∑n
i=1(X1i − X¯1)2
=
(
n
∑n
i=1w (xi )yix1i −
∑n
i=1 x1i
∑n
i=1w (xi )yi
n
∑n
i=1 x
2
1i − (
∑n
i=1 x1i )
2
)
.
Since this is the normal estimator for the coefficient of the regression it satisfies all properties
of a coefficient of a linear regression.
Assumption 2.2. Let r (X) := θ0+θ1X1+ t (X2, . . . ,Xm)where t is a unknown function.
1. The true model is Y = r (X)+ ǫ where (Xi ,ǫi ) are independent and identically distributed
random vectors for i = (1, . . . ,n) such that E (Xi ) = 0, E (XTX) is finite and nonsingular,
E (ǫ)= 0 and E (ǫ2)<∞, E (XT ǫ)= 0, E [r (X)2]<∞
2. r is twice differentiable such that the gradient of r (0) is bounded, the Hessian matrix
H (r (X)) of r (X) is positive semi-definite and it exists finite positive semi-definite matri-
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ces A and B such that A−H (r (X)) and B −H (r (X)) are positive semi-definite for all X in
the support of F , which is the joint distribution function of X.
3. r is a measurable function.
Under Assumption 2.2 the coefficient θˆw1 is consistent and asymptotic normal, see White
(1980b).
2.3.2 Unknown Weights
From now on we assume that weights are unknown and replace the known weights by an es-
timator. We estimate the weights by estimating the k-dimensional parameter η. For estimat-
ing the parameter we choose generalized method of moments (GMM) as proposed by Hansen
(1982), where ηˆn is the solution of a specified moment equation.
Assumption 2.3. To ensure that the GMM estimator exists we make the following assumptions
(see Newey andMcFadden (1994)):
1. For i = 1, . . . ,n, the Xi are independent and identically distributed random variables.
2. There exists given function hη(X,η) with supp(X)= χmapping from χ×E into R such that
EP(hη(X,η))= 0 for the true parameter value η.
3. If η′ 6= η, then EP(hη(X,η′)) 6= 0.
Under Assumptions 2.3 we can estimate the weights by
w (X, ηˆn)=
fX1(X1) fX2,...,Xm (X2, . . . ,Xm)
fX(X, ηˆn)
.
The estimator of the regression coefficient θ1 with estimated weights can be denoted by
θˆwˆ1 =
1
n
n∑
i=1
w (Xi , ηˆn)Yi
X1i − X¯1
1
n
∑n
i=1(X1i − X¯1)2
.
Because the estimator ηˆn depends on all X1, . . . ,Xm it is difficult to derive and prove the asymp-
totic properties of θˆw1 . We consider this problem in the following section.
2.3.3 Asymptoti Properties of θˆwˆ1
In this part we show that the estimator for the regression coefficient with unknown weights is
consistent and asymptotically normally distributed under suitable conditions. Let Z = (Y ,X)
and for i = 1, . . . ,n be Zi = (Yi ,Xi ) a sample of independent and identically distributed observa-
tions. For consistency we need the assumption that the parameter estimate is consistent.
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Assumption 2.4. The GMM estimator ηˆn is consistent, i.e.
ηˆn
p→
n→∞ η.
By this, the consistency of the estimator of the regression coefficient follows.
Theorem 2.2. Under Assumption 2.3 and Assumption 2.4 the estimated weighted slope of X1 is
consistent, i.e.
θˆwˆ1
p→
n→∞ θ1.
Proof. For the proof see Chapter 4 Theorem 4.1.
For asymptotic normality we first consider the estimator of θ1 in more detail. The estimator
equals
θˆwˆ1 =
n
∑n
i=1w (Xi , ηˆn)Yi X1i −
∑n
i=1 X1i
∑n
i=1w (Xi , ηˆn)Yi
n
∑n
i=1 X
2
1i − (
∑n
i=1 X1i )
2
=
Cov(w (X, ηˆn)y,X1)Var (X1) .
One can verify that
θw1 =
Cov
(
w (X,η)Y ,X1
)
Var (X1)
.
By simple term transformations we obtain
θw1 =
E
(
w (X,η)Y (X1−E (X1))
)
Var (X1)
.
We show asymptotic normality by using the results fromManski (1988). To this end, we need a
vector
b =
(
θw1 ,E (X1),Var (X1),η
)
in a parameter space B. B = [−VarQ(Y ),VarQ(Y )]×M×S×E is the product of the parame-
ter space of θw1 , the parameter space of the expectation for X1 M, the parameter space of the
variance for X1 S and E. Let b solve themoment equation E (h(Z,b))= 0 where
h(Z,b)=

w (X,η)Y (X1−E (X1))−Var (X1)θ1
X1−E (X1)
(X1−E (X1))2
hη(X,η)

.
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Assumption2.5. Let (Yi ,Xi ) be a sample of independent and identically distributed observations
for i = 1, . . . ,n. Let P be a probability measure for which X1 and X2, . . . ,Xm are correlated and Pn
the empirical probability measure of the data sample.
• χ is the support of X. χ is compact.
• The empirical expectation EPn (h(X,b)) is continuously differentiable in b where X ∈χ.
• The derivation
∂EPn (hη(X,η))
∂η is non-singularwhere X ∈χ.
• Expectation and variance of X1 are bounded, i.e. E (X1) ∈ [LE ,UE ] where −∞< LE <UE <
∞ and Var (X1) ∈ [0,UVar ]where 0<UVar <∞ and X ∈χ.
• Theweights and their derivationare bounded, i.e. w (X,η)∈ [Lw ,Uw ]where 0< Lw <Uw <
∞ and ∂w(X,η)∂η ∈ [L∂w ,U∂w ]where 0< L∂w <U∂w <∞ and X ∈χ.
• The derivation of the moment equation is bounded, i.e. for all j = 1, . . . ,k exist an inter-
val [L∂h ,U∂h ] where −∞ < L∂h <U∂h <∞ and X ∈ χ such that
∂h(i )η (X,η)
∂η j
∈ [L∂h ,U∂h] and
∂h(i )η (X,η)
∂η j
6= 0 for all η ∈E.
Theorem 2.3. Under Assumptions 2.3, 2.4 and 2.5 follows that
p
n(θˆwˆ1 −θ1)
L→
n→∞ N (0,e
T
1Ωκ
2
Ω
T e1)
whereΩ= EP(∂h(X,b)/∂b) and κ2 =Cov((w (X,η)Y (X1−E (X1)),X1, (X1−E (X1))2,hη(X,η))T ).
Proof. For the proof see Theorem 5.4.
Obviously, the structure of the variance is complex. This is a problem when it comes to cal-
culating confidence intervals.
2.3.4 Condene Intervals
By Theorem 2.3, θˆw1 is asymptotically normal, but the structure of the asymptotic variance is
complex. That is why we use intervals with heteroscedasticty-consistent variance estimators,
as proposed by White (1980a).
White defined the estimator of the covariance matrix of θ = (θ0, . . . ,θm)T as
Vˆn =
(
1
n
X
T
X
)−1 ( 1
n
X
T eˆX
)(
1
n
X
T
X
)−1
where eˆ=Diag(eˆ21 , . . . , eˆ2n) with eˆi for i = 1, . . . ,n are the regression residuals. The resulting one-
sided 1−α confidence interval for θw1 becomes
C I1−α=
[
θˆwˆ1 − z1−αvˆ22,∞
)
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where vˆ22 is the second diagonal element of the matrix Vˆn and z1−α is the 1−α quantile of the
standard normal distribution. In the next section we use this confidence interval for a simula-
tion study.
2.3.5 Simulation
We compare the new developed estimator θˆw1 with the ordinary least square estimator of the
multiple regression in a simulation study. LetXbe a bivariate covariable vector andwe generate
the data according to the regression model
Y = θ0+θ1X1+ t (X2)+ǫ
where the covariates X1 and X2 are correlated.
For the function t of X2 we choose three different forms. We first define t to be linear in X2
so that we get the model for the ordinary linear regression. Secondly, we construct t quadratic
in X2 and the last includes an interaction term. For the case of bivaraite covariates this means
• t1(X2)= θ2X2
• t2(X2)= θ2X 22
• t4(X2)= θ2X2+θ3X1X2
where θ2,θ3 ∈R.
The distribution of the covariate vector X is amultivariate truncated normal distribution. We
can calculate the marginal distribution by the R function dtmvnorm.marginal() in the library
tmvtnorm.
It can happen that some weights become extremely large. This leads to the problem that
some observation have an extremely high influence on the regression coefficient. To avoid
large values for the weights we trim them. This is a common method. For more information
about the trimming of weights see Cole and Hernán (2008). But how is the best way to find
this limit? First we consider the empirical distribution of the weight and determine the 90%,
95% and 99% quantile. We repeat this procedure 10000 times. The following table shows the
minimum, the maximum and themean of the quantiles.
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90% 95% 99%
ρ Min Mean Max Min Mean Max Min Mean Max
0.3 TN 1.018 1.297 1.758 1.024 1.532 2.440 1.040 2.264 7.508
0.5 TN 1.183 1.446 1.963 1.262 1.908 3.379 1.611 3.696 22.480
0.9 TN 0.734 1.105 2.158 1.014 1.758 6.672 1.702 6.117 69.550
Table 2.1: The quantile of the empirical distribution of the weights.
In the tabular TN stands for truncated normal distributed covariates X. We decide to trun-
cated the weight at 10 for all simulations. If the weight is larger than 10 we sett the weight to be
0. As seen in the tabular this truncation has an effect on a small number of weights. A justifica-
tion for this approach is that otherwise extreme observation points get large weights and their
impact on the estimate is wrongfully high. The resulting linear estimate is conservative, in the
scenes that it is free of outliers and so closer to the true value.
2.3.6 Multivariate Trunated Normal Distributed Covariates
Results for Bivariate Covariates
Themodel for the real valued target variable Y is defined as
Y = θ0+θ1X1+ t (X2)+ǫ.
The error term ǫ and the covariate vector are uncorrelated. The function t is a function in X2
which is not necessarily linear. The covariate vector X is truncated normally distributed, i.e.
X= (X1,X2)∼N[l ,u]

0
0
 ,
1 ρ
ρ 1

 ,
where l = (l1, l2) are the lower bounds and u = (u1,u2) are the upper bounds. The parameter ρ
is the correlation between X1 and X2 in the underlying bivariate normal distribution.
To be able to calculate the weighting factor w (X,ρ) we need the marginal density of X1 and
X2. The bivariate truncateddensity and itsmarginals are implemented, for instance, in theR li-
brary tmvtnorm. The function dtmvnorm.marginal() of this R package calculate themarginal
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densities. We define the truncation bounds as l = (−5,−5)T and u = (5,5)T , so that
(X1,X2)∼N(−5,−5)T ,(5,5)T

0
0
 ,
1 ρ
ρ 1

 .
The confidence intervals which are used for the simulation are the confidence intervals de-
scribed in section 2.3.4. To calculate the heteroscedasticty-consistent variance estimator we
use the command
modhatw <- lm(hatw*y ∼ x1)
SE <- oeftest(modhatw,vov=sandwih)[2,2℄
in library(lmtest) and library(sandwih), where hatw is the estimated weight. We con-
sider the lower one-sided confidence interval for θˆwˆ1 which can be calculated by the command
ithetahatwl <- thetahatw- qnorm(0.95)*SE.
where thetahatw is θˆwˆ1 . By comparison, we will also compute the confidence bounds using the
true weights θˆw1 . At this point we have no theoretically justification, why we can use estimated
weights. Later in section 4 we will present a theory that accounts for the fact that the weights
are estimated.
Let θ0 = 1 and θ2 = 1. For the simulation we choose a sample size of 200 and 10000 repeti-
tions. The simulation results in this section are for three different functions t (X2), θ1 = 0.5 and
different correlation parameters ρ. We simulate scenarios for different θ1, but the results are
similar to θ1 = 0.5. That is why we only present these. The weight is bounded by a limit of 10.
We calculate
ˆˆw
1θ the estimator by the estimator of the bivariate linear regression and use the
command
thetaw <- mean(w*y*(x1-mean(x1))/var(x1)),
where w is the true weight. When we use the estimated weights the corresponding function is
thetahatw <- mean(hatw*y*(x1-mean(x1))/var(x1)).
The third estimator listed in the tables is the estimator of θ1 of the multiple regression, which
can be calculated by the command
thetaorg <-lm(y ∼ x1+x2) $oeffiients[2℄.
For all three estimators we simulate in three different scenarios the mean, the variance, the
MSE, the power of the lower one-sided 0.95 confidence interval for the hypotheses
H0 : θ
w
1 ≤ 0 vs. H1 : θw1 > 0
and the coverage probability (CP).
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θ1 = 0.5 θˆw1 θˆwˆ1 θˆ1
t (X2)= θ2X2 Mean 0.496 0.495 0.499
Variance 0.014 0.014 0.006
MSE 0.014 0.014 0.006
Power 0.969 0.972 1.000
CP 0.923 0.944 0.949
t (X2)= θ2X 22 Mean 0.502 0.499 0.501
Variance 0.108 0.071 0.017
MSE 0.108 0.071 0.017
Power 0.871 0.867 0.983
CP 0.974 0.976 0.949
t (X2)= θ2X2+θ3X1X2 Mean 0.499 0.503 0.502
Variance 0.041 0.039 0.022
MSE 0.041 0.039 0.022
Power 0.893 0.907 0.986
CP 0.914 0.924 0.881
Table 2.2: Truncated Normal Distributed Covariates: Results for ρ = 0.3
The first fact that we recognizes is that there is essentially no difference between the case of
known and unknown weights. The difference in the mean, variance and MSE is only small.
Moreover, the power and coverage probabilities are similar. So for the simulations there is
nearly no difference between the estimator θˆwˆ1 where the weights have to be estimated and
the estimator θˆw1 with known weights. This is also true for the tables of ρ = 0.6 and ρ = 0.9, see
Tables 2.3 and 2.4.
Comparing both weighted estimators to θˆ1, the variance of θˆ1 is smaller and the power of
the confidence intervals from θˆ1 is larger. In the last scenario all confidence intervals are anti
conservative. This effect is mostly pronounced for the OLS estimator θˆ1. All this changes when
we increase the value of ρ, as we see in Tables 2.3 and 2.4.
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θ1 = 0.5 θˆw1 θˆwˆ1 θˆ1
t (X2)= θ2X2 Mean 0.513 0.521 0.501
Variance 0.083 0.069 0.008
MSE 0.083 0.070 0.008
Power 0.864 0.872 1.000
CP 0.918 0.915 0.951
t (X2)= θ2X 22 Mean 0.484 0.475 0.498
Variance 0.283 0.243 0.024
MSE 0.283 0.243 0.024
Power 0.681 0.681 0.941
CP 0.995 0.996 0.948
t (X2)= θ2X2+θ3X1X2 Mean 0.508 0.519 0.499
Variance 0.096 0.078 0.029
MSE 0.096 0.078 0.029
Power 0.868 0.878 0.948
CP 0.923 0.919 0.909
Table 2.3: Truncated Normal Distributed Covariates: Results for ρ = 0.6
Table 2.3 shows that the weighted estimator are anti-conservative in the case of an linear in-
fluence of X2. Compared to θˆ1, the variances are larger and the power and coverage probability
are smaller. The difference increases in the scenario of a non linear influence of X2. While the
variance of the weighted estimators is around 0.283 the variance of the θˆ1 is 0.024. In the last
scenario all three estimators have anti-conservative coverage probabilities, but the power of θˆ1
is still the largest.
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θ1 = 0.5 θˆw1 θˆwˆ1 θˆ1
t (X2)= θ2X2 Mean 0.495 0.494 0.503
Variance 0.079 0.076 0.026
MSE 0.079 0.076 0.026
Power 0.894 0.890 0.925
CP 0.996 0.998 0.951
t (X2)= θ2X 22 Mean 0.256 0.251 0.499
Variance 0.109 0.169 0.080
MSE 0.169 0.168 0.080
Power 0.486 0.482 0.556
CP 0.999 1.000 0.950
t (X2)= θ2X2+θ3X1X2 Mean 0.497 0.496 0.502
Variance 0.124 0.108 0.084
MSE 0.124 0.109 0.084
Power 0.868 0.865 0.577
CP 0.997 0.998 0.937
Table 2.4: Truncated Normal Distributed Covariates: Results for ρ = 0.9
While in Table 2.3 for the case of ρ = 0.6 all three estimators have similar means, there are
differences in the variance and MSE. This differences increase in the case of a ρ equals 0.9,
as shown in Table 2.4. The results for the first scenario are comparable to the previous results.
The non linear influence results in an conservative point estimation with high variance and low
power compared to θˆ1. In contrast, in the scenario with interaction term the variance of θˆ
w
1 and
θˆwˆ1 is slightly larger compared to the variance of θˆ1. But the power of θˆ
w
1 and θˆ
wˆ
1 is significantly
larger as the power of θˆ1.
This is only a short simulation, which gives an first impression of how our new developed
weights are working. More simulations are presented in Chapter 7.
CHAPTER3
THE WEIGHTED MEAN IMPACT
3.1 Introdution and Motivation
In Chapter 1 we introduced the mean impact as a new association parameter. The mean im-
pact gives themaximal change in E (Y ) when changing the density of the covariates in a certain
way. The second chapter gave an overview about different types of weighting. We saw, that sta-
bilized weights help to overcome problems with confounding. Our new approach is to transfer
the concept of stabilized weights to the mean impact. By this, we want to solve the problem
of confounding in context of the mean impact. This problem arises when the covariates are
correlated as we will shortly outline.
Let us consider a covariate vector X= (X1,X2). If X1 and X2 are independent then
E (Y |X1)=EX2 (E (Y |X1,X2)) ,
where EX2(·) is the expatiation regarding to themarginal density of X2. Themean impact ιX1(Y )
is free of confounding, as we have seen in Chapter 1. This guaranties that, if the influence of
X1 on Y is zero, then ιX1(Y ) is zero and so ιX1(Y ) is free of confounding by Definition 1.9. The
mean impact is an excellent measure of influence of X1 on Y if the covariates are independent.
If the covariates X1 and X2 depend on each other, E (Y |X1) is no longer independent of X2
and equals EX2|X1 (E (Y |X1,X2)), which is the expectation regarding to the density of X2 given
X1. Even if the influence of X1 on Y is zero it is possible that ιX1(Y ) 6= 0. Obviously, the mean
impact is confounded in the sense of Definition 1.8.
Our idea to avoid any problemwith confounding is to introduce a weighting factorw (X). The
weighting factor consists of the following ratio: The numerator is the joint density function of X
in the case where X1 and X2 are independent. The denominator consists of the joint density in
the case of dependent covariates. Multiplying the target variable by this weighting factor leads
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to the weighted mean impact, which is free of confounding.
This weighting factor can also be used to transfer the population based mean impact to a
different population, for example from a pseudopopulation into the true population.
3.1.1 Example
For a better understanding of our new idea consider a short, introducing example. Therefore,
let Y = θ1X1+θ2X2+ǫ where ǫ is independent of X and standard normally distributed. For de-
pendent covariates, we assume that they are bivariate normal distributedwith commondensity
fX(X). The marginal densities of X1 and X2 are fX1(X1) and fX2(X2). In the case of independent
covariates X1 and X2, the common density is the product of the marginal densities, so that in
both cases the marginal densities are the same. In line with the previous idea we introduce a
weighting factor w (X)= fX1(X1) fX2(X2)/ fX(X).
Instead of the mean impact, we take the linear mean impact, which was already introduced
in chapter 1. Themain advantage of the linear mean impact over the mean impact is its simple
form. We first consider the linear mean impact under independent covariates for the assumed
linear model
ιl in,indX1
(Y )= |E (Y X1)| =
∣∣E (θ1X 21 )∣∣= |θ1| .
The linear mean impact is the coefficient of X1 and so the linear mean impact is confounding
free.
In contrast, the linear mean impact of X1 on Y under depending covariates is
ι
l in,dep
X1
(Y )= |E (Y X1)| = |θ1+θ2E (X1X2))| ,
where E (X1X2) is non-zero. Obviously, the linear mean impact under depending covariates
is not confounding free, because it is not 0 for θ1 = 0. Our approach to solve this problem is
to multiply the weighting factor w (X) to target variable Y . By this transformation we avoid
confounding as elaborated in the next equation
ιl in,wX1
(Y )=
∫
w (X)Y X1g (Y |X) fX(X)dX
=
∫
Y X1g (Y |X)
fX1(X1) fX2(X2)
fX(X)
gX(x)dX
=
∫
Y X1g (Y |X) fX1(X1) fX2(X2)dX
= ιl in,indX1 (Y ).
where g (Y |X) is the conditional density of Y given X. The linear mean impact multiplied with
the weighting factor is equal to the linear mean impact for independent covariates and so we
obtain a confounding free version of the linear mean impact.
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This idea will be generalized in the Sections 3.2 and 3.3. First we define the weighted mean
impact and the linear weightedmean impact. Thenwe construct an estimator for theweighted
mean impact and show consistency and asymptotically normality. In the Chapter 4 we discuss
the case where the weights are unknown and have to be estimated by a suitable estimator.
3.2 The Weighted Mean Impat
Let P and Q be probability measures. The covariate X = (X1,X2) has joint density f (X) under
P and joint density gX(X) under Q. Let Y be the real valued target variable. Our main goal is
to calculate the mean impact ι
Q
X1
(Y ) of X1 on Y , like proposed in Brannath and Scharpenberg
(2014) and introduced in chapter 1. In this work we deal with the difficulty that we have no
sample underQ. Instead we consider a sample under P.
Assumption 3.1. We assume that
1. themarginal densities of X1and X2 are the same in both cases,named fX1(X1) and fX2(X2),
2. and the conditional expectation of the target variable given the covariables are the same
under both probability measures, i.e. EQ(Y |X)= EP(Y |X) almost surely.
This assumptions hold for the whole thesis.
The main idea is to rewrite the mean impact with regard toQ, which is an expatiation under
the probability measureQ to an expectation under P. To this end we suggest to consider
ιX1,Q(Y )=EQ (Y δ(X1))
=
∫
Y δ(X1)gY |X(Y |X)gX(X)dX1dX2
=
∫
Y δ(X1)gY |X(Y |X)
gX(X)
fX(X)
f (X)dX1dX2
where δ(X1) describe a distribution change which influences the density of X1 and g (Y |X) is
the conditional density of Y given X1 and X2.
Under this assumption we define the weighted mean impact, by defining the weights to be
the ratio of the densities
w (X) := gX(X)
fX(X)
.
Definition 3.1. Let H1 =
{
δ ∈L 2(R) : EP (δ(X1))= 0,EP
(
δ2(X1)
)
= 1
}
.
ιwX1,P(Y ) := sup
δ(X1)∈H1
EP (w (X)Y δ(X1))= sup
δ(X1)∈H1
EQ (Y δ(X1))= ιX1,Q(Y )
is called theweighted mean impact of X1 on Y under the probability measureQ.
CHAPTER 3 THE WEIGHTED MEAN IMPACT 37
Theweightedmean impact quantifies the effect of X1on Y . Remember that themarginal dis-
tribution function is the same under P andQ and so themean EP (δ(X1)) is equal to EQ (δ(X1)).
Of course the same applies to EP
(
δ2(X1)
)
.
As in Brannath and Scharpenberg (2014), we restrict the distributional disturbance δ(X) to
be a linear functions in X1. Thereby we completely avoid the problem of over-fitting.
Definition 3.2. Let H l in =
{
δ(X1) ∈L 2(R) : δ(X1)= a+bX1,EP (δ(X1))= 0,EP
(
δ2(X1)
)
= 1
}
.
ιw,l inX1,P
(Y )=
∣∣∣∣EP (w (X)Y X1−EP(X1)SDP(X1)
)∣∣∣∣
is called the linear weighted mean impact of X1 on Y under the probability measure P.
The linear weightedmean impact is a restricted version of the weightedmean impact, where
the distributional disturbance is a linear function in X1. The estimator of the linear weighted
mean impact is a conservative version of the estimator for the weighted mean impact, i.e.
ιw,l inX1,P
(Y )≤ ιwX1,P(Y ) because H
l in ⊂H1.
If X1 and X2 are uncorrelated underQ then the weighting factor is equal to
w (X)= fX1(X1) fX2(X2)
fX(X)
= fX1(X1)
f (X1|X2)
.
As mentioned, Robins et al. (2000) use similar weights to avoid the problem of confounding
in the presence of unmeasured causal risk factors by creating a new class of estimators, the
inverse-probability-of-treatment weighted estimator. The corresponding weights are called
stabilized weights. The idea is explained by giving an observational study of the effect of zi-
dovudine (AZT) treatment onmortality among human immunodeficiency virus (HIV)-infected
subjects. Here the time dependent covariate CD4 lymphocyte count is both an independent
predictor of survival and initiation of treatment.
3.2.1 Properties
Because ιwX1,P
(Y )= ιX1,Q(Y ) complies with the assumptions for the mean impact, the weighted
mean impact satisfies the following propeties, stated by Brannath and Scharpenberg (2014) for
the unweighted mean impact. Recall that the marginal distribution of X1 and X2 are the same
for P andQ.
Proposition 3.3. Let X and Y be square integrable. Then
1. ιwX1,P(Y )=
√
VarQ
(
EQ(Y |X1)
)
= SDQ
(
EQ(Y |X1)
)
,
2. ιwX1,P(Y )= 0 if and only if EQ(Y |X1)= EQ(Y )is independent from X1,
3. 0≤ ιwX1,P(Y )≤ ι
w
Y ,P(Y )= SDQ(Y ),
4. ιwX1,P(Y )= ι
w
Y ,P(Y ) if and only if Y = l (X1) for a measurable function l :R→R,
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5. If Y = l (X1)+U where l : R→ R is measurable and U and X1 are stochastically indepen-
dent, then ιwX1,P(Y )= ι
w
X1,P
(l (X1))= SDQ (l (X1)).
These properties are helpful and will be often used in the following chapters.
3.2.2 Signed Mean Impat
In the next step we consider the signed mean impact.
Definition 3.4. Let H1 be as before. Then
sιwX1,P(Y )=sign
(
EQ (X1δ0)
)
ιwX1,P(Y )
=sign(EP (w (X)X1 (EP(w (X)Y |X1)−EP(w (X)Y )))) ιwX1,P(Y )
is called the weighted signed mean impact of X1 on Y , where δ0 is the almost sure unique
distributional disturbance with ιwX1,P = EP(w (X)Y δ0).
The sign of the signed mean impact indicates in which direction the distribution change of
the density of X1 changes themean impact.
As for the weightedmean impact we can define a linear version of theweighted signedmean
impact.
Definition 3.5. Let H l in1 be as before.
sιw,l inX1,P (Y )= sign(EP(X1δl in)) ι
w,l in
X1,P
(Y )= EP
(
w (X)Y
X1−EP(X1)
SDP(X1)
)
is called the linear weighted signed mean impact of X1 on Y , where δl in is linear in X1.
Al last, we consider the mean slope, which is the ratio of the mean impact of X1 on Y and
the mean impact of X1 on X1. The mean slope gives the maximum possible change in E (Y ) by
themaximum possible change in E (X1), when changing the marginal distribution of X1 by the
distributional disturbance.
Definition 3.6. If EQ (X1δ(X1))= EP (X1δ(X1)) 6= 0 and ιwY (X1)> 0, then
θwX1(Y )=
ιwX1(Y )
EP (X1δ(X1))
is called theweighted mean slope of X1 on Y .
Like for the mean impact and the signed mean impact we can restrict the mean slope to the
linear set H l in and get a linear version of the mean slope.
Definition 3.7. The association measure
θw,l inX1
(Y )=EP
(
w (X)Y
X1−EP(X1)
VarP(X1)
)
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is called the linear weighted mean slope of X1 on Y .
3.3 Estimation
In this section we provide estimates for the linear weighted mean impact, the linear weighted
signedmean impact and the linear weighted mean slope. The weights are assume to be known
in this chapter. Let (Yi ,Xi ) be independent and identically distributed observations for i =
1, . . . ,n. It follows that (w (Xi )Yi ,Xi ) for i = 1, . . . ,n are stochastically independent and identi-
cally distributed.
To avoid overfitting we consider an estimator for the linear version of the mean impact,
ιˆw,l inX1,P
(Y )=
∣∣∣∣∣ 1n n∑i=1w (Xi )Yi X1i − X¯1ŜDPn (X1)
∣∣∣∣∣
where X¯1 = 1n
∑n
i=1 X1i and ŜDPn (X1)=
√
1
n
∑n
i=1
(
X1i − X¯1
)2
with empirical probabilitymeasure
Pn . The estimator is equal to an estimator for the linear mean impact of X1 on Y
′ := w (X)Y .
The theory of the weightedmean impact with knownweights is equal to the theory of themean
impact given by Brannath and Scharpenberg (2014) with target variable Y ′ instead of Y .
Next, we show that the mean slope is closely related to linear regression analysis. Maybe
contrary to the expectations, it is not a weighted linear regression but the coefficient
θˆw = (X T1 X1)−1X T1 w (X)Y ⇒ θˆw1 =
n
∑n
i=1w (Xi )X1iYi −
∑n
i=1w (Xi )Yi
∑n
i=1 X1i
n
∑n
i=1 X
2
1i − (
∑n
i=1 X1i )
2
.
In contrast to the weighted linear regression we only multiply the weights to X T1 w (X)Y , but
leave the term (X T1 X1)
−1 without the weighting factor. This leads to a denominator, that is free
of the weighting factor. Because we assumed the marginal densities under both probability
measures to by the same, we can estimate the variance of X1 underQ in the sample underP. In
general, by the assumption the moments of densities for X1 and X2 are the same under P and
Q. We will frequently take advantage of this assumption.
Then we investigate the relation between ιˆw,l inX1,P
(Y ) and θˆw1 .
ιˆw,l inX1,P
(Y )=
∣∣∣∣∣ 1n n∑i=1w (Xi )Yi X1i − X¯1ŜDPn (X1)
∣∣∣∣∣ (3.1)
=
∣∣∣∣∣
1
n
∑n
i=1w (Xi )Yi X1i − 1n
∑n
i=1w (Xi )Yi
1
n
∑n
i=1 X1i
1
n
∑n
i=1(X1i − X¯1)2
√
1
n
n∑
i=1
(X1i − X¯1)2
∣∣∣∣∣
=
∣∣∣∣∣n
∑n
i=1Yiw (Xi )X1i −
∑n
i=1w (Xi )Yi
∑n
i=1 X1i
n
∑n
i=1 X
2
1i − (
∑n
i=1 X1i )
2
√
1
n
n∑
i=1
(X1i − X¯1)2
∣∣∣∣∣
=
∣∣∣∣∣θˆw1
√
1
n
n∑
i=1
(X1i − X¯1)2
∣∣∣∣∣
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Analogously, we can argue for the signed mean impact
sˆιw,l inX1,P (Y )=
1
n
n∑
i=1
w (Xi )Yi
X1i − X¯1
ŜDPn (X1)
= θˆw1
√
1
n
n∑
i=1
(X1i − X¯1)2.
We can show, that the signedmean impact is connected to the covariance of X1 and the prod-
uct of w (X)Y . Let therefore Y¯w = 1n
∑n
i=1w (Xi )Yi andVarPn (w (X)Y )= 1n ∑ni=1 (w (Xi )Yi − Y¯w )2.
With this we obtain
sˆιw,l inX1,P (Y )√
1
n
∑n
i=1
(
w (Xi )Yi − Y¯w
)2 = 1n n∑i=1 w (Xi )Yi (X1i − X¯1)√ 1
n
∑n
i=1(X1i − X¯1)2 1n
∑n
i=1
(
w (Xi )Yi − Y¯w
)2
=
∑n
i=1w (Xi )Yi (X1i − X¯1)− Y¯w (
∑n
i=1 X1i −
∑n
i=1 X1i )√∑n
i=1(X1i − X¯w )2
∑n
i=1
(
w (Xi )Yi − Y¯w
)2
=
∑n
i=1w (Xi )Yi (X1i − X¯1)−
∑n
i=1 Y¯w (X1i − X¯1)√∑n
i=1(X1i − X¯1)2
∑n
i=1
(
w (Xi )Yi − Y¯w
)2
=
∑n
i=1(w (Xi )Yi − Y¯w )(X1i − X¯1)√∑n
i=1(X1i − X¯1)2
∑n
i=1
(
w (Xi )Yi − Y¯w
)2
=CovPn (X1,w (X)Y ) .
The linear weighted signed mean impact has asymptotic properties such as consistency and
asymptotic normal.
Assumption 3.2. We assume, that
1. (w (Xi )Yi ,Xi ) are i.i.d. for i = 1, . . . ,n.
2. EP(X1), EP (w (X)Y ), EP (w (X)X1Y ) and VarP(X1) exist and are finite.
Theorem 3.8. Under Assumption 3.2 the new estimator of the linear weighted signedmean im-
pact is consistent, i.e.
sˆιw,l inX1,P (Y )
p→
n→∞ sι
w,l in
X1,P
(Y ).
Proof. For the assertion it is enough to show sˆιw,l inX1,P (Y )− sι
w,l in
X1,P
(Y )
p→
n→∞ 0. Note that,
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sˆιw,l inX1,P (Y )− sι
w,l in
X1,P
(Y )
= 1
n
n∑
i=1
w (Xi )Yi
X1i − X¯1
ŜDPn (X1)
−EP
(
w (X)Y
[X1−EP(X1)]
SDP(X1)
)
= 1
SDP(X1)ŜDPn (X1)
(
SDP(X1)
1
n
n∑
i=1
w (Xi )Yi (X1i − X¯1)−SDP(X1)
1
n
n∑
i=1
w (Xi )Yi (X1i −EP(X1))
)
+ 1
SDP(X1)ŜDPn (X1)
(
SDP(X1)
1
n
n∑
i=1
w (Xi )Yi (X1i −EP(X1))− ŜDPn (X1)EP (w (X)Y (X1−EP(X1)))
)
.
The first term converges to zero because it equals
SDP(X1)
1
n
n∑
i=1
w (Xi )Yi
(
EP(X1)− X¯1
) p→
n→∞ 0. (3.2)
The second term satisfies
SDP(X1)
1
n
n∑
i=1
w (Xi )Yi (X1i −EP(X1))− ŜDPn (X1)EP (w (X)Y (X1−EP(X1)))
=SDP(X1)
1
n
n∑
i=1
w (Xi )Yi (X1i −EP(X1))−SDP(X1)EP (w (X)Y (X1−EP(X1)))
+SDP(X1)EP (w (X)Y (X1−EP(X1)))− ŜDPn (X1)EP (w (X)Y (X1−EP(X1)))
=SDP(X1)
(
1
n
n∑
i=1
w (Xi )Yi (X1i −EP(X1))−EP (w (X)Y (X1−EP(X1)))
)
+EP (w (X)Y (X1−EP(X1)))
(
SDP(X1)− ŜDPn (X1)
)
p→
n→∞ 0. (3.3)
Since
ŜDP(X1)
p→
n→∞ SDP(X1) (3.4)
follows the assertion from (3.2), (3.3) and (3.4) by Sultskys Theorem (see Slutsky (1925)).
Finally, we estimate themean slope by
θˆw,l inX1,P
(Y )=
n∑
i=1
w (Xi )Yi
X1i − X¯1∑n
i=1(X1i − X¯1)2
.
Since (w (Xi )Yi ,Xi ) are independent and identical distributed for all i = (1, . . . ,n), the asymp-
totic distribution of the linearweighted signedmean impact followsbyTheorem1.16 in Scharp-
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enberg (2015).
Theorem 3.9. Under Assumption 3.2 is the weighted signed mean impact asymptotically nor-
mal.
p
n
(
sˆιw,l inX1,P (Y )− sι
w,l in
X1,P
(Y )
)
L→
n→∞N
(
0,κ2w
)
where κ2w =VarP ((X1−EP(X1)) (w (X)Y −EP (w (X)Y ))).
Proof. The proof is equal to the proof given in Scharpenberg (2015) Theorem 1.16, when re-
placing the target variable by Y ′ =w (X)Y .
In the next chapter we show the asymptotic normality for sˆιwˆ ,l inX1,P (Y ), which is the linear
weighted signed mean impact with unknown weights. The general proof of the more general
Theorem of asymptotic normality in case of unknown weights includes the proof of Theorem
3.9. But we will need strict assumptions, for themore general proof, which are not necessary in
this case.
As for the linear weighted signed mean impact we can specify the asymptotic distribution
of the linear weighted mean slope. Again we give a short sketch of the proof, which originates
from Scharpenberg (2012).
Theorem 3.10. Let τ :=VarP
(
(X1−EP(X1))
(
w (X)Y −EP (w (X)Y )−θw,l inX1,P (Y )(X1−EP(X1))
))
and η2 = 1n
∑n
i=1(X1i − X¯1)2. Then
p
n
(
θˆw,l inX1,P
(Y )−θw,l inX1,P (Y )
)
L→
n→∞N (0,
τ
η4
)
Proof. First we have a closer look at the estimate of the linear weighted mean slope,
θˆw,l inX1,P
(Y )=
1
n
∑n
i=1w (Xi )Yi (X1i − X¯1)
1
n
∑n
i=1(X1i − X¯1)2
=
1
n
∑n
i=1 (w (Xi )Yi −EP(w (Xi )Yi ))
(
X1i − X¯1
)
1
n
∑n
i=1(X1i − X¯1)2
,
The product of the estimated varianceVarPn (X1)= 1n ∑ni=1(X1i − X¯1)2 and θˆw,l inX1,P (Y ) is
VarPn (X1)pn (θˆw,l inX1,P (Y )−θw,l inX1,P (Y ))
= 1p
n
n∑
i=1
(X1i − X¯1)
(
w (Xi )Yi −EP(w (Xi )Yi )−θw,l inX1,P (Y )(X1i − X¯1)
)
.
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If we place in the last term X¯1 by EP(X1), the central limited theorem yields that the term con-
verges in distribution to a normal distribution with variance
τ :=VarP
(
(X1−EP(X1))
(
w (X)Y −EP (w (X)Y )−θw,l inX1,P (Y )(X1−EP(X1))
))
.
The facts that
1p
n
n∑
i=1
(X1i − X¯1)(w (Xi )Yi −EP(w (Xi )Yi ))−
1p
n
n∑
i=1
(X1i −EP(X1)) (w (Xi )Yi −EP(w (Xi )Yi ))
p→
n→∞ 0
and
1p
n
n∑
i=1
θw,l inX1,P
(Y )
(
X1i − X¯1
)2− 1p
n
n∑
i=1
θw,l inX1,P
(Y )(X1i −EP(X1))2
p→
n→∞ 0
complete the proof.
CHAPTER4
THE WEIGHTED MEAN IMPACT WITH ESTIMATED
WEIGHTS
In the previous chapter theweights w (X) were known. The covariate vector Xi is assumed to be
two dimensional, i. e. Xi = (X1i ,X2i ) where Xi is in a compact subset χ of R2. In chapter 5 we
extend the covariate vector to am dimensional vector.
We consider the case where the common density fX(X,ξ,η) is a parametric density with un-
known finite parameters ξ and η. The parameter ξ consists of all parameter which belongs to
the marginal distributions of X1 and X2, for example EP(X1) or VarP(X1). η consists of all pa-
rameter which depend on the joint density, for example the correlation. We assume that η is
disjoint to ξ. Since both parameters are unknown we estimate ξ and η by a suitable estimators
ξˆn and ηˆn . In this chapter the parameter η is assumed to be one-dimensional. Later we extent
this to a multidimensional parameter.
Let P be a probability measure. Let Zi = (Xi ,Yi ) for i = 1, . . . ,n be a sample of independent
and identically distributed observations underPwhich are distributed like the continuous ran-
dom variable Z= (X,Y ). At first we restrict the random variable Z to be continuous, but during
the chapter we also investigate the case of dichotomous or categorical covariates.
We assume that X has density fX(X,ξ,η) under P, where ξ is a l dimensional parameter with
parameter space Ξ and η is a one dimensional parameter with parameter space E⊂ R. In con-
trast to the previous chapter we consider the parameters as unknown. Hence, we need to esti-
mate the parameters ξ and η. For this we choose the generalized method of moments (GMM),
as proposed by Hansen (1982), where ξˆn and ηˆn are the solution of a specific moment equa-
tion. In the Appendix A.1 the GMM is explained in more details. We have only described the
necessary Assumption 2.3 for the existence andwill present Assumption 4.1 for the consistency
of the GMM estimator ψˆn = (ηˆn , ξˆn) with parameter spaceΨ.
If Assumption 2.3 is fulfilled, then the GMM estimator exists and is the solution of the equa-
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tion
∫
hψ(z,c)dPn = 0, where Pn is the empirical, i.e. probability measure
ψˆn =
[
c ∈Ψ :
∫
hψ(z,c)dPn = 0
]
.
Assumption 4.1. 1. the parameter spaceΨ⊆R is compact,
2. hψ(X,ψ) is continuous at eachψwith probability one and
3. EP(supψ∈Ψ ‖hψ(X,ψ)‖)<∞.
By Newey andMcFadden (1994) it follows that with Assumptions 2.3 and 4.1, ψˆn is a consis-
tent estimator forψ, i.e. ψˆn
p→
n→∞ψ.
4.1 Unknown Weight
Like in the previous chapter the weighting factor consists of the ratio of the density of the co-
variate vector X under P and the density under a second probability measure Q. We are inter-
ested in the linear mean impact under the probability measure Q but we only observe a data
sample under P. By using our weighting factor we transform the linear mean impact under P
to the weighted linear mean impact under Q. The density of the covariate vector X under Q is
denoted with gX(X,ξ). ξ is still the parameter of the marginal densities of X1 and X2. Thereby, ξ
is the same underQ and P.
We still assume that the marginal densities of X1 and X2 are the same under the probability
measures P andQ, so that
EP(X j )= EQ(X j ) and VarP(X j )=VarQ(X j ) for j = 1,2,
see Assumption 2.1. Assumption 2.1 for a bivariate covariable vector shall be applied for this
chapter. To estimate the weight we replace the parameters ξ and η by its estimator ξˆn and ηˆn ,
i.e.
w (X, ξˆn , ηˆn) :=
gX(X, ξˆn)
fX(X, ξˆn , ηˆn)
.
So we can define a new estimator for the linear weighted mean impact and linear weighted
signedmean impact by replacing the unknownweights by its estimations. The estimator of the
linear weighted mean impact obtains to
ιˆwˆ ,l inX1,P
(Y ) :=
∣∣∣∣∣ 1n n∑i=1w (Xi , ξˆn , ηˆn)Yi X1i − X¯1ŜDPn (X1)
∣∣∣∣∣
where Pn is the empirical probability measure of the sample Zi for i = 1, . . . ,n, X¯1 = 1n
∑n
i=1 X1i
and ŜDPn (X1) =
√
1
n
∑
(X1i − X¯1)2. Analogously, the estimator for the linear weighted signed
CHAPTER 4 THE WEIGHTED MEAN IMPACT WITH ESTIMATED WEIGHTS 46
mean impact is
sˆιwˆ ,l inX1,P (Y ) :=
1
n
n∑
i=1
w (Xi , ξˆn , ηˆn)Yi
X1i − X¯1
ŜDPn (X1)
The expectation EP(X1) and the standard deviation SDP(X1) may alternatively be estimated
from the parametric family with ξˆn instead of using the empirical estimator X¯1 and ŜDPn (X1).
This is the same in many cases. We decided to use the empirical estimator.
4.2 Continuation of the Example
We continue the example from the previous chapter (see 3.1.1). In this example the unknown
parameter η is the correlation ρ(X) which is estimated by
ρˆn(X)=
∑n
i=1(X1i − X¯1)(X2i − X¯2)√∑n
i=1(X1i − X¯1)2
∑n
i=1(X2i − X¯2)2
.
This estimator is known to be a GMM estimator with moment equation
hρ(Z ,ρ)= X1X2−µX1µX2 −σX1σX2ρ
such that EP(hρ(Z ,ρ)) = 0. Moreover, the estimator for the correlation ρˆn is consistent. The
parameter ξ= (EP(X1),VarP(X1),EP(X2),VarP(X2) and can be estimated by
ξˆn =
(
X¯1,
1
n
n∑
i=1
(X1i − X¯1)2, X¯2,
1
n
n∑
i=1
(X2i − X¯2)2
)
.
We estimate w (X,ξ,ρ(X)) by w (X, ξˆn, ρˆn) and the signed impact by
sˆιwˆn ,l inX1,P (Y )=
1
n
n∑
i=1
w (Xi , ξˆn , ρˆn)Yi
(X1i − X¯1)
ŜDPn (X1)
.
4.3 Asymptoti Properties
In this section we analyze the asymptotic properties of the estimator for the linear weighted
signed mean impact with unknown weights sˆιwˆ ,l inX1,P (Y ). We show consistency and asymptotic
normality of the new estimator.
4.3.1 Consisteny
We start with the consistency of sˆιwˆ ,l inX1,P (Y ) . To this end we need assumptions under which the
parameter estimators for ξ and η are consistent.
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Theorem 4.1. Let Zi = (Xi ,Yi ) be independent observations which are identically distributed
with Z= (X,Y ) and assume that the support of Z is compact, Assumptions 2.3 and 4.1 are fulfill
for (ξ,η). The estimator of the linear weighted signed mean impact converges in probability to
the linear weighted signedmean impact, i.e.
sˆιwˆ ,l inX1,P (Y )
p→
n→∞ sι
w,l in
X1,P
(Y ).
Proof. From Theorem 3.8 we know that the estimator sˆιw,l inX1,P (Y ) is consistent, i.e.
sˆιw,l inX1,P (Y )
p→
n→∞ sι
w,l in
X1,P
(Y ).
Therefore, it suffices to show
sˆιwˆ ,l inX1,P (Y )− sˆι
w,l in
X1,P
(Y )
p→
n→∞ 0.
We obtain
sˆιwˆ ,l inX1,Pn (Y )− sˆι
w,l in
X1,Pn
(Y )= 1
n
n∑
i=1
w (Xi , ξˆn , ηˆn)Yi
X1i − X¯1
ŜDPn (X1)
− 1
n
n∑
i=1
w (Xi ,ξ,η)Yi
X1i − X¯1
ŜDPn (X1)
= 1
n
n∑
i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Yi
X1i − X¯1
ŜDPn (X1)
= 1
ŜDPn (X1)
1
n
n∑
i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Yi X1i
− X¯1
ŜDPn (X1)
1
n
n∑
i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Yi .
Obviously, it is enough to show
1
n
n∑
i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Vi
p→
n→∞ 0
whereV1, . . . ,Vn are independent and identically distributed like a randomvariable Vwith com-
pact supports (Note that the support of (Y ,X) is compact). By the Theorem of Heine it follows
that
∀ ǫ> 0 ∃ δ> 0 such that ∀η0,η ∈B (η) :
∣∣η0−η∣∣< δ1 and ∀ξ0,ξ ∈B (ξ) : |ξ0−ξ| < δ2
⇒
∣∣w (Xi ,ξ0,η0)Vi −w (Xi ,ξ,η)Vi ∣∣< ǫ,
where B (η) is a compact neighborhood of η and B (ξ) is a compact neighborhood of ξ. There-
fore, 1n
∑n
i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Vi is bounded by ǫ, i.e.
1
n
n∑
i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Vi ≤
∣∣∣∣∣ 1n n∑i=1
(
w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η)
)
Vi
∣∣∣∣∣
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≤ 1
n
n∑
i=1
∣∣(w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η))Vi ∣∣
< ǫ.
It follows directly that
P
(
1
n
n∑
i=1
∣∣(w (Xi , ξˆn , ηˆn)−w (Xi ,ξ,η))Vi ∣∣> ǫ
)
≤ P
(∣∣ηˆn −η∣∣> δ1 and ∣∣ξˆn −ξ∣∣>δ2)
= P
(
ηˆn ∉Bδ1(η) and ξˆn ∉Bδ2(ξ)
)
→
n→∞ 0
for all ǫ since ηˆn is a consistent estimator for η and ξˆn for ξ. It is well known that
X¯1
p→
n→∞ EP(X1)
and
ŜDPn (X1)
p→
n→∞ SDP(X1).
This completes the proof.
The consistency of the linear weighted signed mean impact implies the consistence of the
linear weighted mean impact as shown in the following corollary.
Corollary 4.2. The estimator of the weighted linearmean impact converges in probability to the
weighted linear mean impact, i.e.
ιˆwˆ ,l inX1,P
(Y )
p→
n→∞ ι
w,l in
X1,P
(Y ).
Proof. We know that by definition ιw,l inX1,P (Y )= |sι
w,l in
X1,P
(Y )| and so the statement follows because
the absolute value is a continuous function.
4.3.2 Asymptoti Normality
We are not only interested in the consistency but also in the asymptotic distribution of our new
estimator sˆιwˆ ,l inX1,P (Y ). Before we start with the asymptotic normality we restricted for illustrative
purposes the parameter ξ to be known for this proof and only η is unknown. The estimator of
the weights is then equal to
w (X,ξ, ηˆn)=
gX(X,ξ)
fX(X,ξ, ηˆn)
.
We simplify the notation by leaving ξ out, i.e. w (X, ηˆn). In Chapter 5 we will generalize to the
situation of unknown ξ.
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We assume that the sample Zi = (Xi ,Yi ) have compact support and are identically and inde-
pendent distributed like Z= (X,Y ) for i = 1, . . . ,n. For different reasons it is difficult to show the
asymptotic normality for the estimator of the linear weighted signed impact sˆιwˆ ,l inX1,Pn (Y ) directly.
So we first consider the parameter vector
b =
(
sιw,l inX1,P (Y ),η
)
which is in B= [−SDQ(Y ),SDQ(Y )]×E.
Also the variance of Y under Q can be transformed into an expression that depends on the
probability measure P, i.e.
VarQ(Y )= EP
(
w (X,η)
(
Y −EP
(
w (X,η)Y
)2))= EP (w (X,η)Y 2)−E2P (w (X,η)Y ) .
So the parameter space B depends on the probability measure P and only the weighting factor
depends on Q by the joint density of Xwhich we assume to be known.
We first show that the estimator b is asymptotically normally distributed and from this result
we conclude that sˆιwˆ ,l inX1,P (Y ) is asymptotically normally distributed as well. For the proof we use
again the generalized method of moments introduced by Hansen (1982). The parameter b is
the unique solution of EP(h(Z,b))= 0, where the function h maps from supp(Z)×B into a real
vector space and is defined as
h(Z,b)=
w (X,η)Y (X1−EP(X1))−SDP(X1)sιw,l inX1,P (Y )
hη(Z,η).

where hη(Z,η) is the moment equation of the parameter η, i.e. EP(hη(Z,η))= 0.
Let bˆn =
(
sˆιwˆ ,l inX1,P (Y ), ηˆn
)
be the GMM estimator of b. Note that EP(X1) and SDP(X1) are as-
sumed to be known, which leads to the estimator
sˆιwˆ ,l inX1,P (Y )=
1
n
n∑
i=1
w (Xi , ηˆn)Yi
(X1i −EP(X1))
SDP(X1)
.
The Assumption 2.5 is for a k-dimensional parameter η, so we restrict it to the special case
of a one dimensional η.
Assumption 4.2. Let Zi = (Yi ,Xi ) be a sample of independent and identically distributed ob-
servations for i = 1, . . . ,n from Z = (Y ,X) with compact support supp(Z). Let P be a probability
measure for which X1 and X2, . . . ,Xm are correlated and Pn the empirical probabilitymeasure of
the data sample.
1. The empirical expectation EPn (h(X,b)) is continuously differentially in b.
2. The derivation
∂EPn (h(X,c))
∂c is non-singular.
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3. The variance VarP(X1)> 0.
4. The derivation of the weights is bounded, i.e.
dw(X,η)
dη ∈ [Ldw ,Udw ]where 0< Ldw <Udw <
∞.
5. The derivation of themoment equation is bounded, i.e. it exist an interval [Ldh ,Udh ]where
−∞< Ldh <U∂h <∞ such that dh(X,η)dη ∈ [Ldh ,Udh ] and
dh(X,η)
dη 6= 0 for all η ∈E.
Theorem 4.3. Under Assumption 2.3 for b, Assumption 4.1 for η and Assumption 4.2 follows
p
n
(
sˆιwˆn ,l inX1,Pn (Y )− sι
w,l in
X1,P
(Y )
)
L→
n→∞ N (0,e
T
1Ωκ
2
wΩ
T e1)
where e1 is the first unit vector, Ω = EP
(
∂h(z,b)
∂b
)
and κ2w is the covariance matrix of the vector
βT = (w (X,η)Y (X1−EP(X1)),hη(Z,η)−η)T , meaning
κ2w =CovP(β).
Proof. The proof follows Manski (1988), see the proof of his Theorem 8.2 (see Appendix A.1).
Let Pn be the empirical probability measure of P. By definition of bˆn we get
EPn
(
h(z, bˆn)
)
=
 1n
∑n
i=1w (Xi , ηˆn)Yi (X1i − X¯1)− ŜDPn (X1)sˆι
wˆ ,l in
X1,Pn
(Y )
1
n
∑n
i=1hη(Zi , ηˆn)
= 0, (4.1)
where z ∈ Supp(Z). BecauseEPn (h(z, ·)) is continuously differentiable inb it followsby themean
value theorem for a sufficiently large n:
There is a suitable cn ∈ [bˆn ,b] such that:
EPn
(
h(z, bˆn)
)
−EPn (h(z,b))
bˆn−b
= ∂EPn (h(z,cn))
∂cn
. (4.2)
Combining (4.1) and (4.2) we obtain
−EPn (h(z,b))
bˆn−b
= ∂EPn (h(z,cn))
∂cn
⇔pn(bˆn−b)=−
(
∂EPn (h(z,cn))
∂cn
)−1p
nEPn (h(z,b)) .
In the next step we analyze the asymptotic properties of
∂EPn (h(z,cn ))
∂cn
and
p
nEPn (h(z,b)). First
we show that
sup
c∈B
∣∣∣∣EPn (∂h(z,c)∂c
)
−EP
(
∂h(z,c)
∂c
)∣∣∣∣ a.s.→n→∞ 0. (4.3)
CHAPTER 4 THE WEIGHTED MEAN IMPACT WITH ESTIMATED WEIGHTS 51
Because the parameter space B= [−SDQ(Y ),SDQ(Y )]×E is compact and
∥∥∥∥∂h(z,c)∂c
∥∥∥∥=
∥∥∥∥∥∥∥∥
∂w(x,c2)y(x1−EP(X1))−c1SDP(X1)
∂c1
∂hc2 (z,c2)
∂c1
∂w(x,c2)y(x1−EP(X1))−c1SDP(X1)
∂c2
∂hc2 (z,c2)
∂c2
∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥
−SDP(X1) 0
∂w(x,c2)
∂c2
y(x1−EP(X1)) ∂hc2 (z,c2)∂c2
∥∥∥∥∥∥∥∥
=VarP(X1)+
(
∂w (x,c2)
∂c2
)2
y2(x1−EP(X1))2+
(
∂hη(z,c2)
∂c2
)2
≤VarP(X1)+U2∂ηw(X,η)y
2 (x1−EP(X1))2+U2∂ηh(Z,η)
= : d (z),
i.e. that ‖h(z,c)‖ ≤ d (z) is bounded by a function of z. By the uniform law of large numbers we
conclude (4.3). The uniform law of large numbers is explained in detail in Appendix A.2.
From the fact that bˆn is a consistent estimator it follows that
EPn
(
∂h(z,cn)
∂cn
)
a.s.→
n→∞ EP
(
∂h(z,b)
∂b
)
=:Ω.
When considering
p
nEPn (h(z,b)) we see that
p
nEPn (h(z,b))=

p
n
(
1
n
∑n
i=1w (Xi ,η)Yi (X1i −EP(X1))−SDP(X1)sι
w,l in
X1,P
(Y )
)
p
n
(
1
n
∑n
i=1hη(Zi ,η)
)
 .
According to the central limit theorem, the term converges to a normal distribution, since the
Z1, . . . ,Zn are independent and identically distributed. Hence,
p
n
 n∑
i=1
w (Xi ,η)Yi (X1i −EP(X1))
hη(Zi ,η)+η
−
SDP(X1)sιw,l inX1,P (Y )
η

 L→n→∞N (0,κ2w ) (4.4)
where the covariance matrix has the following shape:
κ2w :=
 VarP (w (X,θ)Y (X1−EP(X1))) CovP
(
w (X,θ)Y (X1−EP(X1)),hη(Z,η)
)
CovP
(
w (X,θ)Y (X1−EP(X1)),hη(Z,η)
)
VarP
(
hη(Z,η)
)
 .
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Thematrix ∂h(z,c)/∂c is non-singular, because the determinate is
Det
(
∂h(z,c)
∂c
)
=−∂hc2(z,c2)
∂c2
SDP(X1) 6= 0
for VarP(X1)> 0 and ∂hc2(z,c2) 6= 0 for c2 ∈E.
Finally we get the asymptotic distribution
p
n(bˆn −b)=−
(
∂EPn (h(z,cn))
∂cn
)−1p
nEPn (h(z,b))
L→
n→∞N (0,Ω
Tκ2wΩ).
Multiplication with e1, the first unit vector, yields the claim of Theorem 4.3.
4.3.3 Bivariate Trunated Normal Distribution
For a better understanding we apply Theorem 4.3 to the example in Section 3.1.1 and 4.2. In
addition to the prior conditions we also claim
(X1,X2)∼ TNl ,u(0,Σ) with Σ=
1 ρ
ρ 1
 ,
where l = (l1, l2),u = (u1,u2) ∈R2 are known. The covariates have the joint density gX(X1,X2,ρ)
and knownmarginal densities gX1 (X1) and gX2(X2) underP. The expectationsunder themarginal
densities are EP(X1)= 0 and EP(X2)= 0. The variances are attend to be known here, and do not
have to be estimated. Hence, the parameter η consists of ρ, i.e. η= ρ and b =
(
sιw,l inX1,P (Y ),ρ
)
. By
the limits of the density we may redefine the weights by
w (X,ρ) :=

gX1 (X1)gX2 (X2)
gX(X1,X2,ρ)
for a1 ≤ X1,X2 ≤ a2
0 else.
Again, we estimate the weights by
w (Xi , ρˆn)=

gX1 (X1i )gX2 (X2i )
gX(X1i ,X2i ,ρˆn)
for a1 ≤ X1i ,X2i ≤ a2
0 else.
The weights are bounded for all i , so
Lw(X,ρ) ≤w (Xi , ρˆn)≤Uw(X,ρ),
where
Lw(X,ρ) =
minL1≤x1≤U1{gX1(x1)}minL2≤x2U2 {gX2(x2)}
gX(0,0,ρ)
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and
Uw(X,ρ) =
gX1(0)gX2 (0)
minL1≤x1≤U1,L2≤x2≤U2{gX(x1,x2,ρ)}
.
In this example themoment equation is given by
h(Z,b)=
w (X,ρ)X1Y − sιw,l inX1,P (Y )
X1X2−ρ
 .
Because ∂EPn (h(Z,b))/∂b =
−1 1n
∑n
i=1
∂w(Xi ,ρ)
∂ρ
Yi X1i
0 −1
 exists, since w (Xi ,ρ)/∂ρ is bounded,
∂EPn (h(Z,b))/∂b is obviously non-singular and in this example EP(X1) = 0 and VarP(X1) is
known. With Theorem 4.3 we obtain the following corollary.
Corollary 4.4. For truncated normally distributed covariates the estimator of theweighted linear
signedmean impact is asymptotically normally distributed, i.e.
p
n
(
sˆιwˆ ,l inX1,P (Y )− sι
w,l in
X1,P
(Y )
)
L→
n→∞N
(
0,eT1 Ωκ
2
wΩ
T e1
)
where e1 is the first unit vector, Ω = EP
(
∂h(z,b)
∂b
)
and κ2w is the covariance matrix of the vector
(w (X,θ)Y (X1−EP(X1)),X1X2)T , meaning κ2w =CovP (w (X,θ)Y (X1−EP(X1)),X1X2).
For this example it is possible to calculate the limiting covariance of sˆιwˆ ,l inX1,P (Y ). We start with
calculating at firstΩ by
Ω= EP
−1
∂w(X,ρ)
∂ρ
Y X1
0 −1
=
−1 EP
(
∂w(X,ρ)
∂ρ
Y X1
)
0 −1
 . (4.5)
Secondly, we calculate the covariance of h(z,ρ) by
CovP
w (X,ρ)Y X1
X1X2
=
 VarP(w (X,ρ)Y X1) CovP(w (X,ρ)Y X1,X1X2)
CovP(w (X,ρ)Y X1,X1X2) VarP(X1X2)
 . (4.6)
Let us defineσ2sι :=VarP(w (X,ρ)Y X1),σ2ρ :=VarP(X1X2) andCVsι,ρ =CovP(w (X,ρ)Y X1,X1X2).
Combining (4.5) and (4.6) gives
Ω
TCov(h(z,b))Ω
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=
 −1 0
EP
(
∂w(X,ρ)
∂ρ Y X1
)
−1

 σ2sι CVsι,ρ
CVsι,ρ σ
2
ρ

−1 EP
(
∂w(X,ρ)
∂ρ Y X1
)
0 −1

=
 σ2sι CVsι,ρ−EP
(
∂w(X,ρ)
∂ρ Y X1
)
σ2sι
CVsι,ρ−EP
(
∂w(X,ρ)
∂ρ
Y X1
)
σ2sι EP
(
∂w(X,ρ)
∂ρ
Y X1
)2
σ2sι−2EP
(
∂w(X,ρ)
∂ρ
Y X1
)
CVsι,ρ +σ2ρ
 .
This covariance matrix can be estimated by
Σˆn =
 σˆ2sι ĈV sι,ρ−EPn
(
∂w(X,ρ)
∂ρ Y X1
)
σˆ2sι
ĈV sι,ρ−EPn
(
∂w(X,ρˆn )
∂ρ
Y X1
)
σˆ2sι EPn
(
∂w(X,ρˆn)
∂ρ
Y X1
)2
σˆ2sι−2EPn
(
∂w(X,ρˆn)
∂ρ
Y X1
)
ĈV sι,ρ+ σˆ2ρ
 ,
where ĈV sι,ρ =CovPn (w (X, ρˆn)Y X1,X1X2), σˆ2sι =VarPn (w (X, ρˆn)Y X1) and σˆ2ρ =VarPn (X1X2).
4.4 Confounding
In this section we show that ιw,l inX1,P (Y ) is actually a confounding free measure for the associa-
tion between X1 and Y . Let therefore P be a probability measure under which X1 and X2 are
correlated. The joint density of X is denoted with fX(X) and the marginal densities fX1(X1) and
fX2(X2). Let Q be a different probability measure under which X1 and X2 are independent, but
themarginal densities of X1 and X2 are equal to them under P. The weighting factor is equal to
w (X)= fX1(X1) fX2(X2)
fX(X)
.
The joint density of (Y ,X) under P is denoted with fY ,X(Y ,X1,X2) and f (Y ,X2|X1) is the condi-
tional density of Y and X2 given X1.
Definition 1.9 implies that, if E (Y | X1,X2) is only a function in X2, then the association mea-
sure of X1 on Y must be equal to zero.
Proposition 4.5. ιw,l inX1,P
(Y ) is a confounding free associationmeasure.
Proof. Suppose that E (Y | X1X2) = l (X2) where l : R → R is a measurable function. If the
weighted linear mean impact ιw,l inX1,P
(Y )= 0, then ιw,l inX1,P (Y ) is free of confounding.
Proposition 3.3 yields
ιwX1,P(Y )= 0 if and only if EP(w (X,η)Y |X1)= EP(Y ) is independent from X1.
So it is enough to show EP(w (X,η)Y |X1)= EP(Y ). Under the second probability measureQ the
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two random variables X1 and X2 are independent, thus
EP(w (X,η)Y | X1)=
∫∫
w (X)Y f (y,x2 | x1)d ydx2
=
∫∫
w (X)Y
fY ,X(y,x1,x2)
fX1(x1)
d ydx2
=
∫∫
Y f (y | x1,x2)d y fX2(x2)dx2
=EX2 (E (Y | X1,X2))
=EP(Y ).
This property of freeness of confounding by multiplying the weighting factor w (X,η) is al-
readymentioned in Robins et al. (2000) in the context of marginal structural models.
4.5 Case of Categorial Covariate
The above proof holds for arbitrary random variables, and thus in particular for discrete ran-
dom variables. Especially for discrete variables there are more easy ways to calculate the linear
mean impact. Nonetheless, the general idea is still helpful for discrete random variables. Next,
we give an example where we consider a two dimensional covariate X which is categorical, in
both components. The following set upwas considered by Nanninga (2013) for the expectation
of Y and a one dimensional covariate. We extent this first ideas for the theory of the weighted
mean impact.
Let (X,Y ) be randomvariables where Y is the target variable and the covariable X1 and X2 are
divided in K groups under a suitable probability measure Q. The probability that, X takes the
value xkl = (x1k ,x2l )T , which means that X1 belongs to the kth-group and X2 to the l th-group,
is denoted by
Q(X= xkl )= qkl for all k , l = 1, . . . ,K .
The covariates X1 and X2 are assumed to be independent under Q, i.e. qkl = qk+q+l with
marginal densities qk+ =
∑K
l=1 qkl and q+l =
∑K
k=1qkl .
Let us consider a second probability measure P under which the probability that X1 is in the
kth-group and X2 in the l th-group is
P(X= xkl )= pkl for all k , l = 1, . . . ,K .
Under the probability measure P the covariables X1 and X2 are not independent. In this case,
a problem with confounding arises as discussed previously. This can for example be seen if
Y = θ0+θ1X1+θ2X2+ǫ, where ǫ is standard normal distributed and independent of X, then the
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signed mean impact is equal to
sιl inX1,P(Y )=EP
(
Y
X1−EP(X1)
SDP(X1)
)
=
(
θ1+θ2
EP(X1X2)−EP(X1)EP(X2)
SDP(X1)SDP(X2)
)
SDP(X1).
So even θ1 is 0 it is possible that the signed mean impact is unequal 0 and so the signed mean
impact is not free of confounding .
In contrast, the weighted signed mean impact under Q is free of confounding and can be
transform into the weighted signed mean impact as seen before
sιl inX1,Q(Y )=EQ
(
Y
X1−EQ(X1)
SDQ(X1)
)
=
K∑
k=1
K∑
l=1
qkl
pkl
pklEP (Y |X= xkl )
x1k −EQ(X1)
SDQ(X1)
=
K∑
k=1
K∑
l=1
wklpklµkl
x1k −EQ(X1)
SDQ(X1)
,
where wkl = qkl/pkl and EP(Y |X= xkl )=µkl . To simplify the formula we define
Ak :=
x1k −EQ(X1)
SDQ(X1)
.
We are interested into the estimator of sιl inX ,Q(Y ), which is free of confounding, but we only
have a data sample under P. Therefore, we use the fact, that the linear signed mean impact
underQ is equal to the weighted linear signed mean impact under P.
Let us consider a data sample (X1,Y1), . . . , (Xn ,Yn)with independent and identically distributed
observations under the probability measure P. We estimate µkl , the expectation of Y given
X= xkl , for the different group by
µˆkl =
1
nkl
n∑
i=1
Yi 1{Xi=xkl } for all k , l ∈ {1, . . . ,K }
where nkl is the number of observations, for which the first component belongs to the k-th
group and the second component belongs to the l -th group under P.
Not only the group means but also the probability of the i -th observation belonging to the
k , l -th group can be estimated. We estimate the probabilities by the relative frequency in Table
4.1.
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X21 . . . X2K
X11 pˆ11 = n11n . . . pˆ1K =
n1K
n p1+
...
...
. . .
...
...
X1K pˆK1 = nK1n . . . pˆKK =
nKK
n pK+
p+1 . . . p+K 1
Table 4.1: Relative frequency under P
In this sections the marginal densities pk+ and p+l are assumed to be known and as before
equal to the marginal densities underQ, i.e. qk+ = pk+ and q+l = p+l .
To obtain an estimator for the linear signed mean impact we replace the expectations µkl by
their estimators µˆkl . Additionally, we also consider pkl as unknown and estimate them by pˆkl ,
so that the weights can be estimated by wˆkl = qkl/pˆkl . This gives the estimate
sˆι
pˆ,l in
X ,P (Y )=
K∑
k=1
K∑
l=1
wˆkl pˆkl µˆklAk
= 1
n
n∑
i=1
Yi
K∑
k=1
K∑
l=1
qkl
pˆkl
Ak1{Xi=xkl }.
Note that for simplicity we do not occounted for the known pk+ and p+l in the estimation of
pˆkl .
Properties
The new developed estimator is useful to specify the influence of X on Y . We show that it is
unbiased.
Proposition 4.6. The estimator sˆι
pˆ ,l in
X ,P (Y ) is an unbiased for sι
l in
X ,Q(Y ).
Proof.
EP
(
sˆι
pˆ,l in
X ,P (Y )
)
=
K∑
k=1
K∑
l=1
qklµkl Ak = sιl inX ,Q(Y ),
because wˆkl pˆkl = qkl .
The second interesting property of the estimator sˆι
pˆ ,l in
X ,P (Y ) is its asymptotic distribution.
Proposition 4.7. The estimator sˆι
pˆ,l in
X ,P (Y ) is asymptotically normally distributed with mean
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sιl inX ,Q and varianceσ
2
(∑K
k=1
∑K
l=1
qklp
pkl
Ak
)2
, where VarP(Y |X= xkl )=σ2, i.e.
p
n
(
sˆι
pˆ ,l in
X ,P (Y )− sιl inX ,Q(Y )
)
L→
n→∞N
(
0,σ2
(
K∑
k=1
qklp
pkl
Ak
)2)
.
Proof.
p
n
(
sˆι
pˆ ,l in
X ,P (Y )− sιl inX ,Q(Y )
)
=pn
K∑
k=1
K∑
l=1
qklAk
(
µˆkl −µkl
)
=
K∑
k=1
K∑
l=1
qklAk
√
pˆkl
−1p
nkl
(
µˆkl −µkl
)
We apply the conditional version of the central limit theorem from Grzenda and Zieba (2008)
(for more details see Appendix A.3). They used a sub-σ-algebra F , which in our case is gen-
erated by Xi . Given this sub-σ-algebra the central limit theorem holds and implies for a Zkl ∼
N (0,σ2)
p
n
(
sˆι
pˆ ,l in
X ,P (Y )− sιl inX ,Q(Y )
)
L→
n→∞
K∑
k=1
K∑
l=1
qklp
pkl
AkZkl
=N
(
0,σ2
(
K∑
k=1
K∑
l=1
(
qklp
pkl
Ak
)2))
.
4.5.1 Linear Signed Mean Impat with Known Probability
So the newly developed estimator is unbiased and we can determine its asymptotic distribu-
tion. Now we will compare this estimator to the estimator with known probability pkl . This
new estimator is defined by
sˆιl inX ,P(Y )=
1
n
n∑
i=1
Yi
K∑
k=1
qkl
pkl
Ak1{Xi=xkl }.
Comparing both estimators we obtain a first surprising result. This result was also discussed in
Nanninga (2013) for the estimation of an expectation. But before we compare both estimators
we investigate some properties of sˆιl inX ,P(Y ).
Proposition 4.8. sˆιl inX ,P(Y ) is unbiased.
Proof.
EP
(
sˆιl inX ,P(Y )
)
=EP
(
1
n
n∑
i=1
Yi
K∑
k=1
K∑
l=1
qkl
pkl
Ak1{Xi=xkl }
)
CHAPTER 4 THE WEIGHTED MEAN IMPACT WITH ESTIMATED WEIGHTS 59
=EP
(
1
n
n∑
i=1
K∑
k=1
K∑
l=1
qkl
pkl
Ak1{Xi=xkl }EP (Yi |Xi = xkl )
)
= 1
n
n∑
i=1
K∑
k=1
K∑
l=1
qkl
pkl
µklAkEP
(
1{Xi=xkl }
)
= 1
n
n∑
i=1
K∑
k=1
K∑
l=1
qklµkl Ak = sιl inX ,Q(Y )
We can also determine the asymptomatic distribution of sˆιl inX ,P(Y ). Since (Xi ,Yi ) are inde-
pendent and identically distributed, we obtain the asymptotic distribution by the central limit
theorem if we interpret sˆιl inX ,P(Y ) as an arithmetic mean where the summands are
Yi
K∑
k=1
K∑
l=1
qkl
pkl
x1k −EQ(X1)
SDQ(X1)
1{Xi=xkl }.
Hence, we can calculate the asymptotic variance by calculating the variance of the summands
VarP
(
Yi
K∑
k=1
K∑
l=1
qkl
pkl
Ak1{Xi=xkl }
)
=VarP
(
K∑
k=1
K∑
l=1
qkl
pkl
Ak1{Xi=xkl }EP(Yi |Xi = xkl )
)
+EP
(
K∑
k=1
K∑
l=1
q2kl
p2kl
A2k1{Xi=xkl }VarP(Yi |Xi = xkl )
)
=
K∑
k=1
K∑
l=1
q2kl
p2
kl
A2k
(
µ2klVarP
(
1{Xi=xkl }
)
+σ2pkl
)
=
K∑
k=1
K∑
l=1
q2kl
pkl
A2k
(
µ2kl (1−pkl )+σ2
)
.
This leads to the next proposition.
Proposition 4.9. The estimator sˆιl inX ,P(Y )− sιl inX ,Q(Y ) is asymptotically normally distributed with
mean 0 and variance
∑K
k=1
∑K
l=1
q2kl
pkl
A2k
(
µ2kl −pklµ2kl +σ2
)
, i.e.
p
n
(
sˆιl inX ,P(Y )− sιl inX ,Q(Y )
)
L→
n→∞N
(
0,
K∑
k=1
q2kl
pkl
A2k
(
µ2kl −pklµ2kl +σ2
))
.
Proof. The assertion follows by the central limit theorem.
Comparing both Estimators
When comparing the estimators with unknown pkl sˆι
pˆ ,l in
X ,P (Y ) with the estimator with known
pkl sˆι
l in
X ,P(Y ) we focus on their variances, because both are unbiased. We already calculated the
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variance of sˆιl inX ,P(Y ), which is given by
VarP
(
sˆιl inX ,P(Y )
)
=
K∑
k=1
K∑
l=1
q2kl
pkl
A2k
µ2kl (1−pkl )+σ2
n
.
We have to determine the variance of sˆι
pˆ,l in
X ,P (Y ). Therefore, let Bi =
∑K
k=1
∑K
l=1kl1{Xi=xkl } be a
factor for i = 1, . . . ,n.
VarP
(
sˆι
pˆ,l in
X ,P (Y )
)
=EP
((
sˆι
pˆ ,l in
X ,P (Y )− sιl inX ,Q(Y )
)2)
=EP
((
K∑
k=1
K∑
l=1
qklAk
(
µˆkl −µkl
))2)
=EP
(
EP
(
K∑
k=1
K∑
l=1
q2kl A
2
k
(
µˆkl −µkl
)2 | (X1 = xB1 , . . . ,Xn = xBn )T
))
−EP
(
EP
(∑
i 6= j
∑
h 6=m
qihAi
(
µˆih −µih
)
q jmA j
(
µˆ jm −µ jm
)
| (X1 = xB1 , . . . ,Xn = xBn )T
))
=EP
(
K∑
k=1
K∑
l=1
q2klA
2
kVarP
(
µˆkl | (X1 = xB1 , . . . ,Xn = xBn )T
))
=
K∑
k=1
K∑
l=1
q2klA
2
k
σ2
n
EP
(
n
nkl
)
≤
K∑
k=1
K∑
l=1
q2kl
pkl
A2k
σ2
n
by the Jensen’s inequality. At first sight it is surprising that the variance of the estimator
sˆι
pˆ,l in
X ,Q (Y ) (when pˆkl is unknown) is smaller then the variance of the estimator sˆι
l in
X ,Q(Y ) which
makes use of the unknown probabilities pkl :
VarP
(
sˆιl inX ,Q(Y )
)
≥VarP
(
sˆι
pˆ ,l in
X ,Q (Y )
)
.
But when we have a closer look at sˆιl inX ,P(Y ), we can rewrite the estimator as
sˆιl inX ,Q(Y )=
1
n
n∑
i=1
Yi
K∑
k=1
K∑
l=1
qkl
pkl
Ak1{Xi=xkl }
=
K∑
k=1
K∑
l=1
qkl Ak
1
n
∑n
i=1Yi 1{Xi=xkl }
pk l
=
K∑
k=1
K∑
l=1
qkl Ak µˆkl
nkl
n
pkl
.
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With this transformation it is obvious that we actually estimate 1 by pˆkl/pkl when using the
estimator sˆιl inX ,Q(Y ). The estimator sˆι
pˆ,l in
X ,Q (Y ) refrains from this estimation of 1 and has thereby
smaller variance.
CHAPTER5
THE CASE OF MULTIPLE COVARIATES
We turn back to the general case. Instead of looking on a bivariate covariable vector, we gener-
alize the situation and consider a multivariate covariable vector X= (X1, . . . ,Xm) wherem ∈N.
Our goal is still to quantify the effect of one of the Xi for i = 1, . . . ,m on the target variable Y .
Without loss of generality we again are interested in the effect of X1 on Y .
For a better understanding, we develop the example given in the chapter 3 further. Again
we deal with the problem of confounding in the case, where the covariates are dependent. Let
the Y = θ0+
∑m
j=1θ j X j +
∑
1≤ j<k≤m θ j kX j Xk + ǫ, where ǫ is standard normally distributed and
uncorrelated to X. We are interested in the effect of X1 on Y . We assume X1 and (X2, . . . ,Xm) to
be stochastically independent under a probability measureQ, then
EQ(Y |X1)= θ′0+θ′1X1
where θ′0 = θ0+
∑m
j=2θ jE (X j )+
∑
2≤ j<k≤m θ j kE (X j Xk) and θ′1 = θ1+
∑m
k=2θ1kE (Xk). If we now
set θ1 = 0 and θ1k = 0 for k = 2, . . . ,m, i.e. X1 has no influence on Y , then the linearmean impact
is
ιl inX1,Q(Y )=
∣∣∣∣EQ (EQ(Y |X1)X1−EQ(X1)SDQ(X1)
)∣∣∣∣
=
∣∣∣∣EQ (θ′0 X1−EQ(X1)SDQ(X1)
)∣∣∣∣
=
∣∣∣∣θ′0EQ (X1−EQ(X1)SDQ(X1)
)∣∣∣∣
=0.
We can conclude that, as for the bivariate case, the linear mean impact is free of confounding
if X1 and (X2, . . . ,Xm) are stochastically independent.
However, if X1 and (X2, . . . ,Xm) are stochastically dependent under the probability measure
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P then problems with confounding occur. In our example we get for the conditional mean of Y
given X1
EP(Y |X1)= θ∗0 +θ∗1 x1
where θ∗0 = θ0+
∑m
j=2θ jEP(X j |X1)+
∑
2≤ j<k≤m θ j kEP(X j Xk |X1) and θ∗1 = θ1+
∑m
k=2θ1kEP(Xk |X1).
If θ1 = 0 and θ1k = 0 for k = 2, . . . ,m then
ιl inX1,P(Y )=
∣∣∣∣EP (EP(Y |X1)X1−EP(X1)SDP(X1)
)∣∣∣∣
=|
m∑
j=2
θ j
EP(EP(X j |X1)X1)−EP(X j |X1)EP(X1)
SDP(X1)
+
∑
1≤ j<k≤m
θ j k
EP(EP(X j Xk |X1)X1)−EP(X j Xk |X1)EP(X1)
SDP(X1)
|
≤0
This can by larger then zero. Hence, in the case of dependent covariates we have a problem
with confounding. This problem of confounding can be overcome by introducing a weighting
factor.
5.1 Multivariate Weighted Mean Impat
Let Z = (Y ,X) consists of a covariate vector X = (X1, . . . ,Xm) and a target variable Y . Let P and
Q be two probability measures where X has density gX(X,ξ) under Q and density fX(X,ξ,η)
under P. The parameter η is finite k-dimensional, which means η = (η1, . . . ,ηk) and ξ is finite
j-dimensional with ξ= (ξ1, . . . ,ξ j ). The parameter vector ξ consists of the parameters from the
marginal densities of X1 and X2, . . . ,Xm , which are the same underP andQ. η and ξ are disjoint.
Analog to definition 3.2 we define themultivariate version as
Definition 5.1. LetH l in be define as in Definition 3.5. The weighted linear mean impact of X1
on Y is defined as
ιw,l inX1,P (Y )=
∣∣∣∣EP (w (X)Y X1−EP(X1)SDP(X1)
)∣∣∣∣
where the weight w (X) is defined as the ratio of the densities f and g , i.e.
w (X)= gX(X,ξ)/ fX(X,ξ,η).
Analogously to the definition of the linear signed mean impact we define a multivariate ver-
sion
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Definition 5.2.
sιw,l inX1,P (Y )= EP
(
w (X)Y
X1−EP(X1)
SDP(X1)
)
with the same weights as for the weighted mean impact.
Natural estimators for the multiple linear weighted mean impact and the multiple linear
signed mean impact are the arithmetic mean of w (X)Y (X1−EP(X1)/SDP(X1). We assume the
weights to be unknown and estimate them by w (X, ξˆn , ηˆn), where ηˆn is the GMM-estimator for
the parameter η and ξˆn is the GMM-estimator for ξ (see Appendix A.1). To ensure that both
GMM estimators exist we require Assumption 2.3 for ξ and η.
The estimators for the linear weighted mean impact and the linear weighted signed mean
impact are are given by
ιˆw,l inX1,P
(Y )=
∣∣∣∣∣ 1n n∑i=1w (Xi , ξˆn , ηˆn)Yi X1i − X¯1ŜDPn (X1)
∣∣∣∣∣
and
sˆιw,l inX1,P (Y )=
1
n
n∑
i=1
w (Xi , ξˆn , ηˆn)Yi
X1i − X¯1
ŜDPn (X1)
.
In the case of multivariate covariates only the weighting factor w (X,ξ,η) and its estimate
w (X, ξˆn , ηˆn) change and so the estimates of linearweightedmean impact and the linearweighted
signed mean impact are similar to those in the case of bivariate covariates.
5.2 Asymptoti Properties
In the case of multiple covariates the estimates ιˆw,l inX1,P
(Y ) and sˆιw,l inX1,P (Y ) are consistent. Under
Assumption 4.1 for the parameter vectors ξ and η the estimators ξˆn and ηˆn are consistence.
Theorem 5.3. Let ηˆn be consistent estimate for the parameter η and ξˆn be for the parameter ξ.
Then
1. ιˆwˆ ,l inX1,P (Y )
p→
n→∞ ι
w,l in
X1,P
(Y )
2. sˆιwˆ ,l inX1,P (Y )
p→
n→∞ sι
w,l in
X1,P
(Y ).
Proof. The proof is similar to the proof for Theorem 4.1 and Corollary 4.2. The only element,
that changes is the weightings factor. The weight of w (X,ξ,η) is no more the ratio of the bivari-
ate densities, but the ratio of the multivariate densities. Since the parameter estimates ηˆn and
ξˆn are still consistent the arguments are the same like for the bivariate case.
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Similarly, the proof for asymptotic normality of the linear weighted signed mean impact in
the case of multiple covariates is quit similar to the proof of the bivariate case. For the asymp-
totic normality we define the vector
b :=
(
sιw,l inX1,P (Y ),EP(X1),VarP(X1),ξ,η
)
∈ [−SDQ(Y ),SDQ(Y )]×M×SX1 ×Ξ×E=:B
whereM is the parameter space of the expectation of X1 and SX1 is the parameter space of the
variance of X1. The vector b solves the moment equation where EP(h(Z,b))= 0 with
h(Z,b)=

w (X,ξ,η)Y (X1−EP(X1))−SDP(X1)sιw,l inX1,P (Y )
X1−EP(X1)
X 21 −E2P(X1)−VarP(X1)
hξ(Z,ξ)
hη(Z,η)

∈R3+ j+k .
We extend Assumption 2.5 to the case of two parameter vectors ξ and η.
Assumption 5.1. Let Zi := (Yi ,Xi ) be a sample of independent and identically distributed obser-
vations for i = 1, . . . ,n. Let P be a probabilitymeasure for which X1 and X2, . . . ,Xm are correlated
and Pn the empirical probability measure of the data sample.
• The empirical expectation EPn (h(z,b)) is continuously differentially in b for z ∈ supp(Z)
where supp(Z) is compact.
• The derivations
∂EPn (hη(z,η))
∂η and
∂EPn (hξ(z,ξ))
∂ξ are non-singular.
• Expectation and variance of X1 are bounded, i.e. E (X1) ∈ [LE ,UE ] where −∞< LE <UE <
∞ and Var (X1) ∈ [0,UVar ]where 0<UVar <∞ and Z ∈ supp(Z).
• The weights are bounded, i.e. w (X,ξ,η) ∈ [Lw ,Uw ] where 0 < Lw < Uw < ∞ and Z ∈
supp(Z).
• The derivation of the weights are bounded, i.e.
dw(X,ξ,η)
dηi
∈ [Ldw ,Udw ] for i = 1, . . .k and
dw(X,ξ,η)
dξl
∈ [Ldw ,Udw ] for l = 1, . . . j where −∞< Ldw <Udw <∞ and Z∈ supp(Z).
• The derivation of the moment function is bounded, i.e. for all i = 1, . . . ,k and l = 1, . . . , j
exist an interval [Ldh ,Udh ] where −∞ < Ldh <Udh < ∞ such that
dh(i )η (X,η)
db ∈ [Ldh ,Udh ]
and
dh(l )
ξ
(X,ξ)
db ∈ [Ldh ,Udh ].
Theorem 5.4. Assume that Assumption 2.3 holds for b, Assumption 4.1 holds for (η,ξ) and As-
sumption 5.1 holds, then
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p
n[sˆιwˆ ,l inX1,P (Y )− sι
w,l in
X1,P
(Y )]
p→
n→∞N (0,e
T
1 Ωκ
2
wΩ
T eT1 )
where e1 is the first unit vector,Ω= PP (∂h(z,b)/∂b) and κ2w is the covariance matrix
κ2w =CovP
(
(w (X,ξ,η)Y (X1−EP(X1)),X1,X 21 ,hξ(X,ξ)+ξ,hη(X,η)+η)
)
.
Before we consider the proof, we assume without loss of generality that ξ does not include the
expectationof X1 or the variance of X1. As ξwill includeEP(X1) andVarP(X1) inmany examples
we shortly disuse the case. Assume ξ1 = EP(X1) and ξ2 =VarP(X1). Then
d (X1−EP(X1))
dEP(X1)
= d (X1−EP(X1))
dξ1
=−1
and so it is finite. Exactly the same applies for all other related derivations, which are all finite or
bounded.
Proof. The proof is equal to the proof of Theorem 4.3. Only the fact that the Euclidean norm of
theR3+ j+k×R3+ j+kmatrix ∂h(z,c)∂c has an upper boundmust be shown in amore general way. To
this end we consider the Euclidean norm of each row.
∥∥∥∥∥
(
∂h(z,c)
∂c
)T ∥∥∥∥∥=
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
∂w(z,c4,...,c3+ j+k )y(x1−c2)−c1
p
c3
∂c1
. . .
∂w(z,c4,...,c3+ j+k )y(x1−c2)−c1
p
c3
∂c3+ j+k
∂x1−c2
∂c1
. . . ∂X1−c2
∂c3+ j+k
∂x21−c22−c3
∂c1
. . .
∂x21−c22−c3
∂c3+ j+k
∂h(1)
ξ
(z,c4,...,c3+ j )
∂c1
. . .
∂h(1)
ξ
(z,c4,...,c3+ j )
∂c3+ j+k
...
. . .
...
∂h
( j )
ξ
(z,c4,...,c3+ j )
∂c1
. . .
∂h
( j )
ξ
(z,c4,...,c3+ j )
∂c3+ j+k
∂h(1)η (z,c4+ j ,...,c3+ j+k )
∂c1
. . .
∂h(1)η (z,c4+ j ,...,c3+ j+k )
∂c3+ j+k
...
. . .
...
∂h(k)η (z,c4+ j ,...,c3+ j+k )
∂c1
. . .
∂h(k)η (z,c4+ j ,...,c3+ j+k )
∂c3+ j+k
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
The norm of the first row is∥∥∥∥∂h(1)(z,c)∂c
∥∥∥∥=c3+w (x,c4, . . . ,c3+ j+k)2y2+ c214c23 +
3+ j+k∑
i=4
(
∂w (z,c4, . . . ,c3+ j+k)
∂c j
)2
y2(x1−c2)2
≤UVar +U2w y2+VarQ(Y )+ ( j +k)max
(
L2∂w ,U
2
∂w
)
y2UVar .
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The second row is equal ∥∥∥∥∂h(2)(z,c)∂c
∥∥∥∥= 1
and the third row is ∥∥∥∥∂h(3)(z,c)∂c
∥∥∥∥= 1+4c22 ≤ 4U2E .
The norm for the next j rows is bounded for l = 1, . . . , j by
∥∥∥∥∥∂h(3+l)(z,c)∂c
∥∥∥∥∥= 3+ j+k∑
i=1
h(l)ξ (z,c4, . . . ,c3+ j )
∂ci
2 ≤ (3+ j +k)max(L2∂h,U2∂h)
and the norm for the last k rows is bounded for i = 1, . . . ,k by
∥∥∥∥∂h(3+ j+i )(z,c)∂c
∥∥∥∥= 3+ j+k∑
l=1
(
h(i )η (z,c4+ j , . . . ,c3+ j+k)
∂cl
)2
≤ (3+ j +k)max
(
L2∂h,U
2
∂h
)
.
So the function d (·) (see proof of Theorem 4.3) is
d (z) :=(U2w + ( j +k)max
(
L2∂w ,U
2
∂w
)
UVar )y
2
+UVar +VarQ(Y )+4U2E +2(3+ j +k)max
(
L2∂h ,U
2
∂h
)
+1.
Obviously, the integral
∫
d (z)P exists and is finite.
∂EPn (h(z,c))
∂c is non-singular, because
∂EPn (hη(z,η))
∂η
and
∂EPn (hξ(z,ξ))
∂ξ
are non-singular by assump-
tion.
CHAPTER6
CONFIDENCE INTERVALS
The covariance matrix of the signed mean impact has a complex structure (see. Section 4.3.2)
and can not be easily estimated. So we use bootstrap methods to calculate confidence inter-
vals for the parameter sιw,l inX1,P (Y ). To make sure that the bootstrap works we show the consis-
tency of the bootstrap distribution function and present different types of interval applied to
the sιw,l inX1,P (Y ). In Chapter 7 we will simulate this bootstrap confidence intervals for different
scenarios.
Before we present the application of the bootstrap method to our problem, we shortly intro-
duce themost important definitions.
6.1 Bootstrap
The bootstrap is a data based simulation method for statistical inference. Assume, we have a
sample x = (Xi )i=1,...,n = ((Xi1, . . . ,Xim))i=1,...,n with independent data points. The data points
are realizations of independent and identically distributed random variables X = (X1, . . . ,Xm).
The probability function of the covariate vector X is denoted by fX(X,η,ξ) and the cumulative
distribution function by F (X), where η and ξ are the parameter of the density function. We
assume that the statisticT is an estimator for the sιw,l inX1,P (Y ) which takes values t . From the finite
sample x we create a bootstrap sample x∗ = (X∗i )i=1,...,n by n-fold uniform random sampling
with replacement from the original sample x. The bootstrap process generates R independent
bootstrap samples x∗1 , . . . ,x
∗
R , each of size n, where R is a large number. In our application we
set R = 1000. We finally estimate the distribution of sιw,l inX1,P (Y ) from all bootstrap samples and
confidence intervals follow. For each bootstrap samples we calculate the covariancematrix and
thereby yield the bootstrap confidence intervals. This section follows the books of Davison and
Hinkley (1997) and Efron and Tibshirani (1994).
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6.1.1 Consisteny of the Bootstrap
Now we are interested under which conditions the bootstrap method is in a mathematically
sense correct. Let Fˆ be the empirical distribution function of the sample x. Let GF,n(t ) be the
distribution function of T = ηˆn given F , i.e.
GF,n(t ) :=P(T ≤ t |F ). (6.1)
The bootstrap estimator ofGF,n(t ) could be defined as
GFˆ ,n(t ) :=P∗(Tˆ ∗ ≤ t |Fˆ ). (6.2)
where Tˆ ∗ = η(X∗1 , . . . ,X∗n ; Fˆ ) which is the estimation of ηwhen using a bootstrap sample instead
of the data sample. With the above definition of (6.1) and (6.2) we define consistency of the
bootstrap as proposed Davison and Hinkley (1997).
Definition 6.1. The bootstrap is consistent if
For any t and ǫ> 0 :P(|GFˆ ,n(t )−GF,∞(t )| > ǫ) →n→∞ 0,
whereGF,∞ is the limit ofGFˆ ,n so that
∫
h(u)GFˆ ,n(u) →n→∞
∫
h(u)GF,∞(u) for all integrable func-
tions h(·).
Davison and Hinkley (1997) show that the bootstrap is consistent, if for a neighborhood N
surroundingF in a suitable space of distributionswithP(Fˆ ∈N )= 1, the integral
∫
h(u)dGA,n(u)
converge for all A ∈N and integrable functions h(·) to a limit
∫
h(u)dGA,∞(u). This conver-
gence is uniform on N and the function mapping A toGA,∞ is continuous.
A second proposition by Mammen (1992) describes when the bootstrap is consistent, if T is
the mean of data functions ln .
Theorem 6.2. Let X1, . . . ,Xn be a sequence of independent and identically distributed random
variables. The estimator of the parameter η is of the formT = 1n
∑n
i=1 ln(Xi ). Let x
∗
r = (X∗1r , . . . ,X∗nr )
for r = 1, . . . ,R be the bootstrap sample with empirical distribution functionGFˆ ,n(t ). For all t the
following assertions are equivalent:
1. There exist a variance V ∈R+ such thatpn(T −η) L→
n→∞ N (0,V ).
2. The bootstrap is consistent, i.e.
For any q and ǫ> 0 :P(|GFˆ ,n(t )−GF,∞(t )| > ǫ) →n→∞ 0.
In this thesis we focus on the consistency of bootstrap. The convergence rate is also impor-
tant, but not discussed hear.
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6.1.2 Condene Intervals
In general an interval estimator or a confidence interval is more informative then a point esti-
mator. In the next section we consider different types of confidence intervals based on boot-
strapmethods and point out the pros and cons.
Suppose we have a non-parametric model. We still assume a i.i.d. random vectorX with un-
known distribution function F and empirical distribution function Fˆ . The bootstrap samples
x∗r are generated from the data with replacement. This resampling procedure is called non-
parametric bootstrap.
Normal approximation
A simple approach to the construction of the bootstrap intervals is to assume a normal distri-
bution, i.e. T −η ∼ N (0,σ2), with a nonparametric estimate of variance σˆ2. The variance can
be estimated by the non-parametric delta method (see Davison and Hinkley (1997) [Section
2.7.2]). As it is well known, that assumption leads to the confidence interval
(t − z1−ασˆ, t − zασˆ) .
The resampling estimates βR and σ
2
R of bias and variance, defined as
βR =
1
R
R∑
r=1
t∗r − t
where t∗r are the bootstrap realizations and
σ2R =
1
R
R∑
r=1
(t∗r − t )2.
If R is large enough Davison and Hinkley (1997) explain that the confidence interval
(
t −βR −σRz1−α, t −βR +σRz1−α
)
.
is expected to be more accurate.
The disadvantage of this interval is that its performance dependents on the goodness of the
normal approximation. If the approximation is poor, then we need another method to con-
stract confidence intervals.
Basi bootstrap intervals
The basic bootstrap method is an alternative approach. Let T ∗ be the bootstrap statistic. The
basic bootstrap confidence intervals requires the 1−α and α quantile of the empirical distri-
bution of T ∗− t . For this, we simulated bootstrap realizations t∗1 , . . . , t∗R of T ∗ and approximate
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the quantiles out of the ordered simulation values t∗(1)−t , . . . , t∗(R)−t , where t∗(1) < ·· · < t∗(R). Then
the α-quantile is equal to the (R +1)α-th value of t∗(1)− t , . . . , t∗(R)− t , i.e. t∗(R+1)α− t . We assume,
that (R +1)α is equal to the next larger integer. The basic bootstrap limits result in
(
t − (t∗(R+1)(1−α)− t ), t − (t∗(R+1)α− t )
)
=
(
2t − t∗(R+1)(1−α),2t − t∗(R+1)α
)
.
Studentized bootstrap ondene interval
For the bootstrap version of studentized intervals we generate R bootstrap samples x∗1 , . . . ,x
∗
R
and compute for each r ∈ {1, . . . ,R}
Z∗(r )= t
∗(r )− t
σˆ∗(r )
where t∗(r ) is the value of t for the bootstrap sample x∗r and σˆ
∗(r ) is the nonparametric delta
method variance estimate of t∗(r ) (see. Davison and Hinkley (1997)[Chapter 2.7]). The time-
consuming disadvantage of using σˆ∗(r ) is that it has to be calculated for each bootstrap itera-
tion. The bootstrap table consists of percentiles for the R values of Z . The α-th percentile of
Z∗(r ) is t∗(R+1)α, so
#{Z∗(r )≤ t∗(R+1)α}
R
=α.
The studentized bootstrap confidence interval is then given by
(
t − t∗(R+1)(1−α)σˆ, t − t∗(R+1)ασˆ
)
.
They work well for location statistics like sample means, medians or sample percentiles but
not good for more general problems, like correlation coefficients (see Efron and Tibshirani
(1994)[page 161]).
Perentile bootstrap intervals
The percentile bootstrap intervals requires the existence of a transformationU = h(T ), which
has a symmetric distribution around 0. It is not necessary to specify this transformation. As for
the basic bootstrap method we calculate the α-quantile and the 1−α-quantile by the distribu-
tion ofU∗−U . Therefore, we consider bootstrap observations u∗1 , . . . ,u∗R for the transformation
U , which can be ordered to u∗
(1)
< ·· · < u∗
(R). The α quantile is equal to the (R +1)α-th obser-
vation u∗
(R+1)α−u and accordingly, the 1−α quantile is equal to u∗(R+1)(1−α)−u. Because the
distribution ofU is symmetric we know that
u∗(R+1)α =−u∗(R+1)(1−α).
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As a result, the percentile bootstrap confidence intervals becomes to
(
u− (u∗(R+1)(1−α)−u),u− (u∗(R+1)α−u)
)
=
(
u− (u−u∗(R+1)α),u− (u−u∗(R+1)(1−α))
)
=
(
u∗(R+1)α,u
∗
(R+1)(1−α)
)
.
By back-transformation we receive new confidence limits
(
t∗(R+1)α, t
∗
(R+1)(1−α)
)
.
This 1−2α interval is called the bootstrap percentile interval. Percentile intervals extend the
range of effectiveness of standard intervals. These kind of intervals can be improved by adjust-
ing the limits as we will see in the next section, which is very successful for many statistics.
Adjusted perentile method
One important point for the percentile intervals to work well is that the transformation of T
is unbiased, i. e. E (h(T )) = h(η), so that replaced quantile estimators are correctly. A second
problem is that the symmetrizing transformation is not the same like the variance stabilizing
transformation. This one and other disadvantages are responsible for a poor performance of
the percentile interval limits. One therefore tries to improve the intervals by adjusting the lim-
its.
Suppose the data is described by a parametric model with an unknown parameter η. We
estimate η by the maximum likelihood estimator t = ηˆ. To simplify the problem we assume
for some unknown transformation h(·) that the transformed estimator U = h(T ) is normally
distributed with
U ∼N
(
φ−wσ(φ),σ2(φ)
)
with σ(φ)= 1+aφ (6.3)
where φ=h(η), w is an unknown bias correction factor and a is an unknown skewness correc-
tion factor.
As before we first calculate interval limits for φ by using the distribution of t∗ and transform
them to limits for η. At first, we consider a and w as known.
U =φ+ (1+aφ)(Z −w )
where Z ∼N (0,1). We substitute Z by the 1−α quantile z1−α andU by a realization u to get the
lower α confidence limit for φ
⇔ u = φˆα+ (1+aφˆα)(z1−α−w )
⇔ u = φˆα(1−a(zα+w ))− (zα+w )
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⇔ φˆα =
u+ (zα+w )
1−a(zα+w )
⇔ φˆα = u
1−a(zα+w )+a(zα+w )
1−a(zα+w )
+ (zα+w )
1−a(zα+w )
⇔ φˆα = u+ (1+au)
(zα+w )
1−a(zα+w )
⇔ φˆα = u+σ(u)
w + zα
1−a(w + zα)
,
where φˆα is theα quantile of the empirical distribution of estimation forφ. The transformation
back to the η−scale yields the confidence bound
ηˆα = h−1(φˆα).
Using the estimated bootstrap distribution function of T ∗, we get
Gˆ(ηˆα)=P∗(T ∗ < ηˆα|T = t )
=P∗(U∗ < φˆα|U = u)
=Φ
(
φˆα−u
σ(u)
+w
)
=Φ
(
w + w + zα
1−a(w + zα)
)
.
The confidence limit results to
ηˆα = Gˆ−1
(
Φ(w
w + zα
1−a(w + zα)
)
)
which are called the BCa confidence limits. Despite that we have to estimate the distribution
function G , the method overcomes the lack of knowledge of the transformation h. It can be
argued (see Davison and Hinkley (1997) [Section 5.3.2]) that the unknown bias and skewness
correction factors can be estimated by
w =Φ−1(Gˆ(t )) and a = 1
6
E∗
(
∂l∗(θˆ)3
∂θ
)
Var ∗
(
∂l∗(θˆ)
3
2
∂θ
) .
where l (·) is the likelihood defined by (6.3).
6.2 Bootstrap Condene Intervals for Weighted Signed
Mean Impat
After having shown the asymptotic normality of the estimator sˆιwˆ ,l inX1,P (Y ) in Section 4.3.2 we
construct confidence intervals. As mentioned before the exact asymptotic variance is difficult
CHAPTER 6 CONFIDENCE INTERVALS 74
to calculate. So we use the bootstrap method to estimate the variance of sˆιwˆ ,l inX1,P (Y ) together
with the normal approximation and receive normal approximation, the basic bootstrap and
the BCa confidence intervals. In this section we first prove that the bootstrap is consistent
when using the estimator sˆιwˆ ,l inX1,P (Y ) for sι
w,l in
X1,P
(Y ). From the results for the weighted signed
mean impact we derive confidence limits for the weighted mean impact ιw,l inX1,P
(Y ).
6.2.1 Consisteny of the Bootstrap for ιw,l inX1,P (Y )
Let Z = (Y ,X1, . . . ,Xm) be a random vector with identical and independent distributed real-
ization Zi = (Yi ,X1i , . . . ,Xmi ) for i = 1, . . . ,n. Let Z∗i = (Y ∗i ,X ∗1i , . . . ,X ∗mi ) denote the bootstrap
sample for i = 1, . . . ,n. Each Z∗i is an i.i.d. draw from the empirical distribution Fˆ of the sample.
First we show the consistency of the bootstrap in the sense of Davison andHinkley (1997), as
introduced in the previous section in Definition 6.1, i.e.
for any q ∈R3+ j+k and ǫ :
∣∣P∗(pn(bˆ∗n − bˆn)≤ q |Fˆ )−P(pn(bˆn−bn)≤ q |F )∣∣ p→n→∞ 0
where bˆ∗n is the GMM bootstrap estimation of the 3+ j +k-dimensional parameter
b =
(
sιw,l inX1,P (Y ),EP(X1),VarP(X1),ξ,η
)
,
i.e. the solution of the equation ∫
h(z,b)dP∗n = 0,
where P∗n is the empirical measure of the bootstrap sample. The parameter b lies in
B= [−SDQ(Y ),SDQ(Y )]×M×S×Ξ×E,
where M is the parameter space of the expectation and S is the parameter space of the vari-
ance. We use the notation from Section 5.1 and Section 5.2. In a brief summary we recall the
most important definitions. The weighting factor w (X,ξ,η) is estimated by replacing the j -
dimensional parameter vector ξ by the GMM estimator ξˆn and the k-dimensional vector η by
the GMM estimator ηˆn . Moreover, let h(Z,b) be themoment equation of b
h(Z,b)=

w (X,η)Y (X1−EP(X1))−SDP(X1)sιw,l inX1,P (Y )
X1−EP(X1)
X 21 −E2P(X1)−VarP(X1)
hξ(X,ξ)
hη(X,η).

∈R3+ j+k .
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Under Assumption 2.3 the GMM estimator for b exists,
bˆn =
(
sˆιwˆn ,l inX1,Pn (Y ), X¯1,
VarPn (X1), ξˆn , ηˆn) .
Because the dimension of h(Z,b) is equal the dimension of b and Assumption 5.1, it follows
fromManski (1988) [Chapter 8.2.2 Formula 8.36], that
p
n(bˆn−b)=−CˆPn
p
n
∫
h(z,b)dPn (6.4)
where
CˆPn :=
(∫
∂h(z, cˆn)
∂cˆn
dPn
)−1
,
with z be an element from the sample space of Z and cˆn is a value between b and bˆn . The
analogue decomposition exists for the bootstrap estimator bˆ∗n of bˆn . Due to the fact that the
moment equation h(Z,b) is the same for the bootstrap estimator and the estimator bˆn and the
fact that the integrals over h(Z ,b) as well as the derivation ∂h(Z,b)/∂b exists and is finite, we
have that
p
n(bˆ∗n −b)=−CˆP∗n
p
n
∫
h(z,b)dP∗n , (6.5)
where Pn is the empirical measure and
Cˆ∗P∗n :=
(∫
∂h(z, cˆ∗n )
∂cˆ∗n
dP∗n
)−1
.
Before using this information to prove consistency of the bootstrap we have to consider two
lemmas. Hahn (1996) shows the consistency of the bootstrap estimator.
Assumption 6.1. 1. b is the unique solution of
∫
h(Z,b)dP= 0
2. Zi are i.i.d. random vectors for i = 1, . . . ,n
3. inf|c−b|≥δ
∣∣∫h(Z,b)dP∣∣> 0 for every δ> 0where c ∈B
4. EP
(
supc∈B |h(·,c)|
)
<∞
5. |An
∫
h(Zi , bˆn)dPn | ≤ op (1)+ infc∈B |An
∫
h(Zi ,c)dPn| and |A∗n
∫
h(Z∗i , bˆ
∗
n)dPn | ≤ o∗p(1)+
infc∈B |An
∫
h(Z∗i ,c)dPn| where An = A+op (1) and A∗n = A+o∗p (1) for some non-singular
and non-randommatrix A. o∗p(1) implies the property that the bootstrap estimation con-
verge to 0 in probability. The sequence An of randommatrices in Assumption 6.1 is usually
constructed from the data sample Z1, . . . ,Zn such that is converges to some nonrandom,
non-singularmatrix A, as described Hansen (1982).
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Lemma 6.3. Under Assumption 6.1, the bootstrap estimation bˆ∗n converge to b in probability, i.e.
bˆ∗n
p→
n→∞ b.
Proof. For the proof see Hahn (1996) Proposition 1.
In his paper Hahn used the consistency of bˆ∗n to derive under suitable conditions the asymp-
totic distribution of bˆ∗n and thereby, the consistence of the bootstrap. Wepropose an alternative
approach, based on identity (6.5). This approach uses different conditions and allows a more
clear proof. But Lemma 6.3 is needed to show the next lemma. So Assumption 6.1 shall be
applied.
Assumption 6.2. 1. h(Z∗i , ·) is continuous on B for each Z∗i ∈ supp(Z).
2. There exists a function d1(·) mapping supp(Z) into R+ such that the integral
∫
d1(Z)dPn
exists and is finite and |∂h(Z∗i ,c)/∂c | ≤ d1(Z∗i ) for all (Z∗i ,c)∈ (supp(Z),B).
3. The parameter space B is compact.
4. The observations Z∗i for i = 1, . . . ,n are independent realizations from Pn .
Lemma 6.4. Under Assumptions 6.1 and 6.2, the matrix CˆP∗n converges almost surely to the ma-
trixΩ= EP (∂h(Z,b)/∂b), i.e.
CˆP∗n
a.s.→
n→∞Ω.
Proof. According to the uniform law of large numbers (see. Appendix A.2) it follows as in the
proof of Theorem 8.2 of Manski (1988) that
sup
c∈B
∣∣∣∣∫ ∂h(z,c)∂c dP∗n −
∫
∂h(z,c)
∂c
dP
∣∣∣∣ a.s.→n→∞ 0.
By Lemma 6.3 the bootstrap estimator bˆ∗n is consistent, i.e.
bˆ∗n
a.s.→
n→∞ b.
As in Manski (1988)[Theorem 8.2. Proof] both arguments add up to∣∣∣∣∫ ∂h(z, cˆ∗n)∂c dP∗n −
∫
∂h(z,c)
∂c
dP
∣∣∣∣ a.s.→n→∞ 0,
where cˆ∗n is a value between bˆ
∗
n and b which implies that∣∣∣∣∫ ∂h(z, cˆ∗n )∂c dPn∗
∣∣∣∣ a.s.→n→∞
∣∣∣∣∫ ∂h(z,c)∂c dP
∣∣∣∣ .
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Remark 6.5. From the fact that CˆPn
a.s.→
n→∞ Ω (see. proof of Theorem 4.3) it follows directly that∣∣CˆP∗n −CˆPn ∣∣ a.s.→n→∞ 0.
With this preliminary work we can now show the consistency of the bootstrap.
Theorem 6.6. With Assumptions 5.1, 6.1 and 6.2 we obtain:
For any q ∈R3+ j+k :
∣∣P∗(pn(bˆ∗n − bˆn)≤ q |Fˆ )−P(pn(bˆn −b)≤ q |F )∣∣ p→n→∞ 0.
Proof. First, we obtain
p
n(bˆ∗n− bˆn)=
p
n(bˆ∗n−b)−
p
n(bˆn −b)
(6.4)+(6.5)= −CˆP∗n
p
n
∫
h(z,b)dP∗n +CˆPn
p
n
∫
h(z,b)dPn
=−CˆP∗n
p
n
(∫
h(z,b)dP∗n−
∫
h(z,b)dPn
)
+ (CˆPn −Cˆ∗Pn )
p
n
∫
h(z,b)dPn
With Remark 6.5, (4.4) and
p
n
∫
h(z,b)dPn
L→
n→∞N (0,κ
2
w ), (6.6)
which follows by the multivariate central limit theorem, where κ2w is the covariance matrix of
bn , we obtain that the second term converges almost surely to 0. It follows by Slutskys Theorem
for sums (see Slutsky (1925)) and (6.4) that it is sufficient to show: For any q ∈R3+ j+k :∣∣∣∣P∗(−CˆP∗npn (∫h(z,b)dP∗n−∫h(z,b)dPn)≤ q |Fˆ )−P(−CˆPnpn∫h(z,b)dPn ≤ q |F )∣∣∣∣
p→
n→∞ 0. (6.7)
Because ∫
h(z,b)dPn =
1
n
n∑
i=1
h(Zi ,b)
by defintion and (6.6) it follows with Theorem 6.2 that: For any q ∈R3+ j+k∣∣∣∣P∗(pn (∫h(z,b)dP∗n −∫h(z,b)dPn)≤ q |Fˆ )−P(pn∫h(z,b)dPn ≤ q |F )∣∣∣∣ p→n→∞ 0.
From Lemma 6.4 we obtain (6.7) with Slutskys Theorem for products (see Slutsky (1925)).
6.2.2 Interval Limits for the Weighted Signed Mean Impat
The consistency of the bootstrap justifies, that we can construct bootstrap confidence inter-
vals for the signed mean impact sιw,l inX1,P (Y ). First we consider the normal approximation as
explained in Section 6.1.2 and below. Let s be a value for sˆιwˆ ,l inX1,P (Y ). We generate R boot-
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strap samples x∗1 , . . . ,x
∗
R by randomly sampling n times without replacement from the sample
x= (x1, . . . ,xn). By Theorem 5.4, sˆιwˆ ,l inX1,P (Y ) is asymptotically normally distributed, i.e.
p
n
(
sˆιwˆ ,l inX1,P (Y )− sι
w,l in
X1,P
(Y )
)
L→
n→∞ N (0,e
T
1Ωκ
2
wΩ
T e1).
Because the covariancematrix is hard to calculate we build the bootstrap version of the normal
approximation confidence intervals. Since the estimator for sιw,l inX1,P (Y ) is unbiased, we do not
need a resampling estimator for bias bsιR but a resampling estimator for the variance v
sι
R , which
is given by
σˆsιR =
1
R
R∑
r=1
(
sˆιwˆ ,l inX1,P (Y )
(r )− sˆιwˆ ,l inX1,P (Y )
)2
,
where sˆιwˆ ,l inX1,P (Y )
(r ) is the estimate for the linear weighted signmean impact in the r th bootstrap
sample. The normal approximation confidence interval is then given by
Iˆnorsι =
(
s− (v sιR )
1
2 z1−α, s+ (v sιR )
1
2 z1−α
)
.
For the basic bootstrap intervals introduced in Section 6.1.2 we consider the α and 1−α quan-
tiles of
sˆιwˆ ,l inX1,P∗n
(Y )− s
instead of the quantiles from the normal distribution, where sˆιwˆ ,l inX1,P∗n
(Y ) is the bootstrap estima-
tor of sιw,l inX1,P (Y ). The α quantile is denoted by s
∗
R+1,α. So the interval is of the form
Iˆbassι =
(
2s− s∗(R+1)(1−α),2s− s∗(R+1)α
)
.
For the studentizedmethod introduced in Section 6.1.2, we generate a variable z∗r from each
bootstrap sample defined as
z∗r =
s∗r − s
σˆ∗
where s∗r is the value of (sˆι
wˆ ,l in
X1,P
∗
n
(Y ))r and σˆ
2∗
r = 1n
∑n
i=1
(
X ∗ (r )
1i − X¯
∗ (r )
1
)2
from the r th bootstrap
sample x∗r =
(
X∗(r )i
)
=
(
X∗(r )1 , . . . ,X
∗(r )
n
)
. For the confidence intervals we use the α and 1−α
quantiles of the R ordered z∗r values. Thus the interval is given by
Iˆstusι =
(
s− σˆz∗(R+1)(1−α), s− σˆz∗(R+1)α
)
.
where σˆ is the estimated standard error of sιw,l inX1,P (Y ) in the original model. In Section 6.1.2
this method is called the studentized method. The simulation reveals that it is complex and
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time-consuming.
The last kind of interval is the percentile interval described in Section 6.1.2. The interval is
given by
Iˆ
per
sι =
(
s∗(R+1)α, s
∗
(R+1)(1−α)
)
where s∗(R+1)α is the α quantile of the values sˆι
wˆ ,l in
X1,P
∗
n
(Y ).
6.2.3 Derivation of the Condene Interval for the Weighted Mean Impat
From the intervals Iˆsι for sι
w,l in
X1,P
(Y ) we develop confidence intervals Iˆι for the weighted mean
impact ιw,l inX1,P (Y ) by a simple conclusion. The weighted mean impact is defined as
ιw,l inX1,P (Y )=
∣∣∣∣E (w (X ,θ)Y X1−E (X1)σ(X1)
)∣∣∣∣= ∣∣∣sιw,l inX1,P (Y )∣∣∣ .
We calculate the confidence limits for ιw,l inX1,P
(Y ) by taking the absolute value of the limits for
sιw,l inX1,P (Y ). The interested hypotheses are for the weighted mean impact
H0 : ι
w,l in
X1,P
(Y )= 0 vs. H1 : ιw,l inX1,P (Y )> 0
and for the weighted signed mean impact
H0 : sι
w,l in
X1,P
(Y )= 0 vs. H1 : sιw,l inX1,P (Y ) 6= 0.
Thereby, we will only consider one-sided confidence intervals of ιw,l inX1,P
(Y ) but two-sided confi-
dence intervals of sιw,l inX1,P (Y ) for the simulations in Chapter 7. Let Iˆsι = (sιL , sιU ) be the two-sided
1−α confidence interval for sιw,l inX1,P (Y ). The interval for the linear weighted mean impact be-
comes
Iˆι =
(
min{|s| : s ∈ Iˆsι},∞
)
.
By construction it follows that
sιw,l inX1,P (Y ) ∈ Iˆsι⇒ ι
w,l in
X1,P
(Y ) ∈ Iˆι
and thereby
P
(
ιw,l inX1,P (Y ) ∈ Iˆι
)
≥ P
(
sιw,l inX1,P (Y ) ∈ Iˆsι
)
≥ 1−α.
This naive approach creates interval limits for the weighted mean impact. However, they are
conservative. Note that Iˆι = (0,∞) whenever 0 ∈ Iˆsι.
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6.3 Coeient of Determination
Moreover, in the simulation we calculate the coefficient of determination R2 as it is a well
known and frequently used measure. The coefficient of determination is defined as the ra-
tio of the regression sum of square SQE divided by the total sum of squares SQT . Alternatively,
by transformation the coefficient of determination equals one minus the ratio of the residual
sum of square SQR and the total sum of squares, i.e.
R2 = SQE
SQT
= 1− SQR
SQT
.
The measure R2 indicates how well the linear model fits the data. The range of the coefficient
of determination is between 0 and 1. If it is close to 1, then the model fits the data very good.
For the linear bivariate regression the coefficient of determination is equal to the square of
the correlation coefficient between the target variable Y and the covariates X1 and thereby
has a clear interpretation. When we transform the coefficient of determination for the linear
bivariate regression we obtain a relation to the linear mean impact of the target variable Y on
X1.
R2 =
(∑n
i=1(Yi − Y¯ )(X1i − X¯1)
)2∑n
i=1(Yi − Y¯ )2
∑n
i=1(X1i − X¯1)2
=
(
1
n
∑n
i=1Yi (X1i − X¯ )− Y¯
(
1
n
∑n
i=1 X1i − X¯1
))
1
n
∑n
i=1(Yi − Y¯ )2 1n
∑n
i=1(X1i − X¯1)2
=
(
1
n
∑n
i=1Yi
(X1i−X¯1)
ŜD(X1)
)2
Var (Y )
=
ιˆl inX1
(Y )2Var (Y )(
=
sˆιl inX1 (Y )
2
Var (Y )
)
Consequently, it exists a close relationship between the linear mean impact and the coefficient
of determination in the case of linear bivariate regression. We can calculate R2 by simply di-
viding the squared estimator of the linear mean impact by the empirical variance of the target
variable Y .
Also for our weighted linear mean impact we obtain the coefficient of determination. We
consider the the linear regression for Y ′ = w (X,ξ,η)Y as described in Section 2.3. The coeffi-
cient θw1 can be estimated by
θˆw1 =
n
∑n
i=1w (Xi ,ξ,η)X1iYi −
∑n
i=1w (Xi ,ξ,η)Yi
∑n
i=1 X1i
n
∑n
i=1 X
2
1i − (
∑n
i=1 X1i )
2
.
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For this bivariate linear regression we calculate the ratio of the regression sum of square SQEw
divided by the total sum of squares SQTw ,i.e.
R2w =
SQEw
SQTw
.
The coefficient of determination in this scenario is equal to
R2w =
(θˆw1 )
2∑n
i=1(X1i − X¯1)2∑n
i=1(w (Xi ,ξ,η)Yi − Y¯ w )2
=
sˆιw,l inX1,P (Y )
2
VarPn (w (X,ξ,η)Y )
or for the estimated weights
R2wˆ =
sˆιwˆ ,l inX1,P (Y )
2
VarPn (w (X, ξˆn , ηˆn)Y ) .
6.3.1 Bootstrap Intervals for Coeient of Determination
Like for the different versions of the mean impact we also want to calculate bootstrap intervals
for the coefficient of determination. But before we can apply bootstrapmethods to R2w and R
2
wˆ
we give a short theoretical justification.
To this end, we assume
• that the parameter estimators ξˆn and ηˆn are consistent and asymptotically normal
• and Assumption 5.1 applies.
FromTheorem5.4 which states the asymptotic normality of sˆιwˆ ,l inX1,P (Y ) follows by the∆-method
that
p
n
((
sˆιwˆ ,l inX1,P (Y )
)2
−
(
sιw,l inX1,P (Y )
)2) L→
n→∞N
(
0,4(sιw,l inX1,P (Y ))
2eT1Ωκ
2
wΩ
T e1
)
.
By Theorem 6.6 with Assumptions 5.1, 6.1 and 6.2 it follows that the bootstrap is consistent.
Lets us now define the parameter b as
b =
(
R2w ,VarP(Y ), sι
w,l in
X1,P
(Y ),EP(X1),VarP(X1),ξ,η
)T
.
We show that b fulfills all assumptions required for the bootstrap consistency (see Theorem
6.6). The parameter space B for the parameter b is given by
B= [0,1]×SY × [−SDQ(Y ),SDQ(Y )]×M×SX1 ×Ξ×E
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where SY is the parameter space of the variance of Y , M is the parameter space of the expec-
tation of X1 and SX1 is the parameter space of the variance of X1. Obviously B is compact set.
Themoment equation of the parameter b is given by
h(Z,b)=

(Y X1−Y EP(X1))2−R2w (Z)VarP(Y )VarP(X1)
Y 2−E2
P
(Y )−VarP(Y )
Y X1−Y −EP(X1)− sιw,l inX1,P (Y )SDP(X1)
X1−EP(X1)
X 21 −E2P(X1)−VarP(X1)
hξ(X,ξ)
hη(X,η)

so that EP(h(Z,b))= 0. Moreover, we assume that hη(z,η) or hξ(z,ξ) are continuously differen-
tiable in η or ξ and the deviation |∂h(z,b)/∂b| is bounded by a functionD and
∫
Dd Pˆn exists.
A suitable estimator for b is
bˆn =
(
R2wˆ ,VarPn (Y ), sˆιwˆ ,l inX1,P (Y ), X¯1,VarPn (X1), ξˆn , ηˆn)T .
We denote its bootstrap estimators by bˆ∗n . Following Manski (1988)[Chapter 8.2.2 Formula
(8.36)] (see Appendix A.1) we obtain
p
n(bˆn−b)=−CˆPn
p
n
∫
h(z,b)dPn
where Pn is the empirical probability measure, CˆPn :=
(∫ ∂h(z,cˆn )
∂cˆn
dPn
)−1
, cˆn is a value between b
and bˆn . Analogously, for the bootstrap estimator
p
n(bˆ∗n −b)=−CˆP∗n
p
n
∫
h(z,b)dP∗n ,
where CˆP∗n :=
(∫ ∂h(z,cˆn )
∂cˆ∗n
dP∗n
)−1
. By Lemma 6.4 it follows that CˆP∗n and CˆPn converge both to the
same limit almost surely and so the difference converges almost surely to zero. The consistence
of the bootstrap follows by Theorem 6.6 from which we obtain
For any q ∈R3+ j+k :
∣∣P∗(pn(bˆ∗n − bˆn)≤ q |Fˆn)−P(pn(bˆn−b)≤ q |F )∣∣ p→n→∞ 0.
By theCramer-Wold-Theorem, the consistency of the bootstrap distribution of the first element
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of b namely R2w follows:
For any q ∈R :
∣∣P∗(pn(R2∗wˆ −R2wˆ )≤ q |Fˆn)−P(pn(R2wˆ −R2w )≤ q |F )∣∣ p→n→∞ 0.
We justify the use of bootstrap intervals for the coefficient of determination in the case of
known and estimated weights. In the simulation we calculate the confidence intervals by the
normal approximation with bootstrap estimates for the variance, the basic bootstrap intervals
and the BCa confidence intervals.
CHAPTER7
EXAMPLES AND SIMULATIONS
7.1 Example
In this section we consider three examples which help us to understand how the weighted
mean impact performs compared to the partial mean impact. Two of the examples have al-
ready been considered in Brannath and Scharpenberg (2014).
Let X= (X1,X2) be the covariates vector with target variable Y . We consider two probability
measures P and Q. Under P the covariates X1 and X2 are correlated with the density fX(X,ξ,η)
and underQ they are independent with density gX(X,ξ). Themarginal density of X1 and X2 are
the same under both probability measures. We further assume that
EP(Y |X)= EQ(Y |X) almost surely.
This follows for instance if gX/ fX is a version of ∂Q/∂P. Throughout the following sections, all
functions in X1 and X2 are assumed to be real andmeasurable such that we obtain real valued
random variables.
7.1.1 Semi-linear Mean Struture with Interations
Assume that EP(Y |X) = ϑ0+ϑ1X1+ϑ2g1(X2)X1 + g2(X2) for measurable functions g1 and g2.
The partial mean impact is equal to
ιl inX1|X2(Y )=
∣∣∣∣∣ϑ1+ϑ2 ι
l in
X1|X2(g1(X2)X1)
ιl inX1|X2(X1)
+
ιl inX1|X2(g2(X2))
ιl inX1|X2(X1)
∣∣∣∣∣ ιl inX1|X2(X1).
Hence, the least square estimate θˆ1 estimates θ1 =ϑ1+ϑ2
ιl i nX1|X2 (g1(X2)X1)
ιl i nX1|X2 (X1)
+ ι
l i n
X1 |X2 (g2(X2))
ιl i nX1|X2 (X1)
which is the
marginal mean slope of X1 in E (Y |X). The partial mean impact is confounded because even if
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ϑ1 =ϑ2 = 0 it can be lagrer than 0.
Compared to this we consider the weighted mean impact under the given conditions
ιl in,wX1,P
(Y )= ιl inX1,Q(Y )
=
∣∣∣∣EQ (EQ(Y |X)X1−E (X1)SD(X1)
)∣∣∣∣
=
∣∣∣∣EQ ((ϑ0+ϑ1X1+ϑ2g1(X2)X1+ g2(X2)) X1−E (X1)SD(X1)
)∣∣∣∣
=
∣∣∣∣(ϑ0+E (g2(X2)))E (X1−E (X1)SD(X1)
)
+
(
ϑ1+ϑ2E
(
g1(X2)
))
E
(
X1
X1−E (X1)
SD(X1)
)∣∣∣∣
=
∣∣ϑ1+ϑ2E (g1(X2))∣∣ ιl inX1,Q(X1). (7.1)
Obviously, the linear weighted mean impact is free of confounding. The result is the same as
for the partial mean impact calculated by Brannath and Scharpenberg (2014), when the expec-
tation of the covariable X1 is linear in X2.
7.1.2 Semi-quadrati Additive Mean Struture
In the second example we assume that EP(Y |X)= ϑ0+ϑ1X1+ϑ2X 21 + g2(X2). The partial mean
impact equals
ιl inX1|X2(Y )=
∣∣∣∣∣ϑ1+ϑ2 ι
l in
X1|X2(X
2
1 )
ιl inX1|X2(X1)
+
ιl inX1|X2(g2(X2))
ιl inX1|X2(X1)
∣∣∣∣∣ ιl inX1|X2(X1)
Obviously, the partial mean impact depends on g2(X2). Even if ϑ1 and ϑ2 are zero the partial
mean impact can be larger then zero and so the partial mean impact for X1 is confounded with
X2. The weighted mean impact can be calculated as follows
ιl in,wX1,P
(Y )= ιl inX1,Q(Y )
=
∣∣∣∣EQ (EQ(Y |X)X1−E (X1)SD(X1)
)∣∣∣∣
=
∣∣∣∣EQ ((ϑ0+ϑ1X1+ϑ2X 21 + g2(X2))X1−E (X1)SD(X1)
)∣∣∣∣
=
∣∣∣∣∣(ϑ0+EQ(g2(X2)))EQ
(
X1−E (X1)
SD(X1)
)
+ϑ1ιl inX1,Q(X1)+ϑ2
E (X 31 )−E (X 21 )E (X1)
SD(X1)
∣∣∣∣∣
=
∣∣∣∣∣ϑ1+ϑ2E (X 31 )−E (X 21 )E (X1)Var (X1)
∣∣∣∣∣ ιl inX1,Q(X1).
The weighted mean impact differs from the partial mean impact. While the weighted mean
impact is free of confounding, the partial mean impact depends on the function g2(X2) and
thereby, is not free of confounding. Later, in the simulation study we will see this makes a
difference, when estimating both parameters.
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7.1.3 Semi-quadrati Additive Mean Struture with Interation
We combine 7.1.1 with 7.1.2. Assume that EP(Y |X) = ϑ0+ϑ1X1+ϑ2X 21 +ϑ3g1(X2)X1+ g2(X2),
with a non-linear function g2. Also for this example, we have to calculate the partial mean
impact.
ιl inX1|X2(Y )=
∣∣∣∣∣ϑ1+ϑ2 ι
l in
X1|X2(X
2
1 )
ιl inX1|X2(X1)
+ϑ3
ιl inX1|X2(g1(X2)X1)
ιl inX1|X2(X1)
+
ιl inX1|X2(g2(X2))
ιl inX1|X2(X1)
∣∣∣∣∣ ιl inX1|X2(X1)
The partial mean impact is not free of confounding because it depends on g2(X2) and can be
larger than 0 even though ϑ1 =ϑ2 =ϑ3 = 0.
The weighted mean impact also quantifies the effect of X1 on Y , but is confounding free
ιl in,wX1,P
(Y )= ιl inX1,Q(Y )
=
∣∣∣∣EQ (E (Y |X)X1−E (X1)SD(X1)
)∣∣∣∣
=
∣∣∣∣EQ ((ϑ0+ϑ1X1+ϑ2X 21 +ϑ3g1(X2)X1+ g2(X2)) X1−E (X1)SD(X1)
)∣∣∣∣
=
∣∣∣∣∣ϑ1+ϑ3E (g1(X2))+ϑ2E (X 31 )−E (X 21 )E (X1)Var (X1)
∣∣∣∣∣ ιl inX1,Q(X1) (7.2)
In the next section we display simulations for the given examples as well as for the case of a
linear model for Y , i.e.
E (Y |X)=ϑ0+ϑ1X2+ g2(X2).
7.2 Simulations for Trunated Normally Distributed
Covariates
In the previous chapters we obtained theoretical results like the consistency and asymptotic
normality of the estimator for the weighted mean impact. Moreover, we have shown that the
bootstrap estimator for theweightedmean impact is consistent. In this section we show the re-
sult of simulations for four different scenarios. This gives a first impression of the convergence.
We assume the conditions of the example in Section 4.3.3. For all four scenarios we simulate
the basic bootstrap confidence intervals, the normal approximation confidence intervals and
the BCa confidence intervals as explained in section 6.2. All confidence intervals are 95% lower
confidence intervals. The simulation are done using the statistic software R projet.
Our goal is to assess the effect of a covariate X1 on the target variable Y while adjusting for
the possible influence of another covariate X2 by the weighted mean impact. We consider the
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general simulation model:
Y = θ0+θ1X1+h(X1,X2)+ǫ.
Here h(X1,X2) is ameasurable function that varies between the four simulation scenarios. The
error term ǫ follows a standardnormal distribution and is independent from the two covariates.
The one-sided test which can be preformed on the basis of the confidence intervals is given by
H0 : ι
l in
X1,Q
(Y )= 0 vs. H1 : ιl inX1,Q(Y )> 0
which is the same as
H0 : ι
w,l in
X1,P
(Y )= 0 vs. H1 : ιw,l inX1,P (Y )> 0.
Because the asymptotic variance of the estimator for the weighted mean impact is complex we
prefer bootstrap confidence intervals for the simulations. For more details see chapter 6.2.
Before we explain the four different models, we describe the basis setup, which is the same
in all four scenarios. We let the sample size n be 200 and consider 1000 simulation runs. Fur-
thermore, we assume a bivariate covariate vectorX= (X1,X2) which follows a truncatednormal
distribution, i.e.
X∼ TN(l,u)(0,Σ)
where l= (−5,−5)T , u= (5,5)T and Σ=
1 ρ
ρ 1
. Like before we consider the covariates for two
different probability measures. Under the probability measure P the covariates are truncated
normally distributed like given above, namely correlated with correlation coefficient ρ. For the
second probability measure Q the covariates are independent and the joint distribution is the
product of the marginal distributions. Because the marginal distributions are the same under
P and Q we need to determine the marginal distribution of X1 and X2 in P. In the simulation
we use the function dtmvnorm.marginal() of the library tmvtnorm to calculate the marginal
distributions, which are not simply marginally truncated normal distributions.
One interesting question is, how the weighted mean impact changes with the correlation ρ
between X1 and X2. To this end, the results of the simulations are mostly given for ρ = 0.3,
ρ = 0.6 and ρ = 0.9. To estimate the weights we have to estimate the parameter of the comment
distribution, which in this case is ρ. The parameter is estimated by the function or(,).
As in Section 4.3.3 we avoid to estimate themean and the standard deviation of themarginal
distributions, because the estimator are time consuming. This is why we extent the simulation
later to a bivariate standard normal distributed covariable for the scenarios with interaction
term and non-linear influence of X2 and the scenario with interaction term and quadratic in-
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fluence of X1 and X2, see Section 7.3.
The simulations have shown that some of the weights can get very large, which leads to un-
stable results due to outliers. So we use methods to trim the weights. This is a common tech-
nique whenworking with weights, in particular, in the context of inverse probability weighting,
see e. g. Cole and Hernán (2008). In our simulations we truncate the weights at 10 and set
all larger weights to 0. Table 7.2 shows that this is no great restriction. The table shows the
minimum, the maximum and themean of the quantiles oberserved in each simulation run.
90% 95% 99%
ρ Min Mean Max Min Mean Max Min Mean Max
0.3 TN 1.018 1.297 1.758 1.024 1.532 2.440 1.040 2.264 7.508
GC 1.006 1.227 1.761 1.009 1.495 2.539 1.018 2.179 13.260
0.5 TN 1.183 1.446 1.963 1.262 1.908 3.379 1.611 3.696 22.480
GC 1.140 1.405 1.918 1.259 1.822 3.335 1.583 3.406 21.200
0.9 TN 0.734 1.105 2.158 1.014 1.758 6.672 1.702 6.117 69.550
GC 0.749 1.043 1.653 0.946 1.647 4.738 1.513 5.051 211.800
Table 7.1: The quantile of the empirical distribution of the weights for TN andGC
In the tabular TN stands for truncated normal distributed covariates X and GC stands for
Gaussian copula which means that the covariates are generated by the Gaussian copula as de-
scribed below. Alternatively, we could have looked at all weights over all simulations and deter-
mine the 90%, 95% and 99% quantile. However, we have preferred to follow Cole and Hernán
(2008).
7.2.1 Notation
To avoid confusion we give a short overview of the notation, which we use in the following
tables and sections.
The simulation yields themean, the empirical variance, the empiricalMSE and the bootstrap
confidence intervals for theweightedmean impact with knownweights ιˆw,l inX1,P
(Y ) and unknown
weights ιˆwˆ ,l inX1,P
(Y ), for the normal mean impact ιˆl inX1 (Y ) and the partial mean impact ιˆ
l in
X1|X2(Y ).
We simulate three kinds of bootstrap confidence intervals, namely the basic bootstrap inter-
vals ("bas"), the normal approximation bootstrap intervals ("norm"), where we estimated the
variance out of the bootstrap realizations from every bootstrap repetition and the BCa boot-
strap intervals ("BCa"). The power, i.e. the probability of exclusion of zero for the confidence
intervals is shortened to "Pow" and the coverage probability is shortened to "CP" for all confi-
dence intervals.
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7.2.2 Linear Regression
The first scenario we consider the linear regression, i.e.
Y = θ0+θ1X1+θ2X2+ǫ,
where we choose θ0 = 1, θ1 = 0.5 and θ2 = 1. Theweighted mean impact with unknownweights
can be estimated by Formular (3.1) in Section 3.3 which also holds for the weighted mean im-
pact with estimated weights
ιˆwˆ ,l inX1,P
(Y )=| θˆwˆ1 | ŜDPn (X1). (7.3)
where
θˆwˆ1 =
1
n
n∑
i=1
w (Xi , ηˆn)Yi
X1i − X¯1
1
n
∑n
i=1(X1i − X¯1)2
. For more details see Section 2.3.2. To calculate the marginal standard derivation of X1 we use
the following R-code:
>library(tmvtnorm)
>a <- (-5,-5)
>b <- (5,5)
>rho <- 0.3
>absigma <- matrix((1,rho,rho,1),2,2)
>mtmvnorm(mean=(0,0), sigma=absigma, lower=a, upper=b)$ tvar[1,1℄
[1]0.9999838
Thus, we have SDP(X1)= 0.9999 in this example. The weighted mean impact is then equal to
ιw,l inX1,P
(Y )= 0.5 ·0.9999 = 0.4999.
For a truncated bivariate normal distributed X the SDP(X1) of the marginal density of X1 de-
pends on the correlation ρ (see Arnold et al. (1993) in Appendix A.4). That is why we have to
calculate the value for ιw,l inX1,P
(Y ) for each ρ separately.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5024 0.5064 0.8029 0.4769 0.1005 0.1014
Variance 0.0144 0.0119 0.0101 0.0058 0.0017 0.0016
MSE 0.0144 0.0120 0.1018 0.0064 0.0018 0.0017
Powbas 0.9810 0.9860 1.0000 1.0000 0.7580 0.8110
CPbas 0.9260 0.9550 0.0880 0.9670 0.9850 0.9870
Pownorm 0.9760 0.9810 1.0000 1.0000 0.8090 0.8480
CPnorm 0.9260 0.9530 0.0870 0.9660 0.9790 0.9840
PowBC A 0.9430 0.9650 1.0000 1.0000 1.0000 1.0000
CPBC A 0.9210 0.9210 0.0910 0.9630 0.9670 0.9710
Table 7.2: Linear Regression for TN: Results for ρ = 0.3
Table 7.2 shows, good results for the weighted mean impact also if the weights are esti-
mated. Interestingly, the variance of the weighted mean impact estimator is larger when using
the known weights. This is in line to our findings in Section 4.5 for categorical independent
variables. Note that we also obtain higher power and coverage probabilities if we estimate ρ.
Similar results are found for the measure of determination. Compared to the estimator for the
partialmean impact, the variance of the estimator for the weightedmean impact is higher. The
reason for the larger variance is that we work with weights.
Even for a small correlation of ρ = 0.3 we see, that the partial mean impact underestimates
the true effect of X1 on Y . The coverage probability for ιˆ
wˆ ,l in
X1,P
(Y ) is above the usual level 0.95
for all except the BCa intervals which provide to small coverage. Using the known weights or
no weights leads to under coverage for all types of confidence intervals.
The next tables show that if the correlation increases the partial mean impact decreases and
becomesmore conservative, whereas the estimated weightedmean impact remains nearly un-
changed. So an increasing correlation has no strong effect on the mean of the weighted mean
impact. However, the variance of those estimates seems to increasewith increasing correlation.
The ordinary mean impact is highly biased in the present scenario, even if we have a small
correlation. As a consequence the confidence intervals based on ιˆl inX1
(Y ) have a coverage prob-
ability close to zero. The larger correlation ρ increases the lower the coverage probability be-
comes as can be seen in Table 7.3 and Table 7.4.
The coefficient of determination for the case of known and estimatedweights leads to similar
result. This also applies for the remaining simulations.
CHAPTER 7 EXAMPLES AND SIMULATIONS 91
Using a correlation of 0.6 the standard deviation of X1 is
SDP(X1)= 0.9999799
Hence, the weighted mean impact is still equal to
ιw,l inX1,P
(Y )= 0.5 ·0.9999 = 0.4999.
like for ρ = 0.3.
ιˆw,l inX1,P (Y ) ιˆ
wˆ ,l in
X1,P
(Y ) ιˆl inX1 (Y ) ιˆ
l in
X1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5123 0.5217 1.0957 0.3943 0.1057 0.1055
Variance 0.0641 0.0573 0.0087 0.0052 0.0028 0.0026
MSE 0.0642 0.0578 0.3636 0.0164 0.0028 0.0026
Powbas 0.8700 0.8670 1.0000 1.0000 0.6610 0.6190
CPbas 0.9300 0.9420 0.0000 1.0000 0.9920 0.9860
Pownorm 0.8550 0.8450 1.0000 1.0000 0.7340 0.6770
CPnorm 0.9210 0.9360 0.0000 1.0000 0.9910 0.9790
PowBC A 0.8210 0.8210 1.0000 1.0000 1.0000 1.0000
CPBC A 0.8510 0.8580 0.0000 1.0000 0.9390 0.9390
Table 7.3: Linear Regression for TN: Results for ρ = 0.6
In Table 7.3 we see that the weighted mean impact provides a power of around 0.85 with all
kinds of intervals, but the coverage probability is low, especially for the BCa intervals. The or-
dinarymean impact is anti-conservative, because of the effect of X2, which has anmajor influ-
ence on themean impact. The partial mean impact is biased but the results for the confidence
intervals are good.
Finally, we consider the case where ρ = 0.9 and obtain for SDP(X1) = 0.9999. Thereby, the
weighted mean impact is again equal to
ιw,l inX1,P
(Y )= 0.5 ·0.9999 = 0.4999.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5078 0.5139 1.4026 0.2133 0.0671 0.0669
Variance 0.0933 0.0751 0.0062 0.0048 0.0012 0.0009
MSE 0.0933 0.0752 0.8210 0.0869 0.0031 0.0028
Powbas 0.8670 0.8370 1.0000 0.9150 0.7140 0.6900
CPbas 0.9950 0.9880 0.0000 1.0000 1.0000 1.0000
Pownorm 0.8790 0.8540 1.0000 0.9140 0.8200 0.7440
CPnorm 0.9940 0.9780 0.0000 1.0000 1.0000 1.0000
PowBC A 0.8880 0.8750 1.0000 0.9120 1.0000 1.0000
CPBC A 0.9540 0.9420 0.0000 1.0000 0.9960 1.0000
Table 7.4: Linear Regression for TN: Results for ρ = 0.9
Altogether we see that with increasing correlation the estimator for partial impact it getting
more and more conservative. In contrast to this, the estimator for the mean impact increases
and over-estimates the effect of X1 on Y . Even with high variance the power and the coverage
probability of the estimator for the weighted mean impact is comparable to the power and the
coverage probability of the partialmean impact. Especiallywhen the correlation is 0.6 or higher
it is advisable to use the estimator for the weighted mean impact, even if we have to estimate
the weights.
7.2.3 Semi-linear Mean Struture with Interation
The next simulation scenario is given by the semi-linear model
Y = θ0+θ1X1+θ2X1X2+θ3X2+ǫ
where θ0 = 1, θ1 = 0.5 and θ2 = 1. The error term ǫ and the covariates are independent and
ǫ∼N (0,1). From Section 7.1.1 we known that
ιw,l inX1,P (Y )= |θ1+θ3EP(X2)|SDP(X1)= |θ1|SDP(X1)
because EP(X2)= 0 by assumption. Thereby, the weighted mean impact for the three different
levels of ρ are the same as before, i.e. for all ρ the weighted mean impact is ιw,l inX1,P
(Y )= 0.4999.
For the calculation see Section 7.2.2.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5028 0.4964 0.8045 0.4749 0.0784 0.0783
Variance 0.0476 0.0551 0.0292 0.0211 0.0021 0.0019
MSE 0.0476 0.0031 0.0030 0.0217 0.0551 0.1219
Powbas 0.9090 0.9240 1.0000 0.9680 0.5300 0.5290
CPbas 0.9300 0.9450 0.4150 0.9620 0.9970 0.9960
Pownorm 0.9020 0.9140 1.0000 0.9660 0.5940 0.6200
CPnorm 0.9290 0.9420 0.4070 0.9620 0.9950 0.9950
PowBC A 0.8610 0.8900 0.9990 0.9610 1.0000 1.0000
CPBC A 0.9010 0.9130 0.3830 0.9480 0.9870 0.9830
Table 7.5: Semi-linear Mean Structure with Interaction for TN: Results for ρ = 0.3
Table 7.5 indicates that the mean impact over estimate the true impact of ιw,l inX1,P
(Y )= 0.4999
severely. The reason for the overestimation is that, X1 and X2 are correlated and so the interac-
tion term X1X2 has an influence on themean impact. Of course, this effect increases when the
correlation between X1 and X2 increases.
In contrast the partial mean impact underestimates the effect of X1 of Y . In this scenario the
partial mean impact is quite conservative. As the next tables show, this conservatism increases
with increasing ρ. The power and the coverage probability are good in the case of ρ = 0.3. The
basic bootstrap and the normal approximation intervals keep the level 0.95, only the coverage
probability of the BCa intervals is somewhat to low.
The mean of the weighted mean impacts is closer to the true value of 0.4999. But the price
we pay for using the weights is a higher variance. This high variance leads to a lower power.
The power is around 0.90 in nearly all cases. But even with the higher variance we still keep the
level around 0.95 for the coverage, even the correlation is high. The BCa bootstrap intervals do
not only have a low coverage rate but also a low power. Note that for the weightedmean impact
we do not have a theoretical result, which guaranties that the BCa intervals keep the level of
0.95.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5089 0.5135 1.0982 0.3907 0.0757 0.0753
Variance 0.0914 0.0738 0.0363 0.0183 0.0016 0.0014
MSE 0.0914 0.0739 0.3941 0.0302 0.0028 0.0027
Powbas 0.8820 0.8770 1.0000 0.8970 0.6170 0.5780
CPbas 0.9420 0.9640 0.0570 0.9970 1.0000 0.9990
Pownorm 0.8830 0.8680 1.0000 0.8960 0.7310 0.6560
CPnorm 0.9300 0.9500 0.0570 0.9970 1.0000 0.9980
PowBC A 0.8460 0.8460 1.0000 0.8900 1.0000 1.0000
CPBC A 0.8540 0.8790 0.0600 0.9970 0.9910 0.9930
Table 7.6: Semi-linear Mean Structure with Interaction for TN: Results for ρ = 0.6
Table 7.6 reinforce the impression of Table 7.5. The coverage probability of the intervals for
the weighted mean impact increases and the power decreases. This applies also to the partial
mean impact but not to the weighted version with estimated weights. Table 7.7 confirms the
already observed dependency on ρ.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5017 0.5135 1.3929 0.2151 0.0469 0.0461
Variance 0.1021 0.1424 0.0476 0.0165 0.0012 0.0011
MSE 0.1019 0.1424 0.8448 0.0976 0.0053 0.0053
Powbas 0.8550 0.8160 1.0000 0.5630 0.2960 0.3360
CPbas 0.9980 0.9930 0.0130 0.9990 1.0000 1.0000
Pownorm 0.8740 0.8220 1.0000 0.5670 0.4350 0.4570
CPnorm 0.9910 0.9860 0.0120 0.9990 1.0000 1.0000
PowBC A 0.8820 0.8670 0.9990 0.5560 1.0000 1.0000
CPBC A 0.9490 0.9390 0.0170 0.9990 0.9990 0.9990
Table 7.7: Semi-linear Mean Structure with Interaction for TN: Results for ρ = 0.9
The results make clear, that the mean impact is unsuitable to estimate the true influence of
X1 on Y , since it overestimate the true effect. A clear sign is on the one hand the large MSE
and on the other hand the too small coverage probability. In the scenario ρ = 0.9 the coverage
probability is almost 0.02. But also the partial mean impact decreases with increasing ρ. In the
scenario with ρ = 0.9 it is less than half of the true effect. Whereas the power in the scenario
for ρ = 0.6 is around 0.90 it decreases in the scenario ρ = 0.9 to around 0.55. The variance of
theweighted mean impact is still high (0.1424 for ρ = 0.9), and its basic and normal confidence
intervals keep the 0.95 level and the power lies between 0.8 and 0.9. So even the variance, and
as a result theMSE , is high compared to the partial mean impact, it is a suitable estimator.
When we compare the scenario with interaction term θ2X1X2 to the first scenario of a linear
regression dependently, we see that especially the partial mean impact preformsworse than in
the scenario without interaction term. While the power in the first scenario for ρ = 0.9 is still
around 0.91 it decreases in the second scenario to only around 0.55. The performance of the
weighted mean impact remains nearly unchanged for the first and the second scenario.
7.2.4 Semi-quadrati Additive Mean Struture
In the third scenario the model for Y includes not only a linear influence but also a quadratic
influence of X 21 . The so called Semi-quadratic additive model is given by
Y = θ0+θ1X1+θ2X 21 +θ3X2+ǫ
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where θ0 = 1, θ1 = 0.5 and θ2 = 1. The error term ǫ and the covariates are independent and
ǫ∼N (0,1). Like before the trueweightedmean impact of X1 on Y is, for all ρ ιw,l inX1,P (Y )= 0.4999.
For the calculation see section 7.2.2.
ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.4882 0.4928 0.7928 0.4669 0.0797 0.0767
Variance 0.1589 0.1496 0.0615 0.0529 0.0099 0.0079
MSE 0.1589 0.1495 0.1471 0.0540 0.0109 0.0091
Powbas 0.5720 0.5490 0.9380 0.6975 0.0770 0.0560
CPbas 0.9450 0.9670 0.6150 0.9620 0.9990 1.0000
Pownorm 0.5750 0.5560 0.9380 0.6980 0.1190 0.0830
CPnorm 0.9420 0.9610 0.6200 0.9620 0.9990 0.9980
PowBC A 0.5880 0.5800 0.9310 0.6960 1.0000 1.0000
CPBC A 0.8910 0.9010 0.6110 0.9510 0.9810 0.9790
Table 7.8: Semi-quadratic Additive Mean Structure for TN: Results for ρ = 0.3
Like before, the estimator for themean impact (ιˆl inX1 (Y )= 0.7928) overestimates the true value
and the estimator of the partial mean impact (ιˆl inX1|X2(Y ) = 0.4669) underestimates it. This ef-
fect increases with increasing ρ. The variance of the estimator of the weighted mean impact
(0.1496) is higher than the variance of the mean impact (0.0615) and the variance of the partial
mean impact (0.0529). In this scenario it is conspicuous that the power for the weighted mean
impact with known and unknown weights and the partial mean impact is even for a ρ of 0.3
only around 0.6 and 0.7. The power becomes worse when ρ increases as listed in the next two
tables. The reason for the decreasing power for theweightedmean impact and the partialmean
impact is the increasing variance of the estimators. The variance of ιˆl inX1|X2(Y ) is lower compared
to ιˆwˆ ,l inX1,P (Y ) and this leads to lower power for the weighted mean impact.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.4608 0.5140 1.0991 0.3932 0.0889 0.0891
Variance 0.6797 0.6481 0.0574 0.0405 0.0106 0.0121
MSE 0.6806 0.6477 0.4163 0.0518 0.0111 0.0125
Powbas 0.4600 0.4360 0.9940 0.6570 0.0680 0.0520
CPbas 0.9650 0.9750 0.1840 0.9860 1.0000 0.9990
Pownorm 0.4760 0.4470 0.9940 0.6620 0.1010 0.0820
CPnorm 0.9580 0.9690 0.1850 0.9850 1.0000 0.9980
PowBC A 0.5260 0.5130 0.9950 0.6650 1.0000 1.0000
CPBC A 0.8790 0.8840 0.1940 0.9810 0.9730 1.0000
Table 7.9: Semi-quadratic Additive Mean Structure for TN: Results for ρ = 0.6
In Table 7.9 we see that the variance of the weighted mean impact increases and as a result
the power decreases to 0.46 for the basic bootstrap intervals. The coverage probability for the
basic bootstrap and the normal approximation confidence intervals hold the level of 0.95 for
theweightedmean impact and the partialmean impact. As in Table 7.8 the power of the partial
mean impact is lager than the power of the weighted mean impact. This fact changes in Table
7.10.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.4803 0.4825 1.3965 0.2182 0.0464 0.0452
Variance 0.3729 0.3008 0.0528 0.0218 0.0026 0.0016
MSE 0.3729 0.3008 0.8566 0.1009 0.0068 0.0059
Powbas 0.6380 0.5780 0.9980 0.4810 0.1290 0.1390
CPbas 0.9930 0.9930 0.0180 1.0000 1.0000 1.0000
Pownorm 0.6680 0.5800 0.9980 0.4860 0.2070 0.2130
CPnorm 0.9910 0.9870 0.0180 1.0000 1.0000 1.0000
PowBC A 0.7180 0.6890 0.9980 0.4940 1.0000 1.0000
CPBC A 0.9480 0.9330 0.0260 1.0000 1.0000 0.9980
Table 7.10: Semi-quadratic Additive Mean Structure for TN: Results for ρ = 0.9
Comparing to the previous two scenarios in section 7.2.2 and 7.2.3 the power of the con-
fidence intervals for the estimator of the weighted mean impact with known and unknown
weights (around 0.5 for ρ = 0.6 and around 0.65 for ρ = 0.9) and the partial mean impact
(around 0.65 for ρ = 0.6 and around 0.5 for ρ = 0.9) are low. The power of the confidence inter-
vals for the estimator of the weighted mean impact increases from around 0.5 to 0.65 when ρ
increases from 0.6 to 0.9. Likewise, the variance of the estimator of the weighted mean impact
behaves against the expectation, because the variance decreases from 0.6481 to 0.3008 when
ρ increases from 0.6 to 0.9. One explanation for this effect might be that the number of 1000
repetitious is too small. But the bootstrap simulation are quite time consuming and so it is
hardly possible to do more repetitions. In further studies one may investigate this surprising
discovery .
The estimator for the mean impact ιˆl inX1,P
(Y ) is again anti-conservative. The coverage proba-
bility of the bootstrap confidence intervals aremuch too low (instead of 0.95 it is around 0.2 for
ρ = 0.6 and around 0.02 for 0.9). This is because the estimator for the mean impact overesti-
mates the true value clearly.
7.2.5 Semi-quadrati Additive Mean Struture with Interation
In the last scenario we combine the second and the third scenario so that we obtain a model
with quadratic additive covariable X1 and also an interaction term X1X2, hence
Y = θ0+θ1X1+θ2X 21 +θ3X1X2+θ4X2+ǫ
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where θ0 = 1, θ1 = 0.5, θ2 = 1, θ3 = 1 and θ4 = 1. The error term ǫ is independent from the
covariates and standard normally distributed. The weighted mean impact for the three differ-
ent levels of ρ are still the same as before, meaning that for all ρ the weighted mean impact is
ιw,l inX1,P
(Y )= 0.4999. For the calculation see section 7.2.2.
ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5165 0.5212 0.8065 0.4839 0.0473 0.0473
Variance 0.0967 0.1159 0.1067 0.0818 0.0025 0.0021
MSE 0.0969 0.1163 0.2006 0.0819 0.0067 0.0062
Powbas 0.6710 0.6630 0.8240 0.5950 0.0820 0.0670
CPbas 0.9400 0.9520 0.7280 0.9540 1.0000 1.0000
Pownorm 0.6770 0.6700 0.8310 0.5950 0.1220 0.1110
CPnorm 0.9330 0.9500 0.7220 0.9530 1.0000 1.0000
PowBC A 0.6700 0.6920 0.8220 0.5870 1.0000 1.0000
CPBC A 0.9090 0.9090 0.7060 0.9380 0.9960 0.9970
Table 7.11: Semi-quadratic Additive Mean Structure with Interaction for TN: Results for ρ = 0.3
Table 7.11 shows that for ρ = 0.3 the estimator for the weighted mean impact overestimate
the true value slightly and the estimator for the partial mean impact underestimate the true
value. But even the power of the estimator for the weighted mean impact (around 0.66) is
higher than the power of the estimator for the partial mean impact (around 0.6). The cover-
age probability is about 0.95 for the basic bootstrap confidence intervals and the asymptotic
normal intervals. Only the BCa confidence intervals do not keep the level. Since we have no
theoretical results for the BCa this is not surprising.
The estimator for the mean impact overestimates the true value like in the previous three
scenarios. Comparing to the other estimators, theMSE (0.2006) is high and the coverage prob-
ability (around 0.82) is low. Again the estimator of the mean impact is not suitable to estimate
the effect of X1 on Y because it is also influenced by the effect of X2 on Y .
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.5286 0.5385 1.1103 0.4036 0.0476 0.0467
Variance 0.4856 0.7185 0.1502 0.0822 0.0031 0.0028
MSE 0.4859 0.7192 0.5225 0.0913 0.0071 0.0069
Powbas 0.5370 0.4910 0.8990 0.4720 0.0510 0.0470
CPbas 0.9660 0.9730 0.4690 0.9660 1.0000 1.0000
Pownorm 0.5550 0.5120 0.9040 0.4710 0.0820 0.0790
CPnorm 0.9560 0.9640 0.4670 0.9650 1.0000 0.9990
PowBC A 0.6120 0.5960 0.8900 0.4730 1.0000 1.0000
CPBC A 0.8830 0.8900 0.4570 0.9570 0.9980 0.9970
Table 7.12: Semi-quadratic Additive Mean Structure with Interaction for TN: Results for ρ = 0.6
In Table 7.12 we see a further increasing variance for the weighted mean impact (0.4856).
This has an effect on the power. But the power for the weighted mean impact is still larger
than for the partialmean impact, even the variance of the partialmean impact is much smaller
(0.0822).
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
wˆ R
2
w
Mean 0.5039 0.4893 1.4069 0.2184 0.0274 0.0261
Variance 0.4653 0.4028 0.0173 0.0501 0.0013 0.0008
MSE 0.4649 0.4025 0.9949 0.1293 0.0083 0.0081
Powbas 0.6010 0.5440 0.9540 0.2640 0.0450 0.0540
CPbas 0.9960 0.9920 0.2800 0.9990 1.0000 1.0000
Pownorm 0.6290 0.5620 0.9480 0.2690 0.0760 0.0990
CPnorm 0.9930 0.9870 0.2830 0.9990 1.0000 1.0000
PowBC A 0.6930 0.6590 0.9420 0.2820 1.0000 1.0000
CPBC A 0.9450 0.9340 0.2900 0.9980 1.0000 1.0000
Table 7.13: Semi-quadratic Additive Mean Structure with Interaction for TN: Results for ρ = 0.9
Table 7.12 and Table 7.13 show, that with increasing ρ the estimator for the mean impact
overestimates the value of ιw,l inX1,P
(Y ) = 0.4999 and the estimator for the partial mean impact
more and more underestimates the value. For example in the case of ρ = 0.9 the mean of the
estimator for the partialmean impact equals 0.2184 and themean of the estimator for themean
impact is 1.4069. Again the estimator of the partial mean impact has a low power (for ρ = 0.6
around 0.47 and for ρ = 0.9 around 0.26). So the estimator is not suitable to estimate the true
influence of X1 on Y in this scenario with a linear quadratic term and a interaction term. Also
the estimator of themean impact is not suitable, because the coverage probability is to low (for
ρ = 0.6 around 0.46 and for ρ = 0.9 around 0.28).
Whenwe compare Table 7.12 and Table 7.13 in terms of the estimator for the weightedmean
impact, we get a similar surprising result as in Section 7.2.4. First, the mean of the estimator
for the weighted mean impact decreases from 0.5385 to 0.4893 for increasing ρ. Secondly, the
variance of the estimator decreases from 0.7185 to 0.4893 with increasing ρ and thus the MSE
decreases. Most surprisingly, the power of the estimator increases from around 0.5 for ρ = 0.6
to 0.55 for ρ = 0.9. Since, this increasing of power with ρ only happens in the last two scenarios,
the quadratic term seems to be responsible for the surprising result.
7.2.6 Conlusion
To summarize the simulation results from section 7.2.2 to 7.2.5 we give an overview of the re-
sults.
We start with the analysis of the estimator for the mean impact ιˆl inX1 (Y ). In all four scenarios
ιˆl inX1 (Y ) overestimate the value ι
w,l in
X1,P
(Y ) = 0.4999. Even for a low correlation ρ of X1 and X2 of
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0.3 the estimator yields a value of around 0.8. If ρ increases the estimator of the mean impact
also increases so that for ρ = 0.6 the mean is around 1.1 and for ρ = 0.9 it is around 1.4. Conse-
quently the coverage probability of the bootstrap confidence intervals are low. Especially in the
first and the second scenario it decreases when ρ increases. In the third and fourth scenario the
coverage probability is higher but still only around 0.6 for ρ = 0.3 and then drops sharply. In to-
tal we can conclude from our simulations that the estimator for the mean impact ιˆl inX1 (Y ) is not
suitable to estimate the effect of X1 on Y as measured by ι
l in,w
X1,P
(Y ). ιˆl inX1 (Y ) is always influenced
by the effect of X2 on Y .
In a second step we summarize the results for the estimator of the partial mean impact
ιˆl inX1|X2(Y ). ιˆ
l in
X1|X2(Y ) underestimates the value ι
w,l in
X1,P
(Y ) = 0.4999 for the influence of X1 on Y
in all four scenarios. While for ρ = 0.3 the difference is negligible (around 0.47) ιˆl inX1|X2(Y ) is get-
ting more conservative when ρ increases. So the mean of the estimator ιˆl inX1|X2(Y ) decreases to
0.39 for ρ = 0.6 and for ρ = 0.9 it is only equal to 0.21. As we can see, the estimator for the partial
mean impact is a conservative estimator for ιˆl inX1,Q
(Y ). Amajor advantage of this estimator is the
small variance and small MSE in most scenarios. Moreover, it keeps the level of the coverage
probability in all considered cases. In the first two scenarios ιˆl inX1|X2(Y ) achieves a good power
around 0.9. Only in the second scenario for a correlation of 0.9 the power decreases to around
0.56. In the scenarios with a quadratic additive influence of X1 on Y the power decreases and
even for ρ = 0.3 becomes is less then 0.7. All in all, the estimator for the partial mean impact
is useful, if the correlation ρ between X1 and X2 is small, but the estimator is too conservative
when ρ increases.
The explanation why the partial mean impact decreases when the correlation ρ increases is
that the partial mean impact correspond to
ιl inX1|X2(Y )= |θ1|ι
l in
X1|X2(X1)
see theorem 1.7. Because ιl inX1|X2(X1) equals the standard derivation of the residual from the
linear regression for X1 on X2, it depends on the correlation between X1 and X2 and we know
that the standard derivation decreases when ρ increases.
At last we compare the results for the mean impact and the partial mean impact to our new
developed weighted mean impact with known and unknown weights. Our main interest is
the performance of the weighted mean impact with unknown weights. When we are talking
about the weighted mean impact, we mean the weighted mean impact with unknown weights
and its estimator ιˆwˆ ,l inX1,P (Y ). The estimator for the weighted mean impact is between 0.48 and
0.52 in all four scenarios which is close to the value ιw,l inX1,P
(Y ) = 0.4999. But the price for this
unbiasedness is a higher variance. For the weighted mean impact we only justified to use the
basic bootstrap intervals and the asymptotic normal intervals, see 6.2. For both intervals the
coverage probability keeps the level in most cases. In most cases the coverage probability of
the weighted mean impact (between 0.93 to 0.96) is lower than the coverage probability of the
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partial mean impact (between 0.96 and 1.00). The power depends on the scenario. For the first
two scenarios the power is between 0.8 and 0.98 and decreases with an increasing ρ. In the
third and the fourth scenario, which are the scenarios where we add a quadratic term in X1, the
power is lower, namely between 0.4 and 0.6. We already observed a lower power for the partial
mean impact. However, the difference in the power is not monotonous in ρ. The following
graph gives an impression of the development.
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Figure 7.1: The power of basic bootstrap intervals for semi-quadratic additive mean structure
with interaction in response to the correlation ρ.
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Figure 7.2: The power of asymptotic normal intervals for semi-quadratic additive mean struc-
ture with interaction in response to the correlation ρ.
Finallywe can say, that our newly developedparameter estimator ιˆwˆ ,l inX1,P
(Y ) estimates ιw,l inX1 ,P (Y )
reliable in all scenarios. Comparing to the estimator of the partial mean impact the variance is
higher but, especially in the last two scenarios were the power of the estimator for the partial
mean impact is low, the estimator for the weighted mean impact is superior. So the simulation
confirms the theoretical results given in the previous work.
7.3 Simulation for Standard Normal Distribution
While the last simulation section deals with the example from Chapter 4 this section covers the
general case of Chapter 5. This includes to estimate the parameter from themarginal densities
of the covariates, previously referred to as ξ. Because the simulations are time consuming for
the truncated normal distribution, we use the standard normal distribution instead. For the
bivariate covariate vector X= (X1,X2) we assume
X∼N (0,Σ)
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where Σ=
1 ρ
ρ 1
.
The standard normal distribution fulfill not all required assumptions, as the support of the
covariatesmust be compact and theweightmust be bounded fromabove. But since the simula-
tion from a bivariate standard normal distributions is more or less equal to a truncated normal
distributionwhen the truncation bounds are large, we can treat the support nearly as compact.
Moreover, the weights need an upper bound. As before we truncate theweights by a value of 10
and set all larger weights to 0. This is the recommended procedure when working with weights
(see Cole and Hernán (2008)).
As before, we simulated bootstrap confidence intervals for the estimator of the weighted
mean impact with known and unknown weights, the partial mean impact and the ordinary
mean impact. In this simulation the estimator for the weighted mean impact with unknown
weights is defined as follows
ιˆwˆ ,l inX1,Pn (Y )=
∣∣∣∣∣ 1n n∑i=1w
(
X, ρˆn , EˆPn (X1), EˆPn (X2), ŜDPn (X1), ŜDPn (X2)
)
Yi
X1i − EˆPn (X1)
ŜDPn (X1)
∣∣∣∣∣ .
As a result from the prevision simulation, we forgo to simulate the BCa intervals, since we have
no theoretical justification to use them and they seem to provide no further benefit. For the
simulations we use the normal approximation bootstrap intervals and the basic bootstrap in-
tervals. Like before, the sample size is 200 and we consider 1000 simulation runs. We consider
two different scenarios for the target variable Y .
7.3.1 Semi-linear Mean Struture with Interation
The first scenario is inspired by the example in Section 7.1.1. The model is given by
Y = θ0+θ1X1+θ2X1X2+θ3X 22 +ǫ
where θ0 = 1, θ1 = 0.5, θ2 = 1 and θ3 = 1. The error term ǫ and the covariates are independent
and ǫ∼N (0,1). By (7.1) the weight mean impact is equal to
ιw,l inX1,P
(Y )= 0.5 SDP(X1)= 0.5,
since the marginal densities of a bivariate standard normal distribution are the densities of
standard normal distributions. We consider the scenario for two different values of ρ, namely
0.3 and 0.6.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
wˆ R
2
w
Mean 0.4909 0.4881 0.4894 0.4662 0.0489 0.0487
Variance 0.0208 0.0235 0.0516 0.0336 0.0009 0.0009
MSE 0.0208 0.0236 0.0517 0.0347 0.0009 0.0009
Powbas 0.9800 0.9420 0.7050 0.8290 0.2920 0.2540
CPbas 0.9730 0.9510 0.9500 0.9590 0.9970 0.9880
Pownorm 0.9800 0.9410 0.7060 0.8280 0.4160 0.3520
CPnorm 0.9690 0.9460 0.9460 0.9580 0.9910 0.9810
Table 7.14: Semi-linear Mean Structure with Interaction for SN: Results for ρ = 0.3
Table 7.14 gives a first impression what changes, when we estimate not only the parameter
ρ but also the means and standard deviations of the marginal densities. The results for the
weightedmean impact with known and unknown weights stay similar. As a result of more then
one parameter being estimated, the variance of the estimator with unknown weights is larger
then for the estimator with known weights. Compared to the estimator of the partial mean
impact the variances of both estimators are lower. The mean of the partial mean impact is
more conservative as in previous simulations. The power of ιˆwˆ ,l inX1,P
(Y ) is around 0.94 while the
power of the partial is only around 0.82. The reason, that the power of the partial mean impact
is lower, lies in the the non linear influence of X2. Compared to Section 7.2.3 the performance
of the estimator for the partial mean impact is inferior, because we change the linear influence
of X2 to a quadratic influence.
The performance of the estimator for the ordinary mean impact is inadequate with a higher
variance and low power for both confidence intervals.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
wˆ R
2
w
Mean 0.4043 0.4060 0.4942 0.3955 0.0275 0.0287
Variance 0.0193 0.0269 0.1066 0.0437 0.0004 0.0005
MSE 0.0284 0.0357 0.1065 0.0545 0.0005 0.0006
Powbas 0.9500 0.7520 0.5210 0.6580 0.0630 0.0520
CPbas 0.9950 0.9850 0.9420 0.9790 1.0000 0.9880
Pownorm 0.9450 0.7650 0.5250 0.6640 0.1390 0.0520
CPnorm 0.9940 0.9810 0.9370 0.9780 0.9990 0.9960
Table 7.15: Semi-linear Mean Structure with Interaction for SN: Results for ρ = 0.6
As shown in Table 7.15, the estimators for the weighted mean impact are closely related.
Unlike in previous simulations, the estimators for the weighted mean impact are conservative.
The variance of the estimator with unknownweights is larger than the variance of the estimator
with known weights, but both are smaller as the variance of the estimator for the partial mean
impact, which is even more conservative. The higher variance of ιˆwˆ ,l inX1,P
(Y ) leads to a smaller
power around 0.75, but the power is still higher as the power of ιˆl inX1|X2(Y ) (around 0.66).
In total, the given scenario shows, that estimating more parameters results in a higher vari-
ance of ιˆwˆ ,l inX1,P
(Y ). Moreover, they show the disadvantage of the partialmean impact, that arrives
with a non linear influence of X2.
7.3.2 Semi-quadrati Additive Mean Struture with Interation
In the second scenario we apply the ideas from Section 7.1.3 where the target variable is given
by
Y = θ0+θ1X1+θ2X 21 +θ3X1X2+θ4X 22 +ǫ
with θ0 = 1, θ1 = 0.5, θ2 = 1, θ3 = 1 and θ = 1. The error term ǫ is define as before. We calculate
the value of ιw,l inX1,P
(Y ) by (7.2).
ιw,l inX1,P
(Y )= 0.5 SDP(X1)= 0.5,
since EP(X1)=EP(X 31 )= 0.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
wˆ R
2
w
Mean 0.4836 0.4945 0.5058 0.4790 0.0376 0.0397
Variance 0.1012 0.1138 0.1441 0.1002 0.0018 0.0023
MSE 0.1014 0.1137 0.1440 0.1005 0.0019 0.0024
Powbas 0.5890 0.5160 0.4310 0.4990 0.0300 0.0300
CPbas 0.9600 0.9430 0.9320 0.9460 0.9980 0.9920
Pownorm 0.5910 0.5130 0.4350 0.5030 0.0510 0.0540
CPnorm 0.9570 0.9380 0.9310 0.9410 0.9950 0.9890
Table 7.16: Semi-quadratic Additiv Mean Structure with Interaction for SN: Results for ρ = 0.3
Table 7.16 shows that the weighted mean impacts for known and unknown weights have
similar results, but slightly better for theweightedmean impact with known weights. While the
coverage probabilities of the confidence intervals keep the level of around 0.95, the power is
low around 0.59 for the known weights and 0.51 for the estimated weights. Compared to the
power of the confidence intervals for the partial mean impact the power is some what larger.
One reason for the small power are the large variances. To avoid the large variances a larger
sample size is necessary, which are time consuming. To complete this impression we simulate
the same scenario for ρ = 0.6.
ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
wˆ R
2
w
Mean 0.3760 0.3824 0.5028 0.3906 0.0219 0.0254
Variance 0.1231 0.1470 0.2227 0.0992 0.0010 0.0020
MSE 0.1383 0.1607 0.2225 0.1110 0.0010 0.0021
Powbas 0.4310 0.3190 0.3080 0.3800 0.0010 0.0050
CPbas 0.9940 0.9770 0.9350 0.9770 1.0000 0.9980
Pownorm 0.4500 0.3200 0.3090 0.3830 0.0030 0.0080
CPnorm 0.9910 0.9710 0.9330 0.9740 1.0000 0.9960
Table 7.17: Semi-quadratic Additiv Mean Structure with Interaction for SN: Results for ρ = 0.6
InTable 7.17 theweightedmean impactwith estimatedweights is close to theweightedmean
impact with known weights, but both estimators are smaller than the one for the partial mean
impact. The variance of ιˆl inX1|X2(Y ) nearly stays the same as for ρ = 0.3 but increases for ιˆ
w,l in
X1,P
(Y )
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and ιˆwˆ ,l inX1,P
(Y ). This leads to a reduced power of the confidence intervals. All confidence in-
tervals for the three different estimators keep a coverage probability of 0.95. Surprisingly, the
ordinary mean impact, are close to the true value of 0.5 but the estimator has a large variance.
7.3.3 Conlusion
In conclusion, the estimators for theweightedmean impact with known and estimatedweights
are still close to each other. In contrast to the previous simulations, the variances of the esti-
mate with known weights are smaller. This leads to a lower power of the bootstrap confidence
intervals for ιˆwˆ ,l inX1,P
(Y ). However, the bivariate standard normal distribution not fulfill all as-
sumptions that are necessary for the asymptotic properties, since the support of the covariates
is not compact. Nevertheless, the performance of the estimators are good.
In the considered scenarios the estimator for the partial mean impact has a larger variance
comparing to previous simulation results, such as in Tables 7.5 and 7.6. The reason for the
increasing variance is a non-linear influence of X2. Partly, this results in a superiority of the
weighted mean impact with estimated weights.
The ordinary mean impact shows good results for the estimation but has a large variance an
low power. Themeasure of determination is similar in almost all case for known and unknown
weights.
7.4 Simulation for Gaussian Copula
Besides the case of truncated normally distributed covariates we also consider the case where
the covariates are generated by the Gaussian copula.
Definition 7.1. A m-dimensional copula C is a multivariate distribution on [0,1]d with uni-
formly distributed marginals. Let u = (u1, . . . ,um) ∈ [0,1]m , ΦmΣ be the distribution function of
them-dimensional normal distribution with covariancematrix Σ andmean 0. Let additionally
Φ be the cumulative distribution function of the one-dimensional standard normal distribu-
tion. Them-dimensional distribution function
CΦm(u,Σ)=ΦmΣ
(
Φ
−1(u1), . . . ,Φ−1(um)
)
is called theGaussian copula. For more information see Nelsen (1999).
With the R function
>normalCopula(rho,dim=2)
>rCopula(i*n,opula=op)
we can generate covariates (X1,X2) whose joint distribution follows the Gaussian copula and
the marginal distributions of the individual covariates are uniform on [0,1]. Again, we distin-
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guish between the case of known and estimated weight. In this setup the parameter η consists
of entries of the matrix Σwith
Σ=
1 ρ
ρ 1

and we estimate the weights for a sample (Yi ,Xi ), i = 1, . . . ,n, by estimating thematrix Σ by
Σˆ=
1 ρˆ
ρˆ 1
 .
The estimated weights are equal to
w (Xi , Σˆ)=
fU (X1i ) fU (X2i )
CΦ2 (ui , Σˆ)
where fU (X1i ) and fU (X2i ) are the density of the uniform distribution on [0,1].
For the simulation we consider models of the form
Y = θ0+θ1X1+ t (X1,X2)+ǫ
for a standard normally distributed ǫwhich is independent from the covariates X.
7.4.1 Linear Regression
In the first example we consider the linear regression where the target variable is
Y = θ0+θ1X1+θ2X2+ǫ,
where θ0, θ1 and θ2 are equal 0.5. Before we simulate the linear weighted mean impact we
calculate the theoretical value by Formula (7.3). We obtain
ιw,l inX1,P
(Y )= 0.5 · 1p
12
= 0.1443.
We calculate normal approximation and basic bootstrap confidence intervals at a level of
95%. Therefore, we consider three different copulas, for ρ = 0.3, ρ = 0.6 and ρ = 0.9. In every
tabular we give the mean, the variance, the median and power and coverage probability of the
confidence intervals for the linear weighted mean impact with known and unknown weights,
the partial mean impact and the linear mean impact. The sample size in the simulation is 500
and we do 10000 simulation runs. For the bootstrap we draw 1000 resamples.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.1442 0.1450 0.6439 0.1379 0.1855 0.1881
Variance 0.0008 0.0008 0.0019 0.0001 0.0046 0.0068
MSE 0.0008 0.0008 0.2515 0.0002 0.0048 0.0069
Powbas 0.9965 0.9945 1.0000 1.0000 0.8847 0.8905
CPbas 0.9484 0.9659 0.0000 0.9869 0.9916 0.9964
Pownorm 0.9952 0.9905 1.0000 1.0000 0.9203 0.9913
CPnorm 0.9458 0.9597 0.0000 0.9871 0.9885 0.9936
Table 7.18: Linear Regression for copula: Results for ρ = 0.3
In the case of a Gaussian copulawith ρ = 0.3, we see that again the estimators of theweighted
mean impact with known andwith unknownweights are similar. Themean for the estimator of
the linear weighted mean impact with known weights is 0.1442 and the mean of the estimator
with estimated weights is 0.1450. This result of similar means for both estimators also holds for
the simulations with ρ = 0.6 and ρ = 0.9. The variance and the MSE are small. The power of
the bootstrap confidence intervals are for the two estimators of the weightedmean impact and
the partial mean impact near to 1. Also the coverage probability is maintained for the three
estimators. Only the estimator of the linear mean impact over estimates the value of 0.1443.
Even in the case of ρ = 0.3 it takes a value of 0.6439. The Power for both intervals is 0. This
shows that the estimator of the linear mean impact is not suitable for this situation.
ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.1449 0.1448 0.7906 0.1171 0.3362 0.2871
Variance 0.0221 0.0160 0.0001 0.0018 3.6238 3.4086
MSE 0.0221 0.0160 0.4195 0.0009 3.6419 3.4159
Powbas 0.6993 0.7481 1.0000 1.0000 0.1084 0.1624
CPbas 0.9678 0.9730 0.0000 0.9999 0.9993 0.9995
Pownorm 0.7062 0.7449 1.0000 1.0000 0.1713 0.2316
CPnorm 0.9576 0.9640 0.0000 0.9999 0.9984 0.9991
Table 7.19: Linear Regression for copula: Results for ρ = 0.6
For ρ = 0.6 the first important observation is again that both estimators for the weighted
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mean impact are similar. But the variance increases substantially compared to Table 7.18. Be-
cause the variance increases, the MSE gets larger. We already mentioned earlier that a higher
variance is the price that we have to paywhenworking with weights. Ameasurement that helps
us to compare the estimators beside the fact of the high variance is bias. It is the predicate of
the difference between themean of the estimator and the true value. The bias for the estimator
of the linear weighted mean impact is
Bias
(
ιˆwˆ ,l inX1,P (Y )
)
= 0.1449−0.1443 = 0.0006.
Comparing to the Bias of the estimator of the partial mean impact
Bias
(
ιˆl inX1|X2(Y )
)
= 0.1171−0.1443 =−0.0272.
the estimator ιˆwˆ ,l inX1,P
(Y ) is closer to the real value and only over estimates the true value slightly.
Beside this fact, the power of the bootstrap confidence intervals is around 75%and the intervals
keep the coverage probability of 0.95. Compared to the partial mean impact the power is low.
The power for the confidence intervals of the partial mean impact is around 1, so much better
than for the weighted mean impact.
ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.1310 0.1221 0.9449 0.0652 0.7501 0.5008
Variance 0.0886 0.0563 0.0016 0.0001 19.7453 11.9011
MSE 0.0887 0.0567 0.6425 0.0064 20.0464 11.9906
Powbas 0.4605 0.5149 1.0000 0.9999 0.0202 0.0337
CPbas 0.9967 0.9982 0.0000 1.0000 1.0000 1.0000
Pownorm 0.4899 0.5149 1.0000 0.9999 0.0431 0.0599
CPnorm 0.9943 0.9960 0.0000 1.0000 1.0000 0.9999
Table 7.20: Linear Regression for copula: Results for ρ = 0.9
In the case of ρ = 0.9 the means for estimators of the linear weighted mean impact are still
close to the real value (Bias(ιˆw,l inX1,P (Y ))=−0.0133 and Bias(ιˆ
wˆ ,l in
X1,P
(Y ))=−0.0222) while the esti-
mator of the partialmean impact significantly underestimate the true value and is conservative
(Bias(ιˆl inX1|X2(Y ))=−0.0791). But the variance and as a consequence theMSE are low and power
and coverage probability of the confidence intervals are high compared to the values of the lin-
ear weighted mean impact.
Beside this scenario we consider the case with a semi-quadratic additive mean structure.
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7.4.2 Semi-Quadrati Additive Mean Struture
For this section we choose the following model
Y = θ0+θ1X1+θ2X 22 +ǫ.
Instead of a linear influence of X2, we consider in this case a quadratic influence. For the sim-
ulation we still set θ0, θ1 and θ2 equal to 0.5. The theoretical value of the linear weighted mean
impact is
ιw,l inX1,P
(Y )= 0.5 · 1p
12
= 0.1443
like before. We start with the simulation for the Gaussian copula with a ρ of 0.3.
ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.1440 0.1450 0.6436 0.1379 0.1824 0.1846
Variance 0.0007 0.0007 0.0019 0.0001 0.0042 0.0043
MSE 0.0007 0.0007 0.2512 0.0002 0.0044 0.0044
Powbas 0.9954 0.9946 1.0000 1.0000 0.9054 0.9039
CPbas 0.9490 0.9671 0.0000 0.9843 0.9923 0.9960
Pownorm 0.9938 0.9910 1.0000 1.0000 0.9340 0.9235
CPnorm 0.9447 0.9620 0.0000 0.9843 0.9891 0.9930
Table 7.21: Semi-Quadratic Additive Mean Structure for copula: Results for ρ = 0.3
Again the result show for the estimates of the linear weighted mean impact similar results.
While the mean for ιˆw,l inX1,P
(Y ) is 0.1440 the mean for ιˆwˆ ,l inX1,P (Y ) is 0.1450. Both are close to the
true value of 0.1443. In this simulation approach, it is already clear that the estimator for the
partial mean impact is more conservative, but the variance is much smaller. Again, a higher
variance is the price to pay when working with weights. The power the bootstrap confidence
intervals for all three estimators is around 1 and the coverage probability around 0.95. Even in
these early simulation the estimator for the linear mean impact is not a suitable estimator for
ιw,l inX1,P (Y ). With a mean of 0.6436 the estimator clearly over estimates the value (MSE=0.2512).
The results getting even worse with increasing ρ.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.1449 0.1448 0.7901 0.1171 0.3363 0.2871
Variance 0.0221 0.0160 0.0018 0.0009 3.6238 3.4086
MSE 0.0221 0.0160 0.4195 0.0009 3.6419 3.4159
Powbas 0.6993 0.7481 1.0000 1.0000 0.1084 0.1624
CPbas 0.9678 0.9800 0.0000 0.9999 0.9993 0.9995
Pownorm 0.7062 0.7449 1.0000 1.0000 0.1713 0.2316
CPnorm 0.9576 0.9717 0.0000 0.9999 0.9998 0.9991
Table 7.22: Semi-Quadratic Additive Mean Structure for copula: Results for ρ = 0.6
The estimates for the linear weighted mean impact with known and unknown weights are
close together. The variance increases for the estimators so we also consider the bias for the
estimators of the linear weighted mean impact and estimator for the partial mean impact. The
bias for the estimator with known weights is around
Bias
(
ιˆw,l inX1,P
(Y )
)
= 0.1449−0.1443 = 0.0006
and even smaller for the estimator with unknown weights
Bias
(
ιˆwˆ ,l inX1,P
(Y )
)
= 0.1448−0.1443 = 0.0005.
Compare to the estimate of the partial mean impact it is small. For this the bias is
Bias
(
ιˆl inX1|X2(Y )
)
= 0.1171−0.1443 =−0.0272.
Beside the negative bias, the estimator underestimates the value of ιw,l inX1,P (Y ) and is as men-
tioned before a conservative estimator. In contrast, the power and the coverage probability for
the bootstrap intervals are much higher for the partial mean impact. The reason for this is that
the estimated variance is high for the weighted mean impact. The coverage of the weighted
mean impact is still around 0.97 but the power is only around 0.75.
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ιˆw,l inX1,P
(Y ) ιˆwˆ ,l inX1,P (Y ) ιˆ
l in
X1
(Y ) ιˆl inX1|X2(Y ) R
2
w R
2
wˆ
Mean 0.1354 0.1229 0.9457 0.0653 0.6469 0.3919
Variance 0.0737 0.0409 0.0016 0.0001 10.9474 5.6896
MSE 0.0738 0.0414 0.6438 0.0643 11.1484 5.7369
Powbas 0.5101 0.5726 1.0000 1.0000 0.0332 0.0594
CPbas 0.9966 0.9986 0.0000 1.0000 1.0000 0.9986
Pownorm 0.5411 0.5726 1.0000 1.0000 0.0650 0.0931
CPnorm 0.9929 0.9966 0.0000 1.0000 1.0000 1.0000
Table 7.23: Semi-Quadratic Additive Mean Structure for copula: Results for ρ = 0.9
Themost notable fact in the last table is, that the estimates for the the linear weighted mean
impact are still close to the real value, but the variance increases with an increasing ρ. This
leads to a decreasing in the power of the bootstrap confidence intervals. The estimator for the
partial mean impact becomes evenmore conservative so that the bias is
Bias
(
ιˆl inX1|X2(Y )
)
= 0.0653−0.1443 =−0.079.
But the confidence intervals for the partial mean impact have excellent power and coverage
probability, so that the partial is still a suitable estimator in this scenario.
We can conclude that the estimator for the partial mean impact is more conservative in both
cases for all correlations ρ. This result is similar to the results in the simulation with truncated
normal distributed data. The estimators for the linear weighted impact are even with increas-
ing ρ close to the true value. Only the power of the bootstraps confidence intervals decreases
with an increasing ρ. The reason for this fact can be the increasing variance of the estimates.
Compared to the estimator of the linear mean impact, the estimators for the linear weighted
mean impact are muchmore suitable to describe the influence of X1 on the target variable.
The results for the estimators of coefficient of determination are similar for known and esti-
mated weights in almost all scenarios.
CHAPTER8
SUMMARY AND DISCUSSION
8.1 Summary
In this thesis, we developed the idea of a weighted mean impact starting from the mean im-
pact proposed by Brannath and Scharpenberg (2014). The mean impact is a new association
measure, which describes the change in the mean of the target variable Y when the density of
the covariate vector f (X) changes to a density f1(X). The mean impact is a population based
associationmeasure. With the weightedmean impact we extended themean impact theory, so
that we can also compare to populations, that are different to the current study population. We
apply this idea to the example of dependent covariates, where the mean and the partial mean
impact are confounded association measures. By an appropriate weighting, as described in
Section 3.2, we can avoid the problem of confounding. The used weights are similar to those
introduced by Robins (2000) as stabilized weights.
In general these weights need to be estimated. Before using estimated weights, we consid-
ered theweights as known and developed asymptotic properties for theweightedmean impact
with known weights. In this case, the theory for the weighted mean impact equals the theory
of the weighted mean impact for the target variable Y ′ = w (X)Y . Thereby, all properties of
the mean impact which were shown by Scharpenberg (2015) are valid for the weighted mean
impact with known weights. Problems occur, when we estimate the weights. We solved these
problems by considering a parametric density for X. We estimate the parameter by the gen-
eralized method of moments and replace the parameters of the density fX(X,ξ,η) by its GMM
estimator. The resulting linear weightedmean impact with estimated weights is consistent and
asymptotically normal. First we develop the asymptotic normality for a 1-dimensional param-
eter. Then we extended these results to a k-dimensional parameter vector. We followed the
same route for the covariate vector: At first it was assumed as 2-dimensional vector, later we
extended the results to am-dimensional covariate vector.
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The variance of the estimator for the linear weighted mean impact is complex and difficult
to estimate. This is why we use bootstrap methods to obtain confidence intervals for the lin-
ear weighted mean impact. After we showed the consistency of the bootstrap estimator for
the linear (signed) mean impact, we introduced four kinds of bootstrap intervals from the lit-
erature: The normal approximation bootstrap intervals, the basic bootstrap intervals, the BCa
bootstrap intervals and the studentized bootstrap intervals. Three out of these four confidence
intervals were applied to the signed mean impact in the simulation study. The studentized
bootstrap intervals were not used because there calculation was too time-consuming.
In the simulation study we considered three different distributions of the bivariate covariate
vector. One was the truncated normal distribution and one was based on Gaussian copula. We
used these distributions, because they ensured that theweighting factorwas bounded, which is
one of the assumptions for the asymptotic normally distribution of the estimator. Additionally,
we did simulations for a bivariate standard normal distributed covariate vector, even though
it does not have a compact support and hence consistency of the bootstrap is not guarantied
by our theoretical result. However, the simulation results indicates consistency. Beside the lin-
ear weightedmean impact with known and unknownweights, we considered for a comparison
also the partial mean impact (see Definition 1.4) and the ordinary mean impact in the simula-
tion study. In situations with only one parameter for the weighting factor, the first important
result is that the simulation shows no difference between the case of known and the case of
unknown weights. In both cases we got an unbiased estimator for ιl inX1,Q
(Y ), even if the covari-
ates were highly correlated. One result, which is surprising at first site, is that the variance of
the estimator with estimated weights is lower than the variance of the estimator with known
weights. The main disadvantage of using a weighting factor is the high variance of the corre-
sponding estimator with known and estimated weights. This leads to a lower power in some
scenarios, especially compare to the partial mean impact. The results for the truncate normal
distribution and multivariate copula were similar and confirm previous results. For the stan-
dard normal distributed covariate vector, the results for the estimated weighted mean impact
are also similar, but the variance of the estimator with estimated weights is larger, which leads
to a smaller power of the bootstrap confidence intervals for ιˆw,l inX1,P
(Y ). Assuming a non-linear
influence of the second covariate, the variance of the estimator for the partial mean impact is
larger and, unlike to the previous simulation, larger or similar to the variances of the estimators
for the weighted mean impact.
8.2 Disussion
The weighted mean impact is an extension of the mean impact analysis introduced by Bran-
nath and Scharpenberg (2014). Among other things it helps to overcome the problem of con-
founding in cases of dependent covariates. More generally, the weighted mean impact allows
us to translate the (signed) mean impact to other populations. The weighted mean impact can
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also estimate the mean impact in a pseudo-population without having a data sample for this
population by knowing some information about the joint density of the covariates and assum-
ing that the marginal distributions for the covariates are the same in both populations. Neither
the partialmean impact nor the originalmean impact are suitable to calculate themean impact
in pseudo-population.
The stabilized weights, which we used for the weighted mean impact, were at first discussed
by Robins (2000). He consider the weights in context of marginal structure models for logis-
tic regression. In order to compare the theory of the weighted mean impact to the marginal
structure models of Robins (2000), we applied the theory of the weighted mean impact to lin-
ear regression. This led to a linear regression for the target variable Y ′ = w (X)Y which, as we
have known, differ from applying weighted linear regression with weights w (X). Simulations
indicate that our approach is more efficient. One reason is that by our approach the parameter
of themarginal distributions are estimated under the original (unweighted) empirical distribu-
tion. We valuated the new idea by a small simulation. The least square estimator performed
surprisingly good, even when the covariates are highly correlated. The reason why the OLS-
estimator works good, is that the conditional expectation of the covariate X1 given the other
covariates X2, . . . ,Xm is nearly linear in all simulated scenarios. So our new idea was hardly of
benefit in the simulation.
This situation was quite different when we considered the mean impact analysis and com-
pared the weighted mean impact to the partial mean impact and the mean impact. Here, we
saw the advantage of our new weighting idea. The simulation confirmed that the estimator
for the weighted mean impact is an unbiased estimator, while the partial mean impact is con-
servative and the mean impact is anti-conservative. However, the coverage probability of the
bootstrap confidence intervals for the weighted mean impact were often similar to those of
the partial mean impact. The power of the bootstrap intervals, which is the probability to not
cover 0, is in some cases even lower for the weighted mean impact. The reason for this is the
increased variance, which is a general disadvantage when working with weights (see Cole and
Hernán (2008)). Comparing the variances of the estimators for the partialmean impact and the
weighted mean impact, we recognize the weighted ones to be oftenmuch larger.
In the scenario of truncated normal distributed covariates, the variance of the estimator for
the weighted mean impact with estimated weights is smaller compared to the estimator with
known weights. This astonishing result was discussed for the case of categorical covariates in
Section 4.5. In this simple scenario it became clear why the variance is larger in the case of
estimated weights. This topic was also discussed in Nanninga (2013).
For the power of the bootstrap intervals of the estimator for the weighted mean impact we
observed a surprising result in scenarios, wherewe added a semi-quadraticmean structure. We
expected that with increasing correlation between the covariates, the power of the confidence
intervals would decreases. But instead, we observed that the power for basic bootstrap and
asymptotic normal confidence intervals first decreases with the correlation, but increases if
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the correlation is larger than a value around 0.7. By now, we do not have a clear explanation of
this non-monotonicity and leave this for further research.
The simulations for the bivariate standard normal distributed covariate vector show good
results, especially because theweightedmean impact is able to correct for a strongly non-linear
influence of X2, which is not possible with the partial mean impact. The simulation results
indicate, that is is possible to avoid the assumption of a compact support for (Y ,X)
In this thesiswe used parametric densities for the covariates to estimate theweights. Another
approach could be to use kernel density estimators if the number of covariates is small. It
would also be interesting applying the concept of the weighted mean impact in practices to
real data. For example, we could calculate the influence of the covariates on a target variable in
a population when only having data of a subgroup and some knowledge about the covariates
in the population. This is helpful, when the target variable is not observed for all individuals.
APPENDIXA
APPENDIX
A.1 Moment Equations
In this section we follow the book of Manski (1988) to introduce the generalized methods of
moments. In Chapter 2 of his book Manski define moment problems in a quite general way.
Because we only need a special case of his definition, we restrict to our case in this section.
Let Z be a sample space with probability measure P . The parameter b in a parameter space B,
which is a subset of a k-dimensional vector space, solves the moment equation∫
h(z,b)dP= 0
where h(·, ·) is a given function mapping from Z ,B into a real-vector space. The generalized
method of moment estimator (GMM) is
bˆn =
[
c ∈B :
∫
h(z,c)dPn = 0
]
where Pn is the empirical probability measure of P. In words: The GMM estimator is the solu-
tion of the moment equation with empirical probability measure.
By Newey andMcFadden (1994) the GMM estimator is consistent under Assumption 4.1. In
Chapter 8 Manski (1988) shows the asymptotic normality.
Assumption A.1. 1. The observations Zi for i = 1, . . . ,n are independent realizations from P.
2. There exists a unique b ∈B such that
∫
h(z,b)dP= 0.
3. For each z ∈ Z , h(z, ·) is continuously differentiable on B.
4. The matrixΩ=
∫ ∂h(z,c)
∂c dP exists and has rank k.
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5. There exists a function d0(·)mapping Z into R+ such that the integral
∫
d0(·)dP exists and
is finite and |h(z,c)≤ d0(z) for all (z,c)∈ (Z ,B).
6. There exists a function d1(·)mapping Z into R+ such that the integral
∫
d1(·)dP exists and
is finite and |∂h(z,c)∂c ≤ d1(z) for all (z,c)∈ (Z ,B).
7. The matrix Σ=
∫
h(z,b)h(z,b)TdP exists and is positive definite.
8. The parameter space B is compact and b ∈B0 ⊂B for some open set B0.
Theorem A.1. Under Assumption A.1 is the GMM estimator asymptotically normal, i.e.
p
n(bˆn−b) L→
n→∞N
(
0,(ΩTΩ)−1(ΩTΣΩ)(ΩTΩ)−1
)
For the proof seeManski (1988) Theorem 2. The proof of Theorem 4.3 is inspired by the proof
of Manski. After the theorem, Manski discuss the case when the number of equations equals
the number of parameters k , which is the situation for the parameter b in Chapter 4. Manski
shows by themean value theorem that
p
n(bˆn −b)=−
(∫
∂h(z, cˆn)
∂cˆn
dPn
)−1p
n
∫
h(z,b)dPn ,
where cˆn lies between bˆn and b. We frequently used this Formula in Chapter 4 to 6.
A.2 Uniform Law of Large Numbers
The uniform law of large numbers is introduced in Manski (1988). Let us consider the same
setting as in Appendix A.1.
Assumption A.2. 1. The observations Zi for i = 1, . . . ,n are independent realizations from P.
2. For each z ∈ Z , h(z, ·) is continuous on B.
3. There exists a function d0(·)mapping Z into R+ such that the integral
∫
d0(·)dP exists and
is finite and |h(z,c)| ≤ d0(z) for all (z,c)∈ (Z ,B).
4. The parameter space B is compact.
Theorem A.2. Assumption A.2 implies the uniform law of large numbers, i.e.
sup
c∈B
∣∣∣∣∫h(z,c)dPn−∫h(z,c)dP∣∣∣∣ a.s.→n→∞ 0.
For the proof see Manski (1988) Chapter 7 Lemma 3.
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A.3 Conditional Limit Theorem
Grzenda and Zieba (2008) give a proof for a conditional version of the central limit theorem.
Let F be a sub-σ-algebra of A where (Ω,A ,P) is a probability space.
Theorem A.3. Let X1, . . . ,Xn be a sequence of F -independent random variables with the same
conditional distribution, with conditional expectation µF = E (Xi |F ) for i = 1, . . . ,n and with
finite conditional variance σ2
F
= E ((Xi −E (Xi |F ))2|F ) for i = 1, . . . ,n. If Sn =
∑n
i=1 Xi then
Sn−nµF
σF
p
n
L→
n→∞ |FN (0,1)
which means Sn − nµF /σF
p
n converge in distribution to the standard normal distribution
givenF , i.e.
For all x ∈R :P
(
Sn−nµF
σF −
p
n
≤ x|F
)
→
n→∞Φ(x)
whereΦ is the standard normal distribution function. Note that it follows
Sn−nµF
σF
p
n
L→
n→∞N (0,1)
For the proof see Grzenda and Zieba (2008) Theorem 3.2.
A.4 The Nontrunated Marginal of a Trunated Bivariate
Normal Distribution
Arnold et al. (1993) calculate the marginal density of a truncated bivariate normal distribution
for covariable (X1,X2). We consider only their many results, which we use in Section 7.2. Let
f be the density of a bivariate normal random variable with mean vector (µ1,µ2), variance
(σ21,σ
2
2) and correlation ρ. The joint density is
fX1,X2(x1,x2)=

f (x1,x2)
Φ
(
b−µ2
σ2
)
−Φ
(
a−µ1
σ1
) −∞< x1 <∞,a < x2 < b
0 otherwise
where a and b are real constants that are the lower and the upper truncation bounds for X2 and
Φ is the distribution function of a standard normal random variable. The marginal density of
X1 is
fX1(x1)=
1
σ1
g
(
x1−µ1
σ1
)
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where
g (y)=
φ(y)
(
Φ
(
β−ρy
(1−ρ2) 12
)
−Φ
(
α−ρy
(1−ρ2) 12
))
Φ(β)−Φ(α)
with α = (a −µ2)/σ2 and β = (b −µ1)/σ1, which is not necessary a truncated normal density.
Themoments of X1 are given by
E (X k1 )=
k∑
j=0
(
k
j
)
µ
k− j
1 σ
j
1λ j (α,β,ρ)
where E (Uk )=λk(α,β,ρ) withU = X1−µ1/σ1. Obviously, the moments of X1 depend on ρ.
For the case where not only X2 but also X1 is truncated Cartinhour (1990) developed an al-
gorithm to compute the moments which is implemented in R. We use his package to estimate
the neededmoments for the simulations in Section 7.2.
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