Abstract. The atomic surface Xq from an unimodular Pisot substitution .(J usually has the fractal boundary and it generates a selfaffine tiling. In this paper, we study the boundary aXq as the graph directed self-affine fractal and estimate the Hausdorff dimension of the boundary.
o. Introduction
The several properties of self-affine tiles and their boundaries are studied for instance in the articles [26] , [15] , [3] , [16] , [9] , [17] , [18] , [4] , [27] , [1] , [24] . In this paper, we treat the sets which have the fractal boundary called atomic surfaces or self-affine tiles based on substitutions.
Let (J be a primitive unimodular Pisot substitution on the free monoid A * = U:o {I, 2, ... , d} n, that is, (1) there exists an n such that i occurs in (In(j) atomic surface usually has a fractal boundary. This domain and its boundary are not only interesting from the viewpoint of the fractal geometry, but also ergodic theory, number theory and quasi-crystal theory (see [22] , [10] , [11] , [19] , [23] , [7] ).
In this paper, we mainly study the boundary axu as the fractals which have graph self-affine in Theorem 2.6 (c.f. [5] , [25] ) and estimate the Hausdorff dimension of atomic surfaces as follows. og 11.1
Atomic Surfaces and Their Basic Properties
In this section, we give a survey of the property of the atomic surface which is discussed in [6] , [2] , [12] . Let d be an alphabet of d letters {I,2, ... ,d}. We denote d* = U:o d n the free monoid of d. The substitution a is a map from d to d* such that aU) is a non-empty word for any letter i. The substitution a naturally extends to an endomorphism of the free monoid d* by the rule
a( UV) = a( U)a( V). Denote a( i) = W(i), where W(i) is a finite word of the length Ii, and we write W(i) = W1(i) ... W/ i ).
Denote by p~i) the prefix of the length k -1 of W~i) (for k = 1, this is th~ empty word), and Ski) the suffix of the length Ii -k, so that aU) = p~i) w~i) Ski). For the simplicity, we assume that W?) = 1. Under this assumption, the infinite sequence co given by co = limn->co an (1) is the fixed point of the substitution a. 
PROOF. For any k > 0 there exists n such that l(n) S k < z(n+l), where l(n) = lan(l)1 is the length of the word a n (1) . Therefore, there exists j such that
On the other hand, we know that where ito = max2~i~d(litil 
PROOF. For each n let us consider the set of points In = U::;=l eSj 11 S k S l(n)}. We define Yn = nln and let u~dconsider the lattice
is the inner product of vectors x and y. Now define the set of the lattice points by
On the other hand, for any substitution we can see easily the following relation:
Using the fact that the closure of U Yn = X, we know from the boundedness of X and Corollary 1.6,
( Hereafter, we will note IKI the measure of the set K. Hence we arrive at the conclusion. 0
From the Lemma 1.8, Lemma 1.9 and the fact that 1.J:j1 > 0, we obtain the proof of Theorem 1.2.
REMARK. We don't know whether
and we see in (2) PROOF. Moreover by rewriting Theorem 1.2, for any n > 0 we have
For any x E X and t5 > 0, let Bx(t5) be the ball with the center x and the radius t5 
is also an element of S.
The proof is easy. Let us define the map rp: S x S ---* S x S as follows:
where (z, k*) is given as Lemma 2.1 and 1* is given by
Then all of the elements in cr*(x, i*) are also the elements of S.
The proof can be found in [2] .
Let us consider the set vo of the pair of elements such that
where Ilxll be the length of the vector x and D be the diameter of X estimated in Lemma 1.3. Then, we see that the cardinarity of Vo is finite. Let us define the set
Let us define the arrow from the point ((0, i*), (w, j*)) E Vo by the following manner: for each pair ((0, i*), (w,j*)) let us pick up the pair such that (x, k*) E De-Iun FENG, Maki FURUKADO, Shunji ITO and lun Wu
O'*(O,i*), (y,l*)EO'*(w,j*) and if IIn(x-y)11 <2D, we give the arrow from ((O,i*), (w,j*)) to rp((x,k*), (y,Z*)).
Let us define the graph Go = (VI,E,i,t) by the following manner:
1st step: let us consider the arrows starting from the vertex U E V~o). If we can not find the arrow from u, then the vertex U is cancelled; If we can find the arrow e from u to v we denote i(e) = u, t(e) = v and if moreover the vertex is new, that is, v E Vo \ V~o), then we call v the first generation of u. We denote the set of the first generation from V~o) by V~l). 
L (-L;;I(f(Sk':') Moreover, from the fact that the vertex (iI, jJ, xJ) from (i, j, x) E VI is given by (2.6) where we denote *a n instead of (a*r. Therefore, from the non-overlapping property in Theorem 1. (2.10) In the formula (2.8) ((j,L;;nf(Wo) ), (k,L;;nf(W) 
Using (2.6), (2.7) and nJu,v we have v v:v=(j,q,XI) IAdl)n. f h t e para e ogram a n-u IS covere amos c I A dl·]I.;1····· IAdl pieces 0 t e cube whose length of the edge is IAdln. Therefore, the Box dimension of Xi n (Xi + nx) can be estimated by
for any e > O. Therefore, by Proposition 2.5, we see 
From the above properties, we say that we can cover OXI by at most L~o (1, 1) pieces of L~o (oXd at most L~O(d, 1) pieces of L~O(OXd) and on the definition of the matrix 
Let us assume that v = A?O-X for some 0 < x < 1. Then the Hausdorff measure is estimated by
we can choose ao > 0 such that
and so we know that yC'CiO(aXl) = O. Therefore we have
By analogous discussion, we see and so we get
o From now on, we will assume that the linear transformation La on f!J is a similitude. In two cases (i) d = 2 (ii) d = 3 and La is the complex Pisot matrix, we know that the linear transformation is the similitude on f!J.
Let the list {XI"" Xd} of compact sets be the atomic surfaces, then we had known the sets satisfy the equation in Theorem 1.2. Therefore, we can get the graph Ga = {V, E, i, t} which is constructed by V = {1, ... , d}, eij E E if there exists j E {I, ... , d} such that (J(i) = Pk i ) . i . Ski). And for each eij E E let us define the contracting transformation Tij:
which is the similitude with some contractive constant 0 < s < 1. Then we see that {V,E,i,t, (VI,E,i,t,{Tu,v}) 
Examples
In this section, we propose some examples of atomic surfaces. This substitution is a simple example which is not invertible. Therefore, the atomic surface is not an interval (see [6] ). In this example, the graph GB of the boundary of the atomic surface is given by the following form (see Figure 2 ): The matrix Ma of the graph GB is given by where the largest eigenvalue of Mu comes from x 2 -2x -1. And so by using Theorem 3.4, the 3 -+ 1 The matrix La of the substitution is same as one of Rauzy substitution. But the shape of the atomic surface is perfectly different. The graph GB of the boundary of the atomic surface is given by the following form (see Figure 6 ): The characteristic polynomial of Ma is given by Therefore, the Hausdorff dimension of aXa is caluculated by which is related to Pisot p-expansions (see [13] ). The graph GB of the boundary of the atomic surface is given by the following form (see Figure 8 ):
The matrix Ma of the graph GB is given by This substitution is coming from Example 4 in [8] (Lu = M2).
-1 Figure 9 : the atomic surface X = Ui=I,2.3 Xi in Example 4.5.
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This example is that the atomic surface is not simply connected. This substitution is coming from O"J 00"2 for O"m Example 1 in [10] . This is an example such that the boundary of the atomic surface is not double point free. The graph GB of the boundary of the atomic surface is given the following form (see Figure 11) ;
The matrix Ma of the graph GB is given by The characteristic polynomial of M" is given by
x 13 (x 3 -3x 2 + 2x -l)(x -1). Figure 11 : the graph GB from the substitution: 1 f-> 12123, 2 f-> 1, 3 f-> 12.
Therefore, the 
