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STABLE COMMUTATOR LENGTH IN
AMALGAMATED FREE PRODUCTS
TIM SUSSE
Abstract. We show that stable commutator length is rational on
free products of free abelian groups amalgamated over Zk, a class of
groups containing the fundamental groups of all torus knot com-
plements. We consider a geometric model for these groups and
parameterize all surfaces with specified boundary mapping to this
space. Using this work we provide a topological algorithm to com-
pute stable commutator length in these groups. Further, we use the
methods developed to show that in free products of cyclic groups
the stable commutator length of a fixed varies quasirationally in
the orders of the free factors.
1. Introduction
Given a group G, the commutator subgroup, [G,G], is the subgroup
generated by all commutators: [g, h] = ghg−1h−1, where g, h ∈ G. For
g ∈ [G,G] its commutator length is the minimal number of commu-
tators needed to write g. In other words, clG(g) is the word length
of g in [G,G]. Culler showed in [Cul81] that, even in the free group,
commutator length can behave in unexpected ways. In particular he
showed that clF2([a, b]
3) ≤ 2 by deriving the Culler identity:
[a, b]3 = [aba−1, b−1aba−2][b−1ab, b2].
Commutator length is not stable under taking powers. Thus, the
stable commutator length of g ∈ [G,G] is defined as
sclG(g) = lim
n→∞
clG(g
n)
n
.
Since commutator length is subadditive, this limit always exists, and
further sclG(g
n) = n · sclG(g). Where there is no chance for confusion
we will drop the subscript G.
We can interpret commutator and stable commutator length as a
“rational covering genus” for free homotopy classes of loops in a topo-
logical space. Let X be a space with π1(X) = G. Then, clG(h) ≤ g if
and only if there exists a map f : S → X with f(∂S) in the homotopy
class h, where S is a surface of genus g. This can be seen by noting
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that in a surface S with genus g and one boundary component any
representative of the free homotopy class of ∂S in π1(S) is a product
of g commutators.
Definition 1.1. A map f : S → X of a surface S is called admissible
for h ∈ [G,G] if for some representative γ : S1 → X of h, we have:
∂S
i
−−−→ Sy∂f yf
S1
γ
−−−→ X
such that (∂f)∗
(
[∂(S)]
)
= n(S)[S1] and the diagram commutes up to
homotopy.
It is shown in [Cal09a, Proposition 2.10] that:
(1) sclG(h) = inf
{
−χ−(S)
2n(S)
: f : S → X is admissible for h
}
,
where −χ−(S) is defined as the sum of the Euler characteristics of all
components with negative Euler characteristic.
By considering surfaces S with an arbitrary number of boundary
components, it is simple to extend our definition of scl to any formal
linear combination of elements of G which is trivial in H1(G). These
chains are the one boundaries of the group and it is convenient to
consider BH1 (G;R), the vector space of one boundaries over R with the
relations gn − ng = 0 and hgh−1 − g = 0 for all g, h ∈ G and n ∈ Z.
In most cases the range of values scl takes on remains unknown.
The only cases which have been previously handled where scl is not
identically zero are:
(1) free groups [Cal09b];
(2) free products of abelian groups [Cal11, Wal13];
(3) elements of the universal central extension of Homeo+(S1) in-
side of Homeo+(R) [Cal09a, Chapter 2];
(4) Stein-Thompson Groups [Zhu08].
Calegari showed in [Cal09b] that stable commutator length is rational
in any free group, and he provided an algorithm to compute scl on any
finite dimensional rational subspace of one boundaries of Fr, showing
that it is is a piecewise rational linear norm on BH1 (Fr). Generalizing
that, Calegari also showed the analogous result in [Cal11] for all free
products of abelian groups and similarly that there is an algorithm to
do the computation on any finite dimensional rational subspace of the
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one boundaries. Groups such as these, where scl is piecewise rational
linear on BH1 (G) are called PQL — pronounced “pickle”.
Calegari has also conjectured that the fundamental groups of all com-
pact 3-manifolds are PQL. In this paper we will prove the following,
which gives a positive answer to Calegari’s conjecture in the special
case of torus knot complements:
Theorem 3.4. Let G = A ∗Zk B, where A and B are free abelian
groups of rank at least k. Then stable commutator length is a piecewise
rational linear function on BH1 (G), and furthermore scl is algorithmi-
cally computable on rational chains.
Further, using our methods we prove the following, analogous theo-
rem for collections of free abelian groups amalgamated over a shared
subgroup.
Theorem 3.5. Let {Ai} be a collection of free abelian groups of rank
at least k. Then stable commutator length is a piecewise rational linear
function on BH1 (∗ZkAi), where the Ai are amalgamated over a common
shared subgroup. Further, scl is algorithmically computable on rational
chains.
Previously, Fujiwara proved in [Fuj00] that the second bounded coho-
mology of these groups (which is closely related to stable commutator
length by the Bavard duality theorem – see [Cal09a, Theorem 2.70]) is
infinite dimensional. Generalizations of this were achieved by Bestv-
ina and Fujiwara in [BF02] and Calegari and Fujiwara provided the
explicit lower bound 1
312
for stable commutator length in these groups
in [CF10] for words which are not conjugate to their inverses; as well
as lower bounds for word hyperbolic groups and some pseudo-Anosov
elements of the mapping class group.
The class of groups in Theorems 3.4 and 3.5 contains many inter-
esting groups, which arise naturally as central extensions by Zk of the
groups with torsion studied in [Cal11] and more recently in [Wal13].
When k = 1 the class of groups is already very rich: they are central
extensions of groups of the form
H =
(
Z
n × Z
/
rZ
)
∗
(
Z
m × Z
/
sZ
)
.
In the special case where m = n = 0 and (r, s) = 1 we have the class of
all torus knot groups [Hat02], as noted above, which were previously
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known to be PQL [Cal09a, Proposition 4.30] using the Bavard duality
theorem, as opposed to topological methods.
Using our methods, and applying results of Calegari and Walker from
[CW13], we also analyze the dynamics of stable commutator length of
a single word, as we change the group. By exploring the relationship
between groups in Theorems 3.4 and 3.5 and free products of cyclic
groups, we obtain the following.
Corollary 4.13. Let G = Z
/
p1Z
∗ · · · ∗Z
/
pkZ
and w ∈ Fk. Then for
pi sufficiently large, sclG(w) depends quasirationally on the pi
Previously, Calegari-Walker proved in [CW13] that stable commuta-
tor length in surgery families is quasirational in the parameter p. To
do this, they showed in subspaces of BH1 (Fr) spanned by k surgery
families {wi(p)}
k
i=1 that the scl unit norm ball quasiconverges in those
subspaces, and that the vertices depend quasirationally on p, modulo
identification. The proof requires the use of the algorithm from [Cal11],
which is similar to the algorithm presented in section 3.
Additionally, Corollary 4.11 gives a partial answer to a question of
Walker from [Wal13].
Acknowledgements. I would like to thank Jason Behrstock for his
helpful edits and encouragement regarding the contents in this paper.
I would also like to thank Danny Calegari and Alden Walker for their
interest in this project and for enlightening conversations about it.
2. Decomposing Surfaces
Let A = 〈a1, . . . , an〉 and B = 〈b1, . . . , bm〉 be free abelian groups
and let G = A ∗Zk B. Up to isomorphism, we can assume that
G = 〈a1, . . . , an, b1, . . . , bm | a
r1
1 = b
s1
1 , . . . , a
rk
k = b
sk
k , [ai, aj ] = [bp, bq] = 1〉 .
Let X be the graph of spaces associated to this amalgamated free
product consisting of an n-torus (which we will call TA) and an m-
torus (which we will call TB) connected by a cylinder T
k × [0, 1] where
T k × {0} ⊂ A represents the free abelian subgroup of A generated by
ar11 , . . . , a
rk
k and similarly for T
k × {1} ⊂ B. Fix η ∈ BH1 (G). Let
f : S → X be a map of a surface to X with the property that S is
admissible for η
We will cut X into pieces along the connecting cylinder and ana-
lyze how S maps to each piece. Since η is homologically trivial, by
replacing occurrences of ai with b
si
i a
1−ri
i we can write η in a form
where the sum of the exponents of each ai and bi is zero (note that
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H1(G;Z) = 〈ai, bi | riai − sibi = 0〉). We can additionally require than
any summand of η which is conjugate into either A or B is written in
only ai’s or bi’s, respecitvely. We call such a representation a normal
form of w. It will be necessary in section 3 that η is in this form.
Definition 2.1. We say that a loop γ representing any g ∈ G is tight
if γ∩T k× (0, 1) is an arc of the form {p}× (0, 1) for some fixed p ∈ T k.
Given S and f as above, we can homotope f so that f(∂S) is a union
of tight loops. Further, f can be homotoped so that f(S) intersects the
loop C = T k × {1
2
} transversely, i.e., crossing any arc in f−1(C) ⊂ S
results in switching components of X \ C.
As in [Cal11] consider S \ f−1(C). It is necessary to understand
the surfaces mapping to each component with tight boundary. Assume
that some component of S \ f−1(C) is not planar: then we would
have a surface with boundary mapping to either TA or TB (which has
fundamental group either A or B, both free abelian — without loss
of generality, assume it is A). This map cannot be π1-injective. If
S has boundary, then the sum of the boundary components must be
trivial in A, and thus we can replace the component with a vanKampen
diagram for the sum — a planar surface. Thus, we may assume that
each component of S \ f−1(C) is planar.
In the case where G = 〈a, b | ap = bq〉 and p, q are coprime we obtain
the fundamental group of a torus knot complement. We can realize
the set-up described above by replacing TA and TB with the interior of
genus 1 handlebodies in a Heegaard splitting of S3 and the adjoining
cylinder with A = T 2 \K, which is an annulus.
Using the constructions above we prove the following classical theo-
rem of Waldhausen. Recall that a map of a surface S →M is incom-
pressible if it is π1-injective.
Theorem 2.2 (Waldhausen [Wal67]). Let M = S3 \K, where K is a
torus knot. If S is a closed, embedded, incompressible surface, then S
is a boundary parallel torus.
Proof. Let f : S →M be the embedding of the surface S and let T be
the torus boundary of the genus 1 Heegaard splitting of S3 with K ⊂ T .
Isotope f so that it is transverse to A = T \ K and f(S) ∩ A has a
minimal number of components. We cut S along f−1(A). As noted
above, since S is incompressible each component must be planar. If
any component of S\f−1(A) has more than two boundary components,
since each component of M \A is the interior of a genus 1 handle body
we obtain a homomorphism from a free group on at least two generators
6 TIM SUSSE
to Z, which cannot be injective. Thus, each component of S \ f−1(A)
is an annulus and S is a torus.
Further, f(S) ∩ A is an embedded collection of curves in A parallel
to K and the surface connects these curves from above and below. Let
C be some component of S \ f−1(A). Since the number of components
of f(S)∩A is minimal, the boundary components of C split T into two
pieces, exactly one of which is enclosed by C and contains K. Locally,
C “jumps” over strands of K. If C jumps more than one strand, some
arc in ∂C would be (locally) enclosed by C, but this is impossible if C
is embedded. See Figure 1 for a diagram illustrating this. Thus, S is
boundary parallel.
T
Self-intersection
K
f(S) ∩A
Figure 1. A component jumping over more than one
strand of a torus knot.

f−1(C) is necessarily a properly embedded one-submanfold of S.
Thus it is a disjoint collection of arcs with endpoints on ∂S and loops
in the interior of S. It is possible that f−1(C) contains isotopic copies
of a curve. In this case, depending on whether the number of copies
is odd or even the number of copies can be reduced to either one or
zero by cutting out all of the annuli formed by the isotopies and gluing
together the new boundary components. Either the two sides of the
remaining curve map to opposite components of X \C or the same. In
the first case, we keep the remaining curve. In the second, since the
map is no longer transverse to C, homotope the map to eliminate the
loop.
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The outline of the proof of Theorem 3.4 is as follows:
(1) Prove that we can assume all loop components of f−1(C) are
separating using gluing equations (Proposition 2.3);
(2) Parameterize the space of all surfaces using a rational polyhe-
dron;
(3) Prove that it is possible to estimate the Euler characteristic of
components of S \ f−1(C) using a piecewise rational function
(Lemma 2.10);
(4) Given compatible components, show that it is possible to glue
them together and solve the gluing equations from step 1 – we
do this by adding additional loops (Lemma 3.1);
(5) Show that the Euler characteristic estimate from the third step
is still a good estimate, even after adding loops in the fourth
step (Lemma 3.3);
(6) Use linear programming to minimize −χ−(S).
2.1. Loop Components. The following proposition is the main goal
of this section, and a formal statement of the first step in the outline
above.
Proposition 2.3. Let S be a surface and f : S → X a continuous map.
Then, up to replacing S by a surface with higher Euler characteristic,
all loop components of f−1(C) are separating. Further, if there are l
loop components, then the chain f∗(∂S) is split into at least (l+1) sub-
chains by the loops, each belonging to span {ar11 , . . . , a
rk
k } ⊆ H1(G;R).
The boundary components of the closures of a component of S \
f−1(C) come in two types, which alternate. Using the notation of
[Cal11], components of f−1(C) will be called σ-edges, which alternate
with τ -edges, which come from ∂S. For convenience we will distin-
guish between components of f−1(C) depending other where they are
properly embedded arcs or simple closed curves. We will call the latter
σ-loops. Further, boundary components of S have two forms. Either:
(1) the image is contained entirely in the torus TA or TB, which we
will call Abelian loops;
(2) the image alternates between tight loops in TA and tight loops
in TB.
In order to consider the Abelian loops, pretend that there is a σ-edge
on each Abelian loop called a dummy edge; any other is called genuine.
Consider each component of S \ f−1(C). The division between σ-
and τ -edges gives a polygonal structure on each planar surface. From
a collection of pieces, it must be possible to determine the Euler char-
acteristic of S. To accommodate the gluings, it is necessary to use an
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Euler characteristic with corners, which is simply a version of an orb-
ifold Euler characteristic. The following formula comes from thinking
about each σ-edge intersecting ∂S at a right angle.
Definition 2.4. Given a surface with a polygonal structure on its
boundary, let c(S) be the number of corners. Its orbifold Euler char-
acteristic is given by:
χo(S) = χ(S)−
c(S)
4
.
On a component of S \ f−1(C), the sum of all the τ -edges, need not
be zero in homology; it must, however, be an element of 〈ar11 , . . . , a
rk
k 〉.
This homology deficit must be made up in the genuine σ-edges, since
f describes how the image of the boundary bounds a surface in X , so
the sum of the images of all the σ- and τ - edges in a component must
be zero. Since f(∂S) is tight, each vertex maps to the same point,
thus there is an element of Zk attached to each genuine σ-edge and
σ-loop describing how it wraps around C. We think of this element is
a “generalized winding number” for the edge.
Encoding this information, label the σ-edges 1, . . . n and let
li = (li,1, . . . , li,k) be the element of Z
k attached to the σ-edge i. Fur-
ther, let lCj be the element attached to the loop components of f
−1(C).
Each component of S \ f−1(C) describes an equation in homology. In
particular, the sum of all the σ-edges and σ-loops in a component must
cancel out the sum of all the τ -edges.
There are two systems of linear equations, one for components map-
ping to the torus TA and one for components mapping to the torus TB.
In each system each σ-edge is used only once, and so appears in exactly
one equation. Since gluings are orientation reversing, it appears with
the coefficient 1 in the system for TA and −1 in TB. Further, if w is in
a normal form, adding up all of the equations for either system gives∑
li +
∑
lCj = 0, since the sum of all τ -edges mapping to TA is zero,
and similarly for TB.
Proposition 2.3 is thus a statement about integral solutions of this
system. The following lemma guarantees us integral solutions to the
system and is the technical step needed to prove that proposition.
Lemma 2.5. Consider a linear system of equations as follows
 MA
MB

 v =

 N1
N2

 ,
such that all entries of MA and MB are either 0 or 1; each column in
MA and each column in MB has a 1 in exactly one place; N1 and N2
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are integral vectors and the system is consistent. Letting Aj be a row
from MA and Bi a row from MB, it is possible to row reduce the matrix
so that each fully reduced row is of the form∑
ǫiBi −
∑
δjAj,
where ǫi, δj ∈ {0, 1}. Consequently, the system has an integral solution.
We provide an example of a matrix of the form described in the
lemma, which illustrates the proof of the lemma in the general case.


1 0 0 0 1 0 1 1 0 0
0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1
1 1 0 0 1 0 1 0 0 1
0 0 1 0 0 1 0 1 0 0
0 0 0 1 0 0 0 0 1 0


Note that in the notation of Lemma 2.5, MA is the first four rows,
andMB is the final three. Row reduce by subtracting the first two rows
of MA from the first row of MB and proceed downwards, the third row
of MA from the second row of MB and the fourth row of MA from the
third row of MB. This leaves us with the matrix:

1 0 0 0 1 0 1 1 0 0
0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1
0 0 0 0 0 −1 0 −1 0 1
0 0 0 0 0 1 0 1 −1 0
0 0 0 0 0 0 0 0 1 −1


To finish the reduction, add the first row of MB to the second, then
that row to the third, and finish with the row-reduced matrix

1 0 0 0 1 0 1 1 0 0
0 1 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1
0 0 0 0 0 −1 0 −1 0 1
0 0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0 −1


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Notice that no row of MB was used more than once during the re-
duction, the full proof relies on the fact that this holds generally.
Proof of Lemma 2.5. PutMA is in row-echelon form by switching columns
in the matrix. Let m be the number of rows of MA, arrange that the
left-most m ×m block of A is an m ×m identity matrix. By switch-
ing the rows of MB, put MB in row-echelon form (although it will not
necessarily begin with an identity matrix).
Denote the (original) rows of MA as Aj and the rows of MB as Bi.
No reductions need to be done on the matrix A, since it is already in
row-echelon form. To reduce a row of MB, first subtract off rows of
MA that share 1’s with it in the first m-columns. Note that since there
is only one 1 in each column of MB and the first m ×m block of MA
is an m×m identity matrix, if Bk and Bl are reduced by the same Aj,
then k = l.
Now, the first m columns of MB are eliminated and the reduced
matrix M ′B has entries 1, 0 and −1. Further, each column of M
′
B has
at most one 1 and at most one −1. Continue to reduce M ′B by adding
together rows (after possibly making some row switches). Let n be the
number of rows in MB. B
′
1 requires no reduction, as its first possible
non-zero entry is in the (m+ 1)-st column, after being reduced by the
rows of MA.
If B′2 needs to be reduced, this is done by adding the row B
′
1 = B
′′
1 .
Call each fully reduced row B′′i . We claim that B
′
i does not get reduced
by B′′k if B
′′
k was used to reduce a previous row. Let’s say that B
′
i and
B′l are both reduced by B
′′
k . Then B
′
i and B
′
l must both have an entry
of 1 or −1 in the left-most entry of B′′k , a contradiction to each column
having at most one 1 and one −1. Thus, each reduced row is achieved
as a sum
B′′k =
n∑
i=1
ǫiBi −
m∑
j=1
δjAj ,
where ǫi, δj ∈ {0, 1}, since each B
′
i is the row Bi minus a sum of rows
fromMA. In this way, the reduced matrix has entries 1, 0, −1. Since the
original system is consistent and the image vector has integral entries,
this is also true of the reduced system, and so there is an integral
solution. 
Recall that every component of S \ f−1(C) produces an equation –
thus each row of the matricesMA andMB corresponds to some compo-
nent. From the first statement of Lemma 2.5, we can interpret taking
a sum of rows in MB and MA as taking a union of the components.
In particular, if a row in MB and a row in MA have a column where
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they are both non-zero, then they share a σ-edge, and in their union
we glue along the shared edge. Thus, the lemma says that when re-
duce the matrix, each edge is used exactly once. Further, every reduced
row represents some set of glued components (along σ-edges) and the
remaining 1’s and −1’s represent σ-edges in the boundary of that.
Proof of Proposition 2.3. The lemma in the case k = 1 is equivalent to
saying that no row reduction in the proof of Lemma 2.5 will produce an
equation lC = n, for n 6= 0, or else it is possible to set lC = 0 and still
get a solution to the system. Since row reductions are geometric, by
the comments above, this is the same as saying that there is some union
of components mapping to TB and TA that results in a surface whose
only remaining σ-edge is our loop. Thus, the loop is separating, and the
chain represented by the boundary components from S in this surface
plus ar1n1 must be zero. Thus the sum of those boundary components
is in the span of ar11 in H1(G;R).
To prove the general case, repeat the row reduction operations k-
times, one for each component of the solution vectors (which are in
Z
k).
Up to this point, it was implicitly assumed S is connected. If not,
repeat the above procedure on each component of S separately to com-
plete the proof. 
2.2. Parameterizing Surfaces. We now proceed to parameterize all
surfaces S, with f : S → X continuous and f∗(∂S) in some finite
dimensional subspace of BH1 (G).
Definition 2.6. Let T (A) be the set of all τ -edges coming from A.
Similarly, let T2(A) be the set of ordered pairs of elements of T (A),
except whenever i is an abelian loop the only ordered pair including i
is (i, i).
Note that elements of T (A) correspond to maximal subwords of com-
ponents of a chain η (or more generally a basis element of the finite
dimensional subspace) coming from A. Further, T2(A) corresponds to
all possible σ-edges and the condition on abelian loops corresponds to
the addition of dummy edges. We think of an element (v, w) ∈ T2(A)
as a σ-edge that begins at the τ -edge v and ends at the τ -edge w.
Let C(A) be the real vector space spanned by T (A) and C2(A) the
real vector space spanned by T2(A). Given a surface S and a continuous
map f : S → X , let v(S) be the sum (in C2(A)) of all of the σ-edges
in S. We say that v(S) parameterizes S.
There are two natural maps on C2(A):
∂ : C2(A)→ C(A)
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which is defined on T2(A) by ∂(a, b) = a− b and also
h : C2(A)→ A⊗ R
defined on T2(A) by h(a, b) =
1
2
(a+b). In particular h(v) represents the
sum of all of the τ -edges in the real first homology of A. (If a surface
S comes from the cutting a surface with boundary along σ-edges, then
by putting the boundary in normal form we can see that h(v) = 0.)
In order for a boundary component to close, it must be that ∂(v) = 0.
In particular, every τ -edge appears as a beginning of exactly one σ-edge
and also the end of exactly one, but the two need not necessarily be
distinct.
Let VA be the set of all vectors in C2(A) such that h(v) = 0 and
∂(v) = 0, with all components non-negative. Since it is defined by
finitely many equations and inequalities, VA is the cone on a finite
sided rational polyhedron.
The next lemma shows the every integral vector v ∈ VA parameter-
izes a planar surface mapping into TA. Form a graph Γ with vertices
corresponding to elements of T (A) and edges corresponding to elements
of T2(A) so that the edge identified with (a, b) is a directed edge from
the vertex a to the vertex b. A vector v ∈ VA gives weights on the
edges of the graph. Let |Γ(v)| be the number of connected components
of the graph weighted by v, after we throw out edges with zero weight.
Lemma 2.7. For any integral vector v ∈ VA there is a planar surface
S and a map f : S → TA so that the vector in C2(A) coming from S
is v and the number of boundary components of S is |Γ(v)|. Further,
any surface giving rise to the vector v has at least |Γ(v)| boundary
components.
Lemma 2.7 is a restatement of [Cal11, Lemma 3.4], and by setting
all of the generalized winding numbers to zero the proof follows in the
same way.
Let |v| be the sum of the components of v coming from genuine σ-
edges. There are exactly 2|v| corners on a surface, S, parameterized
by v, thus
χo(S) = χ(S)−
|v|
2
= 2− (# of boundary components of S)−
|v|
2
.
Noticing that |Γ(nv)| = |Γ(v)|, for any planar component S1 of S,
parameterized by v1 with negative Euler characteristic and any ǫ > 0
there is an integer n so that there is a surface parameterized by nv1
(which we call nS1) with −χ(nS1)/n < ǫ. Thus, components of S with
negative Euler characteristic are projectively negligible and contribute
only corners to χo. To compute scl we need to study those components
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with positive Euler characteristic, i.e., discs. It is here that our case
differs dramatically from the case of free products.
In the case of an amalgamated free product, there exist surfaces
with components that are parameterized by vectors not in VA (it may
be that h(v) 6= 0, but ∂(v) = 0); however, for any surface obtained
by cutting along σ-edges, the sum of all of the components is in VA.
The following example shows the importance of the winding numbers
on σ-edges and will motivate the expansion of our cone VA.
Example. Let G = Z2 ∗Z Z
2 where the first Z2 is generated by a and
b, and the last is generated by c and d and we amalgamate along the
shared subgroup b = c. Let w = [b, d], which is clearly the identity.
However, this is a word in a normal form, so we would like to find the
disc that a tight representative of w bounds.
Using the notation for the vector spaces above, we have 4 τ -edges, b,
B, d and D, using the convention B = b−1. Consider the components
mapping to the torus representing the first Z2. T (A) has dimension 2
and T2(A) is generated by the σ-edges (b, b), (b, B), (B, b) and (B,B).
Label these σ-edges e1, e2, e3 and e4 and the coordinates of each vector
by (v1, v2, v3, v4). We can easily see that
ker(∂) = span {(1, 0, 0, 0), (0, 1, 1, 0), (0, 0, 0, 1)} ,
ker(h) = span {(1, 0, 0, 1), (0, 1, 0, 0), (0, 0, 1, 0)} .
Consider the vector (1, 0, 0, 1) ∈ VA.
b
B
0
0
(a) Annulus
b
−1
B
+1
(b) Discs
Figure 2. Representations of (1, 0, 0, 1) as Planar Surfaces
Both an annulus and two discs are parameterized by v, as shown in
Figure 2. In each diagram, we must attach integers to each σ-edge, as
noted in the lead up to Lemma 2.5: in Figure 2a we label each σ-edge
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0, while in Figure 2b we label one σ-edge 1 and the other −1. We see
this by realizing (1, 0, 0, 1) = (1, 0, 0, 0)+ (0, 0, 0, 1) which, while not in
VA, are both represented by discs whose sum is in VA.
d
b −1 +1 B
D
Figure 3. The disc bounding the word bdBD
We can now create the disc, as promised, by using the vector in VB
given by (d,D)+(D, d), as shown in Figure 3. Each σ-edge is drawn in
the figure with dashed lines and is labelled with and integer indicating
its class in H1(C), while each τ -edge is labeled by the maximal subword
it represents. This disc confirms that [b, d] = 1.
2.3. Disc Vectors. We call any integral vector v which is realized by
a map of a disc into TA a disc vector. From Lemma 2.7, we conclude
that these are exactly the vectors v for which |Γ(v)| = 1. The example
shows, however, that we need to look outside of VA to find all of the
necessary disc vectors to compute scl. To do this effectively, we need
to expand our vector space C2(A).
Notation 2.8. Let C2(A) = C2(A)×spanR{a
r1
1 , . . . a
rk
k }. Abusing nota-
tion, we consider the element ((v, w), (l1, . . . , lk)) of C2(A) as
(v, w) +
∑
lia
ri
i . We extend the maps ∂ and h to C2(A) as follows:
∂((v, w)) = v − w and ∂(arii ) = 0
h((v, w)) = 1
2
(v + w) and h(ar1i ) = −riai.
Further, let VA be ker(∂) ∩ ker(h) intersected with the non-negative
orthant of C2(A)
Notice that the projection π : VA → C2(A) is one-to one, and so it
can be identified its image. Since VA is a cone on a finite-sided rational
polyhedron in C2(A), the same holds in C2(A). In fact, there is a map
π(VA) → VA given by v 7→ (v, h(v)). Further, VA ⊆ VA in this way.
Alternatively, we can identify VA with VA × {0}. Let DA be the set of
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disc vectors in VA. We look for representations of v ∈ VA by the most
disc vectors i.e., representations of the form v =
∑
tivi + v
′ such that
vi ∈ DA, ti > 0 and v
′ ∈ VA. We call these acceptable representations.
Following [Cal11] we make the following definition.
Definition 2.9. TheKlein function on VA is defined by κ(v) = max
∑
ti,
where the maximum is taken over all acceptable representations v =∑
tivi + v
′.
As in Calegari’s algorithm, we use κ to approximate the Euler char-
acteristic of a vector. However, κ will always consider any dummy
σ-edge corresponding to an abelian loop representing an element in
the shared Zk subgroup as a disc. In light of this, we define
χo(v) = κ(v)−
|v|
2
− vab,
as the orbifold Euler characteristic of a vector, where vab is the l1-norm
of the component of v coming from dummy σ-edges corresponding to
abelian loops labelled with an element of the amalgamating subgroup.
Lemma 2.10. Let SA be a surface with v(SA) = v, then χo(v) ≥
χo(SA). Further, for any rational vector v ∈ VA and ǫ > 0 there exists
a surface SA with v(SA) = nv and χo(v) ≤ χo(SA)/n + ǫ.
Proof. This first statement follows from the fact that every disc com-
ponent has Euler characteristic 1. Thus, disc components of SA can
add at most κ(v)− vab to the Euler characteristic, since κ will always
count those dummy σ-edges as loops. All other components contribute
zero or a negative number to the Euler characteristic along with their
corners, so χ(SA) is at most κ(v)− vab −
|v|
2
and the result follows.
For the second, let v =
∑
tivi + v
′ be an acceptable representation
of v that realizes κ(v). By perturbing the ti slightly, we can assume
each is rational, and their sum is within ǫ
2
of κ(v). Choose n so that:
nv = nivi + v
′′, where ni ∈ Z and v
′′ is an integral vector. Now, form
a surface using ni discs parameterized by vi, when vi is not a dummy
σ-edge representing an element of the amalgamating subgroup, and
additional components (which are not discs) corresponding to v′′. If
v′′ is non-zero, then we add all abelian loops labelled by elements of
〈ar11 , . . . a
rk
k 〉 to one of the components in the surface parameterized by
v′′. If v′′ = 0, then we are forced to add the abelian loops into a disc.
Now take covers so that the Euler characteristic of all non-disc com-
ponents are negligible. In particular if S ′A is the union of those compo-
nents, find m so that χ(S ′A)/m > −
ǫ
2
. If v′′ = 0 but vab 6= 0, then there
is some disc vector w in our surface, so that the corresponding disc is
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not realized (since the component will contain the abelian loop). In
this case, create m discs corresponding to w in mv, one of which con-
tains the abelian loop (and so is not realized as a disc). As a result, we
obtain a surface SA whose Euler characteristic (divided by its covering
degree) is as close to κ(v)− vab as we would like. 
The following lemmas are identical to [Cal11, Lemma 3.10, Lemma
3.11], and the proof of the first is identical if we replace VA by VA.
Lemma 2.11. κ(v) is a non-negative, concave function on VA that is
linear on rays and κ = 1 exactly on the boundary of conv(DA + VA)
inside VA.
Lemma 2.12. The sets conv(DA) and conv(DA + VA) are finite sided,
convex, rational, closed polytopes, whose vertices are elements of DA.
Proof. By [Cal11, Lemma 4.8] the faces of ker(∂) are in one-to-one cor-
respondence with recurrent subgraphs of Γ, so that the disc vectors
in VA are contained in the open faces corresponding to recurrent con-
nected subgraphs of Γ. If F is one of them, we know that conv(F ∩DA)
is a finite sided polytope (see [Mou00] for an explanation). Now, there
are only finitely many connected recurrent subgraphs of Γ, so only
finitely many of these faces to consider. The the convex hull is also a
finite sided polytope. Similarly, [Mou00] implies that conv(DA+VA) is
covered by only finitely many translates of VA (a slight generalization
of Dickson’s Lemma), implying the result. 
Corollary 2.13. The functions κ(v) and χo(v) are each equal to the
minimum of the finite set of rational linear functions.
Proof. Note that any function that is linear on rays and exactly 1 on
the boundary of conv(DA + VA) must be equal to κ(v). As noted in
[CLO91], there is a primitive inward pointing normal vector vj for each
codimension 1 face Fj of conv(DA + VA), so that 〈v, vj〉 = aj for all
v ∈ Fj , and for all other vectors in the polytope, 〈v, vj〉 > aj . Set
κ′(v) = minj
{〈
v,
vj
aj
〉}
. This function clearly meets the criteria of
Lemma 2.11, and so it must be equal to κ(v). Further, each of the
functions in the minimum is linear and there are only finitely many,
since by Lemma 2.12 conv(DA + VA) has only finitely many sides. 
3. Computing SCL
Let A and B be two free abelian groups of rank at least k and let
G = A∗ZkB and consider a chain η ∈ B
H
1 (G). From the methods of the
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previous section there are two polytopes VA and VB, each of which has
an associated piecewise rational linear function, denoted by χAo and χ
B
o ,
respectively. Consider VA × VB. We say two σ-edges v = (τ1, τ2) and
w = (τ ′1, τ
′
2) are compatible if τ1 is followed by τ
′
2 and τ
′
1 is followed by
τ2 in η, considering each word in η cyclically. Two vectors v ∈ VA and
w ∈ VB are compatible if their components from compatible σ-edges
are equal.
To complete the proof of Theorem 3.4 we first need to prove that
given compatible vectors it is possible to construct a surface admissible
for η. We will prove in Lemma 3.1 that we can accomplish this by
adding σ-loops. We then simplify the surface, as in Proposition 2.3,
and show in Lemma 3.2 and Lemma 3.3 that we can control the added
σ-loops in a strong sense.
Lemma 3.1. Given two compatible vectors v ∈ VA and w ∈ VB there
exists a surface parameterized by v and w, formed by adding σ-loops,
which is admissible for η.
Proof. Since each σ-edge carries a weight, and weights attached to
glued σ-edges must be opposite, we need to guarantee a solution to
the gluing equations from section 2. We will do that by adding σ-loops
to components coming from TA and TB and gluing those accordingly.
For each component coming from TA, if the sum of its τ -edges is∑
mia
ri
i , add
∑
|mi| loops to the component each labelled with ±a
ri
i
and similarly for TB. We can glue loops labelled with ±a
ri
i to loops
labelled ∓bsii .
If TA has more loops labelled with ±a
ri
i than TB then glue as many
loops as possible. Since w is in normal form, the remaining loops con-
tain the same number of arii labels as −a
ri
i labels. Choose a component
of S coming from TB and add as many loops as there are remaining
in TA. Label half with b
si
i and half with −b
si
i and complete the gluing.
See Figure 4 for an example.
By labeling all of the remaining σ-edges 0, we obtain the required
gluing. 
After adding σ-loops in the proof of the proposition we have altered
the Euler characteristic of the resulting surface. In what follows we
will simplify this surface using Proposition 2.3, by altering the winding
numbers on σ-edges and σ-loops, to bring the Euler characteristic of
the resulting surface in line with the estimate obtained in Proposition
2.10.
First, if η is either a word or does not contain a subchain in the
span of {ar11 , . . . a
rk
k }, Proposition 2.3 guarantees an integral solution
18 TIM SUSSE
a3
−1
a
A2
+1
A2
B2
b2
−1 +1
b
B
Figure 4. A surface bounding the chain a3B2ab +
A2BA2b2 in 〈a, b | a4 = b3〉. All σ-edges are labelled zero
and we glue each +1 loop to a −1 loop.
to the gluing equations with all loops eliminated, since there are no
subchains with sum in the span of {ar11 , . . . , a
rk
k }. Further, Lemma 2.10
guarantees that χAo + χ
B
o is an estimate for the Euler characteristic of
this surface.
If η contains a subchain in the span of the amalgamating words,
then Proposition 2.3 implies that the gluing equations have a solution,
leaving a limited number of separating loops. The following proposition
shows us that we can strongly control the propagation of loops when
taking covers in the sense of Lemma 2.10.
Proposition 3.2. Let v ∈ VA and w ∈ VB be compatible integral vec-
tors. Let S be a surface parameterized by the pair with the least number
of loop components. Suppose that S contains k loop components. Then
there is a surface S ′ parameterized by 2v and 2w which contains at
most k loop components.
Proof. Take v, w and S as above. According to Proposition 2.3, since
there are k loop components ∂S is divided into (k + 1) subcollections
∂1, . . . , ∂k+1 so that each subcollection is mapped to a chain over G
which is in the span of the amalgamating words. Further, no compo-
nent of S \ f−1(C) can contain τ -edges from two of the subcollections
and no boundary component of ∂i can be joined to one in ∂j by an arc
in S which does not cross a loop component of f−1(C).
Form S ′ as in Lemma 2.10, so that ∂S ′ is a double cover of ∂S.
The surface S ′ may have more boundary components than S, meaning
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that some boundary components may be doubled in S ′. There are two
possible cases.
If some component with a τ -edge from ∂i does not correspond to a
disc vector, then in S ′ each lift of a boundary component in ∂i can
be connected to the other lift of that boundary component by an arc
which remains in one component. Thus, in S ′ the lift of ∂i cannot be
separated into two subcollections.
If every component with τ -edges in ∂i is inDA∪DB, consider the most
na¨ıve gluing of the σ-edges, where we duplicate the gluing pattern from
S. The two lifts of each boundary component of ∂i give two boundary
components of S ′. There are necessarily two subcollections, which we
will call ∂i and ∂
′
i.
From the naive gluing since each σ-edge appears twice, we can switch
the pairing. In this way, ∂i is joined to ∂
′
i by an arc which does not
cross a loop. Thus ∂i and ∂
′
i are not disconnected in this surface and
can therefore not be separated into two subcollections.
Thus, in S ′ we can arrange for there to be k + 1 subcollections of
boundary components which can be pairwise separated by loops. Thus
only at most k loops to solve the gluing equations, as desired. 
Proposition 3.3. Let v and w be compatible rational vectors, then for
any ǫ > 0 there exists a positive integer N and a surface S parameter-
ized by Nv and Nw so that
χAo (v) + χ
B
o (w)−
χ(S)
N
< ǫ.
Proof. This follows from Lemma 2.10 and Proposition 3.2 
Proposition 3.3 tells us the Euler characteristic of a surface an be
approximated by the piecewise rational linear function χAo + χ
B
o , even
accounting for adding the loops needed to solve the gluing equations.
Further, the condition that S has boundary representing η is linear, so
χAo + χ
B
o can be maximized on the intersection of this linear subspace
with VA, a finite-sided polyhedron, using linear programming. Thus,
we obtain the following theorem.
Theorem 3.4. Let G = A∗ZkB, where A and B are free abelian groups
or rank at least k. G is PQL and there exists an algorithm to compute
stable commutator length for any rational chain in BH1 (G).
As mentioned before, the methods above naturally extend to amal-
gamations of several free abelian groups as above over a single Zk. Let
X be the graph of spaces formed from, tori TAi , with TAi connected to
TAi+1 with a cylinder. Using this space, we obtain the following, more
general theorem.
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Theorem 3.5. Let G = ∗ZkAi, where {Ai} is a collection of free abelian
groups of rank at least k, and all of the Ai share a common Z
k sub-
group. Then G is PQL and there exists an algorithm to compute stable
commutator length for any rational chain in BH1 (G).
Proof. Since each torus has only one set of gluing equations coming
from the amalgamation, we write out the gluing system as a block
matrix. Call the blocks Mi and use row switches to put each one in
row-echelon form. Note that, by construction, the block Mi shares
entries in columns with only Mi−1 and Mi+1. Call the overlap Mi,i−1
and Mi,i+1, respectively. Note that the Mi,i+1 blocks are in “block row-
echelon form”. We begin row reducing the M2 block, as in Lemma 2.5.
At the end of this procedure, either the matrix is fully row reduced,
and we can set set all loops not gluing a component from TA1 to one
from TA2 and we are finished, or else there are reduced rows inM2 with
zeroes in every column of M1,2.
In the first case, the σ-loops arise only when there are collections of
τ -edges from TA1 and TA2 which cannot be connected by paths that do
not cross into a component from TA3 . This is a weak form of Proposition
2.3.
In the second we row reduce the next block using these zero rows.
Since these rows correspond to unions of components from TA1 and
TA2 with only σ-edges between TA2 and TA3 remaining. Thus, two such
reduced rows must correspond to non-overlapping sums. Thus, we can
continue to apply the method of Lemma 2.5 and show that loops arise
only when there are τ -edges from TAi which cannot be connected by a
path which stays in components from TAi and TAi−1 or TAi and TAi+1 or
crossing σ-loops. From this weak form of Proposition 2.3, we can still
use the covering procedure of Proposition 3.2 and obtain the result. 
4. Applications of the Theorem
4.1. Examples and Formulas. While the algorithm described in the
previous section is unwieldy, even in simple situations, and suspected
to run in double exponential time [Cal11], it is possible to do some
calculations without appealing to all of the machinery described.
Proposition 4.1. Let G = 〈a, b | ap = bq〉, then
scl([am, bn]) = max
{
min
{
1
2
−
m
lcm(m, p)
,
1
2
−
n
lcm(n, q)
}
, 0
}
.
Remark. If [am, bn] = 1 in the group G, the stable commutator length
is 0. However, the algorithm will give the answer −1
2
and produce a
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a4
−1 −1
a4a4
0
Figure 5. A disc for the vector 3(a4, a4) in the case p = 6.
disc bounding the word. Thus, we must include the maximum in the
formula above.
Proof. Form the vector space C2(A) with basis e1 = (a
m, am), e2 =
(am, a−m), e3 = (a
−m, am) and e4 = (a
−m, a−m). The boundary and
homology maps tell us that for an admissable vector
∑
viei, v2 = v3
and v1 = v4. It remains to determine the Klein function. Clearly, the
vector e2 + e3 forms a disc, and less obviously
lcm(m,p)
m
e1 makes a disc,
and similarly for e4 (see Figure 5 for an example when m = 4, p = 6).
Thus
κ(v) =
m
lcm(m, p)
v1 +
1
2
v2 +
1
2
v3 +
m
lcm(m, p)
v4.
Similar formulas hold for C2(B), spanned by f1 = (b
n, bn), f2 = (b
n, b−n)
and so on, where a vector is given by w =
∑
wifi. In particular:
κ(w) =
n
lcm(n, q)
w1 +
1
2
w2 +
1
2
w3 +
n
lcm(n, q)
w4.
Further, the compatibility equations impose the constraints v1 = w3,
v2 = w1, v3 = w4 and v4 = w2 and |v| = |w| = 2. Thus:
−χ(v, w)
2
=
(
1
4
−
m
2lcm(m, p)
)
v1 +
(
1
4
−
m
2lcm(m, p)
)
v4
+
(
1
4
−
n
2lcm(n, q)
)
w1 +
(
1
4
−
n
2lcm(n, q)
)
w4.
Since v1 = v4 and w1 = w4, the above simplifies to:
−χ(v, w)
2
=
(
1
2
−
m
lcm(m, p)
)
v1 +
(
1
2
−
n
lcm(n, q)
)
w1.
It is clear the the minimum is either achieved when v1 = 1 or when
w1 = 1, which are mutually exclusive possibilities. 
This formula is similar to one that appears in [Wal13, Corollary 5.3],
and we will show in the next section that it is, in fact, a generalization.
The formula in the proposition depends only on residue of m (mod p)
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and n (mod q). This phenomenon is theoretically explained in the next
section.
4.2. Homological Considerations. The groups G = Zn ∗Zk Z
m are
naturally central extensions of groups of the form
H =
(
Z
n−k ×
k∏
i=1
Z
/
niZ
)
∗
(
Z
m−k ×
k∏
i=1
Z
/
miZ
)
.
This central extension is of a very particular form, since i(Zk) ∩
[G,G] = {1}.
Proposition 4.2. Let 1 → A
i
−→ E
π
−→ G → 1 be a central extension
with A a free Abelian group so that i(A) ∩ [E,E] is empty. Then the
induced map H2(G;R)→ H2(E;R) is injective. Thus, the Euler class
of the extension is a torsion class in H2(G;A).
Proof. We consider the spectral sequence
1→ H1(G;R)→ H1(E;R)→ H1(A;R)→ H2(G;R)→ H2(E;R)
See [McC85] for background on spectral sequences. Since the real first
cohomology of any group is simply the space of homomorphisms to R,
we need to show that the restriction map Hom(E;R)→ Hom(A;R) is
surjective (i.e, that every homomorphism A → R extends to a homo-
morphism E → R).
Let φ : A→ R be a homomorphism. We will extend this to a homo-
morphism φ : E → R. To do this, it suffices to define φ on E
/
[E,E].
Since i(A) ∩ [E,E] = ∅, the induced map A
i
−→ E → E
/
[E,E]
is injective, and A injects into the free part of the abelianization of
E. We will denote elements of the abelianization by g. Let A =
〈a1, . . . , ak〉, then there exist generators g1, . . . , gk, . . . , gn of
E
/
[E,E]
so that i(ai) = rigi. Define
φ(gi) =


φ(ai)
ri
, if 1 ≤ i ≤ k
0, otherwise
.
Now, φ : E
/
[E,E] → R lifts to a homomorphism φ : E → R. Thus
the map H1(E;R)→ H1(A;R) is surjective.
By the exactness of the sequence, this implies that
ker
(
H2(G;R)→ H2(E;R)
)
= 0.
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The second statement of the Proposition follows immediately from
the above and the Universal Coefficient Theorem [Hat02, Chapter 3.A],
since H∗(G;A) = H∗(G;Z)⊗ A whenever A is a torsion free. 
Remark. Gersten proved in [Ger92] that if A = Z, and the image of
a class in H2(G;R) is bounded, it is a bounded integral class. In the
same paper, he proved that extensions with bounded Euler class are
quasi-isometric to G× Z.
Remark. The groups Zn∗ZkZ
m are naturally quasi-isometric to
(
Z
n−k × T
)
∗(
Z
m−k × T ′
)
×Zk, where T and T ′ are torsion. They are not, however,
virtually direct product of the form (A ∗B) × Zk with A and B free
abelian groups. They are virtually of the form (A ∗B ∗ Z ∗ Z ∗ · · · ∗ Z ∗ Z)×
Z
k, where there are 2k many Z free factors. Computationally, this is
a challenging situation for the algorithm in [Cal11] and information is
also lost when passing to finite index subgroup.
Thus, the algorithm in this paper provides a direct approach to free
products of abelian groups with torsion, and can in fact detect phe-
nomena not apparent using the algorithm in [Cal11]. For instance, in
the group B3 = 〈a, b | a
2 = b3〉, scl([a, b]) = 0, which is not obvious
when considering its finite index F2 × Z subgroup, since [a, b] 6= 1. In
fact, working through the algorithm, we determine that [a, b] = [a, B],
which is conjugate to [b, a] = [a, b]−1, detecting a mirror in the braid
group.
Considering Proposition 4.2, the following is an extension of [Cal09a,
Proposition 4.30].
Proposition 4.3. Let
1→ A
i
−→ E
π
−→ G→ 1
be a central extension so that the induced map H2(G;R) → H2(E;R)
is injective. Then the projection map E
π
−→ G is an isometry for scl.
Thus for groups of the form Z∗ZZ, their projections to free products
of cyclic groups, as studied extensively in [Wal13] is scl preserving.
In fact, it is possible to extend the above proposition to the groups
handled in Theorem 3.5. When considering the case when Ai = Z for
all i, these amalgamated free products project to any free product of
finite cyclic groups.
4.3. Quasirationality in Free Products of Cyclic Groups. Proposi-
ton 4.3 allows us to study scl in free products of cyclic groups by instead
looking at an amalgamated free product. Walker studied scl in free
products of cyclic groups in [Wal13], and posed the following question:
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Question 4.4. Let G = ∗Z
/
piZ
. For a fixed word w ∈ Fr, and w, its
projection to G, is it true that scl(w) varies like a quasilinear function
in 1
pi
, for pi sufficiently large?
To analyze this question, we will ask the analogous question for amal-
gamated free products of free Abelian groups, as in Theorems 3.4 and
3.5.
Definition 4.5. A function P (n) is called a quasipolynomial if there is
a least positive integer π and a finite set of polynomials, {P0(n), . . . , Pπ−1(n)},
so that for any integer n, with n ≡ k (mod π) and 0 ≤ k ≤ π − 1 we
have that P (n) = Pk(n).
In other words, P (n) is a polynomial whose coefficients can vary,
but depend only on the residue of n modulo π. Further, π is called
the period of P (n), and its degree is the maximal degree of Pi(n),
for 0 ≤ i ≤ π − 1. For example, the formula in Proposition 4.1 for
scl([am, bn]) is a quotient of two quasipolynomials in p and q.
In this section we will prove that, fixing a word w, scl(w) behaves
quasirationally as the amalgamated free product of free Abelian groups
is changed. The following theorem is critical to the proof below.
Theorem 4.6. [CW13, Theorem 3.5] For 1 ≤ i ≤ k let vi(n) be a
vector in Rd whose coordinates are rational functions of n of size O(n)
and let Vn = {vi(n)}
k
i=1. Let Sn be the convex hull of the integer points
in the convex hull of Vn. Then for n >> 0, there exists some π ∈ Z
so that the vertices of Sπn+i are the columns of a matrix whose entries
are integer polynomials in the variable n.
This condition is called QIQ. It is important to be careful here be-
cause for different values of i, it is possible that there are different
numbers of vertices, so that the matrices for each i are not the same
size. The process of looking at πn+ i instead of n is called passing to a
cycle. It is also clear that, since these integer points are in the convex
hull of Vn, their coordinates are also of size at most O(n).
Further, if Vn is instead a collection of integral linear extremal vectors
of a polyhedral cone, the analogous result is true.
Corollary 4.7. [CW13, Corollary 3.7] Let Vn be a family of cones with
integral linear extremal vectors. Then the integer hull (open or closed)
of Vn − 0 is QIQ.
In what follows, we consider only the case where k = 2 (for nota-
tional ease), though the general case follows using the same arguments.
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Further, to emphasize the dependence on the group Z∗Z, we will write
w = wp,q to mean the projection to 〈a, b : a
p = bq〉.
Consider some work w ∈ F2. Then by Proposition 4.3, we know that
scl(wp,q) is equal to the stable commutator length of that word in the
corresponding free product of cyclic groups.
Now, for every choice of p we obtain polyhedra VA(p) and VB(q)
and corresponding Klein functions κA,p and κB,q corresponding to data
about the integer hulls of the disc faces of VA(p) and VB(q). Since the
wp,q are combinatorially identical, we can prove the following lemma,
similar to a statement in [Cal11, Section 4.4], which states that the
polyhedron VA(p) satisfies the criteria of Corollary 4.7.
Lemma 4.8. There are extremal integral vectors for VA(p) whose co-
ordinates are quasilinear in p.
Proof. This follows from the description of extremal rays given in [Cal11,
Lemma 4.11]. Recall from Section 4.4 that Γ is graph whose vertices
are in one-to-one corresponce with T (A) and edges in one-to-one cor-
respondence with T2(A). For an edge-path φ in Γ, we will let h(φ) be
the sum of the values of h on the elements of T2(A) corresponding to
the edges in φ. Then the extremal rays of VA correspond to either:
(1) embedded oriented cycles φ in Γ with h(φ) = 0;
(2) h(φ′)φ− h(φ)φ′, where φ, φ′ are distinct oriented embedded cy-
cles in Γ with h(φ′) > 0 and h(φ) < 0;
(3) a pair φ and an integer vφ so that h(φ+ vφ) = 0.
Note that only the third option is affected by the choice of p. In fact,
in the case of the groups Gp,q it is possible to ignore the second option
all together, since for a high enough power of any oriented embedded
cycle, h(φ) will have a multiple divisible by pa. The necessary multiple,
and vφ are determined quasilinearly in p, with period h(φ). 
Now, the combinatorics of VA(p) are identical for every p, the disc
faces of VA(p) are the same and, by the previous lemma, satisfy the
criteria of Corollary 4.7. Thus, we can conclude that that vertices of
DA(p) are QIQ in p.
Definition 4.9. For a given p, q ∈ Z, let sclp,q(w) = scl(wp,q) in the
group Z ∗Z Z = 〈a, b | a
p = bq〉 . Further, denote by ‖ · ‖p,q the induced
semi norm on BH1 (F2;R).
As in [CW13], we analyze the unit balls in the norms described in
Definition 4.9 for every p, q. Walker proved in [Wal13] that as p, q →∞
the norms ‖ · ‖p,q converge to the standard scl norm on B
H
1 (F2;R), i.e.,
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the unit balls in the norms converge to the scl norm ball in the free
group.
To understand this convergence we need to study the function κA,p(v),
which is the Klein function on conv(DA(p)+VA(p)). Recall from Lemma
2.12 that the set of vertices of this polyhedron is a subset of the vertices
of conv(DA(p)) and thus by Corollary 4.7 have coordinates which are
quasilinear polynomials in p.
From here, we can determine precisely how the functions κp(v) de-
pend on p. For the next Theorem, it is necessary that we have a chain
w in normal form, as defined in Section 2. Then every surface admis-
sible for w comes from a fixed subset of VA. Let va be the component
of v corresponding the winding numbers from the amalgamation. We
define:
V
(0)
A = VA ∩ {va = 0}.
Note that that when varying p and q, the polyhedral cones V
(0)
A (p)
and V
(0)
B (p) are completely independent of p and q. In what follows,
we will drop the dependence on p and q.
Theorem 4.10. Let w1, . . . , wk be a collection of rational chains in
BH1 (F2;R) and let Bp,q be the unit ball in the norm ‖ · ‖p.q. Then the
vertices of Bp,q have coordinates which are eventually quasirational in
p and q.
Proof. Corollary 2.13 implies that the function κp(v) on V
(0)
A varies
like a quotient of two linear polynomials in p. The result then follows
immediately from [CW13, Theorem 4.6] by considering the linear map
from compatible vectors in V
(0)
A × V
(0)
B to B
H
1 (F2;R), whose image, by
construction, is precisely the subspace spanned by w1, . . . , wk. The
image of the set of vectors with χ(v) ≤ 1 is then the unit norm ball in
this subspace. 
Corollary 4.11. For p and q sufficiently large sclp,q(w) is a quasira-
tional function in p and q for any fixed chain w ∈ BH1 (F2;R).
Proof. This follows from Theorem 4.10 by considering the case k =
1. 
Letting G = ∗ZkAi, for {Ai}
s
i=1 a family of free Abelian groups of
rank ri, r =
∑
ri and w ∈ Fr. Then, as in the presentation for G in
section 2, the group is determined up to isomorphism by a finite set of
parameters, pi,j coming from the relations a
p1,j
1,j = · · · = a
ps,j
s,j .
Corollary 4.12. For pi,j sufficiently large, sclG(w) depends quasira-
tionally on pi,j.
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Further, we obtain the following statement about free products of
cyclic groups.
Corollary 4.13. Let G = Z
/
p1Z
∗ · · · ∗Z
/
pkZ
and w ∈ Fk. Then for
pi sufficiently large, sclG(w) depends quasirationally on the pi
Proof. The statement follows immediately from Corollary 4.13 by con-
sidering the projection ∗ZZ→ G and Proposition 4.3. 
Notably, [Wal13] shows that the ‖ · ‖p,q norm converges to the stan-
dard scl norm for F2 at least as fast as O(
1
p
+ 1
q
). A similar statement
holds for the scl norm for Fk. Corollary 4.11 says that this is the slowest
rate possible, though it is still an open question whether it is possible
to obtain faster convergence.
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