We prove that the chordal SLE κ trace is reversible for κ ∈ (0, 4].
distribution as a chordal SLE κ trace in D t 0 := D \ β([0, t 0 ]) from β(t 0 ) to b. Assume that the chordal SLE κ trace is reversible. Then the reversal of (β(t) : t ≥ t 0 ) has the same distribution as the chordal SLE κ trace in D t 0 from b to β(t 0 ). On the other hand, since (β(t) : t ≥ t 0 ) is a part of the SLE κ trace in D from a to b, so from the reversibility, the reversal of (β(t) : t ≥ t 0 ) should be a part of SLE κ trace in D from b to a. Suppose γ is an SLE κ trace in D t 0 from b to β(t 0 ). From the above discussion, if we integrate γ against all possible β([0, t 0 ]), we should get a part of SLE κ trace in D from b to a, if the chordal SLE κ trace is reversible.
To prove the reversibility, we want to find a coupling of two SLE κ traces, one is from a to b, the other is from b to a, such that the two curves visit the same set of points. The joint distribution of β and γ discussed in the last paragraph should be the coupling at some stopping times. The Girsanov Theorem suggests that this distribution is absolutely continuous w.r.t. the joint distribution of two independent chordal SLE κ traces at some stopping times. And the Radon Nikodym derivative is described by a two-dimensional local martingale, which has the property that when one variable is fixed, it is a local martingale in the other variable. This is the M(·, ·) in Theorem 4.1. It is closely related with Julien Dubédat's work about commutation relations for SLE ( [3] ).
The difficulty arises when the two hulls collide, and the absolute continuity blows up after that time. In fact, we can not expect that the global coupling we are looking for is absolutely continuous w.r.t. two independent SLE. Instead, the coupling measure will be the weak limit of a sequence of absolutely continuous coupling measures. Each measure in the sequence is generated from some two-dimensional bounded martingale, which is the M * (·, ·) in Theorem 6.1. The important property of M * is that on the one hand, it carries the information of M as much as we want; on the other hand, it is uniformly bounded, and remains a martingale even after the two hulls collide. So M * can be used to define a global absolute continuous coupling measure.
Although the results in this paper about martingales hold for all κ > 0, there are still some work to do to prove the reversibility when κ ∈ (4, 8] . The case that κ = 6 illustrates the difficulty of this problem. In this case all martingales are constant 1. But it is still a non-trivial problem.
As pointed out by Oded Schramm, the method in this paper can be easily used to prove the duality of SLE. The idea is to run some SLE(κ 1 , ρ 1 ) from x 1 to x 2 , and SLE(κ 2 , ρ 2 ) from x 2 to x 1 , where κ 1 < 4 and κ 2 κ 2 = 16. If the parameters ρ 1 and ρ 2 are chosen suitably, then the SLE(κ 1 , ρ 1 ) trace becomes the out boundary of the SLE(κ 2 , ρ 2 ) hull. The author finds no difficulty in this work, and is planning to include the duality results to this paper, or write another paper about it.
The idea in this paper may also be extended to study the equation of the reversal curve of the chordal SLE(κ, ρ) trace ( [5] ), continuous LERW curve ( [15] ), and annulus SLE trace ( [17] [16] ). This paper is organized in the following way. In Section 2 we give the definition of chordal SLE and some other basic notations, and then present the main theorem of this paper. In Section 3, we study the relations of two SLE that grow together. In Section 4 we present the two-dimensional local martingale M, and check its property by direct calculation of stochastic analysis. In Section 5, we give the stopping times such that M is bounded up to these stopping times. And at the end of Section 5, we give a detailed explanation of the meaning of M. In Section 6, we use the local martingale to construct some two-dimensional bounded martingale M * . In Section 7, we use M * to construct a sequence of measures, each measure is a coupling. The limit of these measures in some suitable sense is also a coupling. We finally prove that under the limit measure, the two SLE κ traces coincide with each other.
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Chordal Loewner Equation and Chordal SLE
Let H = {z ∈ C : Im z > 0} denote the upper half complex plane. If H is a bounded closed subset of H such that H \ H is simply connected, then we call H a hull in H w.r.t. ∞. For such H there is a unique ϕ H that maps H \ H conformally onto H such that
2 ) as z → ∞ for some c ≥ 0. Such c is called the half-plane capacity of H, and is denoted by hcap(H).
Proof. This is Lemma 2.8 in [4] . 2
For a real interval I, let C(I) denote the real valued continuous function on I. Suppose ξ ∈ C([0, T )) for some T ∈ (0, +∞]. The chordal Loewner equation driven by ξ is as follows:
For 0 ≤ t < T , let K(t) be the set of z ∈ H such that the solution ϕ(s, z) blows up before or at time t. We call K(t) and ϕ(t, ·), 0 ≤ t < T , chordal Loewner hulls and maps, respectively, driven by ξ. Then for each t ∈ [0, T ), ϕ(t, ·) maps H \ K t conformally onto H. Suppose for every t ∈ [0, T ),
exists, and β(t), 0 ≤ t < T , is a continuous curve. Then for every t ∈ [0, T ), K t is the complement of the unbounded component of H \ β((0, t]). We call β the chordal Loewner trace driven by ξ. In general, such trace may not exist. We say (K(t), 0 ≤ t < T ) is a Loewner chain in H w.r.t. ∞, if each K(t) is a hull in H w.r.t. ∞; K(0) = ∅; K(s) K(t) if s < t; and for each fixed a ∈ (0, T ), the extremal
, is a continuous (strictly) increasing function, and satisfies u(0) = 0, then (K(u −1 (t)), 0 ≤ t < u(T )) is also a Loewner chain in H w.r.t. ∞, where u(T ) := sup u([0, T )). It is called the time-change of (K(t)) through u. Here is a simple example of Loewner chain. Suppose β(t), 0 ≤ t < T , is a simple curve with β(0) ∈ R and β(t) ∈ H for t ∈ (0, T ). Let K(t) = β((0, t]) for 0 ≤ t < T . Then (K(t), 0 ≤ t < T ) is a Loewner chain in H w.r.t. ∞. It is called the Loewner chain generated by β.
If
Proposition 2.2 (a) Suppose K(t) and ϕ(t, ·), 0 ≤ t < T , are chordal Loewner hulls and maps, respectively, driven by ξ ∈ C([0, T )). Then (K(t), 0 ≤ t < T ) is a Loewner chain in H w.r.t. ∞, ϕ K(t) = ϕ(t, ·), and hcap(K(t)) = 2t for any 0 ≤ t < T . Moreover, for every t ∈ [0, T ),
Proof. This is almost the same as Theorem 2.6 in [4] . 2 Let B(t) be a (standard linear) Brownian motion, κ ∈ (0, ∞), and ξ(t) = √ κB(t), 0 ≤ t < ∞. Let K(t) and ϕ(t, ·), 0 ≤ t < ∞, be the chordal Loewner hulls and maps, respectively, driven by ξ. Then we call (K(t)) the standard chordal SLE κ . From [9] , the chordal Loewner trace β(t), 0 ≤ t < ∞, driven by ξ exists almost surely. Such β is called the standard chordal SLE κ trace. We have β(0) = 0 and lim t→∞ β(t) = ∞. If κ ∈ (0, 4], then β is a simple curve, β(t) ∈ H for t > 0, and . We call the image of the standard chordal SLE κ under W the chordal SLE κ in D from a to b, which is denoted by SLE κ (D; a → b). Such W is not unique, but the SLE κ (D; a → b) defined through different W have the same distribution up to a linear time-change because the standard chordal SLE κ satisfies the scaling property. The main theorem in this paper is as follows.
Then the set {β 1 (t) : 0 < t < ∞} has the same distribution as {β 2 (t) : 0 < t < ∞}.
Ensemble of Two Chordal Loewner Chains
In this section we study the relations of two chordal Loewner chains that grow together. Some computations were done in [4] , [5] , [3] , and other papers. We will give self-contained arguments for all results in this section. Suppose K j (t) and ϕ j (t, ·), 0 ≤ t < S j , are chordal Loewner hulls and maps, respectively driven by ξ j ∈ C([0, S j )), j = 1, 2. Assume that for any t 1 ∈ [0, S 1 ) and
2, L j,t 0 (t), 0 ≤ t < S j,t 0 , are chordal Loewner hulls driven by some η j,t 0 ∈ C([0, S j,t 0 )). Let ψ j,t 0 (t, ·), 0 ≤ t < S j,t 0 , denote the corresponding chordal Loewner maps. Let ξ j,t 0 (t) = η j,t 0 (v j,t 0 (t)) and ϕ j,t 0 (t, ·) = ψ j,t 0 (v j,t 0 (t), ·) for 0 ≤ t < S j . Since ψ j,t 0 (t, ·) = ϕ L j,t 0 (t) for 0 ≤ t < S j,t 0 , so ϕ j,t 0 (t, ·) = ϕ K j,t 0 (t) for 0 ≤ t < S j . We use ∂ 1 and ∂ z to denote the partial derivatives of ϕ j (·, ·) and ϕ j,t 0 (·, ·) w.r.t. the first (real) and second (complex) variables, respectively, inside the bracket; and use ∂ 0 to denote the partial derivative of ϕ j,t 0 (·, ·) w.r.t. the subscript t 0 .
From Proposition 2.2 and (3.3), we have
From Proposition 2.2 again, we have hcap(K j (t + ε)/K j (t)) = 2ε and
So from Proposition 2.1 and (3.3), we have
where the superscript "a" means analytic, and
Differentiate (3.9) using ∂ z , and then divide both sides by ∂ z ϕ j,s (t, z). We get
Differentiate(3.10) using ∂ z . We get
Differentiate (3.11) using ∂ z . We get
Let κ ∈ (0, 4] and x 1 < x 2 ∈ R. Let X 1 (t) and X 2 (t) be two independent Bessel process of dimension 3 − 8/κ started from (x 2 − x 1 )/ √ κ. Let T j denote the first time that X j (t) visits 0, which exists and is finite because 3
Then there are two independent Brownian motions B 1 (t) and B 2 (t) such that for j = 1, 2 and 0 ≤ t ≤ T j ,
for 0 ≤ t < T . Let K j (t) and ϕ j (t, ·), 0 ≤ t ≤ T j , denote the chordal Loewner hulls and maps driven by
started from x j with force point at x k ; T j is the first time that x k is swallowed by K j (t); and ϕ j (t, x k ) = f j (t), 0 ≤ t < T j . It is well known (e.g. [3] ) that after a timechange, (K j (t), 0 ≤ t < T j ) has the same distribution as a chordal SLE κ (H;
. Now we use the notations in the last section. For (t 1 , t 2 ) ∈ D, j = k ∈ {0, 1}, and l ∈ Z ≥0 , let A (l)
and
where
Remark. If κ < 8/3, then λ > 0, and
is the probability that in a loop soup ( [7] ) in H with intensity λ, there is no loop that intersects both K 1 (t 1 ) and K 2 (t 2 ).
Theorem 4.1 (i) For any fixed (F
) t 1 ≥0 -local martingale, and
) t 2 ≥0 -local martingale, and
2 . From chordal Loewner equation, we get
From (4.1), we get
.
From the above two formulas and Ito's formula, we get
Now fix an (F 2 t )-stopping timet 2 witht 2 < T 2 . Then we get a filtration (F
) t≥0 -adapted SDE:
From (3.9), we have
From (4.8), (4.9), and Lemma 3.1, we have
1 ∂t 1 , and (4.10)
1 , from (4.9) and (4.10), we have
. From (4.9∼4.12) and Ito's formula, we have
The above SDE is (
) t≥0 -Brownian motion. Thus from (4.1), (4.7), (4.13), and Ito's formula, we have
From (3.11) and (3.12), we have
2
From the above three formulas, we get
Then (4.5) follows from (4.3∼4.4) and (4.14∼4.15); (4.6) follows from the symmetry. 2
Now we make some improvement over the above theorem. Lett 2 be an (
) t≥0 -stopping time with R < T 1 (t 2 ). Let F R,t 2 denote the σ-algebra obtained from the filtration (F ) t≥0 and its stopping time R, i.e., E ∈ F R,t 2 iff for any
) t≥0 -stopping time. So we have a filtration (F R+t,t 2 ) t≥0 . Since (ξ 1 (t)) and (f 1 (t)) are (F ) t≥0 -adapted, so (ξ 1 (R + t), t ≥ 0), (f 1 (R + t), t ≥ 0), (ϕ 1 (R + t, ·), t ≥ 0)) and (K 1 (R + t), t ≥ 0) are (F R+t,t 2 ) t≥0 -adapted. Suppose I ∈ [0,t 2 ] is F R,t 2 -measurable. From I ≤t 2 we have T 1 (I) ≥ T 1 (t 2 ) > R. Then ϕ 1,I (R + t, ·) and ϕ 2,R+t (I, ·) are defined for 0 ≤ t < T 1 (I) − R.
Proof. Since T 1 (I) − R > t iff K 1 (R + t) ∩ K 2 (I) = ∅, and that (ϕ 1 (R + t, ·)), and (K 1 (R + t)) are F R+t,t 2 -adapted, so from (3.2), we suffice to show that ϕ 2 (I, ·) is F R,t 2 -measurable. Fix n ∈ N. Let I n = ⌊nI⌋/n. For m ∈ N ∪ {0}, let E n (m) = {m/n ≤ I n < (m + 1)/n}. Then E n (m) is F R,t 2 -measurable, and I n = m/n on E n (m). Since m/n ≤t 2 and I n = m/n on E n (m), so I n agrees with (m/n) ∧t 2 on E n (m). Now (m/n) ∧t 2 is an (F 2 t )-stopping time, and
The SDEs in the proof of Theorem 4.1 still hold if t 1 is replaced by R + t,t 2 is replaced by I, and B 1 (t 1 ) is replaced by B R 1 (t 1 ). The difference is that the SDEs now are all (F R+t,t 2 ) t≥0 -adapted. So we have the following theorem.
Proof. (i) follows from the above argument. (ii) follows from the symmetry. 2 
Boundedness
We now use the notations and results in Section 5.2 of [15] . Let H be a nonempty hull in H w.r.t. ∞. Then a H = inf{H ∩R}, b H = sup{H ∩R}, Σ H = C\(H ∪{z : z ∈ H}∪[a H , b H ], and H(H) is the set of hulls in H w.r.t. ∞ that are contained in H. From Lemma 5.4 in [15] , any sequence (K n ) in H(H) contains a subsequence (L n ) such that ϕ Ln l.u.
−→ ϕ K (converges locally uniformly) in Σ H for some K ∈ H. We now make some improvement over this result.
which may strictly contains Σ H . For any K ∈ H(H), ϕ K extends conformally to Σ * H by Schwarz reflection principle, and ϕ ′ K (x) > 0 for any x ∈ R \ E H from (5.1) in [15] , so ϕ K preserves the order on R \ E H .
Lemma 5.1 Suppose (K n ) is a sequence in H(H). Then it contains some subsequence
Proof. From the argument after Corollary 5.1 in [15] , there is M H > 0 such that |ϕ K (z) − z| ≤ M H for any K ∈ H(H) and z ∈ Σ H . After the extension, we have
, we may assume that ϕ Ln l.u.
Proof. This follows from differentiating (5.1) in [15] for z ∈ R \ [c H , d H ], and the facts that ϕ H is increasing on (−∞, a H ) and (b H , ∞), and maps them to (−∞, c H ) and (d H , ∞), respectively. 2 Let HP denote the set of (H 1 , H 2 ) such that H j is a hull in H w.r.t. ∞ that contains some neighborhood of x j in H, j = 1, 2, and
(5.1)
Proof. Let (H 1 , H 2 ) ∈ HP and H = H 1 ∪ H 2 . Throughout this proof, we use C n , n ∈ N, to denote some positive constant that depends only on H 1 and H 2 . From (4.3) and (5.1), we suffice to show that for some
where the second and third inclusions follow from Lemma 5.2 and Lemma 5.3 in [15] .
, from (3.6) and (3.7),
, so ξ j (t j ) lies between ϕ j (t j , p j ) and ϕ j (t j , q j ). Since p j and q j lie on the same side of K k (t k ), so ϕ j (t j , p j ), ξ j (t j ), and ϕ j (t j , q j ) lie on the same side of
From (3.2) and the above argument, we see that
From (5.2), (5.3), and (5.4), we have
. By letting t 1 or t k tend to 0, we obtain the above inequality in the case t 1 or t 2 equals 0. So we are done. 2
Now we explain the meaning of M(t 1 , t 2 ). Fix (H 1 , H 2 ) ∈ HP. Let µ denote the joint distribution of (ξ 1 (t) : 0 ≤ t ≤ T 1 ) and (ξ 2 (t) : 0 ≤ t ≤ T 2 ). From Theorem 4.1 and Theorem 5.1, we have M(
. Then ν is a probability measure. Now suppose the joint distribution of (ξ 1 (t), 0 ≤ t ≤ T 1 (H 1 )) and (ξ 2 (t), 0
. From (4.1), (4.5), and Girsanov theorem ( [8] ), there is an (F
(1)
( 5.5) From (4.10) and (5.5), we have H 1 )) , are chordal Loewner maps driven by η 1,t 2 (s), so the chordal Loewner hulls H 1 ) ), driven by η 1,t 2 (s) is a part of chordal SLE(κ, κ−6) process started from η 1,t 2 (0) = ϕ 2 (t 2 , x 1 ) with force point at A (0)
, and takes ϕ 2 (t 2 , x 1 ) and ξ 2 (t 2 ) to x 1 and β 2 (t 2 ), respectively. Thus
6 Constructing New Martingales
2 that satisfies the following properties:
′ ⊂ N n also satisfies this property. Such S is a random nonempty set, and |S| ∈ N n is a random number. Define an partial order " " on [0, ∞] 2 such that (s 1 , s 2 ) (t 1 , t 2 ) iff s 1 ≤ t 1 and s 2 ≤ t 2 . If (s 1 , s 2 ) (t 1 , t 2 ) and (s t , s 2 ) = (t 1 , t 2 ), we write (
2 . There are k 1 ∈ N |S|+1 and k 2 ∈ N |S| ∪ {0} such that
) (6.4) In the above formula, there are k 1 − k 2 + 1 terms in the numerator, and k 1 − k 2 terms in the denominator. For example, if
We need to show that M * (t 1 , t 2 ) is well defined. First, we show that the M(·, ·) in (6.3) and (6.4) are defined. Note that M is defined on
Thus the M(·, ·) in the denominator of (6.4) are defined. Second, we show that the value of M * (t 1 , t 2 ) does not depend on the choice of (k 1 , k 2 ) that satisfies (6.2). Suppose (6.2) holds with (k 1 , k 2 ) replaced by (k ′ 1 , k 2 ), and k
There are three cases. Case 1.
So from (6.3) and (6.4),
Similarly, if (6.2) holds with (
) has the same value as M(t 1 , t 2 ). Thus M * is well defined. From the definition, it is clear that for each k 1 ∈ N |S|+1 and k 2 ∈ N |S| ∪ {0}, M * is continuous on [T
). Then we may choose k 1 ≤ k and k 2 ≥ k such that (6.2) holds, so M * (t 1 , t 2 ) = M(t 1 , t 2 ). Thus (i) is satisfied. If t 1 = 0, we may choose . Then (6.2) holds with k 2 = 0 and some k 1 ∈ {1, . . . , |S| + 1}. So k 1 ≥ k 2 + 1. Since T σ(k 2 ) 1 = 0 and M(0, t) = 1 for any t ≥ 0, so from (6.4) we have
) .
The right-hand side of the above equality has no
(6.5) Here we set sup(∅) = 0. Then we have a non-decreasing sequence (R s ) and a nonincreasing sequence (I s ). Let S and σ(k), 0 ≤ k ≤ |S| + 1, be as in the definition of M * . From the property of S, for any s ∈ N ∪ {0},
. From (6.6) and (6.7), we have
, so from (i),
, so from (6.4),
(6.9) Note that if s ≥ |S| − k 2 + 1, (6.9) still holds because R s = R s−1 . Suppose
From the discussion at the beginning of the proof of (iv), we have
(6.10) Ift 2 = 0, (6.8∼6.10) still hold because all I s = 0 and so M * (t 1 ,t 2 ) = M(t 1 , I s ) = M(t 1 , 0) = 1 for any t 1 ≥ 0. Let R −1 = 0. We claim that for each s ∈ N ∪ {0}, R s is an (F
) t≥0 -stopping time, and I s is F R s−1 ,t 2 -measurable. It is clear that
) t≥0 -stopping time, and I s =t 2 is F R −1 ,t 2 -measurable. Now suppose I s is F R s−1 ,t 2 -measurable. Since I s ≤t 2 and R s−1 ≤ R s , so for any t ≥ 0, {R s ≤ t} = {R s−1 ≤ t} ∩ E t , where
), and so
) t≥0 -stopping time. Next we consider I s+1 . For any h ≥ 0,
Thus I s+1 is F Rs,t 2 -measurable. So the claim is proved by induction.
. So from (6.5) we have R s < T 1 (I s ). From (6.9), we find that (M * (R s−1 + t,t 2 ), 0 ≤ t ≤ R s − R s−1 ) is a continuous (F R s−1 +t,t 2 ) t≥0 -local martingale for any s ∈ N n . From Theorem 4.1 and (6.8), (M * (t,t 2 ), 0 ≤ t ≤ R 0 ) is a continuous (F t,t 2 ) t≥0 -local martingale. From (6.10), (M * (R n +t,t 2 ), t ≥ 0) is a continuous (F Rn+t,t 2 ) t≥0 -local martingale. Thus (M * (t,t 2 ), t ≥ 0) is a continuous (F t,t 2 ) t≥0 -local martingale. Since by (iii) M * (t 1 , t 2 ) ∈ [C 1 , C 2 ], so this local martingale is a bounded martingale. Thus (iv) is satisfied. Finally, (v) follows from the symmetry in the definition (6.3) and (6.4) of M * . 2
Coupling Measures
Proof of Theorem 2.1. From conformal invariance, we may assume that D = H, a = x 1 and b = x 2 . Let ξ j (t) and β j (t), 0 ≤ t ≤ T j , j = 1, 2, be as in Section 4. For j = 1, 2, let µ j denote the distribution of (ξ j (t), 0 ≤ t ≤ T j ). Let µ = µ 1 × µ 2 . Then µ is the joint distribution of ξ 1 and ξ 2 , since they are independent.
Let C = C ∪ {∞} be the Riemann sphere with spherical metric. Let X b C denote the space of nonempty compact subsets of C endowed with Hausdorff metric. Then X b C is a compact metric space. For a chordal Loewner trace β(t), 0 ≤ t ≤ T , let G(β) := {β(t) : 0 ≤ t ≤ T } ∈ X b C . For j = 1, 2, letμ j denote the distribution of G(β j ), which is a probability measure on X b C . We want to prove thatμ 1 =μ 2 . Letμ =μ 1 ×μ 2 , which is the joint distribution of G(β 1 ) and G(β 2 ).
Let HP * be the set of (H 1 , H 2 ) ∈ HP such that for j = 1, 2, H j is a polygon whose vertices have rational coordinates. Then HP * is countable. Let (H m 1 , H m 2 ), m ∈ N, be an enumeration of HP * . For each n ∈ N, let M n * (t 1 , t 2 ) be the M * (t 1 , t 2 ) given by Theorem 6.1 for (H . Since X b C × X b C is compact, so (ν n , n ∈ N) has a subsequence (ν n k : k ∈ N) that converges weakly to some probability measureν = (ν 1 ,ν 2 ) on X b C × X b C . Then for j = 1, 2,ν n k j →ν j weakly. For n ∈ N and j = 1, 2, since ν n j = µ j , soν n j =μ j . Thusν j =μ j , j = 1, 2. Soν j , j = 1, 2, is supported by the space of graphs of crosscuts in H. From Proposition 2.2, there are ζ 1 ∈ C([0, S 1 ]) and ζ 2 ∈ C([0, S 2 ]) such that the joint distribution of G(γ 1 ) and G(γ 2 ) is ν, where γ j (t) is the chordal Loewner trace driven by ζ j (t), j = 1, 2.
For a chordal Loewner trace γ(t), 0 ≤ t ≤ S, and a hull H in H w.r.t. 0 that contains some neighborhood of γ(0) in H, let G H (γ) := {γ(t) : 0 ≤ t ≤ T H } ∈ X b C , where T H is the first t such that γ(t) ∈ H \ H or t = S. Then G H (γ) ⊂ G(γ). Now fix m ∈ N. For k ∈ N, letν such thatν (m) is the distribution of (F 1 , F 2 ),ν is the distribution of (L 1 , L 2 ), and F j ⊂ L j , j = 1, 2. Since for each k ∈ N and j = 1, 2,
