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Abstract 
Modern printing machines are designed to produce big quantities with high product quality in a short time. Due to large dead times in the 
control system, the first sheets have an insufficient quality and need to be wasted. In the context of decreasing lot sizes the total production 
costs increase. To improve the resource and cost efficiency, a model based control system was developed. The model parameter will be adapted 
by a neural network according to all relevant influence parameters, which enables high simulation accuracy. A data base contains all relevant 
production parameters and influences, which are used to train the neural network. It is designed to learn the correlation between 26 different 
influence parameters and the resulting system behaviour without any manual assistance.  
This paper describes a method to handle irregular distributed data sets to improve the training performance by using cluster algorithms. The 
initialization of the net weights is done according to the Nguyen-Widrow algorithm and different training algorithms are compared. 
Additionally, different network topologies are tested automatically to identify the best suited network. To combine the real time simulation 
model with the non-deterministic training process, the system is divided into two platforms. With the described control system it is possible to 
reduce the waste up to 80 % at the start of the production. 
© 2014 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the International Scientific Committee of “9th CIRP ICME Conference". 
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1. Progress in IT changes the Printing Business 
1.1. Increased Competition caused by changing Markets 
In the last two decades information technology (IT) 
evolved and the internet grew, which changed the flow of 
information in society. As a result a lot of information is 
available online nowadays for a wide range of people 
worldwide. Lower production costs enable the propagation of 
modern tablet computers and eBooks widely. Thus, these 
handy and portable devices push conventional printed media 
out of the market and thus decrease the demand for them. The 
total number of sales for books and papers goes down, so that 
they become less attractive for advertisements [1]. On the one 
hand the printing industry has to face the challenge of 
decreasing revenues and on the other hand huge printing 
capacities are available since printing machines are very 
durable. Consequently the competition increases and the 
profit decreases. Therefore the printing companies are forced 
to analyze their cost structure in order to minimize their 
expenses. 
1.2. Life Cycle Analysis shows prevailing Cost Factors 
To find the dominating cost factors, the structure of the 
production expenditures was analyzed by the Fraunhofer 
project group for Resource-efficient Mechatronic Processing 
Machines. Figure 1 shows the distribution of expenses of a 
middle sized printing machine (48 pages per revolution). Such 
a machine prints one multicolor sheet with a size of app. 1.5 
m² per revolution. This format corresponds to 24 DIN-A4 
pages, which are double side printed. For this analysis 
common cost structure and cost ratio of the printing business 
are used [2]. High performance printing machines can print 
twice as many pages per revolution at a lower speed, which 
increases their total output per time by 75 %. 
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Fig. 1. Production costs in a printing room. 
The investigation shows that the consumables are the most 
prevailing factors and cause nearly 80 % of all cost. The 
purchase cost for the machine or the labor and energy costs 
are significantly smaller. Reducing the consumption of paper 
and ink has thus the biggest impact on the cost structure. 
1.3. Cost Reduction by Applying Resource Efficiency 
Modern printing machines process up to 4000 kg paper per 
hour and generate high quality printing products. Integrated 
measurement devices recognize even tiny quality deficits, so 
high quality standards can be guaranteed. Sheets, which do 
not fulfil the quality requirements, are discarded. The relative 
amount of waste strongly depends on the printing image and 
on the batch size and is approx. 6 % on average.  
There are many diverse factors, which can cause paper 
wastage and many strategies and techniques have been 
developed to reduce it. Figure 2 shows methods to decrease 
the amount of wastage, which differ in their complexity of 
realization and their potential. 
 
 
Fig. 2: Opportunities to improve the life cycle efficiency of a machine. 
A mechanical and electrical upgrade of older or inefficient 
components is complicated and expensive. New machines or 
processes like digital printing machines can improve the 
efficiency eminently, but are linked with high costs.  
The easiest way to improve the efficiency is to reorganize 
the infrastructure and to train the operators. A multitude of 
parameters must be controlled to run a printing machine at an 
optimal quality level, for example the paper and ink 
characteristics or wear and deposits. Only very experienced 
operators can realize an improved process run. Due to the 
complexity of the printing process and the huge area of 
possible machine settings, it is difficult to improve the 
efficiency sustainably. So the efficiency of a machine depends 
on the operator and thus can fluctuate. 
1.4. Maximizing the Performance by Automation 
When the batch size decreases, using automation systems 
can hold the productivity constant. This is performed by 
reaching the desired product quality earlier, compared to 
conventional systems. Powerful and cheap computer enable 
an improved process control and as a result the resource 
efficiency can be increased easily. 
1.5. Quality Criterions for the Printing Quality 
Different kinds of aspects are used to evaluate the printing 
quality, especially fold, cut-off compensator, colour register 
and the optical density. The optical density Dv is defined by 
the logarithm of the ratio of the intensities of reflected light 
with and without ink on the paper, shown in equation 1 and 
figure 3. [3] 
 
ܦ௏ ൌ ݈݋݃ ூಳூೇ                                                                           (1) 
 
IB is the reflected light intensity of a blank paper; IV is the 
reflected light intensity of a full printed area. 
 
 
Fig. 3: Principle of measuring the optical density. 
The nominal value is in a range between 1.2 and 1.8. To 
start a measurement, a printed marker with a minimum optical 
density of 0.5 has to be found. Furthermore, the system 
behavior depends on the area coverage. The lower the area 
coverage is the slower the density reaches its stationary value. 
Both effects are shown in figure 4.  
 
Fig. 4: Optical density with different area coverage. 
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The curves show the progress in optical density at 
production start. The batch with area coverage 30 % reaches 
its desired value very fast. The batch with lower area coverage 
of 3 % needs much more copies to reach the aim value. The 
first measured values are received at an optical density of 0.3, 
because this is the lowest measureable value. These effects 
cause an insufficient system behavior and as a result a poor 
resource efficiency at the beginning of a production lot.  
 
2. Model-based Adaptive Control by Assistance of 
Learning Mechanisms 
To increase the resource efficiency an analytic simulation 
model of the printing machine was developed in cooperation 
with a printing machine manufacturer. [4] It uses machine 
settings to calculate the optical density at any time without 
dead times according to equation 2. 
 
ܩሺݏሻ௠ ൌ ௄೙ଵା௦ ೙் ݁
ି௦ ೟் (2) 
 
The behavior of the system is described by the system 
gain ܭ௡ , the time constant ௡ܶ  and the dead time  ௧ܶ , which 
represents the delay caused by the ink transport. 
Consequently the calculation is done in real-time so that a 
control loop can be closed. The simulation model calculates 
the amount of ink on the paper. In contrast the relevant quality 
criterion is the optical density. The ratio of ink and optical 
density, the so called ink efficiency, is an unknown parameter. 
For example it depends on the area coverage, the relative air 
humidity and the paper properties like gloss, porosity and 
roughness. [5] 
As mentioned before, the printing process is influenced by 
a lot of factors. So an adaption mechanism is necessary to get 
higher simulation accuracy and thereby to a constant high 
production quality. 
Yet no correlations between single influences and the ink 
efficiency could have been identified in our analysis. For 
example in figure 5 the paper roughness and the ink efficiency 
are compared. 
 
Fig. 5: Correlation analysis between paper roughness and ink efficiency. 
A lower paper roughness tends to result in lower ink 
efficiency, but with a wide fluctuation range. Overall, there 
exist over 25 influences, which affect the printing process. 
Therefore, a machine learning algorithm is needed to calculate 
the ink efficiency according to the influences. Because the 
learning algorithm runs autonomously, no manual supervision 
is possible.  
 
3. Machine Learning in Real-World-Applications 
Machine learning systems consist of “computational 
methods using experience to improve performance or to make 
accurate predictions” [6]. There are several classes of machine 
learning known, which can be used for the parameter 
identification. The most important learning systems are neural 
networks, state vector machines or regression analyses. [7; 8; 
9; 10; 11] In most cases machine learning is used to simulate 
biological [12, 13], technical [14, 15; 16] or organizational 
processes. [17; 18] In all cases no analytic process description 
is known. In contrast a machine learning system can 
reproduce any nonlinear and complex process behavior. For 
this a training run is necessary. The training data can either be 
generated by performing experiments or evaluating 
production data. Especially for research the training data are 
evaluated manually only one time, because the data 
acquisition is time consuming and expensive. In reality this is 
not sufficient to ensure a high accuracy. There an autonomous 
data acquisition and recurrent training runs are needed 
without manual actions. 
 
4. Machine Learning for an Optimal Process Control 
4.1. Requirements for the Integration in the Production 
Different requirements need to be fulfilled to integrate 
machine learning systems into real control applications. Many 
of them are technical issues like  
x stability of the closed loop control system,  
x robustness against disturbances and varying influences  
x Reaching the desired product quality in a short period. 
[19] 
Furthermore practical requirements exist as well. Some 
criterions are for example a reliable operation at the run time 
without manual intervention. Additionally the system hast to 
be able to adapt according variable production conditions or 
machine configurations. Users without special knowledge in 
computation or information technologies also have to be 
regarded to enlarge the acceptance of the system. [19] 
4.2. Fundamentals of Neural Networks 
There are different types of neural networks. If the 
correlation between input and output is time independent and 
a training data set is available, the most appropriate type is the 
feed-forward net. This is also called Multi-Layer-Perceptron 
(MLP). [19, 20] In figure 6 an example of a feed-forward net 
is shown with five inputs and one output.  
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Fig. 6: Structure of a feed-forward neural network. 
A feed-forward neural network consists of several neurons, 
which are linked with each other, multiplied by weights. Each 
weight amplifies the output from one neuron to the following 
neuron. The strength of the lines in figure 6 represents the 
weighting factors. Bold lines indicate a high weight and vice 
versa. An MLP can be used to reproduce any transfer function 
between the inputs and the output.  
4.3. Data Acquisition 
To ensure an efficient training, the training data have to be 
analyzed automatically. The training data will be acquired 
continuously. So there is no possibility for a manual check of 
the data.  
The first step of preprocessing is to check the plausibility 
of the data sets. Incorrect data can be caused e.g. by 
breakdowns of devices or lost communication between 
different components.  
Furthermore, it is necessary to concentrate time series to 
key figures, which describe the process in a clear and unique 
way. These key figures need to be strictly defined for a plenty 
of different measured variables. One important point is the 
starting point of the stationary run. To identify this point of 
time the standard deviation of the process inputs and outputs 
has to be lower than a certain value. Thereby each production 
run can be concentrated to a single data set which is used for 
the training phase. 
4.4. Automatic Data Selection and Clustering 
To train the neural network accurately, there have to be as 
many data sets as possible. Furthermore the entire parameter 
range needs to be covered. [21]  
Theoretically, experiments could be performed, generating 
a lot of data, which are spread over a wide range. This would 
be very cost intensive and would increase the expenses for the 
system. Hence, it is necessary to generate all needed data for 
the training of the neural network during production.  
In the real production there are operating points which are 
similar to each other. As a result some combinations of 
settings and influences occur very often and data cluster are 
designed. Figure 7 shows two dimensions, which could be 
physical parameters like the paper gloss and the printed ink. 
There are 20 different operating points marked.  
 
 
Fig. 7: Illustration of an irregular distributed parameter space.  
In the training the common used parameter combinations 
can be learned well. The remaining parameter combinations 
are only underrepresented in the training data set and so the 
net output is inadequate. To enable an accurate and 
generalized neural network at all parameter combinations, it is 
necessary to cluster the training data. All parameter 
combinations and cluster should be distributed uniformly. 
For this the Ward-agglomerative algorithm was used. At 
the beginning all data are clusters, containing just one item. 
At each step two clusters are merged to one to get a minimum 
variance between all clusters. [22; 23] 
There exist different stopping rules to determine the 
optimal number of steps. The most famous is the Calinski-
Harabasz-index (CH-index). The optimum number is reached, 
when the CH-index get its maximum. [24]  
In figure 8 there have been 15 steps of the Ward-algorithm, 
so 4 clusters are left. The CH-index reaches its maximum with 
37. The next step combines cluster 3 and 4 to one. This is 
marked with a dashed circle and reduces the CH-index to 26.  
 
 
Fig. 8: Clustered operating points with a maximum CH-index. 
The real production data are clustered automatically, so 
approximately 1500 data sets are available for the training. 
5. Network Training and Validation  
5.1. Optimal Network Training without Overfitting 
The neural network can change its transfer function 
arbitrarily. Therefore the weights get adapted. The goal of the 
training is to minimize the deviation between the net output oj 
and the desired output tj, which are included in the training 
data set. The performance index for the network quality is 
called mean squared error (MSE) according to equation 3. 
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At the beginning of the training the weights are chosen 
randomly and so the MSE is at its maximum. Each training 
run decreases the MSE. In most cases the backpropagation or 
the resilient backpropagation learning rule is used. Both are 
based on the delta-rule. [11, 20] To prevent the neural 
network to recite the training data the available data are 
separated into a training data set and a validation data set. The 
training data set is used to adapt the weights, so the 
MSETraining sinks continuously. At the start of the training the 
MSEValidation, which is calculated on the validation data set, 
goes done in a similar way. The optimal network 
configuration without overfitting is the minimum of the 
MSEValidation-curve, which is marked in figure 9. The 
minimum MSE of the validation data set can be found 
automatically in an easy way. 
 
Fig. 9: Trends of the MSE for different data sets. 
Different training algorithms can be found in the literature. 
The most common of them are implemented in software 
libraries like NEUROPH, ENCOG or equals. The learning 
algorithms have been compared with the same training and 
validation data. The training stops when the minimum MSE 
of the validation data set is reached. The results are compared 
in figure 10. 
 
 
Fig. 10: Effects of different improvements. 
The MSE of the arithmetic mean is similar to the neural 
network, trained with the backpropagation or dynamic 
backpropagation algorithm. In this case, both learning rules 
just got a local optimum in the error function. The momentum 
backpropagation learning rule reached an MSE of 0.035, 
which is better than the other learning rules. The best MSE 
with 0.026 could be reached with the resilient 
backpropagation algorithm. 
5.2. Analysis of Influence Parameters  
Experiments showed that some input parameters do not 
affect the system behavior significantly and thus they have 
been removed from the input of the neural network. Instead of 
26 input variables only 19 parameters are used for the training 
and for the validation. Theoretical nonrelevant inputs should 
be weighted very low. Obviously this was not observed. In 
fact the MSE decreased from 0.026 to 0.016 with the lower 
number of inputs. This is additionally shown in figure 9. 
5.3. Optimal Network Topology  
The network topology describes the structure and number 
of neurons in the different layers. In general it is not possible 
to predict the optimal network topology. That is why a 
predefined number of network topologies will be compared 
automatically. The network topology with the lowest MSE, 
based on the validation data set, is considered to be the best 
network for this application. 
Because the data base grows with each production run, the 
training is repeated frequently. At each run the optimal 
network topology is determined new. 
 
6. Accuracy of Predicted Model Parameters 
For the application in a printing machine the neural 
network is applied to estimate the unknown model parameter 
“ink efficiency” In figure 11 the desired and actual outputs are 
compared for 20 data sets. 
 
Fig. 11: Parameter estimation of the optimized neural network. 
It can be seen that the actual output of the neural network 
is almost the desired value of the training data. The average 
value is about 1 and fits to the training data. The data sets 8 
and 12, which are different to the average, are also well 
approximated. So the neural network identifies optimal model 
parameter just by regarding the influence parameters. 
 
7. Economic Benefit of the Model Based Process Control 
With the optimal model parameter it is possible to 
calculate the optical density DV without a dead time. The time 
behavior of the optical density is then independent from the 
influences. In figure 12 different production run-ups are 
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shown. The desired value is 1.6 with a tolerance band from 
1.48 to 1.72. 
 
Fig. 12: Shorter ramp-up with parameter adaption. 
The dashed lines are the conventional progress of the 
optical density. At a time of about 70 s the starting values 
vary in a range between 0.7 and 1.7 because of the impact of 
different influence parameters like the paper or ink properties. 
The tolerance band is reached at 300 to 400 s stably. The solid 
lines show the optical density with a parameter adaption by 
using neural network. At the same production conditions the 
starting values are in a range of 1.35 to 1.55. This is nearby 
the tolerance band, which is reached at 200 s. The reduced 
run-up time enables important savings of about 100,000 € per 
year because of reducing paper waste. Additionally costs can 
be reduced for ink, energy and personal.  
 
8. Summary 
This paper describes a method for controlling processes 
with big dead times. A simulation model calculates the 
behavior of the process without any dead time and so the 
controller can react very dynamically. To ensure an optimal 
simulation quality a neural network is used to find best-fitting 
model parameter. For this, the last production runs are 
analyzed to build up a data base for a neural network. Because 
the system runs autonomously, there are some steps 
necessary. These steps include the selection of the training 
data and clustering similar data sets. Above that several 
training algorithms and also different network topologies are 
compared to each other. So a reproducible process control can 
be established which considers varying influence parameters 
as well as different qualities of the consumables. This 
approach reduces the resource wastage at production start and 
enables a much more efficient production with lower costs. 
9. Outlook 
The research activities demonstrate the ability to improve 
the life cycle cost of a printing machine. Further research will 
be done to transfer this system to other continuous processes.  
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