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Abstract
This paper introduces a generalized nested logit model that results from combining discrete and continuous response variables.
Reproducing Kernel Hilbert Spaces are used to deﬁne the (dynamic) systematic utilities, allowing correlations between alternatives
close together on the continuous spectrum, and reconciliation mechanisms between both types of response variables are established.
The seminal motivation of this model is the passenger-centric train timetabling problem. For this reason, the discussion in this paper
focuses on a high-speed railway (HSR) demand-forecasting model.
The model proposes a maximum likelihood approach to estimating the parameters, and a Monte Carlo simulation study is
conducted to test the proposed methodology.
c© 2015 The Authors. Published by Elsevier B. V.
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1. Introduction
European Union competition policy is promoting an ongoing liberalization process in the rail market and the
setting up of an EU air market. Currently high-speed railway (HSR) systems are expanding their rail networks in
the EU and incrementing their demand share. However, in order to meet the new scenario of competition between
transport operators, the rail industry should focus the railway service on addressing passenger needs. In this scenario,
the so-called passenger-centric train timetabling models (pTTP) are crucial in improving the competitiveness of the
rail industry. A key element of pTTP is the high-speed demand forecasting model to learn the behavior of passengers
with respect to the endogenous factors of the proposed timetable.
The so-called disaggregate, schedule-based, multimodal, multiservice HSR demand-forecasting models consider
the individual as the basic unit of observation. These models are consistent with travel choice theory and allow
passenger ﬂows for each train in a competition scenario between transport operators to be simulated. These models
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account for the diverted demand, which represents the choice of a passenger between other modes of transport (plane,
car, other rail services, etc) and the induced demand, which depends directly on the characteristics of the HSR services
oﬀered (ticket cost, travel time, timetable, etc). This type of model is scarce in the literature (see Cascetta and Coppola
(2012), Cascetta and Coppola (2014), Espinosa Aranda (2014)) and this paper proposes a novel approach.
These HSR demand models require departure time modeling. A review of departure time modeling is beyond the
scope of this paper (see Lemp et al. (2010)). Roughly, these models can be classiﬁed by the way they consider the set
of departure instants. A ﬁrst cluster of models tackles the temporal continuous spectrum explicitly, but other models
use a discretization of the continuum. The ﬁrst group are developed on the basis of utility theory but also the majority
of the models of the second group have a heuristic nature. An exception is the work of Lemp et al. (2010) which
proposes the continuous cross-nested logit model, adding behavioral ﬂexibility over the continuous logit by allowing
correlations across alternatives close on the continuous spectrum. For an HSR demand-forecasting model, the desired
departure time of a user should be combined with the eﬀective departure time of the railway services. For this reason,
a generalised nested logit, combining discrete and continuous response variables, is described in this work. Moreover,
an RKHS approach has been introduced for the speciﬁcation of the dynamic utility.
2. Methodology
Nomenclature
Sets and indexes
i Index associated with the type of supply
I Set of the types of supply
Trip/Non−Trip Indexes associated with the alternatives of traveling or not.
j Index associated with the sub-alternatives (railway services)
Ji Set of alternatives for the type of supply i
k Index for the observation
K Set of observations
Ki Subset of observations in which the supply i is posed
Functions
D(t) Potential demand function for instant t
Di(t) Induced demand function for the supply i at the instant t
K(t, t˜) A kernel function, in particular in this paper the radial basis function is used
Parameters and variables
[b1, b2] Time planning period
g¯ Total potential demand
g¯i Induced demand by the supply i
α Vector of coeﬃcients of the function D(t) in the basis {K(t, t˜)}t˜∈[b1,b2]
αi Vector of coeﬃcients of the function Di(t) in the basis {K(t, t˜)}t˜∈[b1,b2]
Vs/a,b,··· Systematic utility of the sub-alternative s conditioned to the alternatives a, b · · · given
2.1. A generalised nested logit model
The nested logit model have applied a wide array of transport-related choice problems (Garcı´a and Marı´n (2005)).
In this section we introduce a generalized nested logit model. The novel feature of this model is that combines a
decision level with a continuum spectrum of alternatives with decision levels based on discrete sets of alternatives.
Figure 1 illustrates this hierarchical choice type using an HSR demand model. We assume that the HRS system
provides a set of railway services with a set of attributes (timetable, ticket cost, travel time, etc) for a given day k. The
timetable and its characteristics deﬁne the supply side. We refer it as the supply i. Given the supply i the users make
their decisions. At the upper level a user chooses between the alternatives ’make’ or ’not make’ his/her trip (by HS
train) during the time interval [b1, b2]. The alternative Non-trip takes into account the trips made by other means
of transport and the decision not to make the trip by any mode of transport. The user chooses the departure time at
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Fig. 1. Hierarchical choice process.
the second level. The main characteristic is that it is a continuum response variable. This level is modeled using a
continuous logit model. Finally, the railway service j is chosen by the user for the desired departure time t at the third
level. Mathematically, the decision levels are stated as follows.
• (Trip choice). At the upper level, a user chooses to make his/her trip in the interval [b1, b2] according to the
probability:
P
(
Trip/i
)
=
exp(VTrip,/i)∑
S∈{Trip, Non-Trip} exp(VS/i)
(1)
where VTrip,/i is the user’s perception of the utility of traveling by HSR.
• (Departure time choice). A user who has decided to travel in a day k with the supply i, chooses the departure
time t according to a continuous logit model (Ben-Akiva et al. (1985)). The probability density function is given
by
f (t
∣∣∣i,Trip ) = exp(Vt/i,Trip,)∫ b2
b1
exp(Vt/i,Trip,)dt
with t ∈ [b1, b2] (2)
where Vt/i,Trip, is the user’s perception of the conditioned utility of departing at instant t.
• (Railway service choice). At the third level, a user chooses the railway service j to make his/her trip. The
proportion of trips is each railway service j is given by the formula
P
(
j
/
i,Trip, t
)
=
exp(Vj/i,Trip,,t)∑
j′∈Ji exp(Vj′/i,Trip,,t)
with j ∈ Ji (3)
where Vj/i,Trip,,t is the user’s perception of utility of the railway service j ∈ Ji constrained to the user’s desire to
start his/her trip at instant t.
The relationships between the conditional utilities of the nested logit structure follows the log-sum formula. For
the case of a set of alternatives on a continuum, addition is replaced by integration.
Vt/i,Trip, = ln
∑
j∈Ji
exp
{
Vj/i,Trip,,t
}
(4)
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VTrip,/i = ln
∫ b2
b1
exp{Vt/i,Trip,}dt (5)
Let g¯ be the potential demand, assuming that all possible services are available. That is, any passenger may take a
railway service at any instant t ∈ [b1, b2]. The railway services of the supply i lead a portion of the potential passengers
g¯ to choose to travel. This number of passengers is the induced demand of the supply i which is denoted by g¯i and
computed thus:
g¯i = g¯ · P (Trip/i) (6)
The passengers g¯i must choose their departure time on the time interval [b1, b2]. The number of these users departing
in the interval [a, b] ⊂ [b1, b2] is denoted by g¯i,[a,b] and is calculated by the equation
g¯i,[a,b] = g¯i ·
∫ b
a
f
(
t/Trip, i
)
dt (7)
The number of users who choose the alternative (railway service) j given the supply i is denoted by g¯i, j and the
following holds
g¯i, j = g¯i · P
(
j
∣∣∣i,Trip ) = g¯i
∫ b2
b1
P
(
j
∣∣∣i,Trip, t ) f (t|i,Trip)dt (8)
2.2. Utilities based on RKHS
Reproducing Kernel Hilbert Spaces (RKHS) have been widely applied in machine learning, functional data analysis
(Lo´pez-Garcı´a et al. (2015)), etc. In this paper we propose to use RKHS as a general framework to model non-
linear dynamic utilities. To this end, we begin this discussion proposing an approach based on RKHS to address the
correlation between the utilities of the railway services, that is, if two railway service departure times are close then
they should share induced demand. First we explain this novel approach independently from the above generalized
nested logit model. We then connect both approaches and show that the approach based on RKHS is a means of
specifying the dynamic utilities.
We begin explaining the RKHS approach. We assume that there exists a function D(t) ≥ 0 with t ∈ [b1, b2] which
models the potential dynamic demand. The number of travelers for the time interval [a, b], named g¯[a,b], is obtained
by the integral
g¯[a,b] =
∫ b
a
D(t)dt (9)
Figure 2(a) shows an example for D(t). The potential number of travelers for the time interval [8 : 00, 16 : 00]
coincides with the gray area. The shape of the function D(t) indicates that the potential demand is maximum around
8:00 a.m.
Let H be a RKHS. The space of functions H is univocally deﬁned by the so-called Mercer kernel K(t, t˜) and we
indicate this fact byHK . The family of functions {K(t, t˜)}t˜∈[b1,b2] constitutes a basis ofHK .
We assume that the potential demand function D(t) ∈ HK and this element can be expressed as a linear combination
of any basis, in particular
D(t) =
∑
t˜∈T⊂[b1,b2]
αt˜K(t, t˜) (10)
Note that in the expression (10) the functions K(t, t˜) are known but the vector of parameters αt˜ = (· · · , αt˜, · · ·) is
unknown. In this paper, we consider the Gaussian kernel K(t, t˜) = exp
(
σ(t − t˜)2
)
that leads us to use the so-called
radial basis functions.
The demand function D(t) represents the total potential demand assuming that travelers can choose any departure
time to make their trips, i.e. there exists a train service each time instant t. This ideal situation is not satisﬁed in
practice. In reality there exists a supply i deﬁned by a set of railway services Ji. Each service j ∈ Ji has a departure
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time which denoted by t j. The induced demand from a supply i should be expressed by restricting potential demand
(10) to the services Ji, that is:
Di(t) =
∑
j∈Ji
α jK(t, t j) (11)
The kernel function K(t, t j) measures the similarity between the desired departure time t and the eﬀective departure
time t j.
Desegregation of the induced demand by railway services is computed as follows:
g¯i =
∫ b2
b1
Di(t)dt =
∫ b2
b1
∑
j∈Ji
α jK(t, t j)dt =
∑
j∈Ji
α j
∫ b2
b1
K(t, t j)dt =
∑
j∈Ji
g¯i, j (12)
where
g¯i, j = α j
∫ b2
b1
K(t, t j)dt (13)
We impose the following relationship between the potential demand and the eﬀective demand for the supply i
D(t j) = Di(t j) with j ∈ Ji (14)
The deﬁnition of D(t) is based on the assumption that there exists a railway service at any time instant. The functions
D(t) and Di(t) should exhibit a similar shape around the departure times of the supply (timetable) i. Equation (14)
imposes that the functions Di(t) should interpolate to the function D(t) in the instants associated with the timetable.
Figure 2(b)-(c) illustrates these ideas. Figure 2(b) considers a supply i = 1 with two services at instants t1 = 8
and t2 = 16. The resulting demand D1(t) is plotted with a blue curve. Notice that the eﬀective demand vanishes
around 12:00 a.m. because the users will not travel far from the desired moment. Figure 2(c) considers a supply
i = 2 with two services at the instants t1 = 15 and t2 = 16. In this case the demand function D2(t) diﬀers from
D1(t). Both examples satisfy the interpolation formula (14). In the case of the supply i = 2 a remarkable fact is that
D(15.5) < D2(15.5). The most important eﬀect shown is the correlation between alternatives. The supplies i = 1 and
i = 2 have programmed a railway service at t = 16. Figure 2(d) shades the captured demands in this service for the
supplies i = 1 and i = 2. The captured demand in the case of the supply i = 1 (gray) is greater than for the supply
i = 2. This is due to the existence of a rivalry with the service at t = 15 for the supply i = 2. The model takes into
account the eﬀect of other services on a given service.
The following speciﬁcations of the utilities1
Vj/i,Trip,,t = ln
(
α jK(t, t j)
)
with j ∈ Ji; (15)
Vt/i,Trip, = ln
∑
j∈Ji
exp
{
Vj/i,Trip,,t
}
= ln
∑
j∈Ji
α jK(t, t j) = ln Di(t); (16)
VTrip,/i = ln
∫ b2
b1
exp{Vt/i,Trip,}dt = ln
∫ b2
b1
Di(t) (17)
lead to the same disaggregation of the potential demand for the RKHS-approach and the generalised nested logit
model, and thus both approaches are equivalent. The two key results derived from equations (15)-(17) are:
- The utilization of the generalised nested logit model allows the estimation of maximum likelihood of the param-
eters g¯,αt˜,α j of the RKHS-approach.
- On the other hand, the adoption of the utilities based on the RKHS-approach contributes to addressing the corre-
lation between alternatives.
1 Note that the relationships VNon Trip,/i = ln (g¯ − g¯i) and VTrip,/i = ln g¯i hold.
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Fig. 2. (a) Potential demand (b),(c) Eﬀective demand (d) Correlation between alternatives.
In conclusion, modeling of the selection process requires: i) dynamic utilities for the medium and lower levels and
ii) a mechanism to reconcile both utilities. In order to deal with issue i) RKHS’s are used as a general framework used
to model these non-linear dynamic utilities. This framework allows us to expand the systematic utility function on
a functional basis whose elements are associated with the railway services. This mechanism decouples the medium
level utility at time t as a sum of railway service utilities. This representation shows the eﬀect of a given railway
service on the whole HSR system-utility and it is used to establish the mechanism referred to in point ii). Moreover, it
considers correlation between railway services, that is, two services whose departure times are very close competitors
for market share.
2.3. Maximum likelihood estimation (MLE) of the parameters
The parameters of the model are: i) the vector α˜ associated with D(t), ii) the vectors αi = (· · · , α j, · · ·),with j ∈ Ji
associated with Di(t) and iii) the total potential demand g¯. In this section we state an MLE problem for the estimation
of these parameters.
We assume a set of observed days K in which we have collected the data. The set K is partitioned according to the
type of supply i, that is, K = ∪i∈IKi, Ki ∩ Ki′ = {∅} with i  i′ and Ki  {∅}. The data obtained are:
Nk, j is the number of travelers in the service j ∈ Ji for the day k ∈ Ki,
N•,i, j =
∑
k∈Ki Nk, j for all i ∈ I, j ∈ Ji; it is the total number of observed passengers in the service j ∈ Ji,
Nk,• =
∑
j∈Ji Nk, j is the number of passengers for the day k,
N•,i =
∑
k∈Ki, j∈Ji Nk, j is the total number of passengers in the sample associated with the type of supply i.
The likelihood function is
L(Nk, j |g¯,αi, α˜ ) = L(Nk, j
∣∣∣Nk,•, g¯,αi, α˜, )L(Nk,• |g¯,αi, α˜, )
=
∏
i∈I,k∈Ki
(
Nk,•
Nk, j1 , · · · ,Nk, jk
) ⎡⎢⎢⎢⎢⎢⎢⎣
∏
j∈Ji
P
(
j
∣∣∣i,Trip )Nk, j
⎤⎥⎥⎥⎥⎥⎥⎦
∏
i∈I,k∈Ki
[(
g¯
Nk,•
)
· P ( Trip |i )Nk,• P ( Non Trip |i )g¯−Nk,•
]
(18)
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Taking logarithms, dropping the constants and using the Stirling approximation in the binomial coeﬃcients, the log-
likelihood function becomes
lnL =
∑
i∈I,k∈Ki, j∈Ji
Nk, j · lnP
(
j
∣∣∣i,Trip ) + ∑
i∈I,k∈Ki
[
ln
(
g¯
Nk,•
)
+ Nk,• · lnP ( Trip |i ) + (g¯ − Nk,•) · lnP ( Non Trip |i )
]
=
∑
i∈I j∈Ji
N•,i, j · lnP ( j|i, Trip ) +∑
k∈K
{(
g¯ +
1
2
)
ln (g¯) −
(
g¯ +
1
2
− Nk,•
)
ln
(
g¯ − Nk,•)
}
+
∑
i∈I,k∈Ki
⎧⎪⎪⎨⎪⎪⎩Nk,• · lnP
(
Trip |i) + (g¯ − Nk,•) · lnP ( Non Trip |i)
⎫⎪⎪⎬⎪⎪⎭ (19)
In order to properly deﬁne the log-likelihood function, we should specify the probabilities as a function of the
parameters, such as:
P
(
j
∣∣∣i,Trip ) =
∫ b2
b1
P
(
j
∣∣∣i,Trip, t ) f (t|i,Trip)dt =
∫ b2
b1
exp(Vj/i,Trip,,t)∑
j′∈Ji exp(Vj′/i,Trip,,t)
exp(Vt/i,Trip,)∫ b2
b1
exp(Vt/i,Trip,)dt
=
∫ b2
b1
exp(Vj/i,Trip,,t)
Di(t)
Di(t))∫ b2
b1
exp(Vt/trip,i)dt
dt =
∫ b2
b1
exp(Vj/i,Trip,t)
g¯i
dt =
∫ b2
b1
α jK(t, t j)dt∫ b2
b1
Di(t)dt
(20)
P
(
Trip|i) = g¯i
g¯
=
∫ b2
b1
Di(t)dt∫ b2
b1
D(t)dt
; P
(
Non Trip|i) = 1 − P (Trip|i)
Finally, the ME problem can be stated as:
Maximize L(Nk, j |g¯,αi, α˜ )
Subject to:
g¯ =
∫ b2
b1
D(t)dt
D(t j) = Di(t j) with j ∈ Ji for all i ∈ I
α ≥ 0
The constraints of the ME problem reduce the degrees of freedom available in ME estimation. The vector of
parameters α˜ determines univocally the parameters g¯ and α˜i. Due to this fact the log-likelihood function can be
viewed as only dependent on the variable α˜ and the ME problem becomes Maximizeα˜≥0L(α˜). Figure 3 systematises
the computation of L(α˜).
3. Study of Monte Carlo simulation
3.1. Data
A set of synthetic data have been simulated as follows. First, ﬁve density functions f (t
/
Trip
)
to simulate the
departure time choice on the time interval [7:00, 23:00] were used. The ﬁrst, named I1, is taken from Almodo´var and
Garcı´a-Ro´denas (2013) and represents an urban railway system. The second, I2, is an uniform distribution on time
period [7:00, 23:00]. The instances I3, I4 and I5 are obtained from synthetic data. Each instance can be viewed as
a railway system. Three diﬀerent supplies i have been applied and they are deﬁned by its timetable (see Table 1).
Moreover, three sizes of potential demands g¯ ∈ {1000, 5000, 10000} have been analyzed and for each instance Is with
s ∈ {1, · · · , 5}, for each supply i and for each potential demand g¯, 10 days have been simulated.
Figure 4 illustrates the simulated railway service choice process. In this example the timetable consists of three
services and there are three passengers: A, B and C. The attractiveness of each service is deﬁned by a triangular curve
which is deﬁned by the parameters δL, δR and the departure time ti. The inﬂuence zone of a service is deﬁned by the
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Fig. 3. Computation of the log-likelihood function L(α˜)
Step 0. (Initialization.) Let T = {t˜1, · · · t˜n} be a partition of [b1, b2]. For each supply i ∈ I compute the kernel
matrices Ki = K(t j, t j′ ) where j, j′ ∈ Ji and an approximation for the integrals:
I j =
∫ b2
b1
K(t, t j)dt where j ∈ Ji; Is =
∫ b2
b1
K(t, t˜s)dt where s ∈ {1, · · · , n} (21)
Step 1. (Evaluation of the log-likelihood function). The goal is to compute the log-likelihood function lnL
given the n−dimensional vector of parameters α˜ = (· · · , α˜s, · · ·)T such that
D(t) =
n∑
s=1
α˜sK(t, t˜s) for all t ∈ [b1, b2], (22)
Step 1.1. (Computation of Di(t)) For each supply i compute the vector
Di = (· · · ,D(t j), · · ·)T where j ∈ Ji (23)
The Tikhonov discrete regularization for the problem at hand leads to approximate the vector of parameters
αi =
(
· · · , α j, · · ·
)T
where j ∈ Ji as the solution to the linear equation systems: (γniIni +Kiαi) = Di, where Ini is
the identity matrix ni × ni and ni is the cardinality of the set Ji.
Step 1.2. (Computation of g¯i and g¯) For each i ∈ I, compute g¯i = ∑ j∈Ji α jI j, and g¯ = ∑ns=1 α˜sIs.
Step 1.3.(Computation of the probabilities). Compute P
(
j
∣∣∣i,Trip ) = α j I jg¯i with j ∈ Ji ; P (Trip|i) = g¯ig¯ and
P
(
Non Trip|i) = 1 − P (Trip|i) .
Table 1. Timetables for each supply i.
Supply Time-Of-Day Time-Of-Day Time-Of-Day Time-Of-Day Time-Of-Day
[7,10) [10,13) [13,16) [16,19) [19,23]
1 7, 9 11 13, 14, 15 17 19, 20, 21
2 7,8,9 12 13, 14, 15 – 19, 20, 21
3 8, 9 10, 11, 12 15 17 19, 21, 23
base of the triangle. Passengers A and B have two attractive services but there are no proper services for passenger C.
Passenger A chooses Service 1 because it is more attractive than Services 2 (weighting with the triangular curves). On
the other hand passenger B chooses Service 2 and passenger C does not travel because there are no attractive services
for him/her. In the simulation study two scenarios of refusal to travel have been analyzed. Refusal type 1 is deﬁned
by δL = δR = 1 and type 2 by δL = δR = 0.25. This means that a railway service whose departure time is less than one
hour from the desired departure time is attractive in case 1 but only 15 minutes -at the most- for case 2. The majority
of people who want to travel do so, but only a minority of them travel in case 2.
3.2. Numerical results
In this section the ML estimation of the parameters of the generalised nested logit models is performed. Tables
2 and 3 show the relative error in the estimation of the potential demand g¯ and in the demands g¯i with i = 1, 2, 3,
respectively. The ﬁrst observation is that g¯ is estimated properly for refusal type 1 but not for type 2. This may
be caused because no passenger with refusal type 2 whose departure belongs to certain time intervals chooses to
travel. For example, potential travelers on the time interval [15:15, 16:45] do not have attractive services in the three
552   Ricardo Garcı´a-Ro´denas and Marı´a Luz Lo´pez-Garcı´a /  Transportation Research Procedia  10 ( 2015 )  544 – 553 
Passanger  
A
Passanger  
B
Passanger  
C
TimeδRδL
Service 2 Service 3Service 1
t1 t2 t3
Fig. 4. Service choice process or chossing not to travel.
established timetables. In this case the potential demand may vary in these time intervals and these variations do not
aﬀect the observed data. Thus, the potential demand g¯ is unspeciﬁed on these intervals.
However, Table 3 shows that the maximum likelihood estimation procedure imposes (implicitly) the constraint
g¯i = N¯i, that is, the predicted and average observed demand for the supplies i are equals. Using Eq. (6), the following
is satisﬁed
N¯i = g¯ · P (Trip/i) (24)
In conclusion, the parameter g¯ may be undetermined for some instances but its estimates must satisfy the constraint
(24) imposed by the reproducing of the average demand for the supplies.
Table 2. Average relative error for the estimation of the potential demand g¯ (expressed in percentage %).
Type of refusal 1 Type of refusal 2
Instance Demand (1) Demand (2) Demand (3) Demand (1) Demand (2) Demand (3)
I1 2.1 1.9 0.4 17.0 29.7 43.3
I2 1.9 0.6 0.4 14.3 31.3 53.4
I3 1.7 1.3 0.5 29.5 55.8 155.3
I4 2.4 0.3 0.3 169.9 65.1 34.4
I5 1.3 1.6 2.8 27.9 49.0 61.7
Table 3. Average relative error for the estimation of the demands g¯i for i = 1, 2, 3 (expressed in percentage %).
Type of refusal 1 Type of refusal 2
Instance Demand (1) Demand (2) Demand (3) Demand (1) Demand (2) Demand (3)
I1 5.1e − 01 1.3e − 06 2.3e − 06 3.5e − 06 5.9e − 06 1.1e − 02
I2 1.3e − 06 1.3e − 06 1.4e − 06 9.6e − 07 5.3e − 06 3.5e − 03
I3 1.8e − 06 2.4e − 06 2.0e − 06 1.4e − 01 5.4e − 02 5.0e − 03
I4 2.1e − 06 2.0e − 06 4.5e − 07 2.3e − 02 1.3e − 02 4.7e − 04
I5 1.7e − 06 2.0e − 06 1.4e − 06 2.4e − 06 3.9e − 06 4.0e − 05
Table 4 shows the following index
100 × (1/3)
3∑
i=1
∑
j∈Ji |g¯i, j − g¯observedi, j |
N¯i
which weights the average error in the estimation of demand in the services. The range of this index is [2.6, 31.7] and
the mean value is 13.5%.
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Table 4. Average error for the estimation of demands g¯i, j (expressed in percentage %).
Type of refusal 1 Type of refusal 2
Instance Demand (1) Demand (2) Demand (3) Demand (1) Demand (2) Demand (3)
I1 9.9 11.1 11.9 12.0 13.3 13.9
I2 7.8 7.9 8.2 3.9 2.6 2.8
I3 14.9 14.6 14.5 15.2 14.9 15.3
I4 8.9 9.1 9.2 16.0 13.3 13.7
I5 16.4 16.0 16.6 27.4 30.9 31.7
4. Conclusions
This paper describes a generalized nested logit model and its ML estimation method. The approach is illustrated on
an HRS demand forecasting model. The speciﬁcation of the utilities is based on RKHS which allows the correlations
between alternatives to be addressed. For simplicity without loss of generality the formulation of the model focuses
on the single attribute of departure time. The model can be extended to a multi-attribute context which is able to
tackle ticket cost, travel time, etc. To this end it is suﬃcient to replace the variable t by the vector of attributes x and
to change the integral on the domain [b1, b2] to an integral on the (compact) parameter feasible region X.
A set of synthetic data has been generated using arbitrary probability density functions and refusal rules. The
data obtained has an ambiguous travel pattern. The preliminary numerical tests conducted on this dataset give an
average error in the estimation of demand in services of 13.5%. A deﬁnitive assessment requires real data and more
computational trials to analyze the role of the parameter σ of the Gaussian kernel on the performance.
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