a mutation disrupts cellular function.
Karras and colleagues found that some mutant FANCA proteins show greater physical association with HSP90 than others, and that, in general, these mutant proteins were associated with less-severe disruption of cellular function. Inhibiting HSP90 increased the susceptibility to mitomycin C of cells producing these mutant FANCA proteins, confirming a long-hypothesized mechanism of HSP90 action. According to this hypothesis, the chaperone stabilizes otherwise defective proteins, allowing them to fold into a somewhat normal formation that enables them to partially function (Fig. 1a) . Notably, the effect of HSP90 inhibition on the sensitivity to mitomycin C could be mimicked by increased temperature -an environmental stressor that impairs HSP90 function and that might be experienced if a patient has a fever. Thus, the ability of FANCA to interact with HSP90 can influence the course of disease, and depends on both genetic and environmental context.
In the second study, Hummel et al. 4 revealed a role for HSP90 in modulating the effects of endogenous retroviruses (ERVs) -DNA sequences derived from viruses that inserted copies of themselves into host DNA. ERVs can increase in number in a host genome either by reinfection or by replicating in cells that form sperm or eggs, and currently make up about 5-10% of the human and mouse genomes 9 . The presence or absence of some ERV insertions differs between people and between mice.
Transcription of ERVs can stimulate the activity of adjacent genes. Hummel et al. profiled gene-expression patterns in three mouse cell types after HSP90 inhibition, which revealed that HSP90 counteracts this activating tendency. The researchers demonstrated that HSP90 interacts with the protein KAP1, which directs the deposition of repressive molecular modifications on ERV DNA to prevent transcription. HSP90 inhibition prevents KAP1-mediated repression of ERVs. The authors therefore propose that HSP90 activity enables the accumulation of different ERV insertions in different individuals. These insertion differences would be inconsequential under normal conditions, but could lead to diverse outcomes in times of stress (Fig. 1b) . If this holds true in humans, it would be predicted that clinical presentation of disease traits could be dramatically affected by ERV-insertion differences between individuals.
These two studies add to a growing literature that establishes the abundance of 'cryptic' genetic variation, which has no effect under normal conditions, but lurks in populations until other mutations or environmental perturbations reveal it 10 . The papers also provide mechanistic insights into how cryptic genetic variation can be revealed. Two more observations 11, 12 , when taken with these findings, point to implications for future research.
First, HSP90 not only suppresses the effects of certain genetic differences, but can also cause mutant proteins to adopt new functions, potentiating differences 7 . In a similar way, HSP90-mediated repression of ERVs could potentiate, rather than suppress, trait differences. For example, if an ERV has inserted next to a gene that should be activated, HSP90 could silence the gene instead. Last year, my group quantified the relative extent to which HSP90 suppressed and potentiated the effects of genetic mutations on yeast-cell shape 11 . That study found a bias towards potentiation of new mutations and suppression of mutations that have persisted in nature, implying that natural selection preferentially maintains mutations whose effects are suppressed by HSP90.
Thus, when moving towards personalized medicine, we should take into account the evolutionary mechanisms that bias variation in the population. As an example, consider the use of HSP90 inhibitors as anticancer drugs. HSP90 stabilizes signalling proteins that are activated in tumour cells -if natural selection preferentially maintains HSP90-suppressed mutations, HSP90 inhibition should reveal cryptic differences between the tumour-cell genomes of individuals, altering treatment success. By contrast, if the elevated rate of spontaneous mutations during tumour progression causes more HSP90-potentiated effects, HSP90 inhibition might dampen differences between individuals. Indeed, HSP90 inhibitors show promise when combined with another antitumour drug, presumably because HSP90 potentiates the effects of mutations that confer resistance to the other drug 13 . Second, the potential of personalized medicine is ultimately a numbers game 12 . If the mechanisms that shield and release cryptic genetic variation are numerous and varied 8 , then each individual might be a special case, limiting our power to predict how sets of genetic and environmental conditions will influence disease outcomes or alter the effectiveness of treatments. But if a few mechanisms are especially salient, then individuals will fall into classes defined by particular combinations of genetic and environmental factors.
Although it might be difficult to uncover these combinations (especially if known factors such as HSP90 are not relevant), predictive power will be high once they are discovered. That prospect impels us to follow the lead of the current studies and embrace context dependence, despite the difficulties. ■ 
Mark L. Siegal is in the Center

CLIMATE SCIENCE
The 'pause' unpacked Short-term climate trends are sensitive to definitions, data and testing. This sensitivity underlies an alleged pause in global warming, and highlights the need for meaningful definitions to sustain claims that it was real. See Analysis p.41
he climate system is warming inexorably, but unevenly, in response to increasing concentrations of greenhouse gases in the atmosphere. Although fluctuations in the rate of warming are expected, there has been much research into the characteristics and causes of the most recent period of slowerthan-average warming, which occurred from about 1998 for a decade or so. The results of this research have sometimes seemed inconsistent. On page 41, Medhaug et al. 1 articulate the choices made by different analysts in studying short-term climate trends, and explain their implications.
Conventionally, research on climate change has not focused on short-term trends (a decade or so in length) because such periods are dominated by natural climate variations, rather than by slower changes in greenhouse-gas concentrations, and therefore don't address larger climate-change issues. However, with some claiming that climate change had somehow 'paused' or entered a 'hiatus' , part of the research focus shifted to these short-term trends.
This has posed challenges for climatologists because conventional climate metrics (such as the global-mean surface temperature; GMST) and tools (such as climate-model projections) are not well-attuned to such short time frames. Trends measure rates of change and are sensitive to any uncertainty in the data, as well as to the assumptions used to model the trend. This sensitivity can be demonstrated by comparing the GMST data and GMST trends. For example, the time series of the GMST is nearly identical for the HadCRUT3, HadCRUT4 and GISTEMP data sets 2, 3 , which display similar variation and long-term trends (Fig. 1a) . But when the raw data are modelled as short-term trends (measured from 1998), small differences in the data can yield notably different results 4 (Fig. 1b) . Remarkably, the HadCRUT3 data set shows near-zero trends for parts of the slower warming period, whereas the GISTEMP data set displays positive trends of about 0.1 °C per decade or more. Furthermore, the updated version of the HadCRUT3 data set (HadCRUT4) shows trends that are closer to those of GISTEMP than to those of HadCRUT3. The HadCRUT4 data set contains changes to the way sea surface temperature is processed to account for changes in measurement systems, and has better global coverage than HadCRUT3. These differences seem insignificant in terms of the time series, but they substantially change the trends.
Medhaug and colleagues describe changes to the GMST data that bring the trends closer to agreement. These changes include accounting for data-sparse regions such as the Arctic, which was represented in some GMST data sets but not others. Because the rate of Arctic warming seems to have been high (compared with the global average) in the past few decades, the determination of these sensitive short-term trends depends on whether or not the Arctic is included. The role of Arctic warming in GMST trends was highlighted as early as 2008 (see go.nature.com/2q7jnhv).
Another key factor highlighted by Medhaug et al. in unpacking the different claims about whether the GMST paused is how one defines a 'pause' (Fig. 1c) . The GMST warming rate fluctuates naturally about a longer-term mean rate, mostly as a result of circulation processes in the ocean that occur on decadal timescales. Early studies 5 on this issue typically defined a pause as a period in which there is no significant positive trend in the GMST. However, this is not a useful definition because the data continue to show 5 significant warming trends when the trend length exceeds 16 years. Another interpretation is that a pause corresponds to a substantial reduction, or 'slowdown' , in the magnitude of the trend. Evidence for such a feature in the data is similarly weak and is not supported by changepoint analyses 6 . A further definition used for a pause is a departure from climate-model expectations of warming rates. The difficulty here is that projections of the climate's response to greenhouse gases were not designed to assess short-term trends. Such trends are dominated by natural internal climate variations, and the timing of these variations is not synchronized between the model projections and the real world 7 . Experience in comparing such projections with the observed GMST has shown the need to account for internal variations, and to consider uncertainties in the scenarios for the evolution of emissions and volcanic eruptions supplied to the models. Furthermore, the use of 'blended' sea-surface and air temperatures in the observed GMST, but only air temperatures for the model projections, has led to 'apples and oranges' comparisons that explain part of the difference between the models and the data 8 .
Medhaug et al.
show that, when all of these factors are properly accounted for, climatemodel expectations of warming rates and observed trends are not at odds.
In short, some data, tools and methods that were good enough when looking at longer-term climate change proved to be problematic when they were focused on the problem of explaining short-term trends. Small differences in GMST data that are inconsequential for climate change are amplified when short-term trends are calculated. Climate-model projections are blunt tools for the analysis of short-term trends. As concluded by Medhaug and colleagues, the different choices and definitions made by analysts underpin the diverging positions on the existence of the pause.
Perhaps the most salient lesson to be learnt from work on the pause is the need for clarity of definition and for quantifiable, generalizable accounts of the alleged phenomenon. Across the hundreds of papers written on the pause, it is hard to find clear definitions that can be usefully generalized. Too often, the pause period defined is so short that a generalization would imply that warming is paused for about one-third of the time . Here, the data are plotted as a departure (anomaly) from the average value of the GMST during the period 1981-2010. b, But when these data are modelled as trends (measured in monthly increments from 1998), the type of model used and small differences in the data give remarkably different results 4 . The year labels span the calendar year, with the tick marks corresponding to 1 January. Medhaug et al. 1 reconcile these results and show that the climate-model projections and observed trends are consistent. c, GMST warming fluctuates about a longer-term average warming rate -the warming is sometimes faster than the average rate (red dashes) and at other times slower (blue dashes). Some interpretations of the periods of slower-thanaverage warming include a 'pause' in which the short-term trend is either not positive (no trend) or below the average long-term trend (a slow trend).
The evolutionary origin of mitochondria, chloroplasts and kinetoplasts has recently been the subject of some intriguing speculation; several workers have suggested that these organelles have had an exogenous origin, perhaps evolving from symbiotic bacteria. These ideas stem from genetic evidence for the existence of extrachromosomal genes and the discovery that mitochondria and chloroplasts contain DNA and ribosomes and are capable of synthesizing proteins in vitro … Although it is unlikely we shall ever be able to prove or disprove the hypothesis of the exogenous origin of these organelles, the fact that chloroplast and probably mitochondrial ribosomes differ from cytoplasmic ribosomes suggests that cells contain two independent protein synthesizing systems perhaps subject to different control mechanisms. From Nature 6 May 1967
Years Ago
It is usually stated that the carat weight of jewellers and diamond merchants is derived from the hard seeds of the locust tree, Ceratonia siliqua, which were anciently used as weights. Having had occasion to obtain some of the beans, I weighed several of the seeds to see what sort of error would be incurred if they were used as weights … It would appear … that the carat weight could be recovered with some approach to accuracy by weighing a number of seeds of the locust bean. It is also evident that the use of such seeds as weights must have given opportunities for fraudulent dealing in the precious commodities gauged by means of them, since deviations of from 30 to 40 per cent. from the average may occur. 
J . G R AY C A M P & B A R B A R A T R E U T L E I N
O ver the past few years, the production of human-brain-like tissue from stem cells in 3D cultures 1,2 has allowed sophisticated analyses of how the brain develops, how its development has changed during evolution and how it is affected by disease [3] [4] [5] . But it has remained unclear precisely what cell types arise in these brain 'organoids' , how much individual organoids vary, and whether mature neuronal networks can form and function in organoids. Using a combination of sophisticated techniques, two papers 6, 7 in this issue describe key steps towards addressing these questions.
There are two general strategies for growing human brain organoids. In the first strategy, pluripotent stem cells (PSCs, which can give rise to any cell type in the body) are guided to form a layer of stem cells called a neuroepithelium that can make neurons. The neuro epithelium is left to develop alone, and this can result in the generation of multiple brain regions (Fig. 1a) . This self-patterning strategy offers the potential to understand how brain regions self-organize and interact. However, there are often substantial differences between individual organoids, and between batches grown separately.
The alternative strategy is to use signalling molecules to control patterning of the neuroepithelium so that a defined region formsthe forebrain or hypothalamus, for instance (Fig. 1b) . This technique might increase reproducibility, but researchers have yet to define all of the signals that create each subregion of the brain. Moreover, it is unclear whether certain regions can form in the absence of adjacent structures.
Quadrato et al. 6 (page 48) set out to examine the composition and functionality of maturing brain organoids in detail. The authors modified a self-patterning protocol 3 to reduce cell death, which can occur towards the centre of organoids owing to a lack of oxygen. Organoids grown using this modified method progressively matured for more than nine months, making it possible to study how neurons develop over a time equivalent to that of human gestation.
The researchers analysed the gene-expression profiles (the transcriptomes) of more than 80,000 cells from 3-or 6-month-old organoids -the most comprehensive single-cell analysis of organoid composition performed so far. These data revealed diverse cell populations from different brain regions. Focusing on retinal cell types, the investigators demonstrated that their organoids contained almost every cell type found in this tissue in vivo. They also found evidence that neurons mature over time, beginning to express genes that mediate synaptic connections with other neurons.
How mature do these neurons become? Electron microscopy on serial slices of tissue revealed that an 8-month-old organoid contained a density of synapses approximately
