ABSTRACT: The interchromophoric energy-transfer pathways between weakly coupled units in a π-conjugated phenylene−ethynylene macrocycle and its half-ring analogue have been investigated using the nonadiabatic excited-state molecular dynamics approach. To track the flow of electronic transition density between macrocycle units, we formulate a transition density flux analysis adapted from the statistical minimum flow method previously developed to investigate vibrational energy flow. Following photoexcitation, transition density is primarily delocalized on two chromophore units and the system undergoes ultrafast energy transfer, creating a localized excited state on a single unit. In the macrocycle, distinct chromophore units donate transition density to a single acceptor unit but do not interchange transition density among each other. We find that energy transfer in the macrocycle is slower than in the corresponding half ring because of the presence of multiple interfering energy-transfer pathways. Simulation results are validated by modeling the fluorescence anisotropy decay.
T he complex interactions between π-conjugated organic polymers are responsible for phenomena ranging from morphology 1−3 and aggregation 4, 5 in polymer films, rapid charge and energy transfer between coupled chromophores, 6−8 to the generation of charge-transfer excitons 9 and changes in absorption and emission 10 caused by strong interchain interactions. In natural light-harvesting complexes, both strong and weak interchromophoric dipole−dipole interactions exist simultaneously, and the interplay between these two interaction limits gives rise to the characteristically rich energy-transfer dynamics observed in these systems.
11−14
It is well-known that exciton dynamics in π-conjugated molecular systems is highly susceptible to conformational disorder and electron−vibrational coupling. Thermally induced geometry distortions affect exciton localization and relaxation lifetimes and pathways, as reported in a large variety of extended conjugated molecular systems. 15−18 Ultrafast fluorescence depolarization measurements have confirmed that conformational disorder can lead to exciton self-trapping. 17 In fact, exciton localization during ultrafast energy transfer between chromophore units has been reported in cycloparaphenylene (CPP) and dimers. 7, 19 Steric hindrance due to cyclic or curved polymer geometries introduces additional effects on the extent of conjugation. 20 In the particular case of nanorings, rapid formation of spatially localized excitations can occur as a consequence of the photoinduced self-trapping of the lowest-energy excitonic state 19 due to strong electron−phonon coupling. To pinpoint the exact interchromophoric mechanisms at play in large complexes, model systems consisting of macrocyclic oligomers have been designed to serve as artificial light-harvesters, and their exciton localization and energytransfer dynamics have been characterized. 21−28 Despite these great efforts, a complete understanding of the energy-transfer dynamics, even in simplified model cyclic systems, remains elusive. For example, Lupton and coworkers 22 have studied the excited-state relaxation dynamics and concomitant interchromophoric energy transfer in π-conjugated phenylene−ethynylene macrocycles and their halfring counterparts using fluorescence depolarization to detect changes in polarization caused by an excitation moving from one chromophore to another. It was concluded that the half ring does not appear to exhibit intramolecular energy transfer, whereas the macrocycles show an additional depolarization mechanism thought to arise from rapid redistribution of excitation energy occurring faster than 50 ps. This would suggest incoherent energy transfer between the chromophores in the macrocycle, consistent with the weak dipole−dipole coupling limit, where each chromophore behaves as a distinct unit. It is also conceivable that coherent coupling could occur between the chromophores; however, this is impossible to deduce directly from incoherent measurements of polarization anisotropy.
More recently, Herz and co-workers 28 have investigated the relationship between exciton delocalization dynamics and molecular size and topology in linear and cyclic porphyrin complexes. It was found that, for very large rings, absorbing and emitting states become localized, leading to similar overall anisotropy in both cyclic and linear geometries. Nevertheless, the stronger curvature enforced in cyclic structures leads to persistent faster anisotropy decay in rings compared to linear chains, even in large rings. This effect is expected to be amplified in smaller rings, which support delocalized absorbing (S 0 → S 2 ) states but not delocalized emitting states (S 1 → S 0 ). In such a case, rapid spatial localization of excitation energy could lead to spontaneous symmetry breaking, enabling fluorescence. 19,25,28−30 In this respect, computational simulations can shed new light on the details of the underlying energy-transfer mechanisms. Such simulations can be performed using nonadiabatic excitedstate molecular dynamics (NA-ESMD) 31 ,32 based on the fewest switches surface hopping (FSSH) approach 33 to go beyond the Born−Oppenheimer approximation and include coupling between many electronic excited states. These simulations can not only provide new insights into the evolution of the electronic wave function and changes in exciton localization during nonradiative relaxation but also allow the fluorescence anisotropy signal to be directly modeled. 5 Here, we use the NA-ESMD simulations to investigate the room-temperature (300 K) photoinduced energy-transfer dynamics between the chromophore units in a model π-conjugated phenylene−ethynylene macrocycle, R1, and the corresponding half-ring structure, HR, both of which have been previously examined spectroscopically. 22 Interchromophoric energy transfer is monitored in our simulations by tracking changes in electronic transition density (TD) localization. The specific energy flow between units is followed using transition density flux analysis according to the statistical minimum flow (SMF) method previously used to study the vibrational energy flow in polyatomic molecules. 34 The SMF adaptation for the transition density flux analysis is described in the Computational Methods section. Fluorescence anisotropy decay signals are also computed in order to understand the origin of fluorescence depolarization in the macrocycle configuration.
Both R1 and HR are composed of identical linear phenylene−ethynylene units identified in Figure 1 . The structure of R1 is composed of four units with pyridine linking the two halves of the ring. The half-ring structure is identical to R1 but contains only two units. The computed absorption spectra, shown in the bottom panel of Figure 1 , are in good agreement with experimentally measured solution-phase Figure 1 . Chemical structures of macrocycle R1 and half ring HR showing selection of units and computed linear absorption spectra of R1 (red) and HR (green). For each geometry, the CEO method was used to compute the oscillator strengths and energies of excited states. The absorption spectra were computed by constructing histograms of the excited-state energies where the height is given by the average ratio between oscillator strength and frequencies. 58 Excitation energy for NA-ESMD simulations was chosen to correspond to the absorption maximum of the lowest-energy peak of the computed spectra, giving excitation wavelengths of 373 nm for R1 and 384 nm for HR.
(toluene) spectra 22 which revealed very similar absorption for the two compounds with peaks at 375 and 320 nm (R1) and 383 and 306 nm (HR). Our computed spectra show absorption peaks at 373 and 302 nm (R1) and 384 and 292 nm (HR). In both R1 and HR, the four lowest-energy excited states, S 1 −S 4 , give rise to the lowest-energy peak, and their individual contributions to the equilibrated absorption spectra are provided in Figure S1 . In R1, S 1 −S 4 give relatively equal contributions, whereas the dominant contribution in HR arises only from S 1 and S 2 . It is interesting to consider the equilibrium TD localization of the relevant excited states S 1 −S 4 , computed as vertical transitions, depicted in Figure S2 . At the equilibrium geometry, S 1 −S 4 are delocalized over all four units in R1. However, in HR, S 1 and S 2 are delocalized while S 3 and S 4 are localized on opposite units. Therefore, delocalized excitonic states are primarily responsible for the lowest-energy absorption peak in both compounds.
We first consider the energy transfer, as revealed through changes in the spatial localization of the electronic TD, among the four units comprising R1 and the two units in HR following excitation to the lowest-energy absorption peak. In each trajectory, unit 1 is assigned as the unit with the largest TD fraction, δ X (t), at the end of dynamics. The other units are assigned clockwise from unit 1, and the pyridine links are denoted as N. The evolution of the fraction of TD localized in each unit of R1 can be seen in Figure 2a . After the initial photoexcitation of R1, the probability of finding electronic TD in each of the units is equal because the initial excitation can be generated on either the top or bottom half of R1. Thus, the initial delocalization of the equilibrium geometry observed in Figure S2 is destroyed by thermally induced geometry fluctuations. This is confirmed by the evolution of the participation number in R1 shown in Figure 2c , where the average initial value of PN(t) is 2.1, indicating that the initial excitation in R1 is delocalized over the two units comprising either the top or bottom half of the macrocycle (units 1 and 2 or units 3 and 4). The distribution of the initial participation number provided in Figure S3 confirms the most probable initial contribution ranging from 1.8 to 2.2 units. Note that the pyridine linkages do not play a significant role in the initial TD localization in R1 (Figure 2a) .
Meanwhile, the initial excitation in HR is somewhat localized in unit 1 ( Figure 2b ) with varying levels of delocalization over the two units, giving unit 2 a substantial initial fraction of TD where an average of 1.5 units participate in the initial delocalization according to the evolution of the participation number in Figure 2d . The distribution of the initial participation number in HR ( Figure S3 ) confirms that both localized as well as delocalized excitations are initially formed. We find that in ∼16% of trajectories, the initial excitation in HR is completely delocalized, while in ∼22% of trajectories there is a strong localization in unit 1. The remaining trajectories showed varying degrees of initial delocalization, indicating that the pyridine meta linkage does not completely inhibit delocalization. Within both systems, however, there is a rapid redistribution of excitation energy to unit 1 within 200 fs, as evidenced by the rise in the TD fraction localized within unit 1 and the corresponding decrease in the TD fraction localized in all other units (Figure 2a,b) . At the same time, the participation number decreases in both systems to ∼1.3 (Figure 2c,d) . The pyridine linkage N1 retains a significant fraction of the final TD in HR, and in R1 both the N1 linkage and unit 2 contain a small fraction of the final TD, causing the final participation number to be greater than the expected value of 1 in both systems.
The rate of energy transfer was calculated by fitting the increase of TD in unit 1 from the curves in Figure 2a ,b to a biexponential function. Our fits (shown in Figure S4 ) consist of fast and slow time components corresponding to τ 1 and τ 2 , respectively. The fitting parameters are provided in Table 1 .
The fast component, τ 1 , makes the dominant contribution, A 1 , and is therefore the focus of our analysis, revealing different time scales for R1 and HR. A time scale of 38.5 ± 0.3 fs was found for R1, while HR exhibits a faster time scale of 29.1 ± 0.7 fs. In HR, an initially delocalized excitation will undergo rapid energy transfer to become localized in unit 1. Meanwhile in R1, regardless of whether the excitation is initially generated on the top or bottom half of the ring, the final localization is always in the upper half in unit 1. Therefore, in R1, the relaxation consists of simultaneous energy-transfer pathways. This can be seen by tracking the angle, Θ, between the final TD moment at the end of the simulated dynamics and the TD moment at time t, shown in Scheme 1a. The angles for R1 and HR are depicted in Scheme 1b−d. The contour plot of R1 in Scheme 1b shows the fast decay of initial TD localization in units 3 and 4 within the first 200 fs as the excitation becomes localized in unit 1. The TD localization in unit 2 persists slightly longer as is also seen in the slightly larger fraction of TD retained in unit 2 in Figure 2a . Within 100 fs, however, the majority of TD is transferred to unit 1. The different color scale in Scheme 1c,d reveals the presence of intermediate angles in R1 and HR indicating delocalization; for example, the signal at 30°c orresponds to a delocalization between units 1 and 2 caused by electronic coupling. Interestingly, there is no trace of any persistent coupling between the symmetric units 3 and 4 in R1, which would appear at 210°, or between any other units. Couplings between units are also reflected in the initial participation numbers (Figure 2c,d) , indicating an initial delocalization involving more than 2 and 1 units for R1 and HR, respectively. Therefore, interference of interchromophoric energy-transfer pathways is expected.
The energy-transfer flow between each unit in R1 is revealed from the accumulated TD flux in Figure 3 . The top left panel shows the accumulated TD in unit 1 received from all other units. All of the units make only positive contributions to unit 1; therefore, unit 1 behaves only as an acceptor and never as a donor. Meanwhile, units 2, 3, and 4 do not interchange TD among each other, rather they only donate TD directly to unit 1 indicated by the negative flux for the 1 − X component where X is the donor unit. From the flow analysis, the energy-transfer time scale in R1 can be decomposed into contributions from each pathway (see fitting parameters in Table 1 ). Flow from unit 2 to 1 and unit 3 to 1 occurs on the same time scale with values of 34.3 ± 0.6 fs and 33.8 ± 0.2 fs, respectively, while transfer from unit 4 to 1 is slower at 42.0 ± 0.5 fs. Interestingly, the presence of the additional chromophores in R1 compared to HR results in a slower transfer between units 2 and 1 in R1 compared to the time scale of 29.1 ± 0.7 fs computed in HR, where flow can occur only from unit 2 to 1. Even though the donor units in R1 do not exchange TD among each other, the pathways interfere to slow the overall energy-transfer rate.
Finally, the time-resolved fluorescence anisotropy can also be used to follow changes in exciton localization. To verify the energy-transfer dynamics of the TD analysis, fluorescence anisotropy decay signals were computed from the NA-ESMD simulations as described in eqs 3−7. A nonzero value of C ∞ is indicative of the stationary orientational anisotropy in the system. It can be interpreted as an order parameter and can be estimated, for example, within the diffusion-in-the-cone model. 35 Evidently, the simulated fluorescence anisotropy curves shown in Figure 4 are in very good agreement with previously reported experimental results. 22 It is crucial to note that when comparing calculation and measurement, only the difference in r(t) between the two compounds is of interest, not the overall absolute magnitudes, which can be affected by experimental offsets. With the same parameter set, the simulations reproduce the difference in r(t) between the two compounds. Without the interference effect, r(t) for R1 would be even lower and would approach an initial value of 0.1, becoming independent of time, as expected for a twodimensional chromophore. This effect has been observed in larger conjugated macrocycles. 36 Understanding and analysis of energy-transfer processes governed by the intricate interplay between chemical structure, conformational disorder, electron−phonon coupling, and excitonic effects is essential for many technologies based on organic semiconductor materials. Numerous previous experimental and theoretical efforts elucidated complex excited-state dynamics commensurate with energy transduction in linear, circular, and branched molecular architectures, which goes beyond simple models like the Forster framework. Atomistic simulations of such dynamics beyond the Born−Oppenheimer limit provide copious details of the underlying photophysics and establish structure−property relationships.
Here, we have performed NA-ESMD simulations of the nonradiative relaxation and energy-transfer dynamics in a π-conjugated phenylene−ethynylene macrocycle and corresponding half ring and used a new transition density flux approach to analyze our results. It is important to note that interactions between units that do not lead to a final average unidirectional energy transfer cannot be observed with our method, representing a limitation of the transition density flux analysis. 
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In both systems, an initially delocalized excitation undergoes ultrafast energy transfer to a single chromophore unit, representing a localized emissive state. In contrast to CPPs, where spatially localized excitons can span several phenyl rings, 19 the localization in the phenylene−ethynylene macrocycle involves only a single unit. The rapid localization occurs on a time scale of 29.1 ± 0.7 fs in the half-ring system and is unexpectedly slowed to 38.5 ± 0.3 fs in the macrocycle. In the half ring, transition density flows only from unit 2 to 1. In the macrocycle, unique pathways consist of changing the localization from the bottom of the ring (units 3 and 4) directly to unit 1. At the same time, a pathway analogous to that observed in the half ring also exists in the macrocycle where transition density flows from unit 2 directly to unit 1. There is no energy transfer between the other units (units 2, 3, and 4) comprising the macrocycle, instead they act only as donors with unit 1 as the acceptor. Despite this, the presence of additional units in the macrocycle causes the overall energy transfer to become slower compared to that of the half ring, even though the energy-transfer pathways from unit 2 to 1 are seemingly identical on both halves of the macrocycle. Therefore, the longer time scale observed in the fluorescence anisotropy decay In CPPs, self-trapping is expected to be more prominent in larger rings that can easily form regions of local planarity. In contrast, energy transfer in the present system does not depend on planarization in the excited state, and we expect that interference phenomena should become less significant as the size of the macrocycle increases and energy transfer becomes more Forster-like. Indeed, larger conjugated phenylene− ethynylene macrocycles with a diameter of 7 nm have been shown to exhibit ultrafast depolarization to the expected value of 0.1 within the experimental time resolution, 36 implying that interference effects play a lesser role in these larger systems. Finally, it is also interesting to note the similarity of the present 22 t sim = 800 fs; t ini = 20 ps; τ = 1 ns; 2FWHM = 50 ps (according to the experimental time resolution); the rotational diffusion coefficients τ R = 954 ps for R1 and τ R = 620 ps for HR; and C ∞ = 0.2.
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Letter discussion on the flow of excitation energy, and the interference of flow pathways, with the interference of electronic conduction pathways in molecular junctions. 37 It is quite intriguing to contrast the respective foundations of excitonics and electronicsthe Born−Oppenheimer approximation and Kirchhoff's lawand their respective breakdown due to quantum interference phenomena. Such detailed comparison of energy-transfer dynamics from a computational perspective allows for direct parallels of dynamics in quasi-linear oligomers (frequently exploited in artificial light-harvesters such as dendrimers) and near-circular structure (the geometry found in natural photosynthetic complexes). Insights obtained provide useful guidelines for ongoing time-resolved spectroscopic investigations in a variety of conjugated materials, whereas the transition density flux approach is expected to be a convenient analysis tool in future theoretical studies of other systems.
■ COMPUTATIONAL METHODS
NA-ESMD Methodology and Simulation Details. The NA-ESMD framework allows the nonradiative relaxation through many electronic excited states to be simulated in large molecular systems. A set of independent classical nuclear trajectories is propagated on a single adiabatic excited-state potential energy surface (PES) via constant-temperature Langevin dynamics. 38, 39 Transitions among excited states are incorporated through the FSSH algorithm 33 in which the electronic wave function evolution is described by excited-state energies, gradients, and nonadiabatic couplings evaluated "on the fly" with analytical techniques. 31,40−44 The Collective Electronic Oscillator (CEO) approach 45,46 is used to compute electronic excited states at the configuration interaction singles (CIS) level of theory and has been implemented with the semiempirical PM3 Hamiltonian. 47, 48 This method has been successful in modeling nonadiabatic dynamics of excitonic states in organic conjugated materials.
45,49−53 A detailed description of the NA-ESMD methodology and limitations can be found elsewhere. 31,32,54−57 Initial geometries and momenta were sampled from groundstate dynamics for R1 (80 ps; 1000 snapshots) and HR (100 ps; 800 snapshots) computed using a Langevin thermostat (300 K) with a friction coefficient of 20 ps . The initial excited state was selected using a Franck−Condon window defined as
2 ), where T = 42.5 fs corresponds to a full width at half-maximum (FWHM) of 100 fs. f α and Ω α are the normalized oscillator strength and the frequency of state α, and E ex is the excitation energy. The NA-ESMD trajectories were propagated for 800 fs with a classical time step of Δt = 0.1 fs at 300 K using a friction coefficient of 20 ps −1 where states S 1 −S 4 have been considered. A total of 401 (R1) and 301 (HR) converged trajectories were obtained.
Transition Density Flux. The transition density flux analysis described here is adapted from the SMF method, developed by Soler et al., applied to the vibrational energy flow in polyatomic molecules. 34 The change in the TD fraction localized on unit X during time step Δt is given by Δδ X (t) = δ X (t + Δt) − δ X (t) (the superindex indicating the PES for the NA-ESMD propagation has been omitted). A detailed description of TD interchange between units is contained in the flow matrix F(t) with diagonal elements of zero and off-diagonal elements f XY (t) containing the amount of TD transferred between units X and Y in the time interval Δt, fulfilling the requirement f XY (t) = −f YX (t). Considering that f XY (t) > 0 represents an effective transfer of TD from unit X to Y, we can write Δδ X (t) = ∑ Y 4 f YX (t) for R1. Imposing the minimum flow criterion, which assumes that the amount of TD exchanged by unit X during Δt is a minimum, allows units to be classified as TD donors (D) if Δδ X (t) < 0 or TD acceptors (A) if Δδ X (t) > 0. The SMF method assumes that TD flows only from D to A such that the total TD exchanged among units during Δt is
In this way, the elements f XY (t) can be computed as
A detailed derivation of eq 2 can be found in the Supporting Information and elsewhere. 34 Fluorescence Anisotropy. The fluorescence anisotropy is determined by the time correlation function of the absorption dipole moment of the chromophore at time zero, μ⃗ A (t = 0), and its emission dipole moment at time t, μ⃗ E (t)
where
2 is the second-order Legendre polynomial and x is the cosine of the angle between the excitation and emission dipole moments; the angular brackets indicate the average over all NA-ESMD trajectories. Equation 3 refers to an ideal fluorescence signal excited by an infinitely short laser pulse. To account for a more realistic pulse of finite duration, the fluorescence anisotropy, r(t), can be computed via the convolution of C(t) with the Gaussian pulse-shape function: 
Here, t ini is the arrival time of the excitation pulse and τ is the fluorescence lifetime. The correlation function, C(t), is simulated in the present work on the time scale of t sim = 800 fs and is referred to as C sim (t) hereafter. C sim (t), shown in Figure S5 , shows a fast decay within the first 50 fs and further exhibits irregular small-amplitude oscillations around the quasistationary value C sim (t sim ). On the other hand, a characteristic time scale of the anisotropy evolution detected in ref 22 , t exp , spans a few nanoseconds and is determined by a slow reorientation governed by the rotational diffusion coefficient, D. Hence, the correlation function in eq 3 can be expressed in terms of C sim (t) as ) is the rotational diffusion relaxation time and C ∞ is a stationary value of the correlation function, which accounts for a possible incomplete orientational relaxation during the time interval t exp . 35 ■ ASSOCIATED CONTENT
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