On the fractional chromatic number of monotone self-dual Boolean functions  by Gaur, Daya Ram & Makino, Kazuhisa
Discrete Mathematics 309 (2009) 867–877
www.elsevier.com/locate/disc
On the fractional chromatic number of monotone self-dual
Boolean functions
Daya Ram Gaura,∗, Kazuhisa Makinob
a University of Lethbridge, Lethbridge, AB, Canada, T1K 3M4
b Graduate School of Information Science and Technology, University of Tokyo, Tokyo, 113-8656, Japan
Received 19 June 2006; received in revised form 14 January 2008; accepted 16 January 2008
Available online 3 March 2008
Abstract
We compute the exact fractional chromatic number for several classes of monotone self-dual Boolean functions. We characterize
monotone self-dual Boolean functions in terms of the optimal value of an LP relaxation of a suitable strengthening of the standard
IP formulation for the chromatic number. We also show that determining the self-duality of a monotone Boolean function is
equivalent to determining the feasibility of a certain point in a polytope defined implicitly.
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1. Introduction
A Boolean function, or a function in short, is a mapping f : {0, 1}n → {0, 1}, where x = (x1, . . . , xn) ∈ {0, 1}n is
called a Boolean vector (a vector in short). A Boolean function is said to be monotone if f (x) ≤ f (y) for all vectors x
and y with x ≤ y, where x ≤ y denotes xi ≤ yi for all i ∈ {1, . . . n}. It is known that a Boolean function is monotone
if and only if it can be represented by a formula that contains no negative literal. Especially, any monotone function
f has a unique prime disjunctive normal form (DNF) expression
f =
∨
H∈H
(∧
j∈H
x j
)
, (1)
where H is a Sperner (or simple) hypergraph on V (= {1, . . . , n}), i.e., H is a subfamily of 2V that satisfies H 6⊆ H ′
for all H, H ′ ∈ H with H 6= H ′. It is well-known that H corresponds to the set of all prime implicants of f . Given
a function f , we define its dual f d : {0, 1}n → {0, 1} by f d(x) = f (x) for all vectors x ∈ {0, 1}n , where x is the
componentwise complement of x , i.e., x = (x1, . . . , xn). As is well-known, the formula defining f d is obtained from
that of f by exchanging ∨ and ∧ as well as the constants 0 and 1. A function f is called self-dual if f = f d holds.
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Monotone self-dual functions have been studied not only in Boolean algebra, but also in hypergraph theory [2,22],
distributed systems [14,18], and game theory [31] under the names of strange hypergraphs, non-dominated coteries,
and decisive games, respectively. For example, a Sperner hypergraph H ⊆ 2V is called strange [22] (or critical
non-2-colorable [1]) if it is intersecting (i.e., every pair in H has at least one element from V in common) and not
2-colorable (i.e., the chromatic number χ(H) of H satisfies χ(H) > 2). It is known that a monotone function f
is self-dual if and only if it can be represented by (1) for a strange hypergraph H. Here we note that there exists a
one-to-one correspondence between monotone self-dual functions and strange hypergraphs. Strange hypergraphs can
also be characterized in terms of transversals. For a hypergraph H ⊆ 2V , T ⊆ V is a transversal of H if T ∩ H 6= ∅
for all H ∈ H, and the family of minimal transversals of H is called the transversal hypergraph of H, denoted by
Tr(H). Then H is strange if and only if Tr(H) = H holds [1,2,8].
Another characterization of self-duality (i..e, strangeness) appears in the literature of distributed systems [14,18].
A coterie is an intersecting Sperner hypergraph. A coterie H is dominated by another coterie H′ if for each H ∈ H
there exists an H ′ ∈ H′ such that H ′ ⊆ H , and is non-dominated if no such coterieH′ exists. It is known [14] thatH
is strange if and only if it is a non-dominated coterie. In summary, the following equivalences are known.
Theorem 1. Let H be a Sperner hypergraph, and f be a monotone function defined by (1). Then the following
statements are equivalent:
1. f is self-dual.
2. Tr(H) = H.
3. H is strange (i.e., H is intersecting and χ(H) > 2).
4. H is a non-dominated coterie.
Given a monotone function f represented by (1), the self-duality problem is to determine whether f d = f .
By Theorem 1, the self-duality problem is to decide if a given hypergraph H satisfies Tr(H) = H, i.e., is strange
(or a non-dominated coterie). Since it is known [3,8] that the self-duality problem is polynomially equivalent to the
monotone duality problem, i.e., given two monotone DNFs ϕ and ψ , deciding if they are mutually dual (i.e., ϕd ≡ ψ),
the self-duality problem has a host of applications in various areas such as database theory, machine learning, data
mining, game theory, artificial intelligence, mathematical programming, and distributed systems (See surveys [11,9]
for example).
While the self-duality problem is in co-NP, since for a non-self-dual function f , there exists a succinct certificate
x ∈ {0, 1}n such that f (x) 6= f d(x) (i.e., f (x) = f (x)), the exact complexity of the self-duality is still open
for more than 25 years now (e.g., [11,21,19,28]). The best currently known upper time-bound is quasi-polynomial
time [12,15,33]. It is also known that the self-duality problem can be solved in polynomial time by using poly-
logarithmically many non-deterministic steps [10,20]. These suggest that the self-duality problem is unlikely to be co-
NP-complete, since it is widely believed that no co-NP-hard problem can be solved in quasi-polynomial time (without
non-deterministic step) and in polynomial time with poly-logarithmically many non-deterministic steps. However the
problem does not seem to lend itself to a polynomial-time algorithm.
Much progress has been made in identifying special classes of monotone functions for which the self-duality
problem can be solved in polynomial time (e.g., [4,6–8,10,16,21,23–25,29] and references therein). For example,
Peled and Simeone [29] and Crama [6] presented polynomial-time algorithms to dualize (and hence to determine the
self-duality of) regular functions in polynomial time. Boros et al. [5] and Eiter and Gottlob [8] showed the self-duality
for monotone k-DNFs (i.e, DNFs in which each term contains at most k variables) can be determined in polynomial
time, and Gaur and Krishnamurti [16] improved upon it to have a polynomial-time algorithm for the self-duality for
monotone O(
√
log n)-DNFs.
Our contributions: Motivated by Theorem 1 (that f is self-dual if and only if H is strange), we study the fractional
chromatic number [32] of self-dual functions. We exactly characterize the fractional chromatic number of three classes
of self-dual functions that arise in the context of distributed systems, namely, the functions associated with majority
coteries [14], wheel coteries [26], and uniform Lova´sz coteries [27]. We also show that any threshold self-dual function
has the fractional chromatic number greater than 2.
Since the fractional chromatic number of self-dual functions associated with uniform Lova´sz coteries is less than 2,
it cannot be used to characterize self-dual functions, where we note that dual-minor (that corresponds to intersecting
hypergraphs) and non-self-dual functions has chromatic number 2, and hence fractional chromatic number at most
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2. Thus, by strengthening the standard integer programming formulation for chromatic number, we give another
characterization of self-dual functions in terms of the optimal solution to an LP relaxation of the strengthening. This
characterization also shows that the self-duality is equivalent to determining the feasibility of ‘some’ point in a suitably
defined polytope.
2. Preliminaries
Let H be a hypergraph on vertex set V . A k-coloring of H is a partition {V1, . . . , Vk} of V (i.e., V =⋃ki=1 Vi and
Vi ∩ V j = ∅ for all i and j with i 6= j) such that every edge H ∈ H intersects at least two subsets Vi and V j . Here
the vertices that belong to Vi are assigned the color i . For a hypergraph, we denote by χ(H) the smallest integer k for
whichH admits a k-coloring. We define χ(H) = +∞ ifH contains a hyperedge H of size 1 (i.e., |H | = 1). A vertex
subset W ⊆ V is called independent if it does not contain any edge H ∈ H; otherwise, dependent. Let I denote the
family of all the (inclusionwise) maximal independent sets of H. Then the following integer programming problem
determines the chromatic number χ(H) of H.
IP : minimize
∑
I∈I
x I
subject to
∑
I :I3v
x I ≥ 1 for all v ∈ V (2)
x I ∈ {0, 1} for all I ∈ I, (3)
where x I takes 0/1 value (from constraint (3)) associated with maximal independent set I ∈ I, constraint (2) ensures
that each vertex is covered with some maximal independent set and the goal is to minimize the number of maximal
independent sets needed. We note that χ(H) is the optimal value, since a χ(H)-coloring can be constructed from a
subfamily I∗ = {I ∈ I | x I = 1}.
Linear programming (LP) relaxation of the problem above is obtained by replacing (3) with non-negativity
constraints:
x I ≥ 0 for all I ∈ I. (4)
The optimal value of the LP relaxation, denoted χ f (H), is the fractional chromatic number (see [32]). By definition,
we have χ f (H) ≤ χ(H). Let us describe the dual (D) of the LP relaxation, where yv denotes a variable associated
with v ∈ V .
D : maximize
∑
v∈V
yv
subject to
∑
v∈I
yv ≤ 1 for all I ∈ I (5)
yv ≥ 0 for all v ∈ V .
The subsequent sections make use of the strong and the weak duality in linear programming extensively. Weak duality
states that the value of a feasible dual solution is a lower bound on the optimal value of the primal, where the primal
is a minimization problem. Strong duality states that the feasibility of the primal and the dual problems implies that
two problems have the same optimal values. For details see [35, Chapter 5], for example.
In general the number of maximal independent sets of a hypergraph H can be exponential in |V | and |H|, but by
Theorem 1, we have the following nice characterization of maximal independent sets for strange hypergraphs, since
I is a maximal independent set if and only if I (=V \ I ) is a minimal transversal.
Lemma 1. A hypergraph H is strange if and only if I = {H | H ∈ H} holds.
This implies that the number of variables in the primal problem (the number of constraints (5) in the dual problem) is
|H| if H is strange.
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3. Fractional chromatic number of strange hypergraphs
In this section, we study the fractional chromatic number for well-known classes of self-dual functions that have
received considerable attention in the area of distributed systems. For instance, such self-dual functions have been
used to achieve mutual exclusion, data replication and dissemination of information in distributed systems [13,17,26,
30,34].
3.1. Strange hypergraphs H with χ f (H) > 2
We show that the majority, wheel, and threshold hypergraph have fractional chromatic number greater than 2.
Let us first consider the majority hypergraphs. For a positive integer k, let M2k+1 be a majority hypergraph on V
with |V | = 2k + 1 defined by
M2k+1 = {M ⊆ V | |M | = k + 1}.
It is easy to see that Tr(M2k+1) =M2k+1 holds (i.e., M2k+1 is strange).
Theorem 2. For a positive integer k, we have χ f (M2k+1) = 2+ 1k .
Proof. It follows from Lemma 1 that we have
(
2k+1
k+1
)
maximal independent sets I , each of which satisfies |I | = k.
We can see that each vertex v in V belongs to
(
2k
k−1
)
maximal independent sets. We construct feasible primal and
dual solutions with value 2+ 1k , which implies that the optimal value of LP is 2+ 1k .
For the primal problem, we assign 1/
(
2k
k−1
)
to each variable corresponding to a maximal independent set. Then
we note that this is a feasible solution, and the value is
(
2k+1
k+1
)
/
(
2k
k−1
)
= 2 + 1k . On the other hand, for the dual
problem, we assign 1/k to each variable corresponding to a vertex in V . This is again a feasible dual solution, and the
value is 2+ 1/k. 
Let us next consider wheel hypergraphs. For a positive integer n (> 3), Wn be a hypergraph on V = {1, . . . , n}
defined by
Wn = {{i, n} | i = 1, . . . , n − 1} ∪ {{1, . . . , n − 1}}.
Clearly, Wn is strange, since Tr(Wn) =Wn holds.
Theorem 3. For a positive integer n (> 3), we have χ f (Wn) = 2+ 1n−2 .
Proof. We construct feasible primal and dual solutions with value 2+ 1/(n − 2) to complete the proof.
For the primal problem, we assign 1 to the variable corresponding to the maximal independent set {n} and 1/(n−2)
to variables corresponding to all the other maximal independent sets. Then we can see that this is feasible whose value
is 2 + 1/(n − 2). On the other hand, for the dual problem, we assign 1/(n − 2) to yi , i = 1, . . . , n − 1, and 1 to yn .
Then this is a feasible dual solution with value 2+ 1/(n − 2). 
A function f : {0, 1}n → {0, 1} is called threshold if it can be represented by
f (x) =
1 if
∑
i
wi xi > 1
0 otherwise,
(6)
for some non-negative weights w1, . . . , wn . We can see that functions fM2k+1 and fWn associated with M2k+1 and
Wn are threshold, since they can be represented by the following inequalities.
fM2k+1(x) =
1 if
2k+1∑
i=1
1
k
xi > 1
0 otherwise
and fWn (x) =
1 if
n−1∑
i=1
1
n − 2 xi + xn > 1
0 otherwise.
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As seen in Theorems 2 and 3, we have χ f (M2k+1), χ f (Wn) > 2. The next theorem says that thresholdness ensures
that the fractional chromatic number is greater than 2.
Theorem 4. The fractional chromatic number of any threshold self-dual function is greater than 2.
Proof. Let f be a threshold self-dual function defined by (6), and let H be a strange hypergraph corresponding to f .
Let us consider the dual problem to obtain a lower bound on the fractional chromatic number. We assign the weights
wi in (6) to dual variables yi . Then by (1) and (6), I is an independent set of H if and only if
∑
i∈I wi ≤ 1. Thus it
is feasible. We assume without loss of generality that there exists a vector x ∈ {0, 1}n such that ∑i wi xi = 1, i.e., a
maximal independent set I ∗ of H such that ∑i∈I ∗ wi = 1. By Lemma 1, we have I ∗ ∈ H and hence ∑i∈I ∗wi > 1.
Thus the objective value of yi is
∑n
i=1wi =
∑
i∈I ∗ wi +
∑
i∈I ∗wi > 2. 
3.2. Strange hypergraphs H with χ f (H) ≤ 2
This section shows that not every strange hypergraph has fractional chromatic number greater than 2. Especially,
we show that there exists an infinite family of strange hypergraphs H with χ f (H) < 2.
Let us first see that the following strange hypergraph H has χ f (H) = 2.
Example 1. Let V = {a, b} ∪ {1, . . . , 7}, and H be a hypergraph on V given by
H = {{a, b}} ∪ {{1, 2, 3, c}, {3, 4, 5, c}, {1, 5, 6, c},
{1, 4, 7, c}, {2, 5, 7, c}, {3, 6, 7, c}, {2, 4, 6, c} | c ∈ {a, b}}.
Note that this H satisfies Tr(H) = H (i.e., H is strange), and hence we have χ(H) = 3. For its fractional chromatic
number, we have a feasible primal solution with value 2 obtained by assigning 12 to four maximal independent sets{1, 2, 6, 7, b}, {2, 3, 5, 6, b}, {4, 5, 6, 7, a}, and {1, 3, 4, 6, a}, and 0 to all the others. A dual solution of value 2 is
obtained by assigning 1 to xa and xb, and 0 to all the others. Thus we have χ f (H) = 2.
We next show that there exist a strange hypergraph H with χ f (H) < 2.
A finite projective plane of order n is defined as a set of n2 + n + 1 points with the properties that:
1. Any two points determine a line,
2. Any two lines determine a point,
3. Every point has n + 1 lines on it, and
4. Every line contains n + 1 points.
When n is a power of a prime, finite projective planes can be constructed as follows, where the existence of finite
projective planes when n is not a power of a prime is an important open problem in combinatorics.
There are three types of points:
1. a single point p,
2. n points p(0), p(1), and p(n − 1),
3. n2 points p(i, j) for all i, j ∈ {0, . . . , n − 1}.
The lines are of the following types:
1. one line {p, p(0), p(1), . . . , p(n − 1)},
2. n lines of the type {p, p(0, c), p(1, c), . . . , p(n − 1, c)} for all c’s,
3. n2 lines of the type {p(c), p(0× c+r(mod n), 0), p(1× c+r(mod n), 1), . . . , p((n−1)× c+r(mod n), n−1)}
for all c’s and r ’s.
For example, the finite projective plane of order 2, called Fano plane, has 7 points
p, p(0), p(1), p(0, 0), p(0, 1), p(1, 0), p(1, 1),
and 7 lines
{p, p(0), p(1)}, {(p, p(0, 0), p(1, 0))}, {(p, p(0, 1), p(1, 1))}, {p(0), p(0, 0), p(0, 1)},
{(p(0), p(1, 0), p(1, 1))}, {p(1), p(0, 0), p(1, 1)}, {p(1), p(1, 0), p(0, 1)}.
It is known [2] that Fano plane is a strange hypergraph, if we regard points and lines as vertices and hyperedges,
respectively, but no finite projective plane of order n > 2 is strange.
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Theorem 5. Let Fn be a finite projective plane of order n. Then we have χ f (Fn) ≤ 1 + n+1n2 if n ≥ 3, and
χ f (F2) = 74 .
Proof. Let us first show that χ f (Fn) ≤ 1+ (n+1)/n2 for n ≥ 2 by constructing a primal feasible solution with value
1+ (n + 1)/n2. By the definition of finite projective plane, F ∈ Fn is a minimal transversal of Fn , and hence F is a
maximal independent set of Fn . By assigning 1/n2 to each maximal independent set F with F ∈ Fn , and 0 to each
maximal independent set I with I 6∈ Fn , we have a feasible primal solution with value 1+ (n + 1)/n2.
We next prove χ f (F2) = 74 by constructing a dual feasible solution with value 7/4. Since F2 is strange, Lemma 1
implies that F2 has 7 maximal independent sets, each of which has size 4. Thus by assigning 1/4 to each vertex, we
have a feasible dual solution with value 7/4, which completes the proof. 
We now describe an infinite family of strange hypergraphs (obtained from Crumbling Walls coteries) whose
fractional chromatic number goes to 1 as n (= |V |) goes to∞.
Crumbling walls due to Peleg and Wool [30] are coteries that generalize the triangular coteries, grids, hollow grids,
and wheel coteries. Let V = {1, 2, . . . , n}, and let U0,U1, . . . ,Ud be a partition of V , where we denote |Ui | by ni .
Then crumbling wall H is defined by H =⋃di=0Hi such that
Hi = {Ui ∪ {ui+1, . . . , ud} | u j ∈ U j for all j = i + 1, . . . , d}. (7)
Note that H ∩ H ′ 6= ∅ holds for all H, H ′ ∈ H (i.e., H is a coterie). It is known that a crumbling wall is strange if
and only if n0 = 1 and ni ≥ 2 for all i ≥ 1 [30]. Crumbling walls with n0 = 1 are also known as Lova´sz hypergraphs
(or coteries), as the construction was first proposed by Lova´sz [22].
We consider the class of uniform Lova´sz hypergraphs, denoted by Lk,d , which are crumbling walls with n0 = 1
and ni = k (≥2) for all i = 1, . . . , d. For example, if k, d = 2, then we have
L2,2 = {{1, 2, 4}, {1, 2, 5}, {1, 3, 4}, {1, 3, 5}, {2, 3, 4}, {2, 3, 5}, {4, 5}},
where U0 = {1}, U1 = {2, 3}, and U2 = {4, 5}.
Theorem 6. Let k and d be positive integers with k ≥ 2. Then we have
χ f (Lk,d) = 1+ k
d
(k − 1)kd − (k − 1)d+1 . (8)
Furthermore for d ≥ k, χ f (Lk,d)→+1 as k →+∞.
Proof. Let us consider properties of the coefficient matrix A of the LP formulation of fractional chromatic number.
Recall that the row set corresponds to vertex set V = ⋃di=0 Ui and the column set corresponds to the family I of
maximal independent sets of Lk,d . Let Ii = {H | H ∈ Hi }, whereHi is given by (7). By Lemma 1 and the definition
of Lova´sz hypergraphs, we have I = ⋃di=0 Ii . Let us then partition matrix A into submatrices Bi, j , i, j = 0, . . . , d ,
which has row set Ui and column set I j :
A =

I0 I1 ... Id
U0 B0,0 B0,1 . . . B0,d
U1 B1,0 B1,1 . . . B1,d
...
...
...
. . .
...
Ud Bd,0 Bd,1 . . . Bd,d
.
Then we have the following properties of Bi j .
• Bi, j is a k × kd− j matrix if i ≥ 1, and a 1× kd− j matrix, otherwise (i.e., i = 0).
• Bi,i = 0 holds for all i , where 0 denotes the matrix (with appropriate size) whose elements are all 0’s.
• Bi, j = 1 holds for all i and j with i < j , where 1 denotes the matrix (with appropriate size) whose elements are
all 1’s.
• For i and j with i > j , each row of Bi, j has (kd− j − kd− j−1) 1’s, and each column of Bi, j has (k − 1) 1’s.
We now construct a primal feasible solution in which the variables associated with independent sets in I j are all
assigned the same value of x j , and each constraint is satisfied with equality.
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Let us consider two primal constraints one from a row r in Ui and the other from a row r ′ in Ui+1. Both these
constraints agree in all assignment of the variables x j to all the blocks, except the blocks Bi,i+1 and Bi+1,i . The sum
of the values assigned to the variables in the two blocks should be the same by our assumption. Subtracting r from r ′,
we get that for all i = 0, . . . , d−1, we have kd−(i+1)xi+1 = (kd−i−kd−(i+1))xi , i.e., xi+1 = (k−1)xi . Thus we have
xi = (k − 1)i x0 for all i = 1, . . . , d. (9)
Furthermore, the first row constraint states that
d∑
i=1
kd−i xi = 1. (10)
By combining (9) with (10), we have
x0 = 1d∑
i=1
(k − 1)i kd−i
.
Note that the solution computed is feasible by construction and has value
d∑
i=0
kd−i xi = 1+ kd x0
= 1+ k
d
d∑
i=1
(k − 1)i kd−i
= 1+ k
d
(k − 1)kd − (k − 1)d+1 , (11)
where the first equality follows from (10).
Next, we compute a feasible dual solution by using the same technique and show that the value of the dual solution
is equal to the value of the primal solution. Let y j be the value assigned to dual variables in U j such that each dual
constraint is satisfied with equality.
Let us consider two columns that belong to I j and I j+1. The corresponding constraints agree in assignment of
all the variables y j except in blocks B j, j+1 and B j+1, j . By our assumption on y j , we have (k − 1)y1 = y0 and
(k − 1)y j+1 = ky j for all j = 1, . . . , d. Therefore, we have
y j = k
j−1
(k − 1) j y0 for all j = 1, . . . , d. (12)
Furthermore, the last column states that
y0 + k
d−1∑
j=1
y j = 1. (13)
By combining (12) with (13), we have
yd = k
d−1
d−1∑
j=0
(k − 1)d− j k j
. (14)
We can see that this is a feasible solution with value
y0 + k
d∑
j=1
y j = 1+ kyd
= 1+ k
d
d−1∑
j=0
(k − 1)d− j k j
= 1+ k
d
(k − 1)kd − (k − 1)d+1 , (15)
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where the first and second equalities follow from (13) and (14), respectively. From (11) and (15), we have (8). More-
over, the right-hand side of (8) is
1+ k
d
(k − 1)kd − (k − 1)d+1 = 1+
1
(k − 1)
(
1−
(
1− 1k
)d)
≤ 1+ 1
(k − 1)
(
1−
(
1− 1k
)k) ≤ 1+ 1
(k − 1)
(
1− 1e
) → 1
as k →∞. 
Note that χ(Lk,d) = 2 as Lk,d is a crumbling wall [30]. On the positive note, we show that there exists an infinite
family of strange hypergraphs with fractional chromatic number at least 2.
Lemma 2. Let H be an hypergraph having an hyperedge with exactly k elements. Then we have χ f (H) ≥ kk−1 .
Proof. Since the value of a feasible dual solution is a lower bound on χ f (H), we construct a dual feasible solution
with value kk−1 . Let H be a hyperedge of size k. Assign
1
k−1 to variables y j with j ∈ H , and 0 to y j with j 6∈ H .
Suppose that the solution is not feasible. Then for some maximal independent set I , we have
∑
j∈I y j > 1, which
implies that H is contained in the independent set I . This contradicts that I is independent. 
It follows from the lemma that any hypergraph with a hyperedge of size 2 has fractional chromatic number at least
2.
Let H be a hypergraph on V , and let a and b are new vertices, i.e., a, b 6∈ V . Define Ha,b by
Ha,b = {{a, b}} ∪ {H ∪ {c} | H ∈ H, c ∈ {a, b}}.
It is easy to see that the strangeness of H implies that of Ha,b. We say that two hypergraphs are different, if they are
not identical up to isomorphism (i.e., renaming of the vertices).
Theorem 7. There exists an infinite family of strange hypergraphs with fractional chromatic number at least 2.
Proof. Let S be the family of all strange hypergraphs (unique up to isomorphism). Let S3 ⊆ S be the family of strange
hypergraphs such that all the hyperedges contain at least 3 vertices, and let S2 = S\S3. Then for eachH ∈ S3, we have
Ha,b ∈ S2, and Ha,b is different from H′a,b if H and H′ are different. By Lemma 2, every H ∈ S2 has χ f (H) ≥ 2.
This completes the proof. 
Remark. LetH be an intersecting Sperner hypergraph with a hyperedge of size 2. IfH is not strange, then χ(H) = 2
holds by Theorem 1, and hence χ f (H) ≤ 2. By this, together with Lemma 2, we have χ f (H) = 2, which implies that
there exists an infinite family of non-strange hypergraphsH with χ f (H) = 2. Moreover, by Theorem 6, we know the
existence of an infinite family of strange hypergraphs H with χ f (H) < 2. These imply that the fractional chromatic
number cannot be used to separate strange hypergraphs from non-strange hypergraphs. Hence, we need to strengthen
the integer program by adding additional inequalities, which is discussed in the next section.
4. An LP characterization of strange hypergraphs
In this section, we show how to strengthen the LP-relaxation using derived constraints. The strengthened relaxation
(which contains the derived constraints) has optimal value χ∗f (H) > 2, provided thatH is strange. Let us consider the
following integer program SIP for the chromatic number.
SIP : minimize
∑
I∈I
x I
subject to
∑
I :I3v
x I ≥ 1 for all v ∈ V (16)
D.R. Gaur, K. Makino / Discrete Mathematics 309 (2009) 867–877 875∑
I :I∩H 6=∅
x I ≥ 2 for allH ∈ H (17)
x I ∈ {0, 1} for all I ∈ I. (18)
Note that (17) means that each hyperedge is covered with at least two independent sets.
Lemma 3. x is a feasible solution of SIP if and only it is a feasible solution of IP.
Proof. We show the lemma by proving that constraint (17) is implied by constraints (16) and (18).
Let H be a hyperedge of H. Then from (16), the following inequality holds:∑
v∈H
∑
I :I3v
x I ≥
∑
v∈H
1 (= |H |). (19)
We note that the coefficient αI of variable x I equals to |H ∩ I |. Since each variable xi takes only 0/1, we can replace
the previous constraint by (17). 
The linear programming relaxation to SIP is denoted by SLP and its dual denoted DSLP are shown below.
SLP : minimize
∑
I∈I
x I
subject to
∑
I :I3v
x I ≥ 1 for all v ∈ V (20)∑
I :I∩H 6=∅
x I ≥ 2 for all H ∈ H (21)
x I ≤ 1 for all I ∈ I (22)
x I ≥ 0 for all I ∈ I.
Let yv , zH and wI be the dual variables associated with constraints (20), (21) and (22), respectively. The dual of
SLP is:
DSLP : maximize
∑
v∈V
yv + 2
∑
H∈H
zH −
∑
I∈I
wI
subject to
∑
v∈I
yv +
∑
H :H∩I 6=∅
zH − wI ≤ 1 for all I ∈ I
yv, zH , wI ≥ 0.
Here we prove an analogue of Theorem 1.
Theorem 8. Let H be an intersecting Sperner hypergraph. Then H is strange if and only if χ∗f (H) > 2.
Proof. (⇒) We construct a dual feasible solution to have a lower bound on the optimal value of the primal problem.
Let us assign 1/(|H| − 1) to dual variables zH for all H ∈ H, and 0 to dual variables yv and wH for all v ∈ V and
H ∈ H. By Lemma 1, I ∈ I if and only if I ∈ H. This implies that for each I ∈ I, there exists a hyperedge H ∈ H
such that I ∩ H = ∅, where such a hyperedge is I . Thus the assignment above constructs a dual feasible solution with
value 2(1+ 1/(|H| − 1)), which implies χ∗f (H) > 2.
(⇐) If χ∗f (H) > 2, then we have 2 < χ∗f (H) ≤ χ∗(H) = χ(H) by Lemma 3, where χ∗(H) denotes the optimal
value of SIP. It follows from Theorem 1 that H is strange. 
Remark. If H is not strange there can be exponentially many independent sets. Hence the size of the linear program
SLP is exponential in general, and one cannot afford to enumerate all the “implied” constraints. Given a point and a
linear program (possibly exponentially sized), a separation oracle determines if the point is a feasible solution to the
linear program. In case that the point is not a feasible solution, the separation oracle returns a violated constraint. The
linear program SLP can still be solved in polynomial time, provided there exists a separation oracle. This would imply
a polynomial-time algorithm for the self-duality problem. However, the arguments used in the proof of Theorem 8
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can be used to show that determining the feasibility of a point in the polytope associated with SLP is equivalent to the
self-duality problem.
Let P be a polytope defined by DSLP. Let (y∗, z∗, w∗) be a vector obtained by assigning 0 to each yv, wH , and
1
|H|−1 to each z I .
Theorem 9. Let H be an intersecting Sperner hypergraph. Then (y∗, z∗, w∗) ∈ P if and only if H is strange.
Proof. (⇐) Suppose that H is strange. Then by the proof (of forward direction) of Theorem 8, (y∗, z∗, w∗) is a
feasible solution to DSLP and hence it is contained in P .
(⇒) Suppose that H is not strange. Then by Lemma 1, there exists a maximal independent set I such that I 6= H
for all H ∈ H. Since H is intersecting, each H with H ∈ H is independent. Thus such an I satisfies I 6⊆ H
(i.e., I ∩ H 6= ∅) for all H ∈ H. This implies that, if we consider assignment (y∗, z∗, w∗) to the dual variables, the
dual constraint associated with I is not satisfied, since |H||H|−1 > 1. which implies (y
∗, z∗, w∗) 6∈ P . 
5. Conclusion
In this paper, we characterize self-dual functions in terms of the optimal value of a certain linear programming
problem. The linear programming problem is a relaxation of a strengthened version of the standard IP formulation for
the chromatic number and its dual is defined implicitly with exponentially many constraints. The linear programming
problem could in principle be solved in polynomial time, if there exists a separation oracle. However, we also show that
the problem for determining the feasibility of a given point in the associated polytope is equivalent to the self-duality
problem. We also compute the exact fractional chromatic number for well-known classes of self-dual functions arising
from majority coteries, wheel coteries, and uniform Lova´sz coteries. The existence of a polynomial-time algorithm
for determining self-duality of monotone Boolean functions remains open.
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