Abstract. This paper presents a step-by-step methodology for Twitter sentiment analysis. Two approaches are tested to measure variations in the public opinion about retail brands. The first, a lexicon-based method, uses a dictionary of words with assigned to them semantic scores to calculate a final polarity of a tweet, and incorporates part of speech tagging. The second, machine learning approach, tackles the problem as a text classification task employing two supervised classifiers -Naive Bayes and Support Vector Machines. We show that combining the lexicon and machine learning approaches by using a lexicon score as a one of the features in Naive Bayes and SVM classifications improves the accuracy of classification by 5%.
Introduction
Sentiment analysis is a line of research that allows to determine people's attitude and opinions in relation to different topics, products, services, events, and their attributes. L. Bing [1] highlights that in the research literature it is possible to see many different names, e.g. " sentiment analysis, opinion mining, opinion extraction, sentiment mining, subjectivity analysis, affect analysis, emotion analysis, review mining", however all of them have similar purposes and belong to the subject of sentiment analysis or opinion mining.
The role of sentiment analysis has been growing significantly with the rapid spread of social networks, microblogging applications and forums. Today, almost every web page has a section for the users to leave their comments about products or services, and share it with friends on Facebook, Twitter or Pinterest -something that was not possible just few years ago. Mining this volume of opinions provides information for understanding collective human behaviour. An increasing amount of evidence is pointed out that by analyzing sentiment of the social-media content it might be possible to predict size of the markets, results of marketing campaigns and marketing ROI.
One of the most popular microblogging platforms is Twitter. It has been growing steadily for the last seven years and has become a meeting point for a diverse range of people: students, professionals, celebrities, companies, politicians. This popularity of Twitter results in the enormous amount of information being passed through the service, covering a wide range of topics from people well-being to the opinions about the brands, products, politicians and social events. In this contexts Twitter becomes a powerful tool for predictions. For example, the researchers at HP tried to predict the level of ticket sales for movies based on Twitter information [2] . The team managed to predict the revenue of the opening weekend with 97.3% accuracy, a prediction rate higher then the one achieved by the Hollywood Stock Exchange, a known prediction tool for the movies.
In this paper, we present a step-by-step approach for sentiment analysis of Twitter data. The methodology is applied to a dataset of more than 100 million Twitter messages that mention the names of 223 companies from fashion and sport sector collected during the period of one year, from November 1, 2013, to October 31, 2014 . We propose a new approach of sentiment classification based on the combination of existing commonly-used techniques (lexicon-based and machine learning based) which outperforms standard benchmarks. Further, our method was successfully applied in the recent case study of [3] , in which the authors found statically-significant information between retail brands' Twitter sentiment and movements in the stocks of the related companies.
The paper is organised as follows: section 2 covers literature review of the available techniques for sentiment analysis: lexicon-based and machine-learning based methods. Data pre-processing (tokenization, stop-words removal, part of speech tagging) is explained, including analysis of the impact of each of the pre-processing steps on the final sentiment score result. In the Lexicon-based sub-section the process of the lexicon creation and enhancement is described in detail, with accuracy results presented for different lexicons combinations. Machine Learning sub-section explains the processes of feature generation and feature selection. Performance results of two algorithms are presented: Nave Bayes and Support Vector Machines.
Sentiment Analysis Methodology
The field of text categorization appeared long time ago [4] , however categorization based on sentiment perhaps first appeared in ( [5] ; [6] ; [7] ; [8] ; [9] ; [10] ).
The standard approach to text categorization [4] has been the bag-of-words method (BOW). According to the BOW model, the document gets a representation as a vector of words in Euclidian space where each word is independent from others. This bag of individual words is commonly called a collection of unigrams. The independence of unigrams means that the appearance of one unigram in the text will not influence the appearance of any other unigram.
Even though many advanced algorithms have been developed during the last thirty years (see [11] ; [12] ; [13] ; [14] ), the bag-of-words model is the most popular one, because it is easy to understand and it allows to achieve high performance (for example, the best results of multi-lable categorization for the Reuters-21578 dataset were produced using BOW approach, [15] ; [16] ).
The main two methods of sentiment analysis, lexicon-based method and machine learning based approach, both rely on the bag-of-words. In the machine learning supervised method the classifiers are using the unigrams as features. In the lexicon-based method the unigrams which are found in the lexicon are assigned a polarity score, the overall polarity score of the text is then computed as sum of the polarities of the unigrams.
In the recent years more advanced algorithms for sentiment analysis were developed that take in consideration not only the message itself, but the context in which the message is published, who is the author of the message, who are the friends of the author, what is the underlying structure of the network. For example, [17] showed that the quality of sentiment clustering for Twitter can be improved by joint clustering of tweets, users, and features. [18] exploited social connections for sentiment analysis by introducing a Sociological Approach to handling Noisy and short Texts (SANT). While [19] used visual content in addition to the textual information to improve sentiment classification accuracy, [20] achieved significant improvements of sentiment classification by using content-based features along with context-based features. [21] increased the feature space and as the result, the accuracy of classification, by adding semantics as additional features into the training dataset. [22] employed genetic algorithms to find subsets of words from a set of paradigm words that led to improvement of classification accuracy.
In this study we concentrate only on textual information of the message. We present a step-by-step methodology for both lexicon-based and machine learning based classification. We show that accuracy of the sentiment analysis can be improved by combining the two approaches: during the first stage a sentiment score is calculated based on the sentiment lexicon, during the second stage this score, called prior sentiment score, is used as a feature in machine learning classification. The results showed that the combined approach outperforms the two approaches working independently. Both lexicon based and machine learning based methodologies require data preparation step or pre-processing that is discussed in the following section.
Data Pre-processing
We perform the pre-processing steps before the actual methods of sentiment analysis are applied. Typical pre-processing procedure includes the following steps:
Tokenization or Bag-of-Words Creation. The incoming string is broken into tokens: comprising words and other elements, for example URL links. The common separator for identifying individual words is whitespace, however other symbols can also be used. Tokenization of social-media data is more difficult than tokenization of the general text.
We used ArkTweetNLP library which was developed by the team of researchers from Carnegie Mellon University [23] and was specially designed for working with twitter messages. ArkTweetNLP recognizes specific to Twitter symbols, such as hashtags, at-mentions, retweets, emoticons, commonly used abbreviations, and treats them as separate tokens.
N-grams Extraction. According to this approach accompanying words are being grouped into phrases called n-grams. N-grams method can decrease bias, but may increase statistical sparseness.
It has been shown that the use of n-grams improves the quality of text classification ( [24] ; [25] ; [26] ), however there is no a unique solution for which size of n-gram to use. Bigrams are collections of two neighboring words in a text, and trigrams are collections of three neighboring words. Caropreso et al. conducted an experiment of text categorization on the Reuters dataset [27] . They have reported that in general the use of bigrams helped to produce better results than the use of unigrams, however while using Rocchio classifier [28] the use of bigrams led to the decrease of classification quality in 28 out of 48 experiments. Tan et al. reported that use of bigrams on Yahoo!Science dataset allowed to improve the performance of text classification using Nave Bayes classifier from 65% to 70% break-even point [29] . On Reuters dataset the increase of accuracy was not significant. Trigrams were reported to generate poor performance [30] .
In this study in order to extract unigrams and bigramswe we used a tokenizer from a free machine learning software WEKA. WEKA was developed in the university Wakaito and provides implementations of many machine learning algorithms. Since it is written in Java and has an API, WEKA algorithms can be easily embedded within other applications.
Stemming and lemmatisation. Stemming is a procedure of replacing words with their stems, or roots. The dimensionality of the BOW will be reduced when different words, such as read, reader and reading are mapped into one word read and are counted together. However, one should be careful when applying stemming, since it can increase bias. For example, the biased effect of stemming is merging of distinct words experiment and experience into one word exper, or words which ought to be merged together (such as "adhere" and "adhesion") may remain distinct after stemming. These are examples of overstemming and understemming errors respectively. Overstemming lowers precision and understemming lowers recall.
We used WEKA package to perform stemming operation. WEKA contains implementation of a SnowballStemmer and LovinsStemmer. The overall impact of stemming depends on the dataset and stemming algorithm. After testing both implementations we discovered that stemming reduced the accuracy of our sentiment analysis, therefore stemming operation was avoided in the final implementation of the sentiment analysis algorithm.
Stop-words removal. Stop words are words which carry a connecting function in the sentence, such as prepositions, articles, etc. There is no definite list of stop words, but some search machines, are using some of the most common, short function words, such as the, is, at, which, and on. They can be removed since they have a high frequency of occurrence in the text, but do not affect the final sentiment of the sentence.
For the purpose of stop-words removal WEKA machine learning package is used. WEKA allows modifying the list of words, which should be considered as stop-words and removed.
Lowering the Case of the Letters. All tokens are lowered in case. Part-of-Speech Tagging (POS). The process of part-of-speech tagging allows to automatically tag each word of text in terms of which part of speech it belongs to: noun, pronoun, adverb, adjective, verb, interjection, intensifier etc. The goal is to be able to extract patterns from analyzing frequency distributions of these part-of-speech tags and use it in the classification process as a feature. Pak and Paroubek analysed the distribution of POS tagging specifically for Twitter messages and identified the following patterns [30] :
-Subjective texts (carrying the sentiment) often contain more pronouns, rather than common and proper nouns; -Creators of subjective texts talk from the first person point of view (describing themselves) or from the second person (addressing the audience), while the authors of objectives texts normally speak in the third person; -Subjective messages often use past simple tense; -Subjective texts contain many verbs in a base form and many modal verbs; -Authors of subjective texts use superlative adjectives to express their emotions, while comparative adjectives are mostly used for expressing facts in the objective messages; -Adverbs are mostly used in subjective texts; -Very common for expressing a positive opinion in the text is the usage of superlative adverbs, for example the most, the biggest, the best; -In the negative sentences there is a high rate of using verbs in the past tense, probably because the authors tend to express their negative emotions about losses or unsatisfactory experiences in the past. For example: lost, tired, bored.
Let us note that there is no common opinion about whether POS tagging improves the results of classification or not. [31] got positive results using POS tagging, while [32] reported the decrease in performance.
In the current study we tested performance of multiple existing pos-taggers: Stanford Tagger . We chosed ArkTweetNLP [23] as a pos-tagger for our dataset since it was trained on Twitter data and learned to understand Twitters specific slang. Specifically for POS-tagging Twitter data unique POS tags were developed, some of them are presented in the Table 1 . Overall 25 tags were developed. An example 10 of how ArkTweetNLP tagger works on practice is presented in a Table 2 .
Negations Handling. Negation refers to the process of conversion of the sentiment of the text from positive to negative or from negative to positive by using special words: no, not, dont etc. These words are called negations.
The example negation words are presented in the Table 3 .
Handling negation in the sentiment analysis task is a very important step as the whole sentiment of the text may be changed by the use of negation. It is important to identify the scope of negation. As the implementation of the negation handling in this study it was followed simple, but effective strategy: if negation word is found, the sentiment score of every word appearing between a negation and a clause-level punctuation mark (.,!?:;) is reversed ( [7] ). "ikr" means "I know, right?", tagged as an interjection. "so" is being used as a subordinating conjunction, which our coarse tagset denotes P. "fb" means "Facebook", a very common proper noun (ˆ). "yo" is being used as equivalent to "your"; our coarse tagset has posessive pronouns as D. "fir" is a misspelling or spelling variant of the preposition for. Perhaps the only debatable errors in this example are for ikr and smh ("shake my head"): should they be G for miscellaneous acronym, or ! for interjection?
Sometimes a negation term in a sentence does not have any scope. Some of these situations we implemented as exceptions:
Exception Situation 1: Whenever a negation term is a part of some special phrase without any negation sense, there is no scope for this negation term. Examples of these special phrases include not only, not just, no question, not to mention and no wonder.
Exception Situation 2: A negation term does not have a scope when it occurs in a negative rhetorical question. A negative rhetorical question is identified by the following heuristic. (1) It is a question; and (2) it has a negation term within the first three words of the question. For example: Did not I enjoy it? Wouldn't you like going to the cinema?
Lexicon-Based Approach
Lexicon-based approach is also called a dictionary approach and relies on a lexicon or dictionary of words with pre-calculated polarity. Sometimes this method is considered to be part of the Machine Learning Unsupervised approach, however we will describe it as an independent method, since the quality of classification in the lexicon-based approach depends solely on the quality of the lexicon. The idea behind the lexicon-based approach is quite simple:
-Construction of the lexicon of words with assigned to them polarity scores (different ways of creating lexicons are described in detail in the following section). -A bag-of-words is created from the text that needs to be analysed for sentiment. -Preprocessing step: lowering of words in case, stop-words removal, stemming, part-of-speech tagging, negations handling. -Sentiment score calculation: each word from the bag-of-words gets compared against the lexicon. If the word is found in the lexicon, the sentiment score of that word is added to the total sentiment score of the text. Different ways of the lexicon creation process are described below:
Hand-tagged lexicons. The straightforward approach, but also the most time consuming, is to manually construct a lexicon and tag words in it as positive or negative. [5] constructed their lexicon by reading several thousands of messages and manually selecting words, which were carrying sentiment. They then used a discriminant function to identify words from a training dataset, which can be used for sentiment classifier purposes. The remained words were expanded to include all potential forms of each word into the final lexicon.
Another example of hand-tagged lexicon is The Multi-Perspective-QuestionAnswering (MPQA) Opinion Corpus constructed by [37] . MPQA is publicly available and consists of 4,850 words, which were manually labeled as positive or negative and whether they have strong or weak subjectivity.
In order to create their lexicon, [38] extended a list of subjectivity clues created by [39] . 8000 words, comprising the lexicon, were then manually tagged with their prior polarity. Another resource is The SentiWordNet (Figure 1 ) created by Esuli and Sebastiani [34] . SentiWordNet extracted words from WordNet 11 and gave them probability of belonging to positive, negative or neutral classes, and subjectivity score. [40] demonstrated that SentiWordNet can be used as an important resource for sentiment calculation.
Constructing a lexicon from the trained data. This approach belongs to the category of the supervised methods, because a training dataset of labelled sentences is needed. According to the method the sentences from the training dataset get tokenised and a bag-of-words is created. The words are then filtered to exclude some parts-of-speech that do not carry sentiment, such as prepositions, for example. The prior polarity of words is calculated according to the occurrence of each word in positive and negative sentences. For example, if a word "success" is appearing more often in the sentences labelled as positive in the training data set, the prior polarity of this word will be assigned a positive value. This way of creating the lexicon has shown good performance results, since the words and their polarity is more suited to a particular type of text.
Extending a small lexicon using bootstrapping techniques. Hazivassiloglou and McKeown proposed to extend a small lexicon comprised of adjectives by adding new adjectives which were conjoined with the words from the original lexicon [41] . The technique is based on the syntactic relationship between two adjectives conjoined with the "AND" it is established that "AND" usually joins words with the same semantic orientation.Example:
"The weather yesterday was nice and inspiring" Since words "nice" and "inspiring" are conjoined with "AND", it is considered that both of them carry a positive sentiment. If only the word "nice" was present in the lexicon, a new word "inspiring" would be added to the lexicon. Other related work includes [42] and [43] .
Similarly, [41] and [44] suggested to expand a small manually constructed lexicon with synonyms and antonyms obtained from NLP resources such as WordNet. The process can be repeated iteratively until it is not possible to find new synonyms and antonyms. It is important to conduct a manual inspection of newly added words to avoid errors.
[45] also created their lexicon by semi-automatically expanding manuallycompiled lexicon with the words from WordNet 2.1.
Automatic Lexicon Generation
For the purpose of this study we generated a lexicon using an approach "Constracting a lexicon from the trained data" described in the previous section. We used a Twitter dataset comprised by Mark Hall [46] to automatically generate our own sentiment lexicon. The messages are labelled as positive or negative. The method was implemented as follows:
1. The messages from the training datasets of Mark Hall were read from the database. 2. Words were extracted by tokenising all the sentences in the dataset; words in a BOW were assigned POS tags; stemming was performed (originally we performed stemming, but after analyzing the results and discovering that stemming reduced the accuracy of the analyser, we omitted this step); tokens were filtered based on their length (1-99); all words were lowered in case. 3. All the words obtained after tokenizing the instances of the training dataset and pre-processing were combined into one set called a bag-of-words. 4. The number of occurrences of each word in positive and negative sentences from the training dataset was calculated. 5. The positive polarity of each word was calculated according to the following formula: the number of occurrences in positive sentences divided by the number of all occurrences. For example, we calculated that the word "pleasant" appeared 122 times in the positive sentences and 44 times in the negative sentences. According to the formula, the "goodness" score of the word "pleasant" is: Based on the negative and positive score of the word we can make a decision about its polarity. Thus, the word "pleasant" carries a positive sentiment. Some words, however, have negative and positive polarity scores very close to each other. These words are called "neutral" and do not have impact on the overall sentiment score of the message, since they tend to appear with equal frequency in both positive and negative texts. We checked the sentiment score of some words and presented the results in the table 4. As we can see from the table, the words "GOOD" and "BAD" have strongly defined polarity scores as we would expect. The word""LIKE" have polarity scores in the range between 0.4 and 0.6 and is considered to be a neutral word. The word "LIKE " at a first sight creates an impression of a positive word and needs a deeper analysis to understand its "neutral" nature. The word "LIKE " generally plays one of two roles: (a) Being a verb to express preference. For example: "I like ice-cream".
(b) Being a preposition for the purpose of comparison. For example: "This town looks like Brighton". The example sentence in case a) has positive sentiment, however can easily be transformed into a negative sentence: "I don't like ice-cream". This demonstrates that the word "LIKE " is being used with equal frequency for expressing positive and negative opinions. In the case b) the word "LIKE " is playing a role of preposition and does not play role in determining the overall polarity of the sentence. All words from the Bag-of-Words with a polarity in the range [0.4; 0.6] were removed, since they do not help to classify the text as positive or negative.
As we can see from the table 4, both positive and negative scores have positive values, and in order to determine the polarity of the word both scores need to be compared. We mapped the "goodness" scores of the words into the range [-1;1], where negative scores were assigned for the words with negative polarity and positive scores indicated the words with positive polarity by. The following formula was used for mapping: P olarityScore = 2 * GOODN ESS − 1 [3] According to this formula, the word "LIKE", for example, will have a score 0.446 * 2 -1 = -0.1, which is very close to 0 and indicates the neutrality of the word. In case when the word was absolutely positive and had a "goodness" score of 1, the final score would also be positive: 1 * 2 -1 = 1. If the word was absolutely negative and had the "goodness" score 0, the final score would be negative: 0 * 2 -1 = -1.
Lexicons Combinations Since emoticons role for expressing opinion online is continuously increasing, it is crucial to incorporate emoticons into lexicon datasets for automatic polarity analysis. However, most of the existing public lexicons do not contain emoticons, on contrary, lexicons are being removed as typographical symbols during the first stages of pre-processing. [47] showed that incorporation of the emoticons into lexicon can significantly improve the accuracy of classification. In this study we manually constructed a lexicon of emoticons and abbreviations commonly used in social-media to express emotions (EMO) and analysed how performance of the classic opinion lexicon (OL) [33] can be improved by inclusion of EMO lexicon. We also expanded the lexicon further by incorporating words from the automatically created lexicon (AUTO) based on the training data [46] . The process of automatic lexicon creation was described in detail in the previous section.
With opinion lexicon (OL) serving as a baseline we compared performance of the following lexicon combinations: The words from all lexicons were standarised to have the value in the range [-1;1].
Sentiment Scores Calculation
The sentiment score is a numerical precise representation of the sentiment polarity. There are different ways to calculate the final sentiment score of the sentence. The most common practice is to calculate the average of the sentiment scores of the individual words comprising the message.In this study we propose alternative measure based on the logarithm of the average score and compare it's performance with the standard score calculation technique.
1. Simple Average -sum of the scores of individual words caring the sentiment, divided by the number of such words:
where W i is the score of the sentiment word i 2. Log10 -uses a logarithmic scale for calculating the sentiment. This approach helps to create a better visual separation between the positive and negative classes. We normalise the score in such away that the values range between [-1; 1] with -1 being the most negative score and 1 being the most positive score.
Lexicon Approach Results The validation of the lexicon approach was performed on the test dataset available from SemEval-2013 Competition [48] ( Figure 2 ). The dataset analysis showed that it contained many sarcastic messages which are known to be difficult to classify. Fig. 2 : Statistics of the test data set from SemEval-2013 competition [48] . The bar on the left represents the number of positive sentences in the dataset, the bar in the middle shows the number of negative sentences and the bar on the right reflects the number of neutral sentences.
For both types of sentiment scores described in the section above and every combined lexicon a histogram of scores distributions was created. Figure 2 presents a distribution diagram of the Simple Average score for the single OL lexicon. The colors represent true labels. The X-axis corresponds to the calculated score which ranges from -1 to 1, with -1 representing the most negative score, 0 indicating that the message is neutral and 1 standing for a positive message. In the case of ideal classification we would have a grey column (true negative message) on the left (-1 sentiment score), light grey (true neutral message) column in the middle (0 or close to 0 sentiment score ) and dark grey (true positive score) on the right (sentiment score of value 1). Figure 3 represents the histogram of the sentiment Average Score for the baseline OL lexicon. We can observe that the positive, negative and neutral messages collapse together. Even though there is no clear separation between the classes, we can observe that true negative messages are located on the left side of the histogram, true positive messages are located on the right of the histogram and true neutral messages are widely spread along the axis. In order to assign class labels to the messages in the Lexicon approach we will have to set up the boundaries for each class: for example we can decide that all messages with the score below 0.1 will be considered negative, all messages with the scores between 0.1 and 0.3 will b considered neutral, and all messages above 0.3 will be considered positive. The goal is to set up the boundaries/tresholds which will allow to achieve the highest accuracy of classification. Inhancing the OL lexicon with emoticons and AUTO lexicon allowed to achieve much better separation of the classes (see 4).
We also compare how different ways of calculating the sentiment scores perform. Figure 5 shows the histograms for the Simple Average and Logarithmic scores for the lexicon OL + EMO + AUTO. We can see that the Logarithmic scale allowed to achieve better visual separation of the classes near the 0.
The analysis above showed that combined lexicon Ol + EMO + AUTO performed better than the baseline lexicon OL (see figure 3 vs figure 4) . We also showed that use of logarithmic scale for sentiment score calculation allows to achieve better separation of the classes. In the next example we compare performance of OL + EMO + AUTO combined lexicon versus OL + EMO lexicon based on the logarithmic score (see figure 6) We can observe that OL + EMO lexicon combination has a better separation of the classes. This is mainly achieved by the higher accuracy of predicting the neutral class. Neutral messages were found to be the most difficult to classify, since often they contain one or more words, that are registered in the lexicon as positive or negative. This causes the final score of the message to have a value different from 0 and to be classified as positive or negative. We observed that addition of AUTO lexicon introduced more ambiguity regarding the sentiment of individual words. In its turn the small OL consisted mainly of adjectives that carry strong positive or negative sentiment that are unlikely to cause ambiguity. OL dataset, enhanced with emoticons, even though smaller in its size, outperformed a bigger lexicon. So far the analysis of different lexicons combinations and sentiment scores was based on visual analysis of the histograms. In order to get quantitative results it is necessary to choose threshold values for each lexicon combination and each type of the score. In order to avoid the task of thresholding we performed kmeans clustering on the feature space, comprised of different combinations of scores and dictionaries. The results of clustering agreed with the visual analysis of he histogram. The highest accuracy of 61% was achieved when using the Logarithmic Sentiment Score and OL lexicon enhanced with emoticons and abbreviations (OL + EMO). Figure 7 presents the results for different lexicon combinations.
Machine Learning Based Approach
In this section we will cover supervised machine learning techniques used for text categorization. Supervised machine learning requires a labelled training dataset on which the classifier will be trained. Each example in the training dataset consists of an input object and a label or a class (also called supervised signal). The supervised algorithm analyses labelled data, extracts features that model the differences between different classes, and infers a function, which can be used for classifying new examples.
In the simplified form, the text classification task can be described as follows: if our training dataset of labelled data is T train = {(t, l 1 ) , . . . , (t n , l n )} , where each text t i belongs to a dataset T and the label l i = l i (d i ) is a pre-set class within the group of classes L = {l i , . . . , l m }, the goal is to build a learning algorithm that will receive as an input the training set T train and will generate a model that will accurately classify unlabelled documents.
In terms of the individual classes, some researches [7] classified texts only as positive or negative, assuming that all the texts carry an opinion. Later [38] , [30] and [31] showed that short messages like tweets and blogs comments often just state facts. Therefore, incorporation of the neutral class into the classification process was necessary.
As creation of a good lexicon is crucial for the lexicon-based method, the selection of features is essential for the success of the machine learning categorization. The most common features being used for his purpose include:
1. Unigrams and n-grams 2. Number of words with positive/nagative sentiment 3. Number of negations 4. Length of a message 5. Number of exclamation marks 6. Number of comparative and superlative adjectives Even though the text categorisation problem belongs to the field of supervised learning, it can be distinguished as a separate study due to having some unique properties:
1. High Dimensionality. Since the main features of a text classifier are the unigrams and the number of individual words in a text can be very large, the dimensionality of the feature space grows proportionally to the size of the dataset; 2. Statistical sparseness. Even though the feature vector can become very long, not many of those words appear in each individual message;
3. Domain knowledge. In order to classify the text correctly the knowledge of natural language should be employed. [49] have demonstrated that it is important to pay attention to the inner structure of the document (partof-speech tagging, presence of negation) in order to correctly perform the analysis of sentiment. Statistical properties of texts, such as adherence to Zipfs law can also be used;
The most popular classification algorithms are Support Vector Machines (SVMs) and the Naive Bayes. Classification accuracy of this algorithms is dependent on the list of features. Barbosa et al. reports better results for SVMs [31] while Pak et al. obtained better results for Naive Bayes [30] .
For the purpose of Machine Learning based sentiment analysis in our study we used a free machine learning package WEKA. The following steps were taken for machine learning classification:
1. Pre-processing/cleaning the data. Pre-processing/cleaning the data Machine Learning Supervised approach requires labelled training and validation data. For this purposes we used publicly available training dataset from SemEval-2013 competition [48] . The dataset is highly unbalanced ( Figure 7 ). Before training the classifiers the data needed to be pre-processed and this step was performed according to the process described in the section Pre-processing. Additional steps that were performed: -Filtering. Some syntactic constructions used in Twitter messages are not useful for sentiment detection. These constructions include URLs, @-mentions, hashtags, RT-symbols and they were removed during the pre-processing step. -Tokens replacements. The words that appeared to be under the affect of the negation words were modified by adding a suffix NEG to the end of those words. For example, the phrase I don't want. was modified to I don't want NEG. This modification is important, since each word in a sentence serves a purpose of a feature during the classification step. Words with NEG suffixes increase the dimensionality of the feature space, but allow the classifier to distinguish between words used in the positive and in the negative context. When performing tokenization, the symbols ():;, among others are considered to be delimiters, thus most of the emoticons could be lost after tokenization.
To avoid this problem positive emoticons were replaces with pos emo. and negative were replaced with neg emo.
Since there are many variations of emoticons representing the same emotions depending on the language and community, the replacement of all positive lexicons by pos emo and all negative emoticons by neg emo also achieved the goal of significantly reducing the number of features.
Features Generation Features are the attributes of data which are the most useful for capturing patterns in the data. New features can be created which are expected to improve the overall quality of text classification. In this section we describe the features that were generated and used to train a classifier:
-N-grams. Very important features that are used in machine learning classification are the n-grams presence or n-grams frequency. In the presence-based representation for each instance a vector is created comprised of 0 and 1, where 0 means that a corresponding n-gram is not present in the instance and 1 means that the n-gram is present. In the frequency-based representation in case when the n-gram is present in the instance, the number of occurrences is used instead of a simple indication of presence.
For the work at hand, we have transformed the training dataset into the bagof-ngrams. Bag-of-ngrams can be a bag-of-unigrams, bag-of-bigrams, bag-oftrigrams or a combination of all. In this study we have used a bag of unigrams and bigrams and "n-grams presence" approach. Using "n-grams frequency" would not be logical in this particular experiment, since Twitter messages are very short, and a term is unlikely to appear in the same message more than once. -Prior Sentiment. One of the most important features of the presented algorithm is the sentiment score obtained through the lexicon-based classification. We called this score a "Prior Sentiment". Since the accuracy of the score is basically the accuracy of our lexicon approach, it can hypothesised that by using this score in the machine learning approach it's accuracy will be leveraged in the machine learning classification.
By using a lexicon score as one of the features in the machine learning model our study combined two approaches in one. The background literature analysis did not reveal any mentions of such combined approach in the previous practice of sentiment analysis. NRC research group reported that they used sentiment lexicons as features, but provided no further information or analysis of the contribution of those feature to the final classification accuracy. In this study we attempt to analyse the predictive power of the lexicon score feature for the machine learning classification. -Elongated words number: the number of words with one character repeated more than 2 times, e.g. 'soooo'; -Emoticons: presence/absence of positive and negative emoticons at any position in the tweet; -Last token: whether the last token is a positive or negative emoticon; -Negation: the number of negated contexts. A negated context also affects the n-gram and lexicon features: each word and associated with it polarity in a negated context become negated (e.g., 'not perfect' becomes 'not perfect NEG', 'POLARITY positive' becomes 'POLARITY positive NEG'); -POS: the number of occurrences for each part-of-speech tag: verbs, nouns, adverbs, at-mentions, abbreviations, URLs, adjectives and others -Punctuation marks: the number of occurrences of punctuation marks in a tweet; -Emoticons number: the number of occurrences of positive and negative emoticons; -Negative tokens number: total count of tokens in the tweet with score less than 0; -Positive tokens number: total count of tokens in the tweet with score greater than 0;
Features Selection The number of possible n-grams exponentially increases as the n-gram size and the size of the training set increase. This exponential growth makes it infeasible to calculate all the features of a sample in a limited amount of time. Many features are redundant or irrelevant and do not significantly impact the classification of results. Features selection is the process of selecting a subset of relevant features which have the highest predictive power. This step is crucial for the classification process, since elimination of irrelevant and redundant features allows to reduce the size of feature space tremendously for a speed increase, as well as contributes to improving the quality of classification.
From the original feature space of 1826 features a subset of 528 most relevant features were selected using "Information Gain" evaluation algorithm and a "Ranker" search method from WEKA package. Information Gain measures the decrease in entropy when the feature is present vs absent, while Ranker ranks the features based on the amount of reduction in the objective function [50] . Some of the top selected features are displayed in Figure8, revealing that the lexicon feature, described in the previous section as a "Prior score", indeed is the top feature and have the highest predictive power. There are multiple lexicon features in the figure -one for each lexicon combination and one for each type of the score.
Other top features included: minimal and maximum scores, number of negated tokens, number of different parts of speech in the message. Appearance of these features at the top of the list demonstrates the relevance of the generated features described in the previous section. Most of the features after the position 28 are the n-grams. We can see that the top n-grams carry strong sentiment, for example : "good" -position 21, "great" -position 27, "happy" -position 29, "cant" -position 33, "not" -position 35, "I love" -position 42, etc.
Model Training and Validation
Once the features were generated and the most relevant were selected, each of the tweets from the training dataset was expressed in terms of the attributes. During the training process the presence of each attribute was checked for each of the classes (positive, negative and neutral).
We have trained multiple models using different WEKA classifiers: Nave Bayes, Support Vector Machines, J48 (base on decision trees). We have conducted experiments for the different sizes of the training datasets (1,000; 2,000 10,000) and different sizes of the feature space.
Before the final training of the model, the dataset was split into two complimentary subsets: one subset, called the training set, contained 2/3 of the data; the second subset, called the validation or testing set, was comprised of 1/3 of the data. The training subsets was used to train the model and the validation set was used for validating the performance of the classifiers. 2500 rounds of crossvalidation were performed using different partitions, and the validation results were averaged over the rounds.
The results of classification of the independent test set are presented in the next section.
Machine Learning Approach Results
The results of classification were tested on the same test set from SemEval -2013 Competition [48] and compared agains the results of 44 teams that took part in the SemEval-2013 competition. While the classification was performed for 3 classes (pos, neg, neutral), the evaluation metric was Fscore between positive and negative classes.
We have trained the model using different WEKA classifiers and discovered that the Nave Bayes, Support Vector Machines showed the best results. The decision tree algorithm has the lowest accuracy. The reason to this may be a big size of the tree needed to incorporate all of the features. Because of the big tree, the algorithm needs to traverse multiple nodes until it reaches the leaf and predicts the class of the instance. This long path increases the probability of mistakes and thus decreases the accuracy of the classifier.
The best model was based on SVM and produced Fscore of 66% with Overall Accuracy 70%. The table 9 presents the official results of the competition. We can see that our algorithm would score the second in the competition. Since the training and test datasets were highly unbalanced with the majority of the neutral class, the biggest error appeared in misclassifying positive and negative messages as neutral.
To address the problem of unbalanced dataset we used Cost-Sensitive Classifier provided by WEKA. Cost-Sensitive classifier allows to minimize the total cost of classification [51] This allowed us to achieve the value of Fscore 73%. In the SemEval Competition our CostSensitive classifier would have show the best results, scoring 4 points higher than the winner of competition.
It is important to highlight that using our classifier only for 2-class classification on the SemiEval test set results achieved 86% accuracy.
Conclusion
The interest in sentiment analysis as a field of research is growing rapidly. It has been shown that transformation of the huge volume of textual data from the web into meaningful information can be very useful. However, the task of accurate opinion extraction still remains challenging.
The performance of different combinations of lexicons was compared. We have experimentally proven the value of emoticons and abbreviations in sentiment analysis. A new approach of sentiment classification was proposed based on combining the two standard techniques (lexicon-based and machine learning based). In our combined approach a lexicon score is being used as a feature in machine learning classification. This innovation allowed to improve the accuracy of predictive model by 5%. Another contribution of our model is using a cost sensitive classifier for unbalanced training sets, which allowed to further increase accuracy by 7%. In the International Sentiment Classification competition SemEval-2013 our classifier would have shown the best results, scoring 4 points higher than the winner of the competition.
