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ON TOPOLOGICALLY FINITE-DIMENSIONAL
SIMPLE C∗-ALGEBRAS
WILHELM WINTER
Abstract. We show that, if a simple C∗-algebra A is topologically finite-
dimensional in a suitable sense, then not only K0(A) has certain good proper-
ties, but A is even accessible to Elliott’s classification program. More precisely,
we prove the following results:
If A is simple, separable and unital with finite decomposition rank and real
rank zero, then K0(A) is weakly unperforated.
If A has finite decomposition rank, real rank zero and the space of extremal
tracial states is compact and zero-dimensional, then A has stable rank one and
tracial rank zero. As a consequence, if B is another such algebra, and if A
and B have isomorphic Elliott invariants and satisfy the Universal coefficient
theorem, then they are isomorphic.
In the case where A has finite decomposition rank and the space of extremal
tracial states is compact and zero-dimensional, we also give a criterion (in
terms of the ordered K0-group) for A to have real rank zero. As a byproduct,
we show that there are examples of simple, stably finite and quasidiagonal
C∗-algebras with infinite decomposition rank.
0. Introduction
The theory of C∗-algebras is often regarded as noncommutative topology. This
point of view is already suggested by Gelfand’s Theorem; however, it has expe-
rienced great impact since the introduction of methods from (algebraic) topology
to C∗-algebra theory. In particular, (bivariant) K-theory has turned out to be a
strong tool to study C∗-algebras. In the present article we combine various notions
of noncommutative covering dimension with K-theoretic methods to obtain classi-
fication results for certain simple nuclear C∗-algebras.
In [6], Elliott showed that K-theory provides a complete invariant for a certain nat-
ural class of C∗-algebras, the AF -algebras. This classification result has become
a model for what is now known as the Elliott program (see [16] for an introduc-
tion); it is the aim of this program to find complete K-theoretic invariants, such
as K-theory, the trace simplex and the natural pairing between these objects, for
suitable classes of nuclear C∗-algebras.
In these notes, we shall only deal with simple and stably finite C∗-algebras (a C∗-
algebra A is simple if it has no nontrivial closed ideals; A is stably finite if none
of the matrix algebras Mk(A) contains a projection which is infinite in the sense
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of Murray–von Neumann). Moreover, for most of our results we will restrict our-
selves to unital algebras with real rank zero (i.e., self-adjoint elements with finite
spectrum are dense in the set of all self-adjoint elements). For a nuclear, simple,
stably finite, unital C∗-algebra A the classifying invariant suggested by Elliott is
the tuple
(K0(A),K0(A)+, [1A], T (A), rA : T (A)→ S(K0(A)),K1(A)) .
Here, (K0(A),K0(A)+, [1A]) is the ordered K0-group with distinguished order unit
[1A] and state space S(K0(A)); T (A) is the space of tracial states on A and
rA : T (A) → S(K0(A)) the natural map given by the pairing between T (A)
and K0(A). For nuclear A the map rA is surjective; if A has real rank zero,
rA is also injective (cf. [16], 1.1.11 and 1.1.12). For such A, the invariant is only
(K0(A),K0(A)+, [1A],K1(A)) and the Elliott conjecture reads as follows:
0.1 Conjecture: Let A be the class of separable, simple, unital, stably finite
and nuclear C∗-algebras with real rank zero and let A, B ∈ A. Then A and B are
isomorphic if and only if they have isomorphic Elliott invariants. Moreover, every
isomorphism of the invariants is induced by an isomorphism of the algebras.
We say 0.1 holds for a subclass B of A if the assertion holds for all A, B ∈ B.
The subclasses of A for which 0.1 has been verified so far consist of approximately
homogeneous (AH) algebras. These are inductive limits of C∗-algebras built from
matrix valued functions over topological spaces. Using the covering dimension
of these underlying spaces, one can easily define a notion of topological dimen-
sion for each inductive limit decomposition (and then also for the limit algebra).
AH-algebras with finite topological dimension in this sense are particularly acces-
sible to classification, cf. [16]. One can also define the topological dimension of
approximately subhomogeneous (ASH) algebras along these lines. However, for
AH-algebras (which may also be regarded as ASH-algebras) these two definitions
do not coincide in general.
In the absence of an obvious inductive limit decomposition it is less clear how to
define the topological dimension of a C∗-algebra. In [11], E. Kirchberg and the
author introduced the decomposition rank of a nuclear C∗-algebra A, drA. This
is defined by imposing a certain condition on systems of completely positive (c.p.)
approximations forA (see Section 1 for details). The decomposition rank generalizes
topological covering dimension to nuclear C∗-algebras and has good permanence
properties; it is computable for many examples (cf. [11] and [22]).
There are various other notions of covering dimension for C∗-algebras, such as
stable and real rank (see [15] and [5], respectively), both of which have proven to
be extremely important for the classification program.
Villadsen was the first to construct simple AH-algebras with higher stable and real
ranks; these examples have recently been modified by Toms who showed that there
are simple AH-algebras (with nonzero real rank) for which the Elliott invariant
is not complete (the invariant does not detect the stable rank of the algebras).
These examples have infinite topological dimension (as AH-algebras); together with
the available classification results for AH-algebras they suggest that the Elliott
conjecture is much better accessible to C∗-algebras which are topologically finite-
dimensional in a suitable sense.
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To begin with, we will show that a simple unital C∗-algebra A which has real rank
zero and finite decomposition rank satisfies Blackadar’s second fundamental com-
parability property - in other words, projections in A may be compared in terms of
tracial states on A. This is possible, since one can approximate the elements and,
at the same time, the tracial states of A by a suitably chosen system of completely
positive (c.p.) approximations. As an immediate consequence, the ordered group
K0(A) is weakly unperforated (cf. 3.4).
To obtain a classification theorem, we will not verify 0.1 directly; instead, we use
the concept of C∗-algebras with tracial rank zero. Roughly speaking, A has tracial
rank zero if it contains a sequence of finite-dimensional subalgebras that ‘almost’
(i.e., in terms of traces) exhaust A. This notion was introduced by Lin to approach
Conjecture 0.1 for algebras which do not have an obvious inductive limit decom-
position. In [13], Lin has shown that tracial rank zero algebras indeed satisfy 0.1 –
provided the Universal coefficient theorem holds (cf. [1]).
In order to verify that our algebras have tracial rank zero, we have to ask for an
extra condition – similar to real rank zero – on the tracial state space T (A). The
technical reason is, that we have to be able to approximate certain partitions of
unity of T (A) by pairwise orthogonal elements of the algebra. This is possible,
if the extreme boundary ∂eT (A) of the compact convex set T (A) is compact and
zero-dimensional. Our main theorem then is the following:
0.2 Theorem: Let A be a separable, simple and unital C∗-algebra with finite
decomposition rank and real rank zero. Suppose that ∂eT (A) is compact and zero-
dimensional. Then A has tracial rank zero.
From this we can deduce a number of Corollaries. First note that it follows from
Lin’s work that Conjecture 0.1 holds for algebras as in Theorem 0.2, if they also
satisfy the Universal coefficient theorem. Such algebras are AH of topological
dimension at most 3; they are ASH with decomposition rank (and topological
dimension) at most 2.
For algebras as in the theorem it also turns out that they are invariant under
tensoring with the Jiang–Su algebra Z. This is an algebra KK-equivalent to C; for
algebras as in 0.1 which have weakly unperforatedK0-groups, the Elliott conjecture
predicts that these are tensorially invariant w.r.t. Z.
If A is simple and unital with finite decomposition rank and if ∂eT (A) is compact
and zero-dimensional, we show that A has real rank zero if and only if K0(A)+ has
dense image in C(∂eT (A)) under the natural map. If A has only one tracial state
τ , then A has real rank zero if and only if τ(K0(A)) is dense in R; otherwise, A is
stably isomorphic to a unital C∗-algebra with no nontrivial projections. We then
apply this dichotomy to show that certain examples of Villadsen (which are simple
AH with infinite topological dimension and perforated K0-groups) have infinite
decomposition rank; this answers a question left open in [11].
Finally, we show that indeed there are many C∗-algebras satisfying the conditions
of Theorem 0.2.
This paper benefitted greatly from discussions with N. Brown, J. Cuntz, S. Eilers,
N. C. Phillips, M. Rørdam and, in particular, E. Kirchberg. Part of this work was
done while the author was a visiting assistant professor at Texas A&M University;
the author is indebted to the members of that institution and especially to Ken
Dykema for their kind hospitality.
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1. Decomposition rank and maps of strict order zero
Below we recall the definitions of decomposition rank and of strict order zero maps;
we generalize the partial ordering on the positive cone of a C∗-algebra to such
maps. Furthermore, we prove a technical result about simple C∗-algebras with
finite decomposition rank and outline a relation between approximating systems of
a C∗-algebra and its tracial state space.
1.1 Recall that nuclear C∗-algebras are characterized by the completely positve
approximation property, i.e., A is nuclear if and only if there is a net of finite-
dimensional C∗-algebras Fλ and completely positive contractive (c.p.c.) maps
A
ψλ−→ Fλ
ϕλ−→ A such that ϕλ ◦ψλ converges to idA pointwise (see [17] for an
introduction to nuclear C∗algebras and completely positive maps). We then say
(Fλ, ψλ, ϕλ)Λ is a system of c.p. approximations for A. Based on this approxima-
tion property, E. Kirchberg and the author have defined a noncommutative version
of covering dimension as follows:
Definition: (cf. [11], Definitions 2.2 and 3.1) Let A be a separable C∗-algebra.
(i) A c.p. map ϕ :
⊕s
i=1Mri → A has strict order zero, ordϕ = 0, if it preserves
orthogonality, i.e., ϕ(e)ϕ(f) = ϕ(f)ϕ(e) = 0 for all e, f ∈
⊕s
i=1Mri with ef =
fe = 0.
(ii) A c.p. map ϕ :
⊕s
i=1Mri → A is n-decomposable, if there is a decomposition
{1, . . . , s} =
∐n
j=0 Ij s.t. the restriction of ϕ to
⊕
i∈Ij
Mri has strict order zero for
each j ∈ {0, . . . , n}; we say ϕ is n-decomposable w.r.t.
∐n
j=0 Ij.
(iii) A has decomposition rank n, drA = n, if n is the least integer such that the
following holds: Given {b1, . . . , bm} ⊂ A and ε > 0, there is a c.p. approximation
(F, ψ, ϕ) for b1, . . . , bm within ε (i.e., ψ : A → F and ϕ : F → A are c.p.c. and
‖ϕψ(bi) − bi‖ < ε) such that ϕ is n-decomposable. If no such n exists, we write
drA =∞.
This notion has good permanence properties; for example, it behaves well with
respect to quotients, inductive limits, hereditary subalgebras, unitization and sta-
bilization. Furthermore, it generalizes topological covering dimension, i.e., if X is
a locally compact second countable space, then cpr C0(X) = dr C0(X) = dimX ; see
[11] for details.
1.2 In [20], Proposition 4.4.1(a), maps of strict order zero were characterized as
follows:
If ϕ : F → A is c.p.c. with ordϕ = 0, then there is a unique ∗-homomorphism πϕ :
CF → A such that πϕ(g ⊗ x) = ϕ(x) ∀x ∈ F , where CF is the cone C0((0, 1])⊗ F
over F and g := id(0,1] is the canonical generator of C0((0, 1]). Conversely, any
∗-homomorphism π : CF → A induces such a c.p.c. map ϕ of strict order zero.
The ∗-homomorphism πϕ extends to a ∗-homomorphism π′′ϕ : (CF )
′′ → (ϕ(F ))′′ ⊂
A′′ of von Neumann algebras. Denote by σ : F → A′′ the ∗-homomorphism coming
from the composition of the natural unital embedding F →֒ (CF )′′ and π′′ϕ. Then
we have ϕ(x) = ϕ(1F )σ(x) = σ(x)ϕ(1F ) ∀x ∈ F ; we call any ∗-homomorphism :
F → A′′ with this property a supporting ∗-homomorphism for ϕ.
Note that each h ∈ C∗(ϕ(1F ))′ ∩A satisfying 0 ≤ h ≤ 1 and hσ(F ) ⊂ A, defines a
c.p.c. map ϕˆ : F → A by ϕˆ( . ) := hσ( . ) s.t. ord ϕˆ = 0 and ‖ϕˆ−ϕ‖ = ‖h−ϕ(1F )‖.
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1.3 Let σ : Mr → A′′ be a ∗-homomorphism and e ∈ Mr a minimal projection.
Suppose d ∈ A is a positive element such that d ≤ σ(e) (thus σ(e)d ∈ A). Then
d and σ induce a c.p.c. map ϕ : Mr → A by the formula ϕ(ei,j) = σ(ei,1)dσ(e1,j),
where {ei,j | 1 ≤ i, j ≤ r} is a set of matrix units for Mr with e1,1 = e (it is
straightforward to check that ϕ indeed maps Mr to A). ϕ has strict order zero,
supporting ∗-homomorphism σ and satisfies ϕ(e) = d. Moreover, if ϕ¯ : Mr → A
is another c.p.c. strict order zero map with supporting ∗-homomorphism σ and
ϕ¯(e) = d, then ϕ¯ = ϕ.
In particular, if ϕ is as above and 0 ≤ d′ ∈ dAd with ‖d′‖ ≤ 1, there is a unique strict
order zero map ϕ′ : Mr → A with supporting ∗-homomorphism σ and ϕ′(e) = d′.
Note that ϕ′(x) = ϕ′(1Mr )σ(x) ∀x ∈ Mr; it is then straightforward to check that
ϕ′(x) ∈ ϕ(x)Aϕ(x) ∀x ∈ (Mr)+. Furthermore, if d′ ≤ d, then ϕ′(x) ≤ ϕ(x) ∀x ∈
(Mr)+.
1.4 Definition: Let ϕ : F = Mr1 ⊕ . . . ⊕Mrs → A be c.p. with ord (ϕ|Mri ) =
0 ∀ i. If ̺ : F → A is another c.p. map, we say ̺ is subordinate to ϕ, if ̺(x) ∈
ϕ(x)Aϕ(x) ∀x ∈ F+ (this implies that ord (̺|Mri ) = 0 ∀ i) and if, for each i, the
restrictions ̺|Mri and ϕ|Mri have common supporting ∗-homomorphisms.
Remarks: (i) Let ϕ : F → A be as in the definition; denote the restrictions ϕ|Mri
by ϕi and the respective supporting ∗-homomorphisms by σi. For i = 1, . . . , s, let
ei ∈Mri be rank-one projections and let di ∈ ϕi(ei)Aϕ(ei) be positive normalized
elements. We then clearly have di ≤ σi(ei) and diσi(ei) = di ∈ A, so by 1.3 we
obtain induced order-zero maps ̺i : Mri → A. The ̺i now add up to a (not
necessarily contractive) c.p. map ̺ : F → A which obviously is subordinate to ϕ.
(ii) If ϕ : F → A is n-decomposable and ̺ is subordinate to ϕ, then ̺ is also
n-decomposable.
(iii) It is clear from the definition that, if ̺ is subordinate to ϕ and ̺′ is subordinate
to ̺, then ̺′ is subordinate to ϕ.
1.5 Recall from [21], 1.2.3, that order zero maps are weakly stable:
Proposition: For F = Mr1 ⊕ . . .⊕Mrs and γ > 0 there is α > 0 such that the
following holds:
If A is a C∗-algebra and ϕ : F → A a c.p.c. map with ordϕ|Mri = 0 ∀ i and
‖ϕ(1Mri )ϕ(1Mrj )‖ < α whenever i 6= j, then there is a c.p.c. map ϕ¯ : F → A with
ord ϕ¯ = 0 and ‖ϕ− ϕ¯‖ < γ.
1.6 It was shown in [11], Proposition 5.2, that if A is a separable C∗-algebra with
drA = n <∞, there is a system (Fν , ψν , ϕν)ν∈N of c.p. approximations for A such
that the ϕν are n-decomposable and the ψν are approximately multiplicative at
the same time. In particular, we not only have ‖ϕνψν(x) − x‖
ν→∞
−→ 0, but also
‖ψν(xy) − ψν(x)ψν(y)‖
ν→∞
−→ 0 for all x and y in A. In [11] this observation was
used to show that finite decompostion rank implies quasidiagonality.
1.7 The next proposition shows that, if drA <∞ and if A happens to be simple,
the approximations may be chosen with arbitrarily large matrix blocks. Recall that
a C∗-algebra is nonelementary if it is not isomorphic to the compact operators on
some Hilbert space.
We shall use the following notation from [21], 3.2.4: For positive numbers α ≤ β
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we define continuous positive functions on R by
fα,β(t) :=


0 for t ≤ α
t for β ≤ t
linear elsewhere
and
gα,β(t) :=


0 for t ≤ α
1 for β ≤ t
linear elsewhere .
Let χα denote the characteristic function of (α,∞).
Proposition: Let A be simple and nonelementary with drA = n <∞. Let d ∈ A
be a positive normalized element and 0 ≤ α < 1.
Then there is a system of c.p. approximations (Fk, ψk, ϕk)N for A such that the
ψk are approximately multiplicative, the ϕk are n-decomposable and, for each k,
the irreducible representations of hkFkhk, where hk := χα(ψk(d)), are at least k-
dimensional.
Proof: It clearly suffices to prove that, given k ∈ N, there are a system (Fl, ψl, ϕl)N
of c.p. approximations for A and N ∈ N such that the irreducible representations
of hlFlhl are at least k-dimensional for l ≥ N .
We start with an arbitrary system of c.p. approximations (F ′l , ψ
′
l, ϕ
′
l)N for A with
approximately multiplicative ψ′l and n-decomposable ϕ
′
l.
Set d′ := fα,1(d) 6= 0. By [21], 1.2.3 in connection with [21], Lemma 3.2.2, for any
k ∈ N there is a nonzero map ̺ : Mk → d′Ad′ which has strict order zero. We may
clearly assume that ̺(1Mk) ≤ d
′.
Since the ψ′l are approximately multiplicative, they induce a ∗-homomorphism ψ :
A→
∏
F ′l /
⊕
F ′l ; ψ is injective because ϕ
′
l ◦ψ
′
l → idA pointwise.
By [21], Proposition 1.2.4, the order zero map ψ ◦̺ has a (nonzero) c.p.c. lift ψ¯ :
Mk →
∏
F ′l of strict order zero. For each l, we may write F
′
l in the form El ⊕ Fl,
where Fl consists of those direct summands of F
′
l for which the respective summand
of ψ¯ is nonzero. We have
∏
F ′l =
∏
El⊕
∏
Fl; for each l, let ψ¯El and ψ¯Fl denote the
respective summands of ψ¯. Write ψ as ψE⊕ψF in the obvious way, then ψ¯El = 0 ∀ l
implies ψE ◦̺(1Mk) = 0. But ̺(1Mk) 6= 0, so by simplicity of A we see that ψE = 0,
whence (Fl, ψl := 1Flψ
′
l( . ), ϕl := ϕ
′
l|Fl)N is a system of c.p. approximations for A
with approximately multiplicative ψl and n-decomposable ϕl. Finally, we have
hl = χα(ψl(d)) ≥ fα,1(ψl(d)) ,
‖fα,1(ψl(d))− ψl(d
′)‖ → 0
and
‖ψ¯l(1Mk)− ψl(̺(1Mk))‖ → 0 .
Since ̺(1Mk) ≤ d
′ and ψ¯l(1Mk)Flψ¯l(1Mk) has rank at least k for all l, it follows
that hlFlhl has rank at least k if only l is large enough.
1.8 Suppose τ ∈ T (A) is a tracial state on A and ϕ : F → A is an order-zero map,
then τ ◦ϕ is a trace on F . This is because, for any x ∈ F ,
τ ◦ϕ(x∗x) = τ(ϕ(1F )σ(x
∗)σ(x))
= τ(ϕ(1F )σ(x)σ(x)
∗)
= τ ◦ϕ(xx∗) ,
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where σ is a supporting ∗-homomorphism for ϕ. The statement still holds if ϕ is
n-decomposable, i.e., a sum of order-zero maps.
1.9 If drA is finite and A is unital, then A is quasidiagonal by [11] and we know
from [19], that A has a tracial state. Applying Voiculescu’s idea to our setting, we
obtain a description of tracial states in terms of approximating systems for A:
For each ν ∈ N fix a tracial state τν on Fν ; note that τν is a convex combination
of the (unique) tracial states on the matrix blocks of Fν . Choose a free ultrafilter
ω on N and define a linear map τ : A→ C by
τ(x) := lim
ν→ω
τν ◦ψν(x) ∀x ∈ A .
It is clear that τ is positive, since all the ψν and τν are. Moreover, if A is unital,
then τ(1A) = 1, so τ is a state on A. Finally, we check that
|τ(x∗x)− τ(xx∗)| = lim
ν→ω
|τν(ψν(x
∗x)− ψν(xx
∗))|
= lim
ν→ω
|τν(ψν(x
∗)ψν(x) − ψν(x)ψ(x
∗))|
= 0 ,
where for the second equality it is essential that ω is a free ultrafilter so we can
apply approximate multiplicativity of the ψν . For the last equality we used that
the τν are traces, i.e. τν(y
∗y) = τν(yy
∗) for any y ∈ Fν . But this means that τ
actually is a tracial state on A.
We should also mention that in fact every tracial state on A arises in the manner
described above and that the tracial state space T (A) can be written as an inverse
limit of (geometric realizations of) finite simplical complexes associated to the ap-
proximating system (Fν , ψν , ϕν)N. Similar techniques then show that the tracial
states on A satisfy the approximation properties of [4]. This will be made precise
in subsequent work.
2. Real rank zero
In this section we introduce discrete order zero maps to construct special approxi-
mating systems of C∗-algebras with finite decomposition rank and real rank zero.
2.1 Recall from [5] that a C∗-algebra A is said to have real rank zero, rrA = 0,
if the set of self-adjoint elements with finite spectrum is dense within the set of all
self-adjoint elements in A. This in particular implies that, given a ∈ A+ and ε > 0,
there is a positive element with finite spectrum h ∈ aAa such that ‖a − h‖ < ε,
where aAa ⊂her A denotes the hereditary C∗-subalgebra of A generated by a.
Replacing h by h˜ := (h− ε · 1)+ ∈ aAa, we obtain an element with finite spectrum
such that ‖a − h˜‖ < 2ε and 0 ≤ h˜ ≤ a. (By [5], Corolary 2.8, any hereditary
C∗-subalgebra of A has real rank zero if A has.)
2.2 Definition: (i) Let A be a C∗-algebra. We say a c.p. map ϕ : F = Mr1 ⊕
. . . ⊕Mrs → A is a discrete order zero map, if ordϕ = 0 and each ϕ(1Mri ) is a
multiple of a projection.
(ii) A c.p. map ϕ : F → A is discretely n-decomposable, if F can be written as
F = F (0)⊕. . .⊕F (n) with ϕ|F (i) being a discrete order zero map for all i = 0, . . . , n.
2.3 Let ϕ be a discrete order zero map as above. Define a central element d :=∑
i ‖ϕ(1Mri )‖·1Mri ∈ F+ and a c.p. map σϕ : F → A by σϕ(x) := ϕ(d
−1x), x ∈ F ,
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where the inverse is taken in dFd ⊂ F . Note that σϕ(d) = ϕ(1F ). Since d is
central, σϕ has strict order zero; by construction, σϕ(1F ) ∈ A is a projection. But
then it follows from [20], Proposition 3.2, that σϕ is a ∗-homomorphism - in fact,
σϕ is a supporting ∗-homomorphism for ϕ. Clearly,
ϕ(x) = σϕ(dx) = ϕ(1F )σϕ(x) ∀x ∈ F
and [ϕ(1F ), ϕ(F )] = [ϕ(1F ), σϕ(F )] = 0.
2.4 Lemma: Let A and F ′ be C∗-algebras, A with real rank zero and F ′ finite-
dimensional. Suppose ϕ′ : F ′ → A is c.p.c. with strict order zero and let η > 0
be given. Then there are a unital embedding ι : F ′ → F of F ′ into some finite-
dimensional C∗-algebra F and a discrete order zero map ϕ : F → A such that
ϕ(1F ) ≤ ϕ′(1F ′) and ‖ϕ′(x)− ϕ ◦ ι(x)‖ < η · ‖x‖ for all x ∈ F ′.
Proof: Let F ′ = Mr1 ⊕ . . . ⊕ Mrs be given; set ϕ
′
i := ϕ
′|Mri , i = 1, . . . , s.
Define Ai := ϕ′i(1Mri )Aϕ
′
i(1Mri ) ⊂her A; the Ai have real rank zero since they
are hereditary subalgebras of A (cf. 2.1). Furthermore, Ai ⊥ Aj if i 6= j and the
maps ϕ′i : Mri → Ai are c.p.c. with strict order zero. Suppose the assertion of the
lemma holds in case F ′ is a single matrix algebra. This means we can construct
finite-dimensional C∗-algebras Fi, unital embeddings ιi : Mri → Fi and discrete
order zero maps ϕi : Fi → Ai with ϕi(1Fi) ≤ ϕ
′
i(1Mri ) and ‖ϕ
′
i(x) − ϕi ◦ ιi(x)‖ <
η · ‖x‖ ∀x ∈Mri . Then put F :=
⊕
Fi, ι :=
⊕
ιi : F
′ → F and ϕ :=
⊕
i ϕi : F →⊕
Ai ⊂ A. But now (using that the Ai are mutually orthogonal) one checks that
‖ϕ′(x) − ϕ ◦ ι(x)‖ = ‖
∑
ϕ′i(1Mrix)−
∑
ϕi ◦ ιi(1Mrix)‖
≤ max
i
{‖ϕ′i(1Mrix)− ϕi ◦ ιi(1Mrix)‖}
≤ max
i
{η · ‖1Mrix‖}
= η · ‖x‖
for all x ∈ F ′; it is clear that ϕ(1F ) ≤ ϕ′(1F ′). Therefore, we only have to prove
the lemma for F ′ = Mr.
So let r ∈ N be given. Note that, if ϕ′ : Mr → A has strict order zero, then
ϕ′(x) = ϕ′(1Mr)σ(x), where σ : Mr → A
′′ is the ∗-homomorphism from 1.2.
Take a set {ek,l | k, l = 1, . . . , r} of matrix units for Mr and define a := ϕ′(e11).
Now by 2.1 there are pairwise orthogonal projections q1, . . . , qm ∈ aAa and 0 <
λ1, . . . , λm ≤ 1 such that ‖
∑
i λi ·qi−a‖ < η; we may also assume that
∑
i λi ·qi ≤ a.
Note that σ(e1,1)qi = qi ∀ i, because σ(e1,1)a = a and the qi live in aAa. Moreover,
it is not hard to check that the qi can be written as qi = ϕ
′(1Mr )hiϕ
′(1Mr ) for
suitable elemets hi ∈ A.
For i = 1, . . . ,m, define
pi :=
r∑
j=1
σ(ej,1)qiσ(e1,j) .
Because σ is a ∗-homomorphism and since σ(e1,1)qi = qi, we see that the pi
are mutually orthogonal projections. Since qi = ϕ
′(1Mr )hiϕ
′(1Mr ) and ϕ
′(x) =
σ(x)ϕ′(1Mr ) ∈ A for all x ∈ Mr, the pi in fact live in A. Moreover, [pi, σ(ek,l)] =
0 ∀ k, l = 1, . . . , r, so by 1.2 we can define strict order zero maps ϕi : Mr → piApi
by ϕi(x) := λi · piσ(x) for x ∈Mr.
Define F :=
⊕m
i=1Mr and ϕ : F →
⊕
i piApi by ϕ :=
⊕
i ϕi. Since the ϕi have
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pairwise orthogonal images and each ϕi has strict order zero, we see that ϕ also
has strict order zero. Moreover, ϕi(1Mr ) = λi · pi, so in fact ϕ is a discrete order
zero map. Note that ϕ(1F ) =
∑
i λi · pi, so
‖ϕ(1F )− ϕ
′(1Mr )‖ = ‖
∑
i
λi · pi − ϕ
′(1Mr )‖
= ‖
m∑
i=1
λi(
r∑
j=1
σ(ej,1)qiσ(e1,j))−
r∑
j=1
σ(ej,1)ϕ
′(e1,1)σ(e1,j)‖
= ‖
r∑
j=1
σ(ej,1)(
m∑
i=1
λi · qi)σ(e1,j)−
r∑
j=1
σ(ej,1)aσ(e1,j)‖
= ‖
r∑
j=1
σ(ej,1)(
m∑
i=1
λi · qi − a)σ(e1,j)‖
= max
j
‖σ(ej,1)(
m∑
i=1
λi · qi − a)σ(e1,j)‖
< η .
Similarly, one checks that ϕ(1F ) ≤ ϕ′(1Mr ). Let ι : Mr → F be the diagonal
embedding, then, for any x ∈Mr, ϕ ◦ ι(x) = ϕ(1F )σ(x), hence
‖ϕ ◦ ι(x) − ϕ′(x)‖ = ‖(ϕ(1F )− ϕ
′(1Mr ))σ(x)‖ < η · ‖x‖ .
2.5 Proposition: Let A be a C∗-algebra with real rank zero and decomposition
rank n. For any b1, . . . , bk ∈ A and ε > 0, there is a c.p. approximation (F, ψ, ϕ)
such that ϕ is discretely n-decomposable and
‖ϕψ(bj)− bj‖, ‖ψ(bj)ψ(bl)− ψ(bjbl)‖ < ε for j, l = 1, . . . , k .
Proof: We may assume that the bj are positive and normalized. Choose a c.p.
approximation (F ′, ψ′, ϕ′) such that ϕ′ is n-decomposable and
‖ϕ′ψ′(bj)− bj‖, ‖ψ
′(bj)ψ
′(bl)ψ
′(bjbl)‖ <
ε
2
for j, l = 1, . . . , k ;
this is possible by [11], Proposition 5.2. Since ϕ′ is n-decomposable, we can write
F ′ = F ′0 ⊕ . . . ⊕ F
′
n such that the restrictions ϕ
′|F ′
i
have strict order zero for i =
0, . . . , n. Set η := ε2(n+1) and apply Lemma 2.4 to each of these maps. This yields
finite-dimensional C∗-algebras Fi, unital embeddings ιi : F
′
i → Fi and discrete
order zero maps ϕi : Fi → A (for i = 0, . . . , n) satisfying
‖ϕ′(x) − ϕi ◦ ιi(x) < η‖x‖ for all x ∈ F
′
i .
By 2.4 we may even assume that ϕi(1Fi) ≤ ϕ
′(1F ′
i
).
Now set F := F0⊕ . . .⊕Fn, ψ := (ι0⊕ . . .⊕ ιn) ◦ψ′ and ϕ := ϕ0+ . . .+ϕn, then ϕ is
discretely n-decomposable by our construction. Note that not only ψ, but also ϕ is
contractive since ϕ(1F ) ≤
∑
ϕ′(1F ′
i
) = ϕ′(1F ′) and ϕ
′ is contractive. Furthermore,
‖ψ(bj)ψ(bl)− ψ(bjbl)‖ ≤ ‖ψ
′(bj)ψ
′(bl)ψ
′(bjbl)‖ < ε
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because ι0 ⊕ . . .⊕ ιn is a ∗-homomorphism. Finally,
‖ϕψ(bj)− ϕ
′ψ′(bj)‖ = ‖
∑
i
ϕi ◦ ιi(1F ′
i
ψ′(bj))− ϕ
′(1F ′
i
ψ′(bj))‖
≤
∑
i
η‖1F ′
i
ψ′(bj)‖
≤ (n+ 1)η ,
so
‖ϕψ(bj)− bj‖ <
ε
2
+
ε
2
= ε .
2.6 Remark: In the preceding proof, if the matrix blocks of F ′ at least have size
r, then so have the matrix blocks of F . Therefore, in the setting of Proposition
1.7, we may additionally assume the approximations (Fk, ψk, ϕk) to be discretely
n-decomposable, if A has real rank zero.
3. Comparison
In this section we first recall some well-known facts about the K0-group and the
tracial state space of a C∗-algebra. We then prove that a simple C∗-algebra with
finite decomposition rank and real rank zero has Blackadar’s second fundamental
comparability property, in other words, it admits comparison of projections in terms
of tracial states.
3.1 Recall that, for a unital C∗-algebra A, the abelian group K0(A) is given by
K0(A) = {[p]0 − [q]0 | p, q ∈ P(A⊗K)} .
Here, P(A ⊗ K) denotes the set of projections in K ⊗ A and [ . ]0 an equivalence
relation on P(A ⊗ K) based on Murray–von Neumann equivalence (see [1] for a
detailed definition). With the positive cone
K0(A)+ = {[p]0 | p ∈ P(A⊗K)} ,
(K0(A),K0(A)+) becomes a preordered group in the sense of [8]. We will only
deal with stably finite A, in which case (K0(A),K0(A)+) is an ordered group,
i.e. K0(A)+ ∩ −K0(A)+ = ∅. Note that the class [1A] is a distinguished or-
der unit of K0(A). From now on, we will simply write K0(A) for the triple
(K0(A),K0(A)+, [1A]).
3.2 By S(K0(A)) we denote the state space of K0(A), i.e., the set of all positive
homomorphisms f : K0(A) → R with f([1A]) = 1 equipped with the weak*-
topology. With this topology, S(K0(A)) is a compact convex set, just as the space
T (A) of tracial states on A. There is a natural map rA : T (A) → S(K0(A)). We
are mainly interested in nuclear C∗-algebras of real rank zero; for these the map
rA is a homeomorphism (cf. [16], 1.1.11 and 1.1.12). To simplify notation, we will
not always write the rA explicitly.
By evaluation, the map rA induces a map ι : K0(A) → Aff(T (A)), the space of
continuous affine functions on the convex set T (A). Sometimes we shall consider the
composition of ι with the restriction map Aff(T (A)) → C(∂eT (A)), where ∂eT (A)
denotes the extreme boundary of T (A). This composition will also be denoted by
ι.
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3.3 The space S(K0(A)) can be used to compare elements of K0(A), but sometimes
the space T (A) (and, therefore, S(K0(A))) can be used to compare elements (or at
least projections) of A. More precisely: A C∗-algebra A is said to have Blackadar’s
second fundamental comparability property, if, for any p, q ∈ P(A), the estimate
τ(p) < τ(q) ∀ τ ∈ T (A) implies p  q (i.e., p is Murray–von Neumann equivalent
to a subprojection of q). In this case,
K0(A)+ = {x ∈ K0(A) | rA(τ)(x) > 0 ∀ τ ∈ T (A)} .
3.4 The ordered groupK0(A) is said to be weakly unperforated if it is unperforated
for the strict order. This means, whenever g ∈ K0(A), n ∈ N and 0 6= n · g ∈
K0(A)+, then g ∈ K0(A)+.
3.5 Proposition: Suppose A is unital and simple andMk(A) satisfies Blackadar’s
second fundamental comparability property for each k ∈ N; let T (A) be nonempty.
Then K0(A) is weakly unperforated.
Proof: Suppose g ∈ K0(A), n ∈ N and 0 6= n · g ∈ K0(A)+. Then there are
nonzero projections e, f, p ∈ Mk(A) such that [e]0 − [f ]0 = g and [p]0 = ng˙ =
n[˙e]0−n · [f ]0. Now, for any τ ∈ T (A), since A is simple we have 0 < τ(p), whence
0 < n(τ(e) − τ(f)). But then τ(f) < τ(e) for all τ and comparison yields f  e.
This in turn means that there is q ∈Mk(A) with [q]0 = [e]0 − [f ]0, so g ∈ K0(A)+
and K0(A) is weakly unperforated.
In order to prove the main result of this section (Theorem 3.9) we first need a
number of technical intermediate results.
3.6 Lemma: Let A be a simple unital C∗-algebra with rrA = 0 and drA =
n < ∞. if p ∈ A is a nonzero projection, there is a projection q ∈ pAp such that
1
9(n+1)2 · τ(p) < τ(q) <
1
2 · τ(p) for all tracial states τ ∈ T (A).
Proof: Set B := pAp and note that rrB = 0 and drB = n by [5], Theorem 2.5
and [11], Proposition 3.10. Choose η > 0 such that 8(n+ 1)η < 19 .
By Remark 2.6, there is a c.p. approximation (F = Mr1 ⊕ . . . ⊕Mrs , ψ, ϕ) for B
with ‖ϕψ(p)− p‖ < η, ϕ discretely n-decomposable and such that ri > 8(n+1) for
i = 1, . . . , s. Note that ‖ϕψ(p)− p‖ < η and the fact that ϕ and ψ are contractive
together imply that ‖ϕ(1F )− p‖ < η.
For each i, choose li ∈ N such that
1
8(n+1) <
li
ri
< 14(n+1) and a projection ei ∈Mri
with rank li (such li and ei obviously exist).
Define elements gi ∈ B by
gi :=
1
‖ϕ(1Mri )‖
· ϕ(ei)
(w.l.o.g. we may assume that ϕ|Mri 6= 0 ∀ i). Since ϕ is discretely n-decomposable,
we see that the gi are projections. Moreover, there is a decomposition of the index
set {1, . . . , s} into n+1 pairwise disjoint subsets Ij , {1, . . . , s} =
∐n
j=0 Ij , such that
the restriction of ϕ to
⊕
i∈Ij
Mri has strict order zero for each j. But this means
that gi ⊥ gi′ if i, i
′ ∈ Ij for some j, from which in turn follows that
qj :=
∑
i∈Ij
gi
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are projections in B for j = 0, . . . , n.
Next, choose some 0 < ε < 14 . Since rrB = 0, there is a projection q ∈ B with
1
2
· q ≤ (1− 2ε) · q ≤ g :=
n∑
j=0
qj
and
q ≥ f1−ε,1(g) ,
where f1−ε,1 is defined as in 1.7. Note that ‖g − f1−ε,1(g)‖ ≤ 1 − ε, so, for j =
0, . . . , n,
qjqqj ≥ qjf1−ε,1(g)qj ≥ qjgqj − (1− ε) · qj ≥ qj − (1 − ε) · qj = ε · qj .
As a consequence, qjqqj is invertible in qjBqj and
qj  q ∀ j .
Now let τ be some tracial state on A (then 0 < τ(p) ≤ 1). For each i = 1, . . . , s,
ϕ(Mri) is isomorphic to Mri and the restriction of τ to ϕ(Mri) is a trace by 1.8.
Therefore,
τ(gi) =
li
ri
τ(1Mri )
for all i. It follows that
τ(qj) >
1
8(n+ 1)
· τ

∑
i∈Ij
1
‖ϕ(1Mri )‖
ϕ(1Mri )

 > 1
8(n+ 1)
· τ

∑
i∈Ij
ϕ(1Mri )

 .
Using that qj  q, we obtain
(n+ 1)τ(q) ≥
n∑
j=0
τ(qj)
>
1
8(n+ 1)
· τ

 n∑
j=0
∑
i∈Ij
ϕ(1Mri )


=
1
8(n+ 1)
τ(ϕ(1F ))
≥
1
8(n+ 1)
(1− η)τ(p) ,
whence
τ(q) >
1− 8(n+ 1)η
8(n+ 1)2
τ(p) >
1
9(n+ 1)2
τ(p) .
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Conversely,
τ(q) ≤ 2τ(g)
= 2
n∑
j=0
τ(qj)
< 2
1
4(n+ 1)
n∑
j=0
∑
i∈Ij
τ
(
1
‖ϕ(1Mri )‖
ϕ(1Mri )
)
≤
1
2(n+ 1)
n∑
j=0
τ(p)
≤
1
2(n+ 1)
(n+ 1)τ(p)
=
1
2
τ(p) .
3.7 Corollary: Given n ∈ N and η > 0 there are k ∈ N (with 2k−1 ≥ n + 1)
and γ > 0 such that the following holds:
Let A be a simple unital C∗-algebra with rrA = 0 and drA = n and let p ∈ A be a
nonzero projection.
Then there are mutually orthogonal projections q1, . . . , q2k ∈ pAp with p = q1 ⊕
. . .⊕ q2k and γ · τ(p) < τ(qi) < η · τ(p) for all τ ∈ T (A) and i = 1, . . . , 2
k.
Proof: Choose k ∈ N such that 2k−1 ≥ n + 1 and (1 − 19(n+1)2 )
k < η. Set
γ := ( 19(n+1)2 )
k.
Now let A and p be as in the hypothesis of the Corollary. By Lemma 3.6, there is
a projection q ≤ p in A such that, for all tracial states τ on A,
1
9(n+ 1)2
τ(p) < τ(q) <
1
2
τ(p) .
Note that these inequalities also imply
1
2
τ(p) < τ(p − q) <
(
1−
1
9(n+ 1)2
)
τ(p)
for all τ ∈ T (A). Next, apply Lemma 3.6 to q and to p − q to obtain projections
q′ ≤ q and q′′ ≤ p − q. Proceed inductively in the same manner; after k steps we
have pairwise orthogonal projections q1, . . . , q2k ∈ pAp satisfying q1 ⊕ . . .⊕ q2k = p
and (using our inductive construction and the fact that 19(n+1)2 <
1
2 < 1−
1
9(n+1)2 )
γ · τ(p) =
(
1
9(n+ 1)2
)k
τ(p) < τ(qi) <
(
1−
1
9(n+ 1)2
)k
τ(p) < η · τ(p)
for i = 1, . . . , 2k and all τ ∈ T (A).
3.8 Proposition: Let A be a separable, simple and unital C∗-algebra with
drA = n < ∞. Suppose p ∈ A is a projection and d(0), . . . , d(n) ∈ A are pair-
wise orthogonal positive normalized elements in A satisfying τ(p) < τ(d(j)) ∀ τ ∈
T (A), j = 0, . . . , n.
Then p is Murray–von Neumann equivalent to a projection in dAd, where d =
d(0) + . . .+ d(n).
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Proof: Choose an approximating system (Fk, ψk, ϕk)N for A such that the ψk
are approximately multiplicative and the ϕk are n-decomposable with respect to
decompositions Fk =
⊕n
j=0 F
(j)
k and ϕ
(j)
k : F
(j)
k → A.
Define
B :=
∏
N
A/
⊕
N
A , C :=
∏
N
Fk/
⊕
N
Fk and C
j :=
∏
k∈N F
(j)
k /
⊕
k∈N F
(j)
k
for j = 0, . . . , n; note that C =
⊕n
j=0 C
(j). Let ι : A→ B be the natural inclusion
(as constant sequences). The ψk and ϕk induce c.p.c. maps ψ¯ : B → C and ϕ¯ : C →
B. Since the ψk are approximately multiplicative, ψ¯|ι(A) is a ∗-homomorphism;
furthermore, ϕ¯ ◦ ψ¯ ◦ ι = ι, since ϕk ◦ψk → idA pointwise. The maps ψ¯ and ϕ¯ can be
decomposed into maps ψ¯(j) : B → C(j) and ϕ¯(j) : C(j) → B; clearly, the ψ¯(j) are
∗-homomorphisms as well.
Since each ordϕ
(j)
k = 0 for each j and k, there are supporting ∗-homomorphisms
σ
(j)
k : F
(j)
k → A
′′ (cf. 1.2) such that
ϕ
(j)
k (x) = ϕ
(j)
k (1F (j)
k
)σ
(j)
k (x) = σ
(j)
k (x)ϕ
(j)
k (1F (j)
k
) ∀x ∈ F
(j)
k .
These induce ∗-homomorphisms σ¯(j) : C(j) →
∏
N
A′′/
⊕
N
A′′ with the property
that
ϕ¯(j)(x) = ϕ¯(j)(1C(j))σ¯
(j)(x) = σ¯(j)(x)ϕ¯(j)(1C(j)) ∈ B ;
here, we have identified B with its image in
∏
A′′/
⊕
A′′.
Having introduced all this notation, we are now prepared to give the actual proof
of the proposition. For each j, the function T (A) ∋ τ 7→ τ(dj) − τ(p) is nonzero
and continuous on T (A); since T (A) is compact, the number
α := min{τ(dj)− τ(p) | j = 0, . . . , n, τ ∈ T (A)}
exists and is nonzero.
For each k ∈ N and j = 0, . . . , n consider the projections q
(j)
k := χα2 (ψ
(j)
k (d
(j))) and
p
(j)
k := χ 12 (ψ
(j)
k (p)) in F
(j)
k .
Note that ‖p
(j)
k − ψ
(j)
k (p)‖
k→∞
−→ 0, hence πC((p
(j)
0 , p
(j)
1 , . . .)) = ψ¯
(j)(p), where πC :∏
Fk → C denotes the quotient map.
Next, we show that there is K ∈ N such that p
(j)
k  q
(j)
k for all j = 0, . . . , n and
k ≥ K:
Suppose this was not the case. Then, for some j ∈ {0, . . . , n}, there would be a
sequence τk of tracial states on F
(j)
k such that
0 < τrk(q
(j)
rk ) < τrk(p
(j)
rk )
for a subsequence (rk)k∈N of (k)k∈N (from now on, we omit the index rk and write
k instead).
But
q
(j)
k ≥ ψ
(j)
k (d
(j))−
α
2
,
so we obtain
α
2
≥ limk(τk(q
(j)
k )− τk(p
(j)
k )) +
α
2
≥ limk(τk(ψ
(j)
k (d
(j)))− τk(ψ
(j)
k (p))) .
Then there is a free ultrafilter ω ∈ βN \ N such that
lim
ω
τkψ
(j)
k (d
(j))− lim
ω
τkψ
(j)
k (p) ≤
α
2
.
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On the other hand, by 1.9 and since the ψ
(j)
k are approximately multiplicative, the
map τ (j) : A→ C, given by
x 7→ lim
ω
τkψ
(j)
k (x)
is a tracial state on A. (To see that τ (j) is nonzero, note that p
(j)
k 6= 0 ∀ k, hence
F
(j)
k 6= 0 and τk(1F (j)
k
) = 1 ∀ k. Moreover, ‖ψ
(j)
k (1A)−1F (j)
k
‖ → 0, so τ (j)(1A) = 1.)
We now see that τ (j)(d(j))− τ (j)(p) ≤ α2 , a contradiction to the definition of α, so
indeed there is K ∈ N such that p
(j)
k  q
(j)
k for all j = 0, . . . , n and k ≥ K.
Let s
(j)
k ∈ F
(j)
k be partial isometries such that s
(j)
k (s
(j)
k )
∗ = p
(j)
k and (s
(j)
k )
∗s
(j)
k ≤
q
(j)
k . These yield partial isometries s
(j) ∈ C(j) such that
s(j)(s(j))∗ = ψ¯(j)(ι(p))
and
(s(j))∗s(j) ≤ χα
2
(ψ¯(j)(ι(d(j)))) .
We may now define
v(j) := ϕ¯(j)(1C(j))
1
2 σ¯(j)(s(j))
and v :=
∑n
j=0 v
(j); these clearly are well-defined elements in B. Now we have
(v(j))∗v(j) = ϕ¯(j)(1C(j))σ¯
(j)((s(j))∗s(j))
≤ ϕ¯(j)(1C(j))σ¯
(j)(g0,α
2
(ψ¯(j)(d(j))))
= ϕ¯(j)ψ¯(j)(g0,α2 (d
(j)))
≤ ϕ¯ψ¯(g0,α2 (d
(j)))
= ι(g0,α
2
(d(j))) ∈ (ι(d(j))Bι(d(j)))− ⊂ ι(d)Bι(d)
(see 1.7 for the definition of gα,β), from which follows that
v∗v ∈ ι(d)Bι(d)
and that
v(j)(v(j
′))∗ = 0 if j 6= j′ .
As a consequence,
vv∗ =
n∑
i,j=0
v(i)(v(j))∗
=
n∑
j=0
v(j)(v(j))∗
=
n∑
j=0
ϕ¯(j)(1C(j))σ¯
(j)(s(j)(s(j))∗)
=
n∑
j=0
ϕ¯(j)ψ¯(j)(ι(p))
= ϕ¯ψ¯(ι(p))
= ι(p) .
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Finally, choose a positive lift h = (h0, h1, . . .) of v
∗v in
∏
N
dAd; let p′ ∈
∏
N
A be
the lift of ι(p) given by the constant sequence (p, p, . . .). By [14], Theorem 8.2.1,
there is a lift t = (t0, t1, . . .) of v in
∏
N
A such that tt∗ ≤ p′ and t∗t ≤ h. Since t lifts
v, there is m ∈ N such that ‖tmt∗m − p‖ < 1. As a consequence, tmt
∗
m is invertible
in pAp and we may define u := (tmt
∗
m)
− 12 tm. Then u is a partial isometry in A
satisfying uu∗ = p and u∗u ∈ dAd.
3.9 Theorem: Let A be a separable, simple and unital C∗-algebra with real rank
zero and decomposition rank n for some finite n. Then A satisfies Blackadar’s
second fundamental comparability property, and so do all matrix algebras Mk(A)
over A. In particular, K0(A) is weakly unperforated.
Proof: Given p, q ∈ A with τ(p) < τ(q) ∀ τ ∈ T (A) and set ε := min{τ(q) −
τ(p) | τ ∈ T (A)}. Since (τ 7→ τ(q)− τ(p)) is a nonzero positive continuous function
on the compact space T (A), we see that ε > 0 (and, clearly, ε ≤ 1).
Apply Corollary 3.7 (with η = 1, say) to obtain k ∈ N and γ > 0 which satisfy the
assertion of 3.7. Apply Corollary 3.7 oncemore, this time with ε · γ as η to obtain
k′ ∈ N and γ′ > 0.
But this means there are pairwise orthogonal projections p1, . . . , p2k ∈ pAp with
p = p1 ⊕ . . .⊕ p2k and τ(pi) < ε · γ ∀ τ ∈ T (A) i = 1, . . . , 2
k.
Furthermore, we obtain pairwise orthogonal projections q
(1)
0 , . . . , q
(1)
n ∈ qAq (recall
that 2k
′
≥ n+ 1) such that τ(q
(1)
j ) > γτ(q) ∀ τ ∈ T (A), j = 0, . . . , n. In particular,
τ(q
(1)
j ) > ε ·γ > τ(p1) for all j, so by Proposition 3.8 there is a projection p
′
1 ∈ qAq
with p1 ∼ p′1 ≤ q
(1)
0 ⊕ . . .⊕ q
(1)
n ≤ q.
Next, apply the assertion of 3.7 to q−p′1; this yields mutually orthogonal projections
q
(2)
0 , . . . , q
(2)
n ≤ q − p′1 such that
τ(q
(2)
j ) > γ · τ(q − p
′
1) ≥ γ · τ(q − p) > γ · ε .
Again Proposition 3.8 tells us that there is a projection p′2 such that p2 ∼ p
′
2 ≤ q−p
′
1.
We may proceed inductively; after 2k steps we have constructed pairwise orthogo-
nal projections p′1, . . . , p
′
2k ≤ q with pi ∼ p
′
i, from which p ≤ q follows.
The statement also holds for Mk(A), since Mk(A) is again simple and has decom-
position rank n and real rank zero (cf. [5] and [11]).
4. Tracial orthogonalization
Below we provide a method of ‘almost orthogonalizing order zero maps w.r.t. traces’.
This will be useful to deal with C∗-algebras whose tracial state spaces have compact
and zero-dimensional extreme boundary.
4.1 Proposition: Let a, b be positive normalized elements in a C∗-algebra A and
β > 0. Then there is θb(a) ∈ A with 0 ≤ θb(a) ≤ a such that the following holds:
(i) ‖b θb(a)‖ < β
1
8
(ii) if τ ∈ T (A) satisfies τ(a)τ(b) < β, then τ(a) − τ(θb(a)) < β
1
4 .
Proof: Define
θb(a) := a− a
1
2 g
β
1
4 /2,β
1
4
(a
1
2 ba
1
2 )a
1
2
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(cf. 1.7), then 0 ≤ θb(a) ≤ a. We now have
‖θb(a)b‖
2 = ‖θb(a)b
2θb(a)‖
≤ ‖θb(a)bθb(a)‖
≤ ‖θb(a)ba
1
2 ‖
≤ ‖a
1
2 ba
1
2 − g
β
1
4 /2,β
1
4
(a
1
2 ba
1
2 )a
1
2 ba
1
2 ‖
≤
β
1
4
2
< β
1
4 ,
Furthermore, if τ ∈ T (A) satisfies τ(a)τ(b) < β, then
τ(a
1
2 g
β
1
4 /2,β
1
4
(a
1
2 ba
1
2 )a
1
2 ) ≤ τ(g
β
1
4 /2,β
1
4
(a
1
2 ba
1
2 ))
≤
1
β
1
4
τ(a
1
2 ba
1
2 )
<
1
β
1
4
min{τ(a), τ(b)}
≤
1
β
1
4
(τ(a)τ(b))
1
2
< β
1
4 .
4.2 Lemma: For F =Mr1 ⊕ . . .⊕Mrs , µ > 0 and η > 0 there is δ > 0 such that
the following holds:
Let A be a C∗-algebra and ϕ : F → A c.p. with ‖ϕ‖ ≤ µ and ordϕ|Mri = 0 for
i = 1, . . . , s. Then there is a c.p. map ̺ : F → A such that
(i) ord ̺|Mri = 0 ∀ i and ‖̺(1Mri )̺(1Mrj )‖ < η whenever i 6= j,
(ii) ̺(x) ≤ ϕ(x) ∀x ∈ F+, in particular, ̺ is subordinate to ϕ,
(iii) if, for some τ ∈ T (A), the estimates τ(ϕ(1Mri ))τ(ϕ(1Mrj )) < δ hold for all i 6=
j for which ϕ(1Mri )ϕ(1Mrj ) 6= 0, then τ(ϕ(1Mri ))− τ(̺(1Mri )) < η, i = 1, . . . , s.
Proof: By rescaling ϕ and η, if necessary, without loss of generality we may
assume that µ = 1. If we can prove the lemma for F = Mr1 ⊕ Mr2 , then an
iterated application will yield the general case. (To make this iteration work, it is
crucial that, at each step, the map ̺ satisfies condition (ii). Thus, if ϕ preserves
orthogonality for certain elements, so does ̺.) Therefore, let F = Mr1 ⊕Mr2 and
η > 0 be given and suppose ϕ : F → A is c.p.c. with ordϕ|Mri = 0 for i = 1, 2.
First, choose 0 < β < 1 such that r21 · r2 ·β
1
16 ≤ η and set δ := r1 · r2 ·β; fix pairwise
orthogonal minimal projections e1, . . . , er1 ∈Mr1 and f1, . . . , fr2 ∈Mr2 .
Set a
(0)
1 := ϕ(e1) and, inductively, define a
(k)
1 := θϕ(fk)(a
(k−1)
1 ) for k ∈ {1, . . . , r2}
by employing Proposition 4.1. From 1.3 we obtain a c.p.c. map ϕ(1) : Mr1 → A
with strict order zero, ϕ(1)(e1) = a
(r2)
1 and ϕ
(1)(x) ≤ ϕ(x) for all positive x ∈Mr1 ;
in particular, ϕ(1) is subordinate to ϕ|Mr1 .
Next, define a
(0)
2 := ϕ
(1)(e2). Again, we define a
(k)
2 := θϕ(fk)(a
(k−1)
2 ) for k =
1, . . . , r2 using Proposition 4.1. As above, from 1.3 we obtain a c.p.c. order zero
map ϕ(2) : Mr1 → A with ϕ
(2)(e2) = a
(r2)
2 .
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Proceed inductively to construct c.p.c. order zero maps ϕ(l) : Mr1 → A, l = 1, . . . , r1
satisfying ϕ(r1)(x) ≤ . . . ≤ ϕ(1)(x) ≤ ϕ(x) ∀x ∈ (Mr1)+. If τ ∈ T (A) sat-
isfies τ(ϕ(1Mr1 ))τ(ϕ(1Mr2 )) < δ then, for any l = 1, . . . , r1 and k = 1, . . . , r2,
τ(a
(k)
l )τ(ϕ(fk)) <
δ
r1·r2
= β. Therefore, by Proposition 4.1, τ(a
(k−1)
l ) − τ(a
(k)
l ) <
β
1
4 . Furthermore, τ(a
(r2)
l ) − τ(a
(1)
l+1) < β
1
4 , so τ(a
(0)
1 ) − τ(a
(r2)
r1 ) < r1 · r2 · β
1
4 and
τ(ϕ(1Mr1 ))− τ(ϕ
(r1)(1Mr1 )) < r
2
1 · r2 · β
1
4 ≤ η, since τ(ϕ(1Mr1 )) = r1 · τ(a
(0)
1 ) and
τ(ϕ(r1)(1Mr1 )) = r1 · τ(a
(r2)
r1 ).
Next, observe that ϕ(r1)(el) ≤ ϕ(l)(el) = a
(r2)
l ≤ a
(k)
l for l = 1, . . . , r1 and
k = 1, . . . , r2. This yields the estimate
‖ϕ(r1)(1Mr1 )ϕ(1Mr2 )‖ ≤
r1∑
l=1
r2∑
k=1
‖ϕ(r1)(el)ϕ(fk)‖
≤
r1∑
l=1
r2∑
k=1
‖a
(k)
l ϕ(fk)‖
1
2
4.1
< r1 · r2 · (β
1
8 )
1
2
= r1 · r2 · β
1
16
≤ η .
Define a c.p. map ̺ : F → A by ̺|Mr1 := ϕ
(r1) and ̺|Mr2 := ϕ|Mr2 , then we are
done.
5. Real rank zero and affine functions on T (A)
If A is in a class of C∗-algebras for which the Elliott conjecture is verified, it must
be possible to read off from the invariant wether or not A has real rank zero.
Therefore it makes sense to try to rephrase the condition rrA = 0 in terms of the
Elliott invariant.
In the case where A has finite decomposition rank and T (A) has compact and zero-
dimensional extreme boundary, it will follow from the results of this section that
rrA = 0 if and only if ι(K0(A)+) is dense in Aff(T (A))+, the positive continuous
affine functions on T (A). The essential step is Theorem 5.5, which says that if
ι(K0(A)+) is dense in Aff(T (A))+, then the projections of A can be compared in
terms of tracial states.
5.1 Proposition: Let A be a simple unital C∗-algebra with real rank zero and
drA = n < ∞. For any δ > 0 and any projection p ∈ A there are orthogonal
projections q, q′ ∈ pAp which are Murray–von Neumann equivalent and satisfy
τ(p− q − q′) < δ for all τ ∈ T (A).
Proof: First, choose 0 < γ < 1 and k ∈ N (with 2k−1 ≥ n + 1) such that the
assertion of Corollary 3.7 (with η = 1) holds.
Next, choose m ∈ N such that β := 12m < γ; set α :=
1
(9(n+1)2)m .
From a repeated application of Lemma 3.6 we obtain a projection p′ ≤ p0 := p with
ατ(p0) < τ(p
′) < βτ(p0) < γτ(p0) ∀ τ ∈ T (A) .
By Corollary 3.7 there are pairwise orthogonal projections e1, . . . , e2(n+1) ∈ pAp
with γτ(p) < τ(ei) for all i = 1, . . . , 2(n+1) and all τ ∈ T (A). By Proposition 3.8,
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there are projections q1 ≤ e1 ⊕ . . .⊕ en+1 and q′1 ≤ en+2 ⊕ . . .⊕ e2(n+1) such that
p′ ∼ q1 and p′ ∼ q′1.
Replacing p by p1 := p− (q1 + q′1) (but not changing α, β and γ), we may repeat
this construction to obtain orthogonal projections q2 and q
′
2 in p1Ap1 such that
q2 ∼ q′2 and
ατ(p1) < τ(q2) = τ(q
′
2) < βτ(p1)
for all τ ∈ T (A). Induction now yields sequences of projections (pl)N, (ql)N and
(q′l)N in pAp satisfying:
• distinct projections in {q1, q′1, q2, q
′
2, . . .} are orthogonal
• pl+1 = pl − (ql+1 + q′l+1) ∀ l
• ql ∼ q′l ∀ l
• ατ(pl) < τ(ql+1) = τ(q′l+1) < βτ(pl) ∀ l ∈ N, τ ∈ T (A).
Using that, for any τ ∈ T (A),
j+1∑
l=1
τ(ql + q
′
l) > 2ατ(pj) +
j∑
l=1
τ(ql + q
′
l)
= 2α
(
τ(p0)−
j−1∑
l=1
τ(ql + q
′
l)
)
+
j∑
l=1
τ(ql + q
′
l)
= 2ατ(p0) + (1 − 2α)
j−1∑
l=1
τ(ql + q
′
l) + τ(qj + q
′
j)
> 2ατ(p0) + (1 − 2α)
j∑
l=1
τ(ql + q
′
l)
one checks that
j∑
l=1
τ(ql + q
′
l) > 2α · τ(p0) + (1− 2α) · 2α · τ(p0) + (1− 2α)
2 · 2α · τ(p0)
+ . . .+ (1 − 2α)j−1 · 2α · τ(p0)
=
(
j−1∑
l=0
(1− 2α)l
)
· 2α · τ(p)
j→∞
−→
(
1
1− (1− 2α)
)
· 2α · τ(p)
= τ(p) .
We may regard the projections hj :=
∑j
l=1 ql + q
′
l and p as positive continuous
functions on the compact metrizable space T (A). By the preceding argument, the
hj converge to p pointwise, and since the hj are increasing, we see from Dini’s
theorem that hj → p uniformly (as functions on T (A)). Thus there is ¯ ∈ N such
that τ(p− h¯) < δ ∀ τ ∈ T (A). Set q :=
∑¯
l=1 ql and q
′ :=
∑¯
l=1 q
′
l, then h¯ = q+ q
′
and q ∼ q′ by our construction.
5.2 Corollary: Let A be a simple unital C∗-algebra with real rank zero and
drA = n <∞. Then, for any ε > 0 and any positive function f ∈ Aff(T (A)), there
is [p] ∈ K0(A)+ such that |f(τ) − τ(p)| < ε. In other words, the image of K0(A)+
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in Aff(T (A))+ under the natural map ι is uniformly dense.
If, moreover, ∂eT (A) is compact, then the restriction of ι(K0(A)+) to ∂e(T (A)) is
dense in C(∂e(T (A)))+.
Proof: First, define
N := {ι(x)/2k |x ∈ K0(A), k ∈ N} .
Now [8], Theorem 7.9 says that N is uniformly dense in Aff(T (A)) (recall from 3.2
that S(K0(A)) ≈ T (A)). But, as A satisfies Blackadar’s fundamental comparability
property (cf. Theorem 3.9), it is easy to check that in fact N+ := {ι(x)/2k |x ∈
K0(A)+, k ∈ N} is dense in Aff(T (A))+. On the other hand, ι(K0(A)+) is dense
in N+ by Proposition 5.1.
The second statement holds, since by [8], Corollary 7.5, restriction to ∂eT (A) yields
a surjective map: Aff(T (A))։ C(∂e(T (A))).
5.3 Proposition: Let X be a compact and metrizable space with dimX = 0. Let
0 ≤ f0, . . . , fn ∈ C(X) and η > 0 be given.
Then there are 0 ≤ g0, . . . , gn ∈ C(X) such that gi ⊥ gj if i 6= j, gj ≤ fj and
1
n+ 1
·
n∑
l=0
fl − η ≤
n∑
l=0
gl ≤
1
n+ 1
·
n∑
l=0
fl
for i, j = 0, . . . , n.
Proof: Set h := 1n+1 ·
∑n
l=0 fl − η and define Uj := {t ∈ X | fj(t) > h(t)}.
Obviously, U0, . . . , Un is an open covering of X ; since dimX = 0, there is an open
covering V0, . . . , Vn ofX such that Vj ⊂ Uj and Vi∩Vj = ∅ for all i 6= j ∈ {0, . . . , n}.
Now define continuous functions gj ∈ C(X)+ by
gj(t) :=
{
max{h(t), 0} if t ∈ Vj
0 else .
It is straightforward to check that these functions have the right properties.
5.4 Proposition: Let A be a separable, simple, unital C∗-algebra with drA = n <
∞ and such that ∂eT (A) is compact and satisfies dim ∂eT (A) = 0. Furthermore,
suppose that ι(K0(A)+) ⊂ C(∂eT (A))+ is dense.
Given a positive normalized element d ∈ A and γ > 0, there are n + 1 pairwise
orthogonal normalized elements 0 ≤ d0, . . . , dn ∈ dAd such that
1
(n+1)2 τ(d) − γ <
τ(di) for all i = 0, . . . , n and τ ∈ T (A).
Proof: Choose a system (Fk, ψk, ϕk)N of c.p. approximations for A such that the
ψk are approximately multiplicative and the ϕk are n-decomposable with respect
to Fk =
⊕n
j=0 F
(j)
k ; denote the respective decompositions of ψk and ϕk by ψ
(j)
k and
ϕ
(j)
k , k ∈ N, j = 0, . . . , n.
By Proposition 1.7 we may even assume that the irreducible representations of
hkFkhk, where hk := χ γ
16
(ψk(d)) ∈ Fk, are at least k-dimensional.
Set C :=Mn+1 ⊗Mn+1 and choose ∗-homomorphisms πk : C → hkFkhk which are
maximal in the sense that, for each k, the algebra (hk − πk(1C))Fk(hk − πk(1C))
does not contain a copy of C.
If τ is a tracial state on A, then the maps τ ◦ϕk are positive contractive traces
on Fk (because the ϕk are n-decomposable; cf. 1.8), and so are the restrictions
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τ ◦ϕk|hkFkhk . But then, since the πk are maximal and the irreducible representa-
tions of hkFkhk are at least k-dimensional, it is clear that τ ◦ϕk(hk − πk(1C)) <
(n+1)2
k . As a consequence, there is K0 ∈ N such that
τ ◦ϕk ◦πk(1C) ≥ τ ◦ϕk(hk)−
γ
32
≥ τ ◦ϕk(f γ
16 ,
γ
8
(ψk(d))) −
γ
32
≥ τ ◦ϕk(ψk(d)) −
γ
16
−
γ
32
(1)
≥ τ(d) −
γ
16
− 2
γ
32
= τ(d) −
γ
8
for all τ ∈ T (A) and k ≥ K0 (see 1.7 for the definition of fα,β).
With γ8·k in place of η, µ = n+1 and C ⊗C
n+1 in place of F we apply Lemma 4.2
to obtain δk > 0; we may clearly assume δk <
γ
16(n+1) .
Choose a rank-one projection e ∈ Mn+1 and, for each k ∈ N and j = 0, . . . , n,
define
f
(j)
k := ϕ
(j)
k ◦π
(j)
k (1Mn+1 ⊗ e) ∈ A .
Now, by our assumption on the space of exremal tracial states on A, from Proposi-
tion 5.3 (with γ8 in place of η and (f
(j)
k −
γ
16 · 1)+ in place of fj) we obtain positive
functions g
(j)
k ∈ C(∂eT (A)) satisfying
• g
(i)
k ⊥ g
(j)
k if i 6= j
• g
(j)
k (τ) ≤
1
n+1τ((f
(j)
k −
γ
16 )+)
• 1n+1
∑n
l=0 τ((f
(l)
k −
γ
16 )+)−
γ
8 ≤
∑n
l=0 g
(l)
k (τ) ≤
1
n+1
∑n
l=0 τ((f
(l)
k −
γ
16 )+)
for all i, j ∈ {0, . . . , n} and τ ∈ T (A).
By our assumption, the image of K0(A)+ in C(∂eT (A))+ is dense, so for each k
there is mk ∈ N and a projection q
(j)
k ∈Mmk(A) such that
g
(j)
k (τ) −
δk
3(n+ 1)2
< τ(q
(j)
k ) < g
(j)
k (τ) +
δk
3(n+ 1)2
for all k ∈ N, j = 0, . . . , n and τ ∈ T (A).
Let e0, . . . , en ∈Mn+1 be a set of pairwise orthogonal rank-one projections, then
f
(j)
k =
n∑
l=0
ϕ
(j)
k ◦π
(j)
k (el ⊗ e)
and
τ ◦ϕ
(j)
k ◦π
(j)
k (el ⊗ e) =
1
n+ 1
τ(f
(j)
k ) .
Now
τ(q
(j)
k ) ≤ τ ◦ϕ
(j)
k ◦π
(j)
k (el ⊗ e)
for all l = 0, . . . , n. Since ord (ϕ
(j)
k ) = 0, we see from Proposition 3.8 that each q
(j)
k
is Murray–von Neumann equivalent to a projection in (f
(j)
k Af
(j)
k )
−. Misusing our
notation we may assume that q
(j)
k ∈ (f
(j)
k Af
(j)
k )
−.
From 1.3, for each k ∈ N and j ∈ {0, . . . , n} we obtain a c.p.c. map ϕ¯
(j)
k : Mn+1 → A
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with strict order zero (and the same supporting ∗-homomorphism as ϕ
(j)
k ◦π
(j)
k ) such
that ϕ¯
(j)
k (e) = q
(j)
k .
The ϕ¯
(j)
k add up to c.p. maps ϕ¯k : Mn+1 ⊗ C
n+1 → A with ‖ϕ¯k‖ ≤ n + 1. Next,
we may apply Lemma 4.2 to find c.p. maps ̺k :
⊕n
j=0Mn+1 → A (we denote the
components by ̺
(j)
k ) satisfying
(i) ord ̺
(j)
k = 0 and ‖̺
(i)
k (1Mn+1)̺
(i)
k (1Mn+1)‖ <
γ
8·k for all i 6= j
(ii) ̺k(x) ≤ ϕ¯k(x) ∀x ∈ (Mn+1 ⊗ Cn+1)+
(iii) if, for some τ ∈ T (A), the estimates τ(ϕ¯
(i)
k (1Mn+1))τ(ϕ¯
(j)
k (1Mn+1)) < δk hold
whenever i 6= j, then τ(ϕ¯
(j)
k (1Mn+1))− τ(̺
(j)
k (1Mn+1)) <
γ
8·k .
But now we check that, if i 6= j, then
τ(ϕ¯
(i)
k (1Mn+1))τ(ϕ¯
(j)
k (1Mn+1))
= (n+ 1)2τ(q
(i)
k )τ(q
(j)
k )
≤ (n+ 1)2
(
g
(i)
k (τ) +
δk
3(n+ 1)2
)(
g
(j)
k (τ) +
δk
3(n+ 1)2
)
≤ (n+ 1)2 · 3
δk
3(n+ 1)2
< δk ,
so indeed
0 ≤ τ(ϕ¯
(j)
k (1Mn+1)− ̺
(j)
k (1Mn+1)) <
γ
8 · k
for all k ∈ N, j = 0, . . . , n and all τ ∈ T (A).
By (1) there is K0 ∈ N such that, for all k ≥ K0 and τ ∈ T (A),
τ(d) ≤
1
(n+ 1)2
(
τ ◦ϕk ◦πk(1C) +
γ
8
)
= (n+ 1)
n∑
l=0
τ(f
(l)
k ) +
γ
8
≤ (n+ 1)
n∑
l=0
τ((f
(l)
k −
γ
16
)+) + (n+ 1)
γ
16
+
γ
8
≤ (n+ 1)2
n∑
l=0
g
(l)
k (τ) + (n+ 1)
2 γ
8
+ (n+ 1)
γ
16
+
γ
8
≤ (n+ 1)2
n∑
l=0
τ(q
(l)
k ) + (n+ 1)
3 δ
3(n+ 1)2
+ (n+ 1)2
γ
8
+ (n+ 1)
γ
16
+
γ
8
≤ (n+ 1)2
n∑
l=0
τ(̺
(l)
k (e0)) + (n+ 1)
2 γ
8(n+ 1)
+ (n+ 1)3
δ
3(n+ 1)2
+(n+ 1)2
γ
8
+ (n+ 1)
γ
16
+
γ
8
.
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As a consequence, we see that
τ(̺k ◦κ(e0))
≥
1
(n+ 1)2
τ(d) −
(
γ
8(n+ 1)
+
δ
3(n+ 1)
+
γ
8
+
γ
16(n+ 1)
+
γ
8(n+ 1)2
)
≥
1
(n+ 1)2
τ(d) −
γ
2
,
where κ : Mn+1 →
⊕
0,...,nMn+1 denotes the diagonal embedding. It follows from
our construction that
‖̺k(x)g0, γ16 (d)− ̺k(x)‖ → 0
and that
‖̺
(i)
k (1Mn+1)̺
(j)
k (1Mn+1)‖ → 0
for i 6= j, whence the ̺k induce an order zero map
̺ :
⊕
0,...,n
Mn+1 →
∏
N
dAd/
⊕
N
dAd
(again, see 1.7 for the definition of gα,β).
Since order zero maps are semiprojective (cf. [21]), there are K1 ∈ N (we may
assume K1 ≥ K0) and an order zero map
¯̺ :
⊕
0,...,n
Mn+1 →
∏
k≥K1
dAd
with
‖ ¯̺k ◦κ(e0)− ̺k ◦κ(e0)‖ <
γ
2
∀ k ≥ K1 .
Then in particular we have ¯̺K1 ◦κ(Mn+1) ∈ dAd and, for j = 0, . . . , n and τ ∈
T (A), from 1.8 we obtain
τ(¯̺K1 ◦κ(ej)) = τ(¯̺K1 ◦κ(e0)) ≥
1
(n+ 1)2
τ(d) − γ .
The ¯̺K1 ◦κ(e0), . . . , ¯̺K1 ◦κ(en) are pairwise orthogonal, since ¯̺K1 ◦κ has strict or-
der zero.
5.5 Theorem: Let A be a separable, simple, unital C∗-algebra with drA = n <∞
and such that ∂eT (A) is compact and satisfies dim ∂eT (A) = 0. Furthermore,
suppose that ι(K0(A)+) ⊂ C(∂eT (A))+ is dense.
If p ∈ A is a projection and d ∈ A is a positive normalized element such that
τ(p) < τ(d) for all τ in T (A), then p is Murray–von Neumann equivalent to a
projection in dAd.
In particular, A satisfies Blackadar’s second fundamental comparability property
and K0(A) is weakly unperforated.
Proof: We may clearly assume that p is nonzero, for otherwise there is nothing
to show. Set
α := min{τ(d)− τ(p) | τ ∈ T (A)} .
Since T (A) is compact and τ(p) < τ(d) for all τ , and because d is nonzero and
normalized, we see that 0 < α < 1.
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Next, choose k ∈ N such that 1 − kk+2(n+1)2 <
α
2(n+1)2 . With β :=
1
k+2(n+1)2 we
have
0 < 1− k · β <
α
2(n+ 1)2
and β <
1− (k − 1) · β
2(n+ 1)2
.
We may regard β · p as a continuous function on ∂eT (A) (defined by τ 7→ β · τ(p)).
Since the image of K0(A)+ in C(∂eT (A))+ is dense, it is straightforward to see that
there exists a projection e ∈Mr(A) (for some r ∈ N) such that
0 < τ(p)− kτ(e) <
α
2(n+ 1)2
τ(p)
and
τ(e) <
τ(p)− (k − 1)τ(e)
2(n+ 1)2
∀ τ ∈ T (A) .
Because p 6= 0, the number
γ := min{
τ(p)
2(n+ 1)2
| τ ∈ T (A)}
is nonzero and by Proposition 5.4 there are pairwise orthogonal positive normalized
elements d0, . . . , dn ∈ pAp satisfying
τ(dj) ≥
τ(p)
(n+ 1)2
− γ ≥
τ(p)
2(n+ 1)2
> τ(e)
for all j = 0, . . . , n and τ ∈ T (A). By Proposition 3.8 there is a projection p0 ∈ pAp
which is Murray–von Neumann equivalent to e.
In the same manner (but replacing p by p − p0) we obtain from Propositions 5.4
and 3.8 a projection p1 ≤ p− p0 which is Murray–von Neumann equivalent to e.
Using that
τ(e) <
τ(p− (p0 + . . .+ pi))
2(n+ 1)2
for all i ≤ k − 1, we can proceed inductively to construct pairwise orthogonal
projections p0, . . . , pk−1 ∈ pAp which are all Murray–von Neumann equivalent to
e. Set pk := p− (p0 + . . .+ pk−1), then
τ(pi) <
α
2(n+ 1)2
τ(p)
for all i = 0, . . . , k and τ ∈ T (A).
Now choose an approximate unit 0 ≤ h0 ≤ h1 ≤ . . . for dAd satisfying hi ≥ (d−
α
2 )+
and hi+1hi = hi for all i ∈ N.
Since τ(h0) ≥
α
2 and τ(p0) ≤
α
2(n+1)2 for all τ ∈ T (A), it follows from Propositions
5.4 and 3.8, that there is a projection q0 ∈ h0Ah0 with p0 ∼ q0.
We now have 0 ≤ h1 − q0 and τ(h1 − q0) ≥
α
2 , so we may apply 5.4 and 3.8
oncemore to obtain a projection q1 ∈ (h1 − q0)A(h1 − q0) with p1 ∼ q1. Induction
yields projections qj ∈ (hj − qj−1)A(hj − qj−1) with qj ∼ pj for j = 1, . . . , k.
It is clear from our construction that the qj are pairwise orthogonal and sum up to
a projection q0 ⊕ . . .⊕ qk ∈ dAd which is Murray–von Neumann equivalent to p.
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6. Tracial approximations
In this section we recall the notion of tracial rank zero, prove our main result and
derive its corollaries.
6.1 Recall from [12] that a simple unital C∗-algebra A is said to have tracial rank
zero, if the following holds:
Given ε > 0, 0 6= a ∈ A+ and G ⊂ A finite, there is a finite-dimensional C
∗-algebra
B ⊂ A such that
(i) ‖[1B, x]‖ < ε ∀x ∈ B,
(ii) dist(pxp,B) < ε ∀x ∈ B,
(iii) 1A − 1B is Murray–von Neumann equivalent to a projection in aAa.
It was shown in [12] that simple, separable, unital C∗-algebras with tracial rank
zero have real rank zero, stable rank one, are quasidiagonal and their K0-groups are
weakly unperforated and have the Riesz interpolation property. In [13], Lin showed
that the class A of all simple, separable, unital, nuclear C∗-algebras with tracial
rank zero which satisfy the Universal coefficient theorem (cf. [1]) indeed satisfies
Conjecture 0.1.
6.2 Theorem: Let A be a separable, simple, unital C∗-algebra with drA = n <
∞. Suppose that ∂eT (A) is compact, that dim ∂eT (A) = 0 and that ι(K0(A)+) ⊂
C(∂eT (A))+ is dense. Then A has tracial rank zero.
Proof: Let a1, . . . , am ∈ A be positive normalized elements and let ε > 0 be given.
Choose η > 0 such that η
1
4 < 110(n+1) and such that 2η + 4η
1
4 < ε. Next, choose a
c.p. approximation (F = Mr1 ⊕ . . .⊕Mrs , ψ, ϕ) for a1, . . . , am, a
2
1, . . . , a
2
m within η
such that ϕ is n-decomposable with respect to {1, . . . , s} =
∐n
j=0 Ij and such that
‖ψ(al)2 − ψ(a2l )‖ < η for all l.
Denote the restrictions ϕ|Mri by ϕi and let σi : Mri → A
′′ be supporting ∗-homo-
morphisms for ϕi. For each i let {e
(i)
k,l | k, l = 1, . . . , ri} be a set of matrix units for
Mri. Define Bi := (σi(e
(i)
1,1)Aσi(e
(i)
1,1))
−.
Following 1.3, we then obtain ∗-homomorphisms σ¯i : Bi ⊗Mri → A
′′ and c.p.c.
maps ϕ¯i : Bi ⊗Mri → A given by
σ¯i(a⊗ x) :=
ri∑
k=1
σi(e
(i)
k,1)aσi(e
(i)
1,k)σi(x)
and
ϕ¯i(a⊗ x) := ϕi(1Mri )
1
2 σ¯i(a⊗ x)ϕi(1Mri )
1
2 .
In particular we see that the ϕ¯i add up to a c.p.c. map
ϕ¯ :
s⊕
i=1
Bi ⊗Mri → A
satisfying ϕ¯ ◦κ = ϕ, where κ : F →
⊕s
i=1 Bi⊗Mri is the obvious unital embedding.
For each i define a c.p.c. map ϕ′i : Mri → A by ϕ
′
i(x) := fη
1
4 ,2η
1
4
(ϕi(1Mri ))σi(x)
(see 1.7 for the definition of fα,β). The ϕ
′
i add up to a c.p.c. map ϕ
′ : F → A which
is subordinate to ϕ and satisfies ‖ϕ′(x)− ϕ(x)‖ ≤ (n+ 1)η
1
4 ‖x‖ for all x ∈ F+.
For j = 0, . . . , n define h(j) :=
∑
i∈Ij
ϕ′(1Mri ). Regarding the h
(j) as continuous
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functions on ∂eT (A), we may apply Proposition 5.3 to obtain positive functions
g(0) ⊕ . . .⊕ g(n) ∈ C(∂eT (A)) such that g(j) ⊥ g(j
′) if j 6= j′, g(j)(τ) ≤ τ(h(j)) and
1
n+ 1
n∑
j=0
τ(h(j))−
1
10(n+ 1)
≤
n∑
j=0
g(j)(τ) ≤
1
n+ 1
n∑
j=0
τ(h(j))
for all τ ∈ ∂eT (A). For i = 1, . . . , s define gi := inf{g(j), ι(ϕ′(1Mri ))} ∈ C(∂eT (A)),
where j is such that i ∈ Ij .
Since the g(j) are pairwise orthogonal, we have for all τ ∈ ∂eT (A) that
n∑
j=0
g(j)(τ) ≤
s∑
i=1
gi(τ) .
We now obtain
1
n+ 1
τ(ϕ′(1F ))−
1
10(n+ 1)
=
1
n+ 1
n∑
j=0
τ(h(j))−
1
10(n+ 1)
≤
n∑
j=0
g(j)(τ)
≤
s∑
i=1
gi(τ)
≤ τ(ϕ′(1F )) .
Furthermore, we have gi(τ) ≤ τ(ϕ′(1Mri )) ∀ i and
∑
i∈Ij
gi ⊥
∑
i∈Ij′
gi whenever
j 6= j′ ∈ {0, . . . , n}.
For γ := ηs , there is α > 0 as in Proposition 1.5. Obtain 0 < δ < γ from Lemma
4.2 (with µ = n + 1 and η′ := min{η, α} in place of η). Since ι(K0(A)+) is dense
in C(∂eT (A)), there are r ∈ N and projections pi ∈Mr(A) such that
1
ri
(gi(τ)− δ/2) < τ(pi) <
1
ri
(gi(τ) + δ/2) ∀ τ ∈ ∂eT (A) .
But then τ(pi) < τ(ϕ
′(e
(i)
1,1)) for all τ and i, so by Theorem 5.5 there are projections
p′i ∈ (ϕ
′
i(e
(i)
1,1)Aϕ
′
i(e
(i)
1,1))
− with p′i ∼ pi ∀ i.
From 1.3 we obtain order zero maps ϕ′′i : Mri → A with ϕ
′′
i (e
(i)
1,1) = p
′
i and such
that σi is a supporting ∗-homomorphism for ϕ
′′
i ∀ i (in particular this means that
the sum ϕ′′ is subordinate to ϕ).
Now if i 6= i′ ∈ {1, . . . , s} are so that ϕ′′i (1Mri )ϕ
′′
i′ (1Mr
i′
) 6= 0, then
ϕi(1Mri )ϕi′(1Mri′ ) 6= 0 ,
hence i ∈ Ij and i′ ∈ Ij′ for distinct j and j′. But then gi ⊥ gi′ , so we obtain
τ(ϕ′′i (1Mri ))τ(ϕ
′′
i′ (1Mr
i′
)) < δ
for all τ ∈ ∂eT (A).
From Lemma 4.2 we now obtain a c.p. map ̺ : F → A which has strict order zero
on the matrix blocks of F , satisfies ‖̺(1Mri )̺(1Mri′ )‖ < η
′ ≤ α for i 6= i′ and
which is subordinate to ϕ′′ (hence to ϕ). Furthermore, ̺(x) ≤ ϕ′′(x) ∀x ∈ F+ and
τ(ϕ′′(1F ))− τ(̺(1F )) < η
′ ∀ τ ∈ ∂eT (A). By Proposition 1.5 there is an order zero
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map ¯̺ : F → A with ‖ ¯̺(x)− ̺(x)‖ < γ‖x‖ ∀x ∈ F .
As above, we find projections qi ∈ (¯̺(e
(i)
1,1)A ¯̺(e
(i)
1,1))
− with
1
ri
(τ(¯̺(1Mri ))− γ) < τ(qi) <
1
ri
(τ(¯̺(1Mri )) + γ) ,
from which follows that
1
ri
(τ(̺(1Mri ))− 2γ) < τ(qi) <
1
ri
(τ(̺(1Mri )) + 2γ) .
This in turn yields a c.p.c. map ̺′ : F → A with the properties that ̺′ is subordinate
to ¯̺ (in particular, it has strict order zero and the restrictions ̺′i := ̺
′|Mri have
supporting ∗-homomorphisms σi) and
̺′(e
(i)
1,1) = qi ∈ (¯̺(e
(i)
1,1)A ¯̺(e
(i)
1,1))
− .
Since ̺′ has strict order zero and maps projections to projections, by [20], Propo-
sition 3.2.b), it is a ∗-homomorphism . We proceed to check that the finite-
dimensional subalgebra ̺′(F ) ⊂ A has the right properties. First, note that for
all τ ∈ ∂eT (A)
τ(̺′(1F )) =
s∑
i=1
ri · τ(qi)
≥
s∑
i=1
τ(̺(1Mri ))− 2 · s · γ
≥ τ(ϕ′′(1F ))− 2 · s · γ − η
′
>
s∑
i=1
gi(τ)− 2 · s · γ − η
′ − s · δ
≥
1
n+ 1
τ(ϕ′(1F ))−
1
10(n+ 1)
− s · (2 · γ + δ)− η′
≥
1
n+ 1
τ(ϕ(1F ))− η
1
4 −
1
10(n+ 1)
− s · (2 · γ + δ)− η′
≥
1
n+ 1
τ(1) −
η
n+ 1
− η
1
4 −
1
10(n+ 1)
− s · (2 · γ + δ)− η′
≥
1
n+ 1
−
η
n+ 1
− η
1
4 −
1
10(n+ 1)
− 4η
>
1
n+ 1
−
1
2(n+ 1)
=
1
2(n+ 1)
.
Using functional calculus it is straightforward to construct positive elements ci ∈
C∗(ϕi(e
(i)
1,1)) satisfying ciϕi(e
(i)
1,1)ϕ
′
i(e
(i)
1,1) = ϕ
′
i(e
(i)
1,1) and ‖ci‖ ≤
1
η
1
4
; we may regard
the ci as elements of Bi and set c := c1 ⊕ . . .⊕ cs ∈
⊕
Bi.
Recall that ̺′ is subordinate to ϕ′, so in particular we have qi = ̺
′
i(e
(i)
1,1) ∈
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(ϕ′i(e
(i)
1,1)Aϕ
′
i(e
(i)
1,1))
−, from which follows that c
1
2
i ϕi(e
(i)
1,1)
1
2 qi = qi. Now for an arbi-
trary element x = x1 ⊕ . . .⊕ xs ∈ F we have
ϕ¯(κ(x)c) = ϕ¯(cκ(x))
= ϕ¯(c
1
2κ(x)c
1
2 )
=
s∑
i=1
ϕ¯i((c
1
2
i qic
1
2
i )⊗ xi)
=
s∑
i=1
ϕi(1F )
1
2 (
ri∑
k=1
σi(e
(i)
k,1)c
1
2
i qic
1
2
i σi(e
(i)
1,k))σi(xi)ϕi(1F )
1
2
=
s∑
i=1
ri∑
k=1
(σi(e
(i)
k,1)ϕi(e
(i)
1,1)
1
2 c
1
2
i qic
1
2
i ϕi(e
(i)
1,1)
1
2 σi(e1,k))σi(xi)
=
s∑
i=1
ri∑
k=1
σi(e
(i)
k,1)qiσi(e
(i)
1,k)σi(xi)
=
s∑
i=1
̺′i(xi)
= ̺′(x) ,
which in particular shows that ϕ¯(c) = ̺′(1F ).
Using that ϕ¯ ◦κ = ϕ and that ψ is almost multiplicative on the al we obtain for
l = 1, . . . ,m
‖ϕ¯(κ(ψ(al))
2)− ϕ¯(κ(ψ(al)))
2‖ = ‖ϕ¯(κ(ψ(al)
2))− ϕ¯(κ(ψ(al)))
2‖
= ‖ϕ(ψ(al)
2)− ϕ(ψ(al))
2‖
≤ ‖ϕψ(a2l )− ϕψ(al)
2‖+ η
< 4η .
As a consequence, from [11], Lemma 3.5, we see that for l = 1, . . . ,m and any
positive b ∈
⊕s
i=1(Bi ⊗Mri)
‖ϕ¯(bκ(ψ(al)))− ϕ¯(b)ϕ¯(κ(ψ(al)))‖ ≤
√
4η‖b‖ = 2η
1
2 ‖b‖ .
In particular we obtain
‖̺′(1F )al − al̺
′(1F )‖ ≤ ‖ϕ¯(c)ϕψ(al)− ϕψ(al)ϕ¯(c)‖ + 2η
= ‖ϕ¯(c)ϕ¯(κ(ψ(al)))− ϕ¯(κ(ψ(al)))ϕ¯(c)‖ + 2η
≤ ‖ϕ¯(cκ(ψ(al))) − ϕ¯(κ(ψ(al))c)‖ + 2η + 4η
1
2 · ‖c‖
≤ 0 + 2η + 4η
1
2
1
η
1
4
< ε
and
‖̺′(1F )al − ̺
′(ψ(al))‖ ≤ ‖ϕ¯(c)ϕ¯(cκ(ψ(al)))‖ + η
≤ 2η
1
2 · η−
1
4 + η
< ε .
TOPOLOGICALLY FINITE-DIMENSIONAL SIMPLE C∗-ALGEBRAS 29
6.3 Corollary: Let A be a separable, simple, unital C∗-algebra with drA = n <
∞, ∂eT (A) compact and dim ∂eT (A) = 0.
Then rrA = 0 iff ι(K0(A)+) ⊂ C(∂eT (A))+ is dense iff A has tracial rank zero.
If A has a unique trace τ , then A has tracial rank zero iff τ(K0(A)+) is dense in
R+; otherwise, A is stably isomorphic to a simple unital C
∗-algebra containing no
nontrivial projections.
Proof: The first statement follows from Corollary 5.2, Theorem 6.2 and 6.1.
IfA has only one tracial state τ , then either τ(K0(A)+) ⊂ R+ is dense (in which case
rrA = 0 by Theorem 6.2 and 6.1), or τ(K0(A)+) \ {0} has a minimum, say τ([p]),
where p ∈ A⊗K is some nonzero projection. But then p(A⊗K)p does not contain
any nontrivial projection (τ([p]) is the minimum), and (p(A ⊗ K)p) ⊗ K ∼= A ⊗ K
by Brown’s theorem.
6.4 Corollary: For i = 1, 2, let Ai be separable, simple, unital C
∗-algebras with
drAi <∞, rrAi = 0, ∂eT (Ai) compact and dim ∂eT (Ai) = 0; suppose that A1 and
A2 satisfy the Universal coefficient theorem. Then:
(i) A1 ∼= A2 if and only if
(K0(A1),K0(A1)+, [1A1 ],K1(A1))
∼= (K0(A2),K0(A2)+, [1A2 ],K1(A2)) .
(ii) A and B are AH-algebras of topological dimension at most 3.
(iii) A and B are ASH-algebras of topological dimension at most 2. In particular,
drA, drB ≤ 2.
Proof: (i) follows from Theorem 6.2, Corollary 6.3 and the classification theorem
of [13] (cf. 6.1).
(ii) is a combination of results from Dadarlat, Elliott and Gong (cf. [16], Theorem
3.3.5).
(iii) follows from results of Elliott (cf. [16], Theorem 3.4.4) and [22], Example 1.10.
6.5 In [10], Jiang and Su constructed a simple, unital, projectionless C∗-algebra
Z, which is KK-equivalent to C. The following Corollary (at least partially) gen-
eralizes [10], Theorem 5, where it was shown that simple unital AF -algebras are
invariant under tensoring with Z.
Corollary: Let A be a separable, simple, unital C∗-algebra with drA = n <∞,
rrA = 0, ∂eT (A) compact and dim ∂eT (A) = 0; suppose that A satisfies the Uni-
versal coefficient theorem. Then A ∼= A⊗Z.
Proof: Since drZ = 1, we have dr (A ⊗ Z) <∞ by [11], 3.3. A and A⊗ Z both
satisfy the UCT, so by the Ku¨nneth Theorem (cf. [1]) the canonical embedding
α : A →֒ A ⊗ Z induces an isomorphism of groups α∗ : K∗(A) ∼= K∗(A ⊗ Z).
Since Z has a unique tracial state, the same embedding induces a homeomorphism
α¯ : T (A) ≈ T (A ⊗ Z). Furthermore, rr (A) = 0, hence ι(K0(A)+) ⊂ C(∂eT (A))+
is dense. As a consequence, ι ◦α∗(K0(A)+) ⊂ ι(K0(A ⊗ Z)+) ⊂ C(∂eT (A ⊗ Z))+
is dense and rrA ⊗ Z = 0 by Corollary 6.3. Therefore, the maps rA and rA⊗Z
are homeomorphisms (cf. 3.2). Now by Theorem 5.5 K0(A) and K0(A⊗Z) satisfy
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Blackadar’s second fundamental comparability property (cf. 3.3), hence
K0(A)+ = {x ∈ K0(A) | rA(τ)(x) > 0 ∀ τ ∈ T (A)}
= {α∗(x) ∈ K0(A⊗Z) | rA⊗Z(α¯(τ))(α∗(x)) > 0 ∀ τ ∈ T (A)}
= {x ∈ K0(A⊗Z) | rA⊗Z(τ(x)) > 0 ∀ τ ∈ T (A⊗ Z)}
= K0(A⊗Z)+ .
This shows that in fact K0(A) ∼= K0(A ⊗ Z) as ordered groups, so A ∼= A ⊗ Z by
Corollary 6.4.
6.6 Examples: (i) There are simple separable C∗-algebras which are approxi-
mately homogeneous (hence stably finite and quasidiagonal) but have infinite de-
composition rank:
In [18], Villadsen has constructed simple, separable, unital, approximately homoge-
neous C∗-algebras with infinite topological dimension (as AH-algebras) and stable
rank strictly larger than 1. It follows from Villadsen’s construction that these alge-
bras have unique tracial states and contain projections which are arbitrarily small
in trace, so their K0-groups are mapped to dense subsets of R by the tracial states.
Now Corollary 6.3 implies that Villadsen’s examples have infinite decomposition
rank.
(ii) Finally, we remark that the conditions of Theorem 6.2 are satisfied for many
C∗-algebras. Let X be a compact metrizable space. Then the space M+1 (X)
of positive regular Borel probability measures on X is a Choquet simplex with
extreme boundary X and there is an isometric isomorphism between C(X) and
Aff(M+1 (X)) ([8], Corollaries 10.18 and 11.20). Take any countable dense subgroup
G0 of C(X) containing 1X ; with the strict ordering this becomes a partially ordered
simple abelian group which is weakly unperforated and has the Riesz interpola-
tion property. The inclusion G0 →֒ Aff(M
+
1 (X)) induces a continuous affine map
M+1 (X) ≈ S(Aff(M
+
1 (X))) → S(G0) which is bijective, since G0 ⊂ Aff(M
+
1 (X)))
is dense. Therefore, S(G0) is homeomorphic to M
+
1 (X) and ∂eS(G0) ≈ X . Fi-
nally, fix a countable abelian group G1. By results of Elliott (cf. [7]) in connection
with [22], 1.10, there is a simple unital ASH algebra A with decomposition rank at
most 2 which has (G0, (G0)+,1X ,M
+
1 (X), G1) as its Elliott invariant. In particu-
lar, ∂eT (A) ≈ X and ι(K0(A)+) is dense in C(∂eT (A)). If X is zero-dimensional,
A satisfies the conditions of Theorem 6.2.
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