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Abstract—Species living in the extreme cold environment fight
against the harsh conditions by virtue of antifreeze proteins
(AFPs), that manipulates the freezing mechanism of water in
more than one way. This amazing nature of AFP turns out to
be extremely useful in a number of industrial and medical ap-
plications. The lack of similarity in their structure and sequence
makes their prediction an arduous task and identifying them
experimentally in the wet-lab is time consuming and expensive.
In this research, we propose a computational framework for
the prediction of AFPs which is essentially based on a sample-
specific classification method using the sparse reconstruction.
A linear model and an over-complete dictionary matrix of
known AFPs is used to predict sparse class-label vector which
provides sample-association score. Delta-rule is applied for the
reconstruction of two pseudo-samples using lower and upper
parts of sample-association vector and based on the minimum
recovery score, class labels are assigned. We compare our
approach with contemporary methods on a standard dataset
and the proposed method is found to outperform in terms
of Matthews correlation coefficient and Youden’s index. The
MATLAB implementation of proposed method is available at
author’s github page https://github.com/Shujaat123/AFP-SRC.
Index Terms—Over-complete dictionary, basis-pursuit, sample
specific classification, antifreeze proteins (AFPs), amino acid com-
position (AAC), di-peptide composition (DPC), sparse reconstruction
classification (SRC).
I. INTRODUCTION
Antifreeze proteins are essential for the species living in
extreme cold environment. It protects them from freezing by
manipulating the freezing mechanism of water through thermal
hysteresis. AFPs are widely used in a number of industrial
and medical applications such as cryo-preservation and food
products, etc. Chemically, they appear in variety of structure
and have little sequence and structural similarity which makes
their search a challenging job. In addition to this, there are
very few gold standard AFPs which can be employed towards
the design of reliable classification models.
Effective classification of the AFPs are of prime importance,
however, predicting them manually requires extensive labour
and time. Considering the advancements in the computational
methods and rapid development in the machine learning based
solutions [1], [2], [3], [4], [5], [6], many researchers proposed
artificial intelligence-based algorithms for variety of protein
classification problems [7], [8], [9]. For example, in [7] Park
et. al proposed a deep learning-based latent space classification
model for E3-target proteins pairs. In [8], Khan et. al proposed
two classification approaches for ECM and AFP proteins.
And in [9], prediction of interactions between viral and host
proteins was performed with the help of supervised machine
learning methods.
Machine learning frameworks include two elemental por-
tions; namely, the feature extraction and the classification. It is
necessary for the training of a machine learning algorithm that
distinguishing features from the dataset are derived. To serve
this purpose, many feature extraction methods are utilized, and
sometimes the obtained features are further filtered via feature
selection methods to obtain the most relevant features. There
are variety of classifiers including neural networks, decision
trees, nearest neighbors etc. the selection of which is depen-
dent on the nature of application. The machine learning based
solution to the diversified problem of AFP classification was
first proposed by Kandaswamy et. al as AFP-PRED [10]. The
sequences of the AFPs were encoded and a resultant feature
vector containing 119 attributes was obtained, out of which
dominant features were selected by applying ReliefF and the
random forest (RF) classifier was trained on those features
to perform the classification. In [11], n-peptide compositions
and physicochemical features were extracted from the protein
sequences. The dominant features were selected using genetic
algorithm (GA) and the resultant features were used to train the
support vector machine (SVM) based classifier. The position-
specific scoring matrix (PSSM) profiles which represents the
evolutionary information in the sequences, were utilized in
[12]. The prediction model of [12] was named AFP PSSM
and it is based on SVM classifier. In [13], the pseudo amino
acid composition (pseAAC) were used for the formulation
of feature set. The features were utilized to train the SVM
based classifier named as AFP-PseAAC. Another method
named as afpCOOL [14] was proposed to classify the AFPs
by utilizing four descriptors as a feature vector. The feature
vector composed by combining hydropathy, physicochemical
properties, amino acid composition and evolutionary profile
was used to train the SVM based classifier.
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Current machine learning methods provide a reasonably
good classification models, however they do not provide sam-
ple specific relationship which is important for sub-class/type
prediction. To deal with such challenges, in this research,
we proposed a sample-specific classification method using
sparse reconstruction classification method, where a linear
model and over-complete dictionary matrix of known AFPs
will be used to predict sparse class-label vector which provide
sample-association score, later using delta-rule we reconstruct
two pseudo-samples using lower and upper parts of sample-
association vector and based on minimum recovery score
assign class labels. The detailed method is explained in Section
II, while results and conclusion is provided in Section III and
Section IV respectively.
II. PROPOSED APPROACH
A. Dataset
The standard dataset was obtained from AFP-Pred [10].
The dataset was initially derived from Pfam database seed
containing 221 AFPs. For the removal of redundancy among
the sequence, PSI-BLAST program was implied with a strict
threshold (E = 0.001). After a manual check, the sequence
identity was decreased to upto 40% using the CD-HIT pro-
gram. The final dataset contained a total of 481 AFPs and 9493
non-AFPs. For training and testing, the dataset was split by
randomly selecting 600 samples i.e., 300 AFPs and 300 non-
AFPs for training, while the remaining 181 AFPs and 9193
non-AFPs were used for test purpose.
B. Amino Acid Sequence Encoding
Protein sequences are usually stored in FASTA format
where 20 alphabets are used to represent 20 essential amino
acids. In addition, each protein sequence has a particular length
which makes it even more difficult to establish a mathematical
link between sequence and its class label. Since machine
learning algorithm requires numeric representation to find
the connection between class label and input sample, it is
necessary to encode peptide sequence into a format where
maximum information can be represented into a fixed size
numerical format. Many encoding schemes have been sug-
gested to be suitable for the numerical representation of AFPs
[15], [16]. However, the two popular and simple methods to
encode peptide sequence are amino-acid composition (AAC),
and di-peptide composition feature (DPC) [17]. The AAC
represents the frequency of 20 essential amino acids in a
sequence therefore it generates a fixed sized feature vector for
each protein. Similarly, DPC is a frequency of second order
permutation of amino-acids i.e., it is a frequency vector of the
pair of amino-acids therefore, it generates a feature vector of
size 20×20 = 400. The AAC and DPC are found to be robust
feature encoding schemes, however, they can only extract the
global features of the proteins. Whereas many functions of the
proteins are associated with the localized domains of peptides
in the protein. Similar to short-time Fourier transform which
helps in finding the frequency components of the localized
region of the signal, the segmented ACC and DPC can provide
localized features. In this study, each protein is divided into
two equal segments and ACC+DPC features were extracted
from each segment resulting in 420× 2 = 840 features.
C. Dimension Reduction Using PCA
Fig. 1: Eigenvalues of the top 50 principal components.
To design a robust classification model, it is important to
incorporate only most useful features that provides maximum
information about the data. Two popular techniques in use are
feature selection and dimension reduction. In feature selection
approach, useful attributes are found by filtration or wrapping
method. While in dimension reduction all the attributes are
first transformed into a compressed form, such as principal
component or kernel representation. The principal component
analysis (PCA) is a widely used method to extract the noise
free representation of data in a reduced dimension space [18].
In this study, we use PCA to transform 840 features into
840 components. The 840 components are obtained using
covariance matrix of the training dataset. The vectors are
arranged in descending order depending on their significance
which is defined by their eigenvalues. Fig. 1 shows the eigen-
values plot of top 50 vectors.
D. Overcomplete Dictionary Matrix for the Classification of
the Antifreeze Proteins
After encoding and feature compressing, we design an over-
complete dictionary matrix (ODM) using training samples.
The ODM is used for sparse representation classification in
which we label each AFP and non-AFP using class index c
such that c = 1 and c = 2 correspond to AFP and non-AFP
respectively.
Let there be S number of training samples from each class
such that v(c)i ∈ Rp×1 represents the ith training sample
from cth class, c = 1, 2 with p number of PCAs. We form
a dictionary matrix T ∈ Rp×2S by concatenating all training
samples:
T = [v
(1)
1 v
(1)
2 . . .v
(1)
N ,v
(2)
1 v
(2)
2 . . .v
(2)
S ] (1)
A test sample t ∈ Rp×1 can be represented as:
t = Tω, (2)
where the coefficient vector ω ∈ R2S×1 is:
ω = [ω
(1)
1 ω
(1)
2 . . . ω
(1)
S , ω
(2)
1 ω
(2)
2 . . . ω
(2)
S ] (3)
If true class of a test sample t is cth, all entries of ω
should be zero except ω(c)1 ω
(c)
2 . . . ω
(c)
S . According to sparse
reconstruction theory, if dictionary matrix T is given, the
sparse vector ω can be recovered [19], [20]. In principle
the sparsest ω can be sought through the solution of the
optimization problem:
arg min︸︷︷︸
ω
‖ω‖0 , subject to t = Tω (4)
where ‖ω‖0 is the l0-norm of ω and the problem in Equa-
tion (4) above is generally non-convex and NP-hard. Several
alternate methods have been proposed in the literature to
recover the sparse vector ω. The Basis Pursuit (BP) algorithm,
for instance, makes use of the l1-norm to solve the convex
optimization problem [21]:
arg min︸︷︷︸
ω
‖ω‖1 , subject to t = Tω (5)
Under certain conditions on the isometry constant of the
matrix T, the sparse vector ω can be safely recovered using
the BP algorithm [22], [23]. Ideally speaking, ω will have
high-value entries corresponding to the columns of T that
are relevant to the class label of the probe t. This embedded
information about the class label of t can be used to identify
t:
rc(t) = ‖t−Tδc(ω)‖2 ; c = 1, 2 (6)
where the vector δc has all zero entries except at the
locations corresponding to class c where the value is one.
The decision is ruled in favor of the class with the minimum
reconstruction error:
class label(t) = arg min︸︷︷︸
c
rc(y) (7)
The MATLAB implementation of proposed method is avail-
able at author’s github page https://github.com/Shujaat123/
AFP-SRC.
III. EXPERIMENTAL RESULTS
The proposed algorithm was evaluated for true positive
rate (sensitivity), true negative rate (specificity), prediction
accuracy, Matthew’s Correlation Coefficient (MCC), balanced
accuracy and Youden’s index with the following definitions:
Sensitivity =
TP
TP + FN
(8)
Specificity =
TN
TN + FP
(9)
Accuracy =
TP + TN
TP + TN + FP + FN
(10)
MCC = TPTN−FPFN√
(TP+FP )(TN+FN)(TP+FN)(TN+FP )
(11)
Balanced Accuracy =
Sensitivity + Specificity
2
(12)
Y ouden′s Index = Sensitivity + Specificity − 1 (13)
F1 Score = 2 ∗ Precision ∗Recall
Precision+Recall
(14)
The true positive (TP) indicates the correctly classified
positive proteins and the true negative (TN) indicates the
correct classification of proteins from the negative class. The
false positive (FP) and false negative (FN) represents the
incorrect prediction of positive and negative class proteins
respectively. The range of MCC lies between −1 and 1,
indicating the worst and best classification of the classifier. For
class-specific measures, balanced accuracy and Youden’s index
are implied and F-score is calculated to obtain the harmonic
mean of precision and recall, representing the efficacy of the
classifier.
The performance of the proposed classifier was evaluated by
incremental variation in the number of principal components.
In particular, we tested nineteen different feature sets consist-
ing of {10, 20, . . . , 100, 150, 175, . . . 250, 300, 400, . . . , 600}
principal components, and all the above mentioned statistical
measures were calculated.
A. Evaluation of robustness of the dictionary matrix.
Before evaluating the performance on test dataset, we first
evaluate the robustness of the dictionary matrix. To do so, we
first normalize the training samples and add the Gaussian noise
of unit variance and zero mean in dictionary. The robustness
of the dictionary is measured in the form of performance
statistics defined above and results are reported in Table I.
To summarize out finding we plot the Youden’s index metric
for training dataset. In Fig. 2, it can be seen that the method
has some tolerance against noise, which means the SRC can
recover the true sample class even with noise dictionary. One
important point to notice is that the PCA provide filtration by
separating the useful information from noise with the help of
singular value decomposition (SVD). Through SVD correlated
signal appears in top eigenvectors while uncorrelated (noise)
components appears in lower eigenvectors, therefore with
increasing number of principal components, the performance
of SRC decreases.
TABLE I: Performance statistics of AFP-SRC using training dataset on different number of principal components (PCs).
PCs Youden’s Index Balanced Accuracy MCC Sensitivity Specificity Accuracry F1-Score
10 0.3500 67.5000 0.3778 86.3333 48.6667 67.5000 0.7265
20 0.7067 85.3333 0.7130 92.0000 78.6667 85.3333 0.8625
30 0.8933 94.6667 0.8949 97.6667 91.6667 94.6667 0.9482
40 0.9533 97.6667 0.9539 99.3333 96.0000 97.6667 0.9770
50 0.9567 97.8333 0.9576 100.0000 95.6667 97.8333 0.9788
60 0.9667 98.3333 0.9672 100.0000 96.6667 98.3333 0.9836
70 0.9467 97.3333 0.9470 98.6667 96.0000 97.3333 0.9737
80 0.9533 97.6667 0.9537 99.0000 96.3333 97.6667 0.9770
90 0.9533 97.6667 0.9535 98.6667 96.6667 97.6667 0.9769
100 0.9633 98.1667 0.9638 99.6667 96.6667 98.1667 0.9819
150 0.9567 97.8333 0.9569 99.0000 96.6667 97.8333 0.9786
175 0.9667 98.3333 0.9669 99.3333 97.3333 98.3333 0.9835
200 0.9767 98.8333 0.9769 100.0000 97.6667 98.8333 0.9885
225 0.9733 98.6667 0.9734 99.3333 98.0000 98.6667 0.9868
250 0.9633 98.1667 0.9636 99.3333 97.0000 98.1667 0.9819
300 0.9900 99.5000 0.9900 99.6667 99.3333 99.5000 0.9950
400 0.9867 99.3333 0.9867 99.6667 99.0000 99.3333 0.9934
500 0.9767 98.8333 0.9768 99.6667 98.0000 98.8333 0.9884
600 0.9367 96.8333 0.9369 98.0000 95.6667 96.8333 0.9687
Fig. 2: Youden’s-Index of AFP-SRC on training dataset for
different number of PCAs.
B. Evaluation of classification performance.
For test samples, as depicted in Table II, a gradual improve-
ment in the performance of the classifier is observed when the
number of principal components are increased. In Fig. 3, the
same can be seen graphically in the form of Youden’s index
measured for different number of principal components . The
best statistics were obtained with 200 PCs and with further
increase in the PCs, the performance begins to decline. This
indicates that the 200 PCs are sufficient for the classification
of AFP and principal components with lower eigenvalues are
not useful and most likely represent the noise, therefore, we
choose to project the data on top 200 components for the
proposed algorithm.
Fig. 3: Youden’s-Index performance of AFP-SRC on test
dataset for different number of PCAs.
Table III, shows the performance of the proposed AFP-SRC
method with the existing methods. The number of principal
component in the algorithm are chosen to be 200. It is
noteworthy to point-out that in the proposed AFP-SRC, there
is no training phase and training data is only used to generate
dictionary matrix. However, for a fair comparison the training
and testing of all the methods is done by keeping similar
configuration of the dataset. The accuracy parameter indicates
the overall accuracy of the classifier, which can be deceiving
in the case of imbalanced training and testing data, therefore,
we emphasize on the class-specific evaluation parameters. The
proposed method outperforms the existing methods in terms
of the class-specific evaluation parameters i.e. Youden’s index
TABLE II: Performance statistics of AFP-SRC using test dataset on different number of principal components (PCs).
PCs Youden’s Index Balanced Accuracy MCC Sensitivity Specificity Accuracry F1-Score
10 0.5228 76.1377 0.1485 88.3978 63.8777 64.3513 0.0870
20 0.5207 76.0350 0.1503 85.6354 66.4346 66.8054 0.0901
30 0.6056 80.2789 0.1842 87.8453 72.7124 73.4700 0.1111
40 0.6229 81.1444 0.2200 85.0829 77.2060 77.3581 0.1261
50 0.6416 82.0801 0.2120 85.0829 79.0774 79.1933 0.1357
60 0.6737 83.6874 0.2202 88.9503 78.4245 78.6278 0.1378
70 0.6646 83.2286 0.2198 87.2928 79.1644 79.3214 0.1395
80 0.6538 82.6900 0.2127 87.2928 78.0873 78.2650 0.1336
90 0.6694 83.4710 0.2192 88.3978 78.5442 78.7345 0.1377
100 0.6847 84.2345 0.2236 90.0552 78.4137 78.6385 0.1393
150 0.6943 84.7174 0.2282 90.6077 78.8271 79.0546 0.1425
175 0.6892 84.4587 0.2287 89.5028 79.4146 79.6095 0.1443
200 0.7078 85.3908 0.2355 91.1602 79.6214 79.8442 0.1480
225 0.6968 84.8395 0.2341 89.5028 80.1763 80.3564 0.1489
250 0.6926 84.6298 0.2356 88.3978 80.8617 81.7300 0.1516
300 0.6989 84.9453 0.2405 88.3978 81.4928 81.6261 0.1560
400 0.6717 83.5846 0.2291 86.1878 80.9814 81.0819 0.1489
500 0.6158 80.7902 0.2025 82.8729 78.7074 78.7879 0.1305
600 0.4572 72.8602 0.1373 74.5856 71.1348 71.2015 0.0905
TABLE III: Performance comparison of AFP-SRC and contemporary methods on test dataset.
Methods Youden’s Index Sensitivity Specificity Accuracy Balanced Accuracy Classifier
iAFP [11] 0.10 13.2% 97.0% 95.3% 55.1% SVM
AFP-Pred [10] 0.63 84.6% 82.3% 83.3% 83.4% RF
AFP PSSM [12] 0.69 75.8% 93.2% 93.0% 84.5% SVM
afpCOOL [14] 0.70 72.0% 98.0% 96.0% 85.0% SVM
AFP-PseAAC [13] 0.70 86.1% 84.7% 84.7% 85.4% SVM
AFP-SRC 0.71 91.1% 79.6% 79.8% 85.4% SRC
and balanced accuracy. The method yields best sensitivity
results which specifies its ability to effectively project the
features of the AFP. In particular, AFP-SRC achieved highest
youden’s index value of 0.71 which is 61%,8%,2%,1% and
1% higher than the iAFP[11], AFP-Pred[10], AFP-PSSM[12],
AFP-PseAAC[13] and afpCOOL[14] respectively. This sug-
gests that the proposed method may serve as a platform
for the designing of novel AFPs or AFP like proteins. This
effectiveness is also reflected in the high Youden’s index
value indicating the distinguishing potential between AFP and
non-AFPs. Likewise the balanced accuracy achieved by the
proposed method is also comparable. In particular, AFP-SRC
achieved highest balanced accuracy value of 85.4% which is
30.3%,2%,0.9% and 0.4% higher than the iAFP[11], AFP-
Pred[10], AFP-PSSM[12] and afpCOOL[14] respectively, and
equals to AFP-PseAAC[13]. The MATLAB implementation
of proposed method is available at author’s github page at
https://github.com/Shujaat123/AFP-SRC.
IV. CONCLUSION
Antifreeze proteins are essential for the cold-adapted or-
ganisms since it prevents the body fluids from freezing and
are commonly used in medical and food industry in variety
of applications. The sequence and structural diversity in the
antifreeze proteins make their classification a challenging task.
We present a computational based approach namely AFP-
SRC to effectively classify the AFPs from non-AFPs based
on the sample specific classification method using sparse
representation. A sparse class-label vector is predicted using
an over-complete dictionary of known samples and a sample-
association score is obtained. Class labels are assigned using
the minimum recovery score via delta-rule. The proposed
method is evaluated for the well-known statistical parameters
and is found to outperform the existing methods. The results
indicate higher sensitivity of the proposed AFP-SRC method
which could be useful in the understanding of the structural
and chemical properties and development of novel AFPs.
The MATLAB implementation of proposed method is avail-
able at author’s github page at https://github.com/Shujaat123/
AFP-SRC.
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