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A natureza gera fenBmenos distribuídos espacialmente, Que 
são de interesse para diferentes áreas da ci~ncia. 
Considere particularmente a área da Geociência, onde um dos 
interesses é conhecer as; caraoterlsot.icas; daQueles; fen8menos observáveis; QUe 
geram uma variávsl num dliilpÓsito mliitaloganico. 
Com a finalidade de situar o problema de interesse dentro das 
diferentes etapas pelas quais deve passar um reconhecimento geológico, é 
apresentado a s;eguir uma breve descriyão cronológica dos problemas Üpicos 
achados na área da mineração, desde seu primeiro reconhecimento geológico até 
sua explor·êl~~~ industrial. 
i. BREVE ~ÇÃO IXlS PROBLEMAS-TÍPICOS 
EsQuematicamente o Que se tem é uma região metalog~nica 
favorável e nes~;a região busca-se identificar a exist~noia de pos;s;fvliiilii d~apÓs;it.os;. 
Geralmente, essa ident.i f i cação é feita usando um 
reconhecimento geológico sistemático e cego. 
Se os resultados obtidos nessa identificação forem 
resul lados. 
Uma vez percorridos os passos acima, com o resultado da 
localiza9ão do depósito, só é posslvel oonhecer suas caraclerlst.icas globais por 
meio de e;;t.im-.tlvas; das; o.iill"'ao~kt~s Ndi.iJ.ti globais. 
Se ê-: caracterlsticas globais estão de acordo com as de um 
posslvel depósito economicamente viável então continua-se descrevendo o posslvel 
depósito, através de eslirnat.lvas das caracterÍsticas médias locais. 
Finalizada essa fase, com a estimaç-ão local aprovada, ou seja, 
a economicidade do depÓsito de mineral é viável, um Problema surge cuando se 
pretende extrair a totalidade destes recursos in situ. Os fatores Que impedem a 
extraç:ão completa dos recursos estimados são de dois tipos: 
• Por razões técnicas: !amanho de eouipamento, problemas de 
organização. 
• Por razões econÔmicas: o custo de extraç:ão. 
Dessa forma, obriga-se a fazer uma seleç:ão de um subconjunto 
dos recursos in situ aue serão efetivamente explorados. Chamam-se esses 
recursos selecionados de reservas e a esses recursos exploráveis de reservas 
recur>eráveis. 
Para descrever o comportamento das reservas em forma local, 
tem sido usado na prática o estudo das; caraoterlst.ioa~; mádia~; da subái"'Qa v<w> a 
ser selecionada como mineral (o teor medio de v<x> é maior oue um teor fixo> dentro 
da área maior V<x>. Chamam-se essas caracterlsticas médias de Funções locais de 
recur>eração. 
O depÓsito é posto em explotação ao término desse estudo de 
reservas. 
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Esta dissertação focaliza um dos problemas-tioos. Esse 
Problema está no estudo das reservas, mais especificamente, no problema das 
reservas recuperáveis. 
1.1. O Problema: Reservas Recuperáveis 
Quando se busca selecionar um bloco de minério do depósito, 
é feito um contr·ole de Qualidade do mineral r·ecuperado ou seja um controle das 
condições de explotação. Mais geralmente procura-se uma otimização de uma certa 
função, por exemplo a função beneficio, Que depende das caract.erist.icas do mineral 
extrai do. 
B{ ctv<z> 1 tv<z> ) = ctv<z> - wtv(z) 
onde Qy(z) representa a Quantidade de metal útil extraído, tv<z> a Quantidade de 
metal extraído e w é um parâmetro do processo de custo de extração. 
As caracterist.icas ctv<z> e tv<z> do mineral extraidol 
d&~p&~nd&~m d&~ dois; parSmatros; d&~ cort&~s;, v " :z. 
A cada conjunto Cv,z) dos parâmetros dli cortli cor-responde um 
Olirt.o minercl recuperado com as caract.erist.icas1 Qv(z) e tv<z> e um certo valor de 
beneficio B( Qv<z> 1 tv<z> ). 
O problema é encontrar o conjunto de parâmetros (v0 1 z0 ) 
ótimos Que maximizam a função beneficio sob certas condições. A função B, das 
caract.eri•t.ica:& do minarei cvant.ualm~ant.e rlioupliilrado, chcmc-liõa oritério de S4i1~o 
e aos parSmetros ótimo:& da s:eleção de parSmetros de cortes (M. Alfaro, 1975). 
O termo recuperável adotado na Geoestat.lst.ica refer·e-se a 
uma situação muito particular, do tipo: 
• O meio técnico da exoloração oode ser resumido na definição de 
um voluma mlnimo da aeleção, chamado de blooo; 
• O meio econ8mico pode ser resumido na definição be uma seleção 
de cort.e aplicado ao t.eor médio do volume mlnimo de seleção. 
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O passo básico de seleção é aplicado à unidade de volume de 
seleção. chamada de seleção oor bloco. 
O critério de seleção é um corte aolicado a um teor médio 
estimado z~. Nesse caso, a seleção e chamada de indireta. Se o corte é aplicado ao 
teor médio verdadeiro Zv• a seleção é chamada de direta. Se o bloco e selecionado 
sem aualauer retrição geométrica, a seleção é dita livre. 
Na estimação dos recursos, o corpo mineral é dividido em 
subáreas não necessariamente iguais <mas na orática geralmente são iguais) de 
dimensões geralmente definidas pela malha regular das amostras. Chamam-se essas 
subáreas de Dainêis. 
Na estimação recuperável o corpo mineral também será 
dividido em painéis regulares de volume V, e se assume aue o mineral é selecionado 
por: 
• blocos de tamanho v, 
• sem retrição geométrica <seleção livre), 
• aolicaçao de um critério de corte no teor do bloco Zv<x> <seleção 
direta). 
Definindo o termo recuDerável e a forma de seleção dos 
recursos, têm aue se definir as ferramentas para poder fazer- o estudo desses 
recursos selecionados ou reservas. Isso é feito a seguir. 
Para cada painel de volume V definem-se as funções de 
recuDeração 
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• Tonelagem recuPerável num corte z 
t.<z) = 1 - F u<z>. 
Na ora de apr·esentar os resultados práticos a tonelagem recuperável é da forma 




• Quantidade de metal recuperável num corte z 
q(z) - E{ [ 1 - I(x;z) JZu<x> } 
. F u<z> = P( Zu<x> ~ z ) 
l(x;z) = { 1 se Z~x> ~z 
O se nao. 
(i) 
Observa-se aue as Funções de recuperação dependem 
diretamente da função de distribuição F v<z>, interpretada como a r>roJ>Orção de 
teores num bloco-v, acima de um corte z, num painel V (A. Marechal, 1984). 
12. O CIJjet.ivo 
Essa proporção de teores bloco-v, num corte z. é o maior 
interesse na área das reservas recuperáveis da Geoestat..istioa. Há difarante• 
métodos para poder estimar essa proporção aue varia de acordo com as retrições 
feitas ao processo aue modela o comportamento da formação dos teores de mineral 
num depósito. 
Esta dissertação foi orientada de forma a fazer uma revisão 
de um dos métodos usados para poder estimar a função de distribuição F v<z> aue é 
a Krigagem ProbabiÚst.ioa. 
• Apresentando o método 
• Discutindo suas vantagens e desvantagens 
• Mostrando os oassos fundamentais na Dt"'át.ica para aue seja 
implementado. 
1.3. A Geoest.at.lstica 
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Nos anos 30 na Áfr-ica do sul, S. H. Sieohel foi o primeiro a 
aplicar os;; métodos; es;tat.lsticos; em problemas de reservas recuperáveis (reser-vas 
selecionadas para a exploração>, obtendo teores de ouro notoriamente e:rr·áticos e 
um histograma com uma alta curtose e uma assimetria negativa, sugerindo a não 
normalidade dos dados. Algumas inconveniências existem nesse método: as amostras 
nio sio independenl&-s, prov~m de uma distribuição log-normal e nio .consüdera a 
dependência das localidades onde as amostras estão situadas. Nos anos 50, o 
engenheiro D. G. Krige também fez ajustes aos teores de ouro de suas amostras 
com uma distribuição log-normal, só Que essas distribuições são funções das 
dimensões do suoorte (volume no Qual a variável está definida) das amostras (1. 
Clark, 1979). 
Em 1951, D. G. Krige incorporou a posição e a r·elação 
esoaciaL estudando as regressões entre os teores verdadeiros dos blocos <unidade 
de mineração> já explorados e as médias móveis dos teores das amostras, definindo 
novos estimadores aue não estão necessariamente ligados à hiPÓtese de 1®-
normalidade. Desses estímadores de D. G. Krige originou-se o nome da técnica de 
Krigagem. 
Finalmente, em 1962, G. Hatheron, .matemático probabilista, 
traduziu toda essa experi~ncia __ da escola Sul-africana numa linguagem 
p,-.obabiÚs;;tica formal, QUà ele cliamou de . Geoestatlstica e a definiu como a 
aolicação do formalismo das funções aleatórias ao reoonllee.il&ento e estimação dos 
Fenamenoso n.atur.a.is. (A. G. JoUNl&l, 1978). 
A Geoestat.lstica. tem como base a. observação de toda. variável 
de interess;:a (teor, potência, acumulação, .etc.) de um f'en&meno metalogênico 
distribuída num espaço e possuí uma função de autocorrelação espacial. Os teores 
de um metal em duas localidades estão autocorrelacionados, no sentido mais geral 
da covariância. Supõe-se Que a autocorrelação depende do vetor diferença <módulo 
_) 
e direção> entre as duas localidades. Essa autocorrelação é caracterizada por um 
momento de segunda ordem chamado de variograma, oue é a ferramenta estrutural 
fundamental da Geoestatlslica. Todo o trabalho reside na modelagem do variograma 
a par·lir da.s informa9ões diEponiveis. Um bom modelo é, em geral,' produto da 
. ' prática e de um bom conhecimento do f'enSmeno a ser estudado. E necessário notar 
oue no momento de estimar o variograrna a Partir dos dados é cue se coloca o 
CLiestionamento das hiPÓteses de estacion .. ~iedade. Se houver uma não 
eslacionariedade devido a uma t.end~ncia (por exemplo, espera-se Que algumas áreas 
sejam ricas e eoulras pobres), essa esper-ança pode ser expressa por uma variação 
razoavelmente regular. Ao redor dessa t.end~ncia espera-se ler uma variação 
a.leatória, ou seja, o valor em Qualouer lugar do depósito está composto de um 
. 
componente fixo da tendência (provavelmente desconhecida), e um outro componente, 
uma variável r·esidual aleatória. Uma vez eliminada essa tendência é posslvel 
~~limar- o var-iogr-ama do f~nBmeno r-eSiidual estacionár-io (N. Cr-es;a:ds, !986). 
Havendo a necessidade de pr·edizer o teor Z<x> de um metal 
numa localidade x, lendo como base urna informação conhecida de teores na 
vizinhança de x, {zcx;>=Z;; i=i a n}, o procedimento de pr-edição conhecido com o 
nome de Krigagem fornece o melhor predilor linear não-viciado <BLUP> para o teor 
Z<x>. O objetivo não é predizer o teor Z<x> mas a proporção do teor médio do bloco 
com suporte de volume v <bloco-v), acima de um valor de corte z01 ou seja predizer 
uma transformação não-linear nos teores médios dos blocos. Usar o preditor de 
Krigagem Linear (A. G. Journel, 1977) é inadeauado e é perigosamente viciado. Os 
métodos aue resolvem esse oroblema são: KrÜJagem Disiuntiva <KD> CG. Mat.heron. 
1975) e Krigagem Gaussiana Multivariada <KG>, necessitando nesse caso de 
hipóteses em relayão às distribuições bidimencionais. O método Krigagem 
ProbabilÍstica <KP>, aue é um método melhorado da Krigagem Indicadora <KD, t.ambém 
á utilizado neã»a& &iluayÕe& embor-a apr-e&enle inconveniSncia&, ma& ,., na o faz 
nenhuma hipótese sobre a distribuição multivariada de (21, Z2, .... Zn), nem das 
distribuições bidimencionais de cz,.z,.;>. i,j = 1 a n. i~j. 
2. NOÇÕES GERAIS DE PROCESSOS ESTOCÁSTlCOS 
Em um fenBmeno met.alog@nico a prática tem mostrado Que uma 
medição do teor de um met.al Z<x> em uma localidade x. x em um deoósito G. G 
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suboonjunto da R2 ou R3 com limites bem definidos, tem um comportamento 
localmente errático e aue por trás desse comPOrtamento, também existe um 
comportamento caracteristo ou estrutural da variabilidade espacial, ou seja, duas 
medições do teor em localidades (pontos> diferen~es x e x+h, em· geral não são 
independentes, mas estão relacionadas por uma função de 'correlação Que 
o~r~ot.4iiriz• Qstliiia oompor·tament.o estrutural. Essas c;;.r·aot.erÍslicas de 
aleatoriedade estrutural dos teores do metal num depósito são fundamentais, 
portanto há Que considerá-las no modelo Que vai descrever o comportamento do 
processo Que gera os teor·es de um metal num depósito G. P..parte dessa.s 
considerações outras restrições são feitas ao modelo referentes à aolicabilidade 
deste na prática. Quatro são as pr·incipais car·acterlsticas Que o modelo tem Que 
satisfazer, descritas a seguir. 
2.1. O Modelo 
Para Que o modelo utilisado tenha validade prática Quatro são 




A ínferanoia Estt.atlsotioa deva soar pos;slvel. 
O modelo deve ser operacional, construido para responder aos objetivos. 
resposta particular oode não reQuerer todas as hioóteses imposta ao 
modelo em uma primeira tentativa. 
C.••>. Isosoo asotá ralacionado a uma ter9aira re!iki9ão; o modelo dava •er oomoatlval 
com os dados fÍsicos. 
(;,). Finalmente as predições devem ser verificadas. Um modelo pode diferir 
~mpl~ment.e desde a predi9ão. I•so significa aue ali caraot.erlst.ica do liist.ema tem 
fugido do pesQuisador (M. David, 1978). 
A pr·indoio o sistema é modelado por um processo estooástico. 
Mas na prática não é possÍvel conhecer a lei QUe governa esse processo 
estocástico. É aqui onde se obriga a impor restri9ões ao modelo, não ao sistema, 
para poder fazer infer~ncia, não da lei, mas de suas principais caracterÍsticas. 
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A seguir são apresentadas algumas definições básicas de 
processos estocásticos. 
Um processo'> estocástico Z é uma famhia• de variáveis 
aleatórias indexadas por um conjunto apropriado 
2 - {z<x); x E G), G suboonjunt.o de R2 ou R3 . 
O processo estocáslico Z fica completamente especificado 
pelo conjunto das funções de distribuições conjuntas de (Z1, Z2, .... Zn) para todo 
inteiro n e para todo x, E G; i=1 a n, escrita na forma 
senda F chamado de conjunto das distribuições finita dimensionais. 
Definem-se as seguintes funções do processo estocásticp Z: 
Flr!Ção média 
m(x) = E( Z<x> ), V x E G. 
FLrÇão covariSncia não-centrada 
FlllÇão covariSncia centrada 
Vari~ 
Cov<x,x) = V ar( Z<x> ), V x E G. 
Variograma 
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22. HipÓteses de Estacionariedade 
Uma das caracterlst.icas desse tipo de proces;so é Que só há 
uma mediç:ão registrada de Z(x) em xE G, ou seja, tem-se uma realizaç:ão {z<x>i x E o} 
do pr·ocesso estocástico Z. Porém, o conhecimento de uma s6 realização do 
processo, não permite chegar à lei do processo estocástico Z. É necessário 
conhecer várias realizações do crocesso z. cara ceder inferir sua lei ou ao menos 
as caracterlsticas principais. 
Na prática, não só se dispõe de apenas uma realização, mas 
também essa é restrita a um número finito de medições de Z<x> nos pontos x;; •=1 a 
n. Para contornar isso, certas sucosições são necessárias no modelo. Essas 
suoosições envolvem vários graus de homogeneidade es.oacial e são introduzidas 
sob o conceito geral de hi.Dóteses de estacionariedade. 
FreQuentemente o fen8meno em estudo pode ser considerado 
oomo homog~neo, isto é, tendo feitas as medi9Õ!!s {z<x;>-z;; J•i a n} das variáveis 
{z;; i=i a n}, QualQuer subconjunto das medições feitas provem da mesma 
distribuição das medições transladadas. Essa homogeneidade é introduzida ao 
modelo como hi.Dótese estacionária estrita. 
A Geoestatlstica postula uma homogeneidade muito menos 
exigente, Que não está nos valores z(x;> mas nos incrementos [z(x;> - z<x;+h>1 ou 
seja, Que os incrementos [z(x1> - z(x1+h>J, [z<x:a> - z<x:a+h>J, ... , [z<xn> - z<xn+h>l para 
QualQuer h, sem importar onde eatão locali:zadoa, provam da uma meama dialribuifião. 
Este tico de homogeneidade é introduzida ao modelo com o nome de hi.Dótese 
intrinseoa. Consideram-se então os incrementos como n realizaç:õas do incremento 
aleatório [ Z<x> - Z<x+h> ]. 
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Para conhecer o comoortamento do teor de minério no deoósito 
G, então constrói-se, para cada vetor distância h, um hist.o9rama do incremento 
aleatório [Z<x>-Z<x+h>l, cada histograma sendo caracterizado oela média e 
variância. Toda essa informação fica resumida ao considerar uma ,função média e 
uma funyão de vadância, Que depende só 
justamente à função variograma. 
I 
da distância h a Que corresponda 
HipÓteses de Estacionariedade Estrita 
llm prooe~~o e~tooá~tioo Z - (z<x>; x E G} é dito estritamente 
estaciorár1o, se a distr·ibuição conjunta de (Z<x1>, Z<x2>, ... , Z<xn)) é igual à 
distribuição conjunta de CZ<x 1+h), Z<x2 +h>, ...• Z<xn+h)) oara todo X; E G, i=i a n e 
para qualquer h E R2 ou R3 talque x;+h E G, •=1 a n, V n E N. 
HipÓteses de CovariSncia Estacionária 
O processo estocást.ico Z é dit.o de cov.ar.iSncla est.ullonária, 
se houver um segundo momento finito , satisfazendo 
i> E( Z<x> ) = m, V x E G 
ii> Cov<x,x+h) = C(h), V x, X+h E G. 
Um processo estocást.ico de covarigncia estacionária também 
é dito estacionário no sentido amolo, ou fracamente estacionário. 
A eslacionariedade da covariância implica na est.acionariedade 
da variância a do variograma. 
V<u"( ZCx> ) - E( [Z(x) - mJ2 ) - C<O>, V xE G. 
e 2VarHx,x+h) = Var( Z<x> - Z<x+h) ) 
= Var( Z<x> ) + Var( Z<x+h> ) - 2Cov<x,x+h> 
2Vari<x,x+h> = 2C<O> - 2C<h>, dependente só de h . 
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<2> 
Logo, tem-se aue Vari<x,x+h) = C<D> - C<h> = /(h), se a 
.. 
A eslacionariedade restrita do Processo não implica num 
processo de covari~ncia estacionária. 
HipÓt.eselnt.rlnseca 
Existem muitos fen8menos flsicos e processos esiocásiicos 
Que têm uma capacidade de disper·são infinita, isto é, Que não têm uma vari~ncia a 
prior-i, n~m uma oov-.riSnoia finit,G., mas Q posslval Que seja. dafir.ido um var-iograma. 
Se hover uma hipótese de est.acionariedade e o variograma 
existir então acontece uma estacionariedade do variograma. 
O processo esiocáslico Z é dito intrlnseco Quando: 
i) a esperança existe e não depende do ponto x 
E{ Z<x> ) = m, V x 
ii) para todo h o incremento aleatório [ Z<x> - Z<x+h> ] tem uma vari~noia 
finita aue não deoende de x 
2'Y<h> = Var{ Z<x> - Z<x+h) ), V x. 
Assim, a covari~ncia estacionária implica na hipótese 
int.r1nseca, mas a reolprooa não é verdadeira. Por exemplo, seja { W<t>; t~O } um 
processo estocástioo de Wiener, o incremento aleatório [ W<t> - W<i+h> ] é 
normalmente distribuÍdo com média m = O, variograma 2'Y<h> = Var{ Z<x> - Z<x+h> ) = 
I h I aue é fun9ão s;Ó de h a fun9ão covari~ncia CCt,t+h> = min(t.,t+h), Que não á 
função só de h. Assim, a classe de processos intr.insecos contem à classe de 
proces;li.O!iii. de covari~ncia e•boionária (D. E. Muar, 1989). 
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Supondo o prOCiõlliliO ·" . covar1anc1a lõllibcionária 




Então, uma condição necessária, para oue oualouer função g(h) 
seja uma fun'S=ão covariSnoia á que seja positiv.;a semi-definida. 
A vari~ncia escrita em termos do semi-variograma, usando (2), 
fica 
n n 
Var{ Y ) = C<O> L >..1 L >..; 
i=1 .i=1 
Caso o processo estocástico venha a ter uma capacidade de 
dispersão infinita, só a hipotése intrlrrseca é suposta. Então, a vari~ncia da 
combinação linear finita Y é definida ouando: 
resultando: 
ou 
n L>-;= O, 
i=1 
Var{ Y) = 
e assim. uma condição necessária para aue aualauer função f(h) seja uma função 
:.emi-variograma é oue seja negativa semi-definida. com a condição nos pesos, 
n 
~:>...;= O, chamada de furrção negativa semi-deFinida condicional (condicionada a 
if'li 
2:>.. ·= 0>. 
i=1 .J 
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O teorema de Bochner (Armstrong H. e Diamond P. 1984), dá a 
condição necessária e suficiente, para oue uma função g(h) seja positiva semi-
definida. A função g(h) é continua e positiva semi-definida se e só se esta é a 
tr.a.ns;tormada de Fourier de uma medida de Borel am R2 limitada posdJiva fJ, 
g(h) = J exp <i<u.h>> dU<u>. 
R2 
Para um fenômeno modelado por um pr·ocesso de covari.~ncia 
estacionária. na prática, a correlação entre as variáveis aleatórias Z<x> e Z<x+h) 
desaparece quando a dist~ncia h cresce indefinidamente: 
C(h) -+ O, quando lhl -t oo. 
Definimos CCh>=O para lhl ~ a, onde a é a dist~ncia para que co-.> seja 
aproximadamente zero. Essa distância a é chamada de alcance e represo.enta a 
transição do estado onde existe uma correlação espacial Ohl < a), ao estado onde 
não existe uma correlação espacial (Ih! ~ a). Essa distância a também pode ser 
interpretada como a amolitude média do corpo mineralizado para cada direção do 
vetor distância considerado. O alcance dá a idéia intuitiva de uma zona de 
inf'lu2ncia do f'an8mano. 
Pela definição do variograma tem-se que: 
"'t<O> = O, "'t(h) = "'1<-h> ~ O 
Se ao considerar processos com a covariância não-negativa então ao aumentar o 
vetor h, iCh) creEce at& CCO> a parlir de seu valor inicial zaro, como conSieQu2ncia 
da expressão C!), e chega a sar mais ou menos estável em volta do valor limite 
i(oo). Essa valor limite é chamado de valor patamar e corresponde à variSnoia a 
priori do processo estocástico Z: 
l(oo) = Var( Z<x> ) = C<O> 
onde se associa um alcance a. Se a variável de interesse depende não só do ponto 
x E G mas de um outro valor z, o patamar vai ser uma função de z. 
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Tais variogramas caracterizados por um patamar e um alcance 
são chamados de modelos de transição, que correspondem não só a processos 
estocásticos intrlnsecos, mas também a processos de covar·iância estacionária. No 
caso de um varíograma não ter carab~erizado o patamar é porque h~ um componente 
não estacionário. Isso pode ser visto mais claramente por meio de ter 
caracterizado as diferentes causas que explican a var-iabilidade do teor Z<x>, que 
na realidade as causas aparecem em domlnios de escalas diferentes, por exemplo: 
- a nível do suporte (h~O), existe uma variabilidade devido às medições 
- uma segunda variabilidade aoarece devido à transição de um elemento a outro 
(h<! em) 
- uma terçeira variabilidade oode dever-se à alternação de estratos (h<100 mts) 
- e uma quarta variabilidade aparece devido à distribuição dos depósitos, que é 
modelada Pot" uma es;trut.ura media det.erminls;tica m<x>-E( Z<x> ) (h<iOO Kms;;). 
Ao focalizar a variabilidade devido aos depósitos ou devido à 
grande escala <maiores que o alcance do varíograma construido a escala de 
observação), na hora de fazer crescer a distância h e o variograma não ter 
estabilidade ou seja aue a estrutura determinística m<x> também não tem 
estabilidade levando persever uma lend~ncia nos limites do depósito (A. G. Journel, 
1978). 
3. fU.IÇÃO DE PREDIÇÃO. 
Quando um fen8meno é observado consegue-se uma realização 
finita {z1, z2, ... , zn} do processo estocást.ico real z. O problema é conhecer o valor 
z<x> da variável Z<x> no ponto x=x0 . O melhor que se pode fazer é construir uma 
função real mensurável g aue deoenda das n variáveis aleatórias Z1, Z2 , ... , z,., 
usando seus valores na função g, oara obtermos um valor real. Esse número é 
chamado de preditor <estimador> do valor de Z(x0 ) (Z<xo>=Z0 ) . 
. 
Exisot.em muit.os;; conjuntos;; pos;s;iveis;; da funyÕas; da pradiyio, 
dependendo das restrições feitas ao processo estocástico Z, como também da 
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medida de erro cometida ao oredizer a variável aleatória Z0 . 
O conjunto mais geral de funções de predição é o conjunto das 
funções Borel mensuraveis de Z1, Z2, .... Z11. 
A seguir serão definidos alguns conceitos básicos. 
) 
É definido o erro de predição R<x0 ) como: 
R<x0> é uma função aleatória e, oara obter uma medida 
quantificada do erro cometido na predição, simplesmente poderia ser usado o valor 
esperado do erro de Predição E( R<x0 > ), porém é usual considerar-se uma função 
perda LCR<x0 >) e então calcular o valor esperado dessa função perda. Por 
conveniancia, á que se considera L(R<x0 )) - R2 <x0 ). Então, a medida do erro de 
predição á o erro quadrático médio <MSE) ou vari.Sncia de predição, se o preditor á 
não-viciado Para Z<x0 ) 
Agora, o conjunto de funções de predição é restrito ao 
conjunto das funções Borel-mensuráveis de Z 1, Z2 , ... , Zn de quadrado integrável 
denotado por L2(0, lJ, P) ou simplesmente por L2, onde 1f é a u-álgebra gerada pelas 
n variáveis aleatórias Z1, Z2, .... z,., e P é a medida de probabilidade definida em 
(0,1f). 
Uma função g* E L2 é dita a melhor função de predi9ão <BPF> 
de Z0 baseada em Z1 , Z2 , ... , z,.,, se 
MSE< g* ) ~ MSE< g ), 'V 9 E L2 . (3) 
Diante do exposto acima as perguntas que devem ser 
respondidas são: 
existe g* ? , 
se existe, é g* única?. 
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Seja o conjunto Hn de funções Borel-mensuráveis. de cuadrado 
integrável com um produto interno definido pela covari~ncia não-cent.r•da 
( f , 9 ) = E( f9 ) V f, 9 E Hn, 
ou seja, cue o conjunto Hn é implementado por uma estrutura geométrica ordinária, 
istL : é, H" é um espaço de Hilbert e La é um esDaço fechado de H ... Pelo teorema da 
projeção, existe um elemento único g'~ E L2 Que s•tisf•z (3), isto é, um preditor de 
Z0 é a projeção de Z0 no espa.ço L2 . 
4. A KRIGAGEH 
A palàvra krigagem é um termo para designar o procedimento 
clássico de seleção do preditor com uma va.riS.ncia de predição mÍnima, em uma 
olasss de possÍveis preditores <lineares ou não-lineares). Essa va.riS.ncia de 
predi~ão poda ~ar vista como a di~lSncia ao Quadrado anlra a variável 
de~conhacida a ~su pradilor. O procas;so da minimi:za~~o da dist.Sncia podaria sar 
visto como a projeção da variável desconhecida no espaço onde se procura esse 
preditor. 
Na pr~tioa, o problema é encontrar o melhor oreditor po~~ival 
do teor médio de um bloco, levando em consideração as variáveis amestradas, 
avaliada~ dentro ou fora do bloco a pradi:zar. D. G. Kriga, no ano 1951, oroo8s um 
procedimento de regressão cara designar pesos a cada variável avaliada. G. 
Matheron formalizou e generalizou esse procedimento de regressão, denominando-o 
de Krigagem, Qua definiu como o procedimento probabi.Ústioo de obter o IIHilhor <no 
sanlido da minimizaç:~o da variSncia da pradi~~o) J]Nidit.cr linaM" não-viciado da 
una variável desconhecida. Em 1975, G. Matheron fez uma maior generalização, 
obtendo preditores não-lineares e não-viciados, Que chamou de Krigagem Disjuntiva 
<KD> (A. G. Journel, 1977). 
Seja Z o processo estocást.ico aue modela o fen8meno, tendo n 
variáveis avaliadas de 2, {z1, 2 2, ... , Zn}, com o objetivo de predizer uma variável 
Z<x0> com base nessa realização finita do processo estocástico Z. Ent~o o 
procedimento é como se segue. 
-::..) 
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Considera-se o espaço vetorial H," implementado com um 
produto interno definido por: 
~' I < f , g ) = E{ fg ) \1 f, g E Hn. 
Considera-se também o espaço vetorial H de todas as funções mensuráveis das n+i 
variáveis aleatórias {z0 , Z1, Z2, ... , Zn} de Quadrado integrávl·l. Assim, a esperança 
condicional de Z0 dado Z1, Z2 , ... , Zn 
definida no espaço H é o orojetor or·togonal de Z0 no subespaço L2 • CNevéu, 1965), 
ou seja: 
é a BPF de Z0, mais, ainda, a esperança condicional En( Z0 } é não-viciada para Z0 
propiedades de: 
E{ En{ Zo ) - Zo ) = E{ En{ Zo ) ) - E{ Zo ) 
= E{ Zo ) - E{ Zo ) 
=o. 
Então, a esperança condicional fica caracterizada pelas 
ü> não-viciabilidade 
< En{ Zo ) - Zo , 1 ) = O 
(ii) e ortogonalidade 
( En{ Zo } - Zo , Y ) = O, 
Concluindo aue a esperança condicional é o melhor preditor 
não-viciado, segundo a definição aue enprega a GeoestalÍstica, a esperança 
condicional é o preditor de Krigagem. 
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Para poder construir um preditor de Krigagem 
.. 
tem aue se expressar o produto interno 
Que necessita do conhecimento da distribuição das n+i variáveis Z0 , Z1, ...• z,.. 
Na prática, a esperança condicional pode ser const.rulda só 
em casos muitos particulares, por exemplo, se o processo est.ocást.ico Z é 
Gaussiano e estacionário, nasse caso a esperança condicional toma a forma de: 
(Gra\:lbill, 1975). 
§ n 
g = En{ Zo ) = L >...;Z; . 
.i= i 
4.1. Krigagem Disjuntiva 
No caso, onde se tem só uma realização finita do processo 
est.ocástico Z não é posslvel a inferência da distribuição conjunta das n+i 
variáveis Z0 , Z1, Z2 , .... z,., ficando a esperanç:a condicional desconhecida. 
Freauent.emente, o aue se faz nesses casos é reduzir o espaç:o 
onde se está projetando a variável por predizer, Z0; assim, o espaço H,. é reduzido 
n 
•o eso~ço ear•do por tod•so •• oombin.çõe& lineares; Tinit..& L>.. ;ZJ d•s n 
J•i 
variáveis avaliadas. Entretanto, a idéia do processo Krisasem Disjuntivo é de 
projetar Z0 num espaço aue inclua o espaç:o gerado pelas combinaç:ões lineares 
finit•s, e aue esteja inoluldo no esp•ço H,. 
A construç:ão do espaço onde se auer projetar Z0, denota-se 
por D~t e é gerado pela soma de n funções mensuráveis de uma variável, ist.o é: 
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A proje9ão 2~K de 20 em Dn é caracterizada pelas duas 
condições anteriores: 
• f n ZoK e o,., isto é, ZoK = L 9.;(Z.;) 
.i= i 
.. 
• ( Zo - 20 K , Y > = O, V Y E Dn. 
Desenvolvendo a condição (ii), tem-se: 
n • n 
< Zo 1 Lg.;(Z,;) > = < Z0 K 1 Lg.;(Z.;) >; V g.; mensuravel 
..i=1 .i=1 
n n § L < Zo 1 g}Z.;> > = L < Z0 K 1 g.;<Z) )i V g..i mensurável 
.i=1 ..i=1 
eQuivalentemente a 
por ter Que ser satisfeita para toda função g,; mensurável. 
Como Dn é gerado por funções mensuráveis g,;(Z,;) dependendo, 
de uma só variável Z.;. a condição <H> fica como: 
( .. , ... 
e para toda função f mensurável de uma só variável. Essa condição é satisfeita se 
e só se: 
E( Zo/Z; ) = E( Z~K/Z; ); i=! a n 
A prova dessa passagem encontra-se no apendice, pagina 90. 
Então as funções 9,; do oreditor KD são caracterizadas oelo 
sistema de n eQuações 




Dessa for'ma f'ica completamente caracterizado o predit.or KD, Z~K· O s;istema (4) é 
chamado de sistema KD. 
Vê-se Que o sistema KD depende'· só das esperanças 
. 
condicionais de Zo dado Z.; e de Z; dado Z.;. Para conhecer essas esperanças são 
necessárias as distribuições bidimensionais de ( Z0,Z.; } e de ( Z;.Z.; }; .;=1 a n. 
Geralmente, não é posslvel resolver o sistema KD por·que está 
na forma de equações integrais. E posslvel resolv~-lo fazendo uma discr·et.ização 
•propr-iada p•ra obt.ar funyÕa» aproximada» por sxpansÕe» limit.ada• em polin8mios 
ortogonais (G. Matheron, 1975). 
Esse procedimento foi desenvolvido com o propósito de 
predizer certas variáveis Que dependem de uma forma não-linear nos dados 
avaliados, por exemplo, para a proporção de valores de teor acima de um dado 
valor de corte. 
A rs;;olu9io do ;;i;;t.sma KD (4) proporciona o s;;t.imador KD Z~K 
e a variSncia de prsdiyão corrs»ponds a: 
Como o espaço Dn está contido no espaço Hn. a Projeção de Z0 
em Hn está mais perto a Z0 aue a projeção de Z0 em D .... Em outros termos: 
2 n 1 n2 2 n 1 n2 
D'DK = JJZo - ZoKB = ftZo - E~t{ Z0 )U + D E~t{ Z0 } - ZoKU 
Se não são conhecidas as distribuições bidimensionais de 
CZo.Z.;) e de CZ;.Z.;), é usual restringir o espaço Hn. mais ainda do aue o .espaço D11. 
fazendo com aue as funções f.;CZ,;) sejam lineares. isto é, f .;CZ.;) = )...iZ.;. Dessa forma 
o espaço de procura para o melhor preditor de Z0, é o espaço vetorial En definido 
pelo conjunto de todas as combinações lineares finitas dos elementos do processo 
estocást.ico Z 
n E~t = { :L>.,;Z.;; Z,; E Z, À.; E R } . 
.;=1 
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Feita essa restrição, o orocesso Krigagem, chamado de 
Krigagem Unear, é definido como o procedimento de projetar a variável 
desconhecida Zo em En ou em QualQuer variedade linear C C En de maneira Que se 
poso:•a garantir a não-viciabilidade do predilor g•. Agora denola-•a g~ por z•. 
ConcL.;ão de Não-viciabilidade 
Considere-se a esperan9a de Z1 E En 
n 
~ )..; m<x,;> . 
.;:1 
O preditor Z1 é não-viciado para Z0 , se e só se, E( Z1 ) = E( Z0 ), em termos da 
f'unç;;o média do prooes.s.o est.oca&t.ioo Z, Z1 &I não-viciado para Z0, &e e soó soe, 
(15) 
Dois casos são distinguidos 
esperados m<x0> e m<x): 
de acordo com os valores 
(i) os valores esperados são conhecidos ou desconhecidos; 
(ii) a função média do processo estocástico e estacionária ou não. 
42. Krigagem Si.mples 
Todas as esoeranças são corhecicfas: 
Com o conhecimento de todos os valores eSPerados, a condição 
de não-vícíabílida.de do predít.or Z1 fica caract.erizada só pela express;ão (6) a no 
mesmo espaço de projeção Que foi usado pelo procedimento Krigagem Linear En. O 
procedimento Krigagem nessas condições é chamado de Krigagem Simoles <KS>. 
•. 
23 
4.3. Krigagem Ordinária 
A esoerança é estacionária desc:orllecida: 
Nas condições onde m<x> = m desconhecida para todo x E G, a 





Essa restrição aos pesos >.'s da combinação linear, Que gera o espaço E~, faz com 
oue o esoaço de orojeção de Z0 seja restrito à variedade linear C1 C E," definida 
por a condição <7>. Nesse caso o processo Krigagem é chamado de Krigagem 
Ordinária <KO). 
4.4. Krigagem Universal 
A esoerança não é estacionária nem cortlecida: 
Nesta. situação não é possÍvel caracterizar a. condição de 
não-viciabilida.de <7). É preciso dar uma. forma. à função média. m(x), por exemplo, a 
forma de uma. combinação linear de L funções conhecidas, isto é, 
L 
mcx> = L a.1 f 1Cx>; 
1=1 
os L oarametros a1 são desconhecidos. A condição de não-vÍcio <6> torna-se: 
Essa relação é satisfeita se e só se, 
Essas L condiÇÕes restringem o esoaço E .. a uma variedade linear CL de dimensão 
n-L e o preditor z• E CL C C1 . Esse procedimento de Krigagem nessas condições; 
de não-vÍcio é chamado de Kri.gagem Universal <KU>. 
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A variância da prediyão para cada processo da Krigagem á 
menor, se o esoayo de orojeyão é maior, islo é, 
~- ) 
CAPÍTU..O I 
CONCEITOS ELEMENTARES PARA RESOLVER 
PROBLEMAS DE MINERAÇÃO 
1. VARIÁVEIS MEDIAS 
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Não são, em geral, de interesse as variáveis pontuais, mas sim 
as variáveis médias, médias das variáveis pontuais Z<x>. O teor médio de um bloco 
com volume v centrado no ponto x é 
Zv<x> = ~ f Z<u)du. 
V( X) 
(i) 
Na prática esse teor médio é aproximado por o valor médio dos valores realizados 
do teor pontual 
Zv<x> _!_" ~ n ~z<x.;>. 
,=1 
O processo estocástico de interesse é dado por 
A funç-;ão covari~ncia do processo estocást.ico Zv é dada por 
Cz <x-y) = Cov( Zv<x>,Zv<Y> ) = 12 f f C(x' -y'>dx'dy', 
V V V(X) V(\:1) 
(2) 
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denotada POr' CCv,v) e representa o valor médio da covari~ncia C<h> Quando um 
extremo do vetor dist.~ncia h descreve o domlnio vCx) e o outro extremo descreva 
independentemente o domlnio v(y). A inleç:Jral estocástica (i) existe se a integral da 
de Riemann <2) existe. 
Se 
A função média do processo estocáslico Zv é 
) 
mz <x> = E{ ~ J z<u>du } = m. 
V V(X) 
o processo estocástico original z , e estacionário ou da • 1\ • covarJancJa 
estacionária então o processo estocást.ico Zv também é estacionário ou covariincia 
estacionária. 
1.1. VariSncla de Extensão 
É de interesse conhecer Quanto é a diferença QUe existe 
entre o teor médio numa área v<x> com volume v e o teor médio de uma área maior 
V(y) com volume V, v« V. Essa medida para a diferença é a variincia do erro 
Zv<Y>-Zv<x>, chamada var~ de e.xtenção de V por v e é dada por 
cr~CV,v) = Var( Zv<w>-Zv<x> ) 
= Var( Zv~Y) ) + Var( Zv<x> ) - 2Cov( Zy(y), Zv<x> ) 
= 
1
2 f f C<x' -y')dx'dy' + 12 f f C<x' -y')dx'dy' V Y(x) V(y) V V(x) V(W) 
- L f J C<x' -\l>dx'dl.l'. VV v(x) V(W) 
As integrais são em duas ou trªs dimensões de acordo com as dimensões do 
domlnio G. Para simplificar as notayões, escreve-se cr~CV,v> por 
2 - - -uE<v,V> = CCv,v> + C<V,V> - 2C<v,V>. (3) 
Quando a covariincia CCh) existe o semi-variograma 'YCh> 
também existe, e por (0.1) a expressão <3> oode ser escrita em termos do variograma 
e do semi-variograma onde o termo constante desaparece, sendo 
u~Cv,V) = 2~Cv,V> - ~<v.v> - "Ycv,V>. (4) 
onde ~Cv,V> representa o valor médio de "Y(h) Quando um extremo do vetor distSncia 
h des;;oreve o domlnio V<x> e o outro extremo indapendantement.a dasorava o domlnio 
v(y). 
A r·elação <4> pode mostrar-se válida QUando o processo 
estocást.ico Z é só intrlnseco <a função covari~ncia do processo, C<h> não existe). 
Observações: 
(a) As relações (3) e (4) são independentes dos domlnios v e V. Em 
par·ticular, o domlnio V pode ser formado por dois blocos diferentes V=V 1 +V2 e o 
n 
domlnio da unidade de seleção pode ser formado por diferentes amostras v= ~v.; . 
.;=1 
Algumas podem estar localizadas dentro do domlnio V. 
<b> Nas relações <3> e <4> há Quatro fatos essenciais e intuitivos Que 
condicionam toda a predição. 
(i) a geometria do domlnio V<x>: como o semi-variograma "Y<h> é uma 
função crescente de h , ~(V ,V> aumenta com o tamanho do volume V. Se o tamanho da 
V é fixo, o lermo ~CV,V) é conseQuenlemente a variSncia de extensão u~Cv,V> Que 
depende também da geometria de V. 
(ii) a distinoia entre o domlnio V e do suporte v: na medida Que a 
dist.incia entra o domlnio da V a da v aumenta, assim aumenta o valor da ~(v,V> e 
também o valor da variincia da extensão. 
<iH> a geometria do domlnio v: como a dimensão do domlnio v aumenta, 
o valor de 'Y<v,v> também aumenta e conseQuentemente a variincia de extensão 
decresce. 
Civ) a função estrutural, semi-variograma ou covariincia: a 
QUalidade da estimação depende das caraoterlsUcas estruturais (anisotropias, grau 
de regularidade) do fenBrneno em estudo. 
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12. Variaraa de Dispersão 
Nos problemas de seleção é muito importante ter uma medida 
de dispersão' (ou de variabilidade) dos teores de produção unitários v <bloco) 
dentro de uma sub-área (painel>. 
Seja um domÍnio centrado no ponto x, V<x> :.: U;v<x;> onde os 
domÍnios v<x;> são todos iguais por translação. Quando o volume v do domÍnio v<x;> é 
muito menor em relação ao volume V do domÍnio de dispersão V<x>, v « V, o desvio 
quadrático médio S2<x> é uma integral sob o campo de dispersão V 
Sob a hipótese de estacionariedade de ·" . covar1anc1a 
estacionaria ou intr-Ínseca, a var.iSncia de dispersão das unidades v dentro de V á 
definida como a esperança estacionária de S2<x> 
v« v. 
Calculando, tem-se 
= ~ J u~(v(y),V<x>> dy, 
V( X) 
v« v. (4) 
Da ~cordo com <3>, tem-•a 
u~(v(y),V<x>) = C(v(y),v(y)) + C(V<x>,V<x>) - 2C<v<y>,V<x>), 
e como o processo é de covarigncia estacionária, C(v(y),v(y)) e C(V<x>,V<x>) não 
dependem das posiÇ)Õe• y e x dos domÍnios v(y) e V<x> respectivamente, mas das 
geometrias dos domÍnios, isto é, 
C(v(y),v(y)) = C(v,v), \/yEG 
e C(V<x>.V<x>> = C(V,V), \1 X E G. 
Então esses termos são invariantes no campo V<x> ficando 
6 f { CCv<Y>N<Y>) + C(V<x>.V<x>> }dy =· CCv,v) + C(V,V). · 
V(X) 
.. 
e a condição de ser v muito menor que V, leva a que o deslocamento de v(y) em V<x> 
é equivalente ao deslocamento de um ponto y no domlr .. 'o V<x>, assim 
6 f ~(v(y),V(x))dy = ~(V(x),V(x)) = C(V,V), v « V. 
V(X) 
A condição v « V esta significando desplazar um ponto dentro 
de V. Quando o domlnio V<x> está constituído por um número finito de v(y) a 
condição v « V não é precissada porque o desplazamento de v(y) dentro de V 
significa desplazar um ponto dentro de V. 
A variSncia de dispersão (4) fica 
2 - -D <v /V) - C(v,v) - C(V,V), (5) 
o Que pode ser escrito em termos do semi-variograma, substituindo C<h> por -"Y(h> 
(6) 
Pode-se mostrar que esta relação (em termos do semi-variograma) é válida se o 
pr-ocesso estocástico Z satisfaz só a hipótese intrÍnseca. 
Cbservações: 
<a> A variável aleatória S2<x> depende da posição particular x do ponto 
central do domÍnio V<x> e, sob a hipóteses de covari~ncia estacionária ou 
intrÍnseca, D2 <v /V> não depende da posição particular x, mas da geometria dos 
domÍnios v<~::~> e V<x> e da função estrutural, covari~ncia CCh) ou semi-variograma 
"Y(h>. 
(b) Para v = O, isto é, a unidade v(y) é um ponto. Nesse caso v « V 
ficando a variancia de dispersão de uma variável pontual dentro de V como 
(c) A rcla~5o da Kriga: A pr·c.priedade de ;;dilivid.-.do di2 
dispersão é estabelecida como uma conseQu~ncia da rela~ão (6) 
~- \ <. ) 
= "1<V,V> - "1<v,v) + "i<G,G> "i<V,V) 
v C V C G. 
:J 
(7) 
Isto é, a dispersão da unidade v no depósito G é igual à sorna de<.s disper·sões da 
unidade v no painel V e a dispersão do painel V no depósito G. 
Essa relaç:ão foi encontrada experimentalmente por D. G. Krige 
usando dados de um depósito de ouro. 
(d) A variSncia a priori: Sob a hipótese de covarigncia estacionária e 
supondo QUe 
lim f f C<u -w>dudw < co, V -tOO V(X) V(X) 
o teor médio Zv<x> num campo de dispersão muito grande V, (V-too), é igual à 
esperanya estacionária do processo estocástico Z, isto é, 
Zv<x> -+ E( Z<x> ) = m Quando V -+ co, 
ou seja, aue Z é um processo estocást.ico ergódico. 
Tendo-se também 
= lim vi J E{ f Z<Y> - m ]2 }dy V-ioo V(x) 
= Var{ Z(y)) 
= C<O>. 
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Se o processo estocást.ico Z é ergodico da co·.·~r·Úlncia 
e=t.aoion~ria , a variSnoia a priori é o Hmit.e da varianoia de di!!per!!ão da 
variável pontual Z(y) num campo muito grande de variabilidade. 
<. 
Sob as mesmas hipóteses e das expressões (5) e (6) 
D2CO/oo) = CCO> - CCoo,oo) = CCO> 
= 'Ycoo,oo) - 'YCO> = C<D>, 
onda CCoo,oo) = CCoo> = O, 
'Ycoo,oo) = 'YCoo) = CCO>, 
e 'Y(Q) = o. 
Cálculo do valor médio do variograma. 
As principais operações em Geoestatlstica <estimação da 
vari~ncia de extensão e de dispersão> precisam do uso do valor médio 'Y do semi-
variograma oontual 'Y<h) aue é escrito oor 
'TCv.w) = ~ f f 'Y<x- w>dxdw. 
V(X) H(X) 
Essa expressão representa o valor médio do semi-variograma pontual i<h> Quando 
um extremo do vetor dist.Snoia h descreve o domÍnio v e o outro extremo 
independentemente descreve o domÍnio w. Ver Fig. 1. 
v 
Fig. i. x percorre v e y percorre w. 
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Existem duas formas de se obter 'Y(v,w): 
!._ A primeira é calcular 'Y numericamente. Essa solu9ão não faz retri9Ões 
ncs; dom1nios; v Q w, StÓ t.am que li& dis;oret.izar por uma malha rsgular de pont.OSt 
centrados <x;; i=i a N> para v e <Y;i j=i a H> para o domlnio w e o valor médio 
'YCv,w) li aproximado por uma dupla soma discreta 
) 
::Y(v,w) i N H 0::! - L L i<x; - Y;>. NH i=1 J=1 
Observações: 
(i) Outros métodos para a aproximaç::ão de 'Y(v,w) mais precisos podem ser 
usados, de tal forma QUe não levem muito tempo nos cálculos. 
(ii) O efeito zero: Essa aproxima9ão e perigosa ao considerar ums dos 
domÍnios como subconjunto do outro, por exemplo w==v, nesse caso podendo ter 
pontos coincidentes nas discretiza9ões <x4; i=i a N> e (yJ; j:i a H> dando maior 
import&ncia ao valor 'Y<O> = O. Esse efeito zero faz Que o valor médio do sami-
variograma seja subestimado sistematicamente e, conseQuentemente, Que o valor 
médio C da correspondente covari&ncia seja sobrestimado sistematicamente por C(h) 
= C<O> - "Y<h>. O efeito zero pode ser evitado usando um modelo, Que movimente 
levemente cada ponto de uma das malhas, independentemente de cada ponto da 
outra malha não movimentada, ou usando outro método mais sofisticado como o 
método de Gauss-Cauchy. 
<iii) Densidade da 81X"'0Ximação discreta. A principal condição para a 
aproximação discreta é a densidade, aue deve satisfazer todas as relações de 
ordem do variograma a vari~ncia da dispersão, ou seja sa v > w, antão 'Y(v,v) ~ 
'Y(w,w) e os estimadores devem também sastisfazer =r•cv,v) ~ 'Y•cw,w) e D2*Cv/w)(0. 
Além disso, densidade da aproximação discreta pode ser achada iterativamente por 
aumentos progressivos nos números N e H até algum aumento aue produza melhoria 
não significativa. 
2._ A segunda forma para conseguir o valor médio 1cv,w), é aue a geometria 
dos domlnios v e w sejam simples. Foram construidas para isso Quatro funções, 
chamadas Funções auxiliares básicas e denotadas Por «, x. F e H, definidas para 
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domÍnios; de fOI"'ma retangular em uma ou duas dimensÕes;. Ao considerar modelos 
semi-variogramas 'Y<h> isotróoicos simples (modelos linear, logarítmico, esférico, 
exponsmcial a polancia), oblam-s;a valor médio 'Y(v,w) para as; dHaranlas; dimans;Õaa 
dos domlnios simples v e w. Esses valores são apresentados em fOI"'ma de ábacos 
(cartas> (A. G. Journel, !978). 
2. DISPERSÕES VERDADEIRAS 
O conjunto do mineral contido no depósito G, chamado de 
recurso in si tu, é representado por histogramas de dispersões. Assim, o histograma 
para teores z<x> de suporte pontual, supondo QUe seja representativo da 
dispersão dos teores no depósito G, tem as siguintes oaracterÍst.ioaa: 
(i) uma média experimental m•<G;O>, Que 
verdadeira do depósito m = EC Z<x> J 
é supostamente igual à média 
<H> uma vari~ncia de dispersão, 02<0 /G> - E{ [ Z<x> - m ]2 } 
<iii> e uma forma, por exemplo assimétrica Que pode ser ajustada geralmente 
por uma distribuição lognormal ou gamma. 
Supondo Que os teores verdadeiros zv<x> de todas as unidades 
mineiras de SuPOI"'te v sejam conhecidos, o histograma de dispersão dos teores zv<x> 
antão s;erá construido com a» caraterlsticas, a s;eguir: 
(i) uma média igual à média dos teores pontuais, m = E( Zv<x> ) 
<H> uma variância de dispersão, D2<v /G>, onde geralmente o SUPOrte v é 
maior QUe o superte pentual. Note que 0 2<v/G) < 02<0/G), pela relação <7>. 
(iii) uma forma, por exemplo, assimétrica. 
Essas carcteristicas são mostrada na Fig. 2. 
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f r~quenc.io. 
Fig. 2. Densidade do t.eor pontual e do bloco-v. 
Assim, os dois histogramas são diferentes, levando a 
proPOrção de teores pontuais z(x), maiores ou iguais a um valor de corte z0 (região 
riscada, Fig. 2), a ser diferente da proporção de teores médios zv<x>, maiores ou 
iguais ao valor de cort.e z0 <região preta>. Se existir uma proporção não 
desprezível de testemunhas de teor Z<x> ~ z0 %, não haverá nenhum ou poucos 
paineis de várias toneladas de teor médio Zv<x> ~ z0%. Para altos teores de corte 
z0 > m, a área riscada do histograma de teores testemunhas z<x> pode seriamente 
sobrest.imar o pOiisivel mineral recuperado no teor médio e na tonelagem média e 
correSPondentemente subestimar a tonelagem do metal estéril, isto é, subestimar a 
área correSPondente aos painéis com teores zv<x> < z0 . V~-se Que a noção de 
suPOrte da variável é essencial. 
At.é aQui é possÍvel conhecer as est.imat.ivas dos dois 
parSmetros Que caraterizam uma função de distribuição dos teores Zv<x> num 
suPOrte v do depÓsito G como segue. 
Conhecida ou estimada a distribuição do teor pontual Z<x> no 
depÓs;it.o G, ~·(G,z), a es;paran9a es;t.imada de Zv<x> é dada por 
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Usando a r·elação de D. G. Krige, exoressão (8), encontrada experimentalmente oor 
ele e for-malizada por G. t1at.heron temos: 
;y(v,v). 
A var-iância de di:.persão estimada é dada por 
• • D2 <v /G) = D2 <O /G> 1(v,v), 
onde 
e 1(v,v) é obt.ido por um dos pr-ocedimentos expostos no cálculo do valor médio do 
:.emi-varic•grama. 
Mas para conhecer a distribuição do bloco-v não é suficiente 
determinar só os par-âmetros da média e da variância, também é necessário 
conhecer a forma dessa distribuição. 
2.1. Principio de Conservação da Distribuição 
. 
Diversos trabalhos usam o prino~io da conserva~ da 
distribuição. aue consiste em ajustar o histograma experimental das amostras oor 
. 
uma distribuição teórica <lognormal, gamma, etc.). Logo, postula o principio de 
conservação da distribuição dos teores blocos-v, e aue leva a distribuição dos 
teores bloco-v terem mesma forma da distribuição dos teores pontuais. Em 
oar-t..icLilar. o postulado de conservação lognormalidade é muito freauente. E 
f•ozendo um• •imple• oorre9~o par• • dili;:per~;ão, é possÍvel derivar a dist.ribui9ão 
dos blocos-v aualauer seja sua forma, tamanho e localização. 
Alguns dos problemas aue surgem sobre esse enfoaue são: 
não existe nenhuma justificativa teórica do postulado de conservação da 
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distribuição, ao contrário. numerosos exemolos exoerimentais o rejeitam. 
as amostras nunca são exatamente distribufdas segundo uma lognormal. O 
modelo lognormal impÕe um comportamento particular nas caudas da distribuição 
Que não é ajustado, em geral, ao comportamento experimental. 
Esse postulado pode ser usado na prática, se o Fator de 
correrfão de vari.Sncia relativa ;or peQueno, isto á, 
Satisfeita essa restrição no fator de correção de variância relativa, a 
distribuição bloco-v é dada por 
~v<G;z) = ~(G;y), 
onde D<O/G> !:I = m + D<v /G> < z - m ), V z E G. 
3. A ANÁUSE ESTRUT~ OU VARIOGRAFIA 
A análise estrutural de um fen8meno dist.ribuido espacialmente 
consiste em construir um modelo do variograma Que caracteriza de uma forma 
operacional as principais caracterlst.icas da depend~ncia espacial do f'en8meno. 
E»&a modiilagem exigQ um bom conhecim~ant.o ;lsico do ;an8miino a do& objat.ivo» a 
serem estudados, como também possuir uma prática no ajuste de modelos 
geoast.at.l»t.ico». 
O estudo geoest.at.lst.ico compreende dois passos principai»= 
i._ Uma análise espacial QUe resulta na decisão essencial de 
estacionariedade <homogeneidade na área de estudo) e num modelo para a 
depend~ncia espacial sob a área. 
2._ A impl.anta?~O dça um dos rr.Gtodo• a d;;finir no proximo o-.pltulo oom o 
nome de Krigagem Indicadora ou Krigagem Probabilltica, para determinar 
completamente a função distribuição estimada. 
A análise estrutural é importante e compreende duas fases: 
uma é a análise exploratória dos dados, onde sé consegue a familiaridade com os 
dados e o problema, Que não é considerada nesta di 'sertação; a segunda, é 
conseguir modelar o variograma. Os resultados da análise estrutural, em particular 
a deciE:ão de eE:t.acionariedade, e, como conE:eQu~ncia, os modelos do var·iograma, 
condicionam completamente os resultados do próximo passo da Krigagem e a 
estimação da função distribuição. 
A modelagem do variograma é feita com base no variograma 
experimental 
A 
2'"f(h) = (8) 
Onde N(h) = { <xi,x); jXi-X,;j == h } e jN(h)j é o número de elementos distintos em N(h). 
A 
Plotados os pontos 'Y(h) para oada h, agora tem QUe se ajustar 
A 
o melhor modelo semi-variograma teórico l'(h) ao semi-variograma experimental l'(h). 
Para dados espacialmente irregulares, N(h) é usualmente 
modificado para. o conjunto { <x;,x;); IX;-Xjl == T(h) }• onde T(h) é uma região de 
tolerância de G referenciada por h (A. G. Journel, 1988). 
Outros estimadores para o variograma são dados por Cressie 
e Hawkins (1980> e uma comparação entre diferentes estimadores do variograma, 
incluindo o do método dos momentos <8>, é dada por O. L. Zimmerman e M. B. 
Zimmerman <1991>. 
3.1. Modelos dos Variogramas 
Não nos ocuparemos nesta dissertação do primeiro passo do 
.,.tudo gaoa•ta.tl.tioo, &u;ta.remos; r-estringidos; a axpor somente os; modelos; mais; 
comuns dos variogramas, deixando de lado a análise exploratória dos dados, para 
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isso ver A. G. Journel <1978>. 
Condição J:X>S~t.iva semi-definida. 
Já foi dito anteriormente aue a oovariSncia C<h> de um 
pr·oces:.o estcocástico de covariância estacionária deve ser u .. !a f'unçã positiva 
semi-definida. Se o processo estocástico é intr·inseco com o semi-variograma /(h), 
então /(h) deve ser uma função negativa semi-definida condicional. Condicional 
poraue a soma dos coeficientes da combinação linear dos elementos do processo 
deve ser igual a zero. 
Como a Propriedade positiva semi-definida de uma função g(h) 
está relacionada às dimensões do espaço onde está definido o vetor distância h, 
então. uma função Que é positiva semi-definida num espaço unidimensional. pode não 
ser positiva semi-definida em um outro espaço n-dimensional com n > 1. 
Has, toda função aue é positiva semi-definida em um espaço n-
dimensional também é positiva semi-definida em um outro espaço de dimensão menor 
(H. Armstrong e P. Diamond, 1984 ). 
Essas propriedades também são obtidas para funções 
negativas semi-definidas condicionais. e todos os modelos teóricos expostos nessa 
seção, são positivos semi-definidos ou negativos semi-definidos condicionais em 
três dimensões; poM.anlo, podem ser u&ados em uma ou duas dimensõas. 
·A geoest.atlstica, por meio de duas propriedades das funções 
positivas semi-definidas, tem preferido funções aue satisfaçam as propriedades 
abaixo descrit-as para construir uma famllia suficientemente grande de modelos de 
• 1\ • • 
covar1anc1as e var1ogramas. 
P'rqx ·iedades: 
1._ QualQuer combinação linear de covariâncias ou semi-variogramas é uma 
covariância ou semi-variograma. 
~ 2 • ·" . C<h> = L>.. C}h>, e uma covar1anc1a . 
.i=1 ool 
I( 2 
i<h> = L >--.; i.;Ch>, é um semi-varograma . 
.i= i 
2 ._ QualQu&ir produto d&i covar-i~ncias;: &i uma funyão covariSncia 
I( 2 1\ C<h) = 1T X; C.;<h>, é uma covariancia. j=1 y 
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Como qualquer covari~ncia é associada necessariamente a um semi-variograma, 
"Y(h)= C<O> - C<h>, tem-se que 
I( 2 I( 2 
1'<h> = 1T >.; C;(O> - lT >..; C,;<h>. j=1 .. j=1 
esta expressão é uma funyão de semi-variograma aceitável. 
Modelos Teóricos Básicos 
Seja 'Y<h> o semi-variograma do processo estocástico Z. As 
duas caracterlstioas principais;: de um semi-variograma estacionário são: 
1._ O comportamento na origem: parabólico, linear e efeito pepita. 
2._ A presen9a ou ausência de um patamar, isto é, /(h) = constante, lhl > a. 
eon.xrtamento na origem. 
Para explicar mais claramente o comportamento do variograma 
na origem, é preciso ter presente dois conceitos: 
(i) Um processo estocástico Z é dito cont.inJo no POnto x E G. em media 
QUad'át.ica. se 
lim E{ [ Z<x+h> - Z<x> ]2 } - O. 
h-tO 
Supondo Que o proceso é intrlnseco 
estacionária, então a expressão <9> é equivalente a: 
(9) 
ou de • 1\ • covar1anc1a 
lim /(h) = O = /(0>, 
h-tO 
\1 X E G. 
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É: •••im qua a oont.inuidada (am mQdia qu-.drátioa) a•paoial da um prooa••o 
estocástico Z está relacionada à continuidade (em ' R> da fun9ão variograma no 
ponto zero. 
<H> Um processo estocástico Z é dito diferenciável no POnt.o x E G em média 
quadrát.ica, se existe um processo estocástico W, de segunda ordem, tal que 
(10> 
Nesse caso W<x> é denotado cor Z'<x>. 
Sucondo que o crocesso seja intrÍnseco ou est.acior.ário, a 
excressão (10> code ser escrita como: 
lim ~ - E{ !W<x>l2 }. 
h-tO lhl 
Esse conceito leva a relacionar o variograma numa vizinhança 
da origem h=O com a regularidade (diferenciabilidade> espacial do processo 
~•tocá.sotico z. qua modala o fan8mano. 
Os conceitos de continuidade e regularidade nos dão o 
conhecimento do comportamento do fen8meno. Agora, se o fen8meno é razoavelmente 
homoganeo, de tal forma que se possa considerá-lo intrlnseco ou de oovariincia 
estacionária então o estudo do comportamento do fen8meno se reduz ao estudo do 
variograma numa vizinhança na origem. Em ordem decrescente de regularidade, 
quatro tipos principais de comportamento na origem podem ser distinguidos : 
1.._ Comportamento parabólico. 
O comcortament.o parabólico do variograma é do tipo /(h)..., 
Alhl2 quando h -+ 0 (..., quer dizer QUe para h=&, "Y(h) pode não ter f'orma parabÓlica). 
Ou seja que "Y(h) é duas vezes diferenciável na origem e o processo também é 
diferenciável. Esse tipo de comportamento é caracterÍstico da uma variabilidada 
espacial muito regular e o processo também é cont.lnuo. 
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2 ._ Comportamento linear. 
O comportamento linear é do tipo 'Y<h>-Aihl Quando h -+ O, 
assim qua 'Y(h) não é dEif'erenoiával na origem, ma• é oont.lnuo em h-O. Asaim, o 
·. processo é contÍnuo mas não é diferenciável. 
3._ Comportamento de descontinuidade na origem ou efeito pepita. 
Esse tipo de comportan. ~nto é descrito pelo f' ato de Que 'Y(h) 
não converge a zero Quando se faz tender h ao zero, embora por definição 'Y(Q) = 
O, isto é, 
efeito pepita. 
lim 'Y(h) = Co. 
h-iO 
A discor.tinuidade de um variograma na origem é chamado de 
Aasoim o procQ!iSiO da!iorit.o oom um efeito pepita não á oont.lnuo. 
4 ._ Comportamento de efeito pepita pro. 
Esse comportamento do variograma na origem é o caso limite, 
QUando 'Y(h) aparece só com discontinuidade na origem e constante fora da origem, 
isto é, 
')'(h) = {o h =o 
Co h > €. 
onde €. é muito peQueno em comparação à dist~ncia de observação, para QualQuer 
dist..~noia de observação tão pequena Quant..o posslvel. Esse oomportament..o Quer 
dizer que Z<x> e Z<x+h> são incorrelacionados. 
Estos Quatro tipos de comportamento podem ser mostrados na 
Fig. 3. 
1 2 3 
Fig. 3. Os Quatro tipos principais de comportamento 
do variograma na origem. 
Assim, os modelos mais usados podem ser classificados como: 
i._ Modelos com patamar (ou modelos de transição> 
(i) e um comportamento linear na origem 
- modelo esférico 
- modelo exponencial 
<ii> e um comportamento parabólico na origem 
- modelo gaussiano. 
2 ._ Model.C5 s;am patamar (n,u;;;s;Q oas;o o prooQs;s;o á s;Ó int.rlns;Qoo). 
- modelo potancia 
- modelo logarlt..mico. 
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3._ Modelos com Efeito Pepit.a. Esses modelos apresentam uma aparente 
discont.inuidade na origem do semivariograma, isto é, uma constante IPE!Pit.a C01 aue 
pode ser interpretada como uma estrututura de transição, alcançando seu pat.amar 
no valor de um alcance muito peaueno C0 coroparado com a distgncia avaliada de 
observação. 
4._ Hodelos com Efeito Btraco. Esses modelos são os aue não t.am um 
oatamar, isto é, 





onde f(h) geralmente é uma fun9ão aue oscila em torno do valor alcance a. cor 
exemplo uma função senoidal. 
1._ Modelos com patamar ou modelos de transição. 
Os modelos apresentados são normados ,isto é, esses modelos 
correspondem a processos estocásticos com vari~ncia a priori igual a um 
Var( Z<x> ) = C<O> = /(oo) = 1. 
Para obter um modelo com um patamar C<O> =C #: 1, é suficiente 
multiplicar a expressão i(h) ou CCh) por um valor constante C. 
ü> Comportamento linear na origem. Este é o mais freQuente tipo de 
comportamento na prática da mineração <variograma dos teores) acompanhado de um 
efeito pepita. 
- Modelo esférico 
3 
i lhl - A ~ v Ih I e [o,a] 
I { 
a a a a3 
"f( hl> - 1 = p-atamar \1 lhl l: a. 
- Modelo exPonencial 
"fdhD = i - ex~ ~ ) v lhl ~o. 
Esse modelo, diferentemente do modelo esférico, não alcança seu patamar em uma 
dist~ncia finita a; o modelo exponencial alcança seu patamar só assintoticamente, 
embora as flutuações eXPerimentais do variograma não façam diferença na prática 
entre um patamar alcançado assintoticamente ou não. Para o modelo exponencial o 
alcance prático a' pode ser:. 
a' = 3a e "Y(a') = i - e-3 = 0.95 Q:! i. 
A di f'erença entre o modelo esférico e o exponencial é a distgncia na Qual a 
tangente na origem intercepta o patamar 
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lhl == ~ para o modelo esférico, 
lhl = a = a' para o modelo exponencial. 3 
~. } 
<H> Comcx:rtamento parabÓlico na origem. 
O modelo Gaussiano tem um comportamento parabólico na 
origem. Esse modelo caracteriza um fen8meno com escala de con.Lnuidade espacial 
extremamente curta. Esse modelo não é usado para modelar variogramas de funções 
espaciais com disconÜnuidade tal como a var·iável indicadora J(x;z), definida em 
<0.1). 
2._ Modelos sem patamar. 
Os fenBmenos com modelos sem pat.amar correspondem a 
processos com uma capacidade ilimitada de dispersão espacial; não podendo ser 
definida a variancia if. priori nem a covariancia. Os processos são só intrÍnsecos. 
(i) Modelo potência. 
'Y(Ihl> = lhle lhl ~ o e & E <0,2>. 
Na prática , só o modelo linear é freQuentemente usado 
lahD = wlhl, w a inclinação na origem. 
3._ Hodelos com Efeito Buraco. 
Um modelo variograma tem um efeito buraco Quando o 
crescimento não é monótono. O efeito buraco pode aparecer em modelos com ou sem 
patamar. 
O modelo com efeito buraco usual é dado por: 
C(lhl) = sj~llhl 
'Y(Ihl) = 1 _ senlhl liil 
A arnplit.uda relat.iva do efeito buraoo á definida pelo mÍnimo valor da covari~ncia 
dividida por seu valor patamar C(O) 
•, 
lminC(Ihl>l 
« = C(O) 
5 ._ Modelos de Misotropia. 
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Frequentemente o vetor distgncia h n~ ) é definido em um 
espa9o unidimensional, em geral é definido em um espa9o de duas dimensões (R2), 
onde o fenBmeno em uma direyão pode t.er uma variabilidade espacial diferente de 
outra dire9ão. 
(i) lsot.ropia. 
Um fen8meno é dit.o isotrópico se sua f'unyão variograma 
depende só do valor mÓdulo lhl do vetor distgncia h, ou seja, que para qualquer 
dire9ão das distS.ncias observadas a variabilidade espacial do fen8meno é a mesma. 
<H> Anisot.ropia. 
Um fen8meno é dito arúsotrópico se sua variabilidade espacial 
não é a mesma para todas as dire9ões, ou seja, aue a fun9ão estrutural do 
fen8meno que caracteriza a variabilidade espacial (covariância ou variograma> não 
só depende do módulo do vetor distância, mas também da sua direyão. 
Na prática, uma anisotropia real corresponde à existência de 
dire9ões preferenciais na forma9ão do fen8meno estudado. Essas dire~es 
preferenciais são as vezes conhecidas a priori, onde suas variabilidades serão 
QUantificadas pelo variograma. 
<iii) Anisot.ropias e est.rut.t.ras iniricadas 
Sabe-se Que a variabilidade espacial entre as variáveis Z<x+h) 
e Z<x>, caraterizada pelo variograma 2'Y(h) - E( [ z<x+h> - Z<x> )1 ), deve-se a muitas 
causas Que aparecen sob um domÍnio de escalas diferentes, ou seja, Z<x> pode ser 
da forma 




(i) ~(x) é o processo médio det.erminlst.ico, chamado da varia~o -. grande 
escala, 
<ii) W<x> á um prOÓEÚ;s;;o int.rlns;;aoo oont.lnuo am média quadrát.ioa, oom média 
zero e o alcance de seu variograma (se existe> maior do que min{ftx; - X,;ll;i~;(,; ~n}. 
Chama-se esse processo de varia~o a pequena escala, 
<iiD n{x) á um prooc;,s;s;;o int.rlns;;Qc•o oom média 2Qro, indgpQnd.;;,nt.a dQ W, oom 
aloanoe do variograma menor aue min{ 11 x; - x,;jji 1 ~ 1 < J ~ n }. Chama-se esse 
processo de variação de micro escala, 
<iv) e €.(X) é um pr·ocesso ruldo com média zero, independente de TI e W, E. á 
chamado de erro de medida ou simplesmente ruÍdo. 
Supondo ~(x) = m constante, o processo Z definido por <11> é 
intrlnsico, podendo ser uma oombínayão de processos ísotrópicos e anisotrópioos, 
ou seja, o orocesso variação de micro escala oode ser isotróoico e o orocesso de 
variação de peauena escala pode ser anisotrópico. 
N. Cressie (1988) discutiu aue se Z<x> tem um componente de 
eN"' de medida, então uma versão regularizadora é predita, considerando um modelo 
de estruturas imbricadas. E concluiu aue as interprelayÕes nos paramet.ros do 
variograma, comuns na literatura, vão ser modificadas. 
Todos os modelos para o variograma dados anteriormente, são 
modelos is.otrÓpicos; dependem só do módulo lhl do vetor distincia. Esses modelos 
são aproveitados para modelar as anisotropias, fazendo uma correção na sua 
isotropia. 
São duas as presentações de anisotropias aue podem ser 
corrigidas: 
(a)._ Anisot.rooia Geométrica. 
Se os variogramas experimentais em duas ou mais direções l~m 
uma mesma forma (o mesmo modelo> e patamares iguais, fala-se em anisot.ropia 
geométrica. Fazendo-se uma transformação linear nas coordenadas do vetor 
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distância h é pesslvel levar um variograma anisotrópico a um isotrópico, isto é, 
"Y(h} anisotrópico == "Y(Ih'l) isotrópico, 
onde h' = Alh e A é uma matriz de produtos de rotaç:ões e uma transformaç:ão de 
afinidade. 
(b) ._ Arúsotropia Zonal. 
O modelo de anisolrooia zonal é outra ooção oara o uso na 
prática. Existem variogramas experimentais onde sua anisotropia não é posslvel 
corrigir por uma mera transformaç:ão linear nas coordenadas, em particular, esses 
variogramas experimentais Que apresentam valores patamares diferentes, em 
direç:ões diferentes e onde sua forma pode ser até diferente para cada direç:ão. 
Um componente de variabilidade especificada em uma direção 
a., poda ser modelada por um variograma "Y(h~), dependendo só da intardis;;;l~ncia h", 
medida ao longo da direyão ~, isto é, em R2 o vetor h == (hx,h,) 
"Y(hx,h1) = "Y(ha.), independe de h"+so• 
onde (h" , ha.+go•) são dados por uma rotaç:ão do vetor h em um ângulo a.. 
Um modelo de anisotropia Que depende só de um número 
reduzido da diman.Õ&Ii do &liPa90 origin-.1 R2 ou R3, á dit.o tar um-. ..nisotropia 
zanal. 
As correç:ões dessas duas anisotrooias são dadas por A.G. 
J ournel <1978). 
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CAPÍTU..O D 
KRIGAGEM INDICADORA E PROBABILÍSTICA 
Em fenSmenos razoavelmente bem comportados, com 
coeficientes de variação não maior do aue um <oor exemolo, depósitos do tioo 
porflricos e sedimentados>, são bem sucedidos os métodos mostrados; anteriormente 
<Krigagem linear>, aue proporcionam a auantiticação do risco e estimativas locais 
das caracterlstioas médias tais como os teores blocos. 
Maã aã dificuldade• coma9am com fen8menoã al lamente 
variantes aue cont~m uma proporção de dados com valores extrerros muito peQuenos 
apresentando uma distribuição de caudas compridas com um coeficiente de variação 
no dominio de 2 até S (por axamplo, depósitos da ur~nio, ouro, diamantes, atcJ. Isto 
lava o variograma a ser' extremamente sensÍvel, fazendo-o distorcido, dificil da 
modelar e sem utilidade alguma (B. H. Davis, 1984). 
As saldas oa.ra essa dificuldade sião: 
1._ Usar aauilo aue a indústria mineira está usando hoje, tratar os valores 
extremos sobre alguma suoerficie geologica (tipo de rocha, grau de alteração> ou 
probabillst.ioo (os dados são retrit.os a uma distribuição da normalidade). Esse 
tratamento pode tender a serios erros de estimação das reservas <usualmente 
subestima a auantidade total de metal>, especialmente auando o tamanho da 
amostragem não é suficiente. 
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2._ 0• métodos usados; pelos geoestatlst.icos no pas;sado, regularizando Oliii 
dados por meio de transformações (por exemplo, raiz Quadrada, logaritmo natural ou 
transformada score normal>. Essas transformações, com a caract.erlst.ica de não 
linearidade, trazem métodos não-lineares para predizer uma variável não-linear, 
tais como KD, MG e Krigagem Lognormal (A. G. Journel, 1980). Infelizmente todos 
esses métodos t~m Que se impor à suposição de normalidada da distribuição 
multivariada do crocesso estocást.ico Z. 
A idéia da Krigagem Indicadora (KI) desenvolvido cor A. G. 
Journel no ano de 1982, Que foi inspirada pelos resultados obtidos por G. Matheron 
no ano de 1972, par-a o KD, é basicamente dividida em duas partes: 
1._ Tendo um fenômeno alt.ament.e variável, é desejável registrar a valiosa 
informação dos dados, sem ter Que ajustá-lo a alguma transformação 
regularizadora. É assim Que Journel pensou transformar os dados; originais em 
novos dados indicadores. 
suas dificuldades (Armando Z. Remacre, 1989 e G. Matheron, 1982), ao problema da 
mineração de predizer as reservas recuperaveis, o Que se traduz em predizer a 
distribuição espacial dos valores z<x>, em uma área bem definida. A forma de fazer 
isso é basicamente discretizar o domlnio da variável teor Z<x> em um número 
suficiente de clásses e interpelar, separadamente para cada classe, as estimativas 
da distribuição espacial dos teores Z<x>. Nessa etapa ainda se está lidando com 
variáveis com suporte pentual, onde na verdade o interesse está nas variáveis com 
suPorte de um bloco-v, Z..,<x>. Nessa etapa de passar de uma distribuição pontual 
para uma distribuição bloco-v é aue nasce outra dif.iculdade, aue outros métodos 
não lineares não apresentam per supor uma distribuição normal. Para isso é feita 
uma correção para o efeito do sUPorte na distribuição estimada pontual. 
1. VARIÁVEL INDI~ 
Considere o processo estocástico z = {z<x>; X e o} QUe modela 
o fenômeno metalog~nico num depósito G com limites bem definidos, a mineralização 
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em G razoavelmente homog~nea, de tal forma a considerar o processo eslocástico, 
estacionário em G, e uma realizaÇ~ão f'inita do pr-ocesso Z, {z<x,;> .. z,;; j•i a n}, que 
são os dados avaliados. 
1.1. Transformada Indicadora 
Define-se a transformada indicadora 
ICZ<x>;z) = I<x;z> = { 1 se Z~x>~z 
O se nao, 
para cada x E G e z um valor de corte no domlnio de variabilidade do teor Z<x> 
Uma realização de uma variável aleatória indicadora I<x0;z), 
i<x0 ;z), no ponto x01 pode ser interpretada como a probabilidade da variável 
aleatória Z<x0) dado Z<xo> = z0, como segue-se 





1 se Z<x0> = z0~z 
O se Z<x0> = z0 >z 
i<xo;z) 0 
Fazendo essa transformação temos o processo estocástico 
Iz ..: {I<x;z); x E G), z variando no domlnio de Z<x>. 
Assim é posslvel definir as seguintes funç;ões do processo Iz. 
fu-lção média. 
E( I<x;z) ) = !oP( Z<x> ~ z ) + OoP( Z<x> < z ) 
= P( Z<x> ~ z ) 
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= F<z>, \1 z E G. 
f'~o covariSncia cruzada não-centrada. 
K1<h;z,z') = E{ I<x+h;z) I<x;z') } 
= P( Z<x+h> ~ z , Z<x> ~ z' ) 
= F<h;z;z') 
= função distribuição conjunta (f .d.c) de Z<x> e Z<x+h>. 
Note Que 
K1<h;z,z') = K1<-hiz',z) :;6 K1<-h;z,z'), 
e K1<0;z,z') = F(min<z,z')). 
fungão covari&ncia cruzada centrada. 
C1<h;z,z'> = K1<h;z,z') - F<z>F<z'). 
Note Que 
C1<h;z> = C1<h;z,z> = Cov( I<x+h;z> I<x;z> } 
. 2( 
- K1<h,z,z) - F z) 
e C1<0;z> = Var( I<x;z) ) = F<z> [ i - F<z> ]. 
211<h;z,z') = E( [ I<x+h;z> - I<x;z) J[ I<x+h;z'> -I<x;z') ] ) 




'Y1<h;z,z'> = 'Y1<h;z',z> 
<. 
== F(min(z,z')) - F<z>F<z') - ! { C1<h;z,z') + C1<h;z',z) }. 
'Y1<h;z,) = '"11<h;z,z) = ~ E{ [ I<x;z> - I<x+h;z> ]2 } ~ O 
= C1<0;z> - C1<h;,z> 
flnÇão correl.ograma cruzado. 
()1<h;z,z'> 
c,<h;z,z') 
= r=::::::=~==::;=:::;= ~ C1<0;z) C1<0;z'> 
E C-1,1]. 





A propor9ão exata dos teores Z(y), menores que um valor de 
corte z. em uma sub-área V<x> de G, centrada no ponto x com volume V, é dada por: 
i<V<x>;z> = i<V;z> = Ó J J(y;z)d\.1. 
V(X) . 
Essa f~o aleatória é não-viciada para a f .d. de Z(y), ou seja 
E( t<V;z) ) - E{ 6 f l(y;z)dy } 
V(X) 




A cov•riância não-centrada do processo estocás:t.ico t<V<x>;z) é 
dada por 
Cov{ t<V;z), t<V;z') } ~) ....!.. f f K1<u - v;z,z')dudv - F<z> F<z'> V2 V(x) V(X) 
E sua variS.ncia é 
= v12 f f c.<u - v;z,z')dudv. 
V(X) V(X) 
Var{ t<V;z) } = V12 f f C1<u - v;z,z')dudv S: 1. V(x) V(x) 
Ao considerar uma sub-área V<x> com volume V muito grande 
<V-+oo), com a Var{ t<V;z) } fínit..a, é que se dá a oondi9ão suficiente para quQ t<V;z) 
convirja à esperan9a estacionária 
E( I<x;z) ) = F<z>. 
Vendo t<V;z> como fun9ão de z, é posslvel interpretar uma 
realização de t<V;z), /j(V;z>, como a f .d .• F<z>. da variável aleatória Z(y), para 
QualQuer '=' e G. 
12. Ft.ne9es Locais de Recuoeração. 
Determinada a fun9ão distribuição ~<V;z), é posslvQl 
determinar as f~ recuperáveis pontuais em V. 
Tonelagem recuperável. 
i - 9<V;z> = Propor9ão( z(y) > z; y e V<x> l. 
Quantidade de met.al recuperavel. 
Q(V;z) = E( [ i - I<x;z) JZ<x> ) = J • 00 ud~CV;u). (i) 
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Teor médio de mineral run corte z. 
m(V;z) = Q(V;z) 1 - I<V;z> 
Observação: 
Fazendo z = O, o teor médio in-situem V é escrito como 
m(V;O) = o(V;O) = f 
0 
00 ud~(V;u). 
Se a área V<x> é reduzida a um ponto x 
~<x;z> = i<x;z>, 
e se z = O, o teor médio in-situ é o valor realizado da variável Z<x> 




A expressão (1), é uma integral de Stieltjes com densidade 
d~(V;z). Embora a funyão ~CV;z) não seja derivável em z, essa integral sempre é 
definida na prática, onde z<x> < oo V x e G. 
Assim, a função a ser predita é a proporç:ão exata t<V;z), para 
poder obter estimativas das distribuiyÕes espaciais locais. Em termos da 
minerayão, é estimar as reservas recuperáveis locais pontuais. 
2. Krigagem lndi.cadora 
Na presénya da continuidade espacial entre os dados, 
{zJ;i•i,···.n}, oons;;idera-se que cada dado ZJ pode ter diferente pes;;o, dapendendo da 
sua configuração espacial. E o preditor Que será considerado a principio é da 
forma: 
" n t<V;z) = >..0 + L >.. .;<z> I<x.;;z> i 
.i= i 
X.; E G, 
onde os pesos >...;'s ficam caracterizados oelo orocedimento de minimização. exoosto 
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no capitulo int.l"'odutor-io seção 4, só Que agor-a o pr-ocedimento é desenvolvido 
us;;ando as var-iáveis indicador-as. É necessár-io então achar- os pesos >../» em 
decorr-~ncia da minimização do er-ro Quadrático médio 
'· 
11 t<V;z> - t<V;z> ~2 = E{ [ t<V;z> - t<V;z> ]2 ), (2) 
A 
sujeito a Que o preditor t<V;z) seja não-viciado para i<\.,!), isto é, 
E{ i<V;z) - t<V;z) } = O. 
A 
Em termos geométr-icos o preditor i<V;z), Que minimiza o er-ro 
Quadr-ático médio denotado por t•cv;z>, é a pr-ojeção da função pr-opor-ção 
desconhecida i<V;z) no espaço gerado pelas combinações lineares 
n 
>.0 + L >.;<z> I<x.;;z> . 
.i=1 
Essa orojeção é umca. e é caracterizada oela ortogonalidade do vetor 
[i<V;z>-t•cv;z)J e cada dos Cn+i> elementos ger-adores do espay-o das combinações 
lineares, e também é caracterizado pela condição de não-viciabilidade, isto é, 
E{ i<V;z> - t<V;z) } = O 
E{ [ t<V;z> - t<V;z> J I<x,;;z> } = O; .;=1 a n. 
2.1. Krigegem lndioadora SiQ>les 
Considerando o processo lz estacionário com média conhecida, 
expressa-se a caracterização em termos da média e a covariância não-centrada, 
n 
>.o + L >. .(z) FCz) = F<z> 
.i=1 ,J 
n 
>.o F<z> + ?. ')..,<z> K1<x; - x,;;z> = Kr(V,x,;;z>; .;=1 a n. 
~=1 
Multiplicando a primeira eouação da caracterização cor F<z> e 
~ 
subtraindo a pr-imeira eouação da <.;+1>-ésima eouação, obtem-se 
ou em termos da covari~ncia 
<. 
n L >.;<z> c,<x; - X.;;z) = c,<v,x,.;z); .;=1 a n. 
i=1 
(3) 
Esse sistema é chamado de sistema krigagem indicadora simples, Que é rei..:Jlvido 
independentemente para cada valor de corte z. 
Depois de resolvido o sistema <3> para obter os pesos >..; • s, o 
peso ).0 Éi dado pela primeira equayão da oaraoterizayão de t<V;z). Logo, o preditor 
chamado de Krigagern Indicador CKJ) é dado por 
t 1 <V;z> = F<z> ( 1 - t Ã.;<z> ) + ~ Ã)z> I<x.;;z>. 
E o predítor centrado i 1 <V;z) - F(z) aparece oomo uma 
~ombinação linear da variáveis indicadoras: 
t 1 <V;z> - F<z> = t ). .;<z> ( I<x.;;z> - F<z> }. 
,=1 
Em termos geométricos, t 1 <V;z) - F(z) é a projeyão da variáv~al desconhecida 
t<V;z>-F<z> no espayo vetorial gerado por as combinações das n variáveis 
I<x;;z>-F<z>. 
VariSncia de Predição. 
A variancia de predição Var{ t<V;z> - t 1 <V;z> } do preditor KI 
t 1<V;z> é denotado por u~1 e escrito por: 
Cllservações: 
(a) O sistema KI simples pode ser esorit.o em termos do variograma usando 
/(h>-C<O>, ficando como: 
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(b) E a variincia poda ser escrita como: 
Na hora dQ t.er uma es;t.imat.iva f>*<V;z) da proporyão +*<V;z) 
devemos t.er valores realizados i<x,;;z), das variáveis indicadoras I<x,;;z), dessa 
forma podemo• t.er o valor f>*<V;z) 
n 
f!*<V;z> = F<z> + ~ >. }z> Hx,;;z> . 
.i= i 
Vemos aue ainda não está completamente determinado o valor 4>1CV;z), por não estar 
F<z> determinada. Para poder determiná-lo é preciso conhecer F<z>. Uma alternativa 
para estimar o valor F<z>, para o calculo de f>'~<V;z), é pela estima~o direta de 
F<z>. aue será exposta mais em frente. 
22. Krigagem Indicadora Ordinária 
Ao considerar o processo Z estacionário, com esperança 
" desconhecida, vão acontecer mudanças na forma do preditor t<V;z> para POder 
satisfazer a condição de não-viciabilidade para t<V;z>. Esse predit.or é da mesma 
forma do considerado anteriormente, onde os pesos >.,;'s são aaueles aue minimizan 
o erro auadrát.ico médio <2>. Esses pesos vão definir o preditor aue minimiza o 
erro médio auadrático, aue também tem aue ser não-viciado para t<V;z), ist.o é, 
Eauivalentemente, 
,.. n 
E( t - t ) = >.0 + ~ >. ;<z> F<z> - F<z> = O. 
,=1 
n L >. -<z> = 1 e >.0 = O. 
.i=1 " 
A 
O preditor t<V;z> é um vetor do espaço vetorial gerado pelas 
combinações lineares 
e restrito a 
n 




ou seja, t<V;z> pertence à variedade linear de uma dimensão menor do Que o espaço 
I A 
gerado pelas oombina9ões lineares. E a~sim que o predit.or t<V;z) não-vioiado Que 
minimiza (2), denotado por t•<v;z) a chamado de preditor de kri.gagem i.ndi.oador 
ordinario <KIO), está ' 6aracterizado pelas condições de não-viciabilidade e 
ortogonalidade (por ser uma projeção), isto é, 
• E( t - t} =O 
(4) 
e E{ [ t• - i )[ I<x.;;z> - Y J } = O, 
com I<x,;;z> e Y per·tence à variedade linear. 
Suoondo o orocesso l2 estacionário e com média desconhecida. 
a caracterização (4) pode ser escrita: 
onde 
n L X .(z) = i (5) 
J=1 J 
n L >..;<z> K1<xi - x.;;z> - u, = K1<V,x.;;z>; .1=1 a n, 
i= i 
JJ, = E{ [ t• - t ) y }. 
Essa caracterização é chamada de sistema kriga.gem indicadora ordinária. 
Varianma de Predição. 
A variância de predição para ó preditor KIO, denotada por 
0':101 é dada por 
2 - n -
O'KJo = K,<V.V;z> - L >..;<z> K1<V, x.;;z> + u, . 
• i=1 
Em termos do semi-variograma fica 
;y~V,V;z> + JJ,. 
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É assim que a variS.ncia de predi9ão da KIS é menor que a 
vari~ncia de predição da KJO em uma Quantidade IJ, = E{ ( +1 - + ] V }· Isso quer 
dizer Que o preço págo por não conhecer uma caracterÍstica do processo, neste 
caso, a esprança E( JCx;z) ) = FCz), é o aumento da vari~ncia de predição u~10 :) 
2.3. Análise Estrutural 
Feita a caracteriza9ão do preditor f. ~ <V;z), o passo 
fundamental para obter a solução dos sistemas da Krigagem é fazer uma análise 
estrutural das variáveis indicadoras, estudar as limi t.ações do variograma 
indicador 'Y1<h;z) e conseQuentemente as do predi tor Kl. 
sendo 
e 
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Fig. 4. Plot z<x+h> versus z<x>. 
d = [ z<x+h> - z(x) ]cos(4SD> 
2 
cr = [ Z(X+h) - Z(X) T ( b } 
z c.~) 
E{ D2 ) = ~ E{ [ Z<x+h> - Z<x> )2 } = !(h) 
= momento de inêrcia em relação ao bissetor. 
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Assim. o variograma da variável original Z<x> é só o momento 
dg ingroi;a do plot. { (2Cx ... h),2(x)); x E G } gm rgl;..y~o .-o bh;s;;gt.or. 
onde 
Agora, o variogrb.ma indicador 2"Y1<h;z) é por definição: 
I I<x+h;z> - I<x;z) I = { ~ se Z<x+h>~z e Z<x>>z ou Z<x+h>>z e Z<x>~z 
se Z<x+h)~z e Z<x>~z ou Z<x+h>>z e Z<x>>z. 
Então. o variograma indicador 
bivariada: 
pode ser interpretado como a distribuição 
2i1<h;z> == P{ Z<x+h> ~ z , Z<x> > z } + P{ Z<x+h> > z , Z<x> ~ z } 
ou o semi-variograma interpretado por 
i<h;z> == F<z> - K1<h;z) == P{ Z<x+h> ~ z , Z<x> > z } 
a região riscada 
P{ 2<x-t-h> )z,2<x> ~z}. 
Graficamente se v~ Que, plotando os valores {<z<x+h>,z<x>); xEG}, 
na fig. 5 está informando a distribuição bivariada 
Essa interpretação está diretamente relacionada ao preditor 
KI, QUe t.em muito mais informação da distribuição bivariada do aue um variograma 
"Y<h> das variáveis originais Z<x>. 
Estimayão Direta de F<z> 
Há vários métodos para estimar o valor F<z> da função 
distribuição univariada do processo Z. O método a apresentar está na base de um 
valor patamar do semi-variograma indicador "Y1<h;z>. 
Considerando Que a vari~ncia da variável indicadora: 
Var( I<x;z> ) = F<z) [ 1 - F<z> J 
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axis;ta, logo o patamar da um s;ami-var-iosr-ama indic;,dor, denotado por- S2(z), a 
definido por 
também existe. 
Esse patamar pode ser estimado desde o semi-variograma 
indicador experimental 
,., 
'Y(h;z) = E N(h) 
[ i<x1;z> - i<xJ;z> J2 
ziN<h>l ' 
onde N{h) = { <x;,x.;>; jX;-x.;j = h } e jN{h)j é o número de elementos distintos em N{h). 
Dessa forma é possÍvel estimar diretamente o valor F<z> pela 
resolução da eaua9ão de segundo grau 
As seguintes relações de ordem valem para o patamar S2<z>: 
<a> S2<z> é máximo e igual a 0.25 para z igual à mediana zM da distribuição 
univariada do processo Z, F<z>, 
(b) S2<z> aumenta em [0 , 025) auando z cresce para zM (F(z) cresce a 0.5), 
(C) S2(z) decresce de 0 25 a 0 QUando Z decresce para ZM. 
Na prát.ica zM é escolhido de forma a Que o patamar S2<z> seja 





Ao considerar valores de z extremos <z -+oo), os valores do 
oonjunt.o de dedos indicadores { i<x;;z), X; e G i J•i 8 n e } vão tender todos 8 um 
mesmo valor, 1 ou O, dessa forma a diferença: 
I i(x.-;z) - i<x.;;z) I 
vai tender a ser igual ao valor O, e dessa forma, na diferença I Hx;;z) - Hx,;;z>l, 
desaparece a depend~ncia do vetor distância X; - X; = h, levando o semi-
variograma experimental a um modelo do semi-variograma com um efeito pepita 
wro. Por exemplo, um estudo de casos é dado por K. Fytas e outros <1990>. 
Para sair dessa dificuldade é recomendado definir o semi-
variograma para Quantis z numa vizinhança da mediana z11 da distribuição FCz), Que 
também evita o problema das relações de ordem descrita a seguir. 
Dificuldades do KJ 
O preditor KI tem t~s dificuldades 
(a) Se K valores de corte são considerados (Zti k=i a K) para discretizar o 
domínio dos valores das variáveis Z<x>, então K sistemas do tipo (3) ou (4) precisam 
ser resolvidos, onde cada sistema, com um modelo propio de variograma, dá lugar a 
um sistema de pesos >.;<z~r>'s, dependendo só do valor de corte Zt, o Que independa 
dos outros sistemas pesos. Consequent.ement.e, nio ·á pos&lvel a&&egurarar a& 
relações de ordem prÓprias de uma função de distribuição; 
9"CV;z> E [0 , 1); 'r/ área V e 'r/ z, 
9"<V;z> ~ t;*<V;z'> 'r/ z ~ z'. 
Na hora de estimar 9<V;z> e a estimativa 91 <V;z> não satisfaz 
relações de ordem, uma aproximação t;u<V;z) para 91 <V;z) consiste em cor·rigir 
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seouencialmente o problema. Uma das correções a fazer pode ser: 
com a série de valores ordenados ( z 1 < z2 < ... < z 11 < ... < zK) dos K valores de 
corte considerados. 
Uma solução ao problema das relações de ordem é abordado 
por I. C. Lemmer C1986), oue mostra a exist~ncia de um teor de corta particular, 
chamado de valor de corte monodal, onde a covari~ncia da variável indicadora e 
da variável original do teor, satisfazendo certos, critérios, é proporcional um ao 
out.ro com um alto grau de exatidão. 
A expressão teórica para a covariância indicadora é dada em 
lermos de uma dupla série de polinÔmios ortogonais com a função densidade como 
função peso. Uma aproximação dessa expressão simplifica drasticamente o uso do Kl 
para estimar a distribuição de teor POntual local e conseauent.emente evita o 
problema das relações de ordem. O enfoaue não supõe transformar o modelo numa 
função denaidada marginal padrão. Altoa larmoa na• sáriea, para covariS.ncia 
indicadora, alteram a proporcionalidade est.rita. Embora esses termos mostrem 
amplitudes de depend~noia do valor do corte, é possÍvel escolher aelat.ivamenta o 
teor de corte. Essa oaracterlst.ioa é usada para identificar o t.eor de corte 
monodal. 
Resultados referentes às relações de ordem são expostas por 
A. G. Journel e D. Possa (1990>. Eles estabelecem, diretamente das propriedades da 
função de distribuição bivariada, às relações de ordem aue deven ser verificadas 
nos modelos de variogramas indicadores para múltiplos valores de cortes, chegando 
a um máximo efeito buraco. 
(b) Outra dificuldade do predilor KI está no variograma indicador, aue não 
informa a maneira como a massa de dados está distribuÍda na região G, mostrada na 
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figura abaixo. Isso Quer dizer Que uma distribuição, aue é estreita no bisseclor, 
poderia ler um valor do variograma indicador igual ao de uma outra massa 
diferente, pr·ovenenle de uma outra distribuição bivariada espalhada em volla do 
bissetor. 
Z{xt~) 
"""----------..,.. Z(x.\ z 
Fig. 5. Distribuição bivariada espalhada 
em volta do bissetor. 
<c> e o efeito desestruturação, exposto anteriormente. 
3. Cokrigagem Indicadora 
Se se considera o valor z, já não mais fixo mas variável, de 
maneira a cobrir toda a região da distribuição bivariada, então para cada z tem-se 
n variáveis indicadoras e para cada par <z1,z2> tem-se um variograma indicador 
cruzado 'Y1<h;z1,z2>; z1 ,& z2 . Como não é possível ter esses valores para cada z e 
cada par <z.~.z2>; 2.1 ~ 2 2 , por não conhecer a lei Qua modela o fenBmeno, discrat.iza-
se o domínio de variabilidade de z em K+i classes -por K valores de corte z 11, 
obtendo o preditor da forma: 
onde k0 é um dos k=i a K. 
Ese preditor krigagem indicador completo, chamado preditor de 
cokrigagem indicador <CoKI>, faz uso de K2 variogramas cruzados 'Y1<h;z11,z11> Que 
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levam a conhecer a função distribuição bivariada: 
Conseguindo de essa forma Que o preditor tenha um maior uso da depend~ncia 
espacial das variáveis aleatórias Z<x.;>. Essa depend~ncia está sujeita a uma muito 
boa modelagem dos K2 variogramas cruzados, QUe não é fácil de obter pelo trabalho 
computacional nem pelas relações de ordem a serem satisfeitas. 
3.1. Krigagem ProbabilÍstica 
De maneira de diminuir o trabalho da modelagem dos K2 
variogramas indicadores cruzados 11<h;z111z 11) e a melhorar o preditor KI, tem-se o 
preditor da função distribuição dado por: 
* n n t <V;z> = >.0 + L>.;<z> I<x.;;z> + ~S;<z> Z<x.;> . 
.;=1 ~=1 
Acontece aue as unidades das variáveis indicadoras I<x;z) e 
das variáveis originais Z<x>, são muito diferentes, de maneira Que as estimativas 
poderão ser não-estáveis. 
O QUe se faz para melhorar essa inestabilidade das 
estimativas é transformar a variável teor Z<x> numa variável definida no domínio 
[0,1]. Essa transformação e definida por 
U<x> = F(Z<x>), 
onde F<z> = P( Z<x> ~ z ) e recebe o nome de transformada integral. 
Ficando o preditor de t<V;z> da forma 
,.. n n 
t<V;z> = >.0 + ~>.;<z> I<x.;;z> + LS;<z> U<x.;>. 
~=1 J=1 
(6) 
Esse oreditor fica totalmente caracterizado celas condições de não-viciabilídade e 
ortogonalidade. EQuivalentemente o preditor é caracterizado pela minimização da 
Var( i<V;z) - t<V;z) ) com respeito aos pesos ).js e S;'s, sujeito à condição de não-
viciabilidade. 
66 
Se a esperença do processo I.r é conhecida, a condição de não-
viciabilidade é eQuivalente a: 
n 
Ão = F<z>[ 1 - _L>-.;<z> l 
.i=1 
n 
e L~ .(z) =O 
.i=1 " 
de maneira Que o preditor fica 
~- ) 
onde os pesos >.'s e 13's decorrem da minimização da vari~ncia de predição sujeito a 
n 
:E13 .(z) -O 
J=1 " 
sistema 
Usando o metodo dos multiplicadores de Lagrange obtem-seo 
n n L~,;(z) Cu<x~r-X.;iZ) + L>..;<z> c,.;.x~c-X.;iZ) + IJ, = c,u<V,X~ciZ); k=i a n. rn 
.i=1 .;=1 
n 
L~.;<z> =O . 
.i=1 
Este sistema com 2n+1 incognitas e 2n+1 equayões, chamado de sistema da Krigagem 
Probab.ili.stica. Este sistema não muda se é escrito nos termos do variograma. Na 
hora de resolverlo é preciso modelar tr~s funções variogramas; o variograma 
dindicador "Yth;z), o variograma da variável uniforme "YuCh> e o variograma cruzado 
da variável indicadora e uniforme. Logo depois de resolver o sistema e obter os 
pesos; >./!i e 13/!i á que se t.em o predit.or de i(V;z), denotado por i 4(V;z) e chamado 
por preditor da Krigagem Probabilistica Simple (KPS). 
VariSncia de Pred.iyão. 
A variância de predição do preditor KPS é obtido usando os 
pesos do sistema <7> 
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Considerar agora o caso mais realista, ou seja, onde a esper·ança do 
processo lz não é conhecida. Neste caso, o preditor (6) vai ficar caracterizado 
pelos pesos >..;'s e /3,/s Que minimizen o errro medio Quadrático de predição sujeito 
à condição de não-ç,iciabilidade 
n .i n 
>..0 + F<z)( 1 - ~>..;ez> J + 2 ~.!!.;<z> = o, J=i J=i 
equivalentemente 
>.o = O 
n 
i -L). .(z) =O 
J=1 " 
1\ 
Para determinar completamente o preditor t(V:z) dado por a 
relação (6) tam-se Que minimi:zar a fun9ao 
Var{ f(V;z) - t(V;z) } + 2J.L<z> { ,t>..;<z> - i} + 2vCz> ii~;<z>. 
Utilizando multiplicadores de Lagrange obtem-se o sistema 
n n ~13,;<z> Cu<x~r-X.;iZ) + L>.;<z> C1u<x~r-x.;;z) + 11 = CIU(V,x~r;z); k=i a n. <B> 
,=1 .i=1 
Uma vez resolvido este sistema, chamado de sistema Krigagem 
Probabilistica Ordinaria, é Que se origina o preditor Que minimiza o erro 
qu-.drátioo medio, denotado por t 1(V;z) a oham-.do da preditor de Krig.agem 
Probabili.stica Ordinaria. 
Para poder resolver esse sistema de 2<n+1> eQuações e de 
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Z<n+i) incÓgnitas é precisso modelar, também como no sistema KPS o semi-
variograma indicador 11(h;z), o semi-variograma da variável uniforme lu(h) e o semi-
variograma crU2ado da variável indicadora e da variavél uniforme I.Jh;z). 
VariSncla de Predição. 
A variância de predição do predit.or KPS é obt.ida usando os 
pesos do sistema KPS Que fica na forma 
Ao fazer uma discret.ização no intervalo de variabilidade de 
Z<x>, em K valores de cortes z 11; k=i a K, acontece Que K sistemas krigagem 
prob•billst.ica t2m QUiii »ar resolvido». Isso exige modelar 2K+1 funyÕiiis semi-
variogramas K semi-variogramas indicadores / 1(h;z11) k=i a K, um semi-variograma da 
variável rango IR(h) e K semi-variogramas cruzados indicador-range /IR(hiZ~r)i k=i a 
K. 
Note Que , como na estimativa do KI, na estimativa KP também 
surge o problema de não satisfazer as relações de ordem, próprias de uma função 
de distribuição. As correções são feitas como nas do KI. 
'· 
CAPÍTl.l..O m 
PRÁTICA DA KRIGAGEM INDICADORA 
E PROBABILÍSTICA 
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Krigagem Indicadora (Kl) e Krigagem Probabillst.ica (KP) são 
dois métodos não-paramétricos para obter uma estimativa da função distribuição: 
F<z> = P( Z<x> S: z ) = E{ t(V;z) ), 
estimativa aue esta modelada oor uma combinação linear de valores indicadores e 
valores de uma transformação uni forme 
n 
t;*<V;z> = >.0 + L>..;<z> i<x,;;z>, no caso do Kl 
.i=1 
onde os pesos }/s, para o caso de Kl ·são determinados pelo sistema Kl e para o 
caso do KP os pesos )..'s e S's são determinados pelo sistema KP. 
A Prática do metodo Kl e KP é dividida em nove passos, como 
se segue: 
Este passo consiste em ter um conhecimento inicial do 
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comportamento do fenômeno, resumindo-o em um histograma de desagrupamento. 
É usual Que ast localizayões X; E G, dos dados z(x;), sejam 
posicionadas em áreas onde se espera aue ós valores dos teores Z<x;> sejam 
grandes ou em áreas onde é possÍvel t.irar as amostras facilmente, ou s;;eja, ondQ as 
locálizações dos dados são preferenciais, portanto esse posicionamento não é 
regular nem aleatório. Desse tipo de configuração dos dados diz-se aue é agrupado 
ou Que existe um agrupamento. 
Esse agrupamento leva a aue as estimativas: 
i n 
zn<x> = ~v<x> = -;:r E.z<x.;>, 
.. =1 
1\ i n ~nCViZ) = ~(V;z> = --;;- _Li<X.;iZ) 
.i=1 
das variáveis médias: 
Zv<x> = ~ f Z(u)du, 
V(X) 
t<V;z) = ..L f I<u;z)du, 
V V(X) 
estimem incorretamente os valores dessas variáveis médias, por ter uma amostra 
com valores muito grandes, não representativa da área de interesse. Esses 
predit.ores seriam ut.eis se a variabilidade do t.eor Z<x> fosse homoganaa e 
isotrÓDica sob a área V<x>. 
Um método alternativo para dar pesos adeauados aos valores 
dados i<x.;iz> é o método empÍrico proposto por A. G. Journel <1982>; onde a idéia é 
ponderar os dados dentro de cada grupo em relação aos dados do proprio grupo. 
Daaui é aue provem o nome de métodos de desagrupamentos. O desagrupamento é uma 
forma de relacionar a redundincia da informação dentro dos grupos de dados. 
Técnica de Desagrupamento por Celulas. 
Para aplicar esta técnica deve-se ter os n dados em V<x> aue 
tendem a reagrupar-se em L grupos e f'eita uma divisão da área V<x> em L sub-áreas, 
correspondendo aos L grupos e dando um sistema de pesos iguais a os dados para 
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cada ár-ea, r-esultando uma estimativa de tCV;z), chamada de histograma acumulado 
desagrupado, da seguinte forma: 
~(V;z) = Vi t f i<x;z>dx = Vi t v1 ~(v1;z), '· 
~1 ~ ~1 
L L 
onde V = Lv1, n=~n1; n1= número de observaçess feitas em cada área v1, e 
1=1 Si 
~(v1;z) = ~ ~i<x,;;z), x.; E v1<x>. 
l ,;:J. 
O procedimento da contrução do histograma acumulado desagrupado pode 
ser resumido em 
i._ Sobrepor na área V<x> uma malha regular com celdas de tamanho d. 
2._ Contar o número de dados n1 Que estejam dentro de cada celda d1, 
3._ Ponderar cada dado dentro da celulas d1 cor ~~, 
ficando o histograma acumulado desagrupado como: 
~(V;z) = Li ± ~ ; i<x.;;z). 
J:J. .i=J. l 
Construido o histograma acumulado desagrupado, com seu 
correspondente histograma, é possÍvel fazer uma análise monomodal. Se o 
histograma apresenta modas claramente separadas será checado o mapa das 
localizações dos dados. Tomar cuidado com o histograma multimodal pois a 
exist~ncia de varias modas não é suficiente para just.i ficar diferentes populações. 
2° ..... Escolha de K Valores de Cortes. 
Neste passo trata-se de fazer a melhor discretização do 
domlnio de variabilidade do teor Z(x), a principio sem considerar' os valores de 
corte de interesse na prática. 
Primeiro deve fazer-se uma análise de diferenças entre 
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classes definidas por um número fixo de valores de corte K'= 9 da forma: 
ou seja Que 
k' 
== 10 - Quantil do histograma acumulado desagrL "ado. 
Esses 9 decis, z1:'; k' = 1 a 9, dividem o histograma a.oumulado desagrupado em 10 
intervalos, [zmin , z 1), (z1 , z2 ), · · ·,(za , z9 ), (z9 , zmaxl, de freQO~ncia aproximadamente 
igual a 16 . O valor mÍnimo e o máximo são determinados de acordo com o problema. 
É posslvel detectar alguma diferença ou semelhamça entre as 
10 classes, cujo número talvez possa ser reduzido a um número menor, se fossem 
semelhante, por meio de uma análise dos variogramas indicadores, 1'1(h;z*,). 
Se cada variograma indicador, 'Y1(h;zt,), mostra ser um modelo 
claramente diferente <não-proporcional> aos próximos variogramas indicadores. 
1'1(h;zlr,_1) e 'Y1(h;zlr'+1), então as 10 classes são razoavelmente diferentes e os nove 
valores de corte, definidos pelos nove decis, são mantidos <K' =K>. 
Agora se os variogramas indicadores, 1'1(h;zlr,) e 'Y1(h;zt'+1) t~m 
uma eQuival~ncia, Que geralmente é proporcional, ou seja, a diferença Que se 
oroduz é so por um fator constante de proporcionalidade: 
então, os dois sistemas de pesos, entregados pelo sistema KI para os dois semi-
variogramas, 1'1(h;z,,) e 1'1(h;zt'+1), são proporcionais, ou seja, Que se tem só um 
sistema. ConseQuentemente, com os limites correspondentes, ent.re as classes não 
há diferenças, levando à redução do número de classes K', num número igual de 
variogramas aQuivalentes. 
Considere Que não existem diferenças entre as classes 
Czk,_1,zk,) e (zk,, zk'+1), ou seja, Que na realidade essas duas classes se fundem só em 
uma. Então para QUe isso aconteça se transformam os dois limites superiores de 
cada classe z11'. e zk"+! em um só. oor meio de seu auantil médio. isto é. z .. tal aue: 
~(V;zp) _ k' ± O .5 
10 
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Havendo algum valor de corte, Z~to de interesse, diferente dos 
outros valores de corte dos já escolhidos ao inlcio <no primeiro passo>, é posslvel 
escolhê-lo como limite de algu .. :.a classe, mudando ligeramente um valor decil. Zt, Que 
possa identificar o valor de corte de interesse, de maneira Que a freQu~ncia 
correspondente a cada intervalo 
não mude drásticamente. 
A escolha dos K'=9 valores de corte iniciais, depende de Que 
hajam pelo menos 10 dados em cada classe, o Que é razoavel para poder ter uma 
descrição da distribuição do teor Z<x>. Pode-se escolher um maior número de 
classes K>9, s;e for posslvel obter um conjunto de dados de car-dinalidade 
suficientemente grande, de maneira a Que cada classe tenha pelo menos 10 dados. 
afl ._ Modelos; para K variogramas indicadores;. 
O passo anterior, foi uma análise dos semi-variogramas 
indicadores 1'1(h;z11); k=i a K, com a finalidade de esclarecer se dois semi-variogram-
as indicadores contlguos são ou não são claramente eQUivalentes. Note-se Que essa 
análise foi feita uma vez designado o modelo ·teórico do semi-variograma 
experimental. Este terceiro passo preocUJ)a-se com essa modelagem. Essa modelagem 
,.. 
é produto de K semi-veriogramas experimentais 1'1(h;zk)i k=i a K, onde cada 
v•riogram. experimental á oons;truÍdo a patir do mes;mo conjunto de dados; 
idicadores {i(X,;iZtt)i .;=i a n e k=i a K}, isto é, de cada conjunto de dados 
{1CX,;iZ~r)iJ=1a n} é construido ?s1(hiZ~c)i k=1 a K. Como os K conjuntos indicadores 
provêm de uma mesma origem, de um mesmo fenômeno, existe uma continuidade entre 
essest K conjuntos da dados indicadores, mesmo Que v•riogramas; contlguos nio 
sejam eQuivalentes <independentes), existindo uma estrutura Que relaciona esses 
variogramas. Esse relacionamento é aproveitado na prática para construir K 
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modelos variogramas indicadores desde uma fonte comum, de L estruturas básicas, 
por exemplo, L modelos esféricos, com pesos dependentes do valor de corte zlt, para 
cada estrutura Que forma a estrutura comum, isto é: 
onde a1 denota o alcance do modelo. 
4° ._ HcM:1elo para as K matrizes variogramas. 
Este passo é especifico para a KPO. O sistema KP, <Il.B>, agora 
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"f . .(h;z)-
'1 . .(x1-XniZ) 
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7S 
'· 
Vª-se Que par·a resolver e:.te sistema de Z<n+i) incógnitas e 
Z<n+ 1> eQuações, é preciso considerar 
- a não existência de dados totalmente redundantes,i. e., 
X; :F X; se ;:FJ. ;, .;=1 a n. 
- um modelo para a matriz de funçoes variogramas 7, onde é precisso 
modelar os dois variogramas diretos e um variograma cruzado, baseado na condição 
positiva semi-definida da matriz de covariSncia. 
Assim, como QualQUer função g(h) não pode ser considerada 
como covariSncia ou s:emi-variograma de um processo de covariSncia estacionária 
ou int.rlnseoo, qualQuer oonjunto de fur19Ões {g ;;'(h); J,J'• 1 a K} não pode ser 
considerado como matriz de funç5es covariS.ncias ou semi-variogramas de um 
conjunto de processos estocásticos correlacionados. 
A seguir é apresentada uma forma de construir matrizes de 
funçõea covariSnciaa ou aemi-variograma• do tipo 7: · 
Considerar L processos estocásticos independentes, 
int.rlnsecos, Y1; 1•1 a L, cada um com semi-variograma 'Y1(h) (função positiva semi-
definida condicional>; 
Construir dois processos correlacionados Z.;i .;=1,2 por meio 
de uma combinação linear dos L processos, V 1; 1 =i a L, isto é: 
L 
Z.;(x) = L a., Y1{x); .;=1,2. 
1=1 .J 
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A forma de poder construir uma matriz de semi-variogramas se 
baseia fundamenlalmnle em QUe os coeficientes da combinação linear Z,;(x), 
satisfayam as condiyões necessarias para Que cada funyão de covari~ncia cruzada 
C. ,,(h) = Cov{ Z,;(x),Z.;(x+h) ) 
JJ 
seja um elemento de uma matriz de c~:vari~ncia. Considerar o variograma cruzado 
entre os dois processo Z,;; .;=1,2, aue é dado por: 
L L 
= L L a .1 a ,1, Cov{ Y1<x>-Y1<x+h) , V ,<x>-Y ,<x+h) } 1=1 1'=.1 " J I I 
;,.;'=1,2. pela independ~ncia dos 
processos. 
Portanto o semi-variograma fica: 
L 
iJJ'(h) = L a;l a .,1 i 1(h); ;,.;'=1,2. 1=1 " 
Podendo ser negativo, ou seja, um crescimento positivo numa variável 
corresponde em média a um decrescimento na outra variável .; . 
(i) 
Veja Que toda estrutura i 1(h) usada na modelagem dos 
variogramas cruzados i. ,,(h) também tem Que estar presente na modelagem do 
J.l 
variograma direto i .;.;(h) = i ;(h). 
Se os processos são de covari~ncia estacionária, pode 
escrever-se <1> em lermos da covari~ncia: 
L 
C "J'(h) = L a "l a .,1 C1(h>; ;,.;'=1,2. J 1=1 " .I 
L 
= L b . . I Cl(h); .;,;'=1,2. 
1=1 '"' 
<2> 
Para Que cada elemento C .. ,(h); ;,;'=1,2 seja um elemento de uma 
Jol 
matriz de funcões de covariâncias, uma condição necessária e suficiente é Que a 
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matriz <2> seja positiva semi-definida, ou seja, para QualQuer vetor de elementos 
não-nulos d=[d1,d1] a forma Quadrática 
'· do [ C .;,;'(h) ]odl', 
tem Que ser não-negativa. 
Cálculos: 
2 2 
= L L d; CJJ,(h) d ·' 
.i=.l. .;'=1 " 
L 2 2. m 
= L L L d; b . ·' CJ(h)d ·' 
J=.l .i=.l .;'=1 ,J.I " 
Como C1(h) é a funyão covariância do processo Y1; l=i a L, logo C1(h) é uma funyão 
positiva semi-definida; \1 1=1 a L então 
o Que ocorre se só se 
2 2 {1) 
C1(h) L L d; b . ·' d ·' ~ O; V l =1 a L 
·-1 , "" " ,_ ; =1 
eQuivalentemente 
2 2 {1) 
:L L d; b JJ' d ·' ~ O; V l =1 a L, 
J=.l. .;':1 " . 
se C1(h) > O, Que é o caso considerado. O aue significa aue a matriz de 





é positiva semi-definida se todos seus valores prÓprios são não-negativos e reais. 
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Na prática, não é preciso analisar os valores pr-Óprios da 
matriz (3), porQuil como máximo ,., SitiO conSiid&~rados; dois; ou 
cor-relacionados. Como a matriz é simétrica, então uma matriz é de-finida semi-
positiva, se seu determinante principal e todos os determinantes menores são não-
negativos, ocupando muito menos tempo nos calcules dos determinantes Que na 
procura da raiz de um polin8mio de terceiro grau. 
Assim é Que a expressão (i) é um modelo para uma matriz de 
funções semi-variogramas, se a matriz 
m b . ,, = a ;z a ,,1 , .,., v ., 
é definida semi-positiva, para todo 1; 1=1 a L. 
Esta modelagem -Foi feita para un especi-Fico valor de corte z. 
Ao considerar K valores de cortes Z~ti k=i a K, 2K+1 
variogramas são necessarios de modelar; K variogramas indicadores "f th;z~c>i k=i a 
K, K variogramas cruzados 'Y1u<hiZ~c>; k=i a K e um variograma direto da variável 
uniforme 'Yu(h) Que é repetido nas K matrices variograma 7(z~c); k=i a K. Assem 
obtendo-se como conseQu~ncia, todas as estruturas usadas na modelagem dos K 
variogramas cruzados 'YIU(h;z~c> devem estar presentes como estruturas na modelagem 
do variograma uniforme 'Yu(h). 
sfl ._ Validayão Cruzada. 
Neste passo utiliza-se a distribuição composta, exposta a 
seguir: 
O valor indicador elementar i(x.;;z) pode ser interpretado como 
a probabilidade condicional da variavel ZCx,;> dado Que ZCxJ>=zJ 
P( Z<x.;> ~ z I Z<x)=z.; ) = i(x,;;z). 
" ConseQuentemente, o valor i(x;z) aparece como uma estimativa da probabilidade 
condicional desconhecida: 
Similarmente, o valor 
P( Z<x> ~ z I <informa9ão> ) . 
~(V;z; 1 = 6 f i<u;z)du 
V(X) 
aoarece como uma estimativa da distribuição condicional composta: 




Uma validação cruzada para o KIIKP, consiste da compara9ão 
da distribuição (ou proporção) estimada composta <4>, sob um número n1 de dados 
indicadores ao corre:.pondente histograma acumulado dos n1 dados. Mais 
expÜci tament..e: 
i._ O conjunto de n1 dados {z<x;}i .;=1 a n1} é diferenciado desde o com~yo 
de toda krigagem, de forma Que seja representativo do painel V. 
2._ Obtidos os n1 dados, eventualmente distribuldos e representativos do 
painel V, o histograma desses n1 dados é: 
Fn1<z> = + ~i<x.;;z> 1 ..i=1 
e para cada valor de corte é 
(5) 
3._ Usar os restantes n-n1 dados avaliados sob V para determinar por 
A KI/KP os n1 valores indicadores est..imados, i(x;;z); .;=1 a n1, interpretados como a 
probabilidade condicional P( Z(x;)~z I <n-n1> ). E construir a distribuição 
condicional composta estimada para cada valor de corte 
(6) 
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4._ Construir os plots para 
- os pontos (F n1<ztt),~(V;zt>), 
um núriiero de p-auant.is do histograma F n1<zt> e o 
correspondente p-auantil da distribuição condicional oornpos;ta estimada ~(V;z~e>· Por 
exemplo, os nove decis. 
Se os plots estão alinhados no bisetor, então o Kl/KP não é 
invalidado. A invalidação do Kl/KP dá-se quando os plots estão muito desviados do 
bisetor. 
, 
Jdg:~.lmgnt,g, o QXQf"oioio dg v.-..1id:~.9ão oru:z:~.d:~. :~.t.r:~.vQ.s; d:~.s; 
expressões <5> e (6) é repetida, usando-se os mesmos modelos variogramas, mas 
diferentes conjuntos de n1 dados. 
Como toda produção da Krigagem não é só representada pelo 
resultado da estimativa de 1/>•(V;z) ou i•<x;z), é necessário também apresentar uma 
ref'erancia de 
a variSnoia da Krigagsm a~1(x;z) ou a~,.<x;z>. Se há uma variânoia nagativa 
ou próxima de zero, então existem problemas de auasi-singularidade no sistema 
Krigagem. 
o número de dados usados para a Krigagem e os valores 
correspondentes. 
Essas ref'erancias são as aue vão permitir julgar o resultado 
da Krigagem, como interesante ou duvidoso . 
.,0 ._ Correção das rela~ de ordem. 
As correções das relações de ordem da propor9ão 1/>•(V;z), 
podem ser encaminhadas pelas oorre9Ões apresentadas no capitulo anterior. 
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Lembramos Que o Que se busca é conhecer uma estimativa 
<P*N;z) da funyão diskibuiyão if>(V;z) no dominio todo, não só em algums valóres do 
domÍnio como se tem feito até agorõ, per meio da IG (passso i, 2, 3, 5, 6, e 71 ou por 
a KP (passos i, 2, 3, 4, 5, 6 e 7>. Então procede-se para completar essa estimativa 
através de uma interoolayão QualQuer. QualQuer interoolaç:ão, satisfazendo as 
relações de ordem nos intervalos (z.,zk+1]; k= i a K. é assumida como sendo a 
estimativa da distr·ibuiç:ão if>(V;zl dentro das classes. Um exemplo de interpolação é 
apresentado a seguir: 
_ Ajustar QUalquer modelo de distribuição paramétrica, por exemplo de dois 
par~met.ros, idenlif'icando os limiles. da classe 2k e zl(+l como seus P 1 e p~-quant.isJ 
isto é, 
P1 = <P*N;z•) 
P2 = <P*N;zk+ll. 
Então qualquer distribuição T<zl, com a expressão para os quantis conhecidas como 
função dos dois par~mel.ras, 2 a ce itável para a interpolação. Por exemplo, a modelo 
lognor'mal: a variável X, com média E( X )=" e variância Var( X )=J32, tem uma 
distribuição lognormal,. se a var iável Y = logX tem uma distribuição normal, com 
médi;o E( Y } = .U. e variânoia V ar { Y } - o-2 . 
Aoui a e xpressão log-Quantil é logz_. = ,u. + O'r-1(p), onde T(z) é 
a função normal padr ão e r 1<pl tem uma boa aproximação polinomial (Abramovitx and 
Stegum, 196.5). 
Os dois parâmetros , ,u. e 0', são dete r minados r esolvendo-se o 




Assim a função distribuição estimada intra-classe é 
•(V· ) ( logz-M ) u E ( 1 tP ,z = T u , v z z 11,z11+1 • 
Outr-os exemplos encontr·am-se em A. G. Jour·nel (1988). 
9° ._ Est.imayão da furção dist.r.ibui~o bloco-v. 
Até agora conseguiu-se a estimação da distribuição da 
variável teor Z<x>, com suporte pontual, dentro de uma área V<x> (ou painel>. Na 
prática não é de interesse a distribuição dos teores com sUPorte pontual, mas sim 
a distribuição do teor médio ou do teor com suporte bloco-v sob um painel V<x), ou 
seja conhecer a distribuição da variável aleatória 
Zv<x> = ~ f Z<u>du, v<x> C V<w> 
V(X) 
denotada por ~v~;z) e definida pela proporção de teores blocos, menores ou iguais 
ao valor de corte z 
com 
Note Que 
iv~;z) = ~ f Iv<x;z>dx, 
V(y) 
Iv<x;;) = { i ~i Z~<x> ~z 
O s1 nao. 
Iv<x;z) :;~: ~ f I<y;z)dy, média sob v<x> da variável indicadora pontual. 
V( X) 
Agora, o problema é predizer a integral estocástica ivCV;z) ou 
a variável indicadora do teor médio sob v(x), lv<x;z), a partir da informação 
fornecida pelas variáveis com suporte pontual. No entanto, essa predição pode ser 
dada por KI ou KP. 
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Como a variável indicadora bloco-v, Iv<x;z), não é uma média das 
variáveis indicadoras pontuais, a variável aleatória indicadora bloco-v é de 
natureza diferente da variável indicadora pontual. Veja então, aue não é razoável 
definir como preditor de fv(V;z), 
"' n tCV;z> = L>..;<z> ICx,;;z>, 
,.i=l 
onde os pesos )..,/s, ficam determinados resolvendo o sistema Kl <simples ou 
ordinário), uma vez aue o preditor t(V;z) é viciado para iPv(V;z) e é preci:.o 
resolver o sistema 





ond&~ apareca a covariancia cruzada não-centrada m12dia ~ lv(V,x1;z), produto da 
covari~ncia cruzada não-centrada 
K1 ~y(h;z) = E{ I<x+h;z) Iv<x;z) } = P( Z<x+h> ~ z e Zv<x> ~ z ), 
aue tem Que ser modelada. 
Como infelizmente não existe informação das variáveis bloco 
Zv<x>, conseauentemente também, não existem dados indicadores blocos da variável 
IvCxjZ). Faltando assoa informação não é pos»Ível a infer~ncia da covarianoia 
cruzada não-centrada K. lv(h;z), nem do variograma cruzado das variáveis pontual e 
bloco i 1 ~y(h;z). 
Tr~s alternativas são propostas para resolver a predicão de 
9v(V;z): 
1._ Operar com um modelo para a covari~ncia indicadora pontual-bloco para 
obter a estimativa ~~(V;z) da função distribuição ~v (V;z). Este é o enfoQuEi 
considerado pelo método KD, cuja técnica produz bom resultado na prática, porém 




2 ._ Assumir desde o inicio Que o pr·ocesso estocá.stico tem uma distribuição 
multivariada conveniente, por exemplo, uma distribuição relacionada à Normal, 
seguindo-se Que a variável média Zv<x> seja também distribuída segundo uma Normal. 
•,<) 
3._ Estimar a função distribuição pontual I/>1(V;z) pelas métodos 
apresentados Kl ou KP. Logo, corrigir essa estimativa que produz o efeito suporte 
por meio de uma redução da vari~ncia para uma estimativa da d)itribuição bloco. 
Est.a alt.er·nat.iva foi exposta no capitulo Conceitos Element.ais para a Resolução da 
Problemas de Mineração, que será valida só se o tamanho do bloco-v for peQueno 
em consideraç::ão ao painel de volume V. 
Correção do efeit.o suporte para 
as funções locais de recuoeracã9 
Logo de ter feito a estimativa da função distribuição esoacial 
local f>"'(V;z) sobre uma subarea V C G, é precisso transformar essa estimativa em 
uma estimativa da distribuiç::ão espacial bloco-v, t~>ecv;z), um fator de corrayão de 
vari~ncia relativa pode ser aplicado 
onde 
e 
são a média e vari~ncia da dist.ribuiç::ão pontual estimada. 
A correspondente correção de afinidade da variSncia entrega 




para todo z, todo v << V e V C G. 
Dessa forma á posslvQl obtsr as Qstimativas das fun9õss d& 
recuperação locais bloco-v,J 
Tonelagem recuperável. 
tecv;z> == 1 - 4-~<V;z> 
Quantidade de metal recuperavel. 
Q~(V;z) = f • 00 ud~~<V;u). (7) 
Essa integral de Stieljes na prática é aproximada por uma soma discreta 
K(Z) 
Qecv;z> o:: L zk'[ ~~<V;zlt+1> - ~~<V;zk> J, 
lc=1 
onde Zti k=i a K<z> são os valores Que discret.izan o intervalo deintegração [z,oo] e 
Z~t' é um valor central do intervalo [zt+l , z,J 
Teor médio de mineral run corte z. 




A metodologia descrita nessa dissertação resulta muito útil 
para descrever o compor·tarf.~nto de fenSmenos; muito Vif.r·iá.veis;, tÍpico dos; depÓs;ita5 
com altos teores, por exemplo, depósitos de urânio, ouro, etc .. A utilidade é 
fundamentada pelo tipo de dados considerados, dados de forma ordenada. A 
informação desses dados é guardada nos variogramas diretos 11(h;z), I u<h> E 1 no 
variograma cruzado 1 1u(h;z) definido pelo pr-imeiro momento. 
O mgt.odo ir.ioi.olmwr.t.g oons;idwr.o um-. dis;orwt.i:z.o9;lo do domlnio 
da variável teor, de forma a representar a variável teor. Nasce aaui o aspecto 
descontínuo da distribuição local estimada. Assim ao considerar o painel como uma 
simples localidade x e tendo feito uma pequena amostragem na vizinhança de x, o 
estimador da distribuição local corresponde de fato a uma distribuição discreta 
com poucos valores 
localidade x>. 
<os valores amestrados, observados na vizinhança da 
Uma solução clássica para regularizar esse histograma, mesmo 
sendo suficiente o tamanho da amostragem, é por meio de aualauer ajuste 
paramétrico aue satizfaça as relações prÓprias de uma função de distribuição 
F<z> é uma função não descrecente em z, 
F<z> é um valor em [0,1]. 
O fenômeno metalog@nico a estudar tem aue ser razoavelmente 
homog@neo, de forma a considerar o processo aue modela o fenômeno como 
estaoio~rio. Sem essa hipÓtese é difícil a aplicação da tecnica Geoestatistica. E 
ao transformar o processo original num processo indicador é aue é possivel 
encontrar um ambiente adequado para. a. Geoestatistica., ou seja., que se cumpre a 
hipótese de esta.ciona.riedade de segunda ordem ou de cova.ri~ncia. estacionária, 
podendo conseguir uma. relação biunivoca. entre a covariância e o variograma. Com 
isso o processo tem uma função média estacionária. aue depende só do valor de 
corte. Conhecendo ou não essa função média do processo transformado obtem-se 
estimadores diferentes para a função de distribuição. A diferença está só num 
coeficiente aue torna o estimador não-viciado. Porém a import~ncia do 
conhecimento da função média do processo faz o eslimador ler uma variância de 
estimação menor QUe o estimador obtido de um processo com uma função média 
de::.conhecida. 
No OWkPltulo ll1 foi QXpos;tWk põõ.roiWklmQntQ .._ Krigõõ.gQm lndioadorWk 
completa, chamada de Cokrigagem Indicadora, argumentando QUe é grande o esforço 
de cálculo e modelagem para fazer uso dela. O verdadeiro argumento está só em 
duas situações: 
(i) Funções indicadoras I<x;z> são não-correlacionadas para varios valores de 
cortes. A covariância indicadora cruzada é nula só se as variáveis teores Z<x+h> e 
Z<x> são independentes para QualQuer h. Por outro lado, sempre existe uma forte 
correlação positiva entre as funções indicadoras em vários cortes, especialmente 
para funções indicadoras na mesma localização x. 
(ii) A Cokrigagem é reduzida à Krigagem devido às correlações intrínsecas 
existentes entre as funções aleát.orias em diferentes cortes I<x;z> e I<x';z'). 
Mat.heron <1982) mostrou Que esta situação ocorre só num modelo muito especial de 
distribuições bivariadas, chamado por ele, de Modelo Mosaico, onde o correlograma 
cruzado e direto da variável indicadora I<x;z> são todos iguais. 
Uma vez escolhidos os valores dos teores Que irão 
discretizar o domlnio em estudo, se procede à estimação da fur.ção distribuição 
nesses teores. As estimativas são independentes umas das outras, isso faz com Que 
as estimativas não necessariamente satif'azan as relações de ordem. 
Esse problema encontra-se em todos os estimadores Que são 
projeção de uma incógnita no subespaço do maior espaço posslvel de definir 
<espaço das funções Borel-mensurável das n variável), mas o estimador esperança 
condicional verifica as relações de. ordem. 
Esse problema das relações de ordem está ligado à não-
convexidade do processo da Krigagem: o estimador de Krigegem não 
necessariamente pertence ao intervalo definido pelo menor e maior valor dos 
dados avaliados. Na Krigagem Ordinaria a estimativa não-convexa· esta ligado aos 
pesos negativos. 
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A nlvel de const.ru~ão de modelos Que possam assegur·ar as 
r·ela~ões de or·dem, uma alt.er·naliva rápida é supor um modelo da dependancia 
espacial intrinseco para a matriz variograma indicadora [ 1'1(h;z11,z11,) ). Haist 
explicitamente, K variogramas diretos [ 1'1(h;z11>; k=1 a K J são reQueridos para a KJ, 
supondo Que sejam os K variogramas indicadores proporcionais ums com os outros, 
conseQuentemente um só variograma direto precisa ser inferido. O variograma Que 
é escohlido é o varies ama indicador correspondente ao valor de corte 
z11 =M=F-1(0.5), reduzindo K sistemas de pesos a um só, esta retri-;ão é eQuivalente 
se a distribLiição bivariada tem um modelo Mosaico (Matheron, 1982). 
Uma outra alternativa é considaderar um relacionamento entre 
os variogramas indicadores menos exigente, por exemplo um modelo do tipo exposto 
no cap.lli, 9°. paso (Journel, 1988). 
E por último, , & através da modelagem da .A • covar1anc1a 
indicadora Que, ao usar polinomios ortogonais, se chega a uma proporcionalidade 
entre o variograma indicador e o variograma da variável teor sob certas 
restrições (Lemmer, 1986). 
Note-se QUe a primeira e a ultima alternativas são 
basicamente as mesmas. 
Por outro lado, essa relações de ordem podem ser corrigidas 
depois de se ter feito as estimativas da função de distribuição POntual. Uma 
correção desse tipo foi apresentada no cap.ll (dificuldade da Kl>, usada também na 
KP. Uma engenhosa forma de corrigir as estimativas e usar uma técnica de 
programação auadrática. (J. Sullivan, 1984) 
A definição da variável indicadora, Que depende de um valor 
de corte, leva a um efeito de desestruturação dos altos teores, i.e., na medida em 
aue é aumentado o valor do teor de corte, maior é a Quantidade de valores 
indicadores aue vão tomar o valor zero, chegando a uma diminuição considerável de 
dados indicadores para conseguir uma infer~ncia razoável do variograma indicador 
e do variograma cruzado entre a variável indicadora e uniforme. 
O limite da Krigagem Indicadora e ProbabilÍstica é encontrado 
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ao ~.;t.imar a funyão dist.ribuiyão bloco-v. Não á posslvel estimar a dist.ribuiyão 
bloco-v por não se ter dados indicadores bloco-v iv(x;z), tal como de tinido no cap. 
JU, 9°. passo. Dessa forma, não sendo posslvel a infer&ncia das funyões est.rut.urais 
definidas na variável indicadora bloco-v 111(x;z), chega-se assim ao limite do método 
oue tentou coservar a informação fornecida só pelos dados. 
Nesta fase é or . .!.le se deve usar a técnica, já muito usada 
desde o inicio da Geoest.at.ist.ica, chamada corre9ão de afinidade da variS.ncia, para 
poder corrigir o efeito produzido na estimativa pontual ao considerar variáveis 
de tipo médias, variáveis bloco-v. 
Essa técnica aue ajuda a corrigir o efeito suporte consiste 
em supor oue as distribuiyÕes pontuais e bloco-v são idênticas, exceto para suas 
variS.ncias, i.e., as distribuiyões pradronozadas são iguais 
p{ Z11(x) - me ~ z } = p{ Z<x> - me ~ z } , V z, 
D*(v/V) D*(O/V) 
onde D*< • /V) = ~ 1)21 ( • /V) 
Como todo método, antes de ser aplicado é fundamental oue 
exista uma coerência entre as retrições do método e os dados com aua se vai 
trabalhar, evitando estimativas não-interpretáveis. 
Em lodo método baseado exclusivamente nos dados <sem impor 
nenhuma hioólese à distribuição do processo), como é o caso aaui, a amostragem é 
feita de forma a ser eventualmente representativa do painel onde se faz a 
estimativa das reservas recuperáveis locais. 
Seria de grande interesse aue se continúe trabalhando na 
busca da relação ent.re a dis:t.ribuityão do t.eor e representatyão da covariância 
indicadora associada, poraue dessa forma é possÍvel int.erpret.ar o variograma do 
t.eor usando o variograma indicador, no caso de difÍcil modelagem quando se t.em 
uma porção muito peauena de teores com valores muito altos e assim também evitar 
as relações de ordem. 
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APÊNDICE 
A oondição < Z0 ,fCZ1) > - < Z~K,f(Z;) > V i•i a n e para t.oda 
função mensurável f' é satisfeita, se e só se, o sistema 
E( Z0 /Z1 ) = E( Z~K/Z; ); i=i a n. 
é sa.tisfeito 
Seja d; o espaço vetorial gerado por todas as funções 
mensuráveis de uma só variável f'<Z;). A esperança condicional de Z0 dado z,, E,{ Z0 
)= E( Z0 /Z; } é a definição da projeção de Z0 em d;. Assim o vetor Z0 - E,( Z0 ) é 
ortogonal a QualQuer vetor f<Z;) QUe pertença ao espaço d;, isto é: 
< Z0 - E;( Z0 ) , f'<Z.;> ) = O; \1 f<Z;> E d;. 
Essa ortogonalidade pode ser escrita como 
< Z0 , f'<Z;> > = < E;( Z0 ) 1 f'<Z1> ); \1 f'<Z;> E d; (1) 
Com isso a expressão <1.3> pode ser escrita como 
< Zo I f'<Z;> ) = < E;( z~K ) I f'<Z,> ); ··=1 a n 
e a expressão (i) é escrita como: 
< E;( Z0 } 1 f'<Z;> > = < E;( Z~K ) 1 f'<Z,> >; •=1 a n e \1 f E d; 
Que é satisfeita, se e só se, E;( Z0 ) = E;( Z~K ); ;=1 a n 0 
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