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CHAPTER 1. GENERAL INTRODUCTION 
Introduction 
Site-specific or precision agriculture (PA) is a management philosophy that employs new 
technology to increase the level of management in a field cropping system. Currently, both the 
new technology and the refined management are in the early phase of widespread adoption, 
and research is underway to discover which management schemes work best. Precision 
agriculture relies on technologies that sense specific spatial information about properties in the 
field. The first widespread use of this technology was the adoption of yield monitors into 
harvest systems. Currently, farmers and researchers are working to explain the spatial 
distribution of inputs and outputs of a field. 
Specifically, PA attempts to improve cropping management by increasing its resolution. 
Instead of managing an entire field as a single unit, PA allows the field to be broken into 
smaller, similar management units. Currently, the technology handles most of the data 
collection and some of the management prescriptions, but improvements are needed in both the 
methods used to describe and interpret PA data and in the hard-to-find rules of thumb of 
managing at a finer scale. 
Spatial methods 
Data that are collected frequently over the landscape, such as crop yield, soil properties, 
and crop properties, contain both systematic ( spatial structure) and random change with respect 
to location. Data at different sample locations do not behave independently from each other. 
This causes problems for the traditional statistical methods currently used to describe and 
interpret PA information that assume they are completely random. 
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Researchers such as Journel, Cressie, and Isaaks and Srivastava have developed and 
popularized a large suite of tools to investigate the data as both a systematic and a random 
variable-a stochastic process. By using tools such as correlograms, variograms, and 
covariograms, researchers can describe the systematic change in the variance of a realization of 
a stochastic process. With this knowledge, researchers can develop models that describe a 
realization with respect to location and direction and provide insight into the scale at which it is 
changing. 
Data availability 
Online data sources are an important component of PA. Distributing soil data online gives 
farmers and researchers site-specific descriptions of the areas they wish to study. As with all 
data, however, it does have limitations. First, most of the soil data online is at a scale of 
1: 15,840, 1 :24,000, or lower. Comparing it with yield or fertility data of a scale of 1: 1000 or 
higher might not be realistic. Second, the degree of uncertainty of the online data is sometimes 
ambiguous, difficult to measure, and poorly documented. Errors in collection, digitizing, and 
use of the data can compound this uncertainty. 
The use of more resolute data could improve the situation. By taking advantage of known 
relationships and the spatial structure of locally derived and collected data, researchers could 
glean more information from existing online data. The results of this data "alchemy" might not 
be gold, but they could improve the situation nonetheless. 
Research Questions 
Three questions need to be considered when quantifying the qualitative information present 
in the soil map: 
• What types of spatial data about the field will change scale in a meaningful way? 
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• How can regional data explain localized spatial variability? 
• Will the inferences drawn from combining local data with general data be useful? 
Although answering these questions is beyond the scope of one MS thesis, the use of 
spatial methods, data local to the study area, and soil electrical data can bring the research a 
step closer in answering them. This thesis will investigate the role that local data can play in 
quantifying the qualitative nature of the soil maps and will develop a model that takes 
advantage of methods that describe the spatial structure of the soil properties important in 
landscape description. Currently, many models of soil properties do not take this into account. 
Organization of the Study 
In order to investigate these questions, the thesis is organized into two parts. Part I 
comprises three chapters about methods that I used to study the spatial autocorrelation of soil 
electrical conductivity in a central Iowa field. In Chapter 2, I examine the methods required to 
spatially describe the data. I also explain the concept of spatial structure and cover the kriging 
method of interpolation. In Chapter 3, I describe the theoretical support for using soil electrical 
conductivity as a measure of spatial structure of other soil properties. I also present the results 
of an electrical resistivity survey done on the field that shows how the electrical properties of 
soil change with distance and depth. In Chapter 4, I discuss the morphological processes that 
drive the soil properties to which soil electrical conductivity is responding in the central Iowa 
landscape. 
Part 2 is a journal article (Chapter 5) that quantifies the qualitative model that is the soil 
map with a model of soil organic carbon that was derived from data that was collected in the 
field. Finally, Chapter 6 draws conclusions about the application of these methods and 
describes areas where more research is needed. 
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PART 1. METHODOLOGY TO STUDY SPATIAL AUTOCORRELATION OF SOIL 
ELECTRICAL CONDUCTIVITY 
5 
CHAPTER 2. SPATIAL METHODS 
Introduction 
Tobler's First Law of Geography (Tobler 1979) states: "Everything is related to everything 
else, but near things are more related than distant things." This quotation concisely describes 
the concept of spatial autocorrelation (SA). Because data from most stochastic spatial 
processes do not behave independently from each other, measurements indexed by location 
often violate the independence assumption inherent in most statistical tests. In this section, I 
will: 
• Describe spatial autocorrelation. 
• Explain the concept of the Modifiable Areal Units Problem (MAUP). 
• Describe and explain variogram analysis as it applies to identifying spatial 
autocorrelation. 
• Explore other tools used to investigate SA ( correlogram, covariogram, cross-
correlogram ). 
• Explain how anisotropy plays an important role in the identification of SA. 
• Describe spatial modeling methods such as kriging and cokriging. 
An important concept to grasp when studying SA is that of spatial structure, which is the 
correlational structure present within the data itself (the systematic change of the data with 
respect to space). It is another way of describing Tobler's First Law and you can quantify it 
with some common geostatistical tools such as the variogram, correlogram, and covariogram. 
Once you have this insight, you can improve your models, investigate processes, and describe 
the landscape. 
Much of the pioneering work in the investigation of spatial structure actually took place in 
the field of time-series analysis. In 1976, Box and Jenkins produced a work that gave 
researchers applied methods for investigating autocorrelation ( autocorrelation is very important 
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in time-series because of the problem of independence). Classical statistical assumptions (for 
procedures such as regression and significance testing) require that the data be independent 
from each other. If sample data grossly violate this assumption, which happens frequently in 
time-series data, the conclusions drawn from the data have a greater chance of being incorrect. 
Box and Jenkins' methodology describes the autocorrelation present with tools such as the 
autocorrelation function (ACF) and partial-autocorrelation function (PACF). With the ACF 
and P ACF, autoregressive and moving average models can be developed to describe the time-
series data. 
To further understand the concept of autocorrelation, imagine a graduate student measuring 
the air temperature every minute for a day. Air temperature does not change frequently, and 
the measurements collected each minute that describe this realization of the process of air 
temperature show this. The scale at which the student is measuring is one per minute, sixty per 
hour, or 1440 measurements per day. The data do not change much from minute-to-minute. It 
might take a few minutes or even hours for the temperature to change, depending on the time 
of day and the many other factors that influence air temperature. The student gets a nice 
sunburn and grumbles irritably about the usefulness of such an exercise. 
Another student sets out to measure air temperature. He knows about autocorrelation and 
wants to use this knowledge to his advantage. From his crispy friend, he calculated that the 
current minute's measurement depends on the last seventeen measurements (minutes). 
Another way of stating this is that the correlation of the last seventeen measurements to the 
current one is significant enough that our second student can use the current measurement to 
describe the last seventeen mathematically. Instead of measuring every minute, he measures 
about three times per hour. He decreases the scale of measurement by a factor of almost 
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twenty and stays in the shade more often, but he 
does not lose any information because he 
identified and modeled the autocorrelation. 
Of course this example is moot because the 
electronic data loggers that are normally used to 
measure these things such as minute-by-minute 
air temperature neither complain nor get 
sunburns. The example does show, however, 
that two issues of scale are at play when 
µ=0 
cr2 = 3 
µ=O 
cr2 = 1 
Figure 1.1 MAUP. Aggregation of 
regional data does not 
change the mean, but it 
can have a significant 
effect on the variance. 
measuring air temperature. First is the sampling frequency, which determines the maximum 
resolution of the data. The sun burnt student measured once every minute. The second is the 
scale at which the data are actually changing. The second student used the autocorrelation 
information to tell him that the air temperature was changing at a scale of seventeen minutes. 
Spatial autocorrelation is similar to the example of measuring the air temperature, except 
the data are indexed by space (three-dimensional rather than two in time-series). The tools 
used to explore autocorrelation are very similar to those used in time-series ( and many are just 
three-dimensional derivations of existing ones). 
Scale in spatial processes manifests itself in two ways-the scale of measurement and the 
scale at which the data actually change. To understand the relationship of these two, it is 
important to understand the Modifiable Areal Units Problem (MAUP). 
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MAUP 
Fotheringham and Wong ( 1991) describe the concept of MA UP in detail. MA UP was first 
discovered in the discipline of geography that studies demographics. Researchers noticed that 
zone delineation had a significant impact on their model results. 
The demographers noticed two effects when they started changing the definition of the 
zones. First, the aggregation of smaller units into larger ones significantly changed their 
results. Polygons are typically used to define the zones. They define an areal region in which 
the process is assumed to be homogenous. Aggregation of these zones, however, increases the 
variance of the measurements (Figure 1.1 ). The within-zone mean does not change, but the 
increase in variance caused problems for the modelers. An example of this phenomenon in PA 
would be how total variance of yield monitor data within map units changes depending on the 
scale of the soil map units. 
Second, the modelers noticed that the definition of the boundaries ( edge effects) caused 
problems. The spatial tolerance of the boundary is not constant, and the boundaries are often 
drawn arbitrarily with respect to the process in question. This discritization of a continuous 
process, however, is often necessary to make the data fit a classification scheme or within the 
constraints of an analysis. This is often happens in the categorization of soil fertility data by 
soil map unit in PA. 
MAUP causes problems for any continuous process that is represented discretely or for 
reaggregation/reconfiguration of the data. MAUP demonstrates the problems of altering the 
scale of data to fit the needs of an analysis. There are tools available to quantify the effects of 
scale on data, and in the next section, I will cover some tools used to investigate spatial 
structure. 
9 
Variograms 
Once we know what spatial autocorrelation is, we need some tools to quantify it. The most 
popular tool that does this is the variogram, which models how the variance ( actually semi-
variance) of a realization changes as a function of distance. 
The mining industries pioneered the use of variograms because they had plenty of 
computing power and improved spatial models were very valuable. Cressie (1993), Cliff and 
Ord (1973), and Isaaks and Srivastava (1989) provide some of the more substantial and clearly 
written works in the area ofvariogram modeling. Tools have advanced to the point that most 
of the methods outlined in these works are already available in packaged software. The tool 
used for all variogram estimation in this thesis is the SPlus Spatial Statistics Extension (1998). 
The variogram improves the faulty assumption from "Statistics 101" that says that data 
indexed by space are independent from each other. If the measurements are not independent, 
in ordinary least squares (OLS) regression, the variance is overestimated. This causes a 
reduction in precision, misinterpretation of the mean, and underestimation of correlational 
parameters. 
If the variance is modeled as a function of distance for a point process, significant model 
precision is gained because some of the variability is structured with distance and can be 
accounted for in the model. This is exactly what is done in the spatial modeling process known 
as kriging. Kriging uses the estimate of the sample variogram to stochastically estimate the 
values at locations that are unknown. Without incorporating the variogram, a krig model is just 
a simple deterministic weighted inverse-distance model (more on this later in this section). 
The variogram quantifies the spatial autocorrelation ( or spatial structure) of a discretely 
sampled surface. With the spatial structure, we can save ourselves the trouble that the sunburnt 
graduate student had. The next section will cover how a variogram is estimated. 
Estimation of the Variogram. The variogram is estimated using the methodology 
outlined in many different sources- Cressie (1993), Cliff and Ord (1973), and Isaaks and 
Srivastava (1989). Using equation 2.01, y(h) is estimated at each lag hand plotted versus the 
distance (Figure 1.2). 
x-h 
LL(X(i)-X(i+h})2 
y(h) = i=l -(2.0li 
2(n-h) 
Where: 
• y(h): is the semi-variance at lag h 
• h: is the current lag 
• n: is the total number of lags 
• X(i): is the value of the current point 
• X(i+h): is the value of the point at lag h 
To better understand variograms, it is important to understand some of the terminology and 
properties. In this section I will cover these areas: 
• Structured Variability - C 
• Lag and Bandwidth 
• Sill - C + Co = 6-2 
• Nugget-Co 
C. The variogram curve between the nugget and where it flattens out at the sill is the 
systematic change in variance that can be accounted for in the model. The ratio C describes 
the magnitude of this curve, and it is the percentage of the variability that is structured and can 
be modeled with interpolation methods. 
t Equation from Cressie 1993. 
h=2 
n=20 
..--
$ 
?-- - - - - - - - - - - -, 
I 
I 
Range-a : 
I 
I 
I 
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Sill - C + C - global variance 
Structured Variability - C 
Nugget-C0 
Lag distance ( m) 
Figure 1.2 Diagram of the variogram. The structured 
component - C - is the most important part 
of the variogram. It tells us the things that 
we want to know about how the variance 
changes with distance. 
---- -/ . ' ./ ....... . 
•I• .•.- ' ·• 
•t • ·.·/ •r•,• . \ 
,·, { _• ., ,. . , ·,. ... . -.- . . 
I . , .. . . :, . '-· ' ' . . bandwidth · ~ :. . ·. •· __ ; . ..._ , __,.. 
Figure 1.3 Calculation of the variogram. The variance is 
calculated using equation 2.01 at each lag hand the 
window is moved on to the next point (right). In this 
example, the bandwidth is two meters and the sampling 
distance is one meter. 
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Lag (or h). To calculate the variance at each lag, a ring is swept about each point to pool it 
together with other points (Figure 1.3). Since the points are not an exact distance apart, a 
bandwidth is used to denote the area in which points are pooled together. The bandwidth is 
typically at least one-half the sampling frequency or less. A rule of thumb for pooling points to 
estimate y(h) is to make sure that at least thirty to forty points are pooled together at each lag to 
allow for a reasonable estimate of the semi-variance. 
Sill - C + Co. The sill is the point at which the variogram (usually) flattens out. It is also 
the global variance of the spatial data set, and it often flattens out at a distance greater than the 
sampling distance. In special cases, the variogram will not flatten out because of non-
stationary conditions (global trend in the data or periodic conditions). 
Nugget- C0 • The nugget is the distance along the vertical axis at zero lags. This is an 
estimate of the sampling (random) error. A variogram with pure nugget is said to behave 
independently with respect to location. 
Correlograms 
In some cases, the correlogram is more useful for describing a random process than the 
variogram. First, the correlogram is unitless. Squared units often complicate the interpretation 
of the variogram and make for a difficult comparison of two sets of data. Second, 
correlograms can be used to determine if data are changing at similar spatial scales. If they do, 
the spatial structure of one realization can be used as a surrogate for the other ( called 
cok.riging). This is very useful for data that are expensive or difficult to collect. 
The correlogram is calculated by taking the correlation coefficient at each lag h rather than 
the semi-variance: 
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p(h)= cov[X(i),X(i+h)] -(2.02i 
.Jvar[X(i)).Jvar[X(i + h)] 
Where: 
• p(h): is the correlation coefficient (r value) between the current point and those h 
distance away 
• cov[X(i), X(i+h)]: is the covariance between the current point and the points pooled 
at lag h 
• var[X(i)]: is the variance at X(i) 
• var[X(i+h)]: is the variance at lag X(i+h) 
The correlation coefficient at lag (0), or the correlation coefficient of the variable with 
itself, is one. The correlogram typically decays from one and approaches zero, or it tapers off 
into a dampened sine wave, which is evidence of a cyclical or periodic process (Figure 1.4). 
1 
Lag distance (m) 
Figure 1.4 A sample correlogram. The correlation distance ( do) is the 
lag distance at e-1 (p(h) 0.3679). Although this is the most 
common shape, sometimes the correlogram flattens out and 
oscillates about the origin. 
; Wendroth and Neilson 
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Correlation distance ( d0 ). The most important piece of information the correlogram gives 
us is the correlation length (do- sometimes referred to as Lve or A). do is an estimate of the 
distance to which there is significant autocorrelation. 
One of the caveats of using do= e·1 is the assumption that model which describes the 
correlogram is exponential. Bj0I'llstad and Falck (2000) demonstrate non-parametric methods 
that estimate do and do not require this assumption. For the processes in this study and 
throughout this thesis, however, assuming the correlogram is exponential seems reasonable. 
Cross-correlogram. The cross-correlogram is a variant of the correlogram that takes into 
account the correlation of two variables at varying lags. A cross-correlogram ( or its cousin the 
cross-covariogram) are necessary for cokriging ( explained further in the kriging section). 
Anisotropic Processes 
Both the variogram and correlogram outlined above are omni-directional. That is, points 
are pooled without respect to direction using a bandwidth and lag(h). The directional effect 
can be estimated by pooling the points using a directional vector. The cardinal directions are 
often used to break the investigation into quadrants, but any vector can be used. 
The example in Figure 1.5 adjusts the bandwidth oflag(h) by using a vector of 45° with a 
search radius of 45° to calculate a directional variogram or correlogram. This process is 
continued at 90°, 13 5°, and 180° vectors to investigate how direction influences the 
autocorrelation of the data. 
The covariance of anisotropic processes changes with direction. Figure 1.6 shows contours 
of equal covariance ( of the data to itself at lag ( h)) for a process that is anisotropic with the 
major axis of anisotropy falling on the N 45° E line. 
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Figure 1.5 Calculating directional variograms and correlograms. The 
points at each lag( h) are pooled together to calculate either the 
variogram or correlogram. The window is moved on to the 
next point (right), but the vector that pools the points together 
stays the same. 
Isotropic Anisotropic 
Figure 1.6 Contours of the covariance with respect to direction for an 
isotropic process and an anisotropic one. The variance of 
an isotropic process does not change with respect to 
direction. An anisotropic processes exhibits a strong 
directional component, with the longest do in that direction. 
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The sampling distribution and frequency can exhibit a significant impact on the directional 
covariance. Dense sampling in one direction will often show anisotropy in the direction of the 
less-dense sampling. However, if the sampling distribution is orthogonal, the directional 
component of the variogram or correlogram is most likely due to some process that has a 
significant directional component (like a large esker or a gold vein). 
Kriging, Cokriging, and Cross-Validation 
Kriging. There are two families of interpolation methods typically used in spatial 
modeling. Deterministic methods are the most popular family. They estimate unknown values 
based on a search window and the distance the unknown point is away from known points 
(Figure 1. 7). The most frequently used example is the inverse-distance weighting (IDW) 
method. However, there are some problems with this method that are difficult to overcome. 
First, the "bulls-eye" effect can be profound. While also visually unappealing, a bulls-eye also 
demonstrates that even extreme values are given equal weights. Second, the sampling 
configuration can have detrimental effects on this interpolation method. A single extreme 
point off by itself or clusters of dissimilar points can skew the output. 
Kriging is a spatial modeling technique that stochastically estimates a parameter - see 
Cressie (1993) for a detailed and mathematically rigorous treatment. The advantage ofkriging 
is that it provides the best linear unbiased estimate of a value at an unknown location. The 
estimate is calculated from a weighted average of its neighbors and the variance-distance 
relationship found in the variogram. 
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Kriging is a straight-ahead deterministic interpolation technique with a stochastic twist. 
Instead of weighting based only on distance, kriging also incorporates how the variance of the 
data changes with distance. The advantage of this method is that more information is 
incorporated into the model and a more reasonable estimate of the prediction error can be 
made. Kriged surfaces are also smoother and do not have bulls-eye problems, even with 
extreme values (Figure 1.7). 
Deterministic Stochastic 
Figure 1.7 Deterministic and stochastic interpolations of the same organic 
matter data. The sample locations are the regular grid of points, and 
the white polygons are soil map boundaries. The stochastic surface, 
in this case a krig surface of soil organic matter, produces smoother 
results with less "bulls-eye" effect. 
Cokriging. Cokriging is a spatial modeling technique that uses one data set as a surrogate 
measure of another data set. A tool called a cross-covariogram defines the spatial relationship 
between the two data sets. The tool is a combination of the covariogram of the densely 
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sampled data with the covariogram of the sparsely sampled set. Jaynes (1996) used this 
approach to model soil organic matter, with soil electrical conductivity as the surrogate 
measure. 
Cross-Validation. Cross-validation is another technique that is helpful when choosing 
interpolation parameters. It is a jack-knife technique that individually removes each point from 
the interpolation and matches it with the interpolated value at that location. Inspection of the 
data on plotted on a 1: 1 line gives an estimate of model performance, helps identify outliers, 
and clarifies the results of changing the model parameters. 
Summary 
Although spatial methods can give you a headache faster than a three-pound chocolate 
malt, they are usually worth the trouble. Spatial autocorrelation can significantly influence 
interpretation and estimation of spatial data, and tools such as the variogram and correlogram 
describe how the data change with distance. We can use this information to investigate the 
effect of both sampling frequency and scale. Kriging incorporates this information by 
probabilistically giving the best linear unbiased estimate at unknown locations. With these 
tools, we can improve our interpolations, investigate spatial relationships, and estimate the 
prediction error of the model. 
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CHAPTER 3o MORPHOLOGICAL PROCESSES AND FIELD DESCRIPTION 
Goomo:rphology 
The Baker field§ is located in the Des Moines Lobe of the Late Wisconsinan Glaciation, 
approximately 13 km northwest of Ames, Iowa USA. The topography is slightly rolling, with 
moderately eroded hilltops and isolated potholes, and it is an excellent example of the soils and 
topography found in the Des Moines Lobe in Central Iowa (Figure 1.8). 
100 0 100 200 Kilometers - -- -
Iowa landfonns 
. . DES MOINES LOBE 
• IOWAN SURFACE 
'~f-'1 LOESS HILLS 
.. 0 MISSISSIPPI ALLUVIAL PLAIN 
d MISSOURI ALLUVIAL PLAIN 
-:--!f<i NORTHWEST IOWA PLAINS 
PALEOZOIC PLATEAU 
SIOUX QUARTZITE 
SOUTHERN IOWA DRIFT PLAIN 
Figure 1.8 Iowa Landforms. The study area is located in the heart of the Des 
Moines Lobe of the Late Wisconsinan Glaciation. The Des Moines lobe 
is the newest landform in Iowa, and its soils are approximately 10,000-
15,000 years old. These soils are characterized by limited subsurface 
and surface drainage networks and high organic matter. 
Genesis 
The soils in the Des Moines Lobe formed after the last glaciation and are primarily 
composed of glacial till parent material. An extensive study by Walker (1966) found that 
poorly integrated drainage networks and small basins dominate this landscape. Also, many of 
See Steinwand (1992), Jaynes (1996), and Colvin et al. (1997) for more detailed description of the field. 
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the basins are close~ and without artificial drainage they would normally hold water for much 
of the year. Also, relative elevation and landscape position drive many of the surficial 
processes, such as texture, organic matter, and water holding capacity. 
The anthropomorphic post-glacial era has had a significant impact on the landscape. Soil 
erosion has depleted fine particulates from the hilltops. Organic matter has oxidized at a 
greater rate because of tillage and artificial tile drainage throughout the last century, which 
integrated the drainage networks. 
Texture 
Many soils in the Des Moines Lobe are classified as loams, clay-loams, and silty loams. 
They have excellent water-holding and cation exchange capacity because of the abundance of 
fine particulates. 
Clay. Most of the soils in this landform are geologically very young and contain smectite 
(montmorrillinite) and illite 2:1 clays. A survey of clay in the top 15 cm of the Baker field 
showed it ranged from 2-44%, with the highest levels found in the low-lying areas. These clay-
enriched soils are typically very fertile and have desirable physical and electrochemical 
properties for plant growth. 
According to the USDA texture classification, clay is defined as silicate materials smaller 
than 0.002 mm in diameter. Clay particles are strongly negatively charged, and they ionically 
bond to exchangeable bases such as potassium, sodium and calcium. These clay types have a 
cation exchange capacity of approximately 40-80 meq/1 00g, and their small, oblique surfaces 
allow for a bonding surface area of approximately 1000 m2/g (Brady and Weil 1999) 
Sand. According to the USDA texture classification, sand is crystalline quartzite material 
that is 0.05-2.0 mm in diameter. A survey of sand in the top 15 cm of the Baker field showed 
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it ranged from 9-76%, with the highest levels found on the hilltops. Sand in the top of the 
profile is commonly found in the upland positions of the landscape because water eroded finer 
surface particles into the depressions during the post-glacial era. 
The electrochemical properties of sand are quite different than those of clay. These quartz 
materials only have bonding surfaces where there are breaks in the silicon dioxide bonds. 
Since there are very few such breaks, the cation exchange capacity of sand is almost zero. 
Also, because sand is larger and rounder, it has much less bonding area than clay. These 
properties make sand an insignificant player in soil fertility and a poor conductor of electric 
current. 
Organic Matter 
These Des Moines Lobe prairie-derived soils are enriched by a significant amount of 
organic matter, and the fibrous root systems of the prairie plants left it at a greater depth than 
normal. Also, closed depressions caused surface ponding that lead to oxygen-depleted 
conditions. These conditions prevented oxidation of the organic matter, and it subsequently 
accumulated in the depressions (Figure 1.9). A survey of organic carbon in the top 15 cm of 
Baker field showed it ranged from 1-7%. It is highest in the closed depressions and lowest on 
the eroded hilltops. Soil organic carbon (SOC) is electrochemically active in the soil. It has a 
cation exchange capacity of approximately 200 meq/1 00g and plays an important role in 
fertility exchange, chemical buffering, and biological processes. It is strongly conductive 
because of its abundance of electrons. 
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Clarion 
6% 
Figure 1.9 A-horizon organic matter on the landscape. 
There is a significant relationship between 
topographic position and organic matter on the 
landscape. It behaves as a continuum that is 
expressed by the shading along the slope. 
Elevation and Relief 
The landscape is swell-swale in appearance and contains little relief. The Baker field is 
typical and contains only four meters of relief, with the majority of the field falling between 
293.5 and 295.0 meters above ellipsoid (Figure 1.10). 
The major land features of the field 
include a closed depression and two 
significant ridges. Figure 1.11 is contour 
plot of the field that contains the sample 
locations (white dots) and the harvest plots 
(straight black lines). The field contains a 
continuous soil profile that is uninterrupted 
by rocky outcrops or sharp ridges. 
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Figure 1.10 Elevation-area curve for the field. 
The majority of the field is 
between 293.5 and 295.0 meters in 
elevation. 
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Figure 1.11 Elevation contours (0.lm) of the field with 
plot locations. The major features of the field 
are the closed depression in the west-center 
and the hilltops in the north-center and 
northeast areas of the field. 
Field Soil Map 
Steinwand (1992) provides a Level 1 soil survey of the Baker field (Figure 1.12) at a scale 
of 1 :3305. The soil map allowed for individual inclusions up to 400 m2• Table 1.1 shows the 
soil map series, also from Steinwand. 
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Figure 1.12 Soil map of the Baker field developed by Steinwand (1992). The 
majority of the field is composed of Webster soils that maintain a 
lowland position in the landscape. The cluster of Canisteo, Harps, and 
Okoboji soils in the west-center area of the field are located in a closed 
depression. Table 1.1 provides a detailed description of the soil series 
present. 
Table 1. 1 Soil Map Unit Taxonomic descriptions from Steinwand 1992 (p 133). 
Soil Map Unit Soil Name Area(%) Taxonomic Classification 
6 Okoboji 2 Fine-loamy Cumulic Haplaquoll 
27 Terril 6 Fine-loamy Cumulic Hapludoll 
55 Nicollet 24 Fine-loamy Aguie Hapludoll 
62 Storden 2 Fine-loamy (calcareous) Typic Udorthent 
95 Harps 6 Fine-loamy Cumulic Calciaquoll 
107 Webster 33 Fine-loamy Typic Haplaquoll 
138 Clarion 17 Fine-loamy Typic Hapludoll 
507 Canisteo 7 Fine-loamy (calcareous) Cumulic Haplaquoll 
828 Zenor I Coarse-loamy Typic Hapludoll 
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Summary 
The Baker field is typical of those found in the Des Moines Lobe of the Late Wisconsinan 
glaciation. The soils are geologically young, approximately ten to fifteen thousand years old, 
and do not contain well-defined surface and subsurface drainageways. Texture and organic 
carbon change continuously across the field, and relative elevation has a significant impact on 
the magnitude of these measurements. Finally, the 1 :3305 Level 1 soil survey developed by 
Steinwand ( 1992) describes and maps nine different soil types on the 12.1 ha ( 40 acre) field. 
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CHAPTER 4. ELECTRICAL RESISTIVITY AND CONDUCTIVITY METHODS 
Introduction 
The geophysics and soil physics disciplines have developed many tools and methods for 
characterizing in situ soil conductivity and resistivity. These tools provide insight into the 
electrochemical properties of the soil, and this insight can be used to develop spatial models of 
related soil properties, to describe changes in geology, and to describe the stratigraphy of the 
soil profile. 
Resistivity 
In the early 1910s, Conrad Schlumberger in France and Frank Wenner in the United States 
developed long-standing methods for measuring direct-current resistivity (Burger 1992). 
Wenner and Schlumberger (Figure 1. 13) electrode configurations are still the most frequently 
used direct-current resistivity methods, and they provide a two-dimensional picture of the 
L t L .__ ----..... ·~!-.,..._____ __..... 
r 
P1 t P2 
t • • ; 
.--MN -
Figure 1.13 Schlumberger configuration of direct-current 
resistivity measurement. C 1 and C2 are the 
current electrodes, and P1 and P2 are the 
potential electrodes. 
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shallow subsurface. A disadvantage of these methods is that they are neither very portable nor 
easily automated. To develop an resistivity profile curve, Lis increased, but the distance MN 
is not. This configuration requires sensitive instrumentation once L becomes large enough. 
Banton et al. (1997) used a similar method to develop spatial models of soil resistivity profiles. 
Baker Field Survey 
The instrument that I used to measure resistivity at the Baker field was the Geofysika RS-
I OOM ResiStar. It is similar to a classical Schlumberger configuration, but it has an array of 
twenty-four electrodes rather than just four. A multiplexer cycles through all of the 
permutations of four electrodes in the array to develop a resistivity profile. 
For the survey, I placed each of the twenty-four electrodes 0.5 m apart from each other and 
15 cm into the surface of the soil along the 12.1 m east-west length of each harvest plot. The 
instrument is very flexible, and I took measurements using the "Multi-Cable" configuration, 
which allowed for a profile depth of approximately one meter. I sampled fifteen plots on the 
east side of the field in June of 2000. 
I put the data into an inverse model that resolved a profile of resistivity with depth. Figure 
1.14 (horizontal scale should be multiplied by two) shows an example model from a plot in the 
Depth Uartllon3 RMS error" 1.76 % 
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Figure 1.14 A resistivity profile of plot 7.04. Oranges and reds represent higher 
resistivity ( ohm-m) and greens and blues are low values. Water is 
important in the physical process that resists current flow. Areas of the 
profile low in water and coarse in texture exhibit the highest resistivity. 
The right side of the graph is the east end of the plot. 
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Baker field. The plot configuration is 12.1 min the east-west direction and 3.8 min the north-
south direction. The graph shows that in this plot at least, resistivity almost doubles from one 
end to another. An extensive survey of the plots in the Baker field reinforced the notion that 
the controlling factors of soil electrical properties behave continuously. It also showed that 
resistivity can change as much within a plot as it does between them. All profiles appear in the 
appendix. 
Electrical Conductivity 
A more portable solution used for mapping soil electrical conductivity (SEC) is the 
electromagnetic induction instrument. This class of instruments, including the popular EM31 
and EM38 by Geonics, Ltd., use the principle of electromagnetic (EM) induction to make 
measurements. Contrary to the direct-current methods of Schlumberger and Wenner, EM 
methods induce alternating current in the soil using magnetism. They do not require soil 
contact to make measurements, and data collection is easily automated. See Kachanoski et al. 
(1988) for a detailed explanation of the physics of induction methods in the soil. 
Soil Characterization using EM methods 
EM instruments have been successfully used to measure many things that change 
continuously across the landscape. They have been used to measure soil salinity (Rhoades and 
Corwin 1981 ), soil water content (Kachanoski et al. 1988), soil clay content (Williams and 
Hoey 1987), and soil cation exchange capacity (McBride et al. 1990). These properties are all 
related to soil electrical conductivity (Jaynes et al. 1995). 
Although they did not use spatial components in their model, McBride et al. (1990) used 
non-contact EM methods characterize forest soil quality, and Nettleton et al. (1994) used EM 
in southern Illinois to characterize "slick" soils, or those that are sodium or salt affected. 
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Sodium levels in the Des Moines Lobe, however, are not at all similar to those in southern 
Illinois. 
Sudduth et al. (1998) found that within-field variation in soil properties could be explained 
with soil conductivity measurements. They found a significant relationship between soil 
conductivity and topsoil depth, and Fraisse et al. (1999) added to this work by using SEC for 
zone delineation. Both of these works concentrated on using soil conductivity to characterize 
local spatial variability. 
However, the important factors that control soil electrical conductivity in most Iowa soils 
are: soil water content and soil drainage class. Clay content, soil organic carbon (SOC), and 
water content directly affect efficacy of both of these inputs. Wet soils with high clay tend to 
have higher electrical conductivity than dry soils with larger particles. 
Baker Field Survey 
For the survey of the Baker field, the Geonics EM 38 unit was mounted on a fiberglass 
caddy (Figure 1.15) that allowed it to trail behind an All-Terrain-Vehicle (ATV). All of the I-
beam components were either fiberglass or plastic to reduce 
electrical noise. A Trimble TDC I affixed GPS locations to 
each measurement, and the CRl OX data logger stored them. 
The data were collected the data in mid-April of 1997 (Figure 
1.16) and are approximately 15 m x 24 m apart, with a 
standard distance of 9.52 meters. 
Summary 
Figure 1.15 Instrument 
Measurements of resistivity and conductivity give insight into the electrochemical 
properties of the soil. Soil water is the medium in which current flows in the soil, and factors 
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that affect it are likely related to resistivity and conductivity measurements. Resistivity 
profiles of plots in the Baker field showed that resistivity could vary as much within each 
harvest plot as it does across the field. A conductivity survey of the Baker field in mid-April 
1997, with approximately one sample per plot, showed that it varied between 15.5 and 55.8 
mS/m throughout the field. 
0 100 
SEC (mS/m) 
6 15.5-24.7 
24.7 - 30.7 
200 300 Meters 
30.7-38.3 
9 38.3-45.3 
• 45.3-55.8 
Figure 1.16 EM survey of the Baker field. Upon visual 
inspection, the soil map developed by 
Steinwand 1992 tends to group SEC. 
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PART 2. APPLICATION OF SOIL ELECTRICAL CONUCTIVTY (SEC) SPATIAL 
METHODS TO IMPROVE SOIL MAPS 
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CHAPTER S. CHANGING SCALES: IMPROVING SOIL MAPS WITH SPATIALLY 
CONTINUOUS SOIL DATA 
A paper to be submitted to the Journal of Precision Agriculture 
de 1 * C . + + + Howar . But er , Dr. Thomas S. olvm , Dr. Dan B. Jaynes , and Dr. Douglas L. Karlen 
ABSTRACT 
Precision Agriculture (PA) allows for management at a scale more resolute than field scale. 
For PA to advance, techniques need to be developed that improve upon the existing data sets 
available which are used to describe soil properties ( e.g. NRCS soil maps). An exhaustive data 
set was used to test two spatial and one simple interpolation model to determine improvement 
in the soil map. Using soil electrical conductivity as a surrogate measure, we found that a 
spatial cokrig model performed best at improving the resolution of the soil organic carbon 
information found in the soil map. Also, we quantified the degree of variability of the spatial 
model relative to the statewide data and found that locally collected data combined with 
existing soil data improved the accuracy of the soil map. 
INTRODUCTION 
Site-specific or precision agriculture (PA) is a management philosophy that employs 
technology to increase the level of management in a field cropping system. Ideally, PA will 
increase productivity while adding appreciable environmental benefits. New technologies that 
spatially sense soil, crop, and atmospheric properties are currently in development. If new 
technology and new management techniques are to increase the scale and scope of data 
collection, new data analysis methods must be developed to help PA reach its full potential. 
• Iowa State University, Ames, Iowa. 
+ National Soil Tilth Laboratory, Ames, Iowa. 
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Technologies that sense specific spatial information about properties in the field have 
proven to be valuable in PA management systems. The first phase of these technologies was 
the incorporation of yield monitors into harvest systems, which gave farmers and researchers 
the first easily quantifiable clue about the spatial variability in their crop fields. 
However, after several successive years of yield data, the development of models to 
describe the yield variability present has proven difficult. One approach is to describe the 
spatiotemporal variability in two parts, recurrent and transient (Kaspar et al In Press). 
Recurrent variability includes things such as soil texture, soil organic matter, and landscape 
position. These do not change very much (if at all) from year to year. Transient variabilities, 
such as rainfall, crop composition, and weed pressure, changes from year to year. These 
factors are hard to incorporate into a model because the processes that cause them have not 
been fully explained. 
Describing recurrent spatial variability in detail can be done, but detailed spatial sampling 
is an expensive one-time that characterize the soils or landscape features of a specific field. 
Once collected, they can provide an excellent foundational data layer, and a spatial model 
describing them can be developed. 
Weighing in on the scale issue 
When collecting data to describe recurrent spatial variability, one of the most important 
factors to consider is scale. Because field data is collected for different purposes, it is often 
collected at different spatial scales. This makes comparison between data sets difficult, model 
development hard to implement, and quantification of the variability present suspect. Agencies 
such as the USDA and the United States Geological Survey (USGS) have spent years 
collecting spatial information about soils, landscape, and· water resources throughout the 
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country. Farmers and researchers could use much of this publicly available data for field-scale 
analysis if they understood the data issues involved. Before general data sets could be used in 
a field setting, three scale-dependent questions must be answered: 
• What types of spatial data about the field will change scale in a meaningful way? 
• How can regional data explain localized spatial variability? 
• Will the inferences drawn from combining local data with general data be useful? 
In order to use the general data, it is necessary to tie it to something specific with an 
appropriate scale, and a good candidate for this is the soil map. In many parts of the country, 
the government has developed soil maps at a scale of l:15,840-1:24,000. Because they are 
widespread, these maps, many in electronic form, could provide a data set that must be used to 
answer the three questions posed above. 
Before assuming the soil map is useful for a particular purpose, a user of soil maps must 
understand some of the data limitations. First, while units in the soil map are assumed to be 
fairly homogeneous, they are actually an amalgamation of inclusions, landscape features, and 
artificial effects. Many properties, such as profile morphology, texture, landscape position, and 
organic matter, are used in combination to determine the soil classification. To classify a map 
unit, the soil mapper uses his or her tacit knowledge of the soils in an area, aerial 
reconnaissance photographs, some soil samples, and a decision tree. Quality assurance is 
usually the responsibility of the agency producing the data, often the Natural Resource 
Conservation Service (NRCS) for soils data, and the data user's understanding of the data and 
its limitations. 
MAUP. Another point to consider is the idea of the modifiable areal unit problem (MAUP) 
(Fotheringham and Wong 1991). Ideally, all of the data used to describe recurrent spatial 
variability is collected at the same scale. This is rarely the case, however. MAUP states that 
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incorporating data at different scales changes the outcome of the models and correlations 
subsequently developed. It is a classic problem in the study of demographics where 
redistricting can dramatically change model results, where aggregation and discritization of 
tracts inflates model variability and changes the locational error non-uniformly. 
Autocorrelation. Another concern, although not unique to soil map units, is the fact that 
the processes that drive soil properties change in scale themselves. Studying the correlational 
structure of the data through space (autocorrelation) provides insight into the spatial structure 
of the data and describes how the data change in space in relation to the sampling frequency. 
Despite these concerns, there are a few reasons that make using soil maps attractive for 
explaining soil variability in a precision agriculture situation. The first one is that they already 
exist. The prohibitive costs of collecting similar data make utilizing the NRCS and related soil 
databases very attractive. A second reason is that many of the soil databases are reconfigured 
into an electronic form that makes them easy to use in a Geographic Information System (GIS). 
Since access is limited only by unfmished digitizing, anyone with the right equipment and 
software can quickly make use of the data. 
Characterizing the soil map - ISP AID 
There are many sources of soil data available, including regional databases, county soil 
maps, and state-wide data sets such as the Iowa Soils Properties and Interpretations Database 
(!SPAID). The !SPAID provides ninety-three properties for each soil map unit in the state of 
Iowa. Individual properties are not tied to each soil polygon in the state, but rather each value 
in the database is tied to all of the polygons of a specific soil map unit. For example, polygons 
in different parts of the state, each classified as 138B (which is a Clarion soil with 2-5% slope, 
one of the most common map units in the state) have the same value in the !SPAID. This 
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introduces significant uncertainty to individual polygons at a specific location in the landscape, 
and the aggregation effect of the MAUP problem makes combination of the soil polygons 
difficult. 
Pinning down the general data 
In order to use general data like the ISP AID for describing local spatial variability, a data 
set local to the study area must be collected. The Electromagnetic Induction instrument (EM) 
quickly provides some useful but indiscriminate data for this task. The EM instrument 
indirectly measures soil electrical conductivity (SEC). It does this by producing a magnetic 
field that induces a current in the soil, and it then measures the secondary magnetic field 
generated by this current. The value is transformed into SEC by a known response curve. The 
instrument outputs electrical conductivity measurements in millisiemens/meter (mS/m), with 
the units reflecting both a conductivity and depth component. A major advantage of this 
instrument is that it can be used without soil contact to rapidly collect data over a large area at 
varying data density. 
EM instruments have been used in the past to measure soil salinity (Rhoades and Corwin, 
1981 ), soil water content (Kachanoski et al. 1988), soil clay content (Williams and Hoey 
1987), and soil cation exchange capacity (McBride et al. 1990). These properties are all 
related to soil electrical conductivity (Jaynes et al. 1996). Jaynes et al. 1995 also used SEC, 
with much success, to model herbicide partition coefficients in a central Iowa field. However, 
the most important factors that control SEC in most Iowa soils are soil water content and 
drainage class. 
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Applying spatial methods 
If two variables have similar spatial structure and are correlated, the densely surveyed 
variable can be used as a surrogate for another, harder-to-sample variable. Jaynes (1996) used 
SEC as a surrogate for measuring soil organic carbon (SOC). By cokriging the sparsely 
collected soil organic carbon with the SEC, he was able to take advantage of the relationship of 
their respective spatial distributions. This method reduced cost and produced a more realistic 
and resolute model than did a model with soil test locations alone. 
McBratney and Pringle ( 1999) looked at the spatial distributions of soil parameters and 
developed an average variogram for each one in question. Since it is costly to develop a 
resolute variogram for every field, they rationalized that some generalization needed to take 
place to make the cokriging approach viable. With a sampling scheme that picks up some of 
the key points of a field, a user can leverage the average variogram to develop a resolute spatial 
model without the added cost of dense sampling. 
The variogram describes the systematic change in the variance of a soil property with 
respect to location. An average variogram is the combination of many variograms of the same 
process. The average variogram explains how the scale of the process is changing while 
suppressing some of the effects of measurement scale. This information can then be used to 
develop a spatial model of data that was collected at a smaller scale than the process changes. 
It is important to recognize that the spatial distribution of the soil parameters will change 
from one geographic region to another. Identifying the spatial distribution of both variables is 
the critical requirement for using a cokriging approach. The spatial distribution of SEC is 
influenced by texture, SOC, cation exchange capacity ( CEC), and to some extent by 
morphology, which are processes such as climate, erosion, and landscape formation in the 
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Iowa landscape. Average variograms for soil parameters are probably going to be a localized 
or regional tool, and they may not transfer between regions very well. For this study, a densely 
sampled data set provides the information necessary to estimate the variograms for both the 
SEC and soil organic carbon data. 
OBJECTIVE 
The goal of this project was to investigate the spatial relationship between SEC and SOC, 
taken as continuous variables, and to determine how they can be used to quantify the SOC 
information found in the soil map. The specific objectives of my study were: 
• Determine the correlation distance of SEC, SOC, and other soil properties 
• Develop a spatial model that incorporates the autocorrelation of SEC and SOC 
• Use SEC as a surrogate measure for SOC 
The goal was to produce a more resolute model of the soil organic carbon in the field and 
quantify the spatial variability of SOC with respect to the ISP AID database value for each soil 
map unit. A sparsely sampled "grid-like" data set collected by Steinwand (1992) was used to 
develop the model. Finally, to test the model, data collected by Dr. Doug Karlen of the 
National Soil Tilth Laboratory (NSTL) (unpublished) were used to examine model 
performance. All data were collected in North Central Iowa. 
PROCEDURE 
A study area in the Des Moines Lobe of the Late Wisconsinan Glaciation was selected. Its 
topography is slightly rolling, with moderately eroded hilltops and isolated potholes, and it is 
an excellent example of the typical soils and topography found in the Des Moines lobe in 
central Iowa. The SEC data were taken in mid-April 1997, when the soil was approximately at 
field moisture capacity to minimize the effect of water on the measurements. 
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Collecting the SEC data 
SEC data were taken using a Geonics EM38 Ground Conductivity meter1 and a Trimble 
TDCl GPS unit attached to an all-terrain vehicle (ATV) traveling about 18 km/h. This 
resulted in a data resolution of approximately 15 x 24 m (Figure 2.1) with a standard distance 
of 9.52 m. Because the instrument is very sensitive to extremely conductive metallic objects, 
the instrument was isolated from the A TV by use of a fiberglass i-beam and a plastic wheel. A 
vertical dipole configuration was used as in Jaynes ( 1996) to reduce the effect of deviations 
between the ground and the instrument on the 
measurements. It is important to note that most 
of the instrument response is held to a depth of 
1.5 meters (McNeil 1992 and Sudduth et al. 
1998), and the data points were collected every 
second. 
Finding other sources of data 
Four other sources of data were used to 
develop the spatial model. The elevation data 
are point data that were taken in the spring of 
1999 with a Trimble RTK GPS unit. The data 
referred to as the "Karlen data" is a battery of 
soil test data that were taken from each of the 
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224 plots the NSTL has been studying for the Figure 2.1 EM survey of the Baker field. 
Trade and company names are used for the benefit of readers and do not imply endorsement 
by Iowa State University or the National Soil Tilth Laboratory. 
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past eleven years. They were collected in the spring of 1997 for each plot location to a depth of 
15 cm. The soil survey data is from the county soil survey in 1981 and were used by 
(Steinwand 1992) to develop a first-order soil survey. The Steinwand soil organic carbon 
(SOC) data were collected in 1989 as described in (Steinwand 1992) in a regular grid of -50 m 
(large sample points in Figure 2.2). 
0 100 200 300 Meters 
Figure 2.2 Steinwand and Karlen sample locations. The 
Steinwand locations are the large points centered 
approximately 50 m apart. 
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METHODS 
The SEC data were collected with a CRI OX data logger and a Trimble GPS unit and post-
processed using a base station at the NS TL in Ames, Iowa, which is 13 km from the study area. 
This close proximity reduced spatial error caused by correction from more distant base 
locations and allowed for the use of -.---------------- ----, 
real-time navigation to sample 
locations. Finally, the data were 
processed and analyzed using 
Arc View 3.0 (ESRI 1996a) and 
Spatial Analyst (ESRI 1996b ). 
Exploring the data 
The first steps in developing the 
model were to make sure the SEC 
surface was spatially continuous and 
determine the correlation distance 
(Figure 2.3). Applying the 
methodology that Wendroth and 
Nielson outlined, the correlation 
distance was approximately 60 m, using 
e·1 (0.3679) as the cutoff point. 
Correlograms were also calculated at 
45° intervals to inspect for anisotropy, 
It 
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Figure 2.3 SEC correlogram. It shows an 
approximate correlation distance of 
60-70 m. 
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Figure 2.4 Inspecting for anisotropy in SEC 
data at 45° intervals (0° is north). 
Notice that the correlation 
distance (do) is approximately the 
same in all directions. 
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and slight anisotropy was found in the north-south direction due to the different sampling 
density of the data in that direction (counter-clockwise from the lower left) (Figure 2.4). The 
method was continued with the Karlen carbon data (Figures 2.5 and 2.6) and anisotropy was 
again found in the north-south direction due 
to the orientation of the yield plots ( see 
Figure 2.2). 
~...-- ----- ------------. 
The Steinwand SOC data were also p -
tested for autocorrelation, but none was 
found because the sample distances were too 
far apart to be sensitive to it (Figure 2.7). 
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Because the Steinwand SOC data exhibited no 
spatial correlation, they could be thought of 
Figure 2.5 Karlen SOC omni-
directional correlogram. It 
shows an approximate 
correlation distance of 80-
90 m. 
as independent samples. 
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Figure 2.6 Inspecting for anisotropy in 
Karlen SOC data. Notice that 
the correlation distance ( do) is 
approximately the same in all 
directions. 
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Figure 2.7 Inspecting for anisotropy in 
Steinwand SOC data. 
Notice that the sampling 
distance is too great to 
capture the spatial structure 
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Autocorrelation analysis of the Karlen SOC data (Figure 2.5), however, contradicts this claim. 
It is probably more realistic to model the Steinwand SOC surface by incorporating the spatial 
structure found in the Karlen data. 
Modeling the variograms 
Variogram analysis of the SEC data was done to confirm the findings of Jaynes (1996), 
which showed that a spherical model best described the SEC data. Figure 2.8 shows a 
variogram of the SEC data, and Table 2.1 shows the findings of the fit. 
Table 2.1 SEC spherical variogram fit 
Nugget 
Sill 
Range 
S.E. 
0.0 
93.7 
143.7 
9.68 
The SEC data were then kriged using 
the spherical model because they were not 
co-located with the Karlen or Steinwand 
soil samples. A spherical variogram was 
fitted to the data, similar to Jaynes (1996), 
to produce a surface representing the SEC 
in the field. The kriging variance 
( variance in the surface) was found to rang 
from 0-8.26 (mS/m)2. 
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Figure 2.8 A semi-variogram of the SEC. 
Bandwidth was approximately 
1110th of the standard distance. 
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Figure 2.9 SEC - SOC cross-
covariogram. The x units 
are the semivariance scaled 
by the maximums, and they 
units are distance in meters. 
The line is the model fitted 
in Table 2.2. 
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Figure 2.10 Karlen SOC and SEC cross-
correlogram. It shows a do of 
about 60 m. 
RESULTS 
Examining spatial relationships 
The Steinwand SOC data are arranged in an orthogonal grid 50 m apart throughout the 
field. They closely simulate a farmer's typical sample distribution. They are, however, more 
dense, at 0.625 acres per grid, rather than the normal 4-10 acres. 
Figure 2.9 shows the cross-covariogram that was necessary to cokrig the Steinwand SOC 
data. The Steinwand SOC and the SEC data were scaled by their respective maximums, and a 
variogram was plotted to determine the sill and range values for the model (Figure 2.9 and 
Table 2.2). A cross-correlogram was developed to explore the spatial relationship between the 
kriged SEC values and the Karlen SOC samples (Figure 2.10). This figure shows strong 
spatial autocorrelation to 60-70 m, which reinforces the SEC-SOC relationship. 
Table 2.2 
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SEC-SOC cross-variogram. The data were scaled by their respective sample 
maximums. 
Nugget 0.0 unitless 
Sill 0.02 unitless 
Range 57.4 m 
S.E. 0.158 unitless 
Analyzing spatial autocorrelation 
Because the literature cited so many soil properties that SEC has been used to model, I 
produced correlograms for all of the Karlen data, the SEC data, and the Steinwand data to 
investigate the do of other soil properties in relation to SEC. The findings of the correlation 
distances are summarized in Table 2.3. 
Table 2.3 shows some interesting things. First, only four of the processes were 
significantly autocorrelated using the e·1 approximation of do in the omni-directional 
correlogram. This is most likely due to the sampling configuration. Either the resolution was 
not sufficient to capture the autocorrelation, or the data behave as an independent process (not 
very likely). Second, the 90° correlogram showed significant autocorrelation for all but 
sodium. Except for a few, the correlation distance ( do) was many multiples greater than the 
minimum sampling distance. Since the data were oriented in a transect on a 90° line 
approximately 12 m apart, the resolution was great enough to capture the autocorrelation. 
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Table 2.3 Summary of significant ( correlogram intersection at e-1) correlation distances (m). 
Resolution is approximate to one meter. 
Data Omni oo 45° 90° 135° Resolution 
SEC 71 69 70 69 69 15mx24m 
Elevation 60 52 62 67 65 5x5 
Steinwand 1992 Data 
Clay 50x50 
soc 50x50 
Karlen Soil Chemistry Data 
B 12x50 
Ca 72 53 84 91 65 
Cu 70 80 80 90 
Fe .. 37 
K 38 
Mg 40 
Mn 22 
N 53 73 70 
Na 
p 63 
pH 63 
soc 70 62 78 . 78 61 
Zn 69 
Interpolating the SOC data 
To compare the Steinwand SOC data to the ISPAID data, I developed a spatial model using 
ordinary kriging that incorporated the spatial structure from the SEC-SOC cross-variogram, 
and the Steinwand SOC data. I then interpolated a Steinwand SOC surface scaled by the 
maximum using the cokrig method with a range of 57.4 m and a sill of0.02 (from the SOC-
SEC cross-covariogram). I then multiplied the resulting surface by the maximum SOC value 
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to transform it back (Figure 2.11). For comparison to a purely deterministic method, I also 
interpolated an ID W surface (Figure 2.12). 
D 1.os-2.08 
2.08-3.1 
3.1 -4.13 
4.13 - 5.15 
- 5.15-6.18 
- 6.18-7.21 
Figure 2. I I Steinwand SOC surface from 
the cokrig model in Table 2.2 
(7m x 7m gridcell size). 
Comparing the models 
1.05-2.08 
~i~:~~2':~!j 2.08 - 3.1 
3.1 -4.13 
4.13 - 5.15 
- 5.15-6.18 
- 6.18-7.21 
Figure 2.I2 IDW model of the Steinwand 
SOC surface (I I .Sm x I I .Sm 
gridcell size). 
Aggregation of the cells of each model within each map unit shows some interesting things 
(Table 2.4 and Figure 2.13). The ISP AID does a better job of predicting the IDW model than 
the cokrig model. Even with the possibly misclassified large Okoboji (6) outlier removed, 
IDW is still does a better job. 
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The MAUP may also have some influence on the results of the two models. The cokrig 
model had the effect of decreasing the variance within the map units (Figures 2.14 and 2.15 
and Table 2.4). The scale of the IDW surface, which was interpolated without the spatial 
structure from the Karlen SOC data, is much closer to the soil map units than the scale of the 
cokrig surface. 
On cross-validation, however, the cokrig model performs better than the IDW, with a 
generally tighter grouping around the regression line and a better coefficient of variation 
(Figure 2.16). The cokrig model captures more of the variability because it takes into account 
the spatial autocorrelation of the data. The scale of the Karlen SOC data is much closer to the 
cokrig model than it is to the IDW model. 
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Table 2.4 Mean SOC value from the cokrig, IDW, and soilmap (ISPAID value) for each 
soil map Wlit. 
Map Unit cokrig stdev IDW stdev ISPAID n+ Area (m2r 
.. 
---
107 -· 4.54 0.66 4.80 - -f.04 ·s.s .. 2 46760 
138B 3.30 0.50 3.21 0.62 3.5 8 12770 
138B2 2.88 0.68 2.44 - 0.59 3.0 5 8103 -
138C 2.89 0.24 2.53 0.09 3.5 1 1175 
138C2 3.23 -0.50 · 228 0.60 2.7 3 1605 
278 3.33 0.67 2.87 0.60 3.5 3 8185 
507 5.76 o.eo· 5.52 - .0.56 - - 6.5 2 10105 
55 3.72 0.59 3.80 0.60 5.5 5 32789 
6 5.23 - -0.54 6.12 _- 0.99 10.5 2 . .2717 
62C 2.98 0.24 2.76 0.36 2.0 2 1577 
62C2 2.74 0.50 2.23 - 0.55 2.0 2 1612 
828B 3.08 0.24 2.02 0.16 2.0 1 645 
828C2 - 1.89 · 0.50 · 1.66 0.14 1.5 1 1155 
95 5.66 0.49 5.18 0.53 5.0 2 9477 
+ n is the number of soil polygons with a specific map unit. 
-area is the combined area of all the polygons of a specific map unit. 
12 
10 -rfe. -Q 8 c( 
Q. 
!a 
Q) 6 ii 
E 
0 
J:: 4 :E 
0 u, 
2 
0 
12 
_ 10 
0 -Q 
8 < 0.. 
G) 6 .c .., 
E 
0 
4 .. .... 
:E 
0 u, 
2 
0 
50 
cokrig model • 
.. .. .. .. .. .. 
.. ..... .. .. • • ••• .. .. .. 
••••• .. 
.. .. .. 
--+-----..-~---------, ISPAID = 1.69(Cokrig) + 2.07 .. .. 
..... •····· R2 = 0.65 .. ... 
0 2 4 6 8 10 
Mean map unit SOM for the cokrig model (%) 
IDWmodel 
.. -··· .... .. .. . . .. .. 
• 
.. .. .. 
.. .. 
, .. •·· 
.. .. .. ... 
.. .. .. .. .. 
•' .. .. .. 
.. .. 
•' •' .. ... 
.. .. .. .. 
12 
-+------------------, ISPAID = 1.58(IDW) + 1.22 .. .. .. .. .. .. ... R2 = 0.85 
0 2 4 6 8 10 12 
Mean map unit SOM for the IDW model (%) 
Figure 2.13 ISPAID versus the mean IDW and cokrig value for each polygon. 
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Figure 2.15 IDW organic carbon gridcell values within each map unit. 
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Figure 2.16 Cross-validation of the IDW and cokrig models to the Karlen SOC data. 
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CONCLUSION 
The soil map discretely represents a combination of many continuous processes. The 
spatial models of SEC and SOC are a continuous representation of soil properties that are more 
detailed than the soil map. When the continuous data are aggregated to the map unit level, they 
do a reasonably good job of confirming the properties in the soil map. 
The study' s findings are: 
• The correlation distance do for many soil properties in the Des Moines Lobe is 
similar to that of SEC. 
• A model of SOC that incorporates autocorrelation of the data and its relationship to 
SEC does a better job of explaining local variability than one that does not. 
• SEC is a good surrogate measurement of SOC in the central Iowa landscape. 
Generally descriptive data, such as soil maps and the ISP AID, have a limited use in the 
development of continuous spatial soil models because of the compounding issues of scale and 
discrete vs. continuous representation of the data. In the future, because of the increase in data 
collection capabilities, soil properties important to productivity will likely be mapped as layers 
of continuous processes rather than as a single map unit. 
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CHAPTER 6. GENERAL CONCLUSIONS 
To continue this research, methods need to be developed that describe the field as a 
summation of many continuous processes rather than discrete ones. The qualitative description 
of the soil map needs to be quantified so that models can incorporates more of the information 
in it. When quantifying the qualitative information in the soil map, issues of scale, data 
availability, and the autocorrelational nature of spatial data need to be considered. 
The scale of management for Precision Agriculture is quickly becoming finer than that of 
most of the soil maps that describe farm fields throughout the country. Therefore, 
instrumentation that collects data quickly and without much cost is key to developing accurate 
spatial models to be used to make management decisions. 
In the future, we should expect to see much more research that uses geostatistical methods 
that describe soil processes. Experimental methods that take advantage of the increased data 
collection and computer processing capabilities now available will lead to more descriptive 
field models and ultimately, better management. Finally, resolute data sources, such as soil 
electrical conductivity, are tools that can provide the inputs necessary for these models. 
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APPENDIX. BAKER RESISTMTY PROFILES 
Notes 
The resistivity profiles were taken on June 27, 2000. I took the data using Dr. Igor 
Beresnev' s ( of the Department of Geological and Atmospheric Sciences) Geofysika RS- I 00M 
ResiStar instrument. The spacing between the electrodes was 0.5 m, and I used all of the 24 
electrodes available. This configuration made for a profile length of 12 m and an approximate 
penetration depth of 1.0 m. The profile was oriented lengthwise with the yield plots along the 
east-west direction. 
The right side of the graph is the east end of the plot. Also, the top two triangular graphs 
are the measured and calculated apparent resistivity pseudosections. The bottom graph is an 
inverse-model depth profile of resistivity. 
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