An amplitude equation is derived for a four-wave-mixing geometry with nearly counterpropagating, mutually incoherent, nondiffracting pump beams, spatially overlapping in a photorefractive material with a nonlocal response. This equation extends the earlier linear two-dimensional theory to the weakly nonlinear regime. The analysis also starts from a more complete equation for the photorefractive effect, which leads to the prediction of novel effects especially apparent in the nonlinear regime. Precise predictions for the spatiotemporal behavior of the grating amplitude in the nonlinear regime are presented. The range of validity of the amplitude equation is studied. The characteristics of the instability in the nonlinear regime are analyzed through a front-selection analysis.
INTRODUCTION
The four-wave mixing geometry considered in this paper is illustrated in Fig. 1 . Two mutually incoherent, nearly counterpropagating, nondiffracting pump beams are incident to a photorefractive crystal. Since the two pump beams are mutually incoherent, they cannot write reflection gratings. However, each beam, in the absence of the other, is unstable and fans, i.e., the noise present that is due to imperfections in the material gets amplified, resulting in noisy transmission gratings and a broad angular scattering of the incident beam. When the two beams are present the instability becomes much more selective. The selectivity arises owing to an efficient gratingsharing process. In Fig. 1 , for each pump beam there is a large set of possible transmission gratings that can become unstable. But only one grating (for plane-wave pumps), which corresponds to a unique wave number, belongs to both of these sets, i.e., it is shared by the counterpropagating waves. The above geometry was considered for the first time as a model for the double-phaseconjugate mirror in the one-dimensional (1D) theory. 1 The theory involved the efficient coupling of counterpropagating plane waves through the single shared grating.
Recently we have found theoretically and measured experimentally 2 that the dynamics of the instability exhibit critical slowing down at the instability threshold, and an analogy between the mean-field theory for ferromagnetism and the (1D) theory was drawn. In this paper we extend the analogy by deriving an amplitude equation 3 for the instability. This is a unified approach to systems that exhibit critical transitions, and it has successfully quantified a number of experimental observations in these physical systems. 3 The equation governs the spatial dynamics of the grating in the weakly nonlinear regime (near the threshold) and many of the important characteristics of the above instability, e.g., the convective behavior and the critical slowing down, can easily be deduced from it. Also, more exact, numerical calculations of the grating amplitude [two-dimensional (2D)] in the nonlinear regime are straightforward through the amplitude equation.
Similar four-wave-mixing geometries have been considered in other analytical [4] [5] [6] and numerical 7, 8 models for the double-phase-conjugate mirror. Numerical models study primarily the more practical issues such as phaseconjugation fidelity. Most of the theoretical studies have been scalar theories; however, a vectorial approach has also been employed. 6 The scalar analytical theories 1, 4, 5 differ in the characteristics of the pump beams considered, i.e., nondiffracting versus speckled pump beams. Our approach here is classified as one of nondiffracting pump beams. The amplitude equation extends the earlier 2D analytical theories 4 to the nonlinear regime. Also, this approach allows the treatment of a more complete photorefractive material equation 7 than those treated in the earlier analytical studies.
The outline of the paper is as follows: We first introduce the starting equations, which consist of a comprehensive equation for the space-charge field (derived from Kukhtarev's equations) and the paraxial wave equations for the counterpropagating beams. In Section 2 the linear-stability spectrum is derived. This is an intuitive generalization of the 1D theory to the 2D theory, and it captures the convective nature of the instability. 4 The amplitude equation is introduced in Section 4. This equation is of the form of a complex Ginzburg-Landau equation. The vast literature 3 that already exists for this nonlinear equation allows us to extend the linear physical picture presented in Section 4 to the nonlinear regime. The expected spatial dynamics of the grating amplitude in the nonlinear regime is described in Section 5. Precise predictions for the spatio-temporal behavior of the grating amplitude are presented through the linear frontselection analysis. The analysis is applied both to the starting equations and to the amplitude equation, and the range of validity of the amplitude equation is discussed. In this section we also investigate the possibility of a transition from convective to absolute instability, and we discuss the implications of this study for the nature of the instability in the nonlinear regime. In Section 6, we present a detailed summary emphasizing the main results of this study.
STARTING EQUATIONS
The propagation of nearly counterpropagating, monochromatic optical waves in photorefractive materials is governed by the following equations:
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Here, z, x, t are normalized by the length of the interaction region L, the inverse of the transverse component of the wave number for the pump beams q 0 and the dielectric relaxation time d , respectively. The space-charge field, e ϭ E sc q/(k B Tk D ) is normalized by the amplitude of the maximum field possible, which occurs when the grating wave number is equal to the Debye wave number, k D . 9 The intensity profile that is due to the counterpropagating incoherent beams, i, is normalized by the conserved total incident intensity, and the beam amplitudes are normalized by the incident pump-beam amplitude. [Note that in this article j refers to (Ϫ1) 1/2 .] Only the degenerate case with equal pump intensities is considered. Another important point is that A,B are complex amplitudes while e,i are real amplitudes. Equation (1a) can be derived from Kukhtarev's equations 7, 10 for N A Ӷ N D and for fast electronic recombination. Here, only the nonlocal response of the material owing to charge transport is considered. A brief description of the derivation of Eq. (1a) is presented in Appendix B. Equations (1b) and (1c) are the paraxialwave equations for the counterpropagating beams. The magnitudes of the parameters ␣ ϭ q 0 /k D and ␤ ϭ (q 0 /2k)q 0 L reflect the relative importance of the transverse spatial derivatives in Eqs. (1) , owing to the grating-wave-number dependence of the photorefractive effect and to wave propagation, respectively. For typical experimental conditions for phase conjugation, ␤ is orders of magnitude larger than ␣ (␤ Ϸ 2 ϫ 10 3 , ␣ р 1). When 2q 0 is considered to be a grating wave number (see Section 3) then the ␤ parameter can be shown to be proportional to the Q parameter 11 of the particular volume hologram. Thus a large ␤ value signifies a thick hologram. In Eqs. (1b) and (1c), we define the control parameter 7 where r is the effective electrooptic coefficient. In this article the slow dependence of r on the grating wave number is neglected.
LINEAR-STABILITY ANALYSIS
The linear-stability analysis is a straightforward generalization of the linearized 1D theory. It captures the convective nature of the instability in a simple way and renders the source of this behavior easier to trace. There have been earlier studies of the same problem, 4,12 however, those studies start with a simpler material equation and ignore the effects of the grating-wave-number dependence of the photorefractive effect. Our results agree with them in the simplified limits.
In the analysis the pump waves are taken to be nearly counterpropagating plane waves (Fig. 1) , and we consider a system with infinite transverse size. The linearized 1D theory 1 takes into account only the efficiently shared, phase-matched grating, which we will refer to as the phase-conjugate mode. The theory finds that the grating becomes unstable (an exponential growth in time) above a threshold value for the coupling constant, i.e., the growth rate of the grating goes from a negative value to a positive value crossing the threshold (critical slowing down 2 ). It also finds that the phase velocity of this most unstable grating is zero, and the spatial growth of the phaseconjugate waves from the longitudinal boundaries is linear instead of exponential in z. From these results the theory concludes that the system is an oscillator (also known as an absolute instability). The transverse dimension can be added to this theory by simply considering a slow transverse modulation to the most unstable grating. The analysis includes other possible gratings that have slightly larger or smaller wave numbers. These modes can become unstable through an imperfect grating-sharing mechanism: For these modes the gratings written by the counterpropagating waves have slightly different wave vectors, and hence the diffraction of the pumps from each other's gratings are phase mismatched [ Fig. 2(b) ]. For a system with finite interaction length the phase mismatch is allowed, and for a slightly larger coupling constant these nearby modes become unstable.
A classification of the instability based on the existence of a threshold (change of sign for the growth rate) or z dependence of the phase-conjugate-wave amplitudes can be misleading. A correct classification of the instability requires the study of the entire spectrum of unstable modes. To illustrate the differences between an absolute instability and a convective instability, it is instructive to con- Fig. 1 . 2D four-wave-mixing geometry in a photorefractive crystal: Two nearly counterpropagating, mutually incoherent pump beams are denoted by thick-solid and thick-dashed arrows. The waves traveling to the right (solid arrows) and the waves traveling to the left (dashed arrows) interact through a set of shared transmission gratings.
sider a noise source with a broad spatial spectrum. The source is spatially localized in the infinite transverse system, and it is turned on and off in a short time (Fig. 3) . From this noise only the grating modes that are unstable will start growing in time. Thus a wave packet will develop with a spatial spectrum that corresponds to the set of unstable modes. The characteristics of the motion of this wave packet are governed by the linear-stability spectrum, which is the relevant dispersion relationship. If the wave packet is stationary in space, then the grating amplitude locally grows exponentially in time, and the system is called an oscillator (absolute instability) [ Fig.  3(a) ]. However, if the wave packet not only grows exponentially in time but also moves in some direction, then locally the grating amplitude decays, and the system is called an amplifier (convective instability) [ Fig. 3(b) ]. In terms of these definitions, a nonzero group-velocity term in the linear-stability spectrum translates into a convective system, since the finite-propagation speed always overcomes the slow exponential growth near threshold.
The above classification of the instability has important consequences when a finite transverse system is considered. In the convective case, the disturbance that grows most strongly is the amplified noise from one of the transverse boundaries, and the developed grating is sensitive to temporal fluctuations in the boundary noise. In an absolutely unstable system the transverse boundaries are not as critical in determining the characteristics of the growing grating amplitude. The linear-stability spectrum is crucial to distinguish between the oscillator and amplifier case, and we now describe its derivation.
We consider a slow transverse modulation of the most unstable grating wave number q c , which is q c ϭ 2 in the normalized notation:
The waves consist of the undepleted pumps and the scattered plane waves from the modulated grating:
Here ⍀ is the complex frequency and defines the linearstability spectrum. Looking for solutions of this form in Eqs. (1), we arrive at the following linear system:
with the boundary conditions ā
Here the dephasing factor ⌬ ϭ j␤(␦ 2 ϩ 2␦ ) is the degree of phase mismatch between the shared grating and the scattered waves. In the 1D theory the dephasing factor is zero since the shared grating is perfectly phase matched [ Fig. 2(a) ]. We define ␥ ϭ ␣(2 ϩ ␦ )/͕Ϫj⍀ ϩ 1 ϩ ͓␣(2 ϩ ␦ )͔ 2 ͖, which captures the wave-number dependence of the two-wave-mixing gain, ⌫. 1 In our notation ⌫ is given by 2␥ 0 ␥ . Also note that Ϫj␥ /2 is the ratio between the space-charge-field amplitude and the spa- tially varying intensity pattern. The 1D theory consistently shows that this ratio is purely imaginary (/2 for the phase-shifted grating), and hence the phase velocity of the grating is zero.
The system of ordinary differential equations is solved by assuming an exponential solution and finding the eigenvalues (exponents of the spatial growth) and eigenvectors of the resulting linear system. In this way the pair of complex eigenvalues , Ϫ are given by 2 ϭ ⌫⌬ ϩ ⌬ 2 , and the most general solutions are of the forms
The k-space picture for nonzero modulation ␦ is shown in Fig. 2(b) . Notice that in Fig. 2 (b) the scattered wave vectors are not on the index ellipsoid; this points out the nonzero phase velocity for the particular mode. The scattered waves have optical frequencies that are slightly different from those of the pump waves. The boundary conditions fix the phase between the two evanescent waves at positions z ϭ 0 and z ϭ 1, and this allows only a certain band of eigenvalues. In other words, ⌫ must be a function of ⌬ through the following transcendental equation:
Equation (1a) can be written in the following manner:
and with ⌫(⌬) from Eq. (5), this gives a convenient expression for the linear-stability spectrum. Notice that the modulation ␦ dependence coming from the wave propagation through ⌫(⌬) and from the photorefractive effect (the terms involving ␣) are separable. Close to the threshold we expect only the modes very near to the phase-conjugate mode to become unstable. It is then instructive to derive an expansion of the spectrum for slow modulation of the phase-conjugate mode. The expansion of 1/⌫ for small ⌬ can be evaluated by assuming an expansion in Eq. (5) and solving the resulting set of equations for the coefficients iteratively, to yield
Using this expansion, the stability-spectrum Eq. (6) takes the following form:
The real part of the stability spectrum corresponds to the exponential growth or decay rate of the amplitude of the unstable mode, while the part of the imaginary term proportional to ␦ is the group-velocity term. The nonzero group velocity in the x direction classifies the instability as a convective one. For typical experimental parameters for phase conjugation, the angle between the two pump beams is a few degrees. For this regime typically ␤ is a few orders of magnitudes larger than ␣ and the real part of the linear-stability spectrum can be conveniently expressed as
where ␥ 0c ϭ Ϫ(1 ϩ 4␣ 2 )/(2␣) is the threshold value for the control parameter, corresponding to the two-wavemixing gain of Ϫ2. Notice that for zero spatial modulation the real part of the spectrum changes sign as the control parameter is increased (becomes more negative) above the threshold value (as predicted by the 1D theory). Figure 4 illustrates the band of modes located around the phase-conjugate mode, which becomes unstable as the threshold is crossed. The band has a maximum at the phase-conjugate mode, and the quadratic drop in the growth rate away from this mode is dominated by the phase-mismatching effect.
Although the phase-conjugate mode has zero phase velocity [Eq. (8)], the group velocity is nonzero. Thus, as illustrated in Fig. 3(b) , a grating wave packet consisting of these unstable spatial modes in an infinite transverse system would propagate toward the positive-x direction. For a dielectric relaxation time of 1 s and a grating period of 2 m, the group velocity is about 0.1 cm/s. For the four-wave-mixing system the noise is thought to be due to the scattering of the pump beams from stationary imperfections in the material, and hence it is independent of time. 13 In this case it is instructive to consider a semiinfinite system with spatially distributed, timeindependent noise [ Fig. 7 (b), small t]. In this system, the noise at the lower boundary (x ϭ 0) is amplified the most as the disturbance propagates to positive x, effectively outlining an exponentially growing envelope. So although the z dependence of the phase-conjugate waves is linear, an exponential x dependence is expected in the linear regime. A finite transverse interaction region, which usually comes about owing to the finite size of the pump beams, can be conveniently modeled in this simple picture with an absorbing transverse boundary to the positive-x side of the first boundary. The noise-generated disturbance grows and propagates through the interaction region, only to be eventually absorbed by the right boundary. For a typical group velocity of 0.1 cm/s and transverse width (width of the pump beams) of 1 mm, the disturbance crosses the interaction region in 1 s. The exponential envelope is one of the first sought-after predictions of the convective behavior (in the context of large scale distortions in the phase-conjugate beams). 14 We note that the absorbing nature of the second boundary is assumed here for simplicity. However this assumption does not change the main conclusions of this article.
For the large ␤ regime, the wave-number dependence of the photorefractive effect is important only for determining the threshold value of ␥ 0 [Eq. (9)], however, notice that effectively the two-wave-mixing gain threshold, ⌫ ϭ Ϫ2, remains the same. A very important point in Eq. (9) is that the spectrum can be expressed as a function of ␦ ␤ in this regime, and the above expansion is good only for small ␦ ␤. This point will become important for understanding the range of validity of the amplitude equation. Also notice that in Fig. 4 the growth rate is plotted as a function of ␦ ␤; in this way the dependence of the results on ␤ (angle between the pump beams) can be scaled out.
As the angle between the two pump beams becomes smaller, the magnitude of ␤ becomes closer to unity, and the effects of the grating-wave-number dependence of the coupling constant becomes more important. Figure 5 illustrates the effects on the real part of the spectrum for different ␣ values. The most unstable mode now deviates from the phase-conjugate mode. It is found that the most unstable mode is pulled toward the maximum of ␥ , which corresponds to the grating wave number equaling the Debye wave number. This shift also yields a less negative threshold than expected with ␥ 0c . A more dramatic deviation from the phase-conjugate mode was observed with materials with mixed (local and nonlocal) responses. 15 The leading-order corrections to the threshold value and the most unstable mode can be calculated through a straightforward perturbation analysis. The results are the following:
Since the most unstable mode is not the phase-conjugate mode in this regime a finite phase velocity for this grating can be calculated from Eqs. (8b) and (10b). For dielectric relaxation times of a duration of microseconds the phase velocity should be measurable through an interference experiment between the phase-conjugate and the pump beams. It is important to note that for a complete quantitative study of the regime with very small angles between the two pump beams (with the pump beams almost counterpropagating) two additional scattered plane-wave amplitudes need to be considered. 16 It can be shown, in approaching this regime, that the correction terms to the stability spectrum are proportional to ⌫/␤ 2 , and hence as ␤ approaches unity the complete problem needs to be solved. However, we expect the basic qualitative picture of increasing deviation from the phase-conjugate mode to remain.
AMPLITUDE EQUATION
In Section 3 the linear-stability spectrum that governs the linear spatio-temporal behavior of the system is derived, and its implications are described. In this section we will introduce the amplitude equation, which extends the linear theory to the weakly nonlinear regime. Here we attempt to motivate the form of the amplitude equation through physical arguments. A rigorous derivation of this equation from the starting equations, Eqs. (1), can be found in Appendix A.
As shown in Fig. 4 , near the instability threshold we find that only a small family of the modes around the phase-conjugate mode becomes unstable and contributes to a growing instability, as depicted in Fig. 3(b) . Hence, near the threshold, the first few terms of the small modulation ␦␤ expansion of the dispersion relationship, Eqs. (8) , are expected to govern the spatio-temporal behavior of the growing instability. At the same time in this regime, weak nonlinearities are expected to result in the saturation of the exponentially growing disturbance. The balance between these effects are described by the amplitude equation 
The derivation (see Appendix A) utilizes a multiple-scale perturbative approach. In the analysis, the slow temporal and spatial variables are separated by an appropriate scaling by the smallness parameter, ϭ (␥ 0 Ϫ ␥ 0c )/␥ 0c . Physically the slow temporal and spatial variables can be directly inferred from Fig. 4 . As the threshold is crossed, the growth rate of the unstable modes changes sign, and it increases linearly with . This critical slowing down effect is described by the slow temporal variable. At the same time the quadratic spectrum of unstable modes, starting from a null width, widens as 1/2 . The slow spatial variable governs the behavior of the instability amplitude that consists of this small family of unstable modes. The dependences of the wave and grating amplitudes in Eqs. (1) on the amplitude A(x, t) are given by the following relations:
where the counterpropagating waves in Eqs. (1b) and (1c) are divided into the pump and the scattered waves as
The seeding, s, [see Eq. (11)] is introduced into the problem as boundary conditions on the scattered waves at their respective input planes. In Eq. (12a), the depletion of the pump waves is apparent. The depletion is proportional to the square of the amplitude A(x, t), and it increases quadratically with z starting from the waves' respective input planes. On the other hand the scattered waves are linearly proportional to the amplitude A(x, t), and the waves increase in amplitude linearly with z as they traverse the interaction region. At this order we find two grating amplitudes: one with the most unstable grating wave number and another with a spatial frequency double that of the former. As described in Appendix A, the second-harmonic term arises from the nonlinearities in the material equation (1a). The secondharmonic grating should be observable with an independent phase-matched reading beam. Another interesting point is that the grating amplitude, Eq. (12c), is independent of z. Next, we express the coefficients of the amplitude equation in terms of the system parameters. As expected the coefficients of the linear terms can be calculated from the linear-stability spectrum.
Note that the linear constants are the first few terms in the small modulation expansion of Eq. (6). They include the quadratic drop in the growth rate away from the phase-conjugate mode and the group-velocity term. The nonlinear coefficient is given by
The factor of one third in this expression agrees with the results of the 1D theory where the nonlinear saturation comes about owing to the depletion of the pumps. The second term in this expression is due to the nonlinear terms in the material equation (1a). Figure 6 illustrates the strong dependence of the nonlinear coefficient on ␣.
In an experiment this dependence can be observed by measuring the slope of the reflectivity (intensity) versus two-wave-mixing gain curves for different angles between the pump beams, just above the threshold. tion, which were calculated for an infinite transverse system. Here we will give the necessary conditions for the correctness of this assumption. The condition is related to the small modulation expansion of the linear-stability spectrum. Clearly the first few terms of this expansion, which are included in the amplitude equation, are not sufficient if the transverse size is too small. This consideration results in the following condition: L x Ͼ L z q 0 /(2k). This condition also implies that the phase mismatch allowed, owing to the finite transverse size, is much smaller than the one allowed by the finite size in the z direction (note that this is also the case for infinite transverse size). As described in Section 3, the degree of phase mismatch allowed in the system determines the relative gain seen by the phase-conjugate mode and the nearby modes (imperfect grating sharing), and if the above condition is not met, the transverse phase mismatch is expected to contribute to the linear problem. In this article the most simple finite interaction region that can be modeled as boundary conditions for the amplitude equation is considered. Again for simplicity the two transverse boundaries are taken to be absorbing boundaries.
Last, we would like to mention some of the obvious implications of the amplitude equation. Ignoring the spatial derivatives in Eq. (11), the prediction of critical slowing down can be easily inferred analytically. The seed term in this equation goes along with the analogy drawn in Ref. 2 between 1D theory and the mean-field theory for ferromagnetism. The convective behavior is clearly reflected through the group-velocity term.
WEAKLY NONLINEAR REGIME
The amplitude equation introduced in Section 4 is of the form of a complex Ginzburg-Landau equation. The equation arises in many different dynamical systems, and a large amount of work has been devoted to understanding its behavior. Utilizing this body of knowledge we will generalize the qualitative dynamical picture in Fig. 3 to the weakly nonlinear regime.
We first consider a system infinite in the transverse direction, with a spatially localized noise turned on for a short time. In this case a wave packet consisting of the unstable modes grows exponentially in time and at the same time propagates in the positive-x direction with the group velocity Eq. (14b), as discussed before. Figure 7(a) illustrates the extension of the dynamics of the disturbance into the nonlinear regime. The exponential growth saturates owing to the nonlinearity, and the tails of the pulse steepen and eventually transform into fronts. 3, 17 The fronts connect the uniform nonlinear state, which is a simple nonlinear plane-wave mode, to the zeroamplitude solution. The velocities of the two fronts are different from the group velocity [dashed lines in Fig.  7(a) ]. The left front moves at a velocity slower than the group velocity, while the right front has a larger velocity. Effectively the width of the disturbance grows in time at a velocity equal to difference of the two front velocities. This widening of the disturbance can be thought of as the continuation of the growth process in the nonlinear regime. For larger (normalized coupling constant), the difference between the velocities is expected to increase. However, in the convective regime, both fronts move in the positive-x direction, and eventually at any fixed x the disturbance is bound to decay away. Another interesting point concerns the uniform nonlinear state. The states laid down by the two fronts can be different, so that a transition region between the different uniform nonlinear states may also be expected at some interior point. In a semi-infinite system with a spatially distributed, time-independent noise source, only the right front develops [ Fig. 7(b) ]. At the left end of the disturbance the exponential growth from the lower boundary saturates. However, a simple front cannot form. This follows from the fact that the continuous noise source drowns out the zero-amplitude solution, which is necessary for the formation of the left front solution (moving in the negative-x direction). The length over which the solution grows to saturation at the left end, ln(s Ϫ1 ) Ϫ1 s 0 0 , can be quite large near threshold and for small noise strength s. It should result in large scale distortions in the phaseconjugate beams, and the detailed shape can be easily calculated by a numerical solution of the amplitude equation. For typical parameters ( d ϭ 1 s, ␤ ϭ 2 ϫ 10 4 , s ϭ 10 Ϫ4 , 2␥ 0 ␥ ϭ Ϫ3), the length scale of the distortion is a few millimeters. Considering an upper absorbing boundary (finite-interaction region) somewhat simplifies the behavior. Eventually the moving right-front solution is absorbed by the boundary, so that the uniform nonlinear state laid down by the front solution should relax to the most unstable mode produced by the growth from the noise.
In this more physical geometry with the two boundaries, the effects of the propagating front can show up only in the transients of the system. Clearly with the absorbing boundary, if the noise is turned off, the instability is eventually absorbed by the upper boundary, and the disturbance cannot be sustained.
A dramatic change can happen for a large-enough control parameter if the left-front velocity in Fig. 7(a) changes direction. Such a transition 18 might be expected since the difference between the two front solutions normally increases with increasing (increasing growth). Figure 7 (c) illustrates the expected dynamics in the semiinfinite system, in which at time t* the control parameter is increased above the transition value. After the control parameter is increased, a left front traveling to the negative-x direction develops. In this regime the growth dominates the advection, and the relatively steep backward-traveling front fills the region left behind by exponential growth from the left boundary. Now the healing length at the left boundary depends only on the parameters of the amplitude equation [the characteristic length Ϸ 0 , Eq. (14c)] and not on the size of the noise. Furthermore, in this regime, the system is absolutely unstable (an oscillator), and the grating amplitude is sustained even in the absence of noise.
The above description of the dynamical picture heavily relies on the nonlinear front solutions with characteristic velocities and spatial decay rates. Since the amplitude equation is a nonlinear partial-differential equation, multiple front solutions are expected to exist. The question of front selection in the complex Ginzburg-Landau equation 17, 19 has been addressed as a generalization of the rigorous analysis by Aronson and Weinberger for the nonlinear diffusion equation. 20 It is worth pointing out that the generalization, to date, is purely heuristic. There is no completely convincing derivation of the selection results to be presented below. Nevertheless, there are rather complete and precise predictions, and these can be tested by numerical calculations and by experiments.
A linear front-selection analysis is the simplest approach to the front-selection problem. 20 Although entailing a purely linear argument, it makes predictions for the nonlinear front solution selected at long times. A slightly more careful version is the pinch-point analysis. 21 The analysis formulates the dynamics far in the tail of the front, where it can be expressed in terms of a superposition integral. At long times the integral is dominated by the stationary phase point, and it is required that in the frame of the selected front disturbance the amplitude neither grows nor decays in time. This leads to three different statements for the complex linear-stability spectrum, 19 ⍀ ϭ ⍀ r ϩ j⍀ i , which is now a function of the complex wave number, ␦ ϭ q Ϫ j. For given the real part of the wave number q() is chosen to maximize the growth rate,
yielding a one-parameter family of front velocities characterized by their asymptotic spatial decay rate, v() ϭ Ϫ⍀ i ()/. Finally, the selected velocity is chosen to minimize v(). The amplitude equation (11) has a negative nonlinear coefficient, which classifies the bifurcation at zero as a supercritical one. For this case the front selected by the linear front-selection analysis is the surviving front at long times. Applying this analysis to the linear part of the amplitude equation is straightforward, and the selected wave number and velocity are as follows:
Here, negative corresponds to the right front, in Fig.  7 (a). Equations (16a) and (16b) indicate that, as the control parameter is increased, the front solutions become spatially steeper, and the velocities deviate from the group velocity. Note that the difference between the velocities increase with increasing . For large-enough , the left front becomes stationary. This value of a at which the transition to absolute instability occurs is given by
The transition value of a is about 0.3, and for large ␤ it is independent of any geometrical factors such as the angle between the pumps. The small value of a is encouraging since the amplitude equation is expected to be correct near the threshold. However, calculating a from Eq. (16a), one finds that a ␤ is close to unity, and hence the small modulation expansion (9) may not expected to approximate ⍀ well. Next we apply the linear front-selection analysis to the starting equations, Eqs. (1), and compare the results to the ones calculated from the amplitude equation. For this we have to solve Eq. (5) numerically and calculate (Ϫ2/⌫) as a function of the complex modulation wave number. The resulting values can be used in Eq. (6) to evaluate ⍀. For large ␤ the analysis simplifies considerably. In this regime ⍀ can be treated as a function of ␤. We are interested in values of order 1/␤. For such small values of , the shift in the real part of the wave number Eq. (16b) is of order 1/␤ 2 and can be neglected. So, for a given , the q() that maximizes the growth rate is zero. In this case (Ϫ2/⌫), 2 , ⌬ Ϸ 2␤ in Eq. (5) For a given real value of 2 , Eq. (5) gives (Ϫ2/⌫), which in turn can be used in 2 ϭ ⌫⌬ ϩ ⌬ 2 to be solved for 2␤. Figure 8 shows the family of front solutions selected for given spatial decay rate, v(␤)/␤ ϭ Ϫ⍀ i (␤)/(␤), as a function of ␤ for ϭ 0.05, ␤ Ϸ 10 3 , ␣ Ϸ 1. Here again positive ␤ corresponds to the fronts moving in the negative-x direction. In this expression the geometric factor ␤ is scaled out, and hence the results presented in Fig. 8 are independent of the angle between the pump beams. Clearly, the amplitude equation (dashed curve) works well for small ␤. However, for ␤ values close to unity and larger, the amplitude equation predicts a slower velocity for the right-front solutions and a faster velocity for the left-front solutions. Also note that an additional branch for the left fronts is attained from the starting equations. We expect that this branch may become important for the question of front selection, as will be discussed in the next section. In addition other branches with 2 less than Ϫ 2 can be found for the starting equations. However, as seen from Eqs. (4), these branches correspond to an oscillatory z dependence. From the viewpoint of matching the linear solution to the nonlinear uniform solution, the existence of such a front solution is unlikely, hence we neglect these branches.
According to the linear front-selection criteria the maxima of the curves in Fig. 8 correspond to the selected fronts at long times. Figure 9 illustrates the selected front velocities and spatial decay rates for different control parameter values. As shown in the lower graph of Fig. 9 the selected front velocities are at most an order of magnitude larger than the group velocity. For typical parameters ( d ϭ 1s, ␤ ϭ 2 ϫ 10 4 ), front velocities in the figure are less than 20 cm/s. For values less than 0.1 the predictions of the amplitude equation agree well with results obtained from the starting equations. The amplitude equation predicts a slower-moving right front for larger values of . For the left front, the dependence of the front velocity on is much weaker than expected from the amplitude equation. However the velocity difference between the two fronts continues to increase with increasing . As seen in the figure, the solid curve does not cross zero velocity near the parameters predicted by the amplitude equation, and hence the transition to absolute instability does not take place.
In the remaining part of this section, we compare our approach for the classification of the instability to the one used by Zozulya 4 and by Eliseev et al. 4 Utilizing observations from both works (both essentially employing a linear analysis) we will argue that in the large ␤ limit and with nondiffracting pump beams the linear analysis concludes that the transition to absolute instability does not take place. Then we describe some possible nonlinear front-selection scenarios, which the linear analysis cannot account for and which may lead to absolute instability for this simple geometry.
The two works of Ref. 4 solve the linear problem exactly for nondiffracting pump and scattered beams in two dimensions. Similar to the pinch-point analysis of the front-selection problem, the poles of the Laplace transform of the exact solution are sought. The poles dominate the long-time asymptotic of the inverse Laplace in- Fig. 8 . Family of front solutions predicted by the marginal stability approach to the front selection for ϭ 0.05 from the amplitude equation, Eq. (11) (short-dashed curves), and from the starting equations Eq. (1) (solid curves). The horizontal longdashed line illustrates the group velocity. The maxima of the curves correspond to the selected front solutions for the left fronts, ␤ Ͼ 0, and the right fronts, ␤ Ͻ 0. There are two branches of solutions predicted by the starting equations for the left fronts. Fig. 9 . Results of the linear front-selection analysis: spatialdecay rate and velocities of the selected front solutions versus normalized coupling constant , calculated from starting equations (solid curves) and from the amplitude equation (dashed curves).
tegral, and hence a pole with a positive growth rate corresponds to an absolute instability. We have approached the problem from the point of view of front selection. Applying the linear front-selection analysis, we look for saddle points of the complex linear-stability spectrum and identify the transition point as the point at which the growth rate (for the left front) at this saddle point becomes positive. It can be shown that the two analyses above lead to the same conditions on the linearstability spectrum Eq. (15) . One of the main differences in this article is the starting equations. In our analysis we treat a more complicated material equation, and we also allow the diffraction of the scattered beams, although the pump beams are nondiffracting waves. We already have shown that for the large ␤ limit the wave-number dependence of the photorefractive effects does not greatly influence the linear problem. The diffraction term in our formulation comes about as the ␦ 2 term in ⌬ ϭ j␤(␦ 2) where nonlinear effects lead to a different selected-front velocity than that predicted by the linear analysis. Well into the nonlinear regime there is the possibility of the selection of a different front than the one predicted by the linear analysis, and then the transition to absolute instability may take place if a left front traveling towards negative-x direction is selected, as in Fig. 7(c) . The question of nonlinear front selection and front selection in situations with multibranched dispersion curves, such as in Fig. 8 , is poorly understood, and we can only point out possible scenarios for the breakdown of the linear-selection predictions. For example, in Fig. 8 , we pointed out that for the starting equations (solid curves) two branches of front families are found at positive ␤. For an value of about 0.1 the value of (␤) m for the maximum of the branch becomes larger than the (␤) c value for the crossing point of the two branches. For larger values one can argue that two spatial decay rates are possible for a given front velocity. Out of the two, the smaller one will usually give the asymptotic dependence at large x. The most localized front, i.e., the one with the largest ␤ value, is then the one at the crossing point of the two branches and might dominate the dynamics for Ͼ 0. 
Ϫ4 , ϭ 0.3) the transition should result in a behavior as depicted in Fig. 7(c) , where the expected change in the rate of spatial growth from the left boundary is from 2 cm Ϫ1 (convective instability) to 10 cm Ϫ1 (absolute instability). A possible way to study the effects of such multiple front branches would be to design a simpler equation, similar to the amplitude equation, that reproduces the linear-stability-spectrum characteristics. The only certain way, however, to characterize the instability predicted by the starting equations seems to be to rely on careful numerical studies.
SUMMARY AND CONCLUSIONS
We have demonstrated an intuitive generalization of the 1D theory 1 to a 2D theory 4 by considering all the unstable grating modes nearby the phase-conjugate mode. The generalization leads to a dispersion relationship, the linear-stability spectrum, which captures the convective nature of the instability. We find that, for typical experimental conditions (large ␤), the wave-number dependence of the photorefractive effect has a small influence on the linear problem. However, as ␤ approaches unity (very small angle between the pump beams), the effects of the photorefractive effect are expected to become much more important.
We then derive the amplitude equation for the large ␤ limit, which extends the linear analysis into the weakly nonlinear regime. In calculating the nonlinear coefficient the higher diffraction orders can be neglected owing to the large selectivity of the most unstable volume hologram. However, the contribution from the grating components with double the spatial frequency [and from other nonlinear terms in Eq. (1a)] leads to a strong wavenumber dependence for the nonlinear coefficient [Eq. (14c)]. At large angles between the pump beams the value of the coefficient approaches the one predicted by the 1D theory, where the saturation comes about owing to the depletion of the pump beams. The sign of this coefficient characterizes the bifurcation at the threshold as a supercritical one, and the nonzero group velocity immediately implies that the instability is convective (i.e., the system is an amplifier at the threshold). The amplitude equation then provides an easy formulation for calculating the spatial distribution of the noise-driven solution in this regime, including the nonlinear saturation.
The possibility of a transition to an absolute instability is discussed in terms of selection criteria for the propagation velocity of a nonlinear front (the building block for constructing a physical picture for the spatial dynamics in the nonlinear regime). The simplest theory of selection, relying on purely linear arguments, is investigated for the amplitude equation (where a transition to absolute instability is predicted) and for the starting equations. The comparison gives the expected result that the predictions of the amplitude equation are good only near the threshold. The early breakdown of the equation is primarily related to the fact that the small modulation expansion of the linear-stability spectrum is actually an expansion in powers of ␤. As a result we find that the transition to absolute instability does not take place near the param-eters predicted by the amplitude equation. However, it is possible that such a transition may take place through other scenarios for which the linear analysis cannot account. We describe one such possibility that arises owing to the multiplicity of the linear front branches and argue that the nonlinear front solution corresponding to the crossing point of the two branches may be the selected front. In this case, the transition to absolute instability does take place near the threshold. It is also important to mention that, in the experiments, the spatial content of the pump beams plays an important role: When the pump beams are simple plane waves, conical light scattering appears to develop instead of phase-conjugate beams. 15 Only when enough spatial information is added to the pump beam is the phase-conjugate beam propagating in the backward direction with respect to the incident wave obtained. So experimentally the physical problem is two dimensional only when the pump beams have enough spatial information, i.e., the pump beams diffract before exiting the crystal. We are therefore cautious in referring to the simple four-wave-mixing geometry studied above as a double-phase-conjugate mirror. However, the gain mechanism for the conical rings is the same grating-sharing process, and the formation of the conical rings is attributed to the multiplicity of the perfectly shared gratings in the third dimension. At present the effects of diffraction on the underlying physics is unclear. The amplitude-equation formalism, allowing the treatment of both modulation and nonlinearity, provides a possible scheme to investigate this phenomenon theoretically.
In conclusion, we have derived an amplitude equation that governs the spatio-temporal behavior of the 2D-grating amplitude in the nonlinear regime, near the threshold. The equation renders the very difficult study of the nonlinear dynamical problem much more manageable. The regime in which the equation is expected to work well is described.
APPENDIX A: DERIVATION OF THE AMPLITUDE EQUATION
Here we extend the linear analysis in Section 3 to the nonlinear regime. The formulation presented below 22 is a standard perturbative approach to systems that exhibit spatial instability near a critical point. The approach has been rediscovered in many different contexts and bears a strong resemblance to the mean-field Landau theory of equilibrium phase transitions. Near the threshold the nonlinearities are weak, and the spatial and temporal modulations of the most unstable mode become slow. The balance between these effects is described by the amplitude equation. In what follows we will derive this equation for the regime ␤ ӷ 1 (thick hologram). This derivation follows in close analogy with that in the appendix in Ref. 3 .
We first express the right-and left-moving-wave amplitudes in Eqs. (1b) and (1c) as a sum of the pump and scattered waves:
In our notation the bar on the amplitudes implies that the amplitude depends only on z and, the amplitudes A p , B p keep track of the depletion of the pump beams. In this notation the intensity profile is given by i ϭ 1
Near the transition point we define a perturbation parameter ϭ (␥ 0 Ϫ ␥ 0c )/␥ 0c , and we wish to separate fast and slow scales for x and t. The slow scales of the modulation are defined as
We will consider a, b, e... to be given by products of the functions of fast and slow variables. From the chain rule for differentiation we therefore must make the replacements
In this analysis (to the order we take the expansion) ‫ץ‬ X terms will show up only in linear terms in the amplitude equation, which will come about at O(
). These linear coefficients can be inferred from the linear-stability analysis. For convenience we will ignore these terms in the present derivation and refer back to the linearstability analysis for their contributions. We now expand Eqs. (1) consistently in
) Eqs. (1a) and (1b) are of the form
where the linear operator L is defined as ‫ץ‬ z ͩ Ϫj2␥ 0c e 0 a 0 j2␥ 0c e 0 a 0 ͪ .
(A10) Notice that on the right there are no secular terms of the form ͓exp(2 jx), exp( jx), exp( jx)͔. In the second and third rows of this equation the nonlinear terms that depend on the fast variable x, varying as exp(3 jx) or exp(Ϫjx), correspond to higher diffraction orders. For ␤ ӷ 1 it can be shown that these terms are strongly phase mismatched to the most unstable mode and can be neglected. We expect corrections from these terms to be of order ⌫/␤ 2 and emphasize the point that these terms have to be considered for very small angles between the two pump beams (the thin hologram limit). However, the nonlinear terms in the first row with x dependence of the form exp(4jx) are not necessarily small, and we have to keep the contributions from these terms. With the above considerations the solutions at this order can be expressed as a 1 ϭ a 1 exp͑jx͒, b 1 ϭ b 1 exp͑jx͒, e 1 ϭ e 10 exp͑2jx͒ ϩ e 11 exp͑4jx͒ ϩ c.c.
The homogeneous problem for e 10 ) we introduce seed noise to the problem at the boundaries: a 2 (0) ϭ s 2 , b 2 (1) ϭ s 2 . We define a 2s , b 2s as a 2 ϭ a 2s ϩ s 2 , b 2 ϭ b 2s ϩ s 2 so that the linear problem for a 2s , b 2s will have the same boundary conditions as in Eq. (A8). This introduces an additional term in the intensity distribution: We would like to invert this equation but since the operator on the left has vanishing eigenvalues we must impose 
a solvability condition, which requires that the vector on the right should not drive any eigenvector of the operator with zero eigenvalue. The condition for this is that the vector on the right-hand side, which we must now find, be orthogonal to the eigenvector with zero eigenvalue of the adjoint operator. The eigenvalue equation for the adjoint system (for zero eigenvalue) is of the form 
The solvability condition requires the left-hand side of Eq. (A15) to be orthogonal to the adjoint eigenvector, Eq. (A17). The orthogonality condition results in the following amplitude equation:
