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ABSTRACT
Richard Henry Crooks: Analysis Of The XY Spin 1/2 Model In Staggered Field
And Networks Of D-Wave Josephson Junctions
(Under the Direction of Dmitri Khveshchenko)
The study of entanglement in quantum systems is an area of much recent exper-
imental and theoretical work and is of central importance in the implementation of
various protocols in quantum information science. The dynamical properties of entan-
glement are examined in the context of the XY spin 1/2 chain model with a staggered
magnetic field. The quality of entangled state transfer is found to be comparable to the
uniform field XY spin 1/2 chain in the strong field regime. The effects of anisotropy
on state transfer is also considered, as well as the interaction between entanglement
waves and the possibility of transmission of multiple bits of quantum information.
As an additional system where these quantum entanglement dynamics might play
out, a large array of mesoscopic junctions made out of gapless unconventional super-
conductors is also studied. In this model, the tunneling processes of both particle-hole
and Cooper pairs give rise to a strongly retarded effective action which, contrary to
the case of conventional superconductors, cannot be readily characterized in terms of a
local Josephson energy. This is an action that describes, for example, grain boundary
and c-axis junctions in layered high-Tc superconductors. The emergent collective phe-
nomena in this system are obtained, along with the phase diagram and the electrical
conductivity of the model.
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Chapter 1
Introduction
Quantum systems possess a type of correlation, called entanglement, that has no
analogue in a classical system [1]. This property of quantum states was realized early
on [2, 3] and is central to the discussion of the nature of quantum mechanics. More
recently, the study of entanglement has centered on its role in the study of quantum
phase transitions [4] as well as quantum information theory[5]. Long range correlations
arise in the vicinity of a quantum phase transition, and the emergent entanglement
is an indication of the critical thermodynamical behavior of the system. On the
other hand, quantum information theory treats entanglement as a resource that is
necessary for the implementation of various quantum information protocols, including
superdense coding[6], quantum teleportation[7] and quantum computation[8, 5].
A successful physical implementation of these quantum computing protocols hinges
on the ability to generate, detect, and achieve a high fidelity transfer of entangled
quantum states in some physical system. A number of experimental efforts have at-
tempted to address these needs, including work in photonic [9], cavity QED[10], quan-
tum dot[11], and atomic systems[12], as well as mesoscopic devices such as Josephson
junctions[13, 14, 15]. Over long distances, the ideal mode of transport of an entan-
gled state is via quantum teleportation using entangled photons in an optical fiber.
For much shorter distances, such as the distances between the various components
(core processor, storage, etc.) of a quantum register, it is preferable to employ a
communication channel that is directly coupled to these components.
Specifically, recent proposals have focused on the use of one-dimensional chains
of permanently coupled spin 1/2-like variables of stationary qubits whose practical
implementation might be possible with cold atoms in optical lattices, Josephson junc-
tion and quantum dot arrays, or other two-level systems. As a salient feature of
any periodic array, the translational invariance of the chain facilitates the emergence
of quantum states with definite momentum, thereby enabling a high-fidelity spatial
transfer of entanglement.
Spin 1/2 chains are the preferred context in which to study entanglement transfer
because of applicability of the Bethe ansatz [16] and other techniques to a wide range
of models. Studies have considered spin 1/2 chains with ferromagnetic [17, 18, 19],
antiferromagnetic [20], short and long-range, and SU2- versus U1-invariant exchange
couplings. On the other hand, much less attention has been paid to different patterns
of the local field, almost all the studies being conducted in, from a technical standpoint,
the simplest case of a spatially uniform field. Considering, however, that a local field
can be used for both initialization and readout of a quantum register, a comprehensive
analysis of different local field distributions is strongly warranted. The main thrust
of Chapter 3 is to put forth a spin 1/2 model with a spatially nonuniform field and
compare its entanglement dynamics it with the previously discussed uniform field
case[21, 22].
Before doing this, however, a review of some of the technical aspects of quan-
tum entanglement is required. In Chapter 2 some notions in the field of quantum
information science are introduced, including relevant definitions, ways to measure
entanglement, and also methods for calculating these measures. This is presented
using density matrix formalism along with a general method to calculate the matrix
elements for two-level fermionic systems. In Chapter 3 these methods are applied to
the problem of uniform and staggered field spin 1/2 models.
Another system exhibiting collective mode phenomena is studied in Chapter 4, that
of networks of Josephson junctions. A method for determining the phase diagram of
a network of two-dimensional unconventional (d-wave) superconductors is presented,
along with a calculation of its electrical conductivity characteristics. Most of the pre-
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vious theoretical studies are limited to the Josephson junctions between conventional,
fully gapped, s-wave superconductors[23].
Although the case of the d-wave superconducting cuprates, such as biepitaxial grain
boundary(in-plane) Josephson junctions in Yttrium Barium Copper Oxide (YBCO)
or intrinsic c-axis (vertical) ones in Bi2Sr2Can−1CunO2n+4+x with n=2, or Bi2212, has
been rather extensively studied as well[24, 25, 26, 27], all such analyses would rou-
tinely resort to a phenomenological description similar to that of the gapped (s-wave)
superconductors. In contrast, a microscopic analysis of a single d-wave Josephson
junction [28, 29, 30] shows that the processes of both particle-hole and Cooper pair
tunneling can give rise to equally nonlocal (in the time domain) terms in the effective
action, thereby invalidating the very notion of a local Josephson energy. In Chapter
4, the solution for the phase diagram and electrical conductivity takes into account
the microscopically justified as opposed to the phenomenological description of the
unconventional Josephson junctions, by retaining the nonlocal Josephson terms in the
action.
The final chapter summarizes the ideas put forward in this work as well and serves
introduction to some of the recent developments in the field of entanglement dynam-
ics.
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Chapter 2
Overview Of Quantum
Entanglement
A fundamental difference between systems of classical and quantum systems is
that whereas the state of a system of classical objects may be uniquely specified, in
a quantum system the objects may exist in a superposition of the allowable states.
Each object in a classical system has a unique set of coordinates that determine its
state. This cannot be said for a system of quantum particles, where a particle may
be in a state that depends essentially upon the state of one or more other particles in
the system. It is this notion of entangled particles that is the fundamental concern of
the field of quantum information processing, which addresses problems ranging from
philosophical questions about the nature of quantum mechanics to applications in
emergent technologies such as quantum computation.
This chapter is not meant to be an exhaustive survey of quantum information
science, instead it will serve to introduce some of the concepts about entanglement that
will be used in subsequent chapters. This overview will include definitions, methods
for quantifying the degree of entanglement present in a system, and examples related
to entangled systems specific to two-level systems, and a brief survey of models where
these notions of entanglement are commonly studied.
2.1 Definitions
Consider a quantum system composed of two sub-systems A and B of dimension
m and n respectively, along with their associated Hilbert spaces H
(m)
A and H
(n)
B with
bases {|αi〉}mi=1 and {|βj〉}nj=1. The Hilbert space of the bi-partite system HA ⊗HB is
spanned by {{|αi〉} ⊗ {|βj〉}}m,ni=1,j=1 and the bi-partite quantum state |ψ〉 representing
the system has the form
|ψ〉 =
m∑
i=1
n∑
j=1
cij |αi〉 ⊗ |βj〉 . (2.1)
If cij may be written as aibj for all i and j then it is possible to write
|ψ〉 =
m∑
i=1
ai |αi〉 ⊗
n∑
j=1
bj |βj〉 = |ψ1〉 ⊗ |ψ2〉 . (2.2)
In this case |ψ〉 is a separable state, having the consequence that local operations
performed on one of the subsystems do not affect the state of the other system.
This general expression Eq. 2.1 can be simplified through the use of the Schmidt
Decomposition, which makes it possible to find new bases {|α′i〉}mi=1 and
{∣∣β′j〉}nj=1 for
HA and HB and coefficients {ci} so that the state |ψ〉 in equation 2.1 takes the form
|ψ〉 =
Min(m,n)∑
i=1
ci |αi〉 ⊗ |βi〉 , (2.3)
where in the above equation the primes have been omitted.
2.1.1 Bi-Partite States
An important example which will appear in the rest of this work is the bi-partite
state where systems A and B each represent a two-level system. Typically this is
imagined as a spin 1/2 particle in a magnetic field taken to be in the +zˆ direction,
but could just as well be any other system with two relatively isolated energy levels
such as a quantum dot, Josephson junction, etc. Using the notation for the usual Sz
diagonal basis for the spin system the bases for A and B are {|αi〉}mi=1 = {|βj〉}nj=1 =
{|↑〉 , |↓〉}, and the basis that spans the composite system A⊗B is the set of separable
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states {|↑〉A ⊗ |↑〉B , |↓〉A ⊗ |↓〉B , |↑〉A ⊗ |↓〉B , |↓〉A ⊗ |↑〉B}. This notation is needlessly
cumbersome and the conventional way to write these bi-partite forms is to drop the
subscripts and multiplication and instead write, for example |↑〉A ⊗ |↓〉B → |↑↓〉.
The bi-partite system, of course, may be in a superposition of these basis states.
Four states, which happen to be orthogonal and thus also form a basis for the bi-partite
two level system, are the Bell States after John S.Bell[3][1]
∣∣ψ−〉 = 1√
2
(|↑↓〉 − |↓↑〉)∣∣ψ+〉 = 1√
2
(|↑↓〉+ |↓↑〉)∣∣φ−〉 = 1√
2
(|↑↑〉 − |↓↓〉)∣∣φ+〉 = 1√
2
(|↓↓〉+ |↑↑〉) . (2.4)
The first of these states, |ψ−〉, is the spin singlet state for which the total spin〈
S2
〉
= 0. The remaining three, |ψ+〉, |φ−〉, and |φ+〉 each have 〈S2〉 = 1 and are
called the spin triplet states. An important property of each of these states is that
they are not separable. If a observer measures 〈ψ+|SzA |ψ+〉 the result will +1/2 or
−1/2 with equal probabilities. However if a subsequent observer measures SzB, the
result is completely determined by what the result of the measurement of the spin
in subspace A. If A is measured to be +1/2 then B will be −1/2, and similarly if
A is −1/2 then B will be +1/2. This phenomena where the properties of different
subspaces have a similar inter-dependent relation is called quantum entanglement, and
quantum states that exhibit this property are said to be entangled states.
For some time the problem of entangled states posed a challenge to the theory of
quantum mechanics[2]. The essential argument is that if two particles are prepared in
one of the Bell states and are allowed to propagate away from each other, forming a
so-called Einstein-Podolsky-Rosen (EPR) pair, then a subsequent measurement made
on one of the particles would instantaneously determine the state of the other particle,
resulting in an apparent violation of local realism. Bell[3] showed that this is not gen-
erally the case, and subsequent experiments are in agreement[31]. The essential result
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is that while a measurement on particle A does instantaneously determine particle B’s
state, no information can be transferred this way.
2.1.2 Mixed States And The Reduced Density Matrix
As previously mentioned the composite system HA ⊗ HB may be represented by
the bi-partite state 2.3. This is a pure state, as it represents a single vector in the
composite Hilbert space HA ⊗ HB. On the other hand, only if |ψ(t)〉 happens to be
separable can the system represented by HA be assigned pure quantum state. If the
Hamiltonian operating on HA⊗HB contains interactions between elements of the two
subspaces, which is the case of the models considered in this work, even an initially
separable state will acquire non-separable contributions. As a consequence, it is not
possible to assign a pure state to only one of the component systems. In this case,
the states representing each subsystem are said to be mixed, and are represented by a
density matrix.
The density matrix representing the composite system is
ρ = |ψ〉 〈ψ| =
∑
i
∑
j
cic
?
j |αi〉 ⊗ |βi〉 〈βj| ⊗ 〈αj| . (2.5)
The reduced density matrix ρA, representing the mixed state of A is defined as the
result of the partial trace over the elements of HB
ρA = TrB(ρ) =
∑
i
c2i |αi〉 〈αi| . (2.6)
The density matrix is diagonal because {αi} and {βi} are the bases found through
the Schmidt decomposition. In practice it may not be possible to find the Schmidt
basis prior to computing the reduced density matrix, but for reduced density matrices
with small rank the diagonal basis is easily found once the density matrix in some
other basis is known.
The mixed state represented by ρa is reminiscent of a classical probability dis-
tribution p1, p2, . . . , pm, whos entropy is known to be given by the Shannon entropy
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[32],
SS = −
∑
i
pi log2(pi). (2.7)
Formally, since ρA is not a classical probability distribution, but a probability over
an ensemble, the associated entropy is given by the Von Neumann entropy,
S = Tr(ρA log2 ρA). (2.8)
This definition of the Von Neumann entropy allows the calculation of the entropy
of each Bell states in the previous section, which all have S = 1. Any other state, for
example the pure state
|ψα,β〉 = 1√
α2 + β2
(α |↑↓〉+ β |↓↑〉) (2.9)
has entropy
S = −
√
α2
α2 + β2
log2
√
α2
α2 + β2
−
√
β2
α2 + β2
log2
√
β2
α2 + β2
. (2.10)
This function attains a maximal value of S = 1 for |α| = |β|, decreases for |α| 6= |β|
and approaches zero as one of the coefficients goes to zero. Intuitively, at least in
the case of a pure state bi-partite system, the Von Neumann entropy serves as a
proper measure of entanglement. The Bell states are then maximally entangled, as
any other state possesses a smaller degree of entanglement. Separable states are the
least entangled, with S = 0. It turns out, however, that for more complex systems
the Von Neumann entropy does not properly measure the entanglement, especially for
composite systems that are not pure states.
2.2 Entanglement Measures
The subset of Quantum Information Theory that is devoted to finding ways to
measure the entanglement present in a quantum system is an extensive and evolving
field. [33, 34, 35, 36, 32]. The problem is especially complicated in many-body systems
8
where the entanglement is not necessarily bi-partite, but instead may involve multi-
ple sub-spaces. The classification and evaluation of proposed entanglement measures
presents considerable technical challenges for even a small number of sub-systems[32].
On the other hand bi-partite entanglement is generally well defined and its measures
are typically simple to compute. Furthermore, bi-partite entanglement is the critical
resource in many applications of quantum information theory, where the successful
application of a protocol usually depends upon the degree that two systems share an
entangled pair. It is also the natural quantity to consider when examining the prop-
agation of EPR pairs, and other types of excitations that will be encountered when
the dynamical entanglement properties of quantum spin chains are examined later in
this work.
To account for the calculation of bi-partite entanglement in a multi-partite system,
consider the previous system composed of sub-systems A, B, and now additionally
C. The task is to calculate the entanglement between systems A and B. This is
accomplished by first tracing out C to find the reduced density matrix ρAB. In the
case where C = 1, ρAB is a pure state, and the results of the previous section apply.
However for C 6= 1 ρAB is a mixed state.
A bi-partite entanglement measure E may be defined as a mapping from the re-
duced density matrix ρAB to the real numbers. This measurement of entanglement
E(ρAB) must necessarily satisfy the following conditions[37]
1. The entanglement E(ρAB) = 0 if and only if ρAB is a pure state
2. Given local unitary operations UA and UB, E(UBUAρABU
†
AU
†
B) = E(ρAB)
3. The action of correlated local operations VA,i and VB,i on ρAB results in
E(
∑
i
VB,iVA,iρABV
†
A,iV
†
B,i) ≤ E(ρAB) (2.11)
In other words, local operations and classical commutation of operators (LOCC
in quantum information theory) acting on subspace A or B cannot result in a
increase in entanglement.
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If ρAB a pure state, that is C = 1 above, then the unique entanglement measure
that satisfies these conditions is the Von Neumann entropy introduced previously.
S(ρA) = −TrB(ρAB log2 ρAB). (2.12)
This measure is useful in a many-body system when the quantity of interest is the
degree that one part of the system is entangled with the entirety of the rest. For
example, the amount of entanglement a single spin shares all of the other spins in the
chain, commonly called the one-tangle τ1 [32].
When C 6= 1 the Von Neumann entropy is no longer a unique measurement of
the entanglement. The reason for this is that whereas the Schmidt decomposition
of a pure state is unique, there are infinitely many decompositions of the density
matrix ρAB each of which give a different entropy. The usual method for arriving at
a entanglement measure is to choose the decomposition that minimizes the entropy,
resulting in the entanglement of formation EF given by [38, 32]
EF (ρ) = −
∑
σ=±
√
1 + σC2(ρ)
2
ln
√
1 + σC2(ρ)
2
(2.13)
where C(ρ) is the concurrence
C(ρA,B) = Max(0, λ1 − λ2 − λ3 − λ4). (2.14)
In this formula, {λi} are the eigenvalues of ρA,Bσy⊗σy(ρA,B)∗σy⊗σy with λ21 ≥ . . . ≥
λ24. The quantity C
2 is known as the 2-tangle τ2, and since EF is a monotonic function
of C, both the concurrence and the 2-tangle can also serve as entanglement measures.
The concurrence has the additional intuitive property regarding the distribution of
entanglement in C2A,B + C
2
A,C ≤ C2A,(BC)[35].
It is worth mentioning that the amount of pure state entanglement required to
create the state may be different from the amount of pure state entanglement one can
extract from the state[39, 40, 41]. The extracted entanglement is an asymptotic limit
related to the probability of obtaining a maximally entangled state from the mixed
state, whereas the entanglement of formation EF takes a fixed value related to the
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number of maximally entangled states required to make form the mixed state. Using
EF has the advantage of being well-defined and easily calculable, and for this reason
results related to bi-partite entanglement will be typically expressed in one of the
monotones of EF .
A final quantity that is useful in the analysis of entangled systems is the fidelity,
which is the projection of the reduced density matrix onto a specific state FψA,B =
Tr(ρA,B |ψ〉 〈ψ|). It be measured with respect to any state |ψ〉, but typically its use is
as an indication of the evolution of the reduced density matrix from some initial state
|ψ(0)〉, or as the projection onto some maximally entangled Bell states.
2.3 Dynamics Of Entanglement
One of the central themes of this work is the study of the dynamical properties
of entanglement. In order to calculate how the various entanglement measures of a
system evolve in time the reduced density matrix first needs to be calculated as it
evolves from some initial state. Represent this state by |ψ(0)〉. Then there exists
some unitary operator U(H, t), dependent upon a specific model Hamiltonian so that
the time evolution of the state of the system is given by
|ψ(t)〉 = U(H, t) |ψ(0)〉 . (2.15)
Suppose the task is to compute the entanglement present in a subsystem A of the
composite system A⊗N . If {|αi〉} and {|ηi〉} are bases that span these systems, then
the reduced density matrix ρA(t) is
ρA(t) =
∑
i
〈ηi|U(H, t) |ψ(0)〉 〈ψ(0)|U †(H, t) |ηi〉 . (2.16)
Inserting resolutions of the identity operator yields
ρA(t) =
∑
i,j,k
|αj〉 〈αjηi|U(H, t) |ψ(0)〉 〈ψ(0)|U †(H, t) |ηiαk〉 〈αk| . (2.17)
Since the {|ηi〉} are a complete orthonormal set,
ρA(t) =
∑
i,j
|αi〉 〈ψ(0)|U †(H, t) |αj〉 〈αi|U(H, t) |ψ(0)〉 〈αj| . (2.18)
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At this point it is necessary to specify some of the details of the system. Sup-
pose that the subsystem A is a pair of spin 1/2 particles at positions m and n
in a one-dimensional chain of N particles. A proper basis for A is then {|αi〉} =
{|11〉 , |10〉 , |01〉 , |00〉}. Also, assume that there exist fermionic operators cm and c†m
that act locally in the spin site m with the rules: cm |0m〉 = 0, cm |1m〉 = |0m〉,
c†m |0m〉 = |1m〉, c†m |1m〉 = 0. The basis vectors may be written as a function of these
fermionic operators
|1m1n〉 = 1
4
(c†mcmc
†
ncn + c
†
mcmc
†
n + c
†
mc
†
ncn + c
†
mc
†
n)
∑
i
|αi〉
|1m0n〉 = 1
4
(c†mcmcn + c
†
mcmcnc
†
n + c
†
mcn + c
†
mcnc
†
n)
∑
i
|αi〉
|0m1n〉 = 1
4
(cmc
†
ncn + cmc
†
n + cmc
†
mcnc
†
n + cmc
†
mc
†
n)
∑
i
|αi〉
|0m0n〉 = 1
4
(cmcn + cmcnc
†
n + cmc
†
mcn + cmc
†
mcnc
†
n)
∑
i
|αi〉
(2.19)
which allow the density matrix ρm,n(t) to be written
ρ(m,n)(t) =
∑
i,j
|αi〉 〈ψ(0)|C(m,n),j(t)C†(m,n),i(t) |ψ(0)〉 〈αj| , (2.20)
where C(m,n),i and its conjugate is the i
th combination of the cm and cn operators in
the expansion of the basis states above. If it is possible to express the Hamiltonian in
terms of these raising and lowering operators and then find their time dependence, then
the entanglement dynamics can, at least in principle, be computed by the evaluation
of the correlation function dependent on the spin sites m and n averaged over the
initial state of the system. The one dimensional spin 1/2 XY Heisenberg model is
particularly suited to this sort of analysis and is the focus of the next chapter. It is a
subset of the general Heisenberg model, which is
H = −
∑
i,j
JxS
x
i S
x
j + JyS
y
i S
y
j + JzS
z
i S
z
j −B
∑
i
Szi . (2.21)
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The geometry of the chain can be taken to be either a line or ring, so that in the
latter case SαN+1 = S
α
1 , where N is the number of sites in the chain. The nearest-
neighbor XY model is the result of setting j = i+ 1 and Jz = 0. If Jy = 0 in addition
the resulting Hamiltonian is known as the Ising model. Other notable variants of
this Hamiltonian have been studied as well, the isotropic Heisenberg model, the XXZ
model, as well as models where either the couplings Jx, Jy, and Jz vary in time or
space[32]. Furthermore, the geometry of the chain need not be a single line, multiple
chains [42] or those inter-coupled in a ladder-like[43, 44] or other fashion[45] have been
studied recently. The magnetic field B may be varied as well again either in time[46]
or space[47, 48] and this latter situation will be addressed in the next chapter.
Other spin chain models not based upon the Heisenberg model include infinite
range interaction models used to discuss entanglement between the spins in nuclei[49,
50, 51], frustrated spin 1/2 systems[52], and spin 1 chains[53]. While spin chains
have received the bulk of the theoretical treatment of entanglement in the context of
condensed matter systems, other notable models include strongly correlated fermionic
systems[54], spin-boson models[55], and harmonic lattices[56].
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Chapter 3
The XY Model
As briefly mentioned in the previous chapter, the one-dimensional XY model is
a subclass of the general Heisenberg spin chain model. It has received considerable
theoretical attention as it is one of the simplest non-trivial integrable models that
can be used to study the universal behavior of low dimensional systems. It possesses
a rich two dimensional phase diagram characterized by two separate quantum phase
transformations, one belonging to the Ising universality class and the other of the
Heisenberg universality class.
The statistical mechanics of the model are well known. A solution for the XY
model in the absence of a magnetic field was first presented by Lieb, Schultz and
Mattis [57] and in the presence of a magnetic field by Niemeijer [58, 59]. An extensive
study of the model was put forth by Barouch, McCoy, et al. [60, 61, 62, 63] in which
demonstrated the calculation of the fundamental correlation functions. Much later the
model was revisited with the purpose examining entanglement present in the vicinity
of the phase transitions [64, 65, 66]. More recently the dynamics of the model, and
specifically of the entanglement, have become a subject of interest with ramifications
in the field of quantum information science [22, 67, 48].
In this chapter, a review of the solution and phase diagram of the XY model in
a constant field will be presented. These results will then be applied to a previously
unconsidered case, the XY model with a staggered field. The dynamics of the entan-
glement in this system will be discussed and compared with previously known cases.
3.1 Diagonalization Of The Spin 1/2 XY Model In
A Transverse Field
The spin 1/2 XY model in a transverse field is
H = −λ
[
N∑
i=1
(1 + γ)Sxi S
x
i+1 + (1− γ)Syi Syi+1
]
−
N∑
i=1
Szi . (3.1)
The anisotropy parameter, γ ∈ [0, 1] may be adjusted to set the model as isotropic XX
model (γ = 0), Ising (γ = 1) or anisotropic XY for a general value of γ. Furthermore,
λ = J/B is the ratio of the nearest neighbor exchange coupling to the local magnetic
field. Of special importance is the sign of λ. For λ > 0 the spins tend to align and
the chain is of the ferromagnetic (FM) type. On the contrary, for λ < 0 the spins
tend to be anti-aligned and the spin interaction is antiferromagnetic (AFM). Unless
otherwise specified, the geometry of the chain is that of a ring of an even number of
spins, implying the periodic boundary condition σαN+1 = σ
α
1 .
The standard technique to deal with such Hamiltonians of this type is to map the
Spin 1/2 operators onto spinless fermionic operators. In the many-site problem this
is accomplished via the Jordan-Wigner transformation[68]
σzi = 2c
†
ici − 1
σ+i =
∏
j<i
(σzj )ci
σ−i =
∏
j<i
(σzj )c
†
i . (3.2)
In the basis where |↑〉i and |↓〉i represents a spin of 1/2 and −1/2 in the zˆ direction
respectively, these states under the Jordan-Wigner transformation become |0〉 and |1〉.
Upon applying the Jordan-Wigner transformation the Hamiltonian is
H = −λ
2
N∑
i=1
(c†ici+1 + c
†
i+1ci + γ(c
†
ic
†
i+1 + ci+1ci)) +
N∑
i=1
c†ici −
N
2
. (3.3)
The N
2
is a constant term and can be discarded. The next step in the diagonal-
ization of the Hamiltonian is to take the Fourier transform to k space of H. It is
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here where the parity of N plays a part. If N is odd, then the Fourier transform
is performed in the context of the anti-periodic boundary condition σαN+1 = -σ
α
1 as
opposed to the periodic condition in the even N case. This results in ground state
energy gap between the even and odd systems of Ee − Eo ≈ O( 1N ), which vanishes
in the thermodynamic limit N → ∞. The results of this work are calculated in the
thermodynamic limit where N > 100, thus the assumption of even N, which facilitates
the calculation of the Fourier transforms, is justified.
With this in mind, the Fourier transform ck =
1√
N
∑
k cie
−ikri applied to the H
yields
H =
∑
k
( c†k c−k )
(
A iB
−iB −A
)(
ck
c†−k
)
, (3.4)
where A(k) = 1 − λ cos(k) and B(k) = γλ sin(k). Since the fermionic c operators
are particle non-conserving, it is necessary to use a Bogoliubov transformation to
diagonalize the Hamiltonian. To that end, a new fermionic operator bk is introduced
bk = ukck + iv−kc
†
−k. (3.5)
This is a canonical transformation provided that commutation relations are preserved.
Without any restrictions on the coefficients both {bk, bl} = 0 and
{
b†k, b
†
l
}
= 0 are
satisfied, however
{
bk, b
†
l
}
= δk,l requires that u−kuk − v−kvk = 1, which is satisfied
by imposing that uk = u−k, vk = −v−k and u2 + v2 = 1.
Under this transformation the Hamiltonian now reads
H =
∑
k
( b†k b−k )
(
uk iv−k
−ivk u−k
)(
A iB
−iB −A
)(
uk iv−k
−ivk u−k
)−1(
bk
b†−k
)
. (3.6)
The requirement that H be diagonal in the Bogoliubov basis fixes uk and vk so that
the Hamiltonian takes the form
H =
∑
k
ωk(b
†
kbk − 1/2), (3.7)
with ωk =
√
A2k +B
2
k. The transform coefficients uk and vk are determined to be
uk =
ωk − Ak√
2ωk(ωk − Ak)
vk =
Bk√
2ωk(ωk − Ak)
. (3.8)
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With the energy spectrum in hand the thermodynamics of the model as well as the
corresponding D + 1 classical model may be computed[4].
3.1.1 Time Dependence
The time dependence of the bk operator is given by ∂bk/∂t = i[H, bk] which gives
bk(t) = e
−iωktbk(0). The time dependence of the Jordan-Wigner operator ck(t) is given
by the inverse of 3.5, namely ck(t) = ukbk(t)− ivkb†−k(t). This gives the intermediate
result
ck(t) = e
−iωkt
[
u2kck(0) + v
2
kc
†
k(0) + i(ukv−kc
†
−k(0)− u−kvkc−k(0))
]
. (3.9)
In order to calculate the correlation functions which are the matrix elements of the
reduced density matrix 2.20, the position-space representation of this operator is re-
quired. After a Fourier transform cm(t) =
1
N
∑N
n=1 αn−m(t)cn(0)− iβn−m(t)c†n(0) with
time dependent coefficients
αn(t) =
∑
k
cos(kn)(eiωktu2k + e
−iωktv2k)
βn(t) = 2
∑
k
sin(kn)ukvk sin(ωkt), (3.10)
where the previously suppressed overall factor 1
N
, due to the discrete Fourier trans-
forms, has been included to reflect the way these operators are to be handled in a
computer program. This is the main result that allows the calculation of the density
matrix elements introduced in 2.20 for the XY model in a uniform field.
A simplification may be made in the case of the γ = 0 isotropic XX model in the
N →∞ thermodynamic limit. Using the result[69]
Jn(z) =
i−n
pi
∫ pi
0
cos(nθ)eiz cos θdθ, (3.11)
it is possible to write
cm(t) = e
it
N∑
n=1
in−mJn−m(λt)cn−m(0), (3.12)
which suggests that excitations propagate through the chain at speed ±λ for this
special case.
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Figure 3.1: Phase diagram for a the spin 1/2 XY chain in a uniform transverse mag-
netic field.
3.1.2 Phase Diagram
The zero-temperature phase diagram of the spin 1/2 XY chain in a uniform trans-
verse field is shown in figure 3.1. Two distinct quantum phase transitions are rep-
resented. The line 1/λ = 1 separates the ferromagnetic ordered ground-state phase
(FM) for 1/λ < 1 from the paramagnetic quantum disordered phase (PM). The other
transition occurs along the line γ = 0 for 0 < 1/λ < 1 an is the boundary between
ferromagnetic ordering in the xˆ direction for γ > 0 and ferromagnetic ordering in the
yˆ direction for γ < 0. Each of these lines possess a vanishing energy gap ∆. The
quantum phase transition along 1/λ = 1 is the Ising transition whereas the other
transition along γ = 0 is the anisotropy transition. Both of these quantum phase
transitions are of second order but not of the same universality class, for example
the critical exponent η which describes the behavior of the ground state correlation
function 〈σxrσx0 〉 ∼ r1−η is η = 5/4 for the Ising transition at γ = 1 but η = 3/2 for
the anisotropy transition at B = 0[70].
The contour γ2 + 1/λ2 = 1 corresponds to the case where the wave function of the
ground state is factorized into a product state of single spin states[71, 72]. Specifically,
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along this contour the ground state is generally doubly degenerate, and has the form
|ψ1〉 = cos θ
N∑
j=1
(|↓j〉+ tan θ |↑j〉)
|ψ2〉 = cos θ
N∑
j=1
(|↓j〉 − tan θ |↑j〉), (3.13)
where cos2(2θ) = (1− γ)/(1 + γ).
The notable case where γ = 0 and 1/λ = 1 takes has the form |ψ〉 = ∑Nj=1 |↓〉 ≡ |⇓〉.
As the field is increased further the ground state remains the same, since ∆ > 0 for
λ < 1.
3.2 Spin 1/2 XY Model In A Staggered Transverse
Field
The Hamiltonian of the XY model in a constant transverse field 3.1 may be mod-
ified to include other time independent spatial field configurations.
H = −λ
[
N∑
i=1
(1 + γ)Sxi S
x
i+1 + (1− γ)Syi Syi+1
]
−
N∑
i=1
bi · Si (3.14)
If bi = (−1)izˆ then the field is again transverse, but has alternating direction
with the field in the −xˆ direction for odd sites and the xˆ direction for even sites.
Other configurations are of course possible, but generally result in non-integrable
models. If bi has an xˆ or yˆ component the resulting Hamiltonian after a Jordan-
Wigner transform will contain quartic contributions in the Jordan-Wigner fermions.
On the other hand, if bi contains only components in the zˆ direction but is anything
but a staggered or uniform configuration, the Fourier transform of the Jordan-Wigner
transformed Hamiltonian cannot be written in a closed form. A subsequent calculation
on a computer would thus require, in general, N times as many operations to compute
a correlation function. In this work, discussion of spatially non-uniform fields will
then be limited to the staggered field. Both for reasons of technical necessity, but also
because a staggered magnetic field may arise naturally by a chain of spins in proximity
to an anti-ferromagnet.
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The XY model in a staggered field may be brought into a similar form of the
uniform field case (Eq. 3.1) under a pi-rotation about the xˆ axis on every other site.
Specifically by means of the rotation
X =
∏
i
ˆRx2i+1(pi), (3.15)
the spin operators are transformed
Sˆxi → Sˆxi
Sˆy,z2i → Sˆy,z2i
Sˆy,z2i+1 → −Sˆy,z2i+1. (3.16)
The Hamiltonian of the XY-model in a staggered transverse field transforms into one
resembling the uniform field XY model, amenable to the analysis of the previous
section. The resulting Hamiltonian H(R) is
H(R) = γλ
N∑
i=1
(1 +
1
γ
)Sxi S
x
i+1 + (1−
1
γ
)Syi S
y
i+1 −
N∑
i=1
Szi . (3.17)
An alternative way of looking at this transformation is that a XY chain with anti-
ferromagnetic xˆ and yˆ couplings at arbitrary γ 6= 0 with a staggered field may be trans-
formed into the FM uniform field model by a simple rescaling: XˆHˆ(λ, γ, (−1)i)Xˆ−1 =
Hˆ(−γλ, 1/γ, 1). The same diagonalization procedure as used in the constant field case
may now be applied, resulting in a dispersion for the rotated Bogoliubov operators
b
(R)
i , ω
(R)
k =
√
A2(R) +B2(R), except now
A
(R)
k = 1− γλ cos(k)
B
(R)
k = λ sin(k). (3.18)
The Bogoliubov coefficients have the same form, as does the time dependence of the
model, just with appropriate substitutions for the rotated A
(R)
k and B
(R)
k so that,
u
(R)
k =
ω
(R)
k − A(R)k√
2ω
(R)
k (ω
(R)
k − A(R)k )
v
(R)
k =
B
(R)
k√
2ω
(R)
k (ω
(R)
k − A(R)k )
. (3.19)
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The time dependence of the c
(R)
m operator is, c
(R)
m (t) = 1N
∑N
n=1 α
(R)
n−m(t)c
(R)
n (0) −
iβ
(R)
n−m(t)c
†(R)
n (0) with time dependent coefficients
α(R)n (t) =
∑
k
cos(kn)(eiω
(R)
k tu
2(R)
k + e
−iω(R)k tv2(R)k )
β(R)n (t) = 2
∑
k
sin(kn)u
(R)
k v
(R)
k sin(ω
(R)
k t), (3.20)
The apparent similarity between the equations for the staggered field and uniform field
cases is deceptive, as can be immediately noticed by considering the thermodynamic
limit when γ = and λ 1. In this regime the sum over k in the equation for α may
be evaluated exactly and the evolution coefficients become
αn(t) ≈
{
i−n/2Jn/2(λ
2
4
t) , n even
0 , n odd
βn(t) ≈ λ
N
∑
k
sin(kn) sin(k) sin(ωkt) (3.21)
where Jn(x) is the Bessel function of the first kind. This allows us to write the Jordan-
Wigner operator for the isotropic, strong staggered field configuration as
cm(t) ≈
∑
n
i−(n−m)J(n−m)/2(λ2t/4)cn, n-m even. (3.22)
The coefficients in of the ck in Eq. 3.12 and 3.22 indicate that, in the appropriate
limiting cases, excitations above the ground state, or the Ne´el state in the case of Eq.
3.22, propagate through the chain with a Bessel-like profile at apparent speed λ and
λ2 respectively. Since λ has no first order contribution in dependence in Eq. 3.22 for
the staggered field configuration, the sign of the interaction does not play a significant
role. The sum in Eq. 3.22 receives its dominant contribution from the sites on the
same sublattice thereby indicating that the spin wave is confined to one sublattice.
In contrast, the uniform field case Eq. 3.12 does not distinguish between even and
odd sites. Finally, the shape of the wave shows some broadening, which stems from a
redistribution of the spectral weight among the different states that the wave packet
is composed of, thereby manifesting a decoherence characteristic of any state different
from a purely stationary one.
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Figure 3.2: Phase diagram for the spin
1/2 XY chain in a staggered transverse
magnetic field. AFM indicates the ground
state of a quantum anti-ferromagnet, N
indicates the Ne´el phase, and D.O. is a
disordered phase.
3.2.1 Phase Diagram
Given the mapping between the uniform field and staggered field spin 1/2 XY
models established in the previous section, namely the rotation which takes −γλ→ λ′
and γ → 1/γ′, the phase diagram for the staggered field model can be constructed.
The ground states also must be rotated so that a region with 〈Sz〉 = 1 becomes
the Ne´el state defined as |ψN〉 = |↓↑↓ . . .〉 ≡ |m〉. The areas that previously were
ferromagnetic ground states 〈Sx〉 6= 0 and 〈Sy〉 6= 0 are now some antiferromagnetic
ground state. The diagram is shown in figure 3.2.
In the region γ ∈ (−1, 1) the state of the system is either in an AFM ground state
for |γ| > |h|, or a disordered state otherwise. For increasing values of h the ground
state approaches the Ne´el state. Along the lines γ = 1 and γ = −1 the Ising model
is restored. Outside of this region a QPT exists at |h| > |γ| that is isomorphic to
the transition between the ferromagnetic and paramagnetic transition for the uniform
field case. There is no transition in the staggered field case that corresponds to the
anisotropy QPT of the uniform field model as γ′ goes from 0+ to 0− as these points
are at +∞ and −∞ respectively in the staggered field phase diagram.
These models are generally limited to γ ∈ [−1, 1] in order to preserve the sign of
the xˆ and yˆ interactions and in this region it is clear that the uniform field model
has a much more robust phase diagram. Indeed the staggered field model, with its
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antiferromagnetic interaction terms does not exhibit a transition between two ground
states where an obvious order parameter, such as 〈Sz〉 undergoes a dramatic change.
However, qualitatively, a distinction can be made between the ground state for |h| >
|γ|, with its Ne´el-like ordering, as opposed to the |h| < |γ| region which resembles the
ground state of the zero-field quantum anti-ferromagnet.
3.3 Density Matrix And Correlation Functions
With the time dependence of the Jordan-Wigner fermion operators ci(t) known it
is possible to compute the evolution of the reduced density matrix ρm,n(t), described
previously (Eq. 2.20). The composite operators Cm,n and C
†
m,n may now be evaluated
given the basis {|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉}, which results in the density matrix
ρ(2)m,n(t) =

〈P+mP+n 〉 〈P+mσ−n 〉 〈σ−mP+n 〉 〈σ−mσ−n 〉
〈P+mσ+n 〉 〈P+mP−n 〉 〈σ−mσ+n 〉 〈σ−mP−n 〉
〈σ+mP+n 〉 〈σ+mσ−n 〉 〈P−mP+n 〉 〈P−mσ−n 〉
〈σ+mσ+n 〉 〈σ+mP−n 〉 〈P−mσ+n 〉 〈P−mP−n 〉
 . (3.23)
In this equation, P±m =
1
2
(1 ± σzm) are the projection operators, and σzm, σ+m =
1√
2
(σx + iσy), and σ−m =
1√
2
(σx − iσy) are written in terms of the Jordan-Wigner
fermionic c(t) operators using Eq. 3.2.
To calculate the evolution of the density matrix it is necessary to specify the
state over which the correlation functions that comprise the individual elements of the
density matrix are averaged. The simplest non-trivial state to work with is the initial
state where all of the spins in the chain are aligned with the transverse magnetic field,
except for a few selected sites. For an initial state of a singlet shared between sites i
and j and all the other sites aligned with a uniform field this is
|ψi,j〉 = 1√
2
(c†i (0)− c†j(0)) |⇓〉 . (3.24)
The time dependent matrix elements are averaged over this state may be written as
〈
ψi,j
∣∣U †F (σ±m, σ±n )U(t)∣∣ψi,j〉 =
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=
1
2
〈
⇓
∣∣∣(ci(0)− cj(0))F (σ(t)±m, σ(t)±n )(c†i (0)− c†j(0)∣∣∣ ⇓〉 , (3.25)
where the functional form of F is determined by its position in the density matrix
described above. Since the time dependence of the ci(t), and by extension the σ
±
i (t)
are known this is a calculable quantity.
These multi-point correlation functions may be decomposed Wick’s Theorem, how-
ever for large |m− n| this method becomes computationally intractable since they
reduce to a sum of
∏|m−n|
i (2i − 1) 2-point correlation functions. Alternatively, it is
possible to write these correlation functions as a sum of Pfaffians [21], which may be
computed as a sum of of 2 |m− n| × 2 |m− n| dimensional Toplitz determinants.
The situation is similar for the staggered magnetic field, except one must account
for the rotation as well. The initial state with a singlet on sites i and j has the form
|ξi,j〉 = 1√
2
(c†i + ci − (c†j + cj)) |m〉 . (3.26)
Also, since |ξi,j〉 = X−1 |ψi,j〉 for the rotation X about xˆ described in Eq. 3.15, the
matrix elements of ρm,n(t) becomes 〈
ψi,j
∣∣XF (σ±m(t), σ±n (t))X∣∣ψi,j〉
=
1
2
〈
⇓
∣∣∣(ci(0)− cj(0))F (σ(t)±(R)m , σ(t)±(R)n )(c†i (0)− c†j(0)∣∣∣ ⇓〉 . (3.27)
With the time evolution of the reduced density matrix in hand, it is finally possible
to compute the various measures of entanglement discussed in the preceding chapter.
For general γ and λ a computer program is required to do this, since the correlation
functions are too complicated to compute manually. The computer algorithm used to
produce the results that appear in this work calculates the correlation functions by
using the Wick technique to break up the generally multi-point functions in to two-
point correlation functions, which are then evaluated individually and summed. This
works well as long as the distance between observation sites is small, |m− n| . 10.
However, if the time evolution of the ci(t) is a function of the
∑
j cj(0) only (and
not
∑
j c
†
j(0)), which corresponds to situations where the β terms are zero and the α
terms are weighted sums of Bessel functions, (Eq. 3.12 and 3.22) then it is possible to
24
drastically reduce amount of computation required to calculate entanglement measures
from the density matrix. Specifically if |Ψ(t)i,j〉 =
∑
l w(t)lc
†
l (0) |⇓〉, where |⇓〉 is
the true ground state of the system, then the concurrence takes the form C(t)m,n =
2 |w(t)mw(t)n| [22]. This number of operations required to compute this result is
independent of |m− n|, so for γ = 0 the entanglement between well-separated spin
sites may be computed for all λ for a uniform field, and approximately in the case
λ 1 for the staggered field configuration.
3.4 Entanglement Dynamics Of The XY Model
With the machinery of the previous sections in place it is now possible to calculate
the evolution of the XY model density matrix, and therefore how various entanglement
measures evolve in time. The dynamical properties of the entanglement in a uniform
field XY system have already been extensively studied [21, 22, 32]. The staggered field
configuration has received less attention [48] and this model will be the primary focus
for the remainder of this chapter.
3.4.1 Evolution Of An EPR Pair
As previously mentioned, and EPR pair may be represented as a pair of entangled
spin states, prepared in some initial state (usually one of the Bell states) that then
propagate away from each other. As these spins propagate away from each other
they may interact with their environment and thereby become less entangled. This
process is generally called decoherence and is a major limiting factor in the successful
implementation of quantum information protocols.
This situation may be simulated in the XY model by establishing a maximally
entangled state on sites i = −x0 and j = +x0 and then examining the concurrence
C(t)−x,x. For γ = 0 this is computed exactly in the case of the uniform field model,
but an approximate solution is only possible for the staggered field configuration for
λ  1, or the region of the phase diagram where the ground state is effectively the
Ne´el state.
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Figure 3.3: Evolution of EPR pair concurrence C−x,x for spin singlet state initially on
sites (-1,1), uniform field, λ = 0.1, γ = 0
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Figure 3.4: Maximal concurrence
of EPR pair Max(C−x,x) for spin
singlet state initially on sites
(-1,1), staggered field, γ = 0.
Fitted line proportional to x1−η,
with η = 1.5
The evolution of the EPR pair, in this case a singlet pair, is shown in Fig. 3.3
for the uniform field configuration. The spin singlet is initially shared between sites
(−1, 1), and has an concurrence C(0)−1,1 = 1 indicating the presence of a maximally
entangled state. As the system evolves, the excitation propagates with speed ∼ λ
in the +x and −x direction. The concurrence C(t)−x,x shows that the excitations
traveling in each direction are entangled with each other, although not maximally,
as they propagate. Furthermore, the entanglement between the pair decreases as the
pair travels through the chain (losing entanglement as the spins interact with their
’environment’, which is taken to be the other spins in the chain).
The amount of maximal entanglement lost as the spatial separation of the EPR
pairs increases apparently follows a power law (Fig. 3.4). This plot is made by plotting
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Figure 3.5: Evolution of EPR pair concurrence C−x,x for spin singlet state initially on
sites (-1,1), staggered field, λ = 0.1, γ = 0
the maximum concurrence C−x,x as the EPR excitation passes through spin site x, and
then plotting that versus the site. In effect, it is the spatial decoherence profile for the
EPR pair and is proportional to the function x1−η with η = 3/2 for all values of λ when
γ = 0. This is reminiscent of the power law dependence of the
〈
Sxi S
x
j
〉 ∼ |i− j|−1/2
correlation function for the XY anisotropy QPT, but in fact formally appears as the
x−1/2 decay of the maxima of the Bessel function. The exponent in the power law
dependence of the maximal concurrence on site x serves as a convenient measure of
the ability to transmit entangled states, with the asymptotic maxima of η = 3/2.
A similar situation, except with a staggered transverse field is shown in Fig. 3.5.
Again the entangled EPR excitations are apparent but with several notable exceptions
that are representative of the staggered field XY model in general, for γ = 0. As
predicted in equation Eq. 3.22, the speed of the spin wave excitations is ∼ λ2/4. Also,
the entanglement is confined to the sublattice shared by the two initial entangled
spins, in this case the odd spins. This is again a consequence of Eq. 3.22 as αj = 0 if
mod2(i− j) 6= 0.
Unfortunately in the staggered field case, this method is only approximately valid
for λ 1 so it is computationally difficult to make a comparative study of the chain to
transfer EPR pairs as λ is varied, not to mention when γ is varied is well, in which case
27
this Bessel function approximation fails for both staggered and constant field models.
Furthermore, even for λ ∼ 0.1 and γ = 0, the Ne´el state is not the actual ground
state of the system, as has been assumed in the computation of the concurrence. The
presence of ’vacuum excitations’ has therefore been ignored, which when accounted for
properly, substantially alter the character of the transmitted entanglement. However
the general properties, namely the speed and lattice characteristics of the entanglement
propagation, evidence themselves for a wide range of λ and γ.
Without other approximations, the concurrence must be calculated on sites that
are spatially close. This is exactly the situation that is appropriate to examine if it is
desired to transfer a quantum state initially localized in one small part of the chain,
for example neighboring spins, to two other neighboring spins at some other place in
the chain.
3.4.2 State Transfer - Flying Qubits
With no limits on λ and γ ∈ [0, 1], the matrix elements of ρ(t)x,x+n must be
calculated using the full machinery described in this chapter, which is computationally
tractable only for small n. It is an appropriate technique to examine the dynamical
entanglement properties of state transfer, where the movement of a localized entangled
state from one part of the chain to another is of primary interest. These localized
entangled states that travel through the system are sometimes called flying qubits.
The concurrence Ci,i+n is plotted in Fig. 3.6 for the λ = 0.5, γ = 0 uniform field
configuration. The initial state has a single entangled pair on sites (0, 1) in the spin
singlet state. Again, the speed of the propagation of the wave is ∼ λ, and the maximal
concurrence between sites (x, x + 1) as the flying qubit travels through the chain is
found to be Max(Cx,x+i) =
1
2
x1−η with η = 3/2.
If a similar plot Cx,x+2 is made for the staggered field configuration, with the
modification that the initially entangled sites are (0,2) so that they are on same
sublattice, it is clear that the quality of the state transfer is degraded (Fig. 3.7). As
expected, the entanglement is again confined to the sublattice of the initial entangled
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Figure 3.6: Evolution concurrence Ci,i+1 for entangled state initially on sites (0,1),
uniform field, λ = 0.5, γ = 0
Figure 3.7: Evolution concurrence Ci,i+2 for entangled state initially on sites (0,2),
staggered field, λ = 0.5, γ = 0
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Figure 3.8: Evolution concurrence Ci,i+2 for entangled state initially on sites (0,2),
staggered field, λ = 0.05, γ = 0
spins, and the speed of the transfer is ∼ λ2. If λ is decreased by an order of magnitude
(Fig. 3.7) it is seen that the quality is restored at the expense of the speed at which
the entanglement is transferred.
Evidently, as the ground state of the staggered field model approaches a true Ne´el
state, that is as h → ∞ or λ → 0, the quality of the transmitted state increases. In
fact, as shown in Fig. 3.9, which displays a comparison of the concurrence for the
staggered field λ = 0.5 and λ = 0.05 models to the constant field configuration, as
λ → 0 the concurrence and fidelity of the transferred state approaches the maximal
case of the constant field configuration.
Figures 3.9(a) and 3.9(b) demonstrate this behavior more clearly for Ci,i+2 and
Fi,i+2 for the isotropic staggered and uniform field models with λ = 0.05 and 0.5,
respectively. In the plots, the initially entangled pair is on the sites (0,2) while the
fidelity and concurrence are computed on the sites (2,4) and (6,8). In the strong-field
limit, the quality of entanglement transport in the staggered field model approaches
that of the uniform field one (the dashed lines). The higher-frequency oscillations in
the plots should be attributed to the fact that for any finite λ the unentangled initial
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Figure 3.9: Concurrence Ci,i+2 and fidelity Fi,i+2, i sites removed from the initially
entangled site at (0,2), for the staggered field model with γ = 0. The dashed lines
represent the results obtained for a uniform field.
(classical Ne´el) state differs from the true ground one, and, therefore, in the course of
its time evolution it exhibits vacuum fluctuations of entanglement even in the absence
of any additional entangled pairs.
Related to the underlying staggered sublattice structure, the spatial period of
these oscillations is twice the lattice spacing, while their amplitude is governed by
the square of the function βj(t) (Eq. 3.21), and thus is proportional to λ
2. With
increasing λ these vacuum fluctuations become more prominent and, concomitantly,
the amount of transmitted entanglement decreases. While the singlet fidelity remains
approximately constant, this reduction of the entanglement transfer is due to the
emergence of additional states of the form a a |↑↓〉 + b |↓↑〉, whose contribution is
again governed by the coefficients βj(t) λ.
An analysis of the decoherence profile as a function of λ (Fig. 3.10) shows that for
λ & 0.6, these intrinsic decohering effects become so strong that an initially entangled
state decays almost immediately. Additionally, at some λ ∼ 0.25 the concurrence
begins to diverge from a power-law behavior. The usefulness of the staggered field
configuration as a entanglement transport medium in this regime is diminished. In-
stead, it is clear that only in the presence of a strong field can the isotropic staggered
field model be a high-fidelity carrier of an entangled state, where it approaches the
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Figure 3.10: Maximal concurrence
Cx,x+2 for varying λ. The thick gray
line represents x1−η for η = 3/2.
capabilities of the constant field case.
3.4.3 Multiple Singlet Pairs
Next, an additional pair of entangled spins is placed some sites removed from the
first pair. Formally, the initial is now represented by the equation
ξi,j,k,l =
1
2
(c†i + ci − (c†j + cj))(c†k + ck − (c†l + cl)) |m〉 . (3.28)
The evolution of the system is shown in Fig. 3.11 for two cases where the entangled
pairs are placed on the same and different sublattices. Specifically, in the left pic-
ture, (i, j), (k, l) = (24, 26), (47, 49) and the same in the right picture (i, j), (k, l) =
(24, 26), (46, 48). The brighter areas indicate greater values of the nearest sublattice-
neighbor concurrence.
The outward-moving entanglement waves propagate away from the initially entan-
gled sites with the same speed λ2 as in the one-singlet case. The lack of any detectable
concurrence among nearest lattice-neighbor sites in the sublattice not containing the
initially entangled sites is a direct consequence of Eq. 3.21, in the strong-field limit.
The other two inward-moving wave fronts collide and then either pass through or anni-
hilate each other, depending on which sublattice they occupy. If the initially entangled
sites are on different sublattices, then according to Eq. 3.21 all of the fermion opera-
tors cj(t) that contribute to the time evolution of the system will have odd indices for
one wave and even indices for the other. Therefore, in this case the time evolution of
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Figure 3.11: Time evolution of Ci,i+2 for λ = 0.05 and γ = 0. The two initially
entangled pairs or sites in the left figure are on different sublattices. In the right
figure the two pairs are on the same sublattice.
the two colliding waves proceeds independently. If on the other hand, the two waves
are on the same sublattice, Eq. 3.21 may again be used to show that, when the waves
intersect, all the entanglement they were transmitting is exactly negated by the other
wave. This negative interference is a generic property of the uniform field models,
where it can present a serious problem for a simultaneous unimpeded propagation of
multiple flying qubits.
As λ is increased the term in Eq. 3.21 proportional to the function βj(t) serves
not only to dampen the transmission as already mentioned, but also to diminish the
degree to which the waves confined to different sublattices maintain their integrity.
Formally, this occurs due to the function βj(t) taking a nonzero value for all values of
j, which allows for the two waves to mix, resulting in their loss of coherence.
The observed nearly exact cancellation of the transmitted concurrence is not a
general result, since it occurs only when the two colliding waves are created at precisely
the same time on the same sublattice. However, the ability of entanglement waves
to pass through each other if they propagate on different sublattices is independent
of the strength of the entanglement carried in each wave and also of the actual state
that is transported.
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3.4.4 Effect Of Anisotropy
The entanglement transmission of the staggered field XY model favors a γ  1
in the isotropic case. By breaking either the XY or Ising symmetry, the ground state
of the system moves even further away from the Ne´el state, which has the effect of
introducing even more vacuum excitations in the initial state. The net effect is that
the quality of the entanglement transmission through the chain is degraded. Even so,
it is interesting to study how this happens, and this effect is the subject of this section.
For both γ  1, the fermion dispersion becomes ωk = 1− γλ cos(k) + λ22 sin2(k) +
O(λ3). The presence of mixed cosine and sine terms in the dispersion does not allow
for a closed form for the function αj(t) in Eq. 3.21 unless γ is also asymptotic. If
λ  γ the momentum sum over k in Eq. 3.21 may be integrated as before, and
Eq. 3.22 still holds. In the opposite limit λ  γ, βj(t) is again negligible but the
integration over k gives the new result
αj(t) ≈ ijJj(γλt). (3.29)
Here, the initial excitation is no longer confined to its own sublattice but propagates
over the full lattice, the corresponding wavefront traveling with the speed ∼ γλ.
The intermediate regime λ ∼ γ  1 is presented in Fig. 3.12 where the nearest-
sublattice-neighbor concurrence is plotted for only one side of the propagating wave
in the case of λ = 0.05 and varying γ. Figure 3.12(a) is the isotropic case, with the
entanglement confined to a single sublattice. For increasing anisotropy in Fig. 3.12(b)
(γ = 0.005), 3.12(c) (γ = 0.01) and 3.12(d) (γ = 0.02) these two modes become
apparent. The leading edge of the combined wavefront shows the emergence of an
Ising-like wavefront, followed by the trailing isotropic component. Concomitant with
the anisotropy, there is an increasing transfer of spectral weight from the latter to the
former mode, which starts to dominate the transport of entanglement already at γ λ
and continues all the way to the Ising limit.
The decoherence profile is shown in Fig. 3.13 for both systems near the isotropic
limit and the Ising limit. The Ising limit is not affected by a small degree of anisotropy,
because until γ ∼ λ the dynamics of the system are governed by Eq. 3.29. Thus, for
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(a) γ = 0 (b) γ = 0.005
(c) γ = 0.01 (d) γ = 0.02
Figure 3.12: Time evolution of the concurrence Ci,i+2 for the anisotropic XY system
in a staggered field, λ = 0.05.
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Figure 3.13: Maximal concurrence Max(Ci,i+2) for the anisotropic XY system near
the isotropic and Ising limits for λ = 0.05. The gray line represents Cx,x+2 = x
1−η for
η = 3/2.
λ = 0.05 it is only at γ ∼ 0.2 until there is a departure from the entanglement
transmission characteristics of the Ising case. On the other hand, the isotropic model
is much more sensitive to anisotropic effects in the small γ limit, as seen in Fig. 3.13(a).
Once the U(1) symmetry is broken the entanglement transfer characteristics of the
chain diminish dramatically as the curves for γ = 0.005 and γ = 0.01 demonstrate.
Of incidental interest in these graphs is that as x− > ∞ the entanglement achieves
an small asymptotic value. This effect is due to vacuum fluctuations that give rise to
entangled states even in the absence of an initially unentangled chain.
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Chapter 4
Josephson Junctions
The remainder of this work is primarily concerned with the subject of Josephson
junctions. A Josephson Junction is formed when two superconducting materials are
placed in close proximity to one another. The the electrons in the bulk material
have a wavefunction that extends beyond the boundary of the material, which in
general is function of the normal distance r from the material, proportional to e−αr
for some material-dependent α > 0. If the wavefunctions of the electrons in the two
superconductors have a significant overlap then there is a finite chance for electrons
to tunnel between the superconductors.
4.1 Introduction To Josephson Junctions
The simplest model for a Josephson junction consists of two identical supercon-
ducting leads separated by narrow gap filled with an insulating material. In this
simplest case, the leads themselves are large, so that coulomb blockade effects may be
ignored. That is, it requires negligible energy for a lead to accept another electron.
For now it is assumed that the properties of the superconductors, namely the order
parameter, are isotropic (s-wave). Josephson [73] first studied this system and pre-
dicted the time dependence of the supercurrent across the junction as a function of
the potential difference of the two superconducting leads.
The wave function for an electron on one of the leads may be written as
ψL,R =
√
ρL,Re
iθ, (4.1)
where ρ is the electron density. If a potential V is imposed across the leads which are
coupled with a strength K, the Schrodinger equation reads
i
∂ψL
∂t
= eV ψL +KψR
i
∂ψR
∂t
= −eV ψR +KψL. (4.2)
The solution of this system is found by equating real and imaginary parts. Writing
θRL = θR − θL,
∂ρL
∂t
= 2K
√
ρLρR sin(θRL)
∂ρR
∂t
= 2K
√
ρRρL sin(θLR)
θL
∂t
= K
√
ρR
ρL
cos(θRL)− eV
θR
∂t
= K
√
ρL
ρR
cos(θRL) + eV. (4.3)
The first two equations describe how the electron densities would begin to change in
the absence of any outside force to restore them. However ρL and ρR do not change
since the left and right leads are both connected to the battery holding them at a fixed
voltage. What the first two equations describe then is the current density through the
junction, or
J = 2Kρ sin(θRL(t)). (4.4)
This current density is more commonly expressed as a current I = I0 sin(θRL) where
I0, the critical current, is a function of the area and spacing of the tunnel junction as
well as the characteristics of the superconductor. The second two equations give
θRL(t) = θRL(0) + 2e
∫
V (t)dt. (4.5)
So if V(t)=0, there is a constant supercurrent across the junction, a phenomena
known as the DC Josephson Effect. On the other hand, a non-zero constant voltage
causes a oscillatory current across the junction and is AC Josephson Effect, however
clearly the DC effect is just the ω → 0 case of the AC effect.
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Figure 4.1: Circuit representation
of a resistively shunted Josephson
junction
4.1.1 Josephson Qubits
A quantum spin with moment µ in a magnetic field Bzˆ has two possible eigenstates:
either aligned with the field, in which case the energy of the state is −µB or anti-
aligned, with energy +µB. It is a true two level quantum system as there are no
other eigenstates but the particle itself can be in a superposition of these two states.
Josephson junctions may also be configured to behave as a two levels system, and this
can be done in a variety of ways.
If the electrical capacitance of the leads is small then Coulomb Blockade effects
become important, and it is possible to control the number of Cooper-pair charges
on each grain. If immersed in an electric field, then one can build a two level system
with the ground state energy E0 = eE(NR −NL) and first excited state energy E1 =
E0 + 2eE. This configuration where the states of the two level system are determined
by the charge difference across the junction is called a charge qubit [13].
Another type of qubit requiring Josephson junctions to operate is called the flux
qubit, and is essentially a SQUID or Superconducting Quantum Interference Device.
The current in a loop travels in one direction for half-integer multiples of magnetic
field flux quanta inside the loop, and the other direction for integral multiples of flux
[14].
The third type of commonly mentioned Josephson qubit is the phase qubit. While
a physical realization of a phase qubit requires several junctions [15], its behavior can
be studied by considering a capacitative and resistive shunted Josephson junction, Fig.
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4.1. The resistor represents a dissipative electron transfer from one lead to the other
though the intervening medium and the shunting capacitor is simply the capacitance
of the Josephson junction. When in operation a bias current Ibias is maintained across
the junction. Conservation of current yields the dynamical equation for the phase
Ibias = I0 sin(θRL) +
1
2eR
∂θRL
∂t
+
C
2e
∂2θRL
∂2t
. (4.6)
This equation of motion describes particle of mass ∼ C moving in θRL space with
a frictional coefficient ∼ 1/R, subject to a potential V = −Ibias(θRL + I0Ibias cos(θRL)).
If Ibias  I0 then the potential the particle experiences is a washboard potential with
periodic metastable states every 2pi in θRL. To produce a qubit capable of readout,
the bias current is so that only 3 bound states exist (see Fig. 4.2). A particle in states
|0〉 or |1〉 are meta-stable and have a small tunneling transmission amplitude. State
|2〉 on the other hand, is tuned so that it decays almost immediately.
In a phase qubit, states |0〉 or |1〉 form the required two level system. In order to
read the value of the qubit, the current is perturbed by ω2,1, which results in a particle
in state |0〉 transitioning to the metastable state |1〉, but |1〉 → |2〉, which tunnels a
short time later, resulting in a perceptible current.
Each of these three schemes for manufacturing a qubit out of Josephson junctions,
but for the present work, the phase qubit is the most interesting. One can imagine
a chain of these Josephson junctions with a bias current going through each of them
sequentially. This configuration bears a similarity to a quantum spin 1/2 chain, in
that both are chains of sequential two level systems. A minor difference is that the
state of a qubit in the Josephson chain is dependent on the phase difference θi,i+1 of
the two islands at sites i and i + 1 and thus is established on-link versus on-site for
the chain.
In a dissipative periodic system such as this, the effect of dissipation is to reduce
the probability that the particle tunnels to the next meta-stable state [74]. This
competes with the critical current I0, which governs the depth of the meta-stable well,
so that for a large I0 the probability of the system to tunnel to an adjacent metastable
phase is further reduced. This state where the phase is locked in is reminiscent of the
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Figure 4.2: The ’Washboard’ potential of a current-biased resistively shunted Joseph-
son junction
the small λ state of the quantum spin chain, where the spins tend to align with the
applied field - and also where the highest fidelity entanglement transfer is possible.
The ground state phase diagram for a network of (conventional) superconductors has
been found[23], and this state where the phase is locked corresponds, in general, to
the collective superconducting state of the entire network. For a large dissipation
and small Josephson coupling, the system is in a resistive (metallic) state, and is both
parameters are small the system is insulating. The on-link phase and charge difference
are dual to each other, so for a mobile phase, the charges in the network are locked,
and for a locked phase the charges are highly mobile.
This discussion may be extended to superconductors that do not display isotropic
(s-wave) characteristics. The next section addresses this, with the goal being to de-
termine the ground state phase diagram and electrical conductivity of a network of
superconductor islands that possess d-wave symmetry[75].
4.2 Josephson Junction Arrays
The analysis of a Josephson junction array begins by writing the effective action
S = SC + ST where
SC =
∫ 1/T
0
dτ
1
2
[
∑
i
Cii(
∂φi(τ)
∂τ
)2 +
∑
〈i,j〉
Cij(
∂φij(τ)
∂τ
)2]
41
ST = −
∑
〈i,j〉
∫ 1/T
0
dτ
∫ 1/T
0
dτ ′α(τ − τ ′) cos(φij(τ)− φij(τ ′))
−
∑
〈i,j〉
∫ 1/T
0
dτ
∫ 1/T
0
dτ ′β(τ − τ ′) cos(φij(τ) + φij(τ ′)). (4.7)
This is an extension of the effective action for a single junction [76], whose derivation
from the microscopic BCS Hamiltonian is presented in Appendix A. In this equation
SC is the part of the action due to both the self and inter-grain capacitances, Cij
denotes the inter-grain capacitance or, in the case where i = j the self-capacitance.
Also, φi is the phase of the superconducting order parameter ∆i and the difference in
phases on two sites i and j is φij = φi − φj.
The part of the action that describes tunneling is ST and accounts for two different
types of processes. The α-term describes dissipation due to the Andreev quasiparticle
tunneling whose effects have been extensively discussed in the previous works [23],
while the β-term represents the processes of (in general, non-synchronous) pair tun-
neling. To leading order in the tunneling matrix element T (k, k′) the tunneling kernels
α(τ) and β(τ) are(
α(τ)
β(τ)
)
= −2
∫
dDk
(2pi)D
dDk′
(2pi)D
|T(k, k′)|2
(
GL(k, τ)GR(k
′,−τ)
FL(k, τ)FR(k
′,−τ)
)
, (4.8)
where G(k, iωn) =
iωn+ξk
ω2n+ξ
2
k+∆
2
k
and F (k, iωn) =
∆k
ω2n+ξ
2
k+∆
2
k
are the normal and anomalous
electron Green functions respectively.
In the conventional (s-wave) superconductors the tunneling amplitude is indepen-
dent of momentum and α(τ) ∝ 1/τ 2. The pair tunneling kernel β(τ) ∝ e−Λ|τ |, which
strongly suppresses contributions where τ 6= τ ′ thereby reducing the last term in
Eq. 4.7 to a single time integral EJ
∫ 1/T
0
dτ cos 2φij(τ) which is identified as the local
Josephson energy EJ =
∫ 1/T
0
dτβ(τ).
In the case of a gapless superconductor one obtains strongly retarded kernels
α(τ)/α = β(τ)/β = 1/τ 2D−η, (4.9)
where the prefactor in the β kernel vanishes for any factorizable matrix element,
T (k, k′) = f(k)f(k′), if the symmetry of the function f(k) under the lattice group is
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different from that of the gap ∆k. Nonetheless, one can obtain a non-trivial result for
β(τ) in the presence of a non-factorizable term T (k, k′) = g(k − k′), the exponent η
being its scaling dimension g (λq) = g (q) /λη.
A momentum conserving matrix element T (k, k′) = δ(~k − ~k′) results in a solution
for β for D = 2 with both tunneling kernels ∝ 1/τ 2 [28, 30]. A short-time divergence of
Eqs.(3) can be naturally regularized by substituting τ → √τ 2 + Λ−2 where the cutoff
scale Λ is set by the maximal superconducting gap in the bulk. It is worth mentioning
that conceivably, one can encounter even longer-ranged correlations (2D − η < 2)
in the presence of, e.g., resonant tunneling through zero energy states supported by
certain tunneling configurations, such as that of the d0/dpi/4 in-plane grain boundary
[77, 78, 79].
4.2.1 Green Functions
Turning now to the effective action Eq. 4.7, the strongly retarded nature of the
tunneling terms renders a customary dual representation based on the Villain trans-
formation of the local Josephson term inapplicable, thereby making this model un-
suitable for the standard mapping onto an effective vortex plasma [23]. Therefore,
a well-known description of the different phases in terms of bound vortex-antivortex
complexes (dipoles, quadrupoles, etc.) can not be readily generalized to the problem
at hand, either, thus forcing one to take a different approach. To that end, a new
bosonic field ψi(τ) is introduced, alongside an associated Lagrange multiplier field λi
enforcing the local constraint ψi(τ) = e
iφi(τ).
This approach should be contrasted with the previously developed treatments of
the conventional (local) Josephson term (see, e.g., Ref.[80, 81, 82]) where a constrained
bosonic variable would be used to represent the pair field e2iφi(τ). Indeed, an attempt
to implement this technique in the present (non-local) case would require one to work
with a technically intractable bi-local composite operator ψi(τ)ψi(τ
′).
By integrating out the phase variable φi, keeping the leading terms of the corre-
sponding cluster expansion (cf. with Ref.[80, 81, 82]), and then integrating out the
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Lagrange multiplier field, one arrives at the partition function (see Appendix B)
Z =
∫
Dψ†i (τ)Dψi(τ)Dλi(τ) exp(−Seff )
Seff =
∑
〈i,j〉
∫ 1/T
0
dτ1
∫ 1/T
0
dτ2ψ
†
i (τ1)[W
−1
ij (τ1 − τ2)
+ δijλi(τ1)δ(τ1 − τ2)]ψj(τ2)
+ α(τ1 − τ2)ψ†i (τ1)ψ†j(τ2)ψi(τ2)ψj(τ1)
+ β(τ1 − τ2)ψ†i (τ1)ψ†i (τ2)ψj(τ2)ψj(τ1) + h.c.)]), (4.10)
where λi(τ) is an additional Lagrange multiplier enforcing the auxiliary constraint
ψ†i (τ)ψi(τ) = 1 which is not automatically satisfied unless the integration over φi(τ)
is performed exactly.
The correlation function appearing in Eq. 4.10,
Wij(τ) =
〈
eiφi(τ)e−iφj(0)
〉
=
exp[−
∫
dωdDk
(2pi)D+1
1− cos(ωτ − ~k (~ri − ~rj))
ω2C(k)
] = δije
−EC |τ |
(4.11)
is governed by the effective Coulomb energy EC =
∫
dDk
2(2pi)D+1Ck
proportional to the
integral of the inverse capacitance Ck =
∑
〈i,j〉Cije
i~k(~ri−~rj) which converges, provided
that the capacitance matrix progressively decreases with the separation between the
sites.
The frequency integral in Eq. 4.11 diverges for any ~Rij 6= 0 which dictates that
the correlation function Wij(τ) remains strictly local in the real space. Also, Eq. 4.11
is written in the limit of vanishing temperature, while at finite T a proper account of
large phase fluctuations with non-trivial winding numbers makes this (as well as any
bosonic) function periodic with a period 1/T by virtue of the substitution τ → τ−Tτ 2
(see Ref.[23]).
At α = β = 0 one then obtains a bare (normal) Green function
G
(0)
ij (ω) =
2δij
ω2/EC + EC
, (4.12)
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while for finite α and β the quantum charge fluctuations give rise to the corrections
which can be incorporated into the normal Gij =
〈
ψiψ
†
j
〉
and anomalous Fij = 〈ψiψj〉
Green functions obeying the usual Dyson’s equations (see Appendix C)(
Gij
Fij
)
=
(
G
(0)
ij
0
)
+G
(0)
ik
∑
kl
(
Σkl ∆kl
∆kl Σkl
)(
Glj
Flj
)
, (4.13)
where both the normal Σij and anomalous ∆ij self-energies can be computed as series
expansions in powers of α and β.
The analysis of these expansions shows that they can be organized according to the
powers of the inverse coordination number z (e.g., z = 2D for a simple cubic lattice).
In the leading approximation for z  1, the self-energies are given by the equations
Σij(ω) =
∫
dω′
2pi
[δij
∑
l
α(ω − ω′)Gll(ω′) + (α(0) + β(0) + β(ω − ω′))Gij(ω′)]
∆ij(ω) =
∫
dω′
2pi
[α(ω − ω′)Fij(ω′) + δij
∑
l
β(ω − ω′)Fll(ω′)]. (4.14)
When ascertaining a general layout of the phase diagram of the Josephson junction ar-
ray, different components of the self-energy can serve as emergent order parameters. As
such, one can distinguish between the local, Σ0 = Σii, and non-local, Σ1 =
1
z
∑
µ Σi,i+µ
(here the sum is taken over the z nearest neighbors), normal, as well the corresponding
anomalous, ∆0 = ∆ii and ∆1 =
1
z
∑
µ ∆i,i+µ, self-energies.
Specifically, Σ1 signals the onset of a metallic behavior (hopping between neigh-
boring sites), ∆0 manifests an incipient local pairing, ∆1 serves as the precursor of
superconducting coherence setting in across the entire Josephson junction network,
while a frequency-dependent part of the Σ0 indicates the development of local time
correlations.
With the on-site and nearest-neighbor terms taken into account, the spatial Fourier
harmonics read (
Σ(ω, k)
∆(ω, k)
)
=
(
Σ0(ω)
∆0(ω)
)
+
(
Σ1(ω)
∆1(ω)
)
γ(k) + ... (4.15)
where γ(k) =
∑
µ e
ikµ.
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Equations 4.14 can be further improved by adding polarization corrections to the
effective coupling terms (see Appendix D)(
α˜
β˜
)
=
(
α
β
)
+
(
ΠE ΠO
ΠO ΠE
)(
α β
β α
)(
α˜
β˜
)
, (4.16)
where the polarization functions ΠE,O(ω) =
∫
dω′
2pi
ΓE,OG(ω
′)G(ω − ω′) include the
vertex corrections ΓE,O arising from the even and odd numbers of non-crossing β-
couplings (
ΓE
ΓO
)
=
(
1
β
)
+
(
β2 0
0 β2
)(
ΓE
ΓO
)
. (4.17)
With the vertex and polarization corrections included and in the absence of any emer-
gent order parameters, the self-consistent equation for Σ0(ω) reads
Σ0(ω) = z
∫
dω′
2pi
Γ¯(ω′)
α˜(ω − ω′)
G−10 (ω′)− Σ0(ω′)
. (4.18)
The (static and spatially uniform) expectation value of the Lagrange multiplier λ =
〈λi(τ)〉 can then be determined from the normalization condition
∫
dωdDk
(2pi)D+1
G(ω, k) = 1.
4.2.2 Conductivity Phase Diagram
In order to ascertain the locations of the putative phase boundaries a constant
term Σ0(0) + λ is included into the definition of the renormalized Coulomb energy E˜c
and expand Eq. 4.14 to the first order in the emergent self-energies Σ1, ∆0, ∆1, as
well as the derivative of the (linear) frequency-dependent part of Σ0(ω).
Threshold values of the couplings, beyond which such self-energy components de-
velop, are then given by the eigenvalue equations
Σ1(ω) =
∫
dω′
2pi
Γ[α˜(0) + β˜(0) + β˜(ω − ω′)]G20(ω′)Σ1(ω′)
∆0(ω) = z
∫
dω′
2pi
Γβ˜(ω − ω′)G20(ω′)∆0(ω′)
∆1(ω) =
∫
dω′
2pi
Γα˜(ω − ω′)G20(ω′)∆1(ω′)
dΣ0(ω)
dω
= z
∫
dω′
2pi
Γα˜(ω′)G20(ω
′)
dΣ0(ω
′)
dω′
. (4.19)
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Figure 4.3: Left panel: The onset of the inter-site self energy Σ1 and both on-site and
inter-site anomalous self energies ∆0 and ∆1. Right panel: phase diagram (see text)
In the case of marginal (’Ohmic’) dissipation corresponding to 2D− η = 2 the Fourier
transforms of the (regularized) coupling functions behave as α(ω)/α = β(ω)/β =
piΛe−|ω|/Λ, thus resulting in only a weak frequency dependence of the self-energy at
ω  Λ.
The first three of the eigenvalue equations (Eq. 4.19) then reduce to the algebraic
ones
1 = (Γ2E + Γ
2
O)(2β˜ + α˜) + 2ΓEΓO(2α˜ + β˜)
1 = z
(
Γ2Eβ˜ + 2ΓEΓOα˜ + Γ
2
Oβ˜
)
1 = Γ2Eα˜ + Γ
2
Oα˜ + 2ΓEΓOβ˜, (4.20)
from which one determines the locations of the putative critical lines in the α − β
plane (see Fig. 4.3).
Interestingly enough, Eqs. 4.20 suggest that for small α and large z the onset of
local (’on-site’) pairing upon increasing β may precede that of the metallic behavior,
while for small β the inter-site (’bond’) pairing emerges only at sufficiently large α.
The above observations suggest a general layout of the phase diagram presented
in Fig. 4.3. The region of small α and β with Σ1 = ∆0 = ∆1 = 0 is interpreted
as uniformly insulating (I), while the emergent order parameter ∆0 6= 0 signals the
onset of local superconducting pairing (LP) at β ∼ 1/z. At still higher values of
β ∼ 1 one expects to enter a Josephson-like phase (J) with ∆0,Σ1 6= 0 but without
global coherence. On the other hand, at α ∼ 1 the insulator gives way to the resistive
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phase (R) with Σ1,∆1 6= 0 which supports both, Cooper pair and single quasiparticle,
transport.
Lastly, the uniformly superconducting phase (SC) with Σ1,∆0,1 6= 0 would even-
tually be attained at α, β & 1. It should be noted, though, that these predictions are
based on the approximate perturbative analysis and, therefore, not all the putative
phase boundaries may actually be present in the real system. In particular, there may
or may not be a physical distinction other than a crossover between the J and LP
phases, or the latter regime might be absent altogether (as it is for z = 2).
Such caveats notwithstanding, the overall behavior appears to be somewhat remi-
niscent of that in the standard (s-wave) case: the system can be nudged closer to the
superconducting state by increasing either, the Cooper pair or particle-hole tunnel-
ing, the latter providing a mechanism for intrinsic dissipation which quenches phase
fluctuations and promotes the classical Josephson effect.
Should, however, the tunneling β-term happen to decay even more slowly (2D−η <
1), the analog of the effective Josephson energy would then diverge at large τ , thus
making the infrared behavior essentially singular and possibly allowing for some drastic
changes in the phase structure.
4.2.3 Calculation Of Conductivity
The electrical conductivity of the Josephson junction array may be computed by
considering the liner response of the system to an electromagnetic perturbation [83].
An external vector potential Aµ is introduced into the action (Eq. 4.7) which amounts
to a substitution ∇µφi(τ)→ ∇µφi(τ) +Aµ(τ). Formally, the conductivity is given by
the Kubo formula
σi,xy(ω) = − 1
ωm
Ji,xy(ω)|iωm→ω+i0 (4.21)
where
Ji,xy(τ1, τ2) = Z
−1 ∂
2
∂Ai,x(τ1)∂Ai,y(τ2)
Z [A]
∣∣∣∣
A=0
(4.22)
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and here Z = Tr exp[−S[A]] where S[A] is the action (Eq. 4.7) with the vector
potential substitution. The electrical conductivity is therefore determined by the
averages
Jxy(τ, τ
′) = Jxy,para(τ, τ ′) + Jxy,dia(τ, τ ′)
Jxy,dia =
〈
∂2S
∂Ax(τ)∂Ay(τ ′)
∣∣∣∣
A=0
〉
S
Jxy,para =
〈
∂S
∂Ax(τ)
∂S
∂Ay(τ ′)
∣∣∣∣
A=0
〉
S
, (4.23)
which take the intermediate form for the paramagnetic term,〈
∂S
∂Ax(τ1)
∂S
∂Ay(τ2)
∣∣∣∣
A=0
〉
S
=
= 2
∫ 1/T
0
dτ 〈(α(τ − τ2) sin(∇yφi(τ2)−∇yφi(τ))〉S
+ 〈β(τ − τ2) sin(∇yφi(τ2) +∇yφi(τ)))〉S
×2
∫ 1/T
0
dτ ′ 〈(α(τ ′ − τ1) sin(∇xφi(τ1)−∇xφi(τ ′))〉S
+ 〈β(τ ′ − τ1) sin(∇xφi(τ1) +∇xφi(τ ′)))〉S ,
(4.24)
and for the diamagnetic term, 〈
∂2S
∂Ax(τ1)∂Ay(τ2)
∣∣∣∣
A=0
〉
S
=
= 2δxyδτ1τ2
(∫ 1/T
0
dτ ′α(τ1 − τ ′) 〈cos(∇xφi(τ1)−∇xφi(τ ′))〉S
)
−2δxyα(τ1 − τ2) 〈cos(∇xφi(τ1)−∇xφi(τ2))〉S
+2δxyδτ1τ2
(∫ 1/T
0
dτ ′β(τ1 − τ ′) 〈cos(∇xφi(τ1) +∇xφi(τ ′))〉S
)
+2δxyβ(τ1 − τ2) 〈cos(∇xφi(τ1) +∇xφi(τ2))〉S .
(4.25)
It is evident that Jxy,para will be second order in {α, β} so that for α, β . 1 the
dominant contribution comes from Jdia. To arrive at an expression for σ(ω) it is
necessary to Fourier transform the above expression. Doing so yields
σxy(ω) = δxy
∫ 1/T
0
dτ
[
α(τ)
1− eiωτ
ω
〈cos(∇xφi(0)−∇yφi(τ))〉S
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+ β(τ)
1 + eiωτ
ω
〈cos(∇xφi(0) +∇yφi(τ))〉S
]
. (4.26)
The averages may be expanded to produce a form for the conductivity that has an
explicit dependence on the regular and anomalous Green functions
〈cos(∇xφi(0)−∇yφi(τ))〉 =
〈
ψ†i (0)ψi+x(0)ψi(τ)ψ
†
i+y(τ)
〉
=
〈
ψ†i (0)ψi+x(0)
〉〈
ψi(τ)ψ
†
i+y(τ)
〉
+
〈
ψ†i (0)ψi(τ)
〉〈
ψi+x(0)ψ
†
i+y(τ)
〉
+
〈
ψ†i (0)ψ
†
i+y(τ)
〉
〈ψi+x(0)ψi(τ)〉
= G†x(0)Gy(0) +G
†
0(τ)Gy−x(τ) + F
†
y (τ)F−x(τ). (4.27)
The β term for σxy is found in a similar manner. With these expansions, the longitu-
dinal conductivity takes the form
σxx(ω) ≈
∫ 1/T
0
dτ(α(τ)
1− eiωτ
ω
[G21(0) +G
2
0(τ) + F
2
1 (τ)]
+ β(τ)
1 + eiωτ
ω
[G21(0) +G
2
1(τ) + F
2
0 (τ)]) (4.28)
and, upon performing the frequency integrations, one obtains (see Appendix E)
σxx(ω) ≈ α[EC
T
e−2EC/T (1 +
∆21
E2C
) +
Σ21
E2C
] + βδ(ω)
Σ21 + ∆
2
0
E2C
.
(4.29)
The emergent metallicity order parameter Σ1 promotes a metal-like (temperature-
independent at T → 0) conductivity, thereby distinguishing it from the activation-
type behavior characteristic of the insulating regime. Interestingly enough, it also
contributes to the superfluid density, alongside the local pairing ∆0, while the non-
local one (∆1) does not (to the lowest order in β).
It is conceivable, though, that there might be a (partial) cancellation between
the ’diamagnetic’ and ’paramagnetic’ terms at α, β ∼ 1, as a result of which the
conductivity could remain universal along the critical lines, akin to the situation in
the conventional, s-wave, Josephson junction networks [84, 85, 86, 87] (it is worth
reiterating that in the present case one can not readily invoke the charge-vortex duality
on which the universality argument is based [23] due to the inapplicability of the
underlying Villain transformation).
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Chapter 5
Conclusion
The XY chain serves as convenient model to examine the dynamics of entanglement
because it is a diagonalizable model for certain transverse field configurations. One
such previously unexplored configuration, that where the transverse field has alternat-
ing sign for each spin site, is investigated in Chapter 3. This previously unexplored
problem is of interest in those prospective designs of a quantum register where the
local field can be created, for example, by a one dimensional antiferromagnetic crystal
placed in the vicinity of the one dimensional qubit array.
The use of alternating fields in qubit chains might also be advantageous in light
of their ability to create additional entanglement. Moreover, the study of various
field configurations is important for optimizing (time-independent) local field profiles
as a part of the general problem of finding the best parameter values for artificially
engineered qubit chains (most notably, cold atoms in optical lattices or Josephson
junctions arrays), as an alternative to the proposed use of time-dependent controls.
To that end, it is found that in the strong-field limit the system with a staggered
field approaches the uniform field model in its ability to transport entanglement; how-
ever, the speed of state transfer appears to be lower. In this regime, the two sublattices
of the chain act independently, so that the entanglement waves traveling on one sub-
lattice will not interfere with those on the other one. Instead, the integrity of such
waves remains largely intact, thereby facilitating the possibility of transporting mul-
tiple quantum bits at the same time. As the field weakens, the true ground state of
the staggered field system departs from the initial Ne´el-like state of the chain, and the
resulting vacuum fluctuations degrade the entanglement transport capabilities of the
chain.
The generally slow speed of transmission in the strong staggered field case increases
the propagating states exposure to any environmental sources of decoherence, thus
manifesting yet another potential trade-off which needs to be accounted for in the
prospective designs of a practical one dimensional quantum register. This emergence
of mutually contradicting criteria is not uncommon in the field of quantum computing
in general, and in qubit-chain designs in particular.
The effect of anisotropy on the XY staggered field model was studied as well,
and it was shown that the transmission starts to lose the characteristics of isotropic
staggered field propagation for moderate values of the anisotropy parameter γ, as
compared to the ratio λ between the exchange coupling and the magnetic field. As
the staggered field chain only achieves high-fidelity transport for λ 1, and maintains
its characteristic transfer properties for γ  λ, any anisotropy (about the XX model)
will in general result in a XY chain whose transport characteristics are considerably
degraded. As the anisotropy increases, and the chain becomes more Ising-like the
Ising transport characteristics are of course recovered.
In considering the XY chain, only uniform couplings in time and space and time-
independent fields were considered. There has been some recent work in for staggered
field chains where the sign of the couplings in the xˆ and yˆ directions is staggered as
well [88]. The ground state magnetization and entanglement have been computed,
but the problem of examining the entanglement dynamics of such a system remains
unaddressed. In principle, the dynamics for such a system could be found using a
technique similar to the one used in this work.
Additional recent interest in this field has focused on the effect that a time-varying
magnetic field has on the ground state of the system. Specifically, when the magnetic
field in the constant field XY model undergoes an adiabatic linear change from +B
to −B in time τ (called a quench) for B > J through a region of the phase diagram
where the energy gap vanishes defects arise in the spin states. The rate of production
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of defects can be quantified using the prediction of the Kibble-Zurek theory extended
to quantum spin chains[89, 90]. For a uniform field XY chain with couplings the
density of the kinks is found [46] to be nu = (2pi
√
τ |γ|)−1, which is in agreement with
the 1/
√
τ behavior predicted by Kibble-Zurek theory. This result can be extended to
apply to the staggered field case by using the rotation in Eq. 3.15, so that
ns =
|γ|
2pi
√
t
. (5.1)
It is also possible to perform a quench by allowing one or both of the couplings in xˆ
or yˆ to vary with time. This has been examined in the uniform field case [46, 91], but
remains to be considered in the staggered field configuration.
Another avenue of research which has received attention recently is the prospect
of finding Majorana fermions at the ends of certain types of spin chains of finite
length [92, 93]. Since the Majorana fermions generally are not directly coupled to the
environment, it is proposed that an entangled pair of Majorana fermions might serve
as a channel for quantum teleportation that is relatively free of decohering effects.
These Majorana fermions are also thought to exist on the surfaces of topological
superconductors and has resulted in a considerable amount of recent activity in this
field [94, 95].
In Chapter 4 networks of two dimensional d-wave superconductors were considered,
which if stacked along the c-axis and separated by insulators (topological superconduc-
tors) somewhat resemble the proposed spin chain systems where Majorana fermions
are expected to exist. However, for problems of this type it is easier to work with
the spin chains themselves, and lacking some experimental reason to consider this
Josephson chain as either a conduit for entanglement or a environment for Majorana
modes, interest has remained focused on spin models.
Instead, this work addresses a more basic question which is the determination of the
phase diagram for a network of two dimensional d-wave superconductors, along with
the electrical conductivity of such a system. The problem presents a new challenge by
not being amenable to the customary approaches exploiting the intrinsic locality of
the standard Josephson effective action [23]. By using an alternative representation, it
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is found that the phase diagram of the system might feature the insulating, uniformly
superconducting, Josephson (local pairing only), and metallic phases which can be
identified by the corresponding emergent order parameters. The resultant phase dia-
gram bears a similarity to that of a network of conventional superconductors, however
it is conceivable that this picture might be further altered in the presence of resonant
tunneling between zero energy states where the temporal decay of correlations can be
even longer-ranged. It is hoped that this analysis will prompt a further investigation
into (and provide an alternative means for interpreting the experimental data on)
the assemblies of high-Tc Josephson junctions [96, 97] beyond the scope of the cur-
rently used phenomenological approach adapted from the earlier studies of the s-wave
superconductors.
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Appendix A
Derivation Of The Josephson
Junction Action
It is not immediately obvious how the interaction terms in the action for the
Josephson junction arise from the microscopic Hamiltonian of two coupled BCS su-
perconductors, therefore a brief explanation of this calculation is warranted. A solu-
tion for the action describing the tunneling between two superconductors was first put
forth by Ambegaokar, Eckern and Schon [76, 98] and the contents of this appendix is
a summary of their method.
The BCS Hamiltonian for a D-dimensional superconductor is
H = −
∫
dDrψ†σ(r)
1
2m
(∇− ieA)2 ψσ(r)
−g
2
∫
dDrψ†σ(r)ψ
†
−σ(r)ψ−σ(r)ψσ(r)
+
∫
dDr
1
8pi
(h− hext)2. (A.1)
A summation over the spin is implied. A Josephson junction consists of two such
superconductors, on either side of some insulating junction and denoted by the L
and R for the left and right superconductor, respectively. In this configuration, the
combined Hamiltonian of the system acquires new terms due to the tunneling electrons
(HT ) and the charge difference across the junction (HC) so that the full Hamiltonian
is
H = HL +HR +HT +HQ (A.2)
where
HT =
∫
r∈L
dDr
∫
r′∈R
dDr′T(r, r′)(ψ†L,σ(r)ψR,σ(r
′) +H.C.)
HQ =
1
8C
(QL −QR)2 , (A.3)
with the charge on each site given by QL(R) = e
∫
dDrψ†L(R),σ(r)ψL(R),σ(r). It is worth
noting that this model assumes that the timescale of the problem is slow compared
with the plasma frequency of the electrons in the bulk. This allows for the screening
of hole made by an Andreev process electron exiting the bulk so that the interaction
between the particle-hole pair does not need to be taken into account.
The partition function of the system is given by Z = Trψ,A(exp(−βH)). The
Hamiltonian is quartic in ψL and ψR, but can be decoupled via Hubbard-Stratonovich
transformation with two new fields ∆L and ∆R which has the general form
exp (−ρˆmVmnρˆn) =
∫
Dφ exp
(
−1
4
φmV
−1φn − iφmρn
)
. (A.4)
Performing this transformation and then integrating over the now quadratic ψL
and ψR fields, along with the substitution V = −i 〈QL −QR〉 /2C results in
Z =
∫
D2∆LD
2∆RDVDAe
−S, (A.5)
where the action is
S = −Tr lnG−1
+
1
g
∫
dDrdt
(|∆L|2 + |∆R|2)+ 1
2
∫
dtCV 2 +
∫
dtdDr
1
8pi
(h− hext)2 .
(A.6)
The matrix Gˆ−1 is the Green function of the system in Nambu space, and is given
by
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G−1 =
(
G−1L −Tˆδ(t− t′)
−Tˆ†δ(t− t′) G−1R
)
G−1L(R) =
(
− ∂
∂t
+
(
(∇− ieAσ3)2
2m
+ µ(∓)ie
2
V
)
σ3 − ∆ˆL(R)
)
δ(x− x′)δ(t− t′)
∆ˆL(R) =
(
0 ∆L(R)
∆?L(R) 0
)
Tˆ =
(
T 0
0 −T?
)
. (A.7)
The superconducting order parameter ∆ˆL(R) may be written explicitly in its real
and imaginary parts, ∆ˆL(R) =
∣∣∆L(R)∣∣ exp(−iφL(R)σ3)σ1. If a gauge transformation
UL(R) = exp(iφL(R)σ3/2) where ∇ · A = 0 is made to make ∆L(R) real, the Green
function of the system takes the form
G−1L = UG
−1
L U
−1
=
(
− ∂
∂t
+ ivL · ∇+
(∇2
2m
+ µ− m
2
v2L +
i
2
(
∂φ
∂τ
− 2eV
))
σ3 − |∆˜L|
)
× δ(x− x′)δ(t− t′),
(A.8)
and similarly for G−1L except for V → −V where the superfluid velocity vL(R) =
− 1
2m
(∇φL(R) ∓ 2eA).
All of this just amounts to a rewriting of the the partition function in such a
way so that the dependence on
∣∣∆L(R)∣∣, A, V and φL(R)(τ) has been made explicit.
It can be shown that the fluctuations of
∣∣∆L(R)∣∣, A, and V are strongly suppressed
[98, 23] in the deep superconducting regime and the only dynamical degree of freedom
is the phase difference φ(τ) = φL(τ) − φR(τ). If the action is then expanded about
∂τφL(R)∓2eVL(R) then the first non zero contribution second order (since the first order
term is the evaluates to zero as the semi-classical Josephson effect). The resulting
action is thus, up to a constant factor
Z ∼
∫
Dφ exp
[
−ST (φ)−
∫
dτ
C
8e2
(
∂φ
∂τ
)2]
.
(A.9)
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The tunneling action ST in then expanded in the tunneling matrix elements to
second order, giving
ST (φ) = −
∫
dτdτ ′
[
α(τ − τ ′) cos φ(τ)− φ(τ
′)
2
)− β(τ − τ ′) cos φ(τ) + φ(τ
′)
2
]
,
(A.10)
where the tunneling kernels α(τ) and β(τ) are(
α(τ)
β(τ)
)
= −2
∫
dDk
(2pi)D
dDk′
(2pi)D
|T(k, k′)|2
(
GL(k, τ)GR(k
′,−τ)
FL(k, τ)FR(k
′,−τ)
)
. (A.11)
Here, G and F are the diagonal and off-diagonal terms in the Nambu-space Green
function, the inverse of which is given by Eq. A.7). They are,
G(k, iωn) =
iωn + ξk
ω2n + ξ
2
k + ∆
2
k
F (k, iωn) =
∆k
ω2n + ξ
2
k + ∆
2
k
, (A.12)
where ξk is the bare energy measured from the Fermi surface, ξk = k
2/2m− µ.
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Appendix B
Cluster Expansion Of Josephson
Junction Array Effective Action
The effective action for the Josephson junction array system is
S = SC −
∑
〈i,j〉
∫
dτ
∫
dτ ′(α(τ − τ ′) cos(φij(τ)− φij(τ ′))
+β(τ − τ ′) cos(φij(τ) + φij(τ ′))) (B.1)
where SC consists of one of more charging terms. If the capacitance matrix is non-zero
for just the on-site and nearest-neighbor terms, then
SC =
∫
dτ
1
2
∑
i
Cii
(
∂φi(τ)
∂τ
)2
+
∑
〈i,j〉
Cij
(
∂φij(τ)
∂τ
)2 . (B.2)
In order transform this action into a form that is more amenable to analysis, a new
field ψi(τ) = exp(−iφi(τ)) is introduced so that the tunneling action ST now reads
ST = −
∑
〈i,j〉
∫
dτ
∫
dτ ′ (ψiψ
†
j ψ
†
iψj )τ
(
α β
β α
)
τ−τ ′
(
ψ†iψj
ψiψ
†
j
)
τ ′
. (B.3)
In a similar manner to [82], the so-called Spherical Approximation is used, whereby the
new field ψi is subject to the additional constraint
∑
i |ψi(τ)|2 = N . These constraints
may be enforced in the partition function by inserting the unity operator, expressed
as
1 =
∫
Dψ
[
δ(
∑
i
|ψi(τ)|2 −N)
∏
i
δ(ψi(τ)− exp(−iφi(τ))
]
. (B.4)
The functional form of the delta function is [83]
δ(f(τ)) =
∫ ∞
−∞
Dλ
2pi
exp
[
i
∫ β
0
dτλ(τ)f(τ)
]
. (B.5)
Inserting this constraint into the partition function,
Z =
∫
Dψδ
(∑
i
|ψi(τ)|2 −N
)
exp [−ST ]
×
∫
Dφ
∫
Dµ exp
[
i
∑
i
∫ β
0
dτ
(
µ†i (τ) ·ψi(τ)− µ†i · S(φi(τ))
)
− SC(φi(τ))
]
(B.6)
where
µi(τ) =
(
λi(τ)
iλi(τ)
)
ψi(τ) =
(
Re(ψi(τ))
Im(ψi(τ))
)
S(φi(τ)) =
(
Sx(φi(τ))
iSy(φi(τ))
)
=
(
cos(φi(τ))
i sin(φi(τ))
)
. (B.7)
The expression U(µ) is introduced such that
exp[U(µ)] =
∫
Dφ exp
[
i
∑
i
∫ β
0
dτ
(
µ†i (τ) · S(φi(τ))
)
+ SC(φi(τ))
]
. (B.8)
In the classical limit, the contributing part of the action is stationary with respect to
µ, so
∂
∂µi(τ)
(iµi(τ) ·ψi(τ)− U(µ)) |µ→µc . (B.9)
If the partition function is expanded around µc then∫
Dµ exp
[
i
∑
i
∫
dτ(µ†i (τ) ·ψi(τ))− U(µ)
]
=
∫
Dµ exp
[
i
∑
i
∫
dτ(µ†ci(τ) ·ψi(τ))− U(µc)
]
× exp
[
−1
2
∑
i,j
∫
dτ
∫
dτ ′µ†i (τ)
(
∂2U(µ)
∂µ†i (τ)∂µj(τ ′)
)
µj(τ
′)
]
× · · · (B.10)
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Taking the second derivative of B.8 results in
∂2U(µ)
∂µ†i (τ)∂µj(τ ′)
=
〈
S(φi(τ))S
†(φj(τ ′))
〉− 〈S(φi(τ))〉 〈S†(φj(τ ′))〉 (B.11)
where the averages are taken over SC . The second term evaluates to zero, so that
W (τ, τ ′)i,j =
∂2U(µ)
∂µ†i (τ)∂µj(τ ′)
is given explicitly by
W (τ, τ ′)i,j =
∫
Dφ exp [i(φi(τ)− φj(τ ′))] exp−SC . (B.12)
To solve this integral, introduce the Fourier Transform of φi(τ) so that the integral
becomes
W =
∫
Dφ
∏
k,n
exp
[
i√
Nβ
(
e−i(ωnτ−kri) − e−i(ωnτ ′−krj)
)
φkn + |ωn|2C(k)φ2kn
]
,
(B.13)
where C(k) is the Fourier transform of an as-yet unspecified capacitance matrix Ci,j.
The integral is now a Gaussian integral of the form∫
Dφ exp[−1
2
φAφ+ φj] = DetA−
1
2 exp
[
1
2
j†A−1j
]
. (B.14)
The DetA−
1
2 term is an irrelevant normalization term that is ultimately canceled out
by the denominator of any average that would be computed. The remaining term
gives
W = exp
[
− 1
2Nβ
∑
k,n
(2− exp [−iωn(τ − τ ′)] exp [−ik(ri − rj)] + H.C.)
2ω2nC(k)
]
.
(B.15)
The sum over n diverges unless ri = rj, so the sum over k may be separated out
and may be identified as the effective Coulomb energy EC whose expression in the
continuum limit is
EC =
∫
dDk
2(2pi)D+1C(k)
, (B.16)
EC is generally proportional to the inverse capacitance C(k), which will converge
under the reasonable condition that the spatial capacitance Ci,j between grains i and j
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decreases with increasing separation |ri − rj|. The remaining sum over n is evaluated
in the continuum limit, resulting in
W (|τ − τ ′|)i,j = δije−EC |τ−τ ′|. (B.17)
This expression, and the entire preceding analysis has been carried out with the im-
plicit assumption that the model is in the T → 0 regime. However for finite T the
winding numbers of the phase φi must be taken into account. The result of the in-
clusion of these winding numbers amounts to the substitution τ− > τ + Tτ 2, thereby
making the Green function periodic over [0, β], as is required formally. Also useful is
the zero temperature frequency space representation of this expression which is
W (ωn) =
δij
EC + ω2/EC
. (B.18)
With this result in hand, the partition function for the Josephson junction is now
Z =
∫
Dψδ
(∑
i
|ψi(τ)|2 −N
)
exp [−ST ]
×
∫
Dµ exp
[
i
∑
i
∫ β
0
dτ
(
µ†i (τ) ·ψi(τ)−
1
2
µ†iWi,j(|τ − τ ′|)µj
)]
. (B.19)
This integral is now Gaussian in µ so it may be integrated out. The normalization
term may be ignored and writing the spherical constraint term as a delta functional,
the partition function becomes
Z =
∫
DψDλ exp
[
−ST −
∑
i
∫
dτψ†i (τ)(
W−1i,i (|τ − τ ′|)
2
− λi(τ)δ(τ − τ ′)ψj(τ ′)
]
(B.20)
A term proportional to
∫
Dλ exp
[
i
∑
i
∫ β
0
dτλi(τ)
]
has been left out which does not
contribute to the partition function. For α = β = 0, the frequency domain bare Green
function is
G
(0)
ij (ωn) =
2δij
ω2n/EC + EC − 2λi(0)
(B.21)
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which, under the normalization condition
∫
dω
2pi
G(0)(ω) = 1 fixes λ(ω = 0)→ 0, and jus-
tifying the neglect of the
∫
Dλ exp
[
i
∑
i
∫ β
0
dτλi(τ)
]
term, because λ(0) =
∫
dτλ(τ).
This bare green function is used throughout to build the diagrams that will ultimately
determine the electrical conductivity of the Josephson array.
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Appendix C
Josephson Junction Array Green
Functions
If the calculation of the dressed Green function is restricted to include only local
and nearest-neighbor first order processes in the self energies, then Eq. 2.1 can be
written as the coupled equations
G0 = G
(0)
0 +G
(0)
0 Σ0G0 +G
(0)
0 ∆0F0
G1 = G
(0)
0 Σ1G0 +G
(0)
0 ∆1F0 +G
(0)
0 Σ0G1 +G
(0)
0 ∆0F1
F0 = G
(0)
0 ∆0G0 +G
(0)
0 Σ0F0
F1 = G
(0)
0 ∆1G0 +G
(0)
0 Σ1F0 +G
(0)
0 ∆0G1 +G
(0)
0 Σ0F1, (C.1)
where the bare single particle Green function is given by G(0) = 1/(iω − Ec).
G0 = −1
2
(e−EC+τ + e−EC−τΘ(τ sign(EC−)) sign(EC−))
G1 =
1
2
τ((∆1 + Σ1)e
−EC+τ − (∆1 − Σ1)e−EC−τΘ(τ sign(EC−)) sign(EC−))
F0 = −1
2
(e−EC+τ − e−EC−τΘ(τ sign(EC−)) sign(EC−))
F1 =
1
2
τ((∆1 + Σ1)e
−EC+τ + (∆1 − Σ1)e−(EC−)τΘ(τ sign(EC−)) sign(EC−))
(C.2)
where EC+ = EC + ∆0 + Σ0 and EC− = EC − ∆0 + Σ0. EC is related to the sum
of the self and intra-grain capacitances and as such is much larger than the emergent
self energies of the quasiparticle propagators in the vicinity of a phase transition.
Therefore sign(EC−) = 1 and also near the emergent phase boundaries EC+ ≈ EC
and EC− ≈ EC . To calculate F0 it is necessary to expand in powers of ∆0 prior to
making this simplification. The resulting dressed Green functions are
G0 = e
−ECτ
G1 = Σ1τe
−ECτ
F0 = ∆0τe
−ECτ
F1 = ∆1τe
−ECτ .
(C.3)
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Appendix D
Diagram Methods For The
Josephson Junction Array
D.1 Interactions
From the Josephson junction array action (Eq. 4.10) it is evident that the dissi-
pation term α which describes the Andreev process, involves the transfer of both a
particle and hole from grain i to grain j whereas the Cooper term β describes the
transfer of two particles (the Cooper pair) from site i to site j. In terms of the
Feynman diagrams this means that each interaction is connected at a vertex to two
green functions, and that there is an incoming and outgoing particle from sites i and j.
There cannot be a situation where both Green functions at the vertex involve particles
entering and exiting from the same site.
Figure D.1: Even and odd polarization diagrams
Figure D.2: Even vertex
Figure D.3: Odd vertex
This last condition places a constraint on the allowable interaction lines that con-
stitute the Polarization Π. The dominant contribution to Π comes from the terms
that have no crossed interaction lines (the ladder diagrams). Since each crossed inter-
action line places an additional constraint on the frequency integration, the effective
phase space over which the integral is evaluated, and hence its magnitude is reduced.
Having made this simplification to the types of diagrams being considered, the only
allowable interactions are the β lines (Fig. D.1). A distinction can be made depend-
ing on whether the number of interactions is even (ΠE) or odd (ΠO), which obey
Π = ΠE + ΠO.
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Figure D.4: The first order contributions to α˜ and β˜
The same distinction can be made for the vertex operator Γ, splitting the contri-
bution to Γ into constituent parts involving even and odd numbers of non-crossing β
lines so that Γ = ΓE + ΓO. A self-consistent equation may be written for ΓE and ΓO
according to the diagrams in Fig. D.2 and D.3 respectively. This allows the compu-
tation of the vertex and related polarization operators. The vertex diagrams carry a
contribution proportional to β˜N where N is the number of interaction lines, resulting
in the following for Π and Γ
ΓE = ΠE =
1
1− β˜2
ΓO = ΠO =
β˜
1− β˜2
(D.1)
The dressed interactions α˜ and β˜ may be written in terms of bare interactions α
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and β along with the polarizations ΠE and ΠO in a self consistent manner as shown
in Fig. D.4. These diagrams yield the following equations for α and β
α˜ = α + (αβ˜ + βα˜)ΠO + (αα˜ + ββ˜)ΠE
β˜ = β + (αα˜ + ββ˜)ΠO + (αβ˜ + βα˜)ΠE. (D.2)
The solution to these coupled equations is
α˜ =
(1− α)(α + β2)
(1− α)2 − 4β2
β˜ =
β + α2β − 2β2
(1− α)2 − 4β2 , (D.3)
which for β → 0 results in the rescaling of α˜ = α
1+α
typical of granular metals [99].
D.2 Self Energy
The ultimate goal of this exercise is to generate equations for the standard and
anomalous local and nearest neighbor self energies Σ0, Σ1, ∆0 and ∆1. As with the
calculation of the Polarization operators, it is assumed that the largest contribution
to these terms comes from diagrams that contain only non-crossing interaction lines.
In this case, the self energies are a self-consistent series of ladder diagrams, with the
exception of the non-local self energy Σ1 which also has Hartree contributions (Fig.
D.5).
In these diagrams, it is assumed that each interaction line is also accompanied by
any vertices (even or odd) that may be inserted while maintaining the overall validity
of the diagram. Also, the Green functions appearing in the diagrams are G
(0)
i,j which
is only non-zero for i = j. The expansions for Σ0 and ∆0 are multiplied by a factor of
the coordination number z, which is the number of nearest neighbors in the lattice. In
the equations for Σ0, and ∆0 the particle may jump to any neighboring grain, whereas
in the diagrams for Σ1 and ∆1 the grains on which these interactions take place are
fixed explicitly by the choice of i and j. With the vertex contributions included the
diagrams in Fig. D.5 result in the Eq. 2.1 which, in the ω → 0 limit become
lim
ω→0
Σ0(ω) = z lim
ω→0
(1 + Σ0(ω))
(
Γ2Eβ˜ + 2ΓEΓOα˜ + Γ
2
Oβ˜
)
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lim
ω→0
Σ1(ω) = lim
ω→0
Σ1(ω)
(
Γ2E + Γ
2
O
) (
2β˜ + α˜
)
+ 2ΓEΓO
(
2α˜ + β˜
)
lim
ω→0
∆0(ω) = z lim
ω→0
∆0(ω)
(
Γ2Eβ˜ + 2ΓEΓOα˜ + Γ
2
Oβ˜
)
lim
ω→0
∆1(ω) = z lim
ω→0
∆(ω)
(
Γ2Eα˜ + Γ
2
Oα˜ + 2ΓEΓOβ˜
)
. (D.4)
The emergence of dΣ0
dω
, Σ1, ∆0, and ∆1 are presumed to signify boundaries of the
electrical conductivity phase diagram for the Josephson junction and are given by the
contours
1 = z
(
Γ2Eβ˜ + 2ΓEΓOα˜ + Γ
2
Oβ˜
)
1 =
(
Γ2E + Γ
2
O
) (
2β˜ + α˜
)
+ 2ΓEΓO
(
2α˜ + β˜
)
1 = z
(
Γ2Eβ˜ + 2ΓEΓOα˜ + Γ
2
Oβ˜
)
1 = z
(
Γ2Eα˜ + Γ
2
Oα˜ + 2ΓEΓOβ˜
)
, (D.5)
where ΓE and ΓO are given by D.1 and α˜ and β˜ are given by Eq. D.3.
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Figure D.5: Order parameter self consistent diagrams
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Appendix E
Josephson Junction Array
Electrical Conductivity Integrals
To arrive at an expression for the electrical conductivity of the Josephson Junction
array, the integrals appearing in Eq. 4.28 must be evaluated. These integrals have the
forms
σµµ(ω) ≈ c
′
ω
∫ 1/T
0
dτ(α
1− eiΩmτ
τ 2
[G21(0) +G
2
0(τ) + F
2
1 (τ)]
+ β
1 + eiΩmτ
τ 2
[G21(0) +G
2
1(τ) + F
2
0 (τ)]) (E.1)
where the on-site and nearest-neighbor normal and anomalous Green functions G0(τ),
G1(τ), F0(τ) and F1(τ) are given by Eq. C.3. The above equation is not periodic
over [0, 1/T ] because it does not take into account the winding numbers of the field
φi(τ). If this correction is made, and the proper periodic forms of α(τ) and β(τ) are
introduced 2.1, then
σµµ(ω) ≈ c
ω
∫ 1/T
0
dτ(α
1− eiΩmτ
sin2(piTτ)
[G21(0) +G
2
0(τ − Tτ 2) + F 21 (τ − Tτ 2)]
+ β
1 + eiΩmτ
sin2(piTτ)
[G21(0) +G
2
1(τ − Tτ 2) + F 20 (τ − Tτ 2)]) (E.2)
Figure E.1: The contour over which the
conductivity integrals are computed
E.1 Integral Involving G20(τ )
The G20(τ) contribution to the integral in Eq. E.2 does not rely upon the emergence
of any of of the self-energies Σ1, ∆0 and ∆1 and is therefore present for all values of α 6=
0. These terms should represent the insulating phase of the Josephson Junction array.
In performing the computation, it is not possible to perform the analytic continuation
from the imaginary-time to a real-time integral simply through the substitution τ → it
because of the poles at {0, 1/T} in the integrand. Therefore the integral is performed
over the contour in Fig. E.1. The integrand has no poles inside the contour, so
σ1,α =
∫
Γ1
= −
∫
Γ2
−
∫
Γ3
−
∫
Γ4
−
∫
Γ5
−
∫
Γ6
. (E.3)
The α contribution to this term is
σ1,α = c
α
ω
∫ 1/T
0
dτ
1− eiΩmτ
sin2(piTτ)
∣∣∣∣
Ωm→−iω+0+
e−2EC(τ−Tτ
2). (E.4)
Along Γ3, it is∫
Γ3
= c
α
ω
∫ ∞

idt
1− eiΩm(it+1/T )
sin2(piT (it+ 1/T ))
∣∣∣∣
Ωm→−iω+0+
e−2EC((it+1/T )−T (it+1/T )
2). (E.5)
Keeping in mind that Ωm is a Matsubara frequency e
iΩm/T = 1, so that this integral
now takes the form∫
Γ3
= −icα
ω
∫ ∞

idt
1− eiωt
sinh2(piTt)
e−2ECTt
2
e2iECt. (E.6)
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In a similar manner the integral over Γ5 yields∫
Γ5
= ic
α
ω
∫ ∞

idt
1− eiωt
sinh2(piTt)
e−2ECTt
2
e−2iECt. (E.7)
So that the combined contribution of the integral over contours Γ3 and Γ5 is∫
Γ3+Γ5
= c
2α
ω
∫ Λ

dt
1− eiωt
sinh2(piTt)
e−2ECTt
2
sin(2ECt), (E.8)
where the upper cutoff Λ has been introduced so that as long as ω  Λ−1 the integrand
may be expanded in ω. The existence of a minimum energy gap Σ0 which retains a
non-zero value for ω → 0 ensures the existence of this upper bound, so the integral is
now ∫
Γ3+Γ5
= −2icα
T 2
e
ECT
2
∂2
∂E2
C
∫ Λ

dt
t sin(2EC
T
t)
sinh2(pit)
(E.9)
The integrand is well behaved, having a vanishing first derivative at both t → 0 and
t→∞ so the bounds in the above integral go from [,Λ]→ [0,∞]. This allows us to
use the standard table integral∫ ∞
0
dx
x sin(ax)
sinh2(pix)
=
1
2pi
a− sinh(a)
1− cosh(a) . (E.10)
Employing this identity,∫
Γ3+Γ5
= − icα
piT 2
e
ECT
2
∂2
∂E2
C
(
2EC/T − sinh(2EC/T )
1− cosh(2EC/T )
)
. (E.11)
As for the other contours, the integral along Γ4 vanishes, however both Γ2 and Γ6 do
provide a contribution. The integrand attains a constant value at the poles {0, 1/T}
so that ∫
Γ2
+
∫
Γ6
= − cα
pi2T 2
∫
Γ2
dτ
1/T − τ −
cα
pi2T 2
∫
Γ6
dτ
τ
(E.12)
which, with the substitution τ = eiθ this integral becomes
−icα
pi2T 2
∫ 0
pi
dθ =
icα
piT 2
. (E.13)
The total conductivity of the insulating phase due to α is
σ1,α = − icα
piT 2
e
ECT
2
∂2
∂E2
C f(2EC/T ), (E.14)
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where
f(a) = 2
(a− 1)e−a + e−2a
(1− e−a)2 . (E.15)
If this result is expanded for T  EC then with c = ipi2 T 2
σ1,α = α
EC
T
e−2EC/T . (E.16)
E.2 Integrals Involving G21(0)
Both the α and β terms have contributions of this type, but the resulting conduc-
tivity is quite different for each case. They will be treated separately.
E.2.1 α Term
σ2,α =
cα
ω
∫ 1/T
0
dτ
1− eiΩmτ
sin2(piTτ)
G21(0) (E.17)
The only value of τ that results in a contribution to this integral is when τ = 1/T
since
G21(0)
sin2(piTτ)
behaves like a delta function. Writing this as a integration with proper
normalization factors inserted,
σ2,α =
Σ21
E2C
cα
ω
∫ 1/T
0
dτ (1− eiΩmτ )2piTδ(τ − 1/T )
pi2T 2
(E.18)
which gives, under the analytic continuation τ → it and Ωm → iω
σ2,α = 2α
Σ21
E2C
. (E.19)
E.2.2 β Term
σ2,β =
Σ21
E2C
cβ
ω
∫ 1/T
0
dτ
1 + eiΩmτ
sin2(piTτ)
G21(0) (E.20)
In the D.C. limit, this integral is dominated by the 1/ω terms, of which there are two
non-zero contributions in the sum over τ . Both τ = 0 and τ = 1/T contribute to the
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sum while all other τ have their contributions canceled by G21(0). So using normal-
ization for the δ-function similar to the α case, this contribution to the conductivity
gives
σ2,β(0) = 4β
T
ω
Σ21
E2C
(E.21)
E.3 Integrals Involving G21(τ ), F
2
0 (τ ), or F
2
1 (τ )
E.3.1 α Term
This integral has the form
σ3,α =
cα
ω
∫ 1/T
0
dτ
1− eiΩmτ
sin2(piTτ)
F 21 (τ) (E.22)
Since F1(τ) = −Σ1 ∂∂ECG0(τ) it is possible to cast this integral in the form
σ3,α =
cα
4ω
∂2
∂E2C
∫ 1/T
0
dτ
1− eiΩmτ
sin2(piTτ)
G20(τ), (E.23)
from which the contribution to the conductivity is determined to be
σ3,α = α
2∆21(EC − T )e−2EC/T
T 3
. (E.24)
This result carries with it the range of validity from the previous expressions that it
is based on, so this contribution to the conductivity is only valid for T  EC and
∆1  EC .
E.3.2 β Term
There are two terms, the G21(τ) and F
2
0 (τ), that provide a contribution to the β
part of the conductivity. Apart from their different constants they carry with them,
Σ1 and ∆0 respectively, they are handled in an identical manner. This integration is
performed in a similar manner to the σ1,α term by integrating around the contour in
Fig. E.1. The following is the computation of the Σ1 contribution.
σ3,β =
cβ
ω
∫ 1/T
0
dτ
1 + eiΩmτ
sin2(piTτ)
G21(τ) (E.25)
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The integrals over contours Γ3 and Γ5 may be summed to get∫
Γ3
+
∫
Γ5
= −icβΣ
2
1
ω
∫ ∞

dt
1 + eiωt
sinh2(piTt)
e−2ECTt
2 ×
× 2i((t4T 2 − t2) sin(2ECt)− 2t3T cos(2ECt)). (E.26)
In the D.C. limit, the real part of this expression is
Re
∫
Γ3
+
∫
Γ5
= −piβΣ21e
ECT
2
∂2
∂E2
C
(
T 2
8
∂4
∂E4C
+
T
2
∂3
∂E3C
+
1
2
∂2
∂E2C
)∫ ∞

dt
t sin(2EC
T
t)
sinh2(pit)
.
(E.27)
This expression can be evaluated using the integral in Eq. E.10. While it is a compli-
cated expression, it just describes the same insulating behavior exhibited already by
σα,1 so the inclusion of this term produces nothing more than an additional (small)
contribution to the insulator conductivity proportional to Σ21 or ∆
2
0. The integral over
contours Γ2 and Γ6 contribute more substantially. Expanding the integral around
τ = 0 and integrating over these contours,∫
Γ2
+
∫
Γ6
=
2cβ
pi2T 2ω
∫
Γ2+Γ6
dτ (E.28)
Which, after letting τ → it→ ieiθ and integrating gives σ3,β = 4piωβ, where since ep-
silon is small but finite 
2piω
is identified as a delta function. Therefore the conductivity
from these terms is
σ3,β = 2βδ(ω)(
Σ21
E2C
+
∆21
E2C
). (E.29)
Finally to compute the longitudinal conductivity (Eq. 4.29) all these contributions
are added so that σµµ = σα,1 + σα,2 + σα,3 + σβ,2 + σβ,3.
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