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ABSTRACT
In this paper, we present a Small Energy Masking (SEM) algorithm,
which masks inputs having values below a certain threshold. More
specifically, a time-frequency bin is masked if the filterbank energy
in this bin is less than a certain energy threshold. A uniform dis-
tribution is employed to randomly generate the ratio of this energy
threshold to the peak filterbank energy of each utterance in deci-
bels. The unmasked feature elements are scaled so that the total
sum of the feature values remain the same through this masking pro-
cedure. This very simple algorithm shows relatively 11.2 % and
13.5 % Word Error Rate (WER) improvements on the standard Lib-
riSpeech test-clean and test-other sets over the baseline
end-to-end speech recognition system. Additionally, compared to
the input dropout algorithm, SEM algorithm shows relatively 7.7 %
and 11.6 % improvements on the same LibriSpeech test-clean
and test-other sets. With a modified shallow-fusion technique
with a Transformer LM, we obtained a 2.62 % WER on the Lib-
riSpeech test-clean set and a 7.87 % WER on the LibriSpeech
test-other set.
Index Terms— neural network, speech recognition, regulariza-
tion, masking, dropout
1. INTRODUCTION
Recently, deep learning techniques have significantly improved
speech recognition accuracy [1]. These improvements have been
obtained by the shift from Gaussian Mixture Model (GMM) to the
Feed-Forward Deep Neural Networks (FF-DNNs), FF-DNNs to
Recurrent Neural Network (RNN) such as the Long Short-Term
Memory (LSTM) networks [2]. Thanks to these advances, voice
assistant devices such as Google Home [3] , Amazon Alexa and
Samsung Bixby [4] are widely used at home environments.
Recently there has been tremendous amount of research in
switching from the conventional Weighted Finite State Transducer
(WFST) based decoder using an Acoustic Model (AM) and a Lan-
guage Model (LM) to a complete end-to-end all-neural speech
recognition systems [5, 6]. These complete end-to-end systems have
started surpassing the performance of the conventional WFST-based
decoders with a very large training dataset [7], a better choice of
target unit such as Byte Pair Encoded (BPE) subword units, and an
improved training methodology such as Minimum Word Error Rate
(MWER) training [8].
Overfitting has been a major issue in training a large size neu-
ral network model for a long time. The dropout approach [9] has
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Fig. 1: (a) The probability density of η in (3), which is the relative
ratio to epeak in dB. (b) The cumulative density of the same η and
the portion of the filterbank energy below η, which is defined as
re(ηth) in (4).
been applied to overcome this issue in which both the input and the
hidden units are randomly dropped out to regularize the network. In
the case of the input dropout, the input feature elements are masked
with a certain fixed probability of r, and the remaining input feature
elements are scaled up by 1.0/(1.0− r).
One open question regarding the input dropout is whether it is
always a good idea to dropout input feature elements completely ran-
domly. In our previous work [10], it has been observed that feature
elements in time-frequency bins with smaller power are more ad-
versely affected by additive noise. Motivated by this observation,
we intentionally boosted power or energy in such time-frequency
bins in [10]. This algorithm is referred to as the Small Power Boost-
ing (SPB) algorithm. This approach proved to be quite successful for
very difficult noisy environments such as corruption by background
music. In this paper, we present an algorithm referred to as Small En-
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Fig. 2: The procedure of applying the Small Energy Masking
(SEM).
ergy Masking (SEM). Unlike the input dropout approach, we mask
time-frequency bins in the spectral domain whose filterbank energy
is less than a certain energy threshold. This energy threshold is cho-
sen from a random uniform distribution. This masking is applied to
the input features. For the unmasked components of each feature,
we scale these values so that the total sum of the feature values re-
main the same. This algorithm is also different from SpecAugment
in [11] in that masking is done for time-frequency bins with smaller
energies.
2. DISTRIBUTION OF ENERGY IN TIME-FREQUENCY
BINS OF SPEECH SIGNALS
Before describing the Small Energy Masking (SEM) algorithm in
detail in Sec. 3, we first look into the distribution of energy in
each time-frequency bin. The filterbank energy e[m, c] in each time-
frequency bin is calculated using the following equation [12]:
e[m, c] =
K/2∑
k=0
|X[m, ejωk ]|2Mc[ejωk ] (1)
werem is the frame index, c is the filterbank channel index,K is the
Fast Fourier Transform (FFT) size. ωk is the discrete-time frequency
defined by ωk = 2pikK where 0 ≤ k ≤ K − 1, and Mc[ejωk ] is the
triangular mel response for the l-th channel [13]. Throughout this
paper, in obtaining the spectrum X[m, ejωk ] in (1), we use Ham-
ming windows of the 25 ms length and the 10 ms period between
successive frames. As in [10], we define the peak filterbank energy
epeak of each utterance as follows:
epeak := The 95-th percentile of e[m, c] in (1) for an utterance. (2)
Since epeak is calculated within a single utterance, the actual value
may be different for different utterances. For a certain filterbank en-
ergy value e[m, c], let us define the following term η and the function
f that is the ratio of e[m, c] to epeak in decibels (dB):
η = f (e[m, c]) := 10 log10
(
e[m, c]
epeak
)
. (3)
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Fig. 3: (a) The power-mel spectrogram of the original speech.
Small Energy Masked power-mel spectrograms with different ηth
values: (b) ηth = −40 dB, (c) ηth = −20 dB, and (d) ηth = 0 dB.
Fig. 1a shows the probability density function of the time-
frequency bins with respect to η defined in (3). In obtaining this
distribution, we used a randomly chosen 1,000 utterances from the
LibriSpeech training corpus [14]. As shown in Fig. 1a, the filter
bank energy in each time-frequency bin is mostly distributed be-
tween -90 dB and 10 dB with respect to epeak. Fig. 1b shows the
cumulative density function of η in (3) and the following function:
re(ηth) =
∑
f(e[m,c])<ηth
e[m, c]∑
e[m, c]
, (4)
which is the ratio of the energy when ηth is given as the ratio thresh-
old with respect to epeak.
3. SMALL ENERGYMASKING ALGORITHM
The procedure of applying the Small Energy Masking (SEM) to the
input feature is shown in Fig. 2. More specifically, procedures re-
lated to masking is depicted inside the dotted rectangle. As shown in
this figure, we first obtain the filterbank energy e[m, c] in each time
frequency bin using (1). The mel filterbank energy vector ~e [m] for
the frame index m is defined from the following equation:
~e [m] =
[
e[m, 0], e[m, 1], e[m, 2] · · · e[m,C − 1]
]T
(5)
where C is the number of filterbank channels. For each utterance,
we obtain the peak filterbank energy epeak using (2). We generate a
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system.
random threshold ηth that is a ratio to epeak in dB from the following
uniform distribution:
ηth ∼ U(ηa, ηb). (6)
where ηa and ηb are lower and upper bounds of this uniform distri-
bution. In our experiments in Sec. 5, we observe that ηa = -80 and
ηb = 0 are appropriate.
Using the ηth, the filterbank energy threshold is obtained by the
following equation derived from (3):
eth = epeak10
ηth
10 . (7)
The binary mask is generated using the following rule:
µ[m, c] =
{
1, e[m, c] ≥ eth,
0, e[m, c] < eth.
(8)
The masked feature is generated in the following way:
xµ[m, c] = x[m, c]µ[m, c] (9)
where x[m, c] is an element of the power-mel feature, which is ob-
tained by the power-law nonlinearity of (·) 115 [15, 16] on the mel
filterbank energy e[m, c].
Fig. 3 shows the masked power-mel spectrogram with differ-
ent values of the threshold ηth. For example, Fig. 3c shows the
power-mel spectrogram when ηth =- 20 dB. Compared to the orig-
inal power-mel spectrogram in 3a, we may observe that approxi-
mately 70 % of the time-frequency bins in Fig. 3c are masked. From
Fig. 1b, we observe that when ηth = -20dB, on average, 74.3 %
of time-frequency bins are masked. As shown in Fig. 2, we ap-
ply the “global” mean and variance normalization as in [17], since
the utterance-by-utterance mean and variance normalizations are not
easily realizable for streaming speech recognition [18]. Note that
mean subtraction must be applied before masking, otherwise, the
non-zero values in the masked region will distort the model during
the training. Through the masking procedure in (9), the sum of fea-
ture elements for each utterance is kept the same using the following
scaling coefficient:
r =
∑
for each utt. x[m, c]∑
for each utt. xµ[m, c]
, (10)
The final input feature to the neural network xsem[m, c] is given by:
xsem[m, c] = rxµ[m, c]. (11)
4. END-TO-END SPEECH RECOGNITION SYSTEM
Table 1: Word Error Rates (WERs) obtained on the LibriSpeech
test set [14] using the SEM algorithm. In this case, in (6), the ηa
value is fixed at -80 dB and ηb values is changed.
ηb -60 dB -40 dB -20 dB 0 dB baseline
test-clean 4.03 % 4.05 % 3.89 % 3.72 % 4.19 %
test-other 13.64 % 13.69 % 12.74 % 11.65 % 13.47 %
average 8.84 % 8.87 % 8.32 % 7.69 % 8.83 %
Table 2: Word Error Rates (WERs) obtained on the LibriSpeech
test set [14] using the SEM algorithm. In this case, in (6), the ηa
value is changed and ηb is fixed at 0 dB.
ηa -20 dB -40 dB -60 dB -80 dB baseline
test-clean 45.15 % 6.57 % 4.07 % 3.72 % 4.19 %
test-other 77.71 % 20.43 % 12.73 % 11.65 % 13.47 %
average 61.43 % 13.5 % 8.40 % 7.69 % 8.83 %
Table 3: Word Error Rates (WERs) obtained on the LibriSpeech
corpus [14] using a “fixed” ratio threshold ηth instead of the
random threshold generated by the uniform distribution in (6).
ηth
baseline
−∞ dB -80 dB -70 dB -60 dB -50 dB
test-clean 4.19 % 4.27 % 4.26 % 4.31 % 4.52 %
test-other 13.47 % 13.92 % 13.93 % 14.09 % 15.67 %
average 8.83 % 9.10 % 9.10 % 9.20 % 10.10 %
The structure of our entire end-to-end speech recognition system
is shown in Fig. 4. Our speech recognition system is a modified
version of the previous one introduced in [19] with the architecture
and the pre-training schemes motivated by [17]. ~x[m] and ~yl are the
input power mel filterbank vector and the output label, respectively.
m is the input frame index and l is the decoder output step index. We
use the power mel filterbank vector instead of the more widely used
log mel filterbank vector based on our previous result [20]. ~xsem[m]
Table 4: Word Error Rates (WERs) obtained on the LibriSpeech
corpus [14] using the input dropout method in [9].
r is the dropout rate.
baseline
r = 0
r = 0.1 r = 0.2 r = 0.3
test-clean 4.19 % 4.03 % 4.29 % 4.27 %
test-other 13.47 % 13.18 % 13.77 % 14.59 %
average 8.83 % 8.61 % 9.03 % 9.43 %
is the Small Energy Masked (SEM) feature vector from (11) and
defined as follows:
~xsem[m] =
[
xsem[m, 0], xsem[m, 1], xsem[m, 2] · · · xsem[m,C − 1]
]T
(12)
where C is the number of filterbank channels. ~cl is the context vec-
tor calculated as a weighted sum of the encoder hidden state vectors
denoted as ~henc[m]. The attention weights are computed as a soft-
max of energies computed as a function of the encoder hidden state
~henc[m], the decoder hidden state ~hdecl , and the attention weight
feedback ~βl[m] [17].
In [17], the peak value of the speech waveform is normalized to
be one. However, since finding the peak sample value is not possible
for online feature extraction, we do not perform this normalization.
We modified the input pipeline so that the online feature generation
can be performed. We disabled the clipping of feature range between
-3 and 3, which is the default setting for the LibriSpeech experiment
in [17]. The encoder consists of six layers of bi-directional Long
Short-Term Memories (LSTMs) interleaved with 2:1 maxpool layers
in the bottom three layers. Thus, the entire time reduction factor
is 8. The decoder is a single layer of uni-directional Long Short-
Term Memory (LSTM). For all the LSTM layers, we used the cell
size of 1024. For the better stability during the training, we use
the gradient clipping by global norm [21], which is implemented as
tf.clip by global norm API in Tensorflow [22].
5. EXPERIMENTAL RESULTS
In this section, we present speech recognition results obtained using
the SEM algorithm on the LibriSpeech database [14]. For training,
we used the entire 960 hours LbriSpeech training set consisting of
281,241 utterances. For evaluation, we used the official 5.4 hours
test-clean and 5.1 hours test-other sets. We conducted ex-
periments using the power mel filterbank vector of size of 40 as in
[12, 20]. We expect that the performance of SEM will depend on the
selection of the lower and upper bounds of the uniform distribution
in (6). In Fig. 1a, we observe that η values in (3) are mostly con-
centrated between -80 dB and 0 dB. Thus, we decide to choose the
boundaries of the uniform distribution in this range. In the first set of
the experiments, we fixed the lower bound of this uniform distribu-
tion ηa at -80 dB and changed the upper bound ηb. These experimen-
tal results are shown in Table 1. In this case, the best performance
was obtained when ηb = 0 dB. In the second set of the experiments,
we fixed the upper bound ηb at 0 dB and changed the lower bound
ηa. This result is summarized in Table 2. As shown in this Table,
if ηa value is too large, performance significantly degrades, which
means that masking should not be too aggressive all the time. As
shown in the Tables 1 and 2, we obtain 3.72 % and 11.65 % WERs
on the LibriSpeech test-clean and test-other respectively,
which are relatively 11.2 % and 13.5 % improvements, respectively.
In order to find out whether the randomization of the energy
threshold in SEM is important, we repeated the same kind of exper-
iments with a fixed energy threshold ηth. As shown in Table 3, it
hardly shows any improvement over its baseline for the range of val-
ues between -80 dB and -50 dB. From this result, we conclude that
the randomization of the energy threshold plays a critical role during
the training.
Finally, to compare the performance of our SEM algorithm with
the well known input dropout approach, we conducted the same
set of experiments using the input dropout algorithm. The result
is summarized in Table 4. Input dropout shows relatively 3.81 %
and 2.15 % improvements on the LibriSpeech test-clean and
test-other sets respectively over the baseline if the dropout rate
of r = 0.1 is employed. From Tables 1, 2 and 4 results, we conclude
that the SEM algorithm is much more effective than the conventional
input dropout approach.
Table 5: Word Error Rates (WERs) obtained with SEM processing
using a modified shallow-fusion with a Transformer LM with
different LM weights (λlm)
λp
λlm
0.003
0.36
0.003
0.4
0.003
0.44
0.003
0.48
test-clean 2.52 % 2.62 % 2.62 % 2.66 %
test-other 7.93 % 7.87 % 7.87 % 8.33 %
average 5.23 % 5.25 % 5.25 % 5.50 %
Using the modified shallow-fusion introduced in [20] with a
Transformer LM [23], we obtain further improvement as shown in
Table 5. λp and λlm in Table 5 are weights for the prior probability
and the LM prediction probability, respectively as in [20]. When the
beam size is 36, λp is 0.003, and λlm is 0.4 ∼ 0.44, we obtained a
2.62 % WER on the test-clean set and a 7.87 % WER on the
test-other set.
6. CONCLUSIONS
In this paper, we present the Small Energy Masking (SEM) algo-
rithm and experimental results obtained using this algorithm. In this
algorithm, masks are created by comparing the energy in the time-
frequency bin and the energy threshold. A uniform distribution is
employed to generate the ratio of this energy threshold to the peak
filterbank energy in each utterance in decibels. Unmasked feature
elements are scaled so that the total sum of the feature values re-
main the same throughout this masking procedure. Experimental
results show that this algorithm shows relatively 11.2 % and 13.5
% WER improvements on the standard LibriSpeech test-clean and
test-other sets over the baseline end-to-end speech recognition sys-
tem. Additionally, compared to the conventional input dropout algo-
rithm, the SEM algorithm shows 7.7 % and 11.6 % relative improve-
ments on the same LibriSpeech test-clean and test-other
sets, respectively. With a modified shallow-fusion technique with
a Transformer LM [20], we obtained a 2.62 % WER on the Lib-
riSpeech test-clean set and a 7.87 % WER on the LibriSpeech
test-other set.
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