A duration model is a major component in every parametric speech synthesis system. Conventional methods use full contextual labels as features to predict phoneme durations that require morphological analysis of text. By contrast, advances in bidirectional recurrent neural networks (BRNN) and global space vector models make it possible to perform grapheme-tophoneme (G2P) conversion from plain text. In this paper, we investigate duration prediction from plain phonemes instead of using their full contextual labels. We propose a new approach that relies on both BRNN and global space vector representations of phonemes (GPV) and durations (GDV). GPVs represent the statistics of phonemes used in a language, whereas GDVs capture duration variations beyond linguistic features. They are essentially learned from a large-scale text corpus in an unsupervised manner where phonemes are converted by G2P.
Introduction
In text-to-speech (TTS) synthesis systems [1] [2] [3] , the duration model predicts one of the prosodic parameters (duration, fundamental frequency, and intensity). The prosodic parameters determine speech rhythm and accentuation. For some languages, duration also plays a role in distinguishing the meaning of speech sounds [4] . Therefore, the accurate modeling and prediction of speech-sound duration is important for ensuring that synthetic speech is well perceived.
Conventional methods such as the widely used hidden Markov model-based speech synthesis system (HTS) [5] use hidden semi-Markov models (HSMMs) with Gaussian duration distributions. Recently, the deep neural network technique has grown so fast that it has become the core in most data-driven systems, including TTS systems [3] . Neural network approaches have also been widely adopted to model duration [6] [7] [4] . However, most approaches [8] [3] [6] [7] [4] predict phoneme duration using the full context labels that represent phonemes in context, including linguistic features, such as stress, and positional features, such as the relative positions of different segment levels (phoneme, syllable, and word) inside higher-level segments. A front-end tool is used to extract the contextual features from text and an embedding layer to represent the linguistic features along with duration model training [7] . By contrast, prosodic features represent paralinguistic information, such as the speaker's emotional state and speaking Figure 1 : Schematic diagram of BRNN-based duration models with global phoneme-duration vectors; the group of blue thin arrows indicate model building and that of thick gray arrows the duration prediction from plain phonemes.
style. Generally, duration variations are not fully determined by linguistic features. Technically, with advances in learning a continuous space vector representation of words in an unsupervised manner [10] , large amounts of unannotated data can be used to improve TTS components [11] [12] [13] . Moreover, a bidirectional recurrent neural network (BRNN) [14] [15] and bidirectional long short-term memory are well known to be powerful for sequence modeling [7] [16] [17] . This leads us to consider a basic approach for predicting duration using phonemes only but with advanced technology for sequence modeling and unsupervised learning.
In this paper, we investigate a BRNN-based duration model combined with global space vector representations of phonemes (GPVs) and durations (GDVs). GPVs are used to replace the full contextual labels, whereas GDVs capture general duration variations caused by paralinguistic information and speaker factors. GPVs are learned offline by GloVe [10] from a large-scale text corpus with grapheme-to-phoneme (G2P) conversion [17] in an unsupervised manner. GDVs are learned in a similar manner but rely on a pre-trained GPV-BRNN model.
The remainder of the paper is organized as follows: In Section 2, we describe duration models with a combination of BRNNs and global phoneme-duration vectors. In Section 3, we explain the experimental setup. In Section 4, we present the experimental results and discussions. Finally, we present conclusions in Section 5. level BRNN model, and GDVs, hereafter referred to as the two-level BRNN model. Figure 2 shows the relationship between the two types of BRNN models. The one-level BRNN model is language-dependent (LD) and the two-level BRNN model extends to one more BRNN level that can be languageindependent. We use GloVe [10] to learn GPVs and GDVs in an unsupervised manner. Particularly, learning GDVs based on the probabilistic duration means that they are predicted using the one-level BRNN model. The two BRNNs are trained in a sequence-to-sequence supervised manner step by step given the alignment of the training data between phonemes and duration tags (as ground truth), which are quantized as an integer in milliseconds.
Model building comprises four steps that are performed in order. First, GPVs are learned from a large-scale text corpus using multilingual G2P conversion [17] and GloVe learning [10] . Second, the one-level BRNN model is trained on phonemes with GPVS as the input and corresponding duration tags as the output. Third, GDVs are learned using GloVe with sufficient probabilistic duration, which means that they are predicted using the one-level BRNN model. Forth, the second-level BRNNs are trained with GDVs as the input and the corresponding duration tags as the output.
Learning global phoneme vectors using GloVe
GloVe [10] is used to learn GPVs from a large-scale corpus of phonemes of sentences in an unsupervised manner. Using a multilingual G2P model [17] , which converts plain text to phonemes with very high accuracy, we collect a phoneme corpus from a large-scale text corpus to gather various contexts of phonemes used in a target language. GloVe then uses the statistics of phoneme-phoneme co-occurrence frequencies counted from the large-scale phoneme corpus to learn GPVs based on a global log-bilinear regression model [10] , specifically by minimizing the following cost function [10] :
where N is the number of unique phonemes, xij indicates the co-occurrence frequency of phonemes i and j, q(xij) is a weighting function applied to avoid frequent co-occurrence over-weighting [10] , bi andbj are biases, and ci andcj are space vectors to be learned, where ci andci are equivalent in terms of representing the ith phoneme but have different initial values. As a result, c i +c i provides the GPV of the ith phoneme. Note that, in this paper, we learn LD GPVs. As a result, there are two GPV tables, one for each language: Korean and Chinese.
Decoding GPVs to phoneme duration using BRNNs
First, BRNNs are trained in a supervised manner to learn relationships between the GPVs of phonemes and their duration tags that are represented by one-hot vectors. The standard multiclass cross-entropy is used as the objective function to train BRNNs with two hidden layers for this purpose. The following equations express the neural networks formally [16] : 
where 1 ≤ i ≤ 2, and arrows → and ← indicate forward and backward directions, respectively. xj denotes the GPV of the jth phoneme, j = 1, ..., n and n is the number of phonemes of a sentence; h denotes the hidden variables; W , V , and U denote the weight matrices; b and c denote the bias vectors; and f (x) denotes the tanh function. At the output layer, y j provides the probabilities of the target duration for the jth phoneme. Consequently, the predicted duration of the jth phonemedj can be chosen using argmax(y j ), the top-ranked value, or by calculating the probabilistic duration mean:d j = D T yj, (7) where D denotes the vectors of the duration tags.
Learning global duration vectors using GloVe
With the pre-trained one-level BRNN models and GPVs, we use Eq. (7) to calculate the probabilistic duration means of the large-scale corpus of phonemes. Consequently, a large-scale duration corpus is achieved; there is a duration per phoneme. Furthermore, we tag duration by quantizing it into four groups called G1, G2, G3, and G4 simply dividing it by 120 ms, 30 ms, 6 ms, and 50 ms, respectively. The purpose of the first three groups is to root the duration and the last one determines its context. Moreover, we use them with the phoneme itself for tagging duration. In this paper, we consider the following three tags, hereafter referred to as symbol tags:
T 2 : G1|G2|G3, (9) T 3 : G4 previous duration -G1|G2|G3+G4 next duration , (10) where symbols |, −, and + represent the concatenation operation. A few examples are shown in Fig. 2 . Thus, a large-scale corpus of symbol tags is obtained for learning GDVs.
GloVe [10] is further used to learn GDVs as mentioned in Section 2.1 by simply replacing phonemes by symbol tags of the large-scale corpus. Because the last two symbol tags are phoneme-independent, their GDVs can be learned in a language-independent manner.
Decoding GDVs to phoneme duration using BRNNs
We further train BRNNs in a supervised manner to learn relationships between GDVs and (ground truth) duration tags that are also represented by one-hot vectors. The algorithm for decoding GDVs to duration tags is the same as that described by Eqs.
(2)- (6) . Duration tags are chosen by argmax.
Experimental setup
We evaluated the proposed method for Korean and Chinese, focusing particularly on the following three aspects:
• effectiveness of using GPVs for the neural duration model;
• effect of using GDVs on improving model performance;
• effect on model performance of learning GDVs on a large-scale phoneme-duration corpus. Table 1 presents the datasets from two speakers (each in one language) used for supervised training and evaluation. The training, development, and test sets were disjoint. The ground truth duration of phonemes (a total of 9 hours of female speech) in Korean were manually labeled in terms of the Korean tone and break index (ToBI). The Chinese data (7 hours of female speech) were forced aligned using HTK [18] , but with the manual correction of obvious mismatches. Figure 3 shows the distribution of phoneme duration in the datasets. 
Learning GPVs and GDVs
We used a large-scale text corpus that consisted of approximately 0.5 million sentences in total from the two languages to learn GPVs and GDVs, with a size of 300 dimensions and a fixed 20-phoneme/tag window. Multilingual G2P [17] was used to convert text to phonemes. Punctuation in text was basically assigned as "pau." For comparison, we also learned GDVs by only using the sentences in the datasets for supervised training (4,380 sentences in Korean and 6,789 sentences in Chinese).
Network training
We trained BRNNs with the following hyperparameters [17] :
• number of units of input layers: 300 (GPV/GDV size)
• number of output units: number of duration tags (508 in the Korean corpus and 247 in the Chinese corpus)
• number of hidden layers: 2
• number of hidden units per hidden layer: 50
• stochastic gradient descent with a fixed momentum (0.9) with a small learning rate (0.0001)
• size of a mini-batch: 20 sentences
We used the models with the best performance for the development set as the final models to be evaluated.
HTS duration model as a baseline for comparison
HTS [5] is a widely used method for building multilingual TTS systems. For comparison, we used the same datasets listed in Table 1 to build LD HTS speech systems with in-house front ends for extracting full contextual labels. To achieve a good duration model, we use pre-defined initial decision trees with "pau"-related questions to constrain decision-tree building. This is particularly effective for a speech corpus that has long utterances that involve large variations of pauses, such as the Korean corpus (average 7 seconds of speech per utterance).
List of duration model symbols
We trained the following duration models in the experiments: In the last two versions, the two languages shared one two-level BRNN model.
Results
We evaluated the duration models using mean absolute errors (MAE) and root mean square errors (RMSE) in milliseconds between the predicted phoneme duration of test sentences and their ground truth duration. The experimental results are shown in Tables 2-4, where Table 2 excludes pauses and Table 3 includes pauses, and Fig. 4 with the MAE and standard deviation (SD) of individual phonemes by version of LD-GDV(T2). Additionally, the MAE of "pau" was 128.5 ms (SD: 131. 9 ms) in the Chinese corpus and 236.3 ms (SD: 138.3 ms) in the Korean corpus. We make several observations from the results.
• The proposed methods outperformed the HTS duration models in terms of MAE and RMSE (see Tables 2-3 ) except for the HTS-based duration model, which won for RMSE for counting pauses in the Korean corpus (see Table 3 ). The improvement in normal phonemes (excluding "pau") was significant: MAE decreased from 21.78 ms to 17.76 ms (RMSE from 30.4 ms to 28.96 ms) in the Korean corpus, and decreased from 30.21 ms to 23.18 ms (RMSE from 38.69 ms to 34.87 ms) in the Chinese corpus. • The use of GDVs, that is, the two-level BRNN model, improved accuracy for both MAE and RMSE in the version of LD-GDV(T2), that is, LD GDVs with tag G1|G2|G3 in Eq. (9) . For language-independent GDVs, that is, LI-GDV(T2), contextual duration information is needed, that is, LI-GDV(T3), to achieve similar results to those achieved by LD-GDV(T2) (see Table 2 ).
• GDVs that combined duration with phonemes, that is, LD-GDV(T1), did not improve the performance of LD-GPVs (i.e., one-level model) ( Table 2 ). This implies that only freely using GDVs can determine a deal of information that GPVs fail to determine; that is, GPVs were sufficiently powerful to represent the linguistic features.
• Comparing Table 3 (including pauses) with Table 2 (excluding pauses), the two-level BRNN model (using both GPVs and GDVs) performed better than the onelevel BRNN model (using only GPVs). In Table 3 , the RMSE decreased from 54.98 ms (LD-GPV) to 54.03 ms (LD-GDVs(T2)) to 47.92 ms (LI-GDV(T3)) in the Korean corpus. This indicates that GDVs worked well for phonemes with large duration variations, such as "pau," because more data were available for model training.
• Comparing LD-GDV(T2) in Table 4 (learning GPVs and GDVs only from the sentences in the speech corpora) and LD-GDV(T2) in Table 2 (learning GPVs and GDVs from a large-scale text corpus), the use of a large-scale corpus of phonemes improved the robustness of the duration model because the space vector models were learned by the statistics of the phonemes observed in various contexts.
Based on the experimental results, we conclude that the use of pre-learned GPVs instead of conventional full contextual labels performs well in terms of modeling phoneme duration. Because a front end is not required for extracting the full contextual features, the proposed method makes it relatively easy to develop multilingual speech synthesis systems [19] , particularly in the case of low-resource languages. Using GDVs, it is possible to further improve the GPV-based duration model to consider factors of speakers and speaking styles that are beyond the scope of linguistic features. Moreover, GDVs can be language-independent; therefore, it is vital to easily use a large number of available speech corpus, such as huge speech data for automatic speech recognition, to improve the duration model. There are some shortcomings in this study. We should compare the proposed method with other neural network-based methods. Additionally, no speech synthesis experiment was conducted in this study. We should investigate why some phonemes had large MAE and SD, such as /e/, /wa/, /wae/, and /ye/ in Korean, and /er/, /iong/, and /van/ in Chinese, as indicated in Fig. 4 . A great deal of further work is required.
Conclusions
We have shown that using GloVe-based GPVs as features, instead of conventional full context labels, successfully achieves duration models using deep learning in multiple languages. We also demonstrated that the use of GDVs further improves the performance of duration models affected by factors of speakers or speaking styles that may fail to be represented by linguistic features. Both GPVs and GDVs can be learned from plain phoneme and duration corpora in an unsupervised manner. The proposed method outperformed HTS-based baselines and had the flexibility to learn GDVs across languages, thus enabling duration models to use more training samples not limited to individual speakers or languages. This study was motivated by a desire to develop multilingual TTS systems [19] relatively easily. Future work will evaluate the proposed method on common data for comparison with other approaches.
