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We give a complete, self-contained, and mathematically rigorous proof that Euclidean Yang-Mills theories are
perturbatively renormalisable, in the sense that all correlation functions of arbitrary composite local operators
fulfil suitable Ward identities. Our proof treats rigorously both all ultraviolet and infrared problems of the
theory and provides, in the end, detailed analytical bounds on the correlation functions of an arbitrary
number of composite local operators. These bounds are formulated in terms of certain weighted spanning
trees extending between the insertion points of these operators. Our proofs are obtained within the framework
of the Wilson-Wegner-Polchinski-Wetterich renormalisation group flow equations, combined with estimation
techniques based on tree structures. Compared with previous mathematical treatments of massless theories
without local gauge invariance [R. Guida and Ch. Kopper, arXiv:1103.5692; J. Holland, S. Hollands, and
Ch. Kopper, Commun. Math. Phys. 342 (2016) 385] our constructions require several technical advances; in
particular, we need to fully control the BRST invariance of our correlation functions.
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GLOSSARY OF IMPORTANT SYMBOLS
φK basic field, indexed by K, L, . . . (distinguishing kind of field, tensor index and Lie algebra index)
φ‡K antifield, indexed by K, L, . . . (distinguishing kind of field, tensor index and Lie algebra index)
OA composite operator, indexed by A, B, . . . (distinguishing number of fields/antifields and their
kind, tensor index and Lie algebra index)
s classical BRST differential; s0 is the corresponding free differential
sˆ classical Slavnov-Taylor differential, identical to s when acting on functionals which do not
depend on antifields; sˆ0 is the corresponding free differential
qˆ quantum BRST/Slavnov-Taylor differential
(·, ·), (·, ·)~ classical/quantum antibracket
[·] engineering dimension
Λ, Λ0, µ infrared (IR) cutoff, ultraviolet (UV) cutoff, fixed renormalisation scale
CΛ,Λ0KL regularised covariance (“propagator”)
νΛ,Λ0 Gaussian measure in field space defined by the regularised covariance CΛ,Λ0KL
〈·, ·〉, ∗ L2 inner product, L2 convolution
? convolution in field space (with the Gaussian measure)
LΛ0 interaction part of the action, including counterterms (“bare interaction”)
LΛ,Λ0 generating functional of regularised connected and amputated correlation functions (CACs) of
basic fields
LΛ,Λ0
(⊗s
k=1OAk
)
generating functional of regularised CACs with insertions of composite operators
LΛ,Λ0
(∫OA) generating functional of regularised CACs with insertion of an integrated composite operator
LΛ,Λ0,l
KL‡ (q) expansion coefficient (=CAC) of L
Λ,Λ0 with external basic fields φK1 , . . . , φ‡Ln depending on
external momenta q, of formal perturbation order ~l
LΛ,Λ0,l
KL‡
(⊗s
k=1OAk ; q
)
expansion coefficient (=CAC) of LΛ,Λ0
(⊗s
k=1OAk
)
with external basic fields φK1 , . . . , φ‡Ln de-
pending on external momenta q, of formal perturbation order ~l
LΛ,Λ0,l
KL‡
(∫OA; q) expansion coefficient (=CAC) of LΛ,Λ0(∫OA) with external basic fields φK1 , . . . , φ‡Ln depending
on external momenta q, of formal perturbation order ~l
T , T ∗ tree, tree with special vertex
3GT/T
∗,w
KL‡;[vp]
(q;µ,Λ) weight factor associated to the tree T/T ∗ with external basic fields φK1 , . . . , φ‡Ln depending
on external momenta q, with dimension [vp] of the special vertex (absent for a tree T without
special vertex), and with w momentum derivatives
|q| maximum possible sum of the momenta q: supremum of the modulus over all subsums
η(q) exceptionality of the momenta q: infimum of the modulus over all strict subsums
η¯(q) exceptionality of the momenta q: infimum of the modulus over all subsums
P polynomial with positive coefficients
I. INTRODUCTION
Quantum field theories with local gauge invariance are at the core of the standard model of particle physics, which
describes the known interactions between elementary particles. A major step forward in the understanding of these
theories at the quantum level was the invention of dimensional regularisation1–5. It manifestly preserves the gauge
symmetry in the regularised theory, and thus in principle leads to the correct Ward identities in the renormalised
perturbation series, ensuring gauge independence of the S-Matrix6. It also is rather efficient from a computational
viewpoint. Dimensional regularisation is not free of major subtleties, however. It was noted early on that chiral fermions
cannot be unambiguously defined1,7, and this issue is closely related to the chiral anomaly8,9. A more serious issue,
however, is the precise handling of the divergences in the renormalisation process. In the case of massless theories,
including all gauge theories without spontaneous symmetry breaking, there are in principle both infrared (IR) and
ultraviolet (UV) divergences. Dimensional regularisation treats both of them at the same time – roughly speaking UV
divergences are regulated if one continues the spacetime dimension n to values < 4, IR divergences are regulated for
n > 410. As a consequence, integrals which are both UV- and IR-divergent are very difficult to handle, in particular
since a given Feynman graph can have a very complicated nested structure of loop integrals of this sort. For this
reason, the existing treatments remain somewhat formal for massless theories with regard to the IR problems. In fact,
there is, to the best of our knowledge, no completely satisfactory systematic treatment of the UV and IR problem for
arbitrary graphs in massless theories.
The discovery of a residual fermionic symmetry of the gauge-fixed Lagrangian11 (called BRST invariance) together
with the corresponding BRST formalism then made it possible to study renormalisability and classify possible anoma-
lies independently of the chosen regularisation scheme. Of central importance in this approach are the cohomology
classes of the BRST operator that implements this symmetry. The ultimate goal in this approach is to show that
correlation functions of gauge invariant operators can be renormalised using finitely many counterterms that are in the
kernel of the BRST operator. If this can be done, then one can formally see that the correlation functions are gauge
invariant in an appropriate sense, see, e. g., Refs. [12,13] and references therein for details. A particularly attractive
feature of this approach is that it can be implemented iteratively in the expansion of the correlation functions in ~.
Assuming the problem to be solved at a given order, one shows formally that this task can be accomplished also at
the next order if a certain cohomology problem associated with the BRST operator has only trivial solutions. If this
is the case – as can in many cases be decided from the structure of the classical theory alone – then it is shown that
the regularisation scheme can be altered in such a way (if necessary) that the task is also accomplished at the next
order, and so on14. A later extension by Batalin and Vilkovisky15–17 streamlined the BRST method and extended its
range of applicability to a much wider class of gauge theories. In fact, their method is also a significant improvement
in the special case of gauge theories of Yang-Mills type, because possible anomalies with regard to the equations of
motion at the quantum level are systematically accounted for. The “Quantum Master Equation”12,18 of Batalin and
Vilkovisky is also rather closely related to the Zinn-Justin equation19 for the effective action obtained by a Legendre
transformation.
Unfortunately, just as dimensional regularisation, also the BRST method is not without problems. Just as there,
the problem is that the derivations are usually only formal in as far as potential IR divergences are concerned. In
Abelian gauge theories like quantum electrodynamics, one can regulate the IR divergences independently of the UV
problem by introducing a photon mass, and the limit of zero photon mass can be taken for observable quantities such
as cross sections20, taking into account quantum processes with photons that have an energy below the detection
threshold. However, introducing by hand a mass for the gauge field in non-Abelian gauge theories leads to a violation
of BRST invariance, thereby destroying the core principle underlying the entire method.
To summarise, while the gauge invariance, UV and IR problems have been treated in a satisfactory way separately,
assuming that the respective other issue(s) can somehow be overcome in a suitable way, treating all at the same time is
considerably more difficult and has not been done in full generality. In this article, we want to close this gap, considering
Yang-Mills theories in Euclidean space in a fully mathematical rigorous way. We introduce momentum-space UV and
4IR regulators, and show that they can be removed for arbitrary correlation functions (including insertions of arbitrary
composite operators) away from exceptional momentum configurations, to all orders in perturbation theory, in such
a way that the resulting correlation is fully gauge invariant in the physically correct sense that we will explain. Our
strategy for achieving this will be as follows:
1. (“Analytic part”) First, we need to analyse in sufficient detail and generality correlation functions of arbitrary
composite operators in general massless theories. The theory that we have in mind is a gauge-fixed version
of Yang-Mills theory, but the precise form of the interaction terms other than appropriate “power counting”
properties will not matter. As in previous papers21–24, our bounds will be derived using the renormalisation
group (RG) flow equation approach to quantum field theory25–29. Our results establish appropriate behavior of
correlation functions for both small and large values of the momenta and spacetime separation of the composite
operators.
2. (“Algebraic part”) In the second step, we will then treat the gauge structure of the theory. The gauge fixed
theory is set up, as usual, with appropriate ghost fields and auxiliary fields in such a way that the action
remains BRST invariant. (Actually, in order to retain full control of the properties of the theory, we will use the
BV formalism including also antifields.) BRST invariance of the theory at the quantum level is expressed by
certain Ward identities connecting different correlation functions. The renormalisation scheme adopted in our
construction in part 1) will violate these identities in general, but we derive suitable “anomalous” versions of
these identities that retain sufficient information about the gauge structure in the form of an identity for the
“anomaly” of cohomological nature. This information suffices to see how one can change our scheme in order to
satisfy the desired identities without anomaly. To set up our anomalous Ward identities, we have to trace how
these behave under the RG flow. At finite values of the UV cutoff only approximate equations are valid, and
the task is to show that the approximation becomes exact as the cutoffs are removed.
A. Correlation functions in massless theories
In this part, we consider an arbitrary massless Euclidean quantum field theory that is superficially renormalisable
in the sense that the classical Lagrangian without sources only contains operators of engineering dimension less or
equal to four and coupling constants of positive or zero (mass) dimension. The simplest operators O are the basic
fields themselves (in Yang-Mills theory the gauge potential, a Lie algebra-valued one-form A), but of course in gauge
theories one is primarily concerned with gauge-invariant composite operators such as trF 2 with the field strength F .
We are interested in bounds on their correlation functions
〈OA1(x1) · · · OAs(xs)〉 , (1)
for an arbitrary number s of arbitrary composite operators OAi . As usual, it is convenient to consider the connected
correlation functions 〈·〉c, related by
〈OA1(x1) · · · OAs(xs)〉c ≡
∑
P1,...,Pp
(−1)p+1
p∏
i=1
〈∏
j∈Pi
OAj (xj)
〉
, (2)
where the sum is over all possible partitions of {1, . . . , n} into an arbitrary number p of disjoint nonempty subsets
P1, . . . , Pp. Our first “analytical” result is:
Theorem 1. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary, but fixed pertur-
bation order, the connected correlation functions with composite operator insertions are tempered distributions. They
can be written in the form
〈OA1(x1) · · · OAs(xs)〉c =
∑
|w|≤D+1
µ−|w|∂wxK
(
s⊗
k=1
OAk(xk)
)
, (3)
where w is a multiindex not involving the coordinate xs, D =
∑s
i=1[OAi ] is the sum of the engineering dimensions of
the composite operators, µ is the (fixed) renormalisation scale, and where the kernel K is a locally integrable function
that fulfils the bound ∣∣∣∣∣K
(
s⊗
k=1
OAk(xk)
)∣∣∣∣∣ ≤ CµD
s−1∏
i=1
[
1− ln inf(1, µ|xi − xs|)
]
(4)
for some constant C depending on the perturbation order and the renormalisation conditions.
5To prove that an object is a tempered distribution, one has to smear it with test functions fi ∈ S(R4), and bound
the smeared object by some appropriate norm of the fi. According to a theorem by Schwartz30, tempered distributions
can also be characterised by the fact that they can be written as a finite number of derivatives acting on a locally
integrable function. The bound on the kernel K directly shows that K is an integrable function, since it has at most
logarithmic singularities, and thus Theorem 1 in particular shows that the correlation functions are distributions, by
Schwartz’s theorem.
To shorten the notation, in the remaining part of the introduction we set the renormalisation scale µ = 1, since the
dependence on µ can be easily restored using dimensional analysis. Let us introduce test functions fi ∈ S(R4) and
the Schwartz norms
‖f‖k ≡ sup
x∈R4,|w|≤k
∣∣(1 + x2)4∂wx f(x)∣∣ , (5)
which are used to define “averaged operators”
OA(f) ≡
∫
OA(x)f(x) d4x . (6)
The above theorem then gives the
Corollary 2. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary, but fixed perturba-
tion order, the connected correlation functions with composite operator insertions are tempered distributions. Smeared
with test functions, they satisfy the bound
〈OA1(f1) · · · OAs(fs)〉c ≤ C
s∏
i=1
‖fi‖D+1 (7)
for some constant C depending on the perturbation order and the renormalisation conditions, and where D =∑s
i=1[OAi ].
This bound is quite weak compared to the one above, but shows explicitly that the correlation functions are in
fact tempered distributions. If all the positions xi of the operator insertions are distinct, we also obtain rather sharp
bounds on the behaviour when some of the xi approach each other. These bounds are best expressed in terms of trees,
which are set up in the following
Definition 1. A tree τ of order s has s numbered vertices connected by lines such that there are no closed loops.
Choose a function z with z(i) 6= i such that the vertices i and z(i) are connected by a line. To each line of the tree
connecting the vertices i and z(i) we then associate the weight factor
Wi,z(i)
(
xi, xz(i)
)
= inf
(
1,
∣∣xi − xz(i)∣∣)−[OAi ]− , (8)
where [OAi ] is the engineering dimension of the operator OAi and  > 0 an arbitrary positive number, while all other
lines are assigned weight factor 1. The weight factor Wτ (x1, . . . , xs) associated to the tree is obtained as the product
of the weight factors of all lines. We denote the set of all trees τ of order s by Ts, counting trees which only differ in
the function z as distinct.
One easily sees that Ts is a finite set. We then prove
Theorem 3. For an arbitrary massless, superficially renormalisable theory and up to an arbitrary, but fixed per-
turbation order, the connected correlation functions with s composite operator insertions at distinct points fulfil the
bound
|〈OA1(x1) · · · OAs(xs)〉c| ≤ C
∑
τ∈Ts
Wτ (x1, . . . , xs) (9)
for some constant C depending on the perturbation order and the renormalisation conditions.
Remark. These bounds are presumably nearly optimal regarding the scaling behaviour with respect to the xi, since
one expects that in perturbation theory the correlation functions scale in the same way as they do at tree order (thus
according to the engineering dimension of the operators appearing) up to logarithmic corrections. These logarithmic
corrections can be bounded by an arbitrary small power of the distance between two operator insertions, which are
manifest in the terms involving  that can be arbitrarily small. The tree structures also nicely express in a quantitative
manner the experience that correlation functions diverge if a group of points is scaled together. The emergence of
trees is of course evident in the lowest order (“tree level”) approximation of the correlation functions. The non-trivial
statement is that this behaviour persists at higher loops, up to the logarithmic corrections already mentioned above.
As an example, two of the trees contributing to the right-hand side of equation (9) for a correlation function of four
composite operators are shown in Figure 1.
6O1 O2
O3 O4
|x2 − x4|−[O2]−[O4]−2
|x3 − x4|−[O3]−
|x1 − x4|−[O1]−
O1 O2
O3 O4
1
|x3 − x4|−[O3]−[O]4−2
|x1 − x2|−[O1]−[O2]−2
FIG. 1: Two trees contributing to the bound on a correlation function of four composite operators Oi, together with
the corresponding weight factors (assuming that |xi − xj | < 1). For the first tree, the function z(i) is given by
z(1) = z(2) = z(3) = 4 and z(4) = 2, while for the second tree we have z(1) = 2, z(2) = 1, z(3) = 4 and z(4) = 3.
B. Gauge theories
Finally, we also treat gauge theories of the Yang-Mills type. While the bounds given above are still valid, at interme-
diate steps of the construction gauge invariance is violated, and must be “restored” afterwards by an appropriate finite
change in the “renormalisation conditions” implicit in the definition of the correlation functions. As we explain be-
low, gauge invariance in the quantum field theory context is expressed by a set of Ward(-Takahashi-Slavnov-Taylor)
identities31–34. There are various ways to state such identities. We find it most convenient to use a version of the
Batalin-Vilkovisky (or field-antifield) formalism12,15–17. In this formalism, one enlarges the field space of the original
theory by additional dynamical fields, and replaces the original action by an enlarged one which contains gauge-fixing
terms and Fadeev-Popov ghosts c and antighosts c¯, which are Lie-algebra valued Grassmann fields. The resulting
action breaks gauge invariance, but is still invariant under the action of a nilpotent BRST differential s11. One then
introduces sources (“antifields”) for the BRST transformation of the fields and generalises the BRST differential s to
the Slavnov-Taylor differential sˆ which also acts on the antifields. One shows that classically gauge-invariant observ-
ables can be identified with cohomology classes of sˆ, i. e., they are annihilated by sˆ, and two observables are identified
if they differ by a sˆ-exact term. (This formalism is explained in more detail in Section II.) Therefore, if the correlation
functions of composite operators are also invariant under sˆ in a suitable sense, they are well-defined on the classes,
and hence in this sense one can say that the theory is gauge invariant.
The main question is then whether the construction of the correlation functions can be made consistent with the
symmetry sˆ. That this is indeed so is expressed by the Ward identity asserted in the following theorem:
Theorem 4. For an arbitrary massless, superficially renormalisable gauge theory and up to an arbitrary, but fixed
perturbation order, there exist renormalisation conditions such that the CACs with insertions fulfil the Ward identity
s∑
k=1
〈OA1(x1) · · · (qˆOAk)(xk) · · · OAs(xs)〉c
= ~
∑
1≤k<l≤s
〈OA1(x1) · · · (OAk(xk),OAl(xl))~ · · · OAs(xs)〉c (10)
if the equivariant classical cohomology of sˆ at form degree 4 and ghost number 1 (and thus dimension 5 with our
conventions), is empty, H1,4E(4)(sˆ|d) = 0. In these equations, qˆ = sˆ + O(~) is the nilpotent quantum Slavnov-Taylor
differential (qˆ2 = 0), which differs in higher orders in ~ from the classical Slavnov-Taylor differential sˆ. The contact
terms are given by an associative quantum antibracket (OAk(xk),OAl(xl))~ = (OAk(xk),OAl(xl)) + O(~) with the
classical antibracket (·, ·), and they are supported on the diagonal xk = xl. In the given form, these Ward identities are
valid for bosonic operators, while for fermionic operators additional minus signs appear. The proper minus signs can
be obtained by introducing an auxiliary constant fermion k for each fermionic operator OAk , replacing OAk → kOAk
and then taking derivatives with respect to the k.
The quantum antibracket fulfils the symmetry conditions
(OA,OB)~ = ±(OB ,OA)~ (11)
with the minus sign if at least one of the operators is fermionic, and the graded Jacobi identity
(OA1 , (OA2 ,OA3)~)~ ± (OA2 , (OA3 ,OA1)~)~ ± (OA3 , (OA1 ,OA2)~)~ = 0 (12)
7with the appropriate minus signs if some of the operators are fermionic, and the quantum differential qˆ is compatible
with the quantum antibracket (·, ·)~ in the sense that
qˆ(OA,OB)~ = (qˆOA,OB)~ ± (OA, qˆOB)~ , (13)
with the minus sign if OA is bosonic. Furthermore, if the cohomology of sˆ is empty at dimension [OAk ] + 1 and ghost
number one larger than the ghost number of OAk , one can choose renormalisation conditions such that qˆOAk = sˆOAk .
The physical meaning of the theorem is best explained if we neglect, for the moment, the distinction between
classical and quantum BRST differential. In the classical case, local p-form valued gauge-invariant operators are of
the form
OA =
∏
j
qj(F,DF, . . . ,DlF ) (14)
(where the qj are invariant polynomials of the Lie algebra, F ≡ dA+ ig[A,A] is the Lie-algebra valued field strength
and D is the gauge-covariant derivative), and such OA’s are in the kernel of sˆ. In fact, it can be shown13 that also
the converse is true: any (local) expression in the kernel of sˆ can be written in terms of such OA’s up to a term in the
image of sˆ. Thus, the cohomology H0,p(sˆ) is generated by such expressions (at ghost number 0), and therefore the
cohomology classes are in a one-to-one correspondence with the classically gauge invariant operators. It immediately
follows from (10) that, for mutually distinct insertion points xi 6= xj , the correlation functions are well-defined on the
classes, i. e., the elements in Ker sˆ/Im sˆ: They do not change if we add an operator in the image of sˆ to another one
in the kernel of sˆ. Theorem 4 is therefore indeed, in this sense, the statement that the theory is gauge invariant at
the quantum level.
According to the theorem, for equation (10) to hold, we must however understand also the equivariant cohomologies
at ghost number 1. For Yang-Mills theories based on a semisimple Lie group, these have also been calculated quite
some time ago13,35,36. The relevant cohomology class H1,4(sˆ|d) of sˆ modulo exact terms (i. e., modulo d) at form
degree 4 and ghost number 1 is generated by the unique element (often called the “gauge anomaly”)
A = dca ∧
[
dabeA
b ∧ dAe − i12g dabcdA
b ∧Ac ∧Ad
]
. (15)
The g-invariant totally symmetric tensors dabc and dabcd are defined as14
dabc ≡ 12 tr(tatbtc + tatctb) , dabcd ≡ dabefcde + dacefbde + dadefbce , (16)
where the trace is in some non-real representation of the Lie algebra g, and {ta} represent a Lie algebra basis in the
given representation. For Lie algebras possessing only real or pseudo-real representations, we have dabc = 0 = dabcd
(see, e. g., Ref. [37]), and thus the above expression (15) vanishes. Consequently, for those Lie algebras the entire
cohomology is trivial, which happens, e. g., for su(2), so(2n + 1) or so(4n) for n ∈ N. The equivariant cohomology
consists of all elements that are invariant under the groupG leaving the classical action invariant. In our case, this is the
Euclidean group E(4), including parity inversion (which entails the replacement µνρσ → −µνρσ, with all other terms
unchanged), and time reversal: E(4) = O(4)oR4. However, the anomaly (15) is odd under parity9,12,14, and therefore
the equivariant cohomology H1,4E(4)(sˆ|d) is always empty, no matter what our choice of g is. Said differently, the relevant
cohomology is not the full H1,4(sˆ|d) but only its subsector which is invariant under any global symmetries that are
maintained by the regularisation. In the case of pure Yang-Mills theory – but not, for instance, in the presence of chiral
fermions in non-real representations – this includes invariance under parity inversion. The above Ward identities (10)
are thus fulfilled. Taking ~ into account does not change the basic story: the quantum observables are the operators
which are in the cohomology of the quantum Slavnov-Taylor differential qˆ, and equation (10) implies gauge invariance
in the sense we have described.
C. Organisation of the paper and comparison with other approaches
The proof of the above theorems is based on the renormalisation group flow equation approach to quantum field
theory25–29, which has proven to be a very powerful and mathematically rigorous framework to study properties of
QFTs, bypassing completely the analysis of individual Feynman diagrams and complicated forest formulas. It provides
extremely simple and short proofs of perturbative renormalisability for massive38,39 and massless40–42 scalar field
8theories, including insertions of composite operators, Zimmermann identities, Lowenstein rules and large momentum
bounds43–45, as well as quantum electrodynamics46 and spontaneously broken SU(2) Yang-Mills-Higgs theory28,47–49.
The main technical results in the first part (Section V) are bounds uniform in the UV cutoff for the connected,
amputated correlation functions (CACs) with an arbitrary number of basic fields (Prop. 5, p. 28), one insertion of
a composite operator and an arbitrary number of basic fields (Prop. 6 and 7, p. 28) and at least two insertions
of composite operators and an arbitrary number of basic fields (Prop. 10–12, p. 29). Furthermore, for restricted
boundary conditions, we prove related bounds (Prop. 13–16, pp. 50–52), which imply convergence of the CACs as
the UV cutoff is sent to infinity. Theorem 1 is then just the special case of Proposition 11 in the unregularised limit
when no additional basic fields are present, Corollary 2 follows using Lemma 22, and Theorem 3 is the special case
of Proposition 12 in the unregularised limit when no additional basic fields are present. Section II fixes our notation
for classical gauge theories and the flow equation framework is shortly reviewed in Section III. The bounds on the
correlation functions are expressed using a refinement of the trees used for massless scalar field theory22,41,42,45, which
are defined in Section IV where also some of their properties are derived. The mentioned bounds on the CACs are
then finally proven in Section V.
In the second part (Section VI), we show that gauge invariance can be restored in the quantum theory, order by
order in perturbation theory. To this end, we first derive an anomalous Ward identity including extra anomalous
terms A0, A1 and A2 in addition to the ones given above, which quantify a possible violation of gauge symmetry
for functionals with zero, one and two or more insertions of composite operators, respectively, and then derive the
analogue of the Wess-Zumino consistency conditions in the flow equation framework. The solution of these consistency
conditions is then used to perform a finite change of renormalisation conditions, after which the appropriate Ward
identities are fulfilled. The general results are given by Propositions 17 and 18 (p. 54) for functionals with and without
insertions of composite operators and with an arbitrary number of basic fields; Theorem 4 is then just a special case
of Proposition 17 when no additional basic fields (and antifields) are present, using the relation (85).
We should also mention that our use of the BV formalism and of cohomological methods, while being very elegant
and efficient, is in some sense optional and not mandatory. In fact, it is plausible that a proof of suitable Ward
identites could be accomplished directly by analysing in an explicit manner the remaining freedom in the boundary
conditions for the flow equations (although the treatment of correlation functions of arbitrary composite operators is
presumably very challenging). This approach was adopted successfully in Refs. [28, 47–49] for the case of spontaneously
broken SU(2) Yang-Mills-Higgs theory, where Ward identities for the one-particle-irreducible effective action were
demonstrated. The generalisation to SU(2) gauge theories without spontaneous symmetry breaking is currently under
investigation50, and we are grateful to these authors for making available to us their forthcoming manuscript and for
discussions on many issues related to renormalisation.
Let us briefly discuss the relation between our approach and other mathematically rigorous approaches to gauge
theories. A perturbative construction of Yang-Mills gauge theories on Lorentzian curved spacetimes has been given in
the “perturbative Algebraic Quantum Field Theory” (pAQFT) approach (see Refs. [51–53] for a modern introduction).
In this approach, one constructs the gauge (i. e., BRST-) invariant interacting field operators as formal power series
taking values in some abstract ?-algebra, hence the name of the approach. To compute physical quantities like
correlation functions one has to construct a representation of this algebra on a Hilbert space, which is in principle
possible once a representation of the underlying free field theory has been chosen. The particular choice depends on
the nature of the underlying spacetime, and for flat spacetime one would naturally choose a representation based on
the Minkowski vacuum state. Consistency of the construction requires one to derive suitable Ward identities for the
renormalised series of the interacting field operators, which in the end have a structure that is somewhat similar to
the identities contained in our Theorem 4. The first steps in this direction were in fact already taken by Refs. [54–56],
who proposed that a “Master Ward Identity” should be added to the list of axioms defining pAQFT. While this
identity basically reduces to Theorem 4 in the antifield-free case, it could not be proven. A proof of the analogue of
Theorem 4 for Yang-Mills theories was then first given in Ref. [57]. Later, a similar analysis highlighting in particular
the similarities with the classical work of Batalin and Vilkovisky was taken up in Refs. [58–60]. Concerning our
treatment of the BRST symmetry, our approach is closest to the one presented in Ref. [57]; in particular, the anomalous
Ward identity (Proposition 18) is very similar to the connected version of the anomalous Ward identity presented there.
In line with the pAQFT approach, the anomaly A0 can be removed by a finite change of renormalisation/boundary
conditions if the proper equivariant cohomology is empty, as stated in Theorem 4. The same is true for the anomaly
A157, but not for the anomaly A2. While in the pAQFT approach the possibility of removing A2 is again equivalent
to a cohomological problem59, this is not the case in the flow equation framework since all boundary conditions
have been completely fixed at this stage. However, this is offset by the fact that in the flow equation framework the
functionals with at least two insertions of composite operators are uniquely determined by the conditions for the
functionals without and with one insertion of a composite operator, which is not the case in the pAQFT approach.
One may see it as a matter of taste whether the correlation functions or the antibracket have to be changed to obtain
the correct Ward identities, and we expect that the actual correlation functions are identical as distributions (for a
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What is largely lacking in the program of pAQFT is the analysis and characterisation of correlation functions
of the interacting composite field operators for massless field theories, such as their decay properties (even in flat
spacetime). In particular, it is highly unclear how to deal with the severe infrared problems that occur in such theories
on Minkowski space or more general asymptotically flat spacetimes. In this sense, the results obtained to date within
pAQFT are considerably weaker than the ones obtained in the present paper.
Our work does not deal with gauge theories on general Riemannian manifolds, but is restricted to R4. It would
clearly be desirable to generalise our analysis to include at least certain classes of Riemannian four-manifolds. In R4,
the main difficulties derive from the subtle interplay between gauge invariance and infrared behaviour. In theories
without gauge invariance, as shown in Ref. [61], the method of flow equations can be adapted to rather general classes
of non-compact Riemannian manifolds (M, g) whose global geometric properties are controlled by various curvature
conditions. These curvature conditions enter the IR behaviour of the heat kernel on (M, g), see, e. g., Refs. [62,63], and
are hence important for the IR behaviour of the quantum field theory as well. On the other hand, in theories without
an infrared problem – when (M, g) is chosen to be a compact Riemannian manifold without boundary, for instance
– gauge invariance poses no particular problem. In fact, a quite general framework for perturbative quantum field
theories on general compact manifolds which also uses renormalisation group flow equations and, for gauge theories,
the Batalin-Vilkovisky formalism, was presented in Ref. [64]. Actually, in this approach, the flow equations are only
used to demonstrate that counterterms are local (and satisfy the usual power counting behaviour), while the analytic
bounds, which in this case only involve the UV problem, are essentially dealt with graph by graph, using an analysis
very similar to the classical one by BPHZ in flat space65–67. In fact, the difference from flat space analysis is rather
minor, since to leading order the heat kernel basically behaves like the flat-space one, with all subleading orders well
characterised via the usual heat kernel expansion. On the other hand, while the BPHZ method has been generalised
to massless theories68–70, it has not been able to produce complete results on the infrared behaviour of correlation
functions of arbitrary composite operators in massless theories even in flat space, by contrast with the flow equation
method40–42. In this sense, the approach of Ref. [64] appears to be a step backwards. Concerning the question of gauge
invariance, Ref. [64] shows that this can be implemented at the level of the action. In our language, this corresponds
to a proof that the anomaly A0 can be removed by a finite change of renormalisation/boundary conditions. However,
the gauge invariance of correlation functions of composite operators, which we also examine, it not considered at all
there. Summarising, we find it implausible that the method of Ref. [64] could give results on the IR behaviour –
or even the existence – of correlation functions on non-compact Riemannian manifolds, at least not without highly
non-trivial extensions.
D. Notations
We use a standard multiindex notation, where w = (w1, . . . , wn) and wi = (w1i , . . . , w4i ) with wαi ≥ 0,
∂wf(q) ≡ ∂w11
q11
· · · ∂w4nq4n f(q1, . . . , qn) , (17)
|w| ≡
n∑
i=1
|wi| ≡
n∑
i=1
4∑
α=1
wαi , (18)
and
w! ≡
n∏
i=1
wi! ≡
n∏
i=1
4∏
α=1
wαi ! . (19)
Furthermore, we write w > 0 if for all i we have wαi > 0 for at least one α ∈ {1, 2, 3, 4}. To reduce notational
clutter, we further stipulate that the vector q will always either have n or m+ n entries, depending on context, while
qρ ≡ {qi|i ∈ ρ}. We use a condensed L2 inner product notation, defining
〈A,B〉 ≡
∫
A(x)B(x) d4x (20)
and
A ∗B ≡
∫
A(x− y)B(y) d4y . (21)
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We also use the positive part of the logarithm, defined as
ln+ x ≡ sup(ln x, 0) = ln sup(x, 1) , (22)
which satisfies the useful identity
ln+(ax+ by) ≤ ln+(a+ b) + ln+ x+ ln+ y (23)
for all a, b ≥ 0 and x, y ∈ R. For later use, we further define
|q| ≡ sup
Q⊆{q1,...,qn}
∣∣∣∣∣∣
∑
q∈Q
q
∣∣∣∣∣∣ , (24)
which measures the maximum possible sum of a set of momenta,
ηqi(q) ≡ inf
Q⊆{q1,...,qn−1}\{qi}
∣∣∣∣∣∣qi +
∑
q∈Q
q
∣∣∣∣∣∣ (25)
which measures the exceptionality of a set of momenta which includes qi,
η(q) ≡ inf
q∈{q1,...,qn−1}
ηq(q1, . . . , qn) , (26)
which is the smallest such exceptionality,
η¯qi(q) ≡ inf
Q⊆{q1,...,qn}\{qi}
∣∣∣∣∣∣qi +
∑
q∈Q
q
∣∣∣∣∣∣ (27)
which is the same as ηqi except that the sum runs over all momenta including qn, and
η¯(q) ≡ inf
q∈{q1,...,qn}
η¯q(q) . (28)
If n = 1, we define ηq(q) ≡ |q|, and if n = 0 we define η¯() ≡ µ, η() ≡ 0 and |·| ≡ 0. With these definitions, the special
cases are covered by the general estimates.
Throughout the paper, Λ0 denotes the ultraviolet (UV) cutoff, Λ the infrared (IR) cutoff and µ the renormalisation
scale, which satisfy Λ0 ≥ Λ ≥ 0 and Λ0 ≥ µ > 0. Furthermore, c, c′, etc., will denote arbitrary positive constants,
which may change even within an equation, and P denotes a polynomial with positive coefficients, which also may
change.
II. THE CLASSICAL GAUGE THEORY, BRST TRANSFORMATIONS AND COHOMOLOGIES
The theory that we want to consider is pure Yang-Mills theory in Euclidean spacetime R4. It is classically described
by the action
S = 12
∫
trF ∧ ?F , (29)
where the two-form F ≡ −i/g[D,D] is the field strength of a connection D in the flat bundle R4 × G, where G is
a compact real Lie group, ? is the Hodge dual and tr denotes contraction with the positive definite Cartan-Killing
metric on the real Lie algebra g of G. Since the bundle is flat, we can decompose the connection D into the standard
flat background connection ∂ of R4 and a real Lie-algebra valued one-form A ∈ C∞(R4,Ω1 ⊗ g) as
D = ∂ + igA , (30)
such that the field strength reads
F = dA+ ig[A,A] . (31)
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Here, Ωp = ∧pT ∗xR4 is the space of p-forms at x ∈ R4. At the non-perturbative level, the coupling constant g could
be absorbed into a redefinition of A, but we keep it as an explicit perturbation parameter to study the corresponding
quantum field theory perturbatively. It is well known that straightforward perturbation theory does not work because
the action is invariant under local gauge transformations
A→ A− iDf (32)
for any smooth Lie-algebra valued function f ∈ C∞(R4, g), where the gauge-covariant derivative D acts via
Df = df + ig[A, f ] (33)
on Lie-algebra valued functions, and extends to forms and products by linearity and the Leibniz rule. Therefore, the
differential operator appearing in the free (i. e., quadratic in A) part of the Yang-Mills action, obtained by setting
g = 0, is not invertible, and no corresponding Gaussian measure exists that could be used to define the path integral
even of the free theory. The freedom of making local gauge transformations could be used to set some of the components
of A to zero, such that the inverse of the differential operator is well-defined for the remaining components, but this is
cumbersome, and either breaks E(4) covariance, or gauge invariance, or locality. It is much more convenient to use a
manifestly covariant quantisation approach, which consists in first enlarging the field space of the theory, quantising
the enlarged theory and then, at a final stage, remove the extra degrees of freedom for physical states and observables.
We will also follow this well-known scheme.
In this approach, called the “BRST method”11, one adds additional dynamical Grassmann Lie-algebra valued fields
c ∈ C∞(R4, g⊗ Λ) (where Λ = Λ(R∞) is an infinite-dimensional auxiliary Grassmann algebra) and c¯ ∈ C∞(R4, g⊗ Λ)
(called ghost and antighost), and a Lie-algebra valued field B ∈ C∞(R4, g) (called auxiliary, or Nakanishi-Lautrup
field71–73) to the theory, and considers the “gauge-fixed” action
S = 12
∫
trF ∧ ?F +
∫
tr
[
B ∧ ?
(
B
2 + iξG[A]
)]
− i
∫
tr
[
Dc ∧ ?δ(G[A]c¯)
δA
]
, (34)
where G[A] is some local functional (see Definition 2) of the field A, called gauge-fixing functional, and ξ is a real
parameter. This functional is conveniently chosen so as to render the differential operator in the free part of the (new)
theory invertible (our concrete choice is discussed below). To relate the theory described by this new action to the
original theory, one introduces a (classical) BRST transformation s, which acts on the fields as
sA = Dc , sc = − i2g[c, c] , sc¯ = ξB , sB = 0 , (35)
and is extended to arbitrary smooth, local functionals of the fields by linearity and a graded Leibniz rule, where s
anticommutes with Grassmann variables and forms of odd degree, and commutes with everything else; especially, it
anticommutes with the exterior differential d. If one assigns ghost number 1 to the ghost c, ghost number −1 to the
antighost c¯ and ghost number 0 to A and B, the BRST transformation s raises the ghost number by 1. A crucial
property of s is its nilpotency s2 = 0, and the fact that sS = 0, which can be seen most easily by writing S in the
form
S = 12
∫
trF ∧ ?F + s
∫
tr
[
c¯ ∧ ?
(
1
2ξB + iG[A]
)]
. (36)
Indeed, since s acts on A like a linearised gauge transformation (32) where the gauge function f is replaced by the
ghost field c, the first term is invariant under s since it is gauge invariant, and the second term is invariant since s2 = 0.
The action is an example of a functional which is the integral of a “local functional” of the fields φ = (A, c, c¯, B), which
can be thought of as an element of the space C∞(R4,Ω1 ⊗ g⊕ (g⊗ Λ)2 ⊕ g). Since this notion is of key relevance
throughout this paper, we formalise it in the following definition, which also sets up some relevant cohomologies.
Definition 2. A functional O(x, ·)
φ ∈ C∞(R4,Ω1 ⊗ g⊕ (g⊗ Λ)2 ⊕ g) 7→ O(x, φ) ∈ Ω⊗ g⊗ Λ , (37)
where Ω =
⊕4
p=0 Ωp are the exterior forms at x, is called “local” (and polynomial in the fields) if it is of the form
O(x, φ) = f(x, φ(x), ∂φ(x), . . . , ∂sφ(x)) for some s, where f(x, ·) is smooth in x and polynomial in the other entries.
We denote by Fg,p the space of local p-form valued functionals with total ghost number g, such that
O(x, φ) ∈ Ω⊗ g⊗ Λ =
4⊕
p=0
⊕
g
Fg,p , (38)
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and, since O is polynomial in the fields, it decomposes into pieces of definite form degree and ghost number O(x, φ) =∑
g,pOg,p(x, φ) with Og,p(x, φ) ∈ Fg,p.
We define the cohomologies
Hg,p(s) = Ker(s : F
g,p → Fg+1,p)
Im(s : Fg−1,p → Fg,p) . (39)
On the spaces Fg,p we have an obvious action of the Euclidean group E(4), given by
(eO)(·, φ) = (e−1)∗O(·, e∗φ) (40)
for e ∈ E(4). The space of functionals invariant under the action of E(4) is denoted by Fg,pE(4). Since s and d com-
mute with the action of E(4), they restrict to the subspace of invariant functionals. The corresponding equivariant
cohomologies
Hg,pE(4)(s) =
Ker(s : Fg,pE(4) → Fg+1,pE(4) )
Im(s : Fg−1,pE(4) → Fg,pE(4))
(41)
can therefore also be defined consistently. Most statements about Hg,p have obvious analogues in the equivariant
case, so we will usually not dwell on this. The spaces Hg,p have a linear structure, and also a graded commutative
multiplicative structure Hg,p(s) ×Hg′,p′(s) → Hg+g′,p+p′(s), where monomials commute if gg′ + pp′ = 0 mod 2 and
anticommute otherwise. It is clear that gauge-invariant observables of the original Yang-Mills theory [of the form
given in equation (14)] are annihilated by s, i. e., they are in the kernel of s. The following standard theorem in BRST
cohomology13 characterises completely the cohomology of s:
Lemma 1. Hg,p(s) is generated (over C∞(R4)) by elements of the form∏
i
pi(c)
∏
j
qj(F,DF, . . . ,DlF ) , (42)
where pi and qj are invariant polynomials of the Lie algebra, pi is homogeneous of degree g and the tensor structures are
suitably contracted with the flat Euclidean metric to yield a p-form. In particular, the local and covariant functionals
in H0,p(s), the cohomology of s at ghost number 0, are in one-to-one correspondence with the classical gauge-invariant
observables.
This lemma is the raison d’être for the usefulness of the BRST formalism: Because the cohomology classes are
in one-to-one correspondence with gauge-invariant fields (at ghost number 0), one can first quantise the gauge-fixed
theory described by equation (34), and then in the end pass to BRST equivalence classes. What one needs to show
for this is that the correlation functions are well defined on such classes, i. e., that they are BRST invariant. That
this is indeed so is the final statement of our paper, Theorem 4.
Along the way of the long proof of this theorem, one also needs to consider various extension of the BRST formalism,
which we now introduce. Besides the BRST differential s : Fg,p → Fg+1,p, we also have the exterior differential
d: Fg,p → Fg,p+1. The differentials and grading have been set up so that not only d2 = 0 = s2, but even d s+ s d = 0.
Thus, Fp,g forms a bi-complex, and we can form the relative cohomologies Hg,p(s|d). Classes in this cohomology
are in correspondence with form-valued functionals which are in the kernel of s modulo exact forms. Concerning
these spaces, one has the following theorem13,14,74, which will be useful to characterise possible “anomalies” in the
quantisation process:
Lemma 2. Each element of Hg,p(s|d) is given by a linear combination of elements of Hg,p(s) (42) and the p-form,
ghost number g part of ∏
i
fi(F )
∏
j
qrj (A+ c, F ) , (43)
where the fi are gauge invariant monomials containing only the field strength F but not its derivatives, the qrj are
the generalised Chern-Simons forms
qr(A+ c, F ) ≡
∫ 1
0
tr
[
(A+ c)
(
tF + i2gt(t− 1)[A+ c, A+ c]
)m(r)−1]
dt , (44)
with the trace in some representation, and m(r) is the order of the r-th independent Casimir of G.
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The choice of the gauge fixing functional G in the gauge-fixed action S (34) does not play a role in as far as the
cohomologies are concerned – it neither affects the definition of s, nor does a change of G alter the fact that S remains
BRST-invariant. The choice of G does, however, matter when quantising the theory. A choice which is often made is
G[A] = ? d ?A (called Rξ gauges), which preserves E(4) covariance. However, in these gauges the differential operator
appearing in the “free action” (i. e., the part of S quadratic in the fields) is not positive definite [on the subspace
corresponding to the Grassmann even fields (A,B)], and for ξ2 < 0 even has imaginary eigenvalues. This is of no
relevance in the usual formal perturbation theory, where only formal Gaussian functional integration is carried out
regardless of the actual convergence of the integrals, but is becomes problematic in the flow equation framework where
one needs a proper positive definite Gaussian measure in order to derive bounds on correlation functions. We can cure
this issue by making the field redefinition
B → B − iξ ? d ? A , (45)
leading to the action
S = 12
∫
trF ∧ ?F + 12
∫
trB ∧ ?B + ξ
2
2
∫
tr(? d ? A ∧ d ? A) + i
∫
tr c¯ ∧ d ?Dc , (46)
which is positive definite on the subspace corresponding to (A,B) as long as ξ2 > 0. Since the new action was obtained
simply by a field redefinition of B, it is still BRST-invariant, and the new BRST transformation is given by inserting
the redefinition of B in the old BRST transformation (35). After the field redefinition, the BRST transformation reads
sA = Dc , sc = − i2g[c, c] , sc¯ = ξB − iξ
2 ? d ? A , sB = iξ ? d ?Dc . (47)
Since the new s corresponds to the old one (denoted by the same symbol by abuse of notation) via a field redefinition,
it still satisfies all the properties of the standard BRST transformation, and the above theorems on the BRST
cohomologies remain valid also for the new s, which we will use in the following.
In the perturbatively quantised theory, it is not a priori clear whether BRST invariance can be maintained, and
thus whether correlation functions of classically gauge-invariant observables, obtained using the above cohomological
construction, are gauge-independent in the quantum theory. The outcome naturally depends on the form of the
regulator that is used; in formal perturbation theory using dimensional regularisation1,4,5, BRST invariance can be
formally maintained for pure Yang-Mills theory, but including chiral fermions can lead to the well-known Adler-
Bardeen axial anomaly8,9 since dimensional regularisation does not preserve chiral symmetry. In the flow equation
framework, a momentum cutoff is used as a regulator which manifestly breaks BRST invariance, and in order to
classify possible violations of classical BRST symmetry (anomalies) in the renormalised quantum theory and to derive
stringent consistency conditions on possible anomalies, it is very convenient to pass to the Batalin-Vilkovisky or
field-antifield formalism12,15–17 and introduce “external sources” for the BRST variations of the basic fields, called
“antifields”. They have Grassmann parity and form degree opposite to that of the corresponding basic fields, and for
pure Yang-Mills theory they are Lie-algebra valued. We thus introduce the three-form A‡ ∈ C∞0
(
R4,Ω3 ⊗ g⊗ Λ) and
the four-forms c‡, c¯‡ ∈ C∞0
(
R4,Ω4 ⊗ g) and B‡ ∈ C∞0 (R4,Ω4 ⊗ g⊗ Λ), denoted collectively by
φ‡ ≡ (A‡, c‡, c¯‡, B‡) ∈ C∞0
(
R4,Ω3 ⊗ g⊗ Λ⊕ (Ω4 ⊗ g)⊗2 ⊕ Ω4 ⊗ g⊗ Λ) , (48)
and augment the action to obtain
Stotal = S −
∫
tr
[
(sA) ∧A‡ + (sc) ∧ c‡ + (sc¯) ∧ c¯‡ + (sB) ∧B‡]
= S +
∫
tr
[
−(Dc) ∧A‡ + i2g[c, c] ∧ c
‡ − ξ(B − iξ ? d ? A) ∧ c¯‡ − iξ(?d ?Dc) ∧B‡
]
.
(49)
Because only the total action will play a role in this paper, we will drop the subscript “total” on it to avoid clutter,
i. e., we will write again S for Stotal by abuse of notation. We then define the BV- or antibracket (·, ·) on arbitrary local
functionals of fields and antifields by declaring fields and antifields conjugate to each other and extending it to general
functionals by linearity and a graded Leibniz rule; the exact definition is given below in equation (56) in component
notation. The BRST invariance of the action then results in (S, S) = 0, and we define the classical Slavnov-Taylor
differential sˆ acting on a functional of fields and antifields by
sˆF ≡ (S, F ) , (50)
14
field dim. form deg. gh. number grading antifield dim. form deg. gh. number grading
A 1 1 0 +1 A‡ 2 3 −1 −1
c 1 0 1 −1 c‡ 2 4 −2 +1
c¯ 1 0 −1 −1 c¯‡ 2 4 0 +1
B 2 0 0 +1 B‡ 1 4 −1 −1
TABLE I: Fields and antifields, their engineering dimension, form degree, ghost number and Grassmann grading.
which satisfies
sˆ2 = (S, (S, ·)) = 0 (51)
as a consequence of the (graded) Jacobi identity fulfilled by the antibracket and (S, S) = 0; linearity and the graded
Leibniz rule also extend to sˆ from (·, ·) by definition. Furthermore, on functionals F which do not depend on the
antifields the Slavnov-Taylor differential reduces to the BRST differential sˆF = sF .
The relevant cohomologies then also involve the Slavnov-Taylor differential sˆ instead of the BRST differential s,
and are defined analogously to (39). Of particular importance for us is the space H1,4(sˆ|d) because it is related to the
anomaly appearing in the quantisation of the theory described by S, and the spaces H0/1,p(sˆ) because they correspond
to gauge invariant observables and their anomalies. For semisimple Lie groups, we have the following theorem13:
Lemma 3. For ghost numbers g = 0, 1 representatives of Hg,p(sˆ) and Hg,p(sˆ|d) can be chosen to be independent of
antifields, i. e.,
Hg,p(sˆ) ∼= Hg,p(s) and Hg,p(sˆ|d) ∼= Hg,p(s|d) for g = 0, 1 . (52)
In other words, any representative Og,p of a class in Hg,p(sˆ|d) can be written as a local functional in the kernel of s
modulo d of form/ghost degree p/g not containing antifields, plus a functional of the form sˆOg−1,p + dOg,p−1, where
Og−1,p and Og,p−1 are smooth, local functionals of fields and antifields of form/ghost degree p/(g − 1) and (p− 1)/g,
respectively, and similarly for Hg,p(sˆ).
An explicit representative of H1,4(sˆ|d) is given in equation (15), and representatives of Hg,p(s) are given in equa-
tion (42). Especially, since for semisimple Lie groups there are no invariant polynomials of the Lie algebra of degree
1, we have
H1,p(sˆ) = ∅ . (53)
In order to avoid a cluttered notation in subsequent sections (to the extent possible), we will denote the fields
collectively as φ = (A,B, c, c¯), and we denote their various components as φK , where K is an index that distinguishes
the kind of field, the tensor index (if any) and the Lie algebra index relative to an arbitrarily chosen basis in g. We
likewise denote φ‡ = (A‡, B‡, c‡, c¯‡) and denote its components as φ‡L. As usual in quantum field theory, it also useful
to assign “engineering dimensions” to the basic fields φ and φ†. There is a certain amount of freedom to do this in
the extended theory with ghosts and antifields. For technical reasons, we find it convenient to assign an engineering
dimension ≥ 1 to all basic fields, setting [A] = [c] = [c¯] = 1 and [B] = 2, where here and in the following, square
brackets indicate the dimension, and we define the dimension of arbitrary monomials of the fields by demanding the
dimension to be additive. With this assignment, s increases the dimension by one unit. We also assign an engineering
dimension to antifields according to the rule
[φ‡] = 3− [φ] , (54)
and then also sˆ increases the dimension by one. As a further notation, we define
[K] ≡
m∑
i=1
[φKi ] , [L‡] ≡
n∑
j=1
[φ‡Lj ] (55)
for multiindices K = (K1, . . . ,Km) and L‡ = (L1, . . . , L‡n). The assignment of the various gradings of all fields,
including our assignments of the engineering dimensions in the theory is summarised for convenience in Table I.
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In our abstract component notation, the antibracket then reads
(F,G) ≡
∫ [
δRF
δφK(x)
δLG
δφ‡K(x)
− δRF
δφ‡K(x)
δLG
δφK(x)
]
d4x , (56)
with the right (left) derivative δR (δL) given by
δF = δRF
δφK
δφK = δφK
δLF
δφK
, (57)
and equal indices K, L, etc., are summed over. The Slavnov-Taylor differential takes the form
sˆF = (S, F ) =
∫ [
δRS
δφK(x)
δLF
δφ‡K(x)
+ (sφK(x))
δLF
δφK(x)
]
d4x , (58)
and one easily checks that
sˆS = (S, S) = 2
∫
(sφK(x))
δLS
δφK(x)
d4x = 2 sS = 0 , (59)
since S was BRST-invariant. Splitting the action S into a free part S0 (comprising all terms quadratic in the basic
fields and antifields), and an interaction Sint ≡ S − S0, we also define a corresponding free ST differential
sˆ0F ≡ (S0, F ) , (60)
which will play a role later in the derivation of Ward identities.
III. THE FLOW EQUATION FRAMEWORK
A. Generating functionals of CACs
The objects of interest in the QFT are (connected) correlation functions, defined as functional derivatives of the
logarithm of the generating functional Z(J)
〈ϕK1(x1) · · ·ϕKn(xn)〉c =
~nδn
δJK1(x1) · · · δJKn(xn)
lnZ(J)
∣∣∣∣
J=0
, (61)
which is given formally by the Euclidean path integral
Z(J) = 1
Z(0)
∫
exp
[
−1
~
S[ϕ] + 1
~
〈JK , ϕK〉
]
Dϕ (62)
over a space of “functions” ϕ = (ϕK) on R4. In our case these fields comprise the gauge-, ghost, and auxiliary field,
(φK) = (A, c, c¯, B), as described in the preceding section. Of course it is not at all clear what such a functional integral
is supposed to mean. To give a mathematically precise meaning to this formal expression, we start from the free (i.e.,
quadratic) part of the action which we write as
S0[ϕ] =
1
2
〈
ϕK ,
(
C0,∞
)−1
KL
∗ ϕL
〉
−
〈
s0ϕK , φ‡K
〉
, (63)
where here and in the following we use the summation convention for the indices K,L, . . . , and where s0 is the linear
part of the full BRST transformation (47). This defines a free covariance C0,∞KL of test functions ϕK ∈ S(R4). Note
that the antifields ϕ‡L act only as external sources and do not participate in the formal functional integration in the
generating functional (62); we thus do not associate any covariance with them. We then introduce an UV cutoff Λ0
and an IR cutoff Λ and define a regularised covariance matrix (“propagator”)
CΛ,Λ0KL ≡ C0,∞KL ∗
(
RΛ0 −RΛ) , (64)
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where RΛ is a real, smooth, E(4) invariant regulator function RΛ, in Fourier space analytic at p = 0, which fulfils the
properties
0 < RΛ(p) < 1 for 0 < Λ <∞ , (65a)
R0(p) = 0 , R∞(p) = 1 , (65b)
RΛ(p) < RΛ0(p) for Λ < Λ0 , (65c)∣∣∂w∂kΛRΛ(p)∣∣ ≤ c sup(|p|,Λ)−k−|w|e− |p|22Λ2 . (65d)
A simple example of such a regulator is given by
RΛ(p) = e−
|p|2
Λ2 , (66)
which is even analytic for all p. For Yang-Mills theories with the action (46) expressed in component form and
(φK) = (A, c, c¯, B) as above, one checks that
CΛ,Λ0KL (p) = δab

δµν + (ξ−1 − 1)pµpν/p2 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 p2
RΛ0(p)−RΛ(p)p2 , (67)
which is positive definite on the subspace corresponding to the Grassmann even fields (A,B). For later use, we note
that from property (65d) of the regulator and the fact that S0 has dimension 4 we can get the crucial estimate∣∣∣∂w∂ΛCΛ,Λ0KL (p)∣∣∣ ≤ c sup(|p|,Λ)−5+[φK ]+[φL]−|w| e− |p|22Λ2 . (68)
The positive definite property of the regularised covariance CΛ,Λ0KL implies that one can defines from it a unique
corresponding Gaussian measure on the space of test functions ϕ ∈ S(R4), which we denote by dνΛ,Λ075,76. Note that
while for bosonic fields this is the usual Lebesgue integral, for fermionic (Grassmann-valued) fields the integral symbol
is only formal and the integral is defined via a linear map on the space of Grassmann-valued functions, see Ref. [76]
for details. Alternatively, one may define the fermionic integral via a functional determinant. As is customary, we will
not make this distinction explicit. We are thus led to consider the regularised generating functional
ZΛ,Λ0(J) ≡
∫
exp
[
−1
~
LΛ0 [ϕ] + 1
~
〈
s0ϕK , φ‡K
〉
+ 1
~
〈JK , ϕK〉
]
dνΛ,Λ0(ϕ) , (69)
for finite cutoffs Λ and Λ0. Here, LΛ0 is the part Sint of the action S which contains the terms not already included
in the quadratic part S0, plus additional “counterterms” (depending on the cutoff Λ0) by means of which we hope to
make the functional integral well-defined upon removal of the cutoffs. One formally sees that the counterterms are of
order ~ (treating, as we will, ~ as an expansion parameter):
LΛ0 = Sint +O(~) , (70)
and it will follow that the counterterms must be local operators that cannot exceed a certain dimension. We refrain
from giving an explicit listing of all possible terms appearing in LΛ0 , since this is a simple bookkeeping exercise
using the dimension assignment given in Table I. If we knew that LΛ0 was bounded from below, then the Gaussian
integral (69) would actually be completely well defined, and hence would rigorously define ZΛ,Λ0(J) as functional of
the source J . We could then obtain the regularised correlation functions by functional differentiation with respect to J ,
and if we could show that the cutoffs can removed as Λ0 →∞, Λ→ 0 with a suitable choice of the counterterms, this
would then rigorously define the theory. We will indeed essentially follow this procedure, but there are two problems:
1. Since the regulator RΛ violates BRST invariance, the interaction part LΛ0 must contain counterterms which are
also not BRST invariant. We thus a priori have to take the interaction part as the most general polynomial in
fields and antifields of dimension 4 which is invariant under the remaining unbroken global symmetries (such as
E(4) invariance and ghost number conservation). The question then arises whether and how BRST invariance
is restored when we remove the cutoffs. This will in the end be achieved by the powerful machine of Ward
identities for the BRST symmetry.
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2. Because LΛ0 is not manifestly bounded from below (it even contains Grassmann-valued fields, so that it is
actually meaningless to ask it to be bounded from below in a straightforward sense), we cannot give a precise
meaning to the functional integral even with cutoffs. We effectively ignore this issue and instead proceed by
formally expanding out the exponential. Each term in the resulting series is then well defined, and we will
proceed by giving mathematical meaning to each such term as the cutoffs are removed. The disadvantage is that
we will only be able to define the theory in the sense of a formal power series (in ~, as it turns out).
To proceed, it is convenient to pass to connected amputated correlation functions (CACs), which are obtained by taking
derivatives of lnZΛ,Λ0(J) with respect to the source J and acting with the inverse of the free covariance
(
CΛ,Λ0
)−1
on each field. In the BV formalism, it is also convenient to remove the free part (i. e., quadratic in fields/antifields)
from the field-antifield coupling displayed in equation (49). Both operations can be done by replacing the source by
JK → δL
δφK
[
1
2
〈
φK ,
(
CΛ,Λ0
)−1
KL
∗ φL
〉
−
〈
s0φK , φ‡K
〉]
(71)
and shifting the integration variable ϕ → ϕ + φ in the generating functional. In the flow equation framework, it
is further necessary to remove the free part from the generating functional, and we denote the resulting generating
functional for the CACS by LΛ,Λ0
(
φ, φ‡
)
, where φ, φ‡ ∈ S(R4) are Schwartz functions. These manipulations in fact
amount to defining
LΛ,Λ0 + IΛ,Λ0 ≡ −~ ln
[
νΛ,Λ0 ? exp
(
−1
~
LΛ0
)]
, (72)
with the convolution ? with the Gaussian measure defined by(
νΛ,Λ0 ? F
)
(φ) ≡
∫
F (φ+ ϕ) dνΛ,Λ0(ϕ) (73)
for φ, ϕ ∈ S(R4), and where IΛ,Λ0 , which only depends on antifields, is given by
IΛ,Λ0 ≡ −~ lnZΛ,Λ0(0) . (74)
The antifield-independent part of IΛ,Λ0 is proportional to the volume of space and thus needs a finite volume to be
well-defined. We do not make this explicit, since we are only interested in the quantities obtained from lnZΛ,Λ0(φ, φ‡)
by functional differentiation in φ and φ‡, from which the antifield-independent part of IΛ,Λ0 anyhow drops out.
Taking a Λ derivative of equation (72) and using the properties of Gaussian measures28,75, we obtain the equation
∂ΛL
Λ,Λ0 + ∂ΛIΛ,Λ0 =
~
2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
LΛ,Λ0
− 12
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
〉
.
(75)
This differential equation, called the renormalisation group flow equation, is the starting point in our analysis. If we
expand LΛ,Λ0 in powers of ~, then each order is completely well defined, since it has a well-defined functional integral
representation. However, rather than going back to that functional integral, we instead want to solve the flow equation
(order-by-order in ~, see Subsection III C), and to do this we need to state the boundary conditions. As Λ→ Λ0, the
Gaussian measure dνΛ,Λ0 reduces to a δ measure and we get
LΛ0,Λ0 = LΛ0 , IΛ0,Λ0 = 0 . (76)
However, these boundary conditions at Λ = Λ0 are not very practical, since a priori one does not know the form
of the counterterms in LΛ0 that are required in order to make LΛ,Λ0 finite in the limit as the cutoffs are removed.
What one knows in any case is that the counterterms must be local functionals not exceeding a certain dimension.
Thus, this aspect of the boundary conditions can be imposed at Λ = Λ0. The remaining information only concerns
a finite number of “relevant” counterterms, and it is much more convenient to encode it in a boundary condition at
Λ = 0. The proof that this is possible, and the precise form of the boundary conditions are presented in full detail in
Subsection III C.
We end this subsection noting that IΛ,Λ0 does not appear on the right-hand side of the flow equation, and its
antifield-independent part is simply a constant times the total volume of spacetime. Since this part does not contribute
to correlation functions, it is of no interest to us, and for all other parts we can pass without problems to the infinite
volume limit (see Ref. [43] for details). In summary, given a solution to the flow equation subject to the boundary
conditions presented below, we can obtain the physical (unregularised) CACs in the limit Λ0 → ∞ and Λ → 0,
provided we can show that these limits exist.
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B. Insertions of composite operators
We are also interested in correlation functions with insertions of local composite operators, given by monomials
OA(x) ≡
(
m∏
i=1
∂wiφKi(x)
) n∏
j=1
∂w
‡
jφ‡Lj (x)
 ∈ F , (77)
which are indexed by A = {K,L‡,w,w‡}, and which have the engineering dimension [OA] = [K] + [L‡] + |w|+
∣∣w‡∣∣.
Let us denote by ∆ the smallest difference in operator dimensions, i. e., ∆ is the smallest number such that if
[OA] > [OB ] we have [OA] ≥ [OB ] + ∆ for any two operators OA and OB (including the basic fields themselves).
For technical reasons, we restrict to strictly positive ∆ > 0. This is fulfilled both for pure YM theory, where we have
∆ = 1 since all basic fields have integer dimensions, and for YM theory including fermionic matter (with engineering
dimension 3/2), where ∆ = 1/2 [since derivatives are included in the definition of composite operators (77), we always
have ∆ ≤ 1]. The corresponding generating functional of the CACs with insertions is obtained by replacing
LΛ0 → LΛ0 +
s∑
k=1
〈
χk,OAk + δΛ0OAk
〉
, (78)
where χk ∈ S(R4), and where
δΛ0 : F → F , δΛ0OAk = O(~) (79)
is a map representing the counterterms (depending on the cutoff Λ0) that are necessary to make the insertion finite,
whose precise form is unimportant for our purposes. We then take variational derivatives with respect to the χk to
define the generating functional of CACs with insertions:
LΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
+ IΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
≡ −~
(
s∏
k=1
δ
δχk(xk)
)
ln
[
νΛ,Λ0 ? exp
(
−1
~
LΛ0 − 1
~
s∑
k=1
〈
χk,OAk + δΛ0OAk
〉)]
χk=0
.
(80)
For the sake of brevity, we will in the following suppress the coordinate space dependence of OAk when no confusion
can arise. The corresponding flow equation then reads
∂ΛL
Λ,Λ0
(
s⊗
k=1
OAk
)
+ ∂ΛIΛ,Λ0
(
s⊗
k=1
OAk
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
LΛ,Λ0
(
s⊗
k=1
OAk
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
(
s⊗
k=1
OAk
)〉
−
∑
α∪β={1,...,s}
α 6=∅6=β
〈
δ
δφK
LΛ,Λ0
(⊗
k∈α
OAk
)
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
⊗
k∈β
OAk
〉 ,
(81)
which in comparison to the flow equation for functionals without insertions (75) has an additional source term
depending on functionals with a smaller number of operator insertions. Again, as Λ → Λ0 the Gaussian measure
reduces to a δ measure and we have the boundary conditions
LΛ0,Λ0(OA) = OA + δΛ0OA (82)
for the insertion of one operator and
LΛ0,Λ0
(
s⊗
k=1
OAk
)
= 0 (83)
for the insertion of s ≥ 2 operators, while always IΛ0,Λ0(⊗sk=1OAk) = 0. As in the case of no insertions, this form of
the boundary conditions is actually unpractical, and to make efficient use of the flow equation we need to reformulate
them by imposing part of the boundary conditions at Λ = Λ0. Again, this will be discussed in detail in Subsection III C.
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It can be seen that for finite values of the cutoffs, the CACs with insertions are smooth (in fact real-analytic) as
functions of the points xi27,44. For more than one insertion, this ceases to be true in the limit Λ → 0, Λ0 → ∞, and
the CACs with insertions become distributions on Schwartz space27,44. Our bounds will imply that these distributions
are in fact represented by smooth functions as long as all the xi are distinct: combining Propositions 9 and 12, we see
that all derivatives are bounded in this case. For later applications, one would also like to smear the CACs with one
insertion of a composite operator of dimension [OA] ≤ 4 in x against the test function 1. While this is legal as long as
there is a finite IR cutoff Λ, it is of course not a priori possible to do this after the limit Λ→ 0 has been taken, unless
one has sufficient information about the decay properties of CACs with insertions as the points xi tend to infinity.
Explicit bounds incorporating such information were provided in previous works23, but in this paper we find it easier
to derive the separate flow equation
∂ΛL
Λ,Λ0
(∫
OA
)
+ ∂ΛIΛ,Λ0
(
s⊗
k=1
OAk
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
LΛ,Λ0
(∫
OA
)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
LΛ,Λ0
(∫
OA
)〉 (84)
for the integrated functionals, denoted by LΛ,Λ0
(∫OA), together with separate boundary conditions, which are then
analysed in their own right.
We close this section by noting that for zero external fields/antifields φ and φ‡, we obtain the connected correlation
functions with insertions of composite operators, which are ultimately the objects of interest for us, via:
L0,∞
(
s⊗
k=1
OAk
)∣∣∣∣∣
φ=φ‡=0
= (−~)1−s〈OA1 · · · OAs〉c . (85)
This relation follows directly from the definition (80). Since the expansion of the functionals L0,∞ in ~ starts at order
~0, this shows that the expansion of the connected correlation functions of s composite operators starts at order ~s−1,
and vice versa.
Note that in deriving the above equations, we have tacitly assumed that all operators OAi are bosonic, since then
the functionals with operator insertions are totally symmetric in the insertions. To treat fermionic operators, we
introduce for each of them an auxiliary constant fermion, such that all formulas are valid for the product of the
auxiliary fermion and the fermionic operator. The correlation functions, including the correct minus signs, are then
obtained by taking derivatives w.r.t. these constant fermions in the final results.
C. Perturbation theory and boundary conditions on CACs
As already mentioned, in order to prove that the physical limit Λ0 → ∞, Λ → 0 exists we have to resort to
perturbation theory, expanding the generating functionals in the number of external fields and in a formal power
series in ~. The expansion coefficients (which are also called functionals) are denoted by LΛ,Λ0,l
KL‡ , and are defined by
LΛ,Λ0,l
KL‡ (x) ≡
1
l!
∂l
∂~l
(
m∏
i=1
δL
δΦKi(xi)
) n∏
j=1
δL
δφ‡Lj (xm+j)
LΛ,Λ0
∣∣∣∣∣∣
φ=φ‡=0,~=0
, (86a)
LΛ,Λ0,l
L‡ (x) ≡
1
l!
∂l
∂~l
 n∏
j=1
δL
δφ‡Lj (xj)
IΛ,Λ0
∣∣∣∣∣∣
φ‡=0,~=0
, (86b)
and similarly for the functionals with insertions of composite operators. It is furthermore advantageous to pass to
momentum space. Because of translation invariance, overall momentum conservation holds for functionals without
insertions of composite operators, and we define their Fourier transform with the momentum-conserving δ taken out.
To reduce notational clutter, we do not introduce new notation, and simply set
LΛ,Λ0,l
KL‡ (x) ≡
∫
(2pi)4δ
(
m+n∑
i=1
qi
)
LΛ,Λ0,l
KL‡ (q)
m+n∏
i=1
eiqixi d
4qi
(2pi)4 . (87)
Note that even though we include qm+n in the list of arguments, it is not an independent variable, but instead
determined as a function of the other qi. For functionals with insertion of composite operators, we do not have overall
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momentum conservation, and thus define
LΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk ;x
)
≡
∫
LΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk ; q
)
m+n∏
i=1
eiqixi d
4qi
(2pi)4 . (88)
However, translation invariance still tells us the functionals with insertions have a shift property
LΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk); q
)
= e−iy
∑m+n
i=1 qiLΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk − y); q
)
. (89)
Functionals which only contain integrated insertions again have overall momentum conservation, and thus we define
their Fourier transform also with the momentum-conserving δ taken out
LΛ,Λ0,l
KL‡
(
s⊗
k=1
∫
OAk ;x
)
≡
∫
(2pi)4δ
(
m+n∑
i=1
qi
)
LΛ,Λ0,l
KL‡
(
s⊗
k=1
∫
OAk ; q
)
m+n∏
i=1
eiqixi d
4qi
(2pi)4 . (90)
The flow equation (75) then gives the hierarchy of perturbative flow equations
∂ΛLΛ,Λ0,lKL‡ (q) =
c
2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
LΛ,Λ0,l−1
MNKL‡(p,−p, q)
d4p
(2pi)4
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρς
2 L
Λ,Λ0,l′
KσL
‡
ρM
(qσ, qρ,−k)
(
∂ΛC
Λ,Λ0
MN (k)
)
LΛ,Λ0,l−l′
NKτL
‡
ς
(k, qτ , qς)
(91)
with
k ≡
∑
i∈σ∪ρ
qi = −
∑
i∈τ∪ς
qi , (92)
where c and cστρς are some constants stemming from the anticommutating nature of fermionic fields (and antifields).
This hierarchy is now suited to inductive proofs: the functional in the first line on the right-hand side and the
functionals in the second line have a lower order in ~ if 0 < l′ < l. If l′ = 0 (or l′ = l), most functionals in the
second line have a smaller number of external fields and antifields, except when l′ = 0 and the first functional has
only one or two external fields or antifields, or when l′ = l and the second functional has only one or two external
fields or antifields. However, these functionals vanish by definition since we removed the free part from LΛ,Λ0 , which
are exactly the terms linear and quadratic in the external fields and antifields at order ~0. We can thus ascend in
m+ n+ 2l, where m+ n is the number of external fields and antifields, and for fixed m+ n+ 2l, ascend in l.
For functionals with insertions of composite operators, the flow equation (81) gives the hierarchy
∂ΛLΛ,Λ0,lKL‡
(
s⊗
k=1
OAk ; q
)
= c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
LΛ,Λ0,l−1
MNKL‡
(
s⊗
k=1
OAk ; p,−p, q
)
d4p
(2pi)4
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρςLΛ,Λ0,l
′
KσL
‡
ρM
(qσ, qρ,−k)
(
∂ΛC
Λ,Λ0
MN (k)
)
LΛ,Λ0,l−l′
NKτL
‡
ς
(
s⊗
k=1
OAk ; k, qτ , qς
)
−
∑
α∪β={1,...,s}
α 6=∅6=β
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρς
∫
LΛ,Λ0,l′
KσL
‡
ρM
(⊗
k∈α
OAk ; qσ, qρ, p
)(
∂ΛC
Λ,Λ0
MN (−p)
)
× LΛ,Λ0,l−l′
NKτL
‡
ς
⊗
k∈β
OAk ;−p, qτ , qς
 d4p
(2pi)4 .
(93)
The term in the second line depends on the functionals without insertions, such that these have to be bounded first.
The consistency of the induction scheme is again assured by that fact that the functionals without insertions vanish
at lowest loop order l = 0 for one or two external fields, such that the terms on the right-hand side are either of lower
loop order or, for the same loop order, have a lower number of external fields. The source term in the last line appears
for s ≥ 2, and depends on functionals with a lower number of insertions, such that the induction has to go up in the
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functional type boundary condition
∂wL0,Λ0,l
KL‡ (0) relevant: [K] + [L
‡] + |w| < 4 0
∂wLµ,Λ0,l
KL‡ (0) marginal: [K] + [L
‡] + |w| = 4 arbitrary
∂wLΛ0,Λ0,l
KL‡ (q) irrelevant: [K] + [L
‡] + |w| > 4 0
∂wLµ,Λ0,l
KL‡ (OA;0) relevant/marginal: [K] + [L‡] + |w| ≤ [OA] arbitrary
∂wLΛ0,Λ0,l
KL‡ (OA; q) irrelevant: [K] + [L‡] + |w| > [OA] 0
∂wL0,Λ0,l
KL‡
(∫OA;0) relevant: [K] + [L‡] + |w| < 4 0
∂wLµ,Λ0,l
KL‡
(∫OA;0) relevant/marginal: 4 ≤ [K] + [L‡] + |w| ≤ [OA] arbitrary
∂wLΛ0,Λ0,l
KL‡
(∫OA; q) irrelevant: [K] + [L‡] + |w| > [OA] 0
LΛ0,Λ0,l
KL‡
(⊗s
k=1OAk ; q
)
always irrelevant 0
TABLE II: Boundary conditions for the flow equation hierarchy. The “arbitrary” conditions should not all be
vanishing (since otherwise the corresponding theory is trivial), and naturally must be invariant under the action of
all symmetries which one wants to preserve manifestly, e. g., in our case they should be E(4)-invariant.
number of insertions. Furthermore, for functionals with an insertion of an integrated operator, the flow equation (84)
gives the hierarchy
∂ΛLΛ,Λ0,lKL‡
(∫
OA; q
)
= c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
LΛ,Λ0,l−1
MNKL‡
(∫
OA; p,−p, q
)
d4p
(2pi)4
−
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
cστρςLΛ,Λ0,l
′
KσL
‡
ρM
(qσ, qρ,−k)
(
∂ΛC
Λ,Λ0
MN (k)
)
LΛ,Λ0,l−l′
NKτL
‡
ς
(∫
OA; k, qτ , qς
)
.
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To close the induction we will also need flow equations for momentum derivatives of functionals, which, since the
regulator is smooth, can be taken without problems and then distributed over the terms on the right-hand side. For
the terms which are quadratic in functionals and where momentum is conserved, we have to view the last momentum
qm+n as a function of the first m + n − 1 momenta qi and of k, such that momentum derivatives can also act on k
(and thus on the regulated covariance when it depends on k). We refrain from writing out the corresponding flow
equations in detail.
As we have already mentioned, instead of fixing all boundary conditions at Λ = Λ0, it is much more convenient to
give some boundary conditions at Λ = 0 and some at Λ = µ, where µ is some renormalisation scale. This is possible
because there is a one-to-one correspondence between conditions at Λ = Λ0 and conditions given for some other value
of Λ, namely
LΛ0,Λ0,l
KL‡ (q) = LΛ,Λ0,lKL‡ (q) +
∫ Λ0
Λ
∂λLλ,Λ0,lKL‡ (q) dλ , (95)
where the λ derivative is given by the right-hand side of the flow equation (91), which is already determined previously
in the induction, and thus fixed. The boundary conditions differ depending on the type of functional (with or without
insertion) and whether it is irrelevant, marginal or relevant, shown in Table II. While most of the boundary conditions
vanish (for relevant functionals, vanishing boundary conditions are necessary to obtain IR-finite results for non-
exceptional momenta27), taking all of them to vanish would result in a trivial non-interacting theory. (Typically,
one takes non-zero constants at order ~0 (i. e., l = 0) for all functionals which correspond to an interaction in the
original Lagrangian, and vanishing boundary conditions for l > 0.) Furthermore, if one wants to preserve invariance
of the correlation functions under symmetries which are not explicitly broken by the regulator (64), such as manifest
E(4) invariance in gauge theories, also the boundary conditions must be chosen to be invariant under this symmetry.
Furthermore, one could even give conditions for marginal functionals at Λ = 0, but then one has to restrict to non-
exceptional momenta since the functionals are otherwise IR divergent. One first determines the value of a marginal
functional at Λ = µ and non-exceptional momenta using the Taylor formula with integral remainder from the boundary
conditions at Λ = µ and zero momenta. Since only irrelevant functionals appear in the Taylor formula which have
their boundary conditions fixed, this is a one-to-one correspondence. In the second step, one then integrates the
flow equation downwards to determine the value of the marginal functional at Λ = 0 and non-exceptional momenta
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from its value at Λ = µ. Since all functionals appearing on the right-hand side of the flow equation have already been
determined and fixed in the induction, the correspondence is again one-to-one. Thus although the exact correspondence
will be in general very complicated, it is unique.
IV. TREES
The bounds on functionals with and without insertions are specified in terms of fully reduced weighted trees,
which we define in the following, and for which we also derive some properties that will be important later. The
trees are motivated by the fact that in perturbation theory, the scaling behaviour of correlation functions including
loop corrections is only modified logarithmically with respect to the tree level, and thus our trees basically represent
tree level Feynman graphs. We stress, however, that this analogy must not be taken too literally; the trees and the
valence of vertices are independent of the detailed form of the n-point interactions in the theory, and in particular
do not depend in any way on spin, colour or Lorentz indices. Furthermore, internal lines (which would correspond to
propagators in a tree-level Feynman diagram) and vertices are always assigned integer dimensions independent of the
engineering dimension of the basic fields or the dimension of n-point interactions in the theory; the dimension of the
basic fields only appears in the factors associated to external vertices.
A. Weighted Trees
Trees are connected graphs without loops; i. e., we define
Definition 3. A graph G ≡ (V,L) is a finite set of vertices V and lines (edges) L, which are unordered pairs of two
elements of V , i.e., e ∈ L⇔ e = {v, w} : v, w ∈ V (for which we say that the line e connects the vertices v and w). A
tree T is a graph where
• Every vertex is connected by a line to some other vertex: either |V | = 1 (there is only one vertex), or for all
v ∈ V there exists e ∈ L such that e = {v, w} for some w ∈ V ,
• There are no loops (the graph is acyclic): there exists no subset of L of the form {{v1, v2}, {v2, v3}, . . . , {vk, v1}}
for all k ∈ N (including self-loops or “tadpoles” with k = 1).
We then further define
Definition 4. A weighted tree T of order (m + n, r) has m + n external and r internal vertices, and a tree T ∗ of
order (m+ n, r) has m+ n external, r internal and one special vertex. External vertices have valency 1 (i. e., exactly
one line is incident to them), and may only be connected by a line to internal or special vertices. Internal vertices
have valency between 1 and 4, and special vertices may have any valency. We require that m + n ≥ 1 and r ≥ 1 for
trees T (i. e., at least one external and one internal vertex), but do not impose further conditions on trees T ∗ (i. e., a
tree may consist only of the special vertex). The external vertices are numbered from 1 to m+ n, and a momentum q
is assigned to each of them. The momenta assigned to the lines are determined by imposing momentum conservation
at each vertex (which is allowed because later on we will have qm+n = −
∑m+n−1
i=1 qi), except for the special vertex.
Afterwards, internal vertices are assigned the momentum with highest absolute value among the momenta assigned to
all lines incident to that vertex. Furthermore, we associate to each external vertex ve an index Ke (or alternatively
L‡e) and a dimension [ve] = [φKe ] ∈ [1, 3] (or [ve] = [φ‡Le ] ∈ [1, 3]), and an overall derivative multiindex w to the tree.
To reduce notational clutter, we will use T also for a generic tree, when it is clear from the context which tree is
meant (i. e., with or without a special vertex), or if a formula applies to all trees. To each tree, we assign a weight
factor which appears in the bounds.
Definition 5. The weight factor GT,w
KL‡;[vp](q;µ,Λ) associated to a tree T is given by multiplying the weight factors
assigned to each vertex and line of T given in Table III, the particular weight factor given by
Gp(q; Λ) = sup(|q|, µ,Λ)[vp] (96)
for a dimension [vp] ∈ R, and the derivative weight factor Gw(q; Λ), given by
Gw(q; Λ) ≡
m+n∏
i=1
{
sup(ηqi(q),Λ)−|wi| for trees T
sup(η¯qi(q),Λ)−|wi| for trees T ∗ .
(97)
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Component Associated weight
line l Gl(q;µ,Λ) = sup(|q|,Λ)−2
external vertex ve Gve(q;µ,Λ) = sup(|q|,Λ)3−[ve]
internal vertex vi of valence k Gvi(q;µ,Λ) = sup(|q|,Λ)4−k∗ special vertex vs of valence k Gvs(q;µ,Λ) = sup(µ,Λ)−k
TABLE III: Weights G assigned to components of a tree of order (n, r). q always refers to the momentum associated
to the component.
Note that for the trees T with momentum conservation we require wm+n = 0 in order to be consistent with the
definition of ηqi (25). Since in this case the last momentum is determined by overall momentum conservation qm+n =
−∑m+n−1i=1 qi, derivatives with respect to qn can be converted into derivatives with respect to the other qi, and no
problem arises.
The tree itself is also assigned a dimension, given by the sum of the exponents of all weight factors, which gives
Definition 6. To each tree T we associate an overall dimension [T ], given by
[T ] ≡
∑
ve
(3− [ve]) +
∑
vi
(4− ki) + [vp]− ks − 2Nl − |w| , (98)
where the sums run over all external vertices ve and all internal vertices vi with ki the valency of vi, and Nl is the
number of lines and ks the valency of the special vertex (or ks = 0 if no special vertex exists).
This dimension measures the scaling of the tree weight, i. e., we have
lim
Λ→∞
GT,w
KL‡;[vp](q;µ,Λ)Λ
−[T ] = 1 . (99)
It is possible to obtain a simpler expression for the tree dimension, given by
Lemma 4. The tree dimension [T ] can be expressed as
[T ] = 4 + [vp]−
∑
ve
[ve]− |w| = 4 + [vp]− [K]− [L‡]− |w| (100a)
[T ∗] = [vp]−
∑
ve
[ve]− |w| = [vp]− [K]− [L‡]− |w| . (100b)
Proof. A basic result from graph theory states that in a connected graph without loops, the number of vertices Nv is
one bigger than the number of lines, Nv = Nl + 1. This is easy to see: the simplest tree has one vertex and no lines,
and for each subsequent line a new vertex must be added. Let us denote by Ni the number of internal vertices and
by Ne the number of external vertices. The sum over vi, with ki the valency of the internal vertex vi, then counts all
lines twice, except for the ones which are incident to the special vertex or external vertices, such that∑
vi
(4− ki) = 4Ni − (2Nl − ks −Ne) (101)
and thus
[T ] = 4(Ni +Ne −Nv + 1) + [vp]−
∑
ve
[ve]− |w| . (102)
If the tree has a special vertex, we have Nv = Ni + Ne + 1, while otherwise Nv = Ni + Ne. In total, we thus obtain
the Lemma.
A tree is said to be relevant if [T ] > 0, marginal if [T ] = 0 and irrelevant if [T ] < 0, and the bounds for irrelevant,
marginal and relevant functionals (with or without operator insertions) are given in terms of irrelevant, marginal and
relevant trees, respectively. Obviously if all dimensions of external, particular and special vertices are a multiple of
∆ (which will be the case later on), [T ] is a multiple of ∆, such that we even have the stronger bounds [T ] ≥ ∆ for
relevant and [T ] ≤ −∆ for irrelevant trees.
To illustrate these definitions, an example of a tree T of order (3, 5, 0) is given in Figure 2 together with the
associated weight G.
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FIG. 2: Example of a tree T of order (3, 5), displaying the momentum assignment and the dimensions of the external
vertices. Since this tree does not contain any special vertex, we have overall momentum conservation such that
q1 + q2 + q3 = 0, and thus momentum is conserved also at the central vertex v. Its associated momentum qv is the
one from {q1, q2, q3} with the largest absolute value. For w = ((1, 0, 0, 0), (3, 0, 0, 0), (0, 0, 0, 0)), the total weight of
the tree reads
GT,w(q1, q2, q3;µ,Λ) =
√
sup(|q1|,Λ) Λ2/
[√
sup(|q2|,Λ) sup(|q3|,Λ) sup(inf(|q1|, |q3|),Λ) sup(inf(|q2|, |q3|),Λ)3
]
, and
we can read off that [T ] = −3 = 4− (1/2 + 3/2 + 1)− (1 + 3 + 0).
B. Reduction, Fusion and Amputation
Reduction. Starting from some tree T , we obtain a reduced tree T ′ by performing one of the following reduction
operations:
• Remove an internal vertex of valence 2, and fuse the incident lines into one line
• Remove an internal vertex of valence 1 and the incident line if it is connected to an internal vertex
• Remove an internal vertex of valence 1 and the incident line if it is connected to a particular or special vertex
Reduction operations may change the associated weight, but can only increase it as detailed in Table IV; furthermore
the order of a tree can only decrease (i. e., if the order of T is (n, r), the order of T ′ is (n, r′) with r′ ≤ r). However,
the dimension of the tree is unchanged under reduction, since it depends only on the dimensions of the external and
particular vertices and on the particular weight factor, which are unchanged under reduction. We thus obtain
Definition 7. A fully reduced (weighted) tree T is a weighted tree T where all possible reduction operations have been
performed. It is easy to see that a fully reduced tree of order (n, r) with n ≥ 3 only contains internal vertices of valence
3 and 4.
Fusion. A tree T1 of order (n1, r1) and another tree T2 of order (n2, r2) can also be fused in two different ways.
If both trees have a special vertex, fusing is done by merging the two special vertices into one, creating a tree T ∗
of order (n1 + n2, r1 + r2). If only one or neither of both trees has a special vertex, fusion is only possible if T1 has
an external vertex v1 with momentum −k and T2 has an external vertex v2 with momentum k. If T1 has no special
vertex, v1 must be the last external vertex of T1, and if T2 has no special vertex, v2 must be the first external vertex of
T2 (remember that the external vertices are numbered). The trees are then fused by removing both external vertices
and combining the incident lines into one line, which creates a tree T of order (n1 + n2 − 2, r1 + r2). For the change
in weights, we obtain
Lemma 5. Fusing two trees T ∗1 and T ∗2 with special vertices into a tree T ∗, the change in weight factors can be
estimated by
GT
∗
1 ,w1
K1L
‡
1;[vp1]
(q1;µ,Λ)GT
∗
2 ,w2
K2L
‡
2;[vp2]
(q2;µ,Λ) ≤ GT
∗,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ) . (103)
Fusing two trees T1 and T2 where at most one has a special vertex, under the assumption that the derivative weight
factor acting on the momentum k (of the line of T2 which is combined in the fusion) was obtained by deriving the
functional that is bounded by T2 w.r.t. some specific qj (since k =
∑n1
i=1 qi), the change in weight factors is given by
GT1,w1
K1L
‡
1M ;[vp1]
(q1,−k;µ,Λ)GT2,w2
NK2L
‡
2;[vp2]
(k, q2;µ,Λ) ≤
GT,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ)
sup(|k|,Λ)[vM ]+[vN ]−4 . (104)
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Reduction operation Change in weights
sup(|q| ,Λ)−2 sup(|q| ,Λ)−2
sup(|q| ,Λ)2
sup(|q| ,Λ)−2
GT,w
KL‡;[vp]
(q;µ,Λ) = GT
′,w
KL‡;[vp]
(q;µ,Λ)
Λ3 sup(|q| ,Λ)4−k
sup(|q| ,Λ)4−k′
Λ−2
GT,w
KL‡;[vp]
(q;µ,Λ) = Λsup(|q|,Λ)G
T ′,w
KL‡;[vp]
(q;µ,Λ)
for k′ = k − 1, since the valence is smaller by one
Λ−2Λ
3 sup(|q| , Λ)−k
sup(|q| , Λ)−k′
∗
∗
GT,w
KL‡;[vp]
(q;µ,Λ) = Λsup(µ,Λ)G
T ′,w
KL‡;[vp]
(q;µ,Λ)
for k′ = k − 1, since the valence is smaller by one
TABLE IV: Reduction operations that can be performed on a tree T to obtain a reduced tree T ′, and the
corresponding change in weights.
Proof. For the fusion of two trees with special vertices, the change in tree weights can be inferred from Table III, and
is given by
GT,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ) = GT1,w1
K1L
‡
1;[vp1]
(q1;µ,Λ)GT2,w2
K2L
‡
2;[vp2]
(q2;µ,Λ)
× sup(|q1, q2|, µ,Λ)
[vp1]+[vp2]
sup(|q1|, µ,Λ)[vp1] sup(|q2|, µ,Λ)[vp2]
Gw1+w2(q1, q2; Λ)
Gw1(q1; Λ)Gw2(q2; Λ)
.
(105)
Since |q1, q2| ≥ |q1| and |q1, q2| ≥ |q2|, we can estimate this by
GT,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ) ≥ GT1,w1
K1L
‡
1;[vp1]
(q1;µ,Λ)GT2,w2
K2L
‡
2;[vp2]
(q2;µ,Λ)
× G
w1+w2(q1, q2; Λ)
Gw1(q1; Λ)Gw2(q2; Λ)
.
(106)
For the fusion of two trees where at most one has a special vertex, the change in weights is given by
GT,w1+w2
K1L
‡
1K2L
‡
2;[vp1]+[vp2]
(q1, q2;µ,Λ) ≥ GT1,w1
K1L
‡
1M ;[vp1]
(q1,−k;µ,Λ)GT2,w2
NK2L
‡
2;[vp2]
(k, q2;µ,Λ)
× sup(|k|,Λ)[vM ]+[vN ]−4 G
w1+w2(q1, q2; Λ)
Gw1(q1,−k; Λ)Gw2(k, q2; Λ) .
(107)
If both trees do not contain special vertices, overall momentum conservation tells us that k =
∑n1
i=1 qi and pn2 =
−k −∑n2−1i=1 pi. According to the definition of ηqi (25) we then have
ηqi(q1,−k) ≥ ηqi(q1, q2) , (108a)
ηqi(k, q2) ≥ ηqi(q1, q2) , (108b)
ηk(k, q2) ≥ ηq(q1, q2) for any q ∈ q1 . (108c)
The assumption we made is that the derivative weight factor for the momentum k in the second tree T2 was obtained
by deriving the functional that is bounded by T2 w.r.t. some specific qj (since k =
∑n1
i=1 qi), and then we choose this
qj in the last inequality (the extension to more than one derivative is straightforward). From the definition of Gw (97)
and the fact that wαi ≥ 0 we thus obtain
Gw1(q1,−k; Λ) ≤
∏
qi∈q1
sup(ηqi(q1, q2),Λ)−|w1,i| , (109a)
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Gw2(k, q2; Λ) = sup(ηk(k, q2),Λ)−|w2,∗|
∏
qi∈q2
sup(ηqi(k, q2),Λ)−|w2,i|
≤ sup(ηqj (q1, q2),Λ)−|w2,∗|
∏
qi∈q2
sup(ηqi(q1, q2),Λ)−|w2,i| ,
(109b)
and it follows that
Gw1+w2(q1, q2; Λ)
Gw1(q1,−k; Λ)Gw2(k, q2; Λ) ≥ 1 (110)
with w2,∗ added at the appropriate place:
w1 +w2 = (w1,1, . . . , w1,j−1, w1,j + w2,∗, w1,j+1, . . . , w1,n1 , w2,1, . . . , w2,n2) . (111)
In the case that one or both trees contain a special vertex, the argumentation is similar, with η¯qi (27) used instead
of ηqi at the appropriate places, and we also obtain equation (110). For a fusion of two trees with special vertices,
from equation (106) we thus obtain equation (103) of the Lemma, while in the other cases equation (107) gives
equation (104), and the Lemma is proven.
Amputation. If an external momentum of a tree T of order (m+ n+ 1, r) vanishes and no derivatives act on this
momentum, we obtain a new tree T ′ of order (m+ n, r) by amputating the corresponding external vertex v and the
incident line (w.l.o.g. we can assume that this external momentum is the first one). We treat first the case without
special vertex, where we have
Lemma 6. Amputating an external vertex v from a tree T without a special vertex, the change in weights can be
estimated by
GT,w
MKL‡;[vp](0, q;µ,Λ) ≤
Λ1−[v]
sup(inf(µ, η(q)),Λ)G
T ′,w
KL‡;[vp](q;µ,Λ) , (112)
while for trees T ∗ with a special vertex we have the same estimate with η replaced by η¯.
Proof. Since no derivatives act on the amputated external vertex, the derivative weight factor does not change due to
ηqi(0, q) = ηqi(q) for i ∈ {1, . . . , n− 1}. In order to determine the change in weights coming from the amputation, we
first convert the external vertex into an internal one, and then perform a reduction operation. The conversion gives an
extra factor of Λ−[v] (since the vertex has valence 1), and the change in weights for the reduction is given in Table IV.
Since |qi| ≥ inf(µ, η(q)) for any qi, the Lemma follows. For trees T ∗ where momentum is not conserved at the special
vertex, the same procedure applies, and we obtain the same estimate with η replaced by η¯.
If necessary, one has to perform additional reduction operations afterwards to again obtain a fully reduced tree.
Since reduction operations can only increase the tree weight, the estimate (112) stays valid. We then define
Definition 8. The set of all fully reduced trees T of order (m + n, r) with arbitrary r is denoted by Tm+n, and the
set of all fully reduced trees T ∗ of order (m+ n, r) with arbitrary r is denoted by T ∗m+n.
Note that these sets are finite since only three- and four-valent internal vertices are allowed (except for T1, which
consists of one tree with a one-valent vertex, and T2, which consists of one tree with a two-valent vertex).
C. Inequalities
For the proofs in the next section, we need to estimate tree weight factors for fully reduced trees for larger or smaller
Λ and for larger momenta, depending on whether the tree is irrelevant, marginal or relevant.
1. Irrelevant and marginal trees
Lemma 7. For λ ≥ Λ and any tree T with [T ] ≤ 0, we have
GT,w
KL‡(q;µ, λ) ≤ GT,wKL‡(q;µ,Λ) , (113)
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while for [T ] < 0 we even have
GT,w
KL‡(q;µ, λ) ≤
(
sup(inf(µ, η(q)),Λ)
sup(inf(µ, η(q)), λ)
)
GT,w
KL‡(q;µ,Λ) (114)
for any 0 ≤  ≤ −[T ], in particular for  = ∆. For trees T ∗ with a special vertex where momentum is not conserved,
the same estimates are valid, with η replaced by η¯.
Proof. The various weight factors contained in GT,w (mostly of the form sup(a, λ)c) come with positive and negative
powers c, and we would like to estimate the whole tree weight factor at λ = Λ. This is trivial if c ≤ 0, but we first
have to extract positive weight factors using Lemma 10. For a tree without a particular weight factor, positive weight
factors can come from 3-valent internal vertices and external vertices. However, the weight factor of an external vertex
ve together with the weight factor of the adjacent line of momentum q give a factor of sup(|q|,Λ)1−[ve], and since
all [ve] ≥ 1 this has always a negative power. Since the momentum qv associated to an internal 3-valent vertex v is
always the one of largest absolute value among the momenta of the incident lines l (|qv| ≥ |ql|) and the dimension of
v is 1, we take the weight factor of this vertex together with half of the weight factor of any adjacent line l, giving a
factor of sup(|qv|, λ)/ sup(|ql|, λ), which can be estimated using Lemma 10 (taking k = Λ, K = λ). This only cannot
work if we have three external vertices connected to a single 3-valent internal vertex, since then we would need to
use the weight factor of one internal line twice. However, since [T ] ≤ 0, either the dimensions of the external vertices
are large enough (and thus provide the necessary negative weight), or we have at least one derivative weight factor,
and use this instead of the weight factor of the corresponding internal line. If the tree contains a particular weight
factor, the corresponding momentum is larger than any momentum associated to any other element of the tree, and
if [vp] > 0 we can use Lemma 10 for the particular weight factor together with any other weight factor. Again, since
[T ] ≤ 0, we can extract all positive weight factors. The remaining weight factors are all of the form sup(a, λ)c with
c ≤ 0 and can thus be estimated at λ = Λ, such that we obtain equation (113) of the Lemma. If the tree is strictly
irrelevant, [T ] < 0, there will be strictly more negative than positive weight factors, and since all a that appear in
the weight factors of the form sup(a,Λ) fulfil a ≥ inf(µ, η(q)), we obtain equation (114) of the Lemma. For trees T ∗
with a special vertex where momentum is not conserved, the same proof works, with η replaced by η¯, and the Lemma
follows.
2. Relevant and marginal trees
Lemma 8. For 0 ≤ t ≤ 1 and any tree T with [T ] ≥ 0, we have
GT,w
KL‡(tq; Λ,Λ) ≤ GT,wKL‡(q; Λ,Λ) . (115)
Proof. For any weight factors with a positive power, the inequality is immediate, and we thus only need to extract
weight factors with a negative power first. This can also be done using Lemma 10, but in a different way. First we
note that since [T ] ≥ 0, for each weight factor with a negative power, we have a weight factor with positive power
but larger momentum (including the particular weight factor). Such a pair of weight factors can then be estimated as
follows (with |q1| > |q2| and c ≥ 0):(
sup(t|q1|,Λ)
sup(t|q2|,Λ)
)c
=
(
sup
(|q1|, Λt )
sup
(|q2|, Λt )
)c
≤
(
sup(|q1|,Λ)
sup(|q2|,Λ)
)c
, (116)
using Lemma 10 with K = Λ/t and k = Λ. We can thus extract all negative weight factors, and the remaining
weight factors are all of the form sup(ta,Λ)c with a, c ≥ 0 and can thus be estimated at t = 1, such that the Lemma
follows.
Lemma 9. For Λ ≤ λ ≤ µ and any tree T ∗ with a special vertex with [T ] ≥ 0, we have
GT
∗,w
KL‡ (q;µ, λ) ≤ GT
∗,w
KL‡ (q;µ,Λ) . (117)
For trees T without a special vertex but with a particular weight factor, the same estimate is valid for [K]+[L‡]+|w| ≥
4, i. e., only for trees which are “not too relevant”.
Proof. Since µ ≥ λ, the special vertex factor and the particular weight factor do not depend on λ. Consider then the
trees {Tk} which result by removing the special vertex and the particular weight factor (and which thus have lines
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connected to only one vertex). Since the special vertex factor contributes −k to the tree dimension [T ∗], where k is
the valency of the special vertex, and overall we have [T ∗] = [vp] − [K] − [L‡] − |w| (100), each tree Tk obtained
after removing the special vertex (with mk + nk external vertices and |wk| derivatives) and the particular weight
factor has dimension [Tk] = 1 − [K] − [L‡] − |wk|. Since all [φK ], [φ‡L] ≥ 1 we especially have [Tk] ≤ 0, and can
thus apply the inequality (113) to each Tk. Adding the special vertex and the particular weight factor back we thus
obtain equation (117) of the Lemma. For trees T without a special vertex but with a particular weight factor, the
expression for the tree dimension [T ] = 4 + [vp] − [K] − [L‡] − |w| (100) shows that the same argument works for
[K] + [L‡] + |w| ≥ 4, and the Lemma is proven.
V. BOUNDS ON FUNCTIONALS
The regularised functionals with and without composite operator insertions are bounded uniformly in Λ0, and
furthermore their derivative with respect to Λ0 is bounded in a way that implies the existence of the unregularised
limit Λ0 →∞. These bounds can be expressed using fully reduced weighted trees, and concretely we prove:
Proposition 5. For all multiindices w, at each order l in perturbation theory and for an arbitrary number m of
external fields K and n antifields L‡, we have the bound∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , ln+
Λ
µ
)
, (118)
where P is a polynomial with non-negative coefficients (depending on m,n, l, |w| and the renormalisation conditions).
The sum runs over all fully reduced trees T of order (m+n, r) with arbitrary r (the number of internal vertices), where
the dimension of the external vertices is given by the dimension of the corresponding operator (i. e., [v1] = [φK1 ], etc.).
For non-exceptional external momenta where η(q) > 0, this shows uniform boundedness. For the existence of the
unregularised limit, we also need a bound on the Λ0 derivative, which is given in Subsection VG2.
For functionals with one insertion of a composite operator, we can always use the shift property (89) with y = x to
obtain a functional with one insertion at x = 0. We then prove
Proposition 6. For all multiindices w, at each order l in perturbation theory and for an arbitrary number m of
external fields K and n antifields L‡ and any composite operator OA, we have the bound
∣∣∣∂wLΛ,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ sup(1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
,
(119)
where the sum runs over all fully reduced trees T ∗ with one special vertex where momentum is not conserved.
This bound shows uniform boundedness, and to show convergence we again need a bound on the Λ0 derivative,
given in Subsection VG2. In contrast to the case without insertions, this bound involves a loop-order dependent
“large momentum factor” with a function g(s) defined for [O] ≥ 0, r ≥ 0 and s ≥ 1 by
g(s)([O], r, |w|) ≡ ([O] + s)(r + 3s− 3) + sup([O] + s− |w|, 0) , (120)
which for all u+ v ≤ w and all w′ fulfils the properties
g(s)([O], r, |v|) ≤ g(s)([O], r + 1, |w|) , (121a)
g(s)([O], r, |w|+ 1) + 1 ≤ g(s)([O], r, |w|) for |w| ≤ [O] + s− 1 , (121b)
g(s)([O], r, |u|) + g(s′)([O′], r′, |v|) ≤ g(s+s′)([O] + [O′], r + r′ − 2, |w′|)− ([O] + [O′] + s+ s′) . (121c)
Functionals with one insertion of an integrated composite operator are proven to fulfil
Proposition 7. For all multiindices w, at each order l in perturbation theory and for an arbitrary number m of
external fields K and n antifields L‡ and any integrated composite operator OA of dimension [OA] ≥ 4, we have the
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bound ∣∣∣∣∂wLΛ,Λ0,lKL‡ (∫ OA; q)∣∣∣∣ ≤ sup(1, |q|sup(µ,Λ)
)g(1)([OA]−4,m+n+2l,|w|)
×
∑
T∈Tm+n
GT,w
KL‡;[OA]−4(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , ln+
Λ
µ
)
,
(122)
which only differs in the type of trees summed over, where momentum is again conserved (and thus also involves η
instead of η¯).
We recall that functionals with integrated insertions are not defined by first taking a functional with a non-integrated
insertion of OA(x) and then integrating over x as done previously23, where one needs to show in addition that the
integral over x is convergent for multiple insertions, but are defined in their own right by the corresponding flow
equation and boundary conditions, as suggested by the notation. Since the boundary conditions for non-integrated
and integrated composite operators are distinct (see Table II), this has the unfortunate side effect that
(2pi)4δ
(
m+n∑
i=1
qi
)
LΛ,Λ0,l
KL‡
(∫
OA; q
)
6=
∫
LΛ,Λ0,l
KL‡ (OA(x); q) d4x (123)
(we recall that the functionals with an integrated insertion are defined with the momentum-conserving δ taken
out (90)). However, we have
Proposition 8. For any composite operator OA of dimension [OA] ≥ 4, there exists a uniquely defined composite
operator O˜A =
∑
kOA,k of lower or equal dimension [OA,k] ≤ [OA] and of the same ghost number, such that for
all multiindices w, at each order l in perturbation theory and for an arbitrary number m of external fields K and n
antifields L‡ we have
(2pi)4δ
(
m+n∑
i=1
qi
)
LΛ,Λ0,l
KL‡
(∫
OA; q
)
=
∫
LΛ,Λ0,l
KL‡
(O˜A(x); q) d4x . (124)
Furthermore, for a proper choice of boundary conditions the functionals with one operator insertion fulfil
Proposition 9. For all multiindices w, at each order l in perturbation theory, for an arbitrary number m of external
fields K and n antifields L‡ and for any composite operator OA and any multiindex a, there exist boundary conditions
(e. g., the ones given in equation (165)) such that
∂axLΛ,Λ0,lKL‡ (OA(x); q) = LΛ,Λ0,lKL‡ (∂axOA(x); q) . (125)
Since the right-hand side of equation (124) thus vanishes when O˜A = ∂axO˜B , and O˜A depends obviously linearly
on OA, it is seen to be consistent to choose boundary conditions for the functionals with one integrated operator
insertion such that
LΛ,Λ0,l
KL‡
(∫
OA; q
)
= 0 (126)
if OA(x) = ∂axOB(x) for a composite operator OB and a multiindex a > 0.
For functionals with more than one insertion of a composite operator, we have to distinguish between functionals
with one and zero integrated insertions. First we note that we can always choose the last operator insertion to be at
xs = 0, since the general case can be recovered using the shift property (89), and this will be understood from now
on even if not shown explicitly. We then prove
Proposition 10. At each order l in perturbation theory and for an arbitrary number m of external fields K and n
antifields L‡, and for Λ ≥ µ, the functionals with s ≥ 2 insertions of arbitrary (non-integrated) composite operators
OAi can be written in the form
∂wLΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk); q
)
=
∑
a>0,|a|=D+[OA]
∂ax∂
wKΛ,Λ0,l
KL‡;D
(
s⊗
k=1
OAk(xk); q
)
, (127)
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where a is a multiindex not involving the last coordinate xs,
[OA] ≡
s∑
k=1
[OAk ] , (128)
the parameter D ∈ {0, 1} for m+ n > 0 and D = 1 for m+ n = 0. The kernel KΛ,Λ0,l satisfies the bound∣∣∣∣∣∂wKΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|Λ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
.
(129)
For Λ < µ, we show
Proposition 11. At each order l in perturbation theory and for an arbitrary number m of external fields K and n
antifields L‡, and for Λ < µ, the functionals with s ≥ 2 insertions of arbitrary (non-integrated) composite operators
OAi can be written in the form
∂wLΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk); q
)
=
∑
|a|≤D+[OA]
µD+[OA]−|a|∂ax∂
wKΛ,Λ0,l
KL‡
(
s⊗
k=1
OAk(xk); q
)
, (130)
where the kernel KΛ,Λ0,l satisfies the bounds∣∣∣∣∣∂wKΛ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|
µ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ)
)
.
(131)
If all xi are distinct, we can also prove bounds which do not involve any derivatives and which are given by
Proposition 12. At each order l in perturbation theory and for an arbitrary number m of external fields K and n
antifields L‡, the functionals with s ≥ 2 insertions of arbitrary (non-integrated) composite operators OAi fulfil the
bound ∣∣∣∣∣∂wLΛ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ µ[OA]+s sup
(
1, |q|sup(µ,Λ)
)g(s)([OA],m+n+2l,|w|)
×
∑
τ∈Ts
Wτ (x1, . . . , xs)
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−s(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
,
(132)
where the set Ts and the weight factors Wτ are given in Definition 1, and where  ∈ [0,∞) with m+ n+  > 0 (i. e.,
for m+ n > 0 we may take  = 0, but for m+ n = 0 we need  > 0).
All these bounds can be proven in the same way: first we bound the right-hand side of the corresponding flow
equation using the induction hypothesis, and then we integrate over λ using the boundary conditions given in Table II.
Since the necessary estimates are basically the same for all functionals we can do everything together: the right-hand
side of the flow equation is bounded in Subsection VA, and the integration over λ is done in Subsections VB – VD.
This thus proves the Propositions 5, 6 and 7. Propositions 8 and 9 are then proven in Subsection VE. Functionals
with more than one insertion are sufficiently different that we prefer to treat them only afterwards, in Subsection VF,
where Propositions 10, 11 and 12 are proven.
A. The right-hand side
The bounds that we want to obtain for the right-hand side of the flow equation are of the form∣∣∣∂Λ∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ 1sup(inf(µ, η(q)),Λ) ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
, (133)
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i. e., the bound (118) for ∂wLΛ,Λ0,l
KL‡ (q) divided by sup(inf(µ, η(q)),Λ), and with ln+ sup(|q|, µ)/ sup(inf(µ, η(q)),Λ)
replaced by ln+ sup(|q|, µ)/Λ in the polynomial. For functionals with insertions, we similarly want to prove
∣∣∣∂Λ∂wLΛ,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ 1sup(inf(µ, η¯(q)),Λ) sup
(
1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
,
(134)
and for functionals with an integrated insertion we need∣∣∣∣∂Λ∂wLΛ,Λ0,lKL‡ (∫ OA; q)∣∣∣∣ ≤ 1sup(inf(µ, η(q)),Λ) sup
(
1, |q|sup(µ,Λ)
)g(1)([OA]−4,m+n+2l,|w|)
×
∑
T∈Tm+n
GT,w
KL‡;[OA]−4(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
.
(135)
1. The linear term
Let us start with the first term on the right-hand side of the flow equation (91), which taking w momentum
derivatives reads
F1 ≡ c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
∂wLΛ,Λ0,l−1
MNKL‡(p,−p, q)
d4p
(2pi)4 . (136)
From the estimate on the covariance (68), we have the bound
|F1| ≤ c
∫
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2
∣∣∣∂wLΛ,Λ0,l−1MNKL‡(p,−p, q)∣∣∣ d4p(2pi)4 . (137)
We now insert the induction hypothesis (118), using that
η(p,−p, q) = 0 , (138a)
|p,−p, q| ≤ 2|p|+ |q| , (138b)
ln+
sup(|p,−p, q|, µ)
Λ ≤ ln+
sup(|q|, µ)
Λ + ln+
|p|
Λ + ln 2 , (138c)
to obtain
|F1| ≤
∑
T∈Tm+n+2
∫
sup(|p|,Λ)−5+[φM ]+[φN ]e− |p|
2
2Λ2 GT,w
MNKL‡(p,−p, q;µ,Λ)
× P
(
ln+
sup(|q|, µ)
Λ , ln+
|p|
Λ , ln+
Λ
µ
)
d4p
(2pi)4 .
(139)
Rescaling p = xΛ and applying Lemma 12 with βi = γi = 1, we obtain the bound
|F1| ≤ Λ[φM ]+[φN ]−1
∑
T∈Tm+n+2
GT,w
MNKL‡(0, 0, q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
. (140)
For each tree T in the sum, we now amputate the first two external vertices with zero momentum corresponding to
M and N . The amputation gives us an extra factor (112)
Λ2−[φM ]−[φN ]
sup(inf(µ, η(q)),Λ)2 ≤
Λ1−[φM ]−[φN ]
sup(inf(µ, η(q)),Λ) , (141)
and the new tree T ′ has m+ n external vertices such that T ′ ∈ Tm+n, and thus we obtain a bound of the form (133)
for F1.
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For functionals with one insertion of a composite operator, the first term of the right-hand side of the flow equa-
tion (93) is given by
F1 ≡ c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
∂wLΛ,Λ0,l−1
MNKL‡(OA(0); p,−p, q)
d4p
(2pi)4 . (142)
Inserting the bounds on the covariance (68) and the induction hypothesis (119), we obtain in the same way as before
|F1| ≤
∑
T∗∈T ∗m+n+2
∫
sup(|p|,Λ)−5+[φM ]+[φN ]e− |p|
2
2Λ2 GT∗,w
MNKL‡;[OA](p,−p, q;µ,Λ)
× sup
(
1, |p,−p, q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
P
(
ln+
sup(|q|, µ)
Λ , ln+
|p|
Λ , ln+
Λ
µ
)
d4p
(2pi)4 .
(143)
We then rescale p = xΛ as before, but now use Lemma 12 with βi = 1 and γi = sup(µ,Λ)/Λ to get
|F1| ≤
∑
T∗∈T ∗m+n+2
Λ−1+[φM ]+[φN ]GT∗,w
MNKL‡;[OA](0, 0, q;µ,Λ)
× sup
(
1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
.
(144)
The amputation of the external legs corresponding to M and N now gives an extra factor of
Λ2−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ)2 ≤
Λ1−[φM ]−[φN ]
sup(inf(µ, η¯(q)),Λ) , (145)
and we obtain a bound of the form (134). For functionals with an insertion of an integrated composite operator, we
follow the same steps and obtain a bound of the form (135) for the first term on the right-hand side of the flow
equation (94).
2. The quadratic term
Let us now turn to the second term on the right-hand of the flow equation (91) (with w momentum derivatives),
which reads
F2 ≡ −
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
cστρςcuvw
2
(
∂uLΛ,Λ0,l′
KσL
‡
ρM
(qσ, qρ,−k)
)
×
(
∂w−u−v∂ΛC
Λ,Λ0
MN (k)
)(
∂vLΛ,Λ0,l−l′
NKτL
‡
ς
(k, qτ , qς)
)
,
(146)
with the momentum k defined by equation (92), and where cuvw are some constants coming from the Leibniz rule
for derivatives. Since for both functionals overall momentum is conserved, the last momentum qm+n is determined in
terms of the other qi and k. We then insert the bound on the covariance (68) and the induction hypothesis (118) to
obtain
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
∑
u+v≤w
sup(|k|,Λ)−5+[φM ]+[φN ]−|w|+|u|+|v| e− |k|
2
2Λ2
×
∑
T1∈T|σ|+|ρ|+1
GT1,u
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ)P
(
ln+
sup(|qσ, qρ,−k|, µ)
sup(inf(µ, η(qσ, qρ,−k)),Λ) , ln+
Λ
µ
)
×
∑
T2∈T|τ|+|ς|+1
GT2,v
NKτL
‡
ς
(k, qτ , qς ;µ,Λ)P
(
ln+
sup(|k, qτ , qς |, µ)
sup(inf(µ, η(k, qτ , qς)),Λ)
, ln+
Λ
µ
)
.
(147)
We then estimate
|qσ, qρ,−k| ≤ |q| , (148a)
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|k, qτ , qς | ≤ |q| , (148b)
η(qσ, qρ,−k) ≥ 0 , (148c)
η(k, qτ , qς) ≥ 0 , (148d)
which enables us to merge the polynomials in logarithms. For each tree T1 ∈ T|σ|+|ρ|+1 and T2 ∈ T|τ |+|ς|+1, we fuse
them as detailed in Section IVB to obtain a tree T ∈ Tm+n, and can estimate the weight factors according to the
estimate (104). This gives the bound
|F2| ≤
∑
u+v≤w
sup(|k|,Λ)−1−|w|+|u|+|v| e− |k|
2
2Λ2
×
∑
T∈Tm+n
GT,u+v
KL‡ (q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
.
(149)
The last step is to change the u + v derivatives acting on the tree to w derivatives. Since ηqi(q) ≤ |k| for any i, we
have
sup(|k|,Λ)−|w|+|u|+|v| ≤
m+n∏
i=1
sup(ηqi(q),Λ)−|(w−u−v)i| (150)
and thus (remembering the definition of the derivative weight factor (97))
sup(|k|,Λ)−|w|+|u|+|v|GT,u+v
KL‡ (q;µ,Λ) ≤ GT,wKL‡(q;µ,Λ) . (151)
The last estimate
sup(|k|,Λ)−1 e− |k|
2
2Λ2 ≤ sup(inf(µ, η(q)),Λ)−1 (152)
then gives us the required bound (133).
For functionals with one insertion, the corresponding term of the flow equation (93) reads
F2 ≡ −
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
cστρςcuvw
(
∂uLΛ,Λ0,l′
KσL
‡
ρM
(qσ, qρ,−k)
)
×
(
∂w−u−v∂ΛC
Λ,Λ0
MN (k)
)(
∂vLΛ,Λ0,l−l′
NKτL
‡
ς
(OA(0); k, qτ , qς)
)
,
(153)
where now overall momentum is not conserved anymore (i. e., qm+n is an independent variable), but k is still given
by (92) and thus momentum derivatives also act on the covariance. Inserting the estimates on the covariance (68)
and the induction hypotheses (118) and (119), and fusing the polynomials in logarithms in the same way as above,
we obtain
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
sup(|k|,Λ)−5+[φM ]+[φN ]−|w|+|u|+|v| e− |k|
2
2Λ2
× sup
(
1, |k, qτ , qς |sup(µ,Λ)
)g(1)([OA],|τ |+|ς|+1+2(l−l′),|v|) ∑
T∈T|σ|+|ρ|+1
GT,u
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ)
×
∑
T∗∈T ∗|τ|+|ς|+1
GT
∗,v
NKτL
‡
ς ;[OA]
(k, qτ , qς ;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
.
(154)
To estimate the large momentum factor, we use the bound (148b), and then estimate
|τ |+ |ς|+ 1 + 2(l − l′) ≤ m+ n+ 2l − 1 (155)
(obvious for l′ > 0, while for l′ = 0 we can assume that |τ | + |ς| ≤ m + n − 1 since otherwise the first functional
in (153), and thus F2, vanishes). Property (121a) of g(s) then shows that
sup
(
1, |k, qτ , qς |sup(µ,Λ)
)g(1)([OA],|τ |+|ς|+1+2(l−l′),|v|)
≤ sup
(
1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
. (156)
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For each tree T ∈ T|σ|+|ρ|+1 and T ∗ ∈ T ∗|τ |+|ς|+1, we fuse them as detailed in Section IVB (estimating the weight
factors according to (104)), and then change the u + v derivatives acting on the fused tree to w derivatives in the
same way as for functionals without insertions (using equations (150) and (151) with η¯ instead of η). Finally, we also
use the estimate (152) with η¯ instead of η and obtain a bound of the form (134) for F2. For functionals with one
integrated insertion, we do the same steps, and arrive at a bound of the form (135).
B. Irrelevant functionals
Irrelevant functionals are integrated downwards with vanishing boundary conditions at Λ = Λ0, as specified in
Table II. However, to derive the bounds we may admit non-vanishing boundary conditions as long as they are
compatible with the bounds (118), (119), (122) evaluated at Λ = Λ0, a freedom which we will need to exploit later
on to prove the anomalous Ward identities in Section VI.
For the functionals without insertions, which are irrelevant when [K] + [L‡] + |w| > 4, we thus have∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ0)P
(
ln+
sup(|q|, µ)
Λ0
, ln+
Λ0
µ
)
+
∫ Λ0
Λ
∣∣∣∂λ∂wLλ,Λ0,lKL‡ (q)∣∣∣dλ ,
(157)
where the first term is absent for vanishing boundary conditions. We then insert the bound for the Λ derivative (133)
and estimate the trees using the inequality (114) with  = ∆ to obtain
∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ)
[
sup(inf(µ, η(q)),Λ)∆
sup(inf(µ, η(q)),Λ0)∆
P
(
ln+
sup(|q|, µ)
Λ0
, ln+
Λ0
µ
)
+
∫ Λ0
Λ
sup(inf(µ, η(q)),Λ)∆
sup(inf(µ, η(q)), λ)∆+1 P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ
]
.
(158)
We then use Lemma 15 to obtain the estimate(
sup(inf(µ, η(q)),Λ)
sup(inf(µ, η(q)),Λ0)
)∆
ln+
Λ0
µ
≤
(
sup(µ,Λ)
Λ0
)∆
ln+
(
Λ0
sup(µ,Λ)
sup(µ,Λ)
µ
)
≤ P
(
ln+
sup(µ,Λ)
µ
)
≤ P
(
ln+
Λ
µ
)
,
(159)
and the subsequent estimate
ln+
sup(|q|, µ)
Λ0
≤ ln+ sup(|q|, µ)sup(inf(µ, η(q)),Λ) (160)
allows us to bound the first term. The second term can be estimated using Lemma 14, and we obtain the bounds (118).
For functionals with one insertion of a composite operator, which are irrelevant when [K] + [L‡] + |w| > [OA], the
same estimates apply (with η¯ instead of η), and we only need to estimate the large momentum factor using
sup
(
1, |q|sup(µ,Λ0)
)g(1)([OA],m+n+2l,|w|)
≤ sup
(
1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|)
, (161)
and then obtain the bounds (119). Using the same estimates, for functionals with one insertion of an integrated
composite operator we obtain the bounds (122).
C. Relevant and marginal functionals with arbitrary boundary conditions
For functionals without insertions, we can choose arbitrary boundary conditions at Λ = µ and vanishing momenta
for marginal functionals with [K] + [L‡] + |w| = 4. For functionals with an insertion of a composite operator, we
have this freedom for relevant and marginal functionals which have [K] + [L‡] + |w| ≤ [OA], but for functionals
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with an integrated insertion, we can choose only the conditions for marginal and some relevant functionals, which
have 4 ≤ [K] + [L‡] + |w| ≤ [OA]. The proof of the bounds in these cases first extends the boundary conditions to
Λ ≥ µ at vanishing momenta using the flow equation, then to arbitrary momenta using Taylor’s theorem with integral
remainder, and then finally to all Λ < µ. Since the integral remainder in Taylor’s theorem involves the functionals with
one additional momentum derivative, to close the induction we have to bound the marginal functionals first (where
the integral remainder involves irrelevant functionals), followed by the least relevant (where the integral remainder
involves marginal functionals) and then ascend in the order of relevancy.
1. Vanishing momenta
Starting with the functionals without insertions, we get for Λ ≥ µ∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ c+ ∫ Λ
µ
∣∣∣∂λ∂wLλ,Λ0,lKL‡ (0)∣∣∣ dλ , (162)
where the constant subsumes that arbitrary renormalisation conditions. Inserting the bounds (133) (where ln+ µ/λ = 0
since λ ≥ µ), we get∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ c+ ∫ Λ
µ
1
λ
∑
T∈Tm+n
GT,w
KL‡(0;µ, λ)P
(
ln+
λ
µ
)
dλ = c+
∫ Λ
µ
1
λ
P
(
ln+
λ
µ
)
dλ , (163)
since at zero momentum the tree weight factor GT,w is simply given by λ[T ] (which can be read off from the Table III),
where [T ] is the dimension of the tree given by (100). Marginal trees have [T ] = 0, and a simple integration yields∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ c+ P(ln+ Λµ
)∫ Λ
µ
1
λ
dλ = P
(
ln+
Λ
µ
)
. (164)
The boundary conditions for relevant functionals with one insertion must involve a factor of µ[OA]−[K]−[L‡]−|w| in
order to be compatible with the bounds. Since the flow equation (93) is linear for s = 1 insertion of a composite
operator, the functionals with one insertion of OA form a vector space indexed by A and the imposed boundary
conditions. A suitable basis is then given by taking BPHZ-like renormalisation conditions, i. e.,
∂wLµ,Λ0,l
KL‡ (OA(0),0) = (−i)|w|w!δw,vδKMδL‡N‡δl,0 (165)
for the operator OA indexed by A = (MN ‡,v), and in the following we will make this choice (at least for the lowest
loop order l = 0). We then obtain in the same way as before the bounds∣∣∣∂wLΛ,Λ0,lKL‡ (OA(0),0)∣∣∣ ≤ cµ[OA]−[K]−[L‡]−|w| + P(ln+ Λµ
)∫ Λ
µ
λ[OA]−[K]−[L
‡]−|w|−1 dλ
≤ Λ[OA]−[K]−[L‡]−|w| P
(
ln+
Λ
µ
)
=
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](0;µ,Λ)P
(
ln+
Λ
µ
)
,
(166)
for Λ ≥ µ, and the same bound for functionals with one integrated insertion.
2. Extension to general momenta
We now extend these bounds to general momenta using the Taylor formula with integral remainder, which reads
∂wLΛ,Λ0,l
KL‡ (q) = ∂
wLΛ,Λ0,l
KL‡ (0) +
m+n−1∑
i=1
4∑
α=1
∫ 1
0
∂kαi (t)
∂t
∂kαi ∂
wLΛ,Λ0,l
KL‡ (k(t)) dt (167)
for some path k(t) with k(0) = 0 and k(1) = q. The result is independent of the path taken, since for finite cutoffs
all functionals are smooth in momenta, and only depend on m + n − 1 momenta such that a generalised Stokes
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0
(a) The unique tree T ∈ T1.
−qq
(b) The unique tree T ∈ T2.
q3q1
q2
(c) The unique tree T ∈ T3, with
q1 + q2 + q3 = 0.
FIG. 3: The only fully reduced trees for functionals with one, two and three external legs.
q4q1
q2 q3
q4q1
q2 q3
FIG. 4: The only fully reduced trees for functionals with four external legs, with q1 + q2 + q3 + q4 = 0.
theorem holds. This is a freedom we need to exploit. Furthermore, the second term involves a functional which has
one momentum derivative more and thus is irrelevant and has already been bounded. Since the functionals with one
external leg do not depend on momenta, there is nothing left to do for them, and we just note that the bound (164) is
already the needed one (118), with the only fully reduced tree T ∈ T1 shown in Figure 3(a). Inserting the bounds (164)
into the Taylor formula (167) and using the induction hypothesis (118), we obtain
∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ P(ln+ Λµ
)
+
m+n−1∑
i=1
4∑
α=1
∫ 1
0
|k′i(t)|
×
∑
T∈Tm+n
GT,w+w˜
KL‡ (k(t);µ,Λ)P
(
ln+
sup(|k(t)|, µ)
sup(inf(µ, η(k(t))),Λ) , ln+
Λ
µ
)
dt ,
(168)
where w˜ is a multiindex which has only one non-zero entry corresponding to the additional kαi derivative. For the
functionals with two external legs, we take the simple path
k(t) = tq (169)
and estimate the polynomial in logarithms using (since Λ ≥ µ)
ln+
sup(|k(t)|, µ)
sup(inf(µ, η(k(t))),Λ) ≤ ln+
sup(|q|, µ)
Λ = ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) . (170)
There is only one contributing tree, shown in Figure 3(b), which has
GT,w+w˜
KL‡ (k(t);µ,Λ) = sup(|k(t)|,Λ)−1 = sup(t|q|,Λ)−1 . (171)
We then estimate using Lemma 20∫ 1
0
|q|
sup(t|q|,Λ) dt ≤ 2
∫ 1
0
|q|
t|q|+ Λ dt ≤ P
(
ln+
|q|
Λ
)
≤ P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ)
)
, (172)
and so for Λ ≥ µ the bounds (118) follow by combining all of the above (the first term in the Taylor formula (168)
combines with the second). For the functionals with three external legs, we extend the summation also to k3 (setting
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ηk3 = η) and may then w.l.o.g. assume |q1| ≥ |q2| ≥ |q3| (otherwise we just relabel), and that |q1| > 0 (otherwise there
is nothing to do). Define then
q⊥2 ≡ q2 + αq1 , (173)
with α = −(q1q2)/|q1|2, and note that we have |q2|2 = α2|q1|2 +
∣∣q⊥2 ∣∣2 and, because of momentum conservation,
q3 = −q⊥2 + (α− 1)q1. Since furthermore |q2| ≥ |q3|, it follows that α ≥ 1/2. The path that we choose is given by
k1(t) =
{
2tq1 0 ≤ t ≤ 12
q1
1
2 ≤ t ≤ 1 ,
(174a)
k2(t) =
−tq1 +
√
3 t |q1|∣∣q⊥2 ∣∣q⊥2 0 ≤ t ≤ 12
2(1− t)k2
( 1
2
)
+ (2t− 1)q2 12 ≤ t ≤ 1 ,
(174b)
and always k3(t) = −k1(t)− k2(t). This path is chosen such that on the first half (0 ≤ t ≤ 1/2), we have
|k1(t)| = 2t|q1| = |k2(t)| = |k3(t)| , (175)
and on the second half (1/2 ≤ t ≤ 1) we have
1
2 |qi| ≤ |ki(t)| ≤ 2|q1| for i ∈ {2, 3} , (176a)
2(1− t)|q1| ≤ |k3(t)| ≤ |k2(t)| , (176b)
|k′2(t)| = |k′3(t)| ≤ 2|q1| . (176c)
There is also only one contributing tree, which has the weight factor
GT,w+w˜
KL‡ (k(t);µ,Λ) =
F (t)
sup(ηki(k(t)),Λ)
(177)
with
F (t) ≡ sup(|k(t)|,Λ)sup(|k1(t)|,Λ)α1 sup(|k2(t)|,Λ)α2 sup(|k3(t)|,Λ)α3 (178)
for some αi ≥ 0 with α1 +α2 +α3 = 1 (since all fields have [φK ], [φ‡L] ≥ 1). On the first half of the path, all momenta
have the same size and we obtain
F (t) = 1 ≤ sup(|q1|,Λ)sup(|q1|,Λ)α1 sup(|q2|,Λ)α2 sup(|q3|,Λ)α3 = F (1) = G
T,w
KL‡(q;µ,Λ) , (179)
while on the second half we get
F (t) ≤ sup(2|q1|,Λ)sup(|q1|,Λ)α1 sup(1/2|q2|,Λ)α2 sup(1/2|q3|,Λ)α3 ≤ 2
1+α2+α3F (1) . (180)
For the polynomial in logarithms, we estimate
ln+
sup(|k(t)|, µ)
sup(inf(µ, η(k(t))),Λ) = ln+
sup(|k(t)|, µ)
Λ ≤ ln+
sup(2|q1|, µ)
Λ
≤ ln+ sup(|q1|, µ)Λ + 2 ln 2 = ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) + 2 ln 2 .
(181)
The remaining integral can then be estimated on the first half of the path by
3∑
i=1
∫ 1/2
0
|k′i(t)|
sup(ηki(k(t)),Λ)
dt =
∫ 1/2
0
6|q1|
sup(2t|q1|,Λ) dt ≤
∫ 1
0
6|q1|
s|q1|+ Λ ds (182)
38
with the change of variables s = 2t, and on the second half by
3∑
i=1
∫ 1
1/2
|k′i(t)|
sup(ηki(k(t)),Λ)
dt ≤
∫ 1
1/2
4|q1|
sup(2(1− t)|q1|,Λ) dt ≤
∫ 1
0
4|q1|
s|q1|+ Λ ds (183)
with the change of variables s = 2(1− t). A subsequent application of Lemma 20 gives the result
P
(
ln+
|q1|
Λ
)
≤ P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ)
)
, (184)
and thus the bounds (118) are proven also for this case (for Λ ≥ µ). Lastly, functionals with four external legs
necessarily have external fields of dimension 1 to be marginal, and no momentum derivatives. The fully reduced trees
that contribute are shown in Figure 4, and the path we take reads
kpi(i)(t) = qpi(i)

0 0 ≤ t ≤ i−13
3t− i+ 1 i−13 ≤ t ≤ i3
1 i3 ≤ t ≤ 1 ,
(185)
for some permutation pi(i) of {1, 2, 3} (i. e., on part i of the path the momentum kpi(i) changes linearly from 0 to
qpi(i)), and we set always k4(t) = −k1(t)− k2(t)− k3(t). For the first tree of Figure 4, we have
GT,w+w˜
KL‡ (k(t);µ,Λ) =
1
sup(ηkpi(i)(t)(k(t)),Λ)
(186)
and can take the permutation pi(i) = i. The weight factor of the second tree depends on the exact labelling of the
external vertices, and is of the form
GT,w+w˜
KL‡ (k(t);µ,Λ) =
F (t)
sup(ηkpi(i)(t)(k(t)),Λ)
(187)
for
F (t) ≡ sup
(
1, sup(|kj1(t)|, |kj2(t)|)sup(|kj1(t) + kj2(t)|,Λ)
)
sup
(
1, sup(|kj3(t)|, |kj1(t) + kj2(t) + kj3(t)|)sup(|kj1(t) + kj2(t)|,Λ)
)
(188)
with ji a permutation of {1, 2, 3} such that |qj2 | ≤ |qj1 |. To bound such a factor, we take the permutation pi(i) = ji
to get
F (t) =

1 0 ≤ t ≤ 13
sup
(
1, sup(|qj1 |, (3t− 1)|qj2 |)sup(|qj1 + (3t− 1)qj2 |,Λ)
)
1
3 ≤ t ≤ 23
sup
(
1, sup(|qj1 |, |qj2 |)sup(|qj1 + qj2 |,Λ)
)
sup
(
1, sup((3t− 2)|qj3 |, |qj1 + qj2 + (3t− 2)qj3 |)sup(|qj1 + qj2 |,Λ)
)
2
3 ≤ t ≤ 1 .
(189)
For 0 ≤ t ≤ 1/3, obviously F (t) = 1 ≤ F (1). For the other parts of the path, we need some auxiliary bounds. For
0 ≤ s ≤ 1 and |p| ≥ |q|, define
f(p, q, s) ≡ 4|p+ sq|2 − |p+ q|2 = 3|p|2 + (4s2 − 1)|q|2 + 2(4s− 1)(pq) . (190)
For 0 ≤ s ≤ 1/2, we estimate
f(s) ≥ 3|p|2 + (4s2 − 1)|q|2 + 2(4s− 1)|p||q| = 4(|p|+ s|q|)2 − (|p|+ |q|)2 ≥ 4|p|2 − (|p|+ |q|)2 ≥ 0 (191)
(since |q| ≤ |p|), while for 1/2 ≤ s ≤ 1 we have
f(s) ≥ 3|p|2 + (4s2 − 1)|q|2 − 2(4s− 1)|p||q| = 4(|p| − s|q|)2 − (|p| − |q|)2 ≥ 3(|p| − |q|)2 ≥ 0 . (192)
For 1/3 ≤ t ≤ 2/3, we thus have
0 ≤ f(qj1 , qj2 , 3t− 1) = 4|qj1 + (3t− 1)qj2 |2 − |qj1 + qj2 |2 , (193)
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and therefore
sup
(
1, sup(|qj1 |, (3t− 1)|qj2 |)sup(|qj1 + (3t− 1)qj2 |,Λ)
)
≤ 2 sup
(
1, sup(|qj1 |, |qj2 |)sup(|qj1 + qj2 |,Λ)
)
≤ 2F (1) . (194)
For the last term, we have
sup
(
1, sup((3t− 2)|qj3 |, |qj1 + qj2 + (3t− 2)qj3 |)sup(|qj1 + qj2 |,Λ)
)
≤ sup
(
1, sup(|qj3 |, |qj1 + qj2 |+ |qj3 |)sup(|qj1 + qj2 |,Λ)
)
≤ 2 + |qj3 |sup(|qj1 + qj2 |,Λ)
≤ 3 sup
(
1, |qj3 |sup(|qj1 + qj2 |,Λ)
)
,
(195)
and thus on the whole path F (t) ≤ 3F (1) such that∑
T∈T4
GT,w+w˜
KL‡ (k(t);µ,Λ) ≤
3
sup(ηkpi(i)(t)(k(t)),Λ)
∑
T∈T4
GT,w
KL‡(q;µ,Λ) . (196)
Since on the whole path |ki(t)| ≤ |qi|, we can bound the polynomial in logarithms as before, and since on each part
of the path only one of the ki(t) changes, the remaining integral reads
3∑
i=1
∫ 1
0
|k′i(t)|
sup(ηki(t)(k(t)),Λ)
dt ≤
3∑
i=1
∑
Q⊆{k1(t),k2(t),k3(t)}\{ki(t)}
∫ 1
0
2|k′i(t)|∣∣∣ki(t) +∑q∈Q q∣∣∣+ Λ dt . (197)
An application of Lemma 20 to the integral then gives
3∑
i=1
P
(
ln+
|qi|
Λ
)
≤ P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ)
)
, (198)
and combining all of the above the bounds (118) follow for Λ ≥ µ.
For functionals with one operator insertion, the Taylor formula reads
∂wLΛ,Λ0,l
KL‡ (OA(0); q) = ∂wLΛ,Λ0,lKL‡ (OA(0);0)
+
m+n∑
i=1
4∑
α=1
∫ 1
0
∂kαi (t)
∂t
∂kαi ∂
wLΛ,Λ0,l
KL‡ (OA(0);k(t)) dt ,
(199)
but this time the sum ranges over all momenta (since overall momentum is not conserved anymore), and we can take
the simple path ki(t) = tqi for all functionals. Inserting the bound (166) and the induction hypothesis (119), we obtain∣∣∣∂wLΛ,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ ∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](0;µ,Λ)P
(
ln+
Λ
µ
)
+
m+n∑
i=1
∫ 1
0
|qi|
sup(tη¯qi(q),Λ)
sup
(
1, t|q|Λ
)g(1)([OA],m+n+2l,|w|+1)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](tq;µ,Λ)P
(
ln+
sup(t|q|, µ)
Λ , ln+
Λ
µ
)
dt ,
(200)
where we extracted the weight factor corresponding to the additional derivative from the tree weight factor. Since
the functionals are marginal or relevant, we especially have |w| ≤ [OA] and can thus use property (121b) of g(s) to
estimate
|qi|
sup(tη¯qi(q),Λ)
sup
(
1, t|q|Λ
)g(1)([OA],m+n+2l,|w|+1)
≤ |q|Λ sup
(
1, |q|Λ
)g(1)([OA],m+n+2l,|w|+1)
≤ sup
(
1, |q|Λ
)g(1)([OA],m+n+2l,|w|)
.
(201)
The polynomial in logarithms can be estimated trivially at t = 1, and since for Λ ≥ µ the tree weight factor does not
depend on µ, we can use the inequality (115) to estimate the trees at t = 1. The remaining t integral is trivial, and
we obtain the bounds (119). The same estimates apply for functionals with one integrated insertion (only replacing η¯
by η), and we obtain correspondingly the bounds (122).
40
3. Extension to small Λ
In the last step we use these bounds as boundary conditions at Λ = µ and integrate the flow equation downwards.
For the functionals without insertions, we have (using the bounds (118) at Λ = µ and (133) for the Λ derivative)∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∣∣∣∂wLµ,Λ0,lKL‡ (q)∣∣∣+ ∫ µ
Λ
∣∣∣∂λ∂wLλ,Λ0,lKL‡ (q)∣∣∣dλ
=
∑
T∈Tm+n
GT,w
KL‡(q;µ, µ)P
(
ln+
sup(|q|, µ)
µ
)
+
∫ µ
Λ
1
sup(inf(µ, η(q)), λ)
∑
T∈Tm+n
GT,w
KL‡(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
)
dλ .
(202)
Since all trees are marginal, we use the inequality (113) to estimate them at λ = Λ. For the first polynomial in
logarithms we use
ln+
sup(|q|, µ)
µ
= ln+
sup(|q|, µ)
sup(µ,Λ) ≤ ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , (203)
and the remaining λ integral can be done using Lemma 18, which then gives the needed bound (118) also for Λ < µ.
For the functionals with one insertion of a composite operator, we have (using the bounds (119) at Λ = µ and (134)
for the Λ derivative)∣∣∣∂wLΛ,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ ∣∣∣∂wLµ,Λ0,lKL‡ (OA(0); q)∣∣∣+ ∫ µ
Λ
∣∣∣∂λ∂wLλ,Λ0,lKL‡ (OA(0); q)∣∣∣dλ
= sup
(
1, |q|
µ
)g(1)([OA],m+n+2l,|w|) ∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ, µ)P
(
ln+
sup(|q|, µ)
µ
)
+
∫ µ
Λ
1
sup(inf(µ, η¯(q)), λ) sup
(
1, |q|
µ
)g(1)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
)
dλ .
(204)
The first polynomial in logarithms can be estimated using (203), and the large momentum factors can be trivially
estimated. For the trees we use the inequality (117), and the remaining λ integral can again be done using Lemma 18,
which results in the needed bound (119) also for Λ < µ. For the functionals with one integrated insertion, we use the
same estimates (where the condition [K]+[L‡]+|w| ≥ 4 is needed in order to use (117)), and obtain the bounds (122).
D. Relevant functionals with vanishing boundary conditions
For the same reason as in the previous subsection, we have to bound the functionals in increasing order of relevancy.
We first derive bounds for arbitrary Λ at vanishing momentum, and then extend these bounds to general momenta
using Taylor’s formula with integral remainder, as in the previous section. For functionals without insertions, we thus
have (using the bounds (133)∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ ∫ Λ
0
∣∣∣∂λ∂wLλ,Λ0,lKL‡ (0)∣∣∣dλ ≤ ∫ Λ
0
1
λ
∑
T∈Tm+n
GT,w
KL‡(0;µ, λ)P
(
ln+
µ
λ
, ln+
λ
µ
)
dλ
=
∫ Λ
0
∑
T∈Tm+n
λ[T ]−1 P
(
ln+
µ
λ
, ln+
λ
µ
)
dλ .
(205)
Since [T ] > 0 for relevant trees, we can apply Lemma 16 with b = 0 and obtain∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ ∑
T∈Tm+n
sup(c,Λ)[T ] P
(
ln+
µ
sup(c,Λ) , ln+
Λ
µ
)
(206)
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for any c ≥ 0. The functionals with one external leg are independent of momenta, and taking c = 0 we already have
the correct bound (118). For the functionals with two or three external legs we extend the bounds to general momenta
using the Taylor formula (167). Inserting the bounds (206) and the induction hypothesis (118) in the Taylor formula,
we obtain∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
[
sup(c,Λ)[T ] P
(
ln+
µ
sup(c,Λ) , ln+
Λ
µ
)
+
m+n−1∑
i=1
∫ 1
0
|k′i(t)|GT,w+w˜KL‡ (k(t);µ,Λ)P
(
ln+
sup(|k(t)|, µ)
sup(inf(µ, η(k(t))),Λ) , ln+
Λ
µ
)
dt
]
,
(207)
where again w˜ is a multiindex with only one non-vanishing entry corresponding to the additional kαi derivative. For
the functionals with two external legs, the only contributing tree is shown in Figure 3(b), and taking c = |q| and the
path k(t) = tq we get∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
[
sup(|q|,Λ)[T ] P
(
ln+
µ
sup(|q|,Λ) , ln+
Λ
µ
)
+
∫ 1
0
|q| sup(t|q|,Λ)[T ]−1 P
(
ln+
sup(t|q|, µ)
sup(inf(µ, t|q|),Λ) , ln+
Λ
µ
)
dt
]
.
(208)
The estimate
ln+
µ
sup(|q|,Λ) ≤ ln+
sup(|q|, µ)
sup(inf(µ, |q|),Λ) = ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) (209)
gives the correct bound (118) for the first term, while for the integral we have to change variables to x = t|q| and apply
Lemma 17. For functionals with three external legs, we again extend the summation to include k3 (with ηk3 = η) and
take the same path as for marginal functionals. Then we have as before
GT,w+w˜
KL‡ (k(t);µ,Λ) =
1
sup(ηki(k(t)),Λ)
sup(|k(t)|,Λ)
sup(|k1(t)|,Λ)α1 sup(|k2(t)|,Λ)α2 sup(|k3(t)|,Λ)α3 (210)
for some αi ≥ 0, but now α1 +α2 +α3 = 1− [T ] < 1 since we have a relevant functional. On the first half of the path,
the integral in (207) then reduces to
6
∫ 1/2
0
|q1| sup(2t|q1|,Λ)[T ]−1 P
(
ln+
sup(2t|q1|, µ)
sup(inf(µ, 2t|q1|),Λ) , ln+
Λ
µ
)
dt , (211)
and a change of variables x = 2t|q1| and an application of Lemma 17 (which can be used since [T ] > 0) gives
sup(|q1|,Λ)[T ] P
(
ln+
sup(|q1|, µ)
sup(inf(µ, |q1|),Λ) , ln+
Λ
µ
)
. (212)
Since q1 is the largest momentum, we have
sup(|q1|,Λ)[T ] ≤ sup(|q(t)|,Λ)sup(|q1|,Λ)α1 sup(|q2|,Λ)α2 sup(|q3|,Λ)α3 = G
T,w
KL‡(q;µ,Λ) , (213)
and since |q1| ≥ η(q) we obtain the correct bound (118) for this part. On the second half of the path, we use the
inequalities (176) to estimate the integral by
4
∫ 1
1/2
|q1|
sup(|k3(t)|,Λ)
sup(2|q1|,Λ)
sup(|q1|,Λ)α1 sup(1/2|q2|,Λ)α2 sup(1/2|q3|,Λ)α3
× P
(
ln+
sup(2|q1|, µ)
sup(inf(µ, 1/2|q3|),Λ) , ln+
Λ
µ
)
dt
≤ GT,w
KL‡(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , ln+
Λ
µ
)∫ 1
1/2
|q1|
sup(|k3(t)|,Λ) dt .
(214)
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The subsequent estimate (using again the inequalities (176))
|q1|
sup(|k3(t)|,Λ) ≤
4|q1|
3|k3(t)|+ Λ ≤
4|q1|
2(1− t)|q1|+ |q3|+ Λ , (215)
an application of Lemma 17 and the following
ln+
|q1|
|q3|+ Λ ≤ ln+
|q1|
sup(|q3|,Λ) ≤ ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) (216)
then also give the bounds (118). It remains to bound the first term in (207), for which we take c = |q1| and then use
the estimates (213) and
ln+
µ
sup(|q1|,Λ) ≤ ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) (217)
to obtain the correct bounds.
For functionals with one integrated insertion, we use the same estimates. The only new term in the bounds that we
want to prove is the large momentum factor, which is equal to one at vanishing momenta (and thus we do not need
any new estimates in that case), while along the path we take in the Taylor formula we always have |ki(t)| ≤ 2|q| and
thus can estimate
sup
(
1, |k(t)|sup(µ,Λ)
)
≤ 2 sup
(
1, |q|sup(µ,Λ)
)
, (218)
such that the bounds (122) follow.
E. Properties of functionals with one insertion of a composite operator
To prove Proposition 8, we first use the shift property (89) to perform the integral over x on the right-hand side of
equation (124), which gives
∫
LΛ,Λ0,l
KL‡
(O˜A(x); q) = (2pi)4δ(m+n∑
i=1
qi
)
LΛ,Λ0,l
KL‡
(O˜A(0); q) . (219)
We can thus take the Λ derivative of an integral over functionals with one insertion without worrying about convergence
issues, and then both sides of equation (124) fulfil the same linear flow equation. Since the solution of this equation
is unique, we can establish equality by imposing the same boundary conditions. This can be done by evaluating the
functional with an insertion of
∫OA at Λ = µ and vanishing momenta, where the functionals with an insertion of
OA,k have their boundary conditions fixed. By ascending in the dimension of the OA,k, we also uniquely determine
the required OA,k, and since the boundary conditions for irrelevant functionals are already the same on both sides it
is clear that [OA,k] ≤ [OA].
To prove Proposition 9, we take the boundary conditions given in equation (165) for the functionals with one
composite operator insertion. Note that on the left-hand side of equation (125) we take derivatives with respect to x
of a functional with one operator insertion, while on the right-hand side we have a functional with a different operator
insertion, which makes Proposition 9 non-trivial. However, the flow equations are obviously the same on both sides,
and only the boundary conditions need to be compared to prove equality. We then can use the shift property (89) to
calculate
∂w∂axLΛ,Λ0,lKL‡ (OA(x); q) = ∂w∂ax
[
e−ix
∑m+n
i=1 qiLΛ,Λ0,l
KL‡ (OA(0); q)
]
= ∂w
[(
−i
m+n∑
i=1
qi
)a
LΛ,Λ0,l
KL‡ (OA(x); q)
]
=
∑
u≤w
w!
u!(w − u)!
[
∂u
(
−i
m+n∑
i=1
qi
)a]
∂w−uLΛ,Λ0,l
KL‡ (OA(x); q) ,
(220)
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where we recall that
OA(x) =
(
m∏
i=1
∂viφMi(x)
) n∏
j=1
∂vm+jφ‡Nj (x)
 . (221)
Setting Λ = µ, x = 0 and q = 0 to obtain the boundary conditions for relevant functionals, the right-hand side
vanishes except if u1 + · · ·+ um+n = a and w − u = v, where we get
[
∂w∂axLµ,Λ0,lKL‡ (OA(x); q)
]
x=0,q=0
=
∑
u1+···+um+n=a
w!
u!
[
∂u
(
m+n∑
i=1
qi
)a]
(−i)|w|δK,MδL‡,N‡δw,v+uδl,0 . (222)
Since u1 + · · ·+ um+n = a, we get
∂u
(
m+n∑
i=1
qi
)a
=
4∏
α=1
∂u
α
1 +···+uαm+n
(
m+n∑
i=1
qi
)aα
=
4∏
α=1
∂a
α
(
m+n∑
i=1
qi
)aα
=
4∏
α=1
(aα)! = a! . (223)
On the other hand, we have
∂axOA(x) = a!
∑
u1+···+um+n=a
(
m∏
i=1
1
ui!
∂vi+uiφMi(x)
) n∏
j=1
1
um+j !
∂vm+j+um+jφ‡Nj (x)

=
∑
u1+···+um+n=a
a!
u!OA;u(x) ,
(224)
where u = (u1, . . . , um+n) and OA;u is defined by adding the appropriate ui derivatives on the fields appearing in
OA. The relevant and marginal functionals with one insertion of OA;u then have the boundary conditions
∂wLµ,Λ0,l
KL‡ (OA;u(0);0) = (−i)|w|w!δK,MδL‡,N‡δw,v+uδl,0 , (225)
and since the functionals with one operator insertion are linear in the insertion, we get
∂wLµ,Λ0,l
KL‡ (∂
aOA(0);0) =
∑
u1+···+um+n=a
a!
u! (−i)
|w|w!δK,MδL‡,N‡δw,v+uδl,0 . (226)
This is thus seen to coincide with Equations (222) and (223), and the proposition follows.
F. Functionals with more than one insertion
Since all functionals with more than one insertion of a composite operator have vanishing boundary conditions at
Λ = Λ0 (see Table II), we have to integrate the flow equation (93) downwards. However, this is incompatible with the
naive scaling of the source term (the last term in the flow equation (93)), where the functionals with one operator
insertion grow like a positive power of Λ as Λ→∞. The way out of this is to generate additional negative powers of
Λ in the source term, which comes at the expense of derivatives with respect to the points at which the composite
operators are inserted, or, if all points are distinct, at the expense of negative powers of the distance between two
points. We remind the reader that we always take the last operator insertion to be at xs = 0 (even if we do not show
this explicitly in notation), since the general case can be recovered using the shift property (89).
Note that in this case, there is an additional induction step which involves the parameter D in the bounds (127)–
(132). For a given number s of operator insertions we first have to prove the bounds for the functionals with at least
one external leg (i. e., m+ n > 0) for D = 0, which is possible because the right-hand side of the corresponding flow
equation (93) only involves functionals with at least one external leg. Then the bounds are proven for m+ n > 0 and
D = 1, and in the last step for m+ n = 0 (and D = 1).
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1. Bounds for Λ ≥ µ
To prove equations (127) and (129), we again first need to bound the right-hand side of the flow equation (93). The
first two terms can already be written in the form (127) by the induction, and then we want to prove the bounds∣∣∣∣∣∂Λ∂wKΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ 1Λ
∣∣∣∣∣∂wKΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ , (227)
with the bound (129) understood on the right-hand side. For the first (linear) term, we thus insert the induction
hypothesis (127) and obtain
c
2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
∂wLΛ,Λ0,l−1
MNKL‡
(
s⊗
k=1
OAk ; p,−p, q
)
d4p
(2pi)4 =
∑
a>0,|a|=D+[OA]
∂axF1 (228)
with
F1 ≡ c2
∫ (
∂ΛC
Λ,Λ0
MN (−p)
)
∂wKΛ,Λ0,l−1
MNKL‡;D
(
s⊗
k=1
OAk ; p,−p, q
)
d4p
(2pi)4 . (229)
We then insert the induction hypothesis (129) for K and the bounds on the covariance (68) to get
|F1| ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)∫
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2 sup
(
1, |q, p,−p|Λ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n+2
GT
∗,w
MNKL;−D(p,−p, q;µ,Λ)P
(
ln+
sup(|q, p,−p|, µ)
Λ , ln+
Λ
µ
)
d4p
(2pi)4 .
(230)
After using the estimates (138), we rescale p = xΛ and perform the p integral applying Lemma 12. A subsequent
amputation of the external legs corresponding to M and N from each tree (which gives an additional factor according
to the estimate (112)) then gives a bound of the form (227) for F1. For the second (quadratic) term, we get after
inserting the induction hypothesis (127) ∑
a>0,|a|=D+[OA]
∂axF2 (231)
with
F2 ≡ −
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
cστρςcuvw
(
∂uLΛ,Λ0,l′
KσL
‡
ρM
(qσ, qρ,−k)
)(
∂w−u−v∂ΛC
Λ,Λ0
MN (k)
)
×
[
∂vKΛ,Λ0,l−l′
NKτL
‡
ς
(
s⊗
k=1
OAk ; k, qτ , qς
)]
,
(232)
where the momentum k is defined by equation (92). Inserting the bound (118) for the functional without insertions,
the induction hypothesis (129) for K and the bounds on the covariance (68) it follows that
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
∑
T∈T|σ|+|ρ|+1
GT,u
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ) e−
|k|2
2Λ2
× sup(|k|,Λ)−5+[φM ]+[φN ]−|w|+|u|+|v| P
(
ln+
sup(|qσ, qρ,−k|, µ)
Λ , ln+
Λ
µ
)
×
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |k, qτ , qς |Λ
)g(s)([OA],|τ |+|ς|+1+2(l−l′),|v|)
×
∑
T∗∈T ∗|τ|+|ς|+1
GT
∗,v
KL;−D(k, qτ , qς ;µ,Λ)P
(
ln+
sup(|k, qτ , qς |, µ)
Λ , ln+
Λ
µ
)
.
(233)
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Using the estimates (148) and (138) we can fuse the polynomials in logarithms. For the large momentum fac-
tor, we use (148b) and (155). The trees are fused as detailed in Section IVB, and we obtain an extra factor of
sup(|k|,Λ)4−[φM ]−[φN ] according to the estimate (104). We then change the u+ v derivatives acting on the fused tree
to w derivatives in the same way as for functionals without insertions (using equations (150) and (151) with η¯ instead
of η), such that taking everything together a bound of the form (227) is achieved also for F2.
For the source term in the flow equation (93), we have to distinguish three cases: first, both functionals contain
only one operator insertion (this obviously can only happen if the functional on the left-hand side has exactly two
operator insertions); second, one of the functionals contains one operator insertion and the other one contains at least
two; and third, both functionals contain at least two operator insertions. Let us start with the first case, where the
source term reads
F3 ≡ −
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u≤w
cστρςcuw
∫ (
∂uLΛ,Λ0,l′
KσL
‡
ρM
(OA1(x1); qσ, qρ, p)
)
×
(
∂ΛC
Λ,Λ0
MN (−p)
)(
∂w−uLΛ,Λ0,l−l′
NKτL
‡
ς
(OA2(0);−p, qτ , qς)
) d4p
(2pi)4 .
(234)
While the second functional has an operator insertion at x2 = 0 and can thus be bounded using the bound (119), for
the first functional we have to use the shift property (89) which gives an extra factor
exp(−ix1(p+ k)) =
4∏
α=1
E0(xα1 (p+ k)α) , (235)
with the function E0 defined in equation (A46) and with k defined in equation (92). Since the property (A49) is
equivalent to
Ek(xα1 (p+ k)α) = −i∂pα∂xα1 Ek+1(xα1 (p+ k)α) (236)
for any direction α ∈ {1, 2, 3, 4}, we choose a direction α such that |xα1 | ≥ |x1|/2 (which is always possible), and take
the multiindex a = (a1, a2, a3, a4) with aβ = |a|δβα to obtain
exp(−ix1(p+ k)) =
4∏
α=1
(−i∂pα∂xα1 )aαEaα(xα1 (p+ k)α) = (−i)|a|∂ax1∂ap 4∏
α=1
Eaα(xα1 (p+ k)α) . (237)
Taking |a| = [OA1 ] + [OA2 ] + D, we thus have obtained the necessary x derivatives which can be taken out of the
integral to obtain
F3 = ∂ax1F4 , (238)
where F4 denotes all the remaining terms for which we need to prove the bounds (227). We integrate the p derivatives
by parts (which does not give boundary terms because the covariance is rapidly decreasing as |p| → ∞ (65d)) and
insert the bound on the covariance (68), for the functionals with one insertion (119) and for the function Ek (A47) to
obtain (remember that Λ ≥ µ)
|F4| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u≤w
∑
v+v′≤a
∫ (
1 + ln+
1
|xα1 (p+ k)α|
)
sup(|p|,Λ)−5+[φM ]+[φN ]−|a|+|v|+|v′|
× e− |p|
2
2Λ2 sup
(
1, |qσ, qρ, p|Λ
)g(1)([OA1 ],|σ|+|ρ|+1+2l′,|u|+|v|)
× sup
(
1, |−p, qτ , qς |Λ
)g(1)([OA2 ],|τ |+|ς|+1+2(l−l′),|w|−|u|+|v′|)
×
∑
T∗∈T ∗|σ|+|ρ|+1
GT
∗,u+(0,v)
KσL
‡
ρM ;[OA1 ]
(qσ, qρ, p;µ,Λ)
∑
T∗∈T ∗|τ|+|ς|+1
GT
∗,w−u+(v′,0)
NKτL
‡
ς ;[OA2 ]
(−p, qτ , qς ;µ,Λ)
× P
(
ln+
sup(|qσ, qρ, p|, µ)
Λ , ln+
Λ
µ
)
P
(
ln+
sup(|−p, qτ , qς |, µ)
Λ , ln+
Λ
µ
)
d4p
(2pi)4 .
(239)
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Using that
|qσ, qρ, p| ≤ |q, p,−p| , |−p, qτ , qς | ≤ |q, p,−p| (240)
and the estimates (138), we can fuse the polynomials in logarithms and the large momentum factors, and then we use
property (121c) of g(s) to estimate
g(1)([OA1 ], |σ|+ |ρ|+ 1 + 2l′, |u|+ |v|) + g(1)([OA2 ], |τ |+ |ς|+ 1 + 2(l − l′), |w| − |u|+ |v′|)
≤ g(2)([OA1 ] + [OA2 ],m+ n+ 2l, |w|)− ([OA1 ] + [OA2 ] +D) .
(241)
The trees are fused according to the estimate (103), and for the logarithm coming from the Ek functions we use the
estimate
ln+
1
|xα1 (p+ k)α|
≤ ln+ 1
µ|xα1 |
+ ln+
Λ
|(p+ k)α| , (242)
which then gives
|F4| ≤
∑
v+v′≤a
∫ (
1 + ln+
1
µ|xα1 |
+ ln+
Λ
|(p+ k)α|
)
e−
|p|2
2Λ2 sup(|p|,Λ)−5+[φM ]+[φN ]−|a|+|v|+|v′|
× sup
(
1, |q, p,−p|Λ
)g(2)([OA1 ]+[OA2 ],m+n+2l,|w|)−([OA1 ]+[OA2 ]+D)
×
∑
T∗∈T ∗m+n+2
GT
∗,w+(0,v,v′)
KL‡MN ;[OA1 ]+[OA2 ](q, p,−p;µ,Λ)
× P
(
ln+
sup(|q|, µ)
Λ , ln+
|p|
Λ , ln+
Λ
µ
)
d4p
(2pi)4 .
(243)
The p integral can now be done using Lemma 13, and we obtain the estimate
|F4| ≤
(
1 + ln+
1
µ|xα1 |
) ∑
v+v′≤a
Λ−1+[φM ]+[φN ]−[OA1 ]−[OA2 ]−D−|a|+|v|+|v′|
×
∑
T∗∈T ∗m+n+2
GT
∗,w+(0,v,v′)
KL‡MN ;[OA1 ]+[OA2 ](q, 0, 0;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ , ln+
Λ
µ
)
× sup
(
1, |q|Λ
)g(2)([OA1 ]+[OA2 ],m+n+2l,|w|)−[OA1 ]−[OA2 ]−D
.
(244)
Since |xα1 | ≥ |x1|/2 by our choice of α, we can estimate(
1 + ln+
1
µ|xα1 |
)
≤ 1 + ln+ 1
µ|xα1 |
+ ln+ 2 ≤ 2
(
1 + ln+
1
µ|x1|
)
. (245)
We then remove the derivative weight factor corresponding to the v + v′ derivatives that acted on the momentum
p, which gives a factor (97) Λ−|v|−|v′| (since the momentum is now zero), and amputating then the external legs
corresponding toM and N from the tree, we obtain factors according to the estimate (112), which (since η¯(q, 0, 0) = 0)
gives Λ−[φM ]−[φN ]. We furthermore change the particular dimension associated to the tree from [OA1 ] + [OA2 ] to −D,
which according to (96) gives an extra factor
sup(|q|,Λ)[OA1 ]+[OA2 ]+D = Λ[OA1 ]+[OA2 ]+D sup
(
1, |q|Λ
)[OA1 ]+[OA2 ]+D
, (246)
and then obtain a bound of the form (227) for F4.
The second case, where one functional contains s′ > 1 insertions (of OA), and the other one only one insertion of
OB , is estimated in a similar way. We use the shift property (89) to bring the last insertion of the first functional to
the origin, and can then use the representation (127) for the functional with more than one insertion, which already
gives some of the necessary x derivatives. We then perform the same estimates, using equation (237) to generate the
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remaining [OB ] derivatives (note that the first functional has a lower number of insertions, and has thus already been
estimated using the correct parameter D). Instead of equation (241), property (121c) of g(s) gives
g(s
′)([OA], |σ|+ |ρ|+ 1 + 2l′, |u|) + g(1)([OB ], |τ |+ |ς|+ 1 + 2(l − l′), |v|)
≤ g(s′+1)([OA] + [OB ],m+ n+ 2l, |w|)− ([OA] + [OB ] + s′ + 1)
≤ g(s′+1)([OA] + [OB ],m+ n+ 2l, |w|)− [OB ] ,
(247)
which is enough to bring the power of the particular weight factor of the fused tree from −D + [OB ] to −D, and
cancel the powers of Λ coming from the newly generated x derivatives. The p integral and the amputation are done
as before, and we obtain a bound of the form (227) as required. In the last case, where both functionals contain at
least two insertions (of s′ operators OA and s′′ operators OB), we again use the shift property (89) to bring the last
operator insertion of the first functional to the origin, and can then use the representation (127), which already gives
the correct number of derivatives. In this case we use property (121c) of g(s) to obtain
g(s
′)([OA], |σ|+ |ρ|+ 1 + 2l′, |u|) + g(s′′)([OB], |τ |+ |ς|+ 1 + 2(l − l′), |v|)
≤ g(s′+s′′)([OA] + [OB],m+ n+ 2l, |w|) .
(248)
For D = 0, the fused tree has then already the correct particular weight factor, while for D = 1 we need to insert the
bounds with D = 0 for one of the source terms to obtain the correct particular weight factor, and thus need to ascend
in D as stated in the introduction. Everything else is done as before, and we obtain a bound of the form (227) also
in this case.
Since all functionals with more than one insertion are irrelevant with vanishing boundary conditions at Λ = Λ0, we
now simply integrate the bound (227) over Λ to obtain∣∣∣∣∣∂wKΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
∫ Λ0
Λ
∣∣∣∣∣∂w∂λKλ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ dλ
≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)∫ Λ0
Λ
1
λ
sup
(
1, |q|
λ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ .
(249)
The tree can be estimated at the lower bound λ = Λ using the inequality (114) with  = 1, and the large momentum
factor is trivially estimated there, such that we get∣∣∣∣∣∂wKΛ,Λ0,lKL‡;D
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|Λ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ, λ)
∫ Λ0
Λ
Λ
λ1+
P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ .
(250)
An application of Lemma 14 to the remaining integral then gives the required bound (129). It is in this step that
the restriction D = 1 enters for m + n = 0, because we need to have a negative tree weight factor (100) to apply
Lemma 14, which is ensured for either D = 1 or, since all basic fields have [φM ] ≥ 1, by m+ n > 0.
2. Bounds for Λ < µ
Again, to prove the bounds (130), we first need to bound the right-hand side of the flow equation (93), where we
want to prove the representation (130) and∣∣∣∣∣∂Λ∂wKΛ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤ 1sup(inf(µ, η¯(q)),Λ)
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
× sup
(
1, |q|
µ
)g(s+1)([OA],m+n+2l,|w|) ∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ
)
.
(251)
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The first (linear) term on the right-hand side of the flow equation (93) already fulfils the decomposition (130) by
hypothesis. Separating the x derivatives, we can bound its contribution to ∂ΛK (which we call F1 as usual) by
inserting the induction hypothesis (131) and the bound on the covariance (68) to obtain
|F1| ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)∫
e−
|p|2
2Λ2 sup
(
1, |q, p,−p|
µ
)g(s+1)([OA],m+n+2l,|w|)
× sup(|p|,Λ)−5+[φM ]+[φN ]
∑
T∗∈T ∗m+n+2
GT
∗,w
MNKL‡;−D(p,−p, q;µ,Λ)P
(
ln+
sup(|q, p,−p|, µ)
Λ
)
d4p
(2pi)4 .
(252)
We then rescale p = xΛ, use the estimates (138) for the polynomial in logarithms and perform the p integral using
Lemma 12. Afterwards we amputate the external legs corresponding toM and N from each tree, which gives an extra
factor according to equation (112), and the subsequent estimate (141) (with η¯ instead of η) gives the bound (251) for
F1.
The second (quadratic) term (whose contribution to ∂ΛK is called F2) is bounded similarly: inserting the induction
hypothesis (131), the bound on the covariance (68) and the bounds on functionals without insertions (118), we get
|F2| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup(|k|,Λ)−5+[φM ]+[φN ]−|w|+|u|+|v|
× e− |k|
2
2Λ2 sup
(
1, |k, qτ , qς |
µ
)g(s+1)([OA],|τ |+|ς|+1+2(l−l′),|v|)
×
∑
T∈T|σ|+|ρ|+1
GT,u
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ)
∑
T∗∈T ∗|τ|+|ς|+1
GT
∗,v
NKτL
‡
ς ;−D
(k, qτ , qς ;µ,Λ)
× P
(
ln+
sup(|qσ, qρ,−k|, µ)
Λ
)
P
(
ln+
sup(|k, qτ , qς |, µ)
Λ
)
.
(253)
We use the estimates (148) and (155) to fuse the polynomials in logarithms and estimate the large momentum factor,
and fuse the trees according to the estimate (104), changing the u + v derivatives acting on the fused tree to w
derivatives in the same way as for functionals without insertions (using equations (150) and (151) with η¯ instead of
η). The last estimate (152) (with η¯ instead of η) then gives the required bound (251).
For the source term, the last term on the right-hand side of the flow equation (93), we first note that it is summed
over all non-empty subsets α, β of {1, . . . , s}, but we only display the contribution of one such set. Note then further
that the bounds for functionals with one insertion (119) (without derivatives, and for Λ < µ) are compatible with the
bounds (131) (for s = 1), except for the particular dimension of the tree, which must be changed from [OA] to −D.
This gives an extra factor of (96)
sup(|−p, qτ , qς |, µ,Λ)[OA]+D = µ[OA]+D sup
(
1, |−p, qτ , qς |
µ
)[OA]+D
, (254)
but otherwise we do not need to treat separately the case where one of the functionals in the source term has only
one insertion. We then first use the shift property (89) to bring the position of the last operator insertion of the
first functional to the origin. In the case where any of the functionals has more than one insertion, we then use the
representation (130), which gives x derivatives and powers of µ compatible with the representation (130) (together
with the power of µ coming from equation (254) if the second functional has only one insertion). The remaining terms
then give a contribution to ∂ΛK, denoted by F3, which can be estimated using the bound (131) and the bound on the
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covariance (68). We thus obtain in that case
|F3| ≤
∏
i∈{1,...,s−1}\{|α|}
(
1 + ln+
1
µ|xi|
) ∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u≤w
∫
sup(|p|,Λ)−5+[φM ]+[φN ] e− |p|
2
2Λ2
× sup
(
1, |qσ, qρ, p|
µ
)g(|α|+1)(∑k∈α[OAk ]+[OB ]−4,|σ|+|ρ|+1+2l′,|u|)
× sup
(
1, |−p, qτ , qς |
µ
)g(|β|)(∑k∈β [OAk ],|τ |+|ς|+1+2(l−l′),|w|−|u|)
×
∑
T∗∈T ∗|σ|+|ρ|+1
GT
∗,u
KσL
‡
ρM ;−D
(qσ, qρ, p;µ,Λ)
∑
T∗∈T ∗|τ|+|ς|+1
GT
∗,w−u
NKτL
‡
ς ;−D
(−p, qτ , qς ;µ,Λ)
× P
(
ln+
sup(|qσ, qρ, p|, µ)
Λ
)
P
(
ln+
sup(|−p, qτ , qς |, µ)
Λ
)
d4p
(2pi)4 ,
(255)
and the same estimate with an additional factor of sup(1, |−p, qτ , qς |/µ)[OA]+D if the second functional has only one
insertion. Note that for D = 1, one of the source terms needs to be bounded with D = 0 as before to obtain the
correct particular tree weight. We now use the estimates (148) to fuse the polynomials in logarithms and the large
momentum factor, and property (121c) of g(s) to obtain
g(|α|+1)
(∑
k∈α
[OAk ], |σ|+ |ρ|+ 1 + 2l′, |u|
)
+ g(|β|)
∑
k∈β
[OAk ], |τ |+ |ς|+ 1 + 2(l − l′), |w| − |u|

≤ g(s+1)([OA],m+ n+ 2l, |w|)− ([OA] + s+ 1) ,
(256)
and then estimate −([OA]+s+1) ≤ −[OA]−D in the case that the second functional has only one insertion, in order
to cancel the additional large momentum factor, and −([OA] + s+ 1) ≤ 0 otherwise. We furthermore insert a factor
of
[
1 + ln+ 1/
(
µ
∣∣x|α|∣∣)] and fuse the trees according to the estimate (103). A rescaling p = xΛ and an application of
Lemma 12 allows to perform the p integral, and it follows that
|F3| ≤ Λ−1+[φM ]+[φN ]
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|
µ
)g(s+1)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n+2
GT
∗,w
MNKL‡;−D(0, 0, q;µ,Λ)P
(
ln+
sup(|q|, µ)
Λ
)
.
(257)
Amputating the external legs corresponding to M and N then gives an extra factor according to equation (112), and
the subsequent estimate (141) (with η¯ instead of η) gives the bound (251) also in this case. We now integrate the
bound (251) in Λ to obtain∣∣∣∣∣∂wLΛ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
∣∣∣∣∣∂wLµ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣
+ sup
(
1, |q|
µ
)g(s+1)([OA],m+n+2l−|w|) s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
×
∫ µ
Λ
1
sup(inf(µ, η¯(q)), λ)
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
)
dλ .
(258)
The trees appearing in the λ integral can be estimated at λ = Λ by the inequality (117), and an application of
Lemma 18 to the remaining λ integral gives the bounds (131) for the integral. The boundary conditions at Λ = µ are
given by the bound (129), which reads
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|
µ
)g(s)([OA],m+n+2l−|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ, µ)P
(
ln+
sup(|q|, µ)
µ
)
.
(259)
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To estimate their contribution, we use the inequality (117) to estimate the trees at Λ, and the final estimate
ln+
sup(|q|, µ)
µ
= ln+
sup(|q|, µ)
sup(µ,Λ) ≤ ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) (260)
then gives the bound (131) also for the contribution from the boundary condition.
3. Bounds for distinct points
If all the xi are distinct, we also prove bounds where no x derivatives appear anymore. The proof works almost
in the same way as before, and so we do not need to spell it out in full but show only the differences. Instead of
equation (237), we could use
exp(−ix1(p+ k)) = i
|a|
µ|a|xa1
µ|a|∂ap exp(−ix1(p+ k)) (261)
for Λ ≥ µ to obtain negative powers of x instead of derivatives and a logarithmically divergent kernel. Again, we can
choose a direction α ∈ {1, 2, 3, 4} such that |xα1 | ≥ |x1|/2, and take aβ = |a|δβα. For Λ ≤ µ, we do not create additional
p derivatives (which would lead to additional IR divergences), and thus the x-dependent factor that we obtain after
taking absolute values would be given by
sup
(
1, 1
µ|a||xα1 ||a|
)
= inf(1, µ|xα1 |)−|a| ≤ 2|a| inf(1, µ|x1|)−|a| . (262)
The rest of the proof then proceeds as before, and we obtain the same estimates, with the x derivatives and the
logarithmic kernel replaced by products of the weight factors (262), which can be organised into the tree form given
in Definition 1, with  = 1. For some functionals, the source term in the corresponding flow equation (93) joins
two functionals which already have the correct number of weight factors such that we do not need any additional
factor, and thus some lines do not have any weight factors associated to them. However, since each operator insertion
contributes [OA] to the tree weight (100), which must be compensated by the same number of p derivatives, for each
vertex there is one weight factor of the form (262) associated to a line incident to that vertex, which is exactly the
form given in Definition 1, such that we obtain the bounds (132) with  = 1. In order to get to arbitrary small , we
use Lemma 21 for the p integrals appearing in the source term instead of the above, and then obtain the bounds (132)
with arbitrary  > 0.
G. Additional bounds
1. Functionals which vanish in the limit Λ0 →∞
If one imposes vanishing boundary conditions everywhere, both the functionals without and with one insertion of
a composite operator vanish, since their flow equation does not involve any source term. However, if the boundary
conditions only vanish in the limit Λ0 →∞ (which will be the case later on), vanishing of the functionals in this limit
is a nontrivial fact, since their definition involves an integration over Λ. Concretely, we prove
Proposition 13. For all multiindices w, at each order l in perturbation theory and for an arbitrary number m
of external fields K and n antifields L‡, if the boundary conditions given at Λ = µ (for relevant and marginal
functionals) vanish, and the ones given at Λ = Λ0 (for irrelevant functionals) are non-vanishing, but compatible with
the bounds (118) evaluated at Λ = Λ0, we have the bound∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ( sup(µ,Λ)Λ0
)∆
2 ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , ln+
Λ
µ
)
. (263)
This bound differs from the bounds (118) only in the additional factor (sup(µ,Λ)/Λ0)
∆
2 , which only introduces
small modifications in the inductive proof, and it is shorter to just give these modifications instead of spelling out the
full proof. Since the right-hand side of the flow equation is estimated at fixed Λ and the additional factor is momentum
independent, the right-hand side of the flow equation can be bounded just as before and we obtain the estimate (133)
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with this additional factor. Note that for the second (quadratic) term on the right-hand side of the flow equation (91),
since there are two of these additional factors we need to estimate(
sup(µ,Λ)
Λ0
)∆
≤
(
sup(µ,Λ)
Λ0
)∆
2
. (264)
For irrelevant terms, we proceed as before, and instead of equation (158) obtain∣∣∣∂wLΛ,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ)
[
sup(inf(µ, η(q)),Λ)∆
sup(inf(µ, η(q)),Λ0)∆
P
(
ln+
sup(|q|, µ)
Λ0
, ln+
Λ0
µ
)
+
∫ Λ0
Λ
sup(inf(µ, η(q)),Λ)∆
sup(inf(µ, η(q)), λ)∆+1
(
sup(µ, λ)
Λ0
)∆
2
P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ
]
.
(265)
We then use the estimate (159) with ∆/2 instead of ∆ to bound the first polynomial in logarithms, and estimate(
sup(inf(µ, η(q)),Λ)
sup(inf(µ, η(q)),Λ0)
)∆
2
≤
(
sup(µ,Λ)
Λ0
)∆
2
(266)
to obtain the correct additional factor for the first term. For the second term, we estimate by a long but straightforward
case-by-case analysis (
sup(inf(µ, η(q)),Λ)
sup(inf(µ, η(q)), λ)
sup(µ, λ)
Λ0
)∆
2
≤
(
sup(µ,Λ)
Λ0
)∆
2
, (267)
and then apply Lemma 14 to bound the remaining integral and obtain the bounds (263). For marginal terms which
now have vanishing boundary conditions at Λ = µ, instead of equation (164) we get at zero momentum for Λ ≥ µ∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ ( sup(µ,Λ)Λ0
)∆
2
P
(
ln+
Λ
µ
)∫ Λ
µ
λ4−[K]−[L
‡]−|w|−1 dλ
≤
(
sup(µ,Λ)
Λ0
)∆
2 ∑
T∈Tm+n
GT,w
KL‡(0;µ,Λ)P
(
ln+
Λ
µ
)
.
(268)
The Taylor expansion needed to extend this bound to general momenta is done at fixed Λ, and the additional factor
thus stays unchanged, and for the subsequent extension to Λ < µ achieved by integration of the flow equation we note
that the additional factor becomes independent of Λ, such that we obtain the bounds (263) also in this cases. Lastly,
for the relevant functionals with have vanishing boundary condition at Λ = 0 and vanishing momenta, the additional
factor can be trivially estimated since the integration only proceeds upwards in Λ, such that instead of equation (206)
we obtain ∣∣∣∂wLΛ,Λ0,lKL‡ (0)∣∣∣ ≤ ( sup(µ,Λ)Λ0
)∆
2 ∑
T∈Tm+n
sup(c,Λ)[T ] P
(
ln+
µ
sup(c,Λ) , ln+
Λ
µ
)
. (269)
Again, the Taylor expansion that we use the extend this bound to general momenta is done for fixed Λ such that the
additional factor does not change, and we also obtain the bounds (263).
For functionals with one operator insertion, we prove
Proposition 14. For all multiindices w, at each order l in perturbation theory and for an arbitrary number m of
external fields K and n antifields L‡ and any composite operator OA, we have the bound∣∣∣∂wLΛ,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ sup(1, |q|sup(µ,Λ)
)g(1)([OA],m+n+2l,|w|) ∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA](q;µ,Λ)
×
(
sup(µ,Λ)
Λ0
)∆
2
P
(
ln+
sup(|q|, µ)
sup(inf(µ, η¯(q)),Λ) , ln+
Λ
µ
)
,
(270)
if the boundary conditions given at Λ = µ (for relevant and marginal functionals) vanish, and the ones given at Λ = Λ0
(for irrelevant functionals) are non-vanishing, but compatible with the bounds (119).
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Again, this differs from the bounds (119) only in the additional factor (sup(µ,Λ)/Λ0)
∆
2 , and the proof is the same
as for functionals without insertions, with the appropriate change in notation. For functionals with one integrated
insertion, we have
Proposition 15. For all multiindices w, at each order l in perturbation theory and for an arbitrary number m of
external fields K and n antifields L‡ and any integrated composite operator OA with [OA] ≥ 4, when the boundary
conditions given at Λ = µ (for marginal and some relevant functionals) vanish, and the ones given at Λ = Λ0 (for
irrelevant functionals) are non-vanishing, but compatible with the bounds (122), we have the bound
∣∣∣∣∂wLΛ,Λ0,lKL‡ (∫ OA; q)∣∣∣∣ ≤ sup(1, |q|sup(µ,Λ)
)g(1)([OA]−4,m+n+2l,|w|)( sup(µ,Λ)
Λ0
)∆
2
×
∑
T∈Tm+n
GT,w
KL‡;[OA]−4(q;µ,Λ)P
(
ln+
sup(|q|, µ)
sup(inf(µ, η(q)),Λ) , ln+
Λ
µ
)
.
(271)
Functionals with more than one insertion already have vanishing boundary conditions for all functionals at Λ = Λ0,
and the non-vanishing contribution comes from the source term which depends on functionals with a lower number
of insertions. To make these functionals vanish as Λ0 →∞, it is thus necessary that the source term vanishes in that
limit. Again, we have to ascend in the number of operator insertions, starting with two insertions, and we prove
Proposition 16. For all multiindices w, at each order l in perturbation theory, for an arbitrary number m of external
fields K and n antifields L‡, and for an arbitrary number s of non-integrated composite operators OAi , the functionals
with at least two insertions of the OAi can be written in the form given in Proposition 10 (for Λ ≥ µ) or in the form
given in Proposition 11 (for Λ < µ), and the kernels KΛ,Λ0,l satisfy a bound of the form given in these propositions
with an additional factor of
(
sup(Λ, µ)
Λ0
)∆
2
, (272)
if at least one of the two functionals appearing in the source term of the corresponding flow equation (81) fulfils a
bound of the form (270) or (271) (for functionals with one insertion), or the kernels KΛ,Λ0,l are bounded with an extra
factor (272) (for functionals with more than one insertion). Furthermore, the boundary conditions at Λ = Λ0 need
not vanish, but must be compatible with the bounds (129) or (131).
This shows that the factor (272) propagates, first for functionals with two insertions where the source term only
contains functionals with one insertion, and then ascending in the number of insertions. Again, it is simpler to just
detail the modifications of the proof that have to be done. Let us start with the case Λ ≥ µ. Since the right-hand
side of the flow equation (93) is estimated at fixed Λ, nothing changes, and we obtain the estimate (227) with an
additional factor of (272). Note that if both functionals in the source term come with this factor in their respective
bounds, we just use the estimate (264). Instead of equation (249) we then obtain
∣∣∣∣∣KΛ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|Λ0
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ,Λ0)P
(
ln+
sup(|q|, µ)
Λ0
, ln+
Λ0
µ
)
+
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)∫ Λ0
Λ
1
λ
(
λ
Λ0
)∆
2
sup
(
1, |q|
λ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL;−D(q;µ, λ)P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ .
(273)
The trees can be estimated at λ = Λ using the inequality (114) with  = 1, and the large momentum factor is trivially
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estimated there, such that we get∣∣∣∣∣KΛ,Λ0,lKL‡
(
s⊗
k=1
OAk(xk); q
)∣∣∣∣∣ ≤
s−1∏
i=1
(
1 + ln+
1
µ|xi|
)
sup
(
1, |q|Λ
)g(s)([OA],m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;−D(q;µ,Λ)
(
Λ
Λ0
)∆
2
×
[(
Λ
Λ0
)1−∆2
P
(
ln+
sup(|q|, µ)
Λ0
, ln+
Λ0
µ
)
+
∫ Λ0
Λ
Λ1−∆2
λ2−
∆
2
P
(
ln+
sup(|q|, µ)
λ
, ln+
λ
µ
)
dλ
]
.
(274)
Since ∆ ≤ 1, Lemma 15 can be used to estimate the second logarithm in the first polynomial at Λ, while the first
logarithm is trivially estimated there. An application of Lemma 14 to the remaining integral then gives the required
bound, equation (129) with an additional factor of (272). For Λ < µ, the extra factor does not depend on Λ, and thus
nothing at all changes in the proof.
2. Convergence
Up to now, we only have shown boundedness of the functionals with and without operator insertions. To show
convergence in the limit Λ0 → ∞, we also need to prove bounds on the derivative of the functionals with respect
to Λ0. The corresponding flow equation is obtained by taking a Λ0 derivative of the respective flow equation (91),
(93). The boundary conditions at Λ = 0 or Λ = µ can be simply obtained by taking a Λ0 derivative of the boundary
conditions for the respective functional, and since these boundary conditions do not depend on Λ0 we have vanishing
boundary conditions in that case. For the irrelevant functionals where one imposes vanishing boundary conditions
at Λ = Λ0 one has to be more careful. Starting with the functionals without insertions, one integrates the flow
equation (91) with respect to Λ and obtains for irrelevant functionals
LΛ,Λ0,l
KL‡ (q) =
∫ Λ0
Λ
∂λLλ,Λ0,lKL‡ (q) dλ , (275)
where ∂λLλ,Λ0,lKL‡ (q) ≡ F (λ) is given by the right-hand side of the flow equation (91). Taking a Λ0 derivative, we obtain
∂Λ0LΛ,Λ0,lKL‡ (q) = F (Λ0) +
∫ Λ0
Λ
∂Λ0F (λ) dλ , (276)
and taking the limit Λ → Λ0 the second term vanishes. The right boundary conditions for the Λ0 derivative of
irrelevant functionals are thus given by the right-hand side of the flow equation (91) evaluated at Λ = Λ0, which
satisfies the bound (133). We thus have
Λ0
∣∣∣∂Λ0∂wLΛ,Λ0,lKL‡ (q)∣∣∣Λ=Λ0 ≤
∣∣∣∂wLΛ0,Λ0,lKL‡ (q)∣∣∣ , (277)
and in the same way one finds the boundary conditions for the Λ0 derivative of irrelevant functionals with insertions,
by integrating the flow equations (93) over Λ, taking a Λ0 derivative and then the limit Λ→ Λ0.
For the Λ0 derivative of any functional, multiplied by Λ0, we then obtain almost the same flow equation as for
the functional itself. The only difference is the appearance of new source terms, which come from distributing the Λ0
derivative. Furthermore, the boundary conditions (277) (and similarly for functionals with insertions) are compatible
with the appropriate bounds evaluated at Λ = Λ0 for irrelevant functionals (given by (118), (119), (127), (129) and
vanishing boundary conditions at Λ = µ (or, for some relevant functionals, at Λ = 0) and vanishing momenta. One
then notes that the additional source terms can be estimated in the same way as the existing ones if the induction
hypothesis (270) (resp. (271) or the appropriate generalisation to functionals with more than one insertion) of the
last subsection is made, since it only introduces an additional factor of (272). We can thus reuse the proof of the
last subsection, which therefore tells us that the Λ0 derivative of any functional satisfies the same bound as the
corresponding functional, multiplied by
1
Λ0
(
sup(Λ, µ)
Λ0
)∆
2
. (278)
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An integration over Λ0 then gives the bound
∣∣∣LΛ,Λ1,lKL‡ (q)∣∣∣ ≤ ∣∣∣LΛ,Λ0,lKL‡ (q)∣∣∣+ ∣∣∣LΛ,Λ0,lKL‡ (q)∣∣∣ ∫ Λ1
Λ0
1
λ
(
sup(Λ, µ)
λ
)∆
2
dλ
≤
∣∣∣LΛ,Λ0,lKL‡ (q)∣∣∣+ 2∆
(
sup(Λ, µ)
Λ0
)∆
2 ∣∣∣LΛ,Λ0,lKL‡ (q)∣∣∣
(279)
for all Λ1 ≥ Λ0 since the bound (119) for LΛ,Λ0,lKL‡ (q) is independent of Λ0, and similar bounds for functionals with
insertions. Especially, we can take the limit Λ1 →∞.
VI. RESTORATION OF BRST SYMMETRY
In the previous sections we have given a rather exhaustive treatment of bounds on correlation functions without
paying any attention to gauge/BRST invariance. The presence of the cutoffs Λ and Λ0 necessarily breaks this in-
variance, but a naive hope might be that it will be restored in the physical limit Λ0 → ∞ and Λ → 0 (which we
have shown to exist at least for non-exceptional momenta). However, for a general set of boundary conditions on
the CACs (see Table II and equation (165)), this is simply false. One’s first reaction might be that this renders our
method basically unsuitable for theories with local gauge invariance, as was indeed the view taken in the early days
of quantum Yang-Mills theory. This is however not so, because one can restore gauge invariance by a set of “finite
renormalisation” changes (i. e., making certain specific choices of the boundary conditions on the CACs) while leaving
all our analytical bounds intact, as we will see in this section. With that choice of boundary conditions, the final result
is that gauge invariance holds in the sense expressed in Theorem 4, as we explained in Sections I B and II.
Our main tools in the proof of Theorem 4 will be essentially algebraic methods from BRST/BV theory. In fact,
in order to apply these methods, it turns out that rather than proving Theorem 4, it is actually better to prove in
one stroke a more general version of this result which we now present. Since in most of the following section we work
exclusively in the physical limit Λ→ 0, Λ0 →∞, to shorten the notation, we set
L(· · · ) ≡ L0,∞(· · · ) . (280)
The more general version of Theorem 4 then reads:
Proposition 17. One can choose E(4)-covariant boundary/renormalisation conditions for the generating functionals
with and without operator insertions, such that
sˆ0L = 0 , (281)
sˆ0L(OA(x)) = L((qˆOA)(x)) . (282)
and (for s ≥ 2)
sˆ0L
(
s⊗
k=1
OAk(xk)
)
=
s∑
l=1
L
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗ (qˆOAl)(xl)

+
∑
1≤l<l′≤s
L
 ⊗
k∈{1,...,s}\{l,l′}
OAk(xk)⊗
(OAl(xl),OAl′ (xl′))~
 ,
(283)
understood as a shorthand for the hierarchy of identities obtained when we expand the above equations in ~, in external
fields φK and antifields φ‡L as in equation (86). Here, sˆ0 is the free part of sˆ defined in equation (60), qˆ is a differential
and (·, ·)~ a bracket which fulfil the properties stated in Theorem 4.
In the given form, these identities are valid for bosonic operators, while for fermionic operators additional minus
signs appear. As explained in Theorem 4, the correct minus signs are obtained by introducing auxiliary constant
fermions k for each fermionic operator OAk , replacing OAk → kOAk and then taking derivatives with respect to the
k, using that the functionals are multilinear in the operator insertions.
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Theorem 4 is a trivial corollary of this proposition. Indeed, is is just the first term of the expansion of equation (283)
where no external fields and antifields are present, with the relation between the functionals with multiple operator
insertions and the connected correlation functions of these operators given by equation (85).
Thus what we need to show is Proposition 17. In general, the boundary conditions chosen so far – summarised in
Table II and equation (165) – will not lead to the fulfilment of the identities stated in Proposition 17. Naturally, one way
to obtain the correct boundary conditions would be essentially by explicit calculation: one imposes boundary conditions
containing sufficiently many free parameters and makes the dependence of the functionals on these parameters explicit
throughout the calculation, as done for QED in Ref. [46] and for spontaneously broken SU(2) theory in Refs. [28, 47–
49]. However, this is quite laborious and ultimately not very practical in our case if we want to consider arbitrary
insertions of composition operators as in equation (283). We therefore proceed here by another method, which consists
in first writing down “anomalous” versions of the identities stated in Proposition 17. The “anomaly” quantifies the
extent to which the identities are violated. Actually, there are three kinds of anomalies:
1. An anomaly A0, quantifying the violation of equation (281). This anomaly can be understood as governing local
gauge invariance at the level of the renormalised (effective) action. It is often called “gauge anomaly”. We show
that A0 is of the form
∫A where A ∈ F1,4 is a local composite operator of form degree 4 and ghost number 1.
2. An anomaly A1, quantifying the difference between equation (282) and the naively expected one sˆ0L(OA) =
L(sˆOA). This anomaly can be understood as governing the local gauge invariance of renormalised composite
operators inside a correlation function. Technically, it is a map A1 : Fg,p → Fg+1,p. A1 combines with the
classical BRST differential sˆ to the “quantum” BRST differential qˆ = sˆ + A1(·), where the qualifier “quantum”
refers to the fact that A1 is at least of order ~.
3. An anomaly A2, quantifying again the difference between equation (283) and the naively expected one (which
would be (283) with sˆ instead of qˆ and the classical BV bracket (·, ·) instead of (·, ·)~). This anomaly can be
understood as governing the local gauge invariance of “contact type terms” of renormalised composite operators
inside a correlation function. Technically, it is a map A2 : Fg,p ⊗ Fg′,p′ → Fg+g
′+1,p+p′
2 . A2 combines with
the classical BV bracket (·, ·)12,15–17 to the “quantum” BV bracket (·, ·)~ = (·, ·) + A2(·, ·), where the qualifier
“quantum” refers again to the fact that A2 is at least of order ~.
In most of the literature, only the first type of anomaly A0 is discussed. Since its vanishing is a prerequisite for the
Ward identities (282) and (283) to hold, it is indeed the most important one, while the other anomalies A1 and A2
“just” give the proper extension of the BRST differential and the BV bracket to the quantum theory. We now present
in detail our result, which is the “anomalous version” of Proposition 17.
Proposition 18. For a general choice of boundary conditions (as given in Table II), the following is true:
1. There exists a composite operator A ∈ F1,4E(4) of dimension [A] = 5 and (at least) order ~ such that, with A0 =
∫A
in the sense of Proposition 8,
sˆ0L = L(A0) . (284)
2. There exists a linear map A1 : Fg,p → Fg+1,p commuting with E(4) and of dimension [A1(O)] = [O] + 1, such
that
sˆ0L(A0) = L(sˆA0) + L(A1(A0)) , (285)
with the integrated composite operators sˆA0 ≡
∫
sˆA and A1(A0) ≡
∫
A1(A). Moreover, A1(O) is of higher order
in ~ than O.
For a choice of boundary conditions such that A0 = 0, the following is true:
1. Defining
qˆOA ≡ sˆOA + A1(OA) (286)
with the same map A1 as before, we have qˆ2 = 0 and
sˆ0L(O(x)) = L(qˆO(x)) . (287)
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2. There exists a bilinear map A2 : Fp,g ⊗Fp′,g′ → Fp+p
′,g+g′+1
2 of dimension
[A2(OAk ⊗OAl)] = [OAk ]+[OAl ]−3, supported on the diagonal xk = xl and of higher order in ~ than (OAk ,OAl),
such that we have
sˆ0L
(
s⊗
k=1
OAk(xk)
)
=
s∑
l=1
L
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗ (qˆOAl)(xl)

+
∑
1≤l<l′≤s
L
 ⊗
k∈{1,...,s}\{l,l′}
OAk(xk)⊗
(OAl(xl),OAl′ (xl′))~
 (288)
with the quantum antibracket (·, ·)~ defined by
(OAk ,OAl)~ ≡ (OAk ,OAl) + A2(OAk ⊗OAl) . (289)
The bracket satisfies the symmetry (11), the graded Jacobi identity (12) and the compatibility condition (13).
Again, all identities should be understood as a shorthand for the hierarchy of identities obtained when we expand the
above equations in ~ and in external fields and antifields.
Proposition 17 immediately follows from this proposition if we can choose renormalisation conditions such that
A0 = 0, and we prove that such a choice is indeed possible. The essential point is that the Wess-Zumino consistency
conditions for the anomaly A013,77, which follow from Proposition 18, are sufficiently strong such as to reduce this proof
to purely algebraic manipulations. This is the essential advantage of the BRST method, and the detailed argument
is given in Subsection VIE. Furthermore, the consistency conditions for the anomalies A1 and A2, which also follow
from Proposition 18, give the properties of the quantum Slavnov-Taylor differential qˆ and the quantum antibracket
(·, ·)~ stated in Theorem 4.
The natural way to prove the anomalous Ward identities in Proposition 18 in the flow equation setup is by an
argument involving a flow equation. For this, we need to go back to the regularised quantities with finite cutoffs Λ,Λ0,
but as we have already mentioned, the proposition is not expected to hold for these. To make progress, we need to
consider yet another type of identity valid for finite cutoffs, which we call “regularised Ward identity”. The proof of
Proposition 18 will ultimately follow from this regularised identity. Thus our chain of implications is altogether
Regularised Ward identity (Proposition 19, Subsection VIA) ⇒
Unregulated, anomalous Ward identity (Proposition 18, Subsections VIB–VID) ⇒
Consistency conditions on the anomaly (Subsection VIE) ⇒
Ward identity (Proposition 17) ⇒
Theorem 4.
A. Regularised Ward identity
To set up our regularised identity and machinery, we first introduce a regularised free action
SΛ00 ≡
1
2
〈
φK .
(
C0,Λ0
)−1
KL
∗ φL
〉
−
〈
s0φK , φ‡K
〉
, (290)
a regularised antibracket
(F,G)Λ0 ≡
〈
δRF
δφK
, RΛ0 ∗ δLG
δφ‡K
〉
−
〈
δRF
δφ‡K
, RΛ0 ∗ δLG
δφK
〉
, (291)
which still satisfies the graded Jacobi identity exactly, and a regularised free Slavnov-Taylor differential
sˆΛ00 F ≡
(
SΛ00 , F
)Λ0
. (292)
Since in the unregularised limit Λ0 → ∞ we have RΛ0(x − y) → δ4(x − y), the regularised antibracket becomes
the usual one, and since the free Slavnov-Taylor differential is linear, sˆΛ00 F converges to sˆ0F whenever F is suitably
convergent in that limit. Furthermore, we still have(
SΛ00 , S
Λ0
0
)Λ0
= 0 (293)
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exactly since the regulators cancel out. We also define a regulated “BV Laplacian”
4Λ0F ≡
〈
δL
δφK
, RΛ0 ∗ δR
δφ‡K
〉
F , (294)
and since sˆ0 is linear and nilpotent we have
4Λ0SΛ00 = 0 . (295)
Using the properties of Gaussian measures (and the rules for fermionic “integration”)28,75,76 and integrating by
parts, one can then easily establish a regularised Ward identity:
Proposition 19. For an arbitrary bosonic functional BΛ0 which is polynomial in the fields and antifields, depending
on Λ0 but not on Λ, and for non-exceptional momenta, we have
sˆΛ00
[
ν0,Λ0 ? exp
(
−1
~
BΛ0
)]
= − 12~ν
0,Λ0 ?
[[(
SΛ00 +BΛ0 , S
Λ0
0 +BΛ0
)Λ0
+ 2~4Λ0
(
SΛ00 +BΛ0
)]
exp
(
−1
~
BΛ0
)]
,
(296)
with the convolution ? defined in equation (73), understood as a shorthand for the hierarchy of identities obtained
when we expand the above equations in ~ and in external fields and antifields.
For BΛ0 = LΛ0 (70) equal to the interaction part of the Lagrangian, in the naive unregularised limit Λ0 → ∞
the right-hand side of equation (296) would reduce to the convolution with what is known as the “Quantum Master
Equation” (there is no factor of i because we are working in a Euclidean setting)
(S, S) + 2~4S , (297)
whose vanishing is often given as a condition for the gauge-fixing independence of classically gauge-invariant correlation
functions12,64. In our framework, we show that for a suitable choice of boundary conditions the Ward identity (281)
holds, and for those boundary conditions, the “regulated Quantum Master Equation” (defined by the right-hand
side of equation (296)) thus vanishes in the unregularised limit. This makes the connection of our work to other
approaches clear. Actually, as explained previously, our approach goes even further and also quantifies gauge invariance
of renormalised composite operators and “contact type terms”, so in this sense our approach is more general than the
quantum master equation.
In the remaining subsections, we will apply the foregoing proposition to the following type of functional:
BΛ0 = LΛ0 +
s∑
k=1
〈
χk,OAk + δΛ0OAk
〉
, (298)
where LΛ0 is the interaction Lagrangian with counterterms (70), where OA are local composite operators (77) with
the counterterm map δΛ0 (79), and where χk ∈ S(R4).
B. Proof of Proposition 18, Equation (284)
For finite UV cutoff Λ0 we do not obtain equation (284). Instead, we have
Proposition 20. For a general choice of boundary conditions for the functionals without insertions LΛ,Λ0 , the fol-
lowing holds:
1. There exists a functional WΛ,Λ0 obeying a linear flow equation (see equation (305)) such that
sˆΛ00 L0,Λ0 = W 0,Λ0 . (299)
2. There exists a choice of boundary conditions defining the functional with one insertion of the anomaly A0 (and
thus the anomaly itself), such that the decomposition
WΛ,Λ0 = LΛ,Λ0(A0) +NΛ,Λ0 (300)
holds, with yet another functional NΛ,Λ0 satisfying limΛ0→∞NΛ,Λ0 = 0.
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3. The anomaly A0 defined in this way satisfies the conditions of Proposition 18.
Equation (284) then immediately follows from this proposition by taking the unregularised limit Λ0 →∞, Λ→ 0.
To prove the proposition, we first define the functional WΛ,Λ0 by a flow equation and boundary conditions, in such
a way that equation (299) holds. Our aim is then to show that in the unregularised limit we obtain equation (284)
from equation (299), i. e., that W 0,Λ0 → L0,Λ0(A0) as Λ0 → ∞ for an anomaly A0 that satisfies the conditions
of Proposition 18. This is done via the decomposition of WΛ,Λ0 into two contributions (300), and proving that
the unwanted contribution vanishes in the unregularised limit, again via a flow equation argument. Similar ideas
appeared first in the context of a proof of the Ward identities for QED46, and later for spontaneously broken SU(2)
gauge theories47–49. As a last point, we have to verify the conditions on the anomaly stated in Proposition 18.
Proof of Equation (299). In the case BΛ0 = LΛ0 , the regularised Ward identity, equation (296), reduces to
sˆΛ00
[
ν0,Λ0 ? exp
(
−1
~
LΛ0
)]
= sˆΛ00 exp
(
−1
~
L0,Λ0
)
= −1
~
ν0,Λ0 ?
[
WΛ0 exp
(
−1
~
LΛ0
)]
, (301)
where we used the definition (72) of the generating functional without operator insertions, and defined WΛ0 by
WΛ0 ≡ 12
(
SΛ00 + LΛ0 , S
Λ0
0 + LΛ0
)Λ0
+ ~4Λ0
(
SΛ00 + LΛ0
)
. (302)
Since sˆΛ00 is a derivation and thus obeys the Leibniz rule, we obtain
sˆΛ00 exp
(
−1
~
L0,Λ0
)
= −1
~
exp
(
−1
~
L0,Λ0
)
sˆΛ00 L0,Λ0 , (303)
and by defining
WΛ,Λ0 ≡ −~ ddt ln
[
νΛ,Λ0 ? exp
(
−1
~
LΛ0 − t
~
WΛ0
)]
t=0
= exp
(
1
~
LΛ,Λ0
)
νΛ,Λ0 ?
[
exp
(
−1
~
LΛ0
)
WΛ0
]
,
(304)
equation (301) gives equation (299). In the same manner as for functionals with one operator insertion (equation (81)
for s = 1), taking a Λ-derivative of the definition (304) we obtain a flow equation for WΛ,Λ0 , which reads
∂ΛW
Λ,Λ0 = ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
WΛ,Λ0 −
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
WΛ,Λ0
〉
. (305)
The boundary conditions for irrelevant functionals are then given by WΛ0,Λ0 = WΛ0 (302), and are non-vanishing
because of the regulator RΛ0 in the definition of the regularised antibracket (291) and the BV Laplacian (294). For
relevant and marginal functionals, in Section V we always put boundary conditions at Λ = µ and zero momentum
to make the proofs simpler. Nevertheless, as explained at the end of Subsection III C, we can alternatively also put
conditions at Λ = 0 and some non-exceptional momenta, and there is a one-to-one correspondence between these
possibilities. Since equation (299) only holds for Λ = 0, this is the only possible choice here, such that the boundary
conditions for relevant and marginal functionals of WΛ,Λ0 are obtained from equation (299).
Proof of Equation (300). To perform the split (300), we define both NΛ,Λ0 and LΛ,Λ0(A0) by a flow equation and
boundary conditions in such a way that equation (300) holds. Since the flow equation for WΛ,Λ0 (305) is linear, the
flow equation for functionals with one insertion of a composite operator is also linear, and since both flow equations
have exactly the same structure, NΛ,Λ0 must satisfy a linear flow equation of the same structure as well. Equation (300)
then holds if the boundary conditions are chosen such that the sum of the boundary conditions of NΛ,Λ0 and LΛ,Λ0(A0)
is equal to the boundary conditions of WΛ,Λ0 . Concretely, we impose vanishing boundary conditions for all marginal
and relevant functionals of NΛ,Λ0 , and vanishing boundary conditions for all irrelevant functionals of LΛ,Λ0(A0), such
that NΛ,Λ0 collects all the non-zero boundary conditions of WΛ,Λ0 for irrelevant functionals, and LΛ,Λ0(A0) collects
all the non-zero boundary conditions of WΛ,Λ0 for marginal and relevant functionals. In this way, LΛ,Λ0(A0) is really
a functional with an insertion of an integrated composite operator A0 of dimension 5: it has vanishing boundary
conditions for all relevant functionals of dimension < 5 at Λ = 0 and zero momentum (since L0,Λ0 vanishes there, sΛ00
increases the dimension by 1, and the regulator contained in sˆΛ00 only changes these conditions in higher orders of
relevancy).
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It remains to show that NΛ,Λ0 vanishes in the unregularised limit Λ0 →∞, which follows from the bounds (271) if
we can show that the boundary conditions for irrelevant functionals are compatible with the bounds (122). For this,
it is convenient to define the matrix MKL by
s0φL ≡ φK ∗MKL . (306)
For Yang-Mills theories with the field-antifield coupling (49) expressed in component form, the matrix MKL is (in
momentum space representation) given by
MKL =

0 0 −ξ2pµ 0
−ipµ 0 0 −iξp2
0 0 0 0
0 0 ξ 0
δab , (307)
and since s0 increases the dimension by 1, we have in general (using equation (54))
|∂wMKL(p)| ≤ c|p|4−|w|−[φK ]−[φ
‡
L] = c|p|1−|w|−[φK ]+[φL] , (308)
as long as the exponent is non-negative (otherwise the left-hand side simply vanishes). Furthermore, since S0 has
dimension 4, from the explicit expression (63) for the free action S0 we obtain the estimate∣∣∣∂w(C0,∞)−1
KL
∣∣∣ ≤ c|p|4−|w|−[φK ]−[φL] (309)
again as long as the exponent is non-negative, and a vanishing result otherwise.
As explained on the last page, the boundary conditions for irrelevant functionals are given by NΛ0,Λ0 = WΛ0 , and
WΛ0 can be estimated by writing equation (302) in the explicit form (using equations (293), (295) and the explicit
form of SΛ00 (290), (306))
NΛ0,Λ0 =
〈
φN ∗MNM , RΛ0 ∗ δLL
Λ0
δφM
〉
+
〈
δRL
Λ0
δφ‡M
∗RΛ0 ,MMN ∗ φ‡N
〉
+
〈
φN ,
(
C0,∞
)−1
NM
∗ δLL
Λ0
δφ‡M
〉
+
〈
δRL
Λ0
δφM
, RΛ0 ∗ δLL
Λ0
δφ‡M
〉
+ ~
〈
δL
δφM
, RΛ0 ∗ δR
δφ‡M
〉
LΛ0 .
(310)
Taking now additional derivatives with respect to fields (and antifields), performing a Fourier transform (with the
overall δ which enforces momentum conservation taken out), expanding in ~ and taking some momentum derivatives
to obtain an irrelevant functional (which we denote by N ), we obtain
∂wNΛ0,Λ0,l
KL‡ (q) =
m∑
i=1
∑
u+v≤w
cuvw
(
∂w−u−vRΛ0(qi)
)
(∂uMKiM (qi))
(
∂vLΛ0,Λ0,l
K\iL‡M
(q\i, qi)
)
+
n∑
j=1
∑
u+v≤w
cuvw
(
∂w−u−vRΛ0(qm+j)
)(
∂uMMLj (qm+j)
)(
∂vLΛ0,Λ0,l
KL‡\jM
‡(q\(m+j), qm+j)
)
+
m∑
i=1
∑
v≤w
cvw
(
∂w−v
(
C0,∞
)−1
KiM
(qi)
)(
∂wLΛ0,Λ0,l
K\iL‡M‡
(q\i, qi)
)
+
∫
RΛ0(p)∂wLΛ0,Λ0,l−1
KL‡MM‡(q,−p, p)
d4p
(2pi)4
+
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
cuvw
(
∂uLΛ0,Λ0,l′
KσL
‡
ρM
(qσ, qρ,−k)
)(
∂w−u−vRΛ0(k)
)
×
(
∂vLΛ0,Λ0,l−l
M‡KτL
‡
ς
(k, qτ , qς)
)
,
(311)
where the momentum k is defined by (92), and where
K\i ≡ K1 · · ·Ki−1Ki+1 · · ·Km , (312a)
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L‡\j ≡ L‡1 · · ·L‡j−1L‡j+1 · · ·L‡m , (312b)
q\i ≡ (q1, . . . , qi−1, qi+1, . . . qm+n) . (312c)
We then insert the bounds (118) evaluated at Λ = Λ0 for the functionals (note that since the bare action is polynomial
in momenta there are no logarithms in momenta at Λ = Λ0) and the bounds on the regulator (65d), the matrixM (308)
and the inverse of the covariance (309) to obtain∣∣∣∂wNΛ0,Λ0,lKL‡ (q)∣∣∣ ≤
[
m∑
i=1
∑
u+v≤w
sup(|qi|,Λ0)−|w|+|u|+|v|e−
|qi|2
2Λ20 |qi|1−|u|−[φKi ]+[φM ]
×
∑
T∈Tm+n
GT,v
K\iL‡M
(q\i, qi;µ,Λ0)
+
n∑
j=1
∑
u+v≤w
sup(|qm+j |,Λ0)−|w|+|u|+|v|e−
|qm+j |2
2Λ20 |qm+j |4−|u|−[φM ]−[φ
‡
Lj
]
×
∑
T∈Tm+n
GT,v
KL‡\jM
‡(q\(m+j), qm+j ;µ,Λ0)
+
m∑
i=1
∑
v≤w
|qi|4−|w|+|v|−[φKi ]−[φM ]
∑
T∈Tm+n
GT,v
K\iL‡M‡
(q\i, qi;µ,Λ0)
+
∫
e
− |p|2
2Λ20
∑
T∈Tm+n+2
GT,w
KL‡MM‡(q,−p, p;µ,Λ0)
d4p
(2pi)4
+
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
∑
T∈T|σ|+|ρ|+1
GT,u
KσL
‡
ρM
(qσ, qρ,−k;µ,Λ0) e−
|k|2
2Λ20
× sup(|k|,Λ0)−|w|+|u|+|v|
∑
T ′∈T|τ|+|ς|+1
GT
′,v
M‡KτL
‡
ς
(k, qτ , qς ;µ,Λ0)
]
P
(
ln+
Λ0
µ
)
.
(313)
Let us start with the first term. Since M vanishes when too many derivatives act (308), the power of |qi| in that term
is always positive, and we estimate
sup(|qi|,Λ0)−|w|+|u|+|v|e−
|qi|2
2Λ20 |qi|1−|u|−[φKi ]+[φM ] ≤ sup(|qi|,Λ0)1−|w|+|v|−[φKi ]+[φM ] . (314)
We then change the external vertex of each tree from M to Ki, which according to Table III gives an extra factor of
sup(|qi|,Λ0)−[φM ]+[φKi ] , (315)
and use the estimate (151) to convert the v derivatives acting on the tree into w derivatives. The second and third
term are treated in the same way, using additionally that [φM ] + [φ‡M ] = 3 (54). In the fourth (quadratic) term we
fuse the trees using the estimate (104), which does give an additional factor of sup(|k|,Λ0), and convert the u + v
derivatives acting on the fused tree into w derivatives using the estimate (151). The integral over p can be done after
the rescaling p = xΛ0 using Lemma 12 with βi = γi = 1, and we obtain∣∣∣∂wNΛ0,Λ0,lKL‡ (q)∣∣∣ ≤
[ ∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ0)
m+n∑
i=1
sup(|qi|,Λ0)
+ Λ40
∑
T∈Tm+n+2
GT,w
KL‡MM‡(q, 0, 0;µ,Λ0)
+
∑
T∈Tm+n
GT,w
KL‡(q;µ,Λ0)
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
sup(|k|,Λ0)
]
P
(
ln+
Λ0
µ
)
.
(316)
From the trees in the second term, we have to amputate the external legs corresponding toM andM‡. The amputation
gives a factor of (112)
Λ−[φM ]−[φ
‡
M ]
0 = Λ−30 ≤ Λ−40 sup(|q|,Λ0) , (317)
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and for the other terms we also estimate sup(|k|,Λ0), sup(|qi|,Λ0) ≤ sup(|q|,Λ0). This extra factor can be absorbed
in the particular weight factor of the trees, such that∣∣∣∂wNΛ0,Λ0,lKL‡ (q)∣∣∣ ≤ ∑
T∈Tm+n
GT,w
KL‡;1(q;µ,Λ0)P
(
ln+
Λ0
µ
)
, (318)
which is compatible with the bounds (122) for an integrated operator of dimension 5. Thus, NΛ,Λ0 satisfies a linear
flow equation with vanishing boundary conditions for all relevant and marginal functionals, and boundary conditions
for the irrelevant functionals which vanish in the limit Λ0 → ∞. We can thus apply Proposition 15 to NΛ,Λ0 (with
the obvious change in notation), which gives the bounds (271). Since these bounds contain an explicit factor of
(sup(µ,Λ)/Λ0)
∆
2 and are otherwise independent of Λ0, we conclude that limΛ0→∞NΛ,Λ0 = 0.
Proof of the properties of A0. It was already shown that A0 is an integrated composite operator of dimension 5. Since
sˆΛ00 increases the ghost number by 1, equations (299) and (300) show that A0 has ghost number 1. With our conventions,
A0 is thus the integral of a 4-form. Furthermore, since LΛ,Λ0(A0) satisfies a linear flow equation with vanishing
boundary conditions for all relevant functionals, the marginal functionals at order ~0 are independent of Λ and thus
equal to the marginal part of WΛ0 (302) at that order. However, as Λ0 →∞, we obtain at order ~0 that
WΛ0 → 12(S, S) = 0 , (319)
since the classical theory is gauge invariant (59). Then all irrelevant functionals vanish as well, such that
L0,∞(A0) = O
(
~k
)
(320)
for some k ≥ 1.
C. Proof of Proposition 18, Equations (285) and (287)
Similarly to the previous subsection, for finite UV cutoff Λ0 we have
Proposition 21. For a general choice of boundary conditions for the functionals without insertions LΛ,Λ0 , the fol-
lowing holds:
1. There exists a functional WΛ,Λ0(OA) satisfying an inhomogeneous flow equation such that
sˆΛ00 L0,Λ0(OA) = L0,Λ0(sˆOA) +W 0,Λ0(OA) . (321)
2. There exists a choice of boundary conditions defining the functional with one insertion of the anomaly A1 (and
thus the anomaly itself), such that the decomposition
WΛ,Λ0(OA) = LΛ,Λ0(A1(OA)) +NΛ,Λ0(OA) (322)
holds for OA = A0, with yet another functional NΛ,Λ0(OA) satisfying NΛ,∞(OA) = 0. For a choice of boundary
conditions for the functionals without insertions LΛ,Λ0 such that A0 = 0, equation (322) holds for all composite
operators OA.
3. The anomaly A1 defined in this way satisfies the conditions of Proposition 18.
Equations (285) and (287) immediately follow from this proposition by taking the unregularised limit Λ0 → ∞,
Λ→ 0. To prove it, we follow the same steps as in the previous subsection: Definition ofWΛ,Λ0(OA) by a flow equation
and boundary condition such that equation (321) holds, decomposition of WΛ,Λ0(OA) into two contributions of which
one is vanishing in the unregularised limit Λ0 →∞, and verifying the remaining properties of the anomaly A1.
Proof of Equation (321). We take the functional BΛ0 = LΛ0 +
〈
χ,OA + δΛ0OA
〉
in the regularised Ward iden-
tity (296). Taking a variational derivative with respect to χ and using equation (299) and the definition of the
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classical Slavnov-Taylor differential (58), one easily verifies that equation (296) reduces to equation (321) with the
functional WΛ,Λ0(OA(x)) defined by
WΛ,Λ0(OA(x)) ≡ −~ ddχ(x)
d
dt ln
[
νΛ,Λ0 ? exp
(
−1
~
LΛ0 − 1
~
〈
χ,OA + δΛ0OA
〉
− t
~
WΛ0 − t
~
〈
χ,WΛ0(OA)
〉)]
t=χ=0
(323)
with
WΛ0(OA(x)) ≡
(
SΛ00 + LΛ0 ,OA(x) + δΛ0OA(x)
)Λ0
+ ~4Λ0(OA(x) + δΛ0OA(x))
− (sˆOA)(x)− δΛ0(sˆOA)(x) .
(324)
Taking a Λ derivative of equation (323) and using the flow equation for WΛ,Λ0 (305), we obtain a flow equation for
WΛ,Λ0(OA(x)), which is the same as the flow equation for a functional with two operator insertions, equation (93)
with s = 2. The boundary conditions are given by WΛ0,Λ0(OA(x)) = WΛ0(OA(x)), but we may alternatively also use
equation (321) to obtain boundary conditions at Λ = 0 and non-exceptional momenta.
Proof of Equation (322). We define the functional LΛ,Λ0(A1(OA)(x)) by the linear flow equation (81) with s = 1,
vanishing boundary conditions at Λ = Λ0 for irrelevant functionals and boundary conditions for the relevant and
marginal functionals given by L0,Λ0(A1(OA)(x)) = W 0,Λ0(OA(x)) for non-exceptional momenta, which can be read
off from equation (321). This makes A1(OA) a composite operator of dimension [A1(OA)] = [OA] + 1 depending
linearly on OA, such that A1 is a map as stated in Proposition 18.
We then define NΛ,Λ0(OA) to be the difference
NΛ,Λ0(OA(x)) ≡WΛ,Λ0(OA(x))− LΛ,Λ0(OA(x)⊗ A0)− LΛ,Λ0(A1(OA)(x)) . (325)
The second functional on the right-hand side LΛ,Λ0(OA(x)⊗ A0) is a functional with one insertion of a non-integrated
and one insertion of an integrated composite operator, for which we did not derive bounds. However, since the anomaly
A0 is Grassmann odd, LΛ,Λ0(A0 ⊗ A0) = 0 already for finite cutoffs Λ and Λ0, while for general composite operators
OA we only need to treat the case where A0 = 0 and this functional also vanishes. Thus, equation (325) is the same
as the decomposition (322) in all cases relevant for us. Nevertheless, equation (325) is important to obtain the correct
flow equation for NΛ,Λ0(OA(x)): by taking a Λ derivative of this equation and using the flow equations (323) for
WΛ,Λ0(OA) and (81) for LΛ,Λ0(A1(OA)(x)), we obtain
∂ΛN
Λ,Λ0(OA) = ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
NΛ,Λ0(OA)
−
〈
δ
δφK
LΛ,Λ0 ,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
NΛ,Λ0(OA)
〉
−
〈
δ
δφK
LΛ,Λ0(OA),
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
NΛ,Λ0
〉
,
(326)
which is similar to the flow equation for a functional with two insertions, but contains the functional NΛ,Λ0 in the
last line instead of WΛ,Λ0 (which naively would have been obtained from the decomposition (322)). The boundary
conditions for NΛ,Λ0(OA) can be read off from the definition (325) and the boundary conditions that we imposed
on LΛ,Λ0(A1(OA)(x)). They are of the form appropriate for a single insertion: for relevant and marginal functionals,
we have vanishing boundary conditions at Λ = 0 and non-exceptional momenta, and for the irrelevant functionals
they are equal to WΛ0(OA) (324). It remains to show that NΛ,Λ0(OA) vanishes in the unregularised limit Λ0 → ∞,
which follows almost immediately from the bounds (270) if we can show that the boundary conditions for irrelevant
functionals are compatible with the bounds (119). The only obstacle is that the bounds (270) were derived for a linear
flow equation, while NΛ,Λ0(OA) satisfies the flow equation (326) with an additional term. However, since we proved in
the last subsection that the bounds (271) apply to NΛ,Λ0 , this additional term can be estimated in exactly the same
way as the second term on the right-hand side of the flow equation (326), and we can apply the proof for functionals
with one (non-integrated) operator insertion of Subsection VG. Thus, to show that NΛ,∞(OA) = 0 we only have to
prove that the boundary conditions for irrelevant functionals are compatible with the bounds (119), which is done
below.
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For irrelevant functionals, the last two terms of equation (324) vanish by definition, and we haveOA(x)+δΛ0OA(x) =
LΛ0,Λ0(OA(x)), such that for irrelevant functionals we get
NΛ0,Λ0(OA(x)) =
(
SΛ00 + LΛ0 , LΛ0,Λ0(OA(x))
)Λ0
+ ~4Λ0LΛ0,Λ0(OA(x))
=
〈
φN ,
(
C0,∞
)−1
NM
∗ δLL
Λ0,Λ0(OA(x))
δφ‡M
〉
+
〈
δRL
Λ0,Λ0(OA(x))
δφ‡M
∗RΛ0 ,MMN ∗ φ‡N
〉
+
〈
φN ∗MNM , RΛ0 ∗ δLL
Λ0,Λ0(OA(x))
δφM
〉
+
〈
δRL
Λ0
δφK
, RΛ0 ∗ δLL
Λ0,Λ0(OA(x))
δφ‡K
〉
−
〈
δRL
Λ0
δφ‡K
, RΛ0 ∗ δLL
Λ0,Λ0(OA(x))
δφK
〉
+ ~
〈
δL
δφK
, RΛ0 ∗ δR
δφ‡K
〉
LΛ0,Λ0(OA(x))
(327)
using the definition of the regularised antibracket (291), the regularised free action (290), (306) and the regularised
BV Laplacian (294). Overall translation invariance tells us that NΛ,Λ0(OA) fulfils a shift property analogous to the
one for functionals with one operator insertion (equation (89) with s = 1), such that we may restrict to x = 0. We
then take some functional derivatives with respect to fields and antifields, perform a Fourier transform and take some
momentum derivatives to obtain an irrelevant functional (where m+ n+ |w| > [OA] + 1). Inserting the bounds (118)
and (119) evaluated at Λ = Λ0 for the functionals (again without the logarithms in momenta), the bounds on the
regulator (65d), the matrix M (308) and the inverse of the covariance (309), one obtains a bound for NΛ0,Λ0,l similar
to (313). The various terms can be estimated in the same way as in the last subsection, using the estimate (314),
changing vertices according to (315), fusing the trees in the quadratic term according to the estimate (104), changing
derivatives according to (151), performing the p integral using Lemma 12 and amputating vertices using (112). We
then obtain the bounds
∣∣∣∂wNΛ0,Λ0,lKL‡ (OA(0); q)∣∣∣ ≤ sup(1, |q|Λ0
)g(1)([OA]+1,m+n+2l,|w|)
×
∑
T∗∈T ∗m+n
GT
∗,w
KL‡;[OA]+1(q;µ,Λ0)P
(
ln+
Λ0
µ
)
.
(328)
The boundary conditions (328) are then compatible with the bounds (119) for functionals with one operator insertion
of dimension [OA] + 1, evaluated at Λ = Λ0. Thus, NΛ,Λ0(OA) fulfils a linear flow equation with vanishing boundary
conditions for all relevant and marginal functionals, and boundary conditions for the irrelevant functionals which
vanish in the limit Λ0 →∞. We can thus apply Proposition 14 to NΛ,Λ0(OA) (with the obvious change in notation),
and obtain a bound of the form (270) for NΛ,Λ0(OA). Since this bound contains an explicit factor of (sup(µ,Λ)/Λ0)
∆
2 ,
and is otherwise independent of Λ0, we conclude that limΛ0→∞NΛ,Λ0(OA) = 0 as claimed.
Proof of the properties of A1. It was already shown that A1 is a map as stated in Proposition 18 of the right dimension,
and it remains to show that A1(OA) is of higher order in ~ than OA. Let us assume that the first non-vanishing
contribution to LΛ,Λ0(OA) is of order ~k. Since LΛ,Λ0(A1(OA)) satisfies a linear flow equation with vanishing boundary
conditions for all relevant functionals and boundary conditions which are linear in OA, it is at least of order ~k as
well. However, the marginal functionals at order ~k are independent of Λ and equal to their value at Λ0, which is
given by the marginal part of WΛ0(OA) (324). In the limit Λ0 →∞, the marginal part of WΛ0(OA) vanishes at order
~k, and then all irrelevant functionals LΛ,Λ0(A1(OA)) vanish as well at that order, such that
L0,∞(A1(OA)) = O
(
~k+l
)
(329)
with l ≥ 1.
D. Proof of Proposition 18, Equation (288)
In complete analogy to the previous subsections, for finite cutoff Λ0 we have
Proposition 22. For a choice of boundary conditions for the functionals without insertions LΛ,Λ0 such that A0 = 0,
the following holds:
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1. There exist functionals WΛ,Λ0(
⊗s
k=1OAk) obeying inhomogeneous flow equations such that
sˆΛ00 L0,Λ0
(
s⊗
k=1
OAk
)
=
∑
1≤l<l′≤s
L0,Λ0
 ⊗
k∈{1,...,s}\{l,l′}
OAk ⊗
(OAl ,OAl′ )

+
s∑
l=1
L0,Λ0
 ⊗
k∈{1,...,s}\{l}
OAk ⊗ sˆOAl
+W 0,Λ0( s⊗
k=1
OAk
) (330)
with the single composite operator (OAk ,OAl). This operator is defined by the classical expression which we
decompose as
(OAk(xk),OAl(xl)) =
∑
C
OC(xk)PCAB(∂)δ4(xk − xl) , (331)
where PCAB are homogeneous, O(4)-covariant polynomials of order [OA] + [OB ] − [OC ] − 3 which are uniquely
determined by the left-hand side, together with counterterms δΛ0(OAk ,OAl) given by
δΛ0(OAk(xk),OAl(xl)) =
∑
C
δΛ0OC(xk)PCAB(∂)δ4(xk − xl) (332)
with the appropriate counterterms δΛ0OC for the single operators OC .
2. There exists a choice of boundary conditions defining the functional with one insertion of the anomaly A2 (and
thus the anomaly itself), such that the decomposition
WΛ,Λ0
(
s⊗
k=1
OAk
)
= NΛ,Λ0
(
s⊗
k=1
OAk
)
+
s∑
l=1
LΛ,Λ0
 ⊗
k∈{1,...,s}\{l}
OAk ⊗ A1(OAl)

+
∑
1≤l<l′≤s
LΛ,Λ0
 ⊗
k∈{1,...,s}\{l,l′}
OAk ⊗ A2
(OAl ⊗OAl′ )
 (333)
holds, where the anomaly A2(OAk ⊗OAl) is a composite operator of dimension ≤ [OAk ]+[OAl ]−3 supported on
the diagonal xk = xl, with yet other functionals NΛ,Λ0(
⊗s
k=1OAk(xk)) satisfying NΛ,∞(
⊗s
k=1OAk(xk)) = 0.
3. The anomaly A2 defined in this way satisfies the conditions of Proposition 18.
Equation (288) immediately follows from this proposition by taking the unregularised limit Λ0 → ∞, Λ → 0. To
prove it, we again follow the same steps as in the previous subsections.
Proof of Equation (330). We now take BΛ0 = LΛ0 +
∑s
k=1
〈
χk,OAk + δΛ0OAk
〉
with s > 1 in the regulated anomalous
Ward identity (296). Taking variational derivatives with respect to the χk and using equations (299) and (321),
equation (296) reduces to equation (330) with the functional WΛ,Λ0(
⊗s
k=1OAk) defined by
WΛ,Λ0
(
s⊗
k=1
OAk
)
≡ −~
(
s∏
k=1
d
dχk(xk)
)
d
dt ln
[
νΛ,Λ0 ? exp
(
− 1
~
LΛ0 − t
~
WΛ0
− t
~
s∑
k=1
〈
χk,W
Λ0(OAk)
〉− 1
~
s∑
k=1
〈
χk,OAk + δΛ0OAk
〉
− t
~
∑
1≤l<l′≤s
〈
χl,W
Λ0
(OAl ⊗OAl′ ) ∗ χl′〉
)]
t=χk=0
,
(334)
with
WΛ0(OAk(xk)⊗OAl(xl)) ≡
(OAk(xk) + δΛ0OAk(xk),OAl(xl) + δΛ0OAl(xl))Λ0
− (OAk(xk),OAl(xl))− δΛ0(OAk(xk),OAl(xl)) .
(335)
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The flow equation forWΛ,Λ0(
⊗s
k=1OAk) is obtained by taking a Λ derivative of the definition (334) and using the flow
equation for WΛ,Λ0(OAk) as defined in the last subsection as well as the flow equations for LΛ,Λ0(OAk) (a linear flow
equation) and LΛ,Λ0 , equation (91). This then shows that WΛ,Λ0(
⊗s
k=1OAk) fulfils a flow equation of the type (93),
but with s → s + 1. The boundary conditions are given by evaluating the definition (334) at Λ = Λ0 and using
that the measure νΛ,Λ0 gives a δ measure in this limit. This directly gives WΛ0,Λ0(
⊗s
k=1OAk) = 0 for s > 2, and
WΛ0,Λ0(OAk(xk)⊗OAl(xl)) = WΛ0(OAk(xk)⊗OAl(xl)) (335) for s = 2, for all functionals.
Proof of Equation (333). Again, we would like to define NΛ,Λ0(
⊗s
k=1OAk) to be the difference between the functional
WΛ,Λ0(
⊗s
k=1OAk) and the remaining functionals on the right-hand side of equation (333), and then show that with
this definition we have NΛ,∞(
⊗s
k=1OAk) = 0. Before we can do this, we first have to define the functionals with an
insertion of the anomaly A2(Ok ⊗Ol) by an appropriate flow equation and boundary conditions, which is a bit more
complicated. A2(Ok(xk)⊗Ol(xk)) should be a composite operator of dimension ≤ [OAk ]+ [OAl ]−3 supported on the
diagonal xk = xl and depending bilinearly on OAk and OAl . Thus, we only have to define the functionals with one
insertion of A2 and no other composite operator by a linear flow equation and determine their boundary conditions.
The functionals with an insertion of A2 and other composite operators are then automatically well-defined. These
boundary conditions are obtained from an expansion of WΛ0,Λ0(Ok ⊗Ol), which we now perform in detail.
Since (82)
OA + δΛ0OA = LΛ0,Λ0(OA) , (336)
we obtain after taking some functional derivatives with respect to fields and antifields, performing a Fourier transform
and using the shift property (89) to bring the position of the operator insertions to 0
WΛ0,Λ0
KL‡ (OAk(xk)⊗OAl(xl); q) =
∫
e−i(xk−xl)pF (p) d
4p
(2pi)4
−
∑
C
LΛ0,Λ0
KL‡ (OC(xk); q)PCAkAl(∂xk)δ4(xk − xl) ,
(337)
with
F (p) ≡
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
cστρςe−ixkke−ixlk
′
RΛ0(p)
l∑
l′=0
[
LΛ0,Λ0,l′
KσL
‡
ρM
(OAk(0); qσ, qρ, p)
× LΛ0,Λ0,l−l′
KτL
‡
ςM‡
(OAl(0); qτ , qς ,−p)− LΛ0,Λ0,l
′
KσL
‡
ρM‡
(OAk(0); qσ, qρ, p)LΛ0,Λ0,l−l
′
KτL
‡
ςM
(OAl(0); qτ , qς ,−p)
]
,
(338)
the momentum k defined in equation (92), and with
k′ ≡
∑
i∈τ∪ς
qi . (339)
The bounds (119) on functionals with one operator insertion and the bounds (65d) imply that F (p) is smooth, such
that we can perform a Taylor expansion with remainder up to the finite order r = [OAk ] + [OAl ]− 3
F (p) =
∑
|w|≤r
pw
w! [∂
wF (0)] + (r + 1)
∑
|w|=r+1
pw
w!
∫ 1
0
(1− t)r[∂wF (tp)] dt . (340)
To obtain bounds for the various terms in this expansion, we take w derivatives of F (p) with respect to the momentum
p and use the bounds (119) for the functionals with one operator insertion (noting that the polynomials in logarithms
are absent for Λ = Λ0) and the bounds (65d) for the regulator to obtain
|∂wF (0)| ≤
∑
σ∪τ={1,...,m}
ρ∪ς={1,...,n}
l∑
l′=0
∑
u+v≤w
Λ−|w|+|u|+|v|0 sup
(
1, |qσ, qρ|Λ0
)g(1)([OAk ],|σ|+|ρ|+1+2l′,|u|)
× P
(
ln+
Λ0
µ
)
sup
(
1, |qτ , qς |Λ0
)g(1)([OAl ],|τ |+|ς|+1+2(l−l′),|v|)
×
∑
T∗∈T ∗|σ|+|ρ|+1
GT
∗,(0,u)
KσL
‡
ρM ;[OAk ]
(qσ, qρ, 0;µ,Λ0)
∑
T∗∈T ∗|τ|+|ς|+1
GT
∗,(0,v)
KτL
‡
ςM‡;[OAl ]
(qτ , qς , 0;µ,Λ0) .
(341)
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We then fuse the trees using the estimate (103), the large-momentum factors using the estimates (240) and (241),
remove the derivative weight factor corresponding to the u + v derivatives that acted on the momentum p from the
tree, which gives a factor (97) Λ−|u|−|v|0 , and amputate the external legs corresponding to M and M‡, which gives an
additional factor of
Λ−[φM ]−[φ
‡
M ]
0 = Λ−30 (342)
according to the estimate (112) and equation (54). Finally, we change the particular dimension of the tree from
[OAk ] + [OAl ] to [OAk ] + [OAl ]− 3− |w|, which according to (96) gives an extra factor
sup(|q|,Λ0)3+|w| = Λ3+|w|0 sup
(
1, |q|Λ0
)3+|w|
, (343)
and since −([OAk ] + [OAl ] +D) + 3 + |w| ≤ 0 for all |w| ≤ [OAk ] + [OAl ]− 3 we obtain
|∂wF (0)| ≤ sup
(
1, |q|Λ0
)g(2)([OAk ]+[OAl ],m+n+2l,0)
×
∑
T∗∈T ∗m+n
GT
∗,0
KL‡;[OAk ]+[OAl ]−3−|w|
(q;µ,Λ0)P
(
ln+
Λ0
µ
)
.
(344)
Similarly, we obtain
|∂wF (tp)| ≤
∑
u+v≤w
sup(t|p|,Λ0)D+[OAk ]+[OAl ]−|w|+|u|+|v| e−
t2|p|2
2Λ0 P
(
ln+
Λ0
µ
)
× sup
(
1, |q, tp,−tp|Λ0
)g(2)([OAk ]+[OAl ],m+n+2l,0) ∑
T∗∈T ∗m+n+2
GT
∗,(0,u,v)
KL‡MM‡;−D(q, tp,−tp;µ,Λ0) .
(345)
This bound shows that the p integral is absolutely convergent for the last term ∂wF (tp), and since the sums in the
Taylor expansion (340) are finite we can exchange summation and integrations to obtain (recall that r = [OAk ] +
[OAl ]− 3)
WΛ0,Λ0
KL‡ (OAk(xk)⊗OAl(xl); q)
=
 ∑
|w|≤r
∂wF (0)
w! ∂
w
xk
−
∑
C
LΛ0,Λ0
KL‡ (OC(xk); q)PCAkAl(∂xk)
δ4(xk − xl)
+ (r + 1)
∑
|w|=r+1
∫ 1
0
(1− t)r
∫
e−i(xk−xl)p p
w
w! [∂
wF (tp)] d
4p
(2pi)4 dt .
(346)
The boundary conditions for the anomaly A2(OAk ⊗OAl) are then given by the first line, and we see that it is
supported on the diagonal xk = xl, and by construction depends bilinearly on OAk and OAl , such that A2 is a
map as stated in Proposition 18. Furthermore, the bounds (344) show that these conditions are compatible with
the bounds (119) for the functionals with one operator insertion of dimension [OAk ] + [OAl ] − 3 − |w| evaluated at
Λ = Λ0, such that A2(OAk ⊗OAl) is a composite operator of dimension ≤ [OAk ] + [OAl ] − 3. Note that while with
these boundary conditions the functional with one insertion of A2 is well-defined for finite Λ and Λ0, they do not
guarantee the existence of the unregularised limit Λ→ 0, Λ0 →∞, since for the proofs we need boundary conditions
for the relevant and marginal functionals at Λ = µ and vanishing momenta, or Λ = 0 and non-exceptional momenta.
However, the existence of the functionals with insertions of A2 follows from the very decomposition (333) once we have
proven bounds for NΛ,Λ0(
⊗s
k=1OAk), since all the other functionals appearing in the decomposition have already be
proven to be finite in the unregularised limit.
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As stated in the beginning, we now simply define
NΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
≡WΛ,Λ0
(
s⊗
k=1
OAk(xk)
)
−
s∑
l=1
LΛ,Λ0
 ⊗
k∈{1,...,s}\{l}
OAk(xk)⊗ A1(OAl)(xl)

−
∑
1≤l<l′≤s
LΛ,Λ0
 ⊗
k∈{1,...,s}\{l,l′}
OAk ⊗ A2
(OAl ⊗OAl′ )
 .
(347)
Taking a Λ derivative of this definition and using the flow equations for WΛ,Λ0(
⊗s
k=1OAk) and the functionals with
operator insertions (93), we obtain a flow equation for NΛ,Λ0(
⊗s
k=1OAk) similar to (81), which reads
∂ΛN
Λ,Λ0
(
s⊗
k=1
OAk
)
= ~2
〈
δ
δφK
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
〉
NΛ,Λ0
(
s⊗
k=1
OAk
)
−
∑
α∪β={1,...,s}
〈
δ
δφK
LΛ,Λ0
(⊗
k∈α
OAk
)
,
(
∂ΛC
Λ,Λ0
KL
)
∗ δ
δφL
NΛ,Λ0
⊗
k∈β
OAk
〉 , (348)
with NΛ,Λ0 and NΛ,Λ0(OAk) defined in equations (300) and (322). For this flow equation to hold, it is important that
A0 = 0, since otherwise the source terms would contain WΛ,Λ0
(⊗
k∈β OAk
)
instead of NΛ,Λ0
(⊗
k∈β OAk
)
, and it
would be impossible to prove that NΛ,∞(
⊗s
k=1OAk) = 0.
The boundary conditions can now be read off from the definition (347) and the boundary conditions for the function-
als with an insertion of A2 that we determined previously. First, all functionals LΛ,Λ0
(⊗
k∈{1,...,s}\{l}OAk(xk)⊗ A1(OAl)(xl)
)
vanish at Λ = Λ0. In the case s = 2, the functional LΛ,Λ0(A2(OAk ⊗OAl)) has its boundary conditions defined at
Λ = Λ0 by the first part of the decomposition of WΛ0,Λ0(OAk ⊗OAl), the first line of equation (346), and the
boundary conditions of NΛ0,Λ0(OAk ⊗OAl) are thus given by the second line of that equation. For s > 2, also the
functionals LΛ,Λ0
(⊗
k∈{1,...,s}\{l,l′}OAk ⊗ A2
(OAl ⊗OAl′ )) vanish at Λ = Λ0, but since alsoWΛ0,Λ0(⊗sk=1OAk) = 0
in this case, also NΛ0,Λ0(
⊗s
k=1OAk) = 0 for s > 2.
It remains to prove that NΛ,∞(
⊗s
k=1OAk) = 0, which we do by induction in s, starting with s = 2. In this case,
the boundary conditions are given by the second line of equation (346), and we convert the explicit factor of pw into
xk derivatives according to
e−i(xk−xl)p p
w
w! =
i|w|
w! ∂
w
xk
e−i(xk−xl)p . (349)
We need to generate D + 3 more xk derivatives using equation (237) and integrate the resulting D + 3 derivatives
with respect to p by parts, such that
NΛ0,Λ0
KL‡ (OAk(xk)⊗OAl(xl); q) =
∑
|w|=[OAk ]+[OAl ]−2
∂w+uxk KΛ0,Λ0KL‡ (OAk(xk)⊗OAl(xl); q) (350)
with the kernel
KΛ0,Λ0
KL‡ (OAk(xk)⊗OAl(xl); q) = ([OAk ] + [OAl ]− 2)
i|w|
w!
∫ 1
0
(1− t)[OAk ]+[OAl ]−2(it)D+3
×
∫
Euα
[
(xk − xl)αpα
][
∂w+uF (tp)
] d4p
(2pi)4 dt ,
(351)
a direction α ∈ {1, 2, 3, 4} such that |xαk − xαl | ≥ |xk − xl|/2 and a multiindex u = (u1, u2, u3, u4) with |u| = D+3 and
uβ = |u|δβα. To bound this kernel, we use the bounds (345) derived above,
the bounds (A47) for the function Ek and the bounds (242) for the appearing logarithm. Rescaling p → tp and
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setting afterwards p = xΛ0, we can use Lemma 13 to perform the p integral. The t integral is then trivially done, and
we obtain ∣∣∣KΛ0,Λ0KL‡ (OAk(xk)⊗OAl(xl); q)∣∣∣ ≤ (1 + ln+ 1µ|xk − xl|
)
sup
(
1, |q|Λ0
)g(2)([OAk ]+[OAl ],m+n+2l,0)
×
∑
v≤w+u
Λ3+|v|0
∑
T∗∈T ∗m+n+2
GT
∗,(0,v)
KL‡MM‡;−D(q, 0, 0;µ,Λ0)P
(
ln+
Λ0
µ
)
.
(352)
We now remove the derivative weight factor corresponding to the v derivatives that acted on the momentum p from
the tree, which gives a factor (97) Λ−|v|0 , and amputate the external legs corresponding to M and M‡, which gives an
additional factor of
Λ−[φM ]−[φ
‡
M ]
0 = Λ−30 (353)
according to the estimate (112) and equation (54). The resulting bound on KΛ0,Λ0 is compatible with the bound (129)
evaluated at Λ = Λ0, the representation (350) is also compatible with the representation (127) for dimension [OAk ] +
[OAl ] + 1, and the flow equation (348) for NΛ,Λ0(OAk ⊗OAl) contains only the functionals NΛ,Λ0(OAk) and NΛ,Λ0 ,
which have been shown previously to vanish in the limit Λ0 → ∞. Thus, NΛ,Λ0(OAk ⊗OAl) fulfils the premises of
Proposition 16, which gives a bound independent of Λ0 except for an explicit factor of (sup(µ,Λ)/Λ0)
∆
2 , such that
limΛ0→∞NΛ,Λ0(OAk ⊗OAl) = 0.
For the functionals NΛ,Λ0(
⊗s
k=1OAk) with s > 2, we already have vanishing boundary conditions. The premises
of Proposition 16 are thus directly fulfilled, such that also NΛ,Λ0(
⊗s
k=1OAk)→ 0 as Λ0 →∞.
Proof of the properties of A2. We have already shown that A2 is a map as stated in Proposition 18 supported on
the diagonal and with the appropriate dimension, and so we only have to show that it is of higher order in ~. This
is done by the same arguments as before: the first non-vanishing contribution to the functionals with an insertion
of A2
(OAl ⊗OAl′ ) is of order ~k+k′+l with l ≥ 1 if the first non-vanishing contribution to the functionals with an
insertion of OAl (OAl′ ) is of order ~k (~k
′), since the boundary conditions (335) vanish at order ~k+k′ as Λ0 → ∞
(the counterterms in these boundary conditions first appear at order ~k+k′+1).
E. Proof of Propositions 18 and 17: consistency conditions
To fully prove Proposition 18 and from this Proposition 17, it remains to derive consistency conditions on the three
types of anomalies Ai. This is done by applying sˆ0 twice on functionals with and without operator insertions, and
using its nilpotency sˆ20 = 0. In the following three subsections, we distinguish the cases of no insertion (condition on
A0), one insertion (condition on A1) and s insertions (condition on A2). To shorten the notation, we will again use
the abbreviation (280).
Consistency condition for A0. Applying sˆ0 twice on the functionals without insertions, using the anomalous Ward
identities (284) and (285) we obtain
0 = sˆ0L(A0) = L(sˆA0) + L(A1(A0)) . (354)
This is the Wess-Zumino consistency condition on the anomaly A0, which permits us to remove A0 by a suitable
change in boundary conditions for the functionals without operator insertions57,77, as we now explain in detail.
Expanding the functionals on the right-hand side in a formal power series in ~, we know that L(A0) is of order ~k
with k ≥ 1 (320), and thus also L(sˆA0) is of order ~k. Equation (329) tells us that L(A1(A0)) is of order ~k+l with
l ≥ 1. To lowest non-vanishing order in ~, the first term on the right-hand side of the consistency condition (354) thus
vanishes, which means that we have
sˆA0 = O
(
~k+1
)
. (355)
Since A0 is an integrated operator of dimension 5 and ghost number 1, the relevant equivariant cohomology is
H1,4E(4)(sˆ|d) which is empty as explained in the introduction. Therefore, the only solution of this equation is
A0 = sˆB0 +O
(
~k+1
)
(356)
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for some integrated composite operator B0 of dimension 4 and ghost number 1, which is also of order ~k. We then go
back to the regularised theory and perform the finite renormalisation
LΛ0 → L˜Λ0 = LΛ0 − B0 . (357)
This renormalisation changes the boundary conditions (302) to
WΛ0 → W˜Λ0 = WΛ0 −
(
SΛ00 + LΛ0 ,B0
)Λ0
+O(~k+1) = WΛ0 − sˆB0 − δΛ0(sˆB0) +O(~k+1) , (358)
and since B0 is of dimension 4, this is an allowed change of boundary conditions for marginal functionals. Furthermore,
the flow equation for LΛ,Λ0(A0) (equation (93) with s = 1) is linear, and its right-hand side of the flow equation at
order ~k only involves the functional LΛ,Λ0 at order ~0 which is unchanged, such that we obtain
L(A0)→ L˜
(
A˜0
)
= L(A0 − sˆB0) +O
(
~k+1
)
= O(~k+1) . (359)
We have thus removed the anomaly A0 in order ~k, and by repeating the procedure we can remove it to all orders in
~.
Consistency condition for A1. Applying sˆ0 twice on the functionals with one insertion, and using twice the anomalous
Ward identity (287), we obtain
0 = L
((
qˆ2OA
)
(x)
)
= L
((
sˆ2OA
)
(x)
)
+ L(A1(sˆOA)(x)) + L(sˆA1(OA)(x)) + L(A1(A1(OA))(x)) . (360)
This shows that qˆ is nilpotent. We now prove that one can choose the boundary conditions for functionals with one
insertion such that qˆ = sˆ for classically gauge-invariant operators. For this, assume that OA is of this form: it is a
local operator of ghost number 0, form degree p and fulfils sˆOA = 0. Then only the last two functionals remain on the
right-hand side of equation (360), and expanding in a formal power series in ~ we know that A1(OA) is of order ~k
with k ≥ 1 (329). Since A1(A1(OA)) is then of order ~k+l with l ≥ 1, to lowest non-vanishing order in ~ we must have
sˆA1(OA) = O
(
~k+1
)
. (361)
Since A1 augments the ghost number by 1, the relevant cohomology is H1,p(sˆ), which is empty (53), and so the only
solution of this equation is given by
A1(OA) = sˆB1(OA) +O
(
~k+1
)
. (362)
for some composite operator B1(OA). Since the anomaly A1(OA) is of dimension [A1(OA)] = [OA] + 1 and sˆ raises
the dimension by 1, it is of dimension [B1(OA)] = [OA] and, since sˆ raises also the ghost number by 1, of the same
ghost number as OA, depending linearly on OA. We then perform again a finite renormalisation (see equation (82))
LΛ0(OA) = OA + δΛ0OA → L˜Λ0(OA) = OA + δΛ0OA − B1(OA) , (363)
which in this case is a (finite) change of the counterterms of the composite operator OA in the functional integral.
This changes the boundary conditions (324) to
WΛ0(OA)→ W˜Λ0(OA) = WΛ0(OA)−
(
SΛ00 + LΛ0 ,B1(OA)
)Λ0
+O(~k+1)
= WΛ0 − sˆB1(OA) +O
(
~k+1
)
,
(364)
and the dimension and ghost number of B1(OA) are such that this change is a permissible change in boundary
conditions for marginal functionals. This change entails
L(A1(OA))→ L˜
(
A1
(O˜A)) = L(A1(OA)− sˆB1(OA))+O(~k+1) = O(~k+1) , (365)
and we have removed the anomaly A1 in order ~k. By repeating this procedure, we can thus remove the anomaly for
all classically gauge-invariant operators of ghost number 0, such that for those operators qˆ = sˆ. In the general case,
one proceeds similarly, but it may happen that the corresponding cohomology is not empty. In general, the BPHZ
boundary conditions (165) we imposed for functionals with one operator insertion are thus modified in higher order
in ~ by the removal of anomalies. However, it may be advantageous to stick with the BPHZ conditions, and use the
differential qˆ even for classically gauge-invariant operators.
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Consistency condition for A2. Since we do not have any further freedom in changing boundary conditions, we cannot
remove the anomaly A2, but the consistency condition for it gives us the properties of the quantum antibracket (289)
stated in Theorem 4. The symmetry condition (11) of the quantum antibracket directly follows from the fact that the
boundary conditions (335) in the regulated theory, which involve the regulated antibracket, satisfy this symmetry.
To show the compatibility condition (13), assume that OA and OB are two bosonic operators. For them, the Ward
identity (283) reads
sˆ0L
(
OA ⊗OB
)
= L
(
qˆOA ⊗OB
)
+ L
(
OA ⊗ qˆOB
)
+ L
(
(OA,OB)~
)
. (366)
Since both qˆ and (·, ·)~ are fermionic and the Ward identities (282) and (283) are valid in the given form for bosonic
operators, we introduce an auxiliary constant fermion  and obtain
 sˆ0L
(
OA ⊗OB
)
= L
(
 qˆOA ⊗OB
)
+ L
(
OA ⊗  qˆOB
)
+ L
(
(OA,OB)~
)
. (367)
Now applying sˆ0 another time on this equation and using that sˆ20 = 0, that sˆ0 and qˆ anticommute with  and that
qˆ2 = 0, it follows that
0 = L
(
 qˆOA ⊗ qˆOB
)
+ L
(
qˆOA ⊗  qˆOB
)
+ L
(
( qˆOA,OB)~
)
+ L
(
(OA,  qˆOB)~
)
− L
(
 qˆ(OA,OB)~
)
.
(368)
Since OA was assumed to be bosonic,  also anticommutes with qˆOA and the two functionals in the first line cancel
each other out. Since for bosonic operators the quantum antibracket is symmetric (11), and constant factors can be
taken out from the quantum antibracket in the first entry without additional signs (which again follows from the
corresponding fact in the regulated theory), we get
0 = L
(
(qˆOA,OB)~
)
+ L
(
(qˆOB ,OA)~
)
− L
(
qˆ(OA,OB)~
)
, (369)
and the compatibility condition (13) follows by using the symmetry property (11) again to bring the antibracket
in the second term in canonical order. Similar considerations apply if one or both of the operators are fermionic.
Analogously, by acting twice with sˆ0 on a functional with three insertions and using the nilpotency of qˆ and the
compatibility condition (13), we obtain the graded Jacobi identity (12). Acting twice with sˆ0 on a functional with
four or more insertions does not give any more conditions.
VII. DISCUSSION
In this article, we have shown that Yang-Mills gauge theories based on compact semisimple Lie algebras can
be consistently treated within the flow equation framework, and that stringent bounds can be obtained for the
correlation functions of arbitrary fields and insertions of composite operators. To achieve this goal, we first derived
bounds establishing the existence of the physical, unregularised limit Λ → 0, Λ0 → ∞ (in perturbation theory) for
correlation functions of arbitrary composite operators for an arbitrary, superficially renormalisable massless theory in
four dimensions. (These bounds are also of interest in non-gauge theories, e. g., scalar-fermion theories with Yukawa
couplings.) In a second step, we used the Batalin-Vilkovisky formalism for gauge-fixed theories to establish anomalous
Ward identities for the correlation functions emerge in the unregularised limit. Based on cohomological methods,
we showed that these anomalies can be removed by a finite change in the renormalisation conditions. The resulting,
non-anomalous Ward identities are expressed in terms of a “quantum differential” qˆ and a “quantum anti-bracket”
(·, ·)~, which in general differ from the naive classical expressions by terms of order O(~). We also identified subclasses
of composite operators where these additional O(~) terms can be made to vanish by another finite change in the
renormalisation conditions, which especially includes all classically gauge-invariant operators. In any case, our Ward
identities express the gauge invariance of the theory at the quantum level.
Our method of proof extends straightforwardly to other gauge theories which have a BV-extended action linear in
the antifields, provided that one can remove the anomaly for the functionals without insertions. In our framework, as
in other previous frameworks, this question is decided by the relevant equivariant cohomology of the corresponding
classical BV differential sˆ at dimension 4 and ghost number 1. If this cohomology is empty, then any anomaly can
automatically be removed, but otherwise, a more refined analysis is needed. For instance, if chiral fermions are included
the corresponding equivariant cohomology is not empty but includes the element A (15), often called “gauge anomaly”.
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In such a case, our cohomological arguments do not work, and to show gauge invariance in this case one would have to
invest additional work to trace the exact dependence of the anomaly on the boundary conditions, and show that the
numerical coefficient in front of the anomaly vanishes for a certain field content and set of boundary conditions (as it
does in the Standard Model78,79). For theories where the action has a quadratic (or higher) dependence on antifields
such as supergravity80, some minor changes to our proof are necessary, but we believe that this does not constitute
any problem since the proof works as long as one has the correct (naive) power-counting.
In a next step, we would like to extend the results on the Operator Product Expansion (OPE)81,82 derived for scalar
fields to gauge theories. The OPE is the statement that any product of local composite operators OA1 , . . . ,OAn can
be expanded in the form
OA1(x1) · · · OAn(xn) ∼
∑
B
CBA1···An(x1, . . . , xn)OB(xn) , (370)
where the sum runs over all composite operators of the theory, indexed by the label B, and the coefficients C are
distributions. This expansion is understood to hold in the weak sense, i. e., as an insertion into an arbitrary correlation
function, and was conjectured to be asymptotic, i. e., the difference between the right-hand side and the left-hand side
vanishes if all xi → xn. The OPE has not only found important applications, e. g., in deep inelastic scattering81, but
has also proven to be a valuable tool, especially in the analysis of conformal theories (see, e. g., Ref. [83]). Its main
advantage, in our view, is that it is independent of any arbitrary choice of state (which is important, e. g., in curved
spacetimes where no preferred vacuum state exists), and thus encodes the algebraic structure of the theory, while the
only state-dependent information is contained in the one-point correlation functions. One can thus wonder whether it
is possible to define the QFT by its OPE and the one-point correlation functions, similar to the bootstrap programme
of two-dimensional conformal field theories where such a construction is possible84–87. There are two main obstacles
to this approach in four dimensions: first, one would like to have a convergent expansion instead of an asymptotic
one. Second, even if one imposes additional, natural conditions such as factorisation
CBA1···An(x1, . . . , xn) ∼
∑
C
CCA1···Am(x1, . . . , xm)CBCAm+1···An(xm, . . . , xn) (371)
(which formally results by applying the OPE twice, once for the first m operators and then for the remaining ones)
and associativity, e. g., ∑
C
CCA1A2(x1, x2)CBCA3(x2, x3) =
∑
C
CCA2A3(x2, x3)CBA1C(x1, x3) (372)
(which results by applying the OPE two times in two different orders), which give strong restrictions on the form
of the OPE coefficients C, it does not seem feasible to give a classification of solutions to these conditions in four
dimensions. For two-dimensional models, such as the massless Thirring model (see Ref. [88] and references therein),
and conformal field theories85,89,90 it has been proven that associativity holds and that the OPE is convergent. Both
statements hold under certain restrictions on the positions of the operator insertions.
Nevertheless, it has been recently shown for Euclidean four-dimensional scalar field theory that a) an OPE exists
and converges for arbitrary separations21,22, b) factorisation and associativity hold as long as one performs the OPE
first for the points which lie closest together24, and c) there exists an explicit, renormalised recursion formula for
the OPE coefficients (written as a power series in the coupling constant), which does only involve the coefficients
themselves, starting with the free theory23. These results have been derived in perturbation theory, and hold for an
arbitrary, but fixed order (i. e., “to all orders”), both for the massive and the massless scalar field. It would be very
interesting to see if similar statements hold also for gauge theories. In such theories, it would be necessary, among other
things, to check that the OPE closes on gauge-invariant operators, which means that if the product of operators on
the left-hand side is annihilated by the quantum differential qˆ (up to contact terms), the expansion of the right-hand
side should also only involve qˆ-invariant operators. The analysis of the present paper provides a basis for a rigorous
analysis of this problem.
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Appendix A: Lemmata
Lemma 10 (Supremum estimates). For K ≥ k ≥ 0, c ≥ 0 and a ≥ b ≥ 0 we have(
sup(a, k)
sup(b, k)
)c
≥
(
sup(a,K)
sup(b,K)
)c
. (A1)
Proof. If K ≥ a, b, the right-hand side is equal to 1 and the inequality is obviously true. For the remaining cases, we
make a case-by-case analysis:
• a ≥ b ≥ K ≥ k:
(
sup(a,k)
sup(b,k)
)c
=
(
a
b
)c = ( sup(a,K)sup(b,K))c ,
• a ≥ K ≥ b ≥ k:
(
sup(a,k)
sup(b,k)
)c
=
(
a
b
)c ≥ ( aK )c = ( sup(a,K)sup(b,K))c ,
• a ≥ K ≥ k ≥ b:
(
sup(a,k)
sup(b,k)
)c
=
(
a
k
)c ≥ ( aK )c = ( sup(a,K)sup(b,K))c .
Lemma 11 (p integration). For any function f(x) ≥ 0 such that∫
e−α|x|
2
f(x) d4x <∞ (A2)
for all α > 0, and for βi ≥ 1 we have∫
e−α|x|
2
f(x)
n∏
i=1
sup(|x+ ai|, βi)mi d4x ≤ c
n∏
i=1
sup(|ai|, βi)mi (A3)
for some positive constant c.
Proof. We proceed by induction on the number of factors n. The result is obvious for n = 0. If the result has been
proven for n = 1 and n = N − 1, we calculate[∫
e−α|x|
2
f(x)
N∏
i=1
sup(|x+ ai|, βi)mi d4x
]2
=
[∫ (
e−α2 |x|
2
f(x)
N−1∏
i=1
sup(|x+ ai|, βi)mi
)(
e−α2 |x|
2
sup(|x+ aN |, βN )mN
)
dx4
]2
≤
∫ (
e−α2 |x|
2
f(x)
N−1∏
i=1
sup(|x+ ai|, βi)mi
)2
d4x
∫ (
e−α2 |x|
2
sup(|x+ aN |, βN )mN
)2
d4x
=
∫
e−α|x|
2
f2(x)
N−1∏
i=1
sup(|x+ ai|, βi)2mi d4x
∫
e−α|x|
2
sup(|x+ aN |, βN )2mN d4x
≤
(
c
N−1∏
i=1
sup(|ai|, βi)2mi
)(
c sup(|aN |, βN )2mN
)
,
(A4)
where we used the Cauchy-Schwarz inequality in the second step, and the result follows for n = N by taking the
square root.
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To show the case n = 1, start with positive m. Then we have∫
e−α|x|
2
f(x) sup(|x+ a|, β)m d4x ≤
∫
e−α|x|
2
f(x) sup(|x|+ sup(|a|, β), β)m d4x
= sup(|a|, β)m
∫
e−α|x|
2
f(x)
( |x|
sup(|a|, β) + 1
)m
d4x
≤ sup(|a|, β)m
∫
e−α|x|
2
f(x)(|x|+ 1)m d4x ≤ c sup(|a|, β)m .
(A5)
For negative powers, we first write
sup(|x+ a|, β)−m = sup(|x|, 1)m[sup(|x|, 1) sup(|x+ a|, β)]−m . (A6)
The last sup can be estimated against β−m, and for the second one we have
sup(|x|, 1) ≥ sup
(
1
2 |a|, 1
)
= 12 sup(|a|, 2) ≥
1
2 sup(|a|, 1) (A7)
for |x| ≥ 12 |a|, such that
sup(|x+ a|, β)−m ≤ β−m sup(|x|, 1)m
[
1
2 sup(|a|, 1)
]−m
(A8)
in this case. Thus it follows that∫
|x|≥ 12 |a|
e−α|x|
2
f(x) sup(|x+ a|, β)−m d4x
≤
[
β
2 sup(|a|, 1)
]−m ∫
|x|≥ 12 |a|
e−α|x|
2
f(x) sup(|x|, 1)m d4x
≤ cβ−m sup(|a|, 1)−m ≤ c sup(|a|, β)−m .
(A9)
For |x| < 12 |a|, we have
sup(|x+ a|, β)−m ≤ sup(|a| − |x|, β)−m ≤ sup
(
1
2 |a|, β
)−m
≤ 2m sup(|a|, 2β)−m ≤ c sup(|a|, β)−m
(A10)
and thus ∫
|x|< 12 |a|
e−α|x|
2
f(x) sup(|x+ a|, β)−m dx ≤ c sup(|a|, β)−m . (A11)
By summing the two results the Lemma follows.
Lemma 12 (p integration, part 2). For δi > 0, γi ≥ 1 and with the other assumptions as in Lemma 11, we have∫
e−α|x|
2
f(x)
s∏
k=1
sup(|bk, x,−x|, γk)δk
t∏
j=1
sup
(
ηdj (d, x,−x), γs+j
)−δs+j n∏
i=1
sup(|x+ ai|, βi)mi d4x
≤ c
s∏
k=1
sup(|bk|, γk)δk
t∏
j=1
sup
(
ηdj (d), γs+j
)−δs+j n∏
i=1
sup(|ai|, βi)mi ,
(A12)
where ηj is defined in equation (25). The same estimate is valid if we replace ηj by η¯j, defined in equation (27).
Proof. We do induction on the number of factors s + t, starting with t = 0. For s = 0, the bound is proven by
Lemma 11. Assume thus that it has been shown for (s− 1) factors. Denote the number of elements in bs by rs, define
bs,rs+1 ≡ x, bs,rs+2 ≡ −x and estimate
sup(|bs, x,−x|, γs)δs = sup
S⊆{1,...,rs+2}
sup
(∣∣∣∣∣∑
i∈S
bs,i
∣∣∣∣∣, γs
)δs
≤
∑
S⊆{1,...,rs+2}
sup
(∣∣∣∣∣∑
i∈S
bs,i
∣∣∣∣∣, γs
)δs
. (A13)
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Applying the induction hypothesis (A12) to each of the summands gives∫
e−α|x|
2
f(x)
s∏
j=1
sup(|bj , x,−x|, γj)δj
n∏
i=1
sup(|x+ ai|, βi)mi d4x
≤
∑
S⊆{1,...,rs+2}
cS sup
(∣∣∣∣∣∑
i∈S
bs,i
∣∣∣∣∣, γs
)δs s−1∏
j=1
sup(|bj |, γj)δj
n∏
i=1
sup(|ai|, βi)mi ,
(A14)
where now bs,rs+1 = bs,rs+2 = 0. Thus the sum can be restricted to S ⊆ {1, . . . , rs}, and the Lemma follows with
c =
∑
S⊆{1,...,rs+2} cS . For t > 0, we again do induction on the number of factors t, and can assume that the Lemma
has been shown for (t − 1) factors. We then denote the number of elements in d by r, define dr+1 ≡ x, dr+2 ≡ −x
and estimate
sup(ηdt(d, x,−x), γs+t)−δs+t = sup
(
inf
S⊆{1,...,r+2}\{t}
∣∣∣∣∣dt +∑
i∈S
di
∣∣∣∣∣, γs+t
)−δs+t
≤
∑
S⊆{1,...,r+2}\{t}
sup
(∣∣∣∣∣dt +∑
i∈S
di
∣∣∣∣∣, γs+t
)−δs+t
.
(A15)
Applying the induction hypothesis (A12) to each of the summands gives
∫
e−α|x|
2
f(x)
s∏
k=1
sup(|bk, x,−x|, γk)δk
t∏
j=1
sup
(
ηdj (d, x,−x), γs+j
)−δs+j
×
n∏
i=1
sup(|x+ ai|, βi)mi d4x ≤
∑
S⊆{1,...,r+2}\{t}
cS sup
(∣∣∣∣∣dt +∑
i∈S
di
∣∣∣∣∣, γs+t
)−δs+t
×
s∏
k=1
sup(|bk|, γk)δk
t−1∏
j=1
sup
(
ηdj (d), γs+j
)−δs+j n∏
i=1
sup(|ai|, βi)mi ,
(A16)
where now dr+1 = dr+2 = 0. Thus the sum can be restricted to S ⊆ {1, . . . , r} \ {t}, and since
sup
(∣∣∣∣∣dt +∑
i∈S
di
∣∣∣∣∣, γs+t
)−δs+t
≤ sup(ηt(d), γs+t)−δs+t (A17)
the Lemma follows with c =
∑
S⊆{1,...,r+2}\{t} cS .
Lemma 13 (p integration, part 3). For any y, any Ai ≥ 1, any function f(x) ≥ 0 such that∫
e−α|x|
2
f2(x) d4x <∞ (A18)
for all α > 0, and with the other assumptions as in Lemma 12, we have
∫
e−α|x|
2
f(x)
4∏
a=1
(
Ai + ln+
1
|xi + yi|
) s∏
k=1
sup(|bk, x,−x|, γk)δk
×
t∏
j=1
sup
(
ηdj (d, x,−x), γs+j
)−δs+j n∏
i=1
sup(|x+ ai|, βi)mi d4x
≤ cA1A2A3A4
s∏
k=1
sup(|bk|, γk)δk
t∏
j=1
sup
(
ηdj (d), γs+j
)−δs+j n∏
i=1
sup(|ai|, βi)mi .
(A19)
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Proof. We again use the Cauchy-Schwarz inequality, which gives∫
e−α|x|
2
f(x)
4∏
a=1
(
Ai + ln+
1
|xi + yi|
) s∏
k=1
sup(|bk, x,−x|, γk)δk
×
t∏
j=1
sup
(
ηdj (d, x,−x), γs+j
)−δs+j n∏
i=1
sup(|x+ ai|, βi)mi d4x
≤
[∫
e−α|x|
2
4∏
a=1
(
Ai + ln+
1
|xi + yi|
)2
d4x
] 1
2
[∫
e−α|x|
2
f2(x)
s∏
k=1
sup(|bk, x,−x|, γk)2δk
×
t∏
j=1
sup
(
ηdj (d, x,−x), γs+j
)−2δs+j n∏
i=1
sup(|x+ ai|, βi)2mi d4x
] 1
2
.
(A20)
The second integral can be done using Lemma 12 (noting that when f(x) is square integrable for all α > 0, it is
integrable for all α > 0). The first integral can be done in the same manner for all four components, and we calculate
for the component i∫
e−α(x
i)2
(
Ai + ln+
1
|xi + yi|
)2
dxi ≤
√
pi
α
(
Ai
)2 + 2Ai ∫ ln+ 1|xi + yi| dxi
+
∫ (
ln+
1
|xi + yi|
)2
dxi
=
√
pi
α
(
Ai
)2 + 2Ai + 2 ≤ (√pi
α
+ 4
)(
Ai
)2
,
(A21)
where we shifted the integration variable xi → xi− yi in the second step, and used the fact that Ai ≥ 1 to obtain the
last inequality. Multiplying both results and taking the square root the Lemma follows.
Lemma 14 (Λ integration). For a0, A,K,L ≥ 0, k, l ∈ N0 and m < −1, we have∫ a1
a0
sup(A, x)m lnk+
K
x
lnl+
x
L
dx ≤ sup(A, a0)m+1 P
(
ln+
sup(K,A)
sup(a0, inf(A,L))
, ln+
a0
L
)
. (A22)
Proof. First note that since x ≥ a0 we can write sup(A, x) = sup(A, a0, x). We then split the integral at x = sup(A, a0),
and obtain for the first part∫ sup(A,a0)
a0
sup(A, a0, x)m lnk+
K
x
lnl+
x
L
dx = sup(A, a0)m
∫ sup(A,a0)
a0
lnk+
K
x
lnl+
x
L
dx
≤ sup(A, a0)m lnl+
sup(A, a0)
L
∫ sup(A,a0)
0
(
ln+
K
sup(A, a0)
+ ln+
sup(A, a0)
x
)k
dx
≤ sup(A, a0)m+1 lnl+
sup(A, a0)
L
P
(
ln+
K
sup(A, a0)
)
= sup(A, a0)m+1 P
(
ln+
K
sup(A, a0)
, ln+
sup(A, a0)
L
)
.
(A23)
For the second part, we have similarly∫ a1
sup(A,a0)
sup(A, a0, x)m lnk+
K
x
lnl+
x
L
dx =
∫ a1
sup(A,a0)
xm lnk+
K
x
lnl+
x
L
dx
≤ lnk+
K
sup(A, a0)
∫ ∞
sup(A,a0)
xm
(
ln+
sup(A, a0)
L
+ ln+
x
sup(A, a0)
)l
dx
≤ lnk+
K
sup(A, a0)
sup(A, a0)m+1 P
(
ln+
sup(A, a0)
L
)
= sup(A, a0)m+1 P
(
ln+
K
sup(A, a0)
, ln+
sup(A, a0)
L
)
(A24)
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(if a1 < sup(A, a0) this second part vanishes, and trivially fulfils the bound). The subsequent estimates
ln+
sup(A, a0)
L
≤ ln+ sup(A, a0)sup(a0, L) + ln+
sup(a0, L)
L
≤ ln+ Asup(a0, L) + ln+
a0
L
, (A25a)
ln+
A
sup(a0, L)
≤ ln+ sup(K,A)sup(a0, inf(A,L)) , (A25b)
ln+
K
sup(A, a0)
≤ ln+ sup(K,A)sup(a0, inf(A,L)) (A25c)
then give the desired result.
Lemma 15 (Estimating logarithms). For all y ≥ x ≥ 0, K ≥ 0, k ∈ N0 and α > 0 we have
xα lnk+
K
x
≤ yα P
(
ln+
K
y
)
, (A26)
where the coefficients in the polynomial only depend on α.
Proof. We use induction. For k = 0 the statement is obvious. For k = 1 we want to show that
xα ln+
K
x
≤ yα
(
c+ ln+
K
y
)
, (A27)
which defining A ≡ K/x and a ≡ K/y (such that A ≥ a) can be rewritten as( a
A
)α
ln+A− ln+ a ≤ c . (A28)
If A, a ≤ 1 the logarithms vanish and the statement is true. If A ≥ 1 ≥ a, we estimate( a
A
)α
ln+A− ln+ a ≤ A−α lnA . (A29)
The right-hand side vanishes for A = 1 and A→∞ and has one local maximum at A = exp(1/α) where it evaluates
to 1/(αe), such that the statement is true in this case as well. In the last case where a,A ≥ 1 we write A = a+ δ and
view (
a
a+ δ
)α
ln(a+ δ)− ln a (A30)
as a function of δ, which vanishes for δ = 0 and takes the value − ln a as δ →∞. If a ≥ exp(1/α), the first derivative
at δ = 0 is negative and no local extrema occur for δ ≥ 0, such that we may bound the function by 0. If a < exp(1/α),
the function has a local maximum at δ = exp(1/α)− a where it takes the value
aα
αe − ln a ≤
aα
αe ≤
1
α
, (A31)
and so the statement is true also in this case. For k > 1, we write
xα lnk+
K
x
=
(
x
α
2 lnk−1+
K
x
)(
x
α
2 ln+
K
x
)
(A32)
and apply the induction hypothesis to each of the two terms, thus proving the Lemma.
Lemma 16 (Λ integration, part 2). For m > −1, a1 ≥ a0 ≥ 0, b,K,L ≥ 0 and k, l ∈ N0 we have∫ a1
a0
sup(x, b)m lnk+
K
x
lnl+
x
L
dx ≤ sup(c, a1)m+1 P
(
ln+
K
sup(c, a1)
, ln+
a1
L
)
. (A33)
for any c ≥ b.
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Proof. We first extract the second logarithm using that ln+ x/L ≤ ln+ a1/L, extend the integration range to
[0, sup(c, a1)] and split the integral into two parts∫ a1
a0
sup(x, b)m lnk+
K
x
lnl+
x
L
dx ≤ bm lnl+
a1
L
∫ b
0
lnk+
K
x
dx+ lnl+
a1
L
∫ sup(c,a1)
b
xm lnk+
K
x
dx . (A34)
For the first integral we obtain
bm
∫ b
0
lnk+
K
x
dx ≤ bm+1 P
(
ln+
K
b
)
≤ sup(c, a1)m+1 P
(
ln+
K
sup(c, a1)
)
, (A35)
where the second inequality follows from Lemma 15 because of m + 1 > 0 and c ≥ b, and for the second integral we
get ∫ sup(c,a1)
b
xm lnk+
K
x
dx ≤
∫ sup(c,a1)
0
xm lnk+
K
x
dx ≤ sup(c, a1)m+1 P
(
ln+
K
sup(c, a1)
)
. (A36)
Combining both results we obtain the inequality.
Lemma 17 (Taylor expansion). For m > −1, a1 ≥ a0 ≥ 0, K,L ≥ 0 and k ∈ N0 we have∫ a1
a0
sup(x, L)m lnk+
sup(x,K)
sup(inf(K,x), L) dx ≤ sup(a1, L)
m+1 P
(
ln+
sup(a1,K)
sup(inf(K, a1), L)
)
. (A37)
Proof. We first estimate
ln+
sup(x,K)
sup(inf(K,x), L) =

ln+
K
sup(x, L) ≤ ln+
sup(a1,K)
x
x ≤ K
ln+
x
sup(K,L) ≤ ln+
a1
sup(K,L) ≤ ln+
sup(a1,K)
sup(inf(K, a1), L)
x ≥ K
(A38)
and get ∫ a1
a0
sup(x, L)m lnk+
sup(x,K)
sup(inf(K,x), L) dx
≤
∫ a1
a0
sup(x, L)m
(
ln+
sup(a1,K)
x
+ ln+
sup(a1,K)
sup(inf(K, a1), L)
)k
dx .
(A39)
An application of Lemma 16 with L = a1 and c = L and the subsequent estimate
ln+
sup(a1,K)
sup(L, a1)
≤ ln+ sup(a1,K)sup(inf(K, a1), L) (A40)
yield the required bound.
Lemma 18 (Λ integration, part 3). For b ≥ a ≥ 0, c,K ≥ 0 and k ∈ N0 we have∫ b
a
1
sup(c, x) ln
k
+
K
x
dx ≤ P
(
ln+
sup(K, b)
sup(c, a)
)
. (A41)
Proof. We use as usual that sup(c, x) = sup(c˜, x) with c˜ ≡ sup(c, a). Now using
ln+
K
x
≤ ln+ K
c˜
+ ln+
c˜
x
(A42)
we obtain ∫ b
a
1
sup(c, x) ln
k
+
K
x
dx ≤
∫ b
a
1
sup(c˜, x)
(
ln+
K
c˜
+ ln+
c˜
x
)k
dx . (A43)
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We split the remaining integral in two; in the first part we change variables to t = x/c˜ to obtain∫ c˜
a
1
sup(c˜, x)
(
ln+
K
c˜
+ ln+
c˜
x
)k
dx ≤
∫ 1
0
(
ln+
K
c˜
+ ln 1
t
)k
dt = P
(
ln+
K
c˜
)
. (A44)
In the second part, we have∫ b
c˜
1
sup(c˜, x)
(
ln+
K
c˜
+ ln+
c˜
x
)k
dx = lnk+
K
c˜
∫ b
c˜
1
x
dx = lnk+
K
c˜
ln+
b
c˜
≤ P
(
ln+
sup(K, b)
c˜
)
, (A45)
and the Lemma follows by combining both parts.
Definition 9 (Exponential integrals). Let us define the sequence of functions Ek(z) with z ∈ R and k ≥ 0 by
E0(z) = e−iz , (A46a)
Ek(z) = e
−iz
Γ2(k)
∫ 1
2 +i∞
1
2−i∞
Γ2(s)Γ(k − s)(iz)−s ds2pii , (A46b)
where the integration contour is a straight line parallel to the imaginary axis, and the integral is absolutely convergent
because of the exponential decay of the Γ functions in imaginary directions.
Lemma 19 (Exponential integral estimates). The functions Ek(z) defined by equation (A46) are bounded by
|Ek(z)| ≤ c
(
1 + ln+ |z|−1
)
(A47)
for some constant c (depending on k).
Proof. Closing the contour to the left we obtain the convergent sum (with the Polygamma function ψ)
Ek(z) = e
−iz
Γ2(k)
∞∑
m=0
Γ(k +m)
(m!)2 (2ψ(m+ 1)− ψ(m+ k)− ln(iz))(iz)
m . (A48)
The sum is also absolutely convergent and has a well-defined limit as k → 0 (in which only the m = 0 term makes
a contribution, leaving only the exponential). By manipulation of the summand and using the recursion relations for
ψ, one easily obtains the important recursion relation
∂z(z∂zEk+1(z)) = iEk(z) . (A49)
For |z| ≤ 1, from the sum we directly obtain the bound
|Ek(z)| ≤ c+ c′ ln |z|−1 (A50)
for some positive constants c and c′ depending on k. For |z| ≥ 1, we shift the integration contour over the first n poles
to the right to obtain
Ek(z) = e
−iz
Γ2(k)
[
(−1)k
n∑
m=1
Γ2(m)
Γ(m− k + 1)(−iz)
−m +
∫ n+ 12 +i∞
n+ 12−i∞
Γ2(s)Γ(k − s)(iz)−s ds2pii
]
. (A51)
For all m < k, the sum vanishes because of the poles of the Γ function in the numerator, such that the first non-
vanishing term is obtained for n = k. For |z| ≥ 1, we can thus estimate
|Ek(z)| ≤ |z|−k + |z|
−k− 12
Γ2(k)
∫ k+ 12 +i∞
k+ 12−i∞
∣∣Γ2(s)Γ(k − s)∣∣e±pi2=s ds2pii ≤ c′′|z|−k (A52)
for some constant c′′ depending on k, such that in total we obtain the bound (A47).
Lemma 20 (Slaloms). For a ≥ 0 and u, v ∈ R4, we have∫ 1
0
|v|
a+ |u+ tv| dt ≤ P
(
ln+
|v|
a
)
. (A53)
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Proof. If |u| ≥ |v|, we use the triangle inequality
|u+ tv| ≥ |u| − t|v| (A54)
and estimate ∫ 1
0
|v|
a+ |u+ tv| dt ≤
∫ 1
0
|v|
a+ |u| − t|v| dt = ln
(
1 + |v|
a+ |u| − |v|
)
≤ ln
(
1 + |v|
a
)
≤ P
(
ln+
|v|
a
)
,
(A55)
while for |u| ≤ |v| we split the integral and get (again with the triangle inequality)∫ 1
0
|v|
a+ |u+ tv| dt ≤
∫ |u|
|v|
0
|v|
a+ |u| − t|v| dt+
∫ 1
|u|
|v|
|v|
a+ t|v| − |u| dt
= ln
(
1 + |u|
a
)
+ ln
(
1 + |v| − |u|
a
)
≤ 2 ln
(
1 + |v|
a
)
≤ P
(
ln+
|v|
a
)
.
(A56)
Lemma 21 (Fractional derivatives). For rapidly decreasing f(p) (such that we can perform integration by parts without
boundary terms) with |∂wf(p)| ≤ M−|w||f(p)|, for k ∈ N0, 0 <  < 1 and an arbitrary direction α ∈ {1, 2, 3, 4}, we
have ∣∣∣∣∫ e−ixpf(p) d4p∣∣∣∣ ≤ (|xα|M)−k ∫ |f(p)|d4p (A57)
and ∣∣∣∣∫ e−ixpf(p) d4p∣∣∣∣ ≤ 41−  (|xα|M)−k+
∫ ( |pα|
M
)−1+(
1 + |p
α|
M
)
|f(p)|d4p . (A58)
Proof. We first introduce k − 1 additional derivatives by
e−ixp = 1(−i)k−1(xα)k−1 ∂
k−1
pα e−ixp , (A59)
and integrate these derivatives by parts such that∫
e−ixpf(p) d4p = i(xα)k−1
∫
e−ixp∂k−1pα f(p) d4p . (A60)
Taking the absolute value, the first inequality follows. To show the second one, let us define for ν > 1
p˜α ≡ sgn pα |pα| 1ν , p˜k ≡ pk (k ∈ {1, 2, 3, 4} \ {α}) , (A61)
such that ∫
e−ixp∂k−1pα f(p) d4p = ν
∫
e−ix
α sgn p˜α |p˜α|ν∂k−1pα f(p)|p˜α|ν−1 d4p˜
= ν
∫ (
∂p˜α
∫ p˜α
0
e−ix
α sgn τ |τ |ν dτ
)
∂k−1pα f(p)|p˜α|ν−1 d4p˜
= −ν
∫ ∫ p˜α
0
e−ix
α sgn τ |τ |ν dτ ∂p˜α
(
∂k−1pα f(p)|p˜α|ν−1
)
d4p˜
= −ν2
∫ ∫ p˜α
0
e−ix
α sgn τ |τ |ν dτ |p˜α|ν−1∂kpαf(p)|p˜α|ν−1 d4p˜
− ν(ν − 1)
∫ ∫ p˜α
0
e−ix
α sgn τ |τ |ν dτ(p˜α)−1∂k−1pα f(p)|p˜α|ν−1 d4p˜ .
(A62)
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We then calculate ∫ p˜α
0
e−ix
α sgn τ |τ |ν dτ = (xα)− 1ν
∫ (xα) 1ν p˜α
0
e−i sgn t |t|
ν
dt . (A63)
If
∣∣∣(xα) 1ν p˜α∣∣∣ ≤ 1, we can bound the right-hand side by |xα|− 1ν . If ∣∣∣(xα) 1ν p˜α∣∣∣ ≥ 1, we use the van Corput Lemma∣∣∣∣∣
∫ b
a
e−iφ(t) dt
∣∣∣∣∣ ≤ 3inf [a,b] φ′(t) (A64)
if φ′′(t) > 0 (or φ′′(t) < 0) on [a, b], and thus have in any case (since ν > 1)∣∣∣∣∣
∫ p˜α
0
e−ix
α sgn τ |τ |ν dτ
∣∣∣∣∣ ≤ |xα|− 1ν
(
1 + 3
ν
)
≤ 4|xα|− 1ν . (A65)
Thus it follows that ∣∣∣∣∫ e−ixpf(p) d4p∣∣∣∣ ≤ 4|xα|−(k−1)− 1ν ν2 ∫ |p˜α|ν−1M−k|f(p)||p˜α|ν−1 d4p˜
+ 4|xα|−(k−1)− 1ν ν2
∫ ∣∣(p˜α)−1∣∣M−(k−1)|f(p)||p˜α|ν−1 d4p˜
≤ 4ν(|xα|M)−(k−1)− 1ν
∫ ( |pα|
M
)− 1ν(
1 + |p
α|
M
)
|f(p)|d4p .
(A66)
which gives the Lemma with  = 1− 1/ν.
Lemma 22 (Smearings). With the Schwartz norms defined in equation (5), we have for any multiindex w∫ [
1− ln inf(1, ‖x‖)
]
|∂wx f(x)|d4x ≤ 212‖f‖|w| . (A67)
Proof. We first estimate
1− ln inf(1, ‖x‖) ≤ 24
4∏
α=1
[
1− ln inf(1, |xα|)
]
. (A68)
Defining g(x) ≡ ∂wf(x), the above inequality then follows from∫ 4∏
α=1
[
1− ln inf(1, |xα|)
]
|g(x)|d4x ≤ 28 sup
x∈R4
∣∣(1 + x2)4g(x)∣∣ . (A69)
We thus set h(x) ≡∏3α=1 [1− ln inf(1, |xα|)]|g(x)|, and estimate
∫ 4∏
α=1
[
1− ln inf(1, |xα|)
]
|g(x)|d4x =
∫
|x4|≤1
[
1− ln ∣∣x4∣∣]h(x) d4x+ ∫
|x4|>1
h(x) d4x
≤
∫ [
sup
x4∈R
h(x)
∫
|x4|≤1
[
1− ln ∣∣x4∣∣] dx4 + ∫ h(x) dx4] d3x
≤
∫ [
4 sup
x4∈R
h(x) + sup
x4∈R
[(
1 + (x4)2
)
h(x)
] ∫ 1
1 + (x4)2 dx
4
]
d3x
≤ 4
∫
sup
x4∈R
[(
1 + (x4)2
)
h(x)
]
d3x .
(A70)
Performing the same estimates for the integrals over x1 to x3, the Lemma follows.
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