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ABSTRACT
Characterizing Surface Water from Space with Microwave Remote Sensing:
Advancing Conventional and Emerging Approaches
by
Katherine Jensen
Advisor: Kyle C. McDonald
The extent and dynamics of land surface inundation vary tremendously across the globe.
Accurate spatial representation of terrestrial surface water is of critical importance for management
and conservation of biodiversity and other ecosystem services associated with freshwater.
Furthermore, surface water maps representing dynamic characteristics of inundated areas are also
valuable for the development of wetland inventories and to assess the role of wetlands as major
natural sources of methane to the atmosphere. Despite the importance of these environments in
global processes and to current and future climate, the extent and dynamics of global wetlands
remain poorly characterized and modeled.
The objective of this research is to extend the capabilities of satellite microwave remote
sensing techniques to map hydrodynamic ecosystems and investigate related Earth-science
questions. This thesis examines inundation detection using three independent approaches: (1) a
combination of coarse-resolution active and passive sensors, (2) synthetic aperture radar (SAR),
and (3) bistatic Global Navigation Satellite System reflectometry (GNSS-R). Advancements in
each method are presented along with discussion on the associated trade-offs in temporal and
spatial scales and sensor sensitivities.
A series of coarse-resolution radiometer and scatterometer records have been re-assembled
to construct the Surface Water Microwave Product Series version 3 (SWAMPSv3), a consistent
long-term, global record suitable for large-scale hydrological assessments in addition to
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retrospective local investigations. This relied on improved filtering and grid posting of swath-level
microwave observations, updated ancillary data sets, and refined end-member calibration over arid
and semi-arid regions. Large scale trends across the 25-year record are presented, along with a
focused case-study on surface inundation patterns and historical malaria occurrence in East Africa.
Regional-scale assessments were performed with SAR imagery across a variety of
hydrodynamic regions that are conventionally very challenging to map due to a lack of historical
inventories and vegetation cover. Field measurements supported an investigation of multitemporal L-band SAR and classification of inundation patterns across a dense and remote wetlands
complex in the Peruvian Amazon. A novel approach using harmonic analysis of dual frequency
(C-band and L-band) backscatter time series is introduced and tested over a variety of tropical
wetlands sites across South America, Africa, and Southeast Asia.
GNSS-R is a bistatic radar concept that takes advantage of GNSS transmitting satellites to
yield observations with global coverage and rapid revisit time. Compared to coarse-resolution
sensors and SAR, this technology offers a new and complementary approach to monitoring surface
hydrology. Exploratory analyses test the capability of spaceborne GNSS reflections to characterize
surface inundation and optimal data preparation methods. Experimental sensitivity assessments
were performed to characterize the relationships of GNSS-R signals to variable surface water
coverage and vegetation cover. Preliminary efforts at large-scale surface water delineation based
on GNSS-R are presented.
This dissertation research seeks to advance current capabilities of these conventional and
emerging approaches, with the overarching goal of a collective improvement in characterization
of hydrodynamics across the globe.
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Chapter 1. Introduction
1.1. Motivation for Inundation and Wetlands Mapping
Freshwater on the land surface represents less than 3% of the planet’s total water storage
(much of it snow and ice), yet it is vital for life on Earth (Naiman & Dudgeon, 2011). This
comparatively small component of the hydrologic cycle is highly dynamic due to both
climatological variations and human influences. Estuary and lake boundaries advance and retreat,
riverbeds migrate, new reservoirs develop and others empty, all while seasonal flooding and
irrigation cycles produce temporary bodies of water. When and where you find water on the
planet’s surface is critically important. The presence and absence of surface water influences the
climate system (Subin et al., 2012), as well as CO2 evasion and methane emissions in wetlands
(Holgerson & Raymond, 2016). Access to water influences movement, viable range and
migrations for vast amounts of species (Gardner et al., 2015), and it is crucial for sustainable
development (Vörösmarty et al., 2010) and can threaten the security of people, institutions, and
economies (World Economic Forum, 2016). The ability to accurately monitor changes in
inundation extent would improve both water resource and disaster risk management as well as help
assess potential climatological and anthropogenic tipping points at regional to global scales
(Alsdorf et al., 2003).

Wetlands are permanently, or intermittently, inundated areas that support vegetation
adapted to saturated conditions. Freshwater ecosystems like these are heavily dependent on other
parts of the water cycle from physical, biogeochemical, ecological, and economic perspectives.
These “connectivities” render wetlands extremely sensitive to a broad range of impacts including
changes in rainfall, evapotranspiration, and land use (Pringle 2003). The water stored in wetlands
is an important component of terrestrial water storage as it affects not only local hydrology and
1

biodiversity, but also surrounding floodplains, and plays a significant role in the emission of global
atmospheric CH4 (Ciais et al., 2013). Methane is naturally produced by bacteria in wetlands when
organic material decomposes under water-logged, anaerobic conditions. It is estimated that tropical
wetlands contribute roughly ~75% of global wetland CH4 emissions, with the largest landatmosphere fluxes being over South America, equatorial Africa and south-east Asia (Kirschke et
al., 2013). These regions also suffer from the greatest uncertainties in CH4 emissions. In the
tropics, inundation by surface water is a particularly important mechanism for CH4 emission,
which is driven by seasonal hydrological variability rather than temperature (Sjögersten et al.,
2014). The uncertainty in wetland CH4 emissions largely stems from a lack of reliable estimates
of wetland extent and temporal variability (Melton et al., 2013). Despite the importance of these
ecosystems in the global cycling of carbon and water and to current and future climate, wetlands
extent and dynamics remain poorly characterized and modeled largely due to the difficulty
associated with characterizing the spatio-temporal complexity of these environments across vast,
remote regions.
1.2. Current State of Inundation Monitoring with Remote Sensing
Despite past efforts, available global inventories of the abundance and distribution of
surface waters remain limited (Aires et al., 2013; Lamarche et al., 2017). Traditionally,
cartographic methods with the support of Earth observation data have been used to delineate
static water body maps. In a comparison among existing global wetland maps, the Global Lakes
and Wetlands Database (GLWD; Lehner & Döll, 2004) was found to represent the most extensive
surface water extent (Nakaegawa, 2012). GLWD is a database of water bodies compiled primarily
from historical maps (dating prior to 2000) rather than from measurements based on satellite
imagery. In contrast, static land cover products and water masks derived from global remote
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sensing imagery capture a more contemporary representation, but they only represent snapshots in
time – that is, they do not generally include the temporal component necessary to accurately
characterize the varying boundaries of surface water extents.
Satellite remote sensing is the primary tool to provide dynamic characterization of
terrestrial surface water on a systematic basis for any location on Earth. Several methods and
datasets have been developed in the last three decades to map inundation at regional to global
scale from optical and microwave satellite observations at a variety of spatial and temporal
resolutions (Table 1.1).
Table 1.1: Summary of publicly available global surface water and water body products derived
from satellite remote sensing.
Product Name

SAR

Coarse Microwave

Optical

Global Raster Water
Mask (MOD44W)
Copernicus Global
Land Service
Collection 2

Satellite
Input

Legend

Spatial
Res

Temporal
Resolution

Date
Range

Reference

MODIS

3 classes: water,
non-water, no data

250 m

static

2000-2001

Carroll et
al.,2009

PROBA-V

3 classes: water,
non-water, no data

300 m

10 day

2014-present

Reusen et
al., 2017

30 m

static

2000-2010

Feng et al.,
2016

90 m

static

1990-2010

Yamazaki et
al., 2015

30 m

16 day to
>1 yr

1984-2015

Pekel et al.,
2016

30 m

16 day to
>1 yr

1985-2015

0.25 degree

daily

2002-2017

Area water
fraction (0-100%)

0.25 degree

daily

1993-2007

Prigent et al.
2007

Area water
fraction (0-100%)

25 km

daily

1992-present

Schroeder et
al., 2015

90 m

static

2000

150 m to
1 km

static

2005-2012

Global Inland Water
(GIW)

Landsat

Global 3 ArcSecond Water Body
Map (G3WBM)

Landsat

JRC Global Surface
Water Explorer

Landsat

Deltares Aqua
Monitor
Daily Global Land
Surface Parameters
Global Inundation
Extent from MultiSatellites (GIEMS)
Surface Water
Microwave Product
Series (SWAMPS)
SRTM Water Body
Dataset (SWBD)
SAR-based Water
Body Indicator
(SAR-WBI)

Landsat
AMSR-E,
AMSR2
SSM/I,
ERS,
AVHRR
SSM/I,
ERS,
QuikSCAT,
ASCAT
SRTM
Envisat
ASAR

4 classes: no data,
land, water,
snow/ice
6 classes: land, no
data, snow, salt
marsh, temporary
water, permanent
water, ocean
Water occurrence
(%) and
seasonality
Change in surface
water area (%)
Area water
fraction (0-100%)

3 classes: water,
non-water, no data
3 classes:
permanent water,
land, no data

Donchyts et
al., 2016
Du et al.,
2017

Farr et al.,
2007
Santoro &
Wegmüller,
2014
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1.2.1. Optical
Surface water extent can be mapped at moderate (~1 km) and high (< 100 m) spatial
resolutions using optical sensors through classification of multiple bands in the visible to infrared
spectrum. The variety of bands in this range allows for detection of not only open water extent,
but also additional biophysical qualities such as chlorophyll content. However, optical sensors are
severely limited under cloud cover and unable to detect sub-canopy inundation (Hess et al., 1990).
The first global water bodies dataset based on optical remote sensing data was the Global Raster
Water Mask at 250m resolution (MOD44W) that is based on MODIS optical data observed in
2000-2001 (Carroll et al., 2009). Although water bodies smaller than 2–3 pixels may have been
missed and observations are dated, this remains widely utilized in the Earth modelling
community (Lamarche et al., 2017). More recently, PROBA-V acquisitions from January 2014
to present at a spatial resolution of 300 m are used to generate the Copernicus Global Land
Service Collection 2 (Copernicus WB) dataset, consisting of near-global water body maps every
10 days (Reusen et al., 2017).
High-resolution (30m) Landsat time series have been intensively exploited in the last
few years to detect water surfaces and monitor water dynamics. The 30 m Landsat Global Land
Survey (GLS) data acquired for 2000-2010 were used to generate an inland surface water
classification referred to as the Global Inland Water (GIW) product (Feng et al., 2016). Using
multi-temporal GLS images from 1990–2010, Yamazaki et al. (2015) produced a 90m map of
permanent and seasonal water bodies referred to as the Global 3 Arc-Second Water Body Map
(G3WBM). Even more recently, Donchyts et al. (2016) presented the Deltares Aqua Monitor,
and Pekel et al. (2016) produced a Landsat-based 30-year global surface water dynamics
classification with a spatial resolution of 30 m.
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Much of the validation of these datasets rely on the comparison of water body area
between existing products. Since each of these products rely on limited cloud -less Landsat
imagery, it is unknown if the full extent of surface water is captured, especially considering that
wetter conditions tend to correspond with cloudier skies. Seasonal water surfaces can show high
variability, moving between wet and dry years, even shifting geographically. Capturing such
variability, especially for short-duration events, is challenging with optical sensors alone because
cloud-free satellite observation must be concurrent with the water occurrence.
1.2.2. Coarse-Resolution Microwave
Microwave sensors are well suited for monitoring inundation, particularly in wetlands,
because they are not significantly affected by clouds or changing solar illumination. Nonetheless,
caveats exist with respect to the type of microwave data used. Low spatial resolution (e.g., 20-40
km) radiometers and scatterometers have the advantage of frequent, often daily, coverage but limit
detection to large wetlands or to regions where the cumulative area of small wetlands is a
significant portion of the instrument field of view.
Due to the different thermal inertia and emission properties of land and water, the observed
microwave radiation in general accounts for a lower brightness temperature values for water
(Tb,water) and higher for land (Tb,land > Tb,water). Due to the radiometer’s large footprint size, the
observed brightness temperature is likely composed of both water and land values, in proportion
to the relative area of water (w) and land (1 – w) in the pixel. Mixing models that distinguish the
contribution from different end members (water, vegetation, bare soil, etc.) found in a given pixel
can be used to estimate the fraction of inundated area observed in a footprint (Sippe et al., 1998;
Mialon et al., 2005). The correction of the passive microwave land surface emissivity signal
contribution from vegetation can be performed using regionally developed empirical relationships
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in coincident active microwave backscatter observations from spaceborne scatterometers (Prigent
et al. 2007).
An example of a dataset implementing this is the Surface Water Microwave Product Series
(SWAMPS) version 2 that was developed by Schroeder et al. (2015). It is derived from a
combination of passive microwave data from the Special Sensor Microwave Imager (SSM/I) and
active microwave radar backscatter from the European Remote Sensing (ERS) mission [19922000], NASA's Quik Scatterometer (QuikSCAT) [2000-2008], and the Advanced Scatterometer
(ASCAT) [2009-2012]. The SWAMPS dataset is computed using an unmixing algorithm that uses
a priori knowledge of land cover (obtained from MODIS) and endmembers representing inundated
and non-inundated land surfaces to derive an estimate of inundation area fraction (0-100%) at 25
km grid cell scale. Due to its coarse resolution and derivation from higher microwave frequencies,
this product suffers from underestimation of inundation in densely vegetated areas. Some other
weaknesses of SWAMPS version 2 include anomalous retrievals over semi-arid and barren regions
as well as inclusion of coastal contributions of ocean water (Pham-Duc et al., 2017).
1.2.3. Imaging Radar
Synthetic Aperture Radar (SAR) imagery is produced by an active system that sends a
microwave signal from a sensor platform to the ground and detects the backscattered waves the
ground reflects directly back to a receiver on the same platform. SAR has shown good capabilities
to measure and delineate surface water extent at high spatial resolutions regionally (e.g. JERS-1
~93m, PALSAR and PALSAR-2 ~10-100m, Sentinel-1 ~10m), but suffer from lower temporal
coverage (~6-12 days at best today, but freely distributed SAR observations at global scales were
drastically more infrequent prior to 2014). Numerous successful applications of surface water and
wetlands classification have been carried out over many regions: the Amazon (e.g. Hess et al.,
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2003; Martinez & Le Toan, 2007; Chapman et al., 2015), African flooded grasslands (e.g. Grandi
et al., 2000; Schlaffer et al. 2016), Pantanal (e.g. Costa & Thelmer, 2007), northern peatlands
(Whitcomb et al. 2009) and more. SAR is particularly appropriate over tropical regions because
of its ability to penetrate cloud cover and detect submerged vegetation and sub-canopy inundation
(Rosenqvist et al. 2007).
L-band is the most common SAR frequency of choice used for remote sensing of wetland
extent and dynamics over large regions because it provides superior canopy penetration and water
surface discrimination relative to higher frequency microwave sensors (Kandus et al., 2018).
However, preliminary results based on data collections from the NASA’s aircraft-mounted
UAVSAR imaging radar over the Napo River in Ecuador and findings from Amazon-scale
inundation dynamics mapped using PALSAR show notable limitations of L-band SAR-based
inundation extent maps, particularly with systemic underestimation of inundated areas in dense
forest (Chapman et al., 2014a; Chapman et al., 2014b). Yuan et al. (2015) found that increases in
double-bounce backscatter with rising water level in flooded vegetation was significantly lower in
areas characterized by high amount of woody biomass. Although low frequency SAR offers the
current best sensitivity to inundation dynamics in wetlands, there remains a need for focused
efforts to assess uncertainly in and improve the quality of inundation extent mappings provided by
microwave remote sensing.
1.2.4. GNSS-Reflectometry
Global Navigation Satellite System reflectometry (GNSS-R) is a bistatic radar concept that
takes advantage of L-band signals transmitted by navigation constellations such as the Global
Positioning System (GPS). The GPS signals reflect from Earth’s surface with opportunity for
global-scale bistatic radar coverage by appropriately positioned Earth-orbiting receivers. GNSS-R
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offers an innovative and complementary approach to monitoring inundation with Earth-orbiting
radar.
Although GNSS-R was first developed for measuring sea surface parameters (Martin-Neira
1993; Garrison et al., 1998), more recent studies have focused on the monitoring of terrestrial
surface characteristics including soil moisture (Zavorotny & Voronovich, 2000), vegetation
phenology (Rodriguez Alvarez et al., 2011; Egido et al., 2012), mapping of flooded areas
(Beckheinrich et al., 2012; Chew et al., 2018), and the detection of snow and ice (Larson et al.,
2009; Cardellach et al., 2012). Experimental campaigns from fixed (Rodriguez Alvarez et al.,
2009; Roussel et al., 2015), airborne (Egido et al., 2014; Camps et al., 2016; Motte et al., 2016),
and Low-Earth Orbit platforms (Chew et al., 2016) have confirmed the sensitivity of GNSS
receivers to soil and biomass characteristics. Parallel to these experimental developments, progress
has been made with theoretical bistatic models that have improved understanding of the forwardscattering effects taking place in GNSS-R (Zavorotny et al., 2010; Guerriero et al., 2013; Wu &
Jin, 2014). This technology is gaining momentum as demonstrated by the launch of the UK
TechDemoSat-1 (TDS-1) in July 2014 and launch of the NASA Cyclone GNSS (CYGNSS)
mission in December 2016, both of which carry GNSS-R receivers.
GNSS-R scattering and associated surface characteristics are determined from delayDoppler maps (DDM) of the bistatically-scattered signal. A DDM is produced by cross-correlating
the recorded signal from a downward-looking antenna with a replica of the pseudorandom noise
of the GNSS satellite over a range of time lags and carrier frequency offsets (Zavorotny et al.,
2014). Various aspects of the DDM can be used for analysis (e.g. peak power, leading or trailing
slope of the waveform, volume). Studies from a 2005 aircraft field campaign and the more recent
TDS-1 satellite observations over known wetland areas have demonstrated the capability of
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GNSS-R DDM peak power measurements to detect standing water beneath low vegetation
(Nghiem et al., 2016). The forward scatter from GNSS reflected signals strengthens in the presence
of standing surface water in spite of vegetation attenuation. However, there have yet to be studies
that quantify the amount of vegetation that GNSS-R can penetrate or examine the relative
sensitivities of GNSS-R in comparison to L-band SAR backscatter when observing surface
inundation.
GNSS-R technology offers the exciting opportunity to capture dynamic inundation changes
in wetlands with greater temporal resolution and sensitivity under the canopy than presently
possible. Demonstrating the utility of GNSS-R to characterize different states of inundation at
moderate spatial resolution (~1 km) and at sub-weekly temporal scales would be a major
breakthrough in terrestrial remote sensing because it would capture land surface heterogeneity and
dynamics critical to reducing uncertainties in carbon, water and energy cycle processes.

1.3. Objective and Contributions
Existing estimates of global inundation dynamics observe widespread disagreements, with
an upper benchmark derived from dated information by static historic maps and a lack of baseline
information from consistent, coherent, and current observations. This dissertation research aims to
address this gap and enhance existing inundation monitoring methods with the new capabilities
offered by contemporary microwave remote sensing data sets. Today, we have an unprecedented
amount of terrestrial, microwave observations available, including collections from new Earthorbiting imaging radars from the Japanese Space Agency’s (JAXA) PALSAR2 and the European
Space Agency’s (ESA) Sentinel-1 missions, along with GNSS reflections from the NASA Cyclone
GNSS (CYGNSS) mission. This dissertation research explores and augments the state-of-the-art
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of each of these three techniques provided at a variety of spatial and temporal scales for advancing
the study of terrestrial ecosystem processes from regional to global scale.
This dissertation begins with an overview of microwave remote sensing in Chapter 2.
Here, principles of passive and active sensing as well as the variety of sensor and surface
parameters that influence a medium’s emissivity and scattering properties are discussed. The goal
of this chapter is to lay a foundation of the physical understanding and tools that are integral to
interpreting microwave interactions with the Earth’s surface. Specific attention is paid to how
surface water, in a variety of conditions, is distinguishable from other media in the microwave
region. Furthermore, characteristics of the individual sensors utilized in this work are also
discussed.
Chapter 3 reviews the variety of study areas examined in this thesis. The geography and
hydrodynamic nature unique to each system is discussed. This work primarily focuses on (1) inland
wetlands (e.g. riverine floodplains, inland deltas), but also gives attention to (2) coastal wetlands
(e.g. intertidal systems), and (3) human-made wetlands (e.g. storage reservoirs, farm ponds,
irrigated fields). The focus of the research is not necessarily to distinguish each functional type of
wetlands community with microwave remote sensing, but rather to examine the ability to detect
surface water in these variable conditions. A large focus is placed on the Pacaya Samiria region of
the Peruvian Amazon, where ground data was collected in a field campaign. Both vegetation
metrics and evidence of past inundation were collected to assist in inundation algorithm
development and validation of a large-scale biomass map. Details on the ground data collection
are discussed here.
The following three chapters focus on each of the three individual microwave remote
sensing techniques assessed in this study: coarse-resolution active-passive, SAR, and GNSS-R.
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Chapter 4 focuses on global scale, coarse-resolution inundation mapping with scatterometer and
radiometer data. Building upon previous work on the Surface Water Microwave Product Series
(SWAMPS), a new iteration of the dataset was developed and is discussed here. Global scale trends
in surface water dynamics are evaluated. In addition to large-scale climatological assessments, this
research aims to examine the utility of coarse-resolution observations like SWAMPS at smaller
regional scales. A case study relating surface water area time series and malaria occurrence in East
Africa is presented.
Chapter 5 takes a regional focus in a handful of hydrodynamic systems across the tropics
using SAR imagery. A focused effort over the Pacaya Samiria wetlands complex in the Peruvian
Amazon is presented using a decision tree approach and solely L-band SAR. This analysis is
supplemented with field observations and first-hand knowledge of the area. A second, broaderscale investigation builds upon this initial study and expands its scope to a number of tropical
wetlands across South America, Africa, and Southeast Asia utilizing both L-band and C-band
observations at dual polarizations. Areas of dynamic inundation are investigated using a harmonic
model approach and characterized by the timing and amplitude of changes in backscatter. This
study demonstrates a proof-of-concept of a unified approach to classifying inundation with SAR
across different locales.
The focus of Chapter 6 is on the use GNSS reflectometry in terrestrial hydrological
applications, a relatively new application in this field. It begins with an initial assessment of the
utility of early GNSS-R data from TDS-1 in detection of surface water. Next, derivation of various
observables from delay-Doppler maps is presented, along with an assessment of varying gridding
schemes. A simple modelling assessment of surface water sensitivity is presented, comparing
model results from two extreme conditions: completely non-vegetated conditions versus an area
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of highly dense biomass. This work is complemented with a more robust, experimental sensitivity
analysis based on L-band derived inundation classification time series over the Pacaya Samiria
region that was presented in Chapter 5. Lastly, a large-scale approach to deriving a pan-tropical
surface water index is discussed.
Chapter 7 ties the three presented microwave remote sensing techniques together in a
discussion of harmonization of these products and a summary of conclusions and contributions
accomplished by this dissertation research. This chapter concludes with a review of the caveats
and recommendations for future efforts.

The following lists the contributions described in this thesis:
1. Release of the updated daily SWAMPS v3.2 dataset, available online at the Alaska Satellite
Facility (ASF) as both (1) a stable product released monthly, and (2) in near-real time,
updated within 3 days of observation (doi:10.5067/SWAMPS3.2)
2. Summary of coarse-resolution, global 25-year trends in surface water dynamics
3. A regional assessment of historical malaria occurrence in relation to hydrological
conditions in Eritrea, East Africa
4. Validated characterization of seasonal inundation in a diverse wetlands complex (Pacaya
Samiria, Peru) with L-band SAR and ground measurements
5. Development of a scalable, multi-temporal dual frequency (C-band and L-band) SAR
harmonic analysis approach agnostic to study location
6. Theoretical and experimental sensitivity analyses of DDM measurements to fractional
footprint coverage by surface water
7. Preliminary pan-tropical-scale assessment of surface water area fraction derived from
GNSS-R
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Chapter 2. Microwave Remote Sensing Overview
Microwave remote sensing uses electromagnetic (EM) radiation at wavelengths between 1
cm – 1 m (commonly referred to as microwaves) as a measurement tool and offer a unique view
of Earth’s surface. Due to the longer wavelength compared to visible and infrared radiation,
microwaves exhibit the ability to penetrate clouds, fog, and – to a certain extent – soils and
vegetation canopies. This critical property allows this technique to offer unique information in
weather conditions and environments that otherwise could not be measured. Furthermore,
information available from microwaves are fundamentally different from that available in the
visible and infrared regions of the EM spectrum. This chapter serves as an overview to the
principles of microwave remote sensing relevant to detecting terrestrial surface water. Section 2.1
introduces the general differences in passive and active microwave systems. Microwave emission
and scattering from a natural medium are both governed by sensor parameters and surface
properties, each discussed in Sections 2.2 and 2.3 respectively. Theoretical modelling methods
used in this thesis for interpretation of microwave signals are reviewed in Section 2.4. Lastly,
Section 2.5 provides a summary of the various sensors used in this dissertation research and a
discussion on how they are used in mapping of surface water.

2.1. Passive vs. Active Systems
Microwave remote sensing systems are classified into two broad groups: passive and
active. Passive systems, such as radiometers, observe the naturally emitted microwave radiation
within its field of view. This emitted energy is related to the temperature and dielectric properties
of the emitting object or surface. Radiometers typically measure brightness temperature (TB),
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which is related to the physical temperature (T) of a medium and its emissivity (ελ), as shown in
Equation 2.1:
𝑇𝐵 = 𝜀λ 𝑇

(2.1)

Blackbody radiation represents the upper limit to the amount of radiation the real substance
may emit at a given temperature. At any given wavelength λ, a material’s emissivity (ελ) is defined
as the ratio of the actual emitted radiance to that from an ideal blackbody. Over land, physical
temperature often can be relatively uniform across large areas. Variations in 𝑇𝐵 can be used to
infer differences in emissivity and used to characterize natural surfaces.
Active systems, on the other hand, provide their own source of microwave radiation to
illuminate the target. The most common form of imaging active microwave sensors is radar. The
sensor transmits a microwave signal and records the part that is backscattered by the target towards
the sensor itself. The strength of the backscattered signal is measured to distinguish between
different targets, and the time delay between the transmitted and reflected signals determines the
distance (range) to the target. Non-imaging active microwave sensors include altimeters and
scatterometers. These are generally profiling devices which take measurements in one linear
dimension, as opposed to the two-dimensional representation of imaging sensors.
In active systems, we control how much energy is transmitted upon the target area and can
quantify the proportion of energy that returns to the sensor. The power density of the transmitted
signal Pdt on the surface of the target at a distance (range) R can be summarized as:
𝑃𝑑𝑡 =

𝑃𝑡 𝐺
4𝜋𝑅 2

(2.2)

where Pt is transmitted power, G is antenna gain.
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Assuming the target receives the incident power with an area σ, known as the radar
scattering cross-section (RCS), the power density of the echoed signal Pde can be described as:
𝜎
𝑃𝑡 𝐺
𝜎
(
)
𝑃𝑑𝑒 = 𝑃𝑑𝑡 (
)
=
(
)
4𝜋𝑅 2
4𝜋𝑅 2 4𝜋𝑅 2

(2.3)

The scattered energy from the target that arrives back at the radar antenna with an effective aperture
Ae, from the same distance R, is expressed by the fundament radar equation:
𝐺𝜆2
𝑃𝑡 𝐺 2 𝜆2 𝜎
𝑃𝑟 = 𝑃𝑑𝑒 𝐴𝑒 = 𝑃𝑑𝑒 (
)=
4𝜋
(4𝜋)3 𝑅 4

(2.4)

where Pr is received power and λ is wavelength. The RCS (σ), is typically normalized to the
geometrical area A on the ground surface, and defined as:
𝜎0 =

𝜎
𝐴

(2.5)

This normalized backscatter coefficient (σ0) is the most common measurement used in the context
of radar remote sensing. It is a unitless (m2 / m2) quantity of the scattering cross-section per unit
area of surface.
Different land surface types can be distinguished by the intensity of a received microwave
signal. Although measurements of TB from passive sensors and σ0 from active sensors are
fundamentally different kinds of microwave observations, they are both influenced by their sensor
parameters and characteristics of the land surface. Variations in these properties may have an
impact on and affect the response to other parameters, which together will affect a given signal.
Accurate interpretation of microwave signals relies on understanding of these properties and their
interrelated effects in the microwave region.
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2.2. Sensor Parameters
Microwave systems are often described by their operating frequency rather than
wavelength, which are inversely related. Commonly used frequency “bands” used in microwave
remote sensing are listed in Table 2.1. An EM wave’s frequency strongly influences the surface
interactions observed. Objects significantly smaller than the microwave wavelength essentially are
transparent to the microwave signal but can contribute signal attenuation. The smaller the object,
the less influence on the signal. Consequently, longer wavelength (lower frequency) signals, e.g.
L or P-band, may be able to penetrate through forest canopies and interact with larger structures
such as tree trunks and larger branches of trees. Meanwhile, systems operating at shorter
wavelengths (higher frequencies), e.g. C, X, or K band, tend to be more sensitive to sparse and
low biomass vegetation.

Table 2.1: Common microwave band designations.

Band
P
L
S
C
X
Ku
K
Ka

Frequency Range (GHz)
0.225 – 1
1–2
2–4
4–8
8 – 12.5
12.5 – 18
18 – 26.5
26.5 – 40

Wavelength Range (cm)
100 – 30
30 – 15
15 – 7.5
7.50 – 3.75
3.75 – 2.40
2.40 – 1.67
1.67 – 1.13
1.13 – 0.75

Microwave signal polarization is another important sensor parameter to consider in targetsensor interactions. Polarization refers to the orientation of the electric field vector of an EM wave
as it is emitted, reflected, or transmitted. A linear polarized wave radiates completely in one plane
containing the direction of propagation (horizontal or vertical), whereas a circular polarized wave
radiates energy in both the horizontal and vertical planes and all planes in between in a circular
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fashion, as illustrated in Figure 2.1. While most radiometers, scatterometers, and radars transmit
and/or receive either horizontally (H) or vertically (V) polarized energy, satellite communication
systems such as GNSS commonly operate with circularly polarized signals. In active systems, the
polarization of the reflected or scattered signal is often denoted by two letters, the first indicating
the transmitted polarization and the second corresponding to the received polarization. HH and
VV are commonly referred to as “co-polarized” (or co-pol), while HV and VH are “crosspolarized”. Most backscattered energy has the same polarization as the transmitted pulse, however
some depolarization effects can expected from vegetation.

Figure 2.1: Illustration of linearly and circularly polarized waves: vertical (blue), horizontal
(green), and right-hand / clockwise circular (red) (from Walworth & Slafer, 2010).

Polarization can affect the way in which microwaves respond to different shapes and
orientations of scattering elements on the ground or plant canopy. For example, vertically polarized
signals may interact more strongly with vertical stalks of grain fields than horizontally polarized
waves. Such interaction leads to differences both in the power reflected and scattered in those
different polarizations and in the degree of canopy penetration.
The incidence angle (θi) refers to the angle between an incident EM wave and the direction
perpendicular to the ground surface (see Figure 2.2). The interaction between microwaves and the
surface is impacted by this angle. In general, reflectivity from distributed scatterers decreases with
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increasing incidence angle. Furthermore, θi influences the path length a wave must travel within a
canopy which can impact the signal. It is important to take this factor into account when
interpreting both forward- and backscattered signals.

Figure 2.2: EM wave incident upon a surface boundary (adapted from Elachi & Van Zyl, 2006,
Fig. 6-1b).

2.3. Surface Properties
Aside from the sensor-related properties described above, microwave interactions are
governed by the electrical (dielectric) and geometric (roughness) properties of the surface.
Temperature can also affect the surface scattering and emission character through its influence on
the dielectric properties. Furthermore, the radiation measured by a radiometer is directly
proportional to a target’s temperature.
2.3.1. The Dielectric Constant
A medium’s response to the presence of an electric field is defined by its dielectric
constant1 (ε), a complex quantity commonly expressed as Equation 2.6:
𝜀 = 𝜀 ′ - 𝑗𝜀′′

(2.6)

The terms “dielectric constant” and “dielectric permittivity” are sometimes used interchangeably in the
literature. This dissertation text follows the terminology defined in Ulaby et al. (2014).
1
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The real part (ε') is referred to as the relative permittivity of the material and is related to its
propagation characteristics. Larger values of ε' correspond with greater reflectivity of a material.
The imaginary portion (ε'') is commonly referred to as a material’s dielectric loss factor and is
related to its energy loss. The dielectric constant is often normalized to the permittivity of free
space (ε0) and referred to as the relative dielectric constant (εr):
𝜀𝑟 =

𝜀′
𝜀0

𝜀 ′′

(2.7)

- 𝑗 𝜀 = 𝜀𝑟′ - 𝑗𝜀𝑟′′
0

where ε0 = 8.854 e-12 F / m, yielding εr as a dimensionless quantity. Dielectric loss is negligible if
the conductivity of a material is low (< ~10 mS / m), as it is for many geologic materials. In many
natural surfaces (excluding water and ice), the real dielectric permittivity is the dominant
component of the dielectric constant, and this value can vary across natural surfaces across the
planet (e.g. Table 2.2). A material’s dielectric constant depends on several physical parameters
such as the frequency of incident radiation, particle size/shape/bulk density, salinity, and
temperature; however, it is largely influenced by the material’s moisture content.
Table 2.2: Bulk relative dielectric permittivities of geologic materials measured at 1 GHz,
summarized by Bitella et al. (2014).
Material

Relative dielectric
permittivity (𝜺′𝒓 )

Material

Relative dielectric
permittivity (𝜺′𝒓 )

Air
Dry sand
Dry silt
Ice
Asphalt
Volcanic ash
Limestone
Granite
Permafrost
Coal

1
3–5
3 – 30
3–4
3–5
4–7
4–8
4–6
4–5
4–5

Shale
Clay
Concrete
Saturated silt
Dry sandy coastal land
Average organic-rich surface soil
Marsh or forested land
Organic-rich agricultural land
Saturated sand
Freshwater

5 – 15
5 – 40
6
10 – 40
10
12
12
15
20 – 30
80
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The dielectric properties of molecular layers of water bound to solid surfaces or to
macromolecules are substantially different than those of free water. Free water molecules are able
to be excited to their rotational energy states, whereas bound water molecules are not free to rotate
and exhibit a substantially lower dielectric constant. This leads to the dramatic difference in
dielectric character between liquid water and solid ice, as depicted in Figure 2.3. When liquid
water is present, its high dielectric constant dominates the microwave dielectric response of natural
surface (Kraszewski, 1996).
Aside from pure water and ice, all other natural materials on Earth’s surface are considered
heterogeneous media, from mixtures of ice crystals and air pockets to mineral particles, liquid
water inclusions, and biomass materials. The remainder of this section discusses the dielectric
behavior of natural heterogeneous surfaces critical to this dissertation research, including: rocks,
soils, and vegetation. Frozen conditions are beyond the scope of this thesis.

Figure 2.3: Dielectric constant of liquid water and ice at a temperature of 0 ˚C as a function of
frequency (from Stacheder 2005).

In rocks and sediments, dielectric properties are primarily a function of minerology,
porosity, water saturation, and bulk density. In an extreme case, salt flats have extremely high
reflectivities as a consequence of the high salt content. The opposite extreme is observed with
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highly arid sand in deserts where the dielectric constant is so low that microwaves can penetrate
many tens or hundreds of wavelengths through the sand. In the absence of water, the dielectric
properties of rock surfaces are generally independent of temperature and frequency (Ulaby et al.,
2014).
Microwaves interact with soils quite differently than with bare rock surfaces because soil
is composed of loose grains of soil, air, and water. The bulk properties that dominate a soil’s
dielectric character is not simply the weighted average of the soil and the water content, but rather
is complicated by the fact that the water in the soil can be either free or bound. The proportion of
free to bound water depends on soil properties such as surface area, which is dependent on the
amount, shape, and size of the soil particles. Existing semi-empirical dielectric models estimate
the dielectric constant of a soil given a textural class and soil moisture content.
In general, it is the liquid water content that dominates the dielectric properties of the soil
and penetration depth. Soil dielectric (εsoil) increases as moisture levels increase, as illustrated in
Figure 2.4. The real part of the dielectric constant (ε') increases as most of the water molecules
bind in the soil. For saturated soil, ε' approaches to that of liquid water (ε' = 80 at  1 GHz).
Similarly, the imaginary part increases with increasing moisture fraction, although at a slower rate.
The character of frequency response of εsoil is similar to that of water (Figure 2.4b). The net effect
(at a given frequency) is that the penetration depth decreases as the soil moisture increases.
Microwave measurements of wet soils will express the characteristics of the top layer of soil and
be sensitive to the surface roughness. Observations of progressively dryer soils become
increasingly sensitive to the properties of the deeper layers. Thus, the vertical soil moisture profile
is also important to consider when interpreting microwave signal interactions with soils.
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(a)

(b)

Figure 2.4: Measured dielectric constant as a function of volumetric moisture content for: (a)
five soils at 5 GHz, (b) a loamy soil at four microwave frequencies (from Ulaby et al., 2014,
Figures 4-32 & 4-33).

Vegetation can pose an even more complicated medium for interactions with microwaves.
A vegetation canopy is a highly heterogeneous medium with structural components (e.g. leaves,
stalks, fruits, branches) of varying sizes, orientations, and number densities distributed within air.
The dielectric properties of vegetation constituents are related to their bulk density, fluid
chemistry, temperature, and – most importantly – moisture content. As with soils, the dielectric
constant of vegetation is directly proportional to the amount of water. Figure 2.5 below illustrates
an example of the pronounced moisture dependence observed in leaf dielectric constant. Typically,
empirical models are used to estimate the combined dielectric character of a vegetation component
considering its free water, bound water, organic matter, and air. The average dielectric constant of
the primary constituents is estimated to represent a vegetation canopy.
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Figure 2.5: Leaf dielectric constant (real part, ε') as a function of moisture content (from Lusch,
1999; adapted from Carlson, 1967).

2.3.2. Surface Roughness
The geometry of natural surfaces controls how microwave energy interacts with a medium
and is a dominant factor in microwave interactions. Surface roughness refers to the average height
variations in surface cover relative to a perfectly smooth planar surface. Whether a surface appears
rough or smooth depends on the incident wavelength () and angle (θi). In general, a surface is
considered “smooth” if the height variations are much smaller than the incident wavelength. When
the surface height variations approach the size of the wavelength, then the surface will begin to
appear “rough”. According to the Rayleigh criterion (Ulaby et al., 2014), a surface appears smooth
if:
ℎ<



(2.8)

8 cos(𝜃𝑖 )
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where h is the root mean square (RMS) height of the surface variations. Peake and Oliver (1971)
modified this criterion by defining upper and lower values of h for surfaces of intermediate
roughness, where smooth surfaces are defined as:
ℎ<



(2.9)

25 cos(𝜃𝑖 )

and rough surfaces as:
ℎ>



(2.10)

4.4 cos(𝜃𝑖 )

and intermediate rough surfaces as in between.
As illustrated in Figure 2.6, a perfectly smooth surface causes specular reflection of the
incident radiation in which the EM wave's angle of incidence is equal and opposite to the angle of
reflection, and thus no energy is returned to the sensor. An extremely rough surface will scatter
the energy approximately equally in all directions (ie. diffusely) and a significant portion of the
energy will be backscattered to a radar sensor. In reality, naturally occurring surfaces fall
somewhere in between these two extremes. Incidence angle, θi, in combination with wavelength,
also plays a role in the apparent roughness of a surface. For a given surface and wavelength, the
surface will appear smoother as θi increases. As illustrated in Figure 2.7, θi has more influence on
a backscattered signal the smoother a given surface.
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Figure 2.6: Surface roughness effects on radar backscatter (from Farr, 1993, Figure 5-8).

Figure 2.7: Backscatter intensity as a function of incidence angle for three surfaces of varying
roughness (adapted from Ulaby et al., 1986, Fig. 11.5).
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2.4. Nature of Scattering
2.4.1. Scattering Mechanisms
Scattering can be broadly defined as the redirection of radiation out of the original direction
of propagation. When an EM wave is incident on a boundary surface between two media, part of
the energy is scattered above the surface, and the remainder is transmitted into the lower medium.
A signal measured by an active microwave sensor is the result of either surface scattering, volume
scattering, or some combination of both. Surface scattering occurs at the interface between two
different homogeneous media such as the atmosphere and surface water. On the other hand,
volume scattering is the result of interaction with particles within a non-homogeneous medium
(e.g. a vegetation canopy).
2.4.1.1.

Surface Scattering

Surface scattering is largely governed by the roughness of the surface (as discussed above
in Chapter 2.3.2). The type of reflection (ranging from specular to diffuse) and the magnitude will
depend on how rough the surface appears to the signal. If the target is very dry and the surface
appears smooth to the radar, the radar energy may be able to penetrate below the surface, whether
that surface is discontinuous (e.g. forest canopy with leaves and branches), or a homogeneous
surface (e.g. soil, sand, or ice).
Direct backscatter may occur when the transmitted signal is reflected directly back at the
direction of the transmitter by a single reflection upon a surface oriented perpendicular to incident
wave (Figure 2.8a). Rock outcrops or bare mountain slopes oriented toward the transmitter can
produce direct backscattering. At shorter wavelengths, such as X or C band, leaves in a dense
vegetation canopy can also contribute to direct backscattering.
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(a)

(c)

(b)

(d)

(e)

Figure 2.8: Illustrations of various scattering mechanisms: (a) direct backscatter, (b) specular
forward scatter, (c) diffuse surface scatter, (d) double-bounce scatter, (e) volume scatter.

A very smooth surface (relative to the incident wavelength) such as calm water results in
little or no scattering back toward the transmitter but rather scatters in the forward direction
(Figure 2.8b). A rough surface, such as a ploughed field or choppy water on a windy day, results
in the signal being scattered diffusely at the surface in multiple directions (Figure 2.8c). The
component reflected back in the direction of the transmitter (direct backscatter) increases with
rougher surfaces.
Targets which have two or more surfaces (usually smooth) at right angles to one another
can act as corner reflectors, providing a “double-bounce” scattering effect that causes most of the
incident energy to be reflected directly back in the direction from which it came (Figure 2.8d).
Corner reflectors with complex angular shapes are common in urban environments (e.g. buildings
and streets, bridges, other man-made structures). Examples of naturally occurring corner reflectors
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include complex rock formations and cliff faces or upright vegetation standing in water. The
smoother the underlying ground surface, the stronger the “double-bounced” backscattered return.
2.4.1.2. Volume Scattering
If a microwave signal does manage to penetrate through the topmost surface, volume
scattering may occur. Volume scattering is the scattering of radar energy within a nonhomogeneous medium and usually consists of multiple bounces and reflections from different
components within the volume (Figure 2.8e). For example, scattering in a forest may come from
the leaf canopy at the tree tops, the leaves and branches further below, and the tree trunks and soil
at the ground level. Volume scattering may serve to decrease or increase the backscattered signal,
depending on how much of the energy is scattered out of the volume in the direction of the receiver.
The energy of a transmitted wave is redistributed into different directions, resulting in a
loss of energy, or extinction. The extinction coefficient (κe) quantifies the total loss per unit length
and is the sum of the losses due to both absorption and scattering. Depending on the incident
wavelength and the dielectric properties of the media, the EM wave will penetrate a certain depth
within the volume. According to Ulaby et al. (2014), the depth at which the refracted portion of
the wave will be attenuated by 1/e of its original power at the surface boundary is defined as:

𝛿𝑝 ≅

√𝜀 ′

(2.11)

2𝜋𝜀 ′′

for conditions where ε'' / ε' is less than 0.1 (typical for most natural surfaces). This equation is
equivalent to:
𝛿𝑝 ≅

1
𝜅𝑒

(2.12)
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As Equation 2.11 shows, longer wavelengths correspond with greater penetration depth.
Backscatter responses tend to observe a positive correlation with biomass density up to a certain
“saturation” level whereby sensitivity to biomass is lost. High biomass in forests become virtually
opaque such that backscatter signal returns from only the upper layers of the forest canopy after
saturation. Figure 2.9 illustrates an example of backscatter measurements over forested areas with
SARs of increasing wavelengths (C-band, ~5 cm; L-band, ~20 cm; P-band, ~70 cm) exhibiting
greater saturation points with longer wavelengths.

Figure 2.9: Calibrated SAR backscatter as a function of total aboveground biomass density for
evergreen forests and conifer stands measured at three microwave frequencies. Estimated
saturation points shown by vertical lines intersecting x-axis (from Imhoff, 1995, Fig. 2).
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When considering natural surfaces, the scattering mechanisms described above rarely
occur in isolation. The backscatter observed from a given land cover is typically the result of a
combination of several mechanisms, where the total backscatter measured is the sum of the
relevant different contributions.
2.4.2. Scattering Models
Theoretical scattering models have been developed over several decades to help evaluate
radar sensitivity to varying environmental conditions. They serve as a tool for validating and
interpreting radar observations by linking mathematical understanding of scattering physics with
physiological ground and vegetation conditions for relatively simple surfaces. Due to the
heterogeneity found in natural environments, it is important to note that these models only provide
an estimate of radar sensitivity to landscape variability.
In general, there are two approaches to describing the transport of energy within a medium.
Analytical wave theory (AWT) begins with consideration of the basic Maxwell differential
equations, which are usually transformed into an equivalent wave equation (e.g. Tsang et al.,
1985). AWT is, in principle, able to treat absorption and scattering to any order together with
diffraction and interference effects. However, AWT is very cumbersome and mathematically
complicated because calculating all multiple-scattering terms is extremely difficult to derive.
Radiative transfer theory (RTT), on the other hand, does not start with a wave equation but rather
simplifies the problem by focusing on the transport of energy containing discrete scatterers
heuristically (Chandrasekhar, 1960; Ishimaru, 1978; Ulaby et al., 1986). RTT is based on the law
of conservation of energy and makes use of the single scattering properties of scatterers in a
medium. Both rough surface scattering as a result of boundary discontinuities and volume
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scattering as a result on inhomogeneities in the medium are taken into account and added
coherently.
In this research, simple simulations of forward scatter are made using the Michigan
Microwave Canopy Scattering Model (MIMICS). The first generation of MIMICS, MIMICS-1,
was developed by Ulaby et al. (1990) for canopies with continuous crown layers. Later generations
addressed discontinuous canopies (McDonald and Ulaby, 1993), periodic canopies (Whitt and
Ulaby, 1994), and bistatic modelling of forest canopies (Liang et al., 2005). MIMICS is a
generalized version of the single-scattering solution of the radiative transfer equation (see more
details in McDonald, 1991). It is fully polarimetric, which means that all scattering and extinction
processes are defined in terms of 4 x 4 matrices. It models a vegetation canopy at distinct horizontal
layers over a dielectric slab ground surface.

2.5. Microwave Sensor Characteristics
This dissertation research utilizes observations from a variety of microwave sensor types,
including: radiometers, scatterometers, SARs, and GNSS-R instruments. Each of these sensors has
a unique set of instrument parameters. Given the same set of surface conditions, the microwave
signal characteristics are expected to vary from sensor to sensor. This section introduces the
different sensors and measurements used in this dissertation.
2.2.1. Radiometers
As of today, there is a 30+ year legacy of publicly available, global passive radiometer data
from satellites. Spaceborne radiometers measure daily Tb at a variety of microwave frequency
channels, typically at both horizontal and vertical polarizations. Since microwave wavelengths are
relatively long, the energy available is quite small compared to optical wavelengths. Thus, the
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fields of view must be large to detect enough energy passively to record a signal. Most radiometer
footprints are therefore characterized by relatively low spatial resolutions (10 – 40 km).
The Special Sensor Microwave Imager (SSM/I) and the Special Sensor Microwave Imager
Sounder (SSMIS) are a series of microwave radiometers flown on US Defense Meteorological
Satellite Program (DMSP) satellites since 1987. Operating at a near-polar orbit and consistently
scanning with a fixed incidence angle, these satellites have provided and continue to provide daily
observations of brightness temperature globally. Figure 2.10 illustrates the temporal coverage for
each of the SSM/I and SSMIS platforms (from F08 through the most recent F19). The various
channels and corresponding footprint sizes are summarized for the SSM/I and SSMIS instruments
in Table 2.3. In this dissertation, the 19 GHz channels from platforms F11, F13, F15, F17 and F18
were used as key observables for surface water estimation in the form of the Microwave
Polarization Difference Index (MPDI), defined as:
𝑀𝑃𝐷𝐼 =

𝑇𝑏(𝑉) − 𝑇𝑏(𝐻)
𝑇𝑏(𝑉) + 𝑇𝑏(𝐻)

(2.13)

where Tb(V) and Tb(H) are the brightness temperatures at vertical (V) and horizontal (H) polarizations
respectively. Polarization ratios like the MPDI are often used to reduce the temperature
dependence of Tb, resulting in a parameter that is more related to the dielectric properties of the
emitting surface (Owe et al., 2001). In general, the MPDI is highly correlated with the presence of
surface water and tends to decrease with greater biomass density. The higher frequency (22, 37,
and 85/91 GHz) channels were utilized for snow and rainfall screening purposes.
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Figure 2.10: Timelines of select spaceborne passive microwave sensors, including the DMSP
SSM/I and SSMIS platforms. Sensors labelled with ‘>>’ are still operating as of 2018 (from
Brodzik et al., 2018).
Table 2.3: SSM/I and SSMIS channel characteristics.
SSM/I
Channel

Polarization

19H
19V
22V
37H
37V
85H
85V

H
V
V
H
V
H
V

Center
Frequency
(GHz)
19.35
19.35
22.235
37.0
37.0
85.5
85.5

SSMIS
Footprint
Size (km)

Channel

Polarization

43 x 69
43 x 69
40 x 60
29 x 37
29 x 37
13 x 15
13 x 15

19H
19V
22V
37H
37V
91H
91V

H
V
V
H
V
H
V

Center
Frequency
(GHz)
19.35
19.35
22.235
37.0
37.0
91.655
91.655

Footprint
Size (km)
44 x 72
44 x 72
44 x 72
26 x 44
26 x 44
9 x 15
9 x 15

2.2.2. Scatterometers
To complement the long passive brightness temperature time record discussed above, this
research relies on a series of active scatterometer data from three sequential missions with limited
overlap across time, summarized in Table 2.4. Spaceborne radar scatterometers are primarily used
for measuring near-surface winds over the ocean, but in this research swath-level VV-polarized
backscatter (σ0) measurements were used in conjunction with Tb to maximize sensor sensitivity to
the presence of vegetation structure and biomass dynamics in inundated terrestrial areas. Since
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scatterometers must average multiple pulses received over a wide area to accurately measure a
return signal’s amplitude, their spatial resolution is generally comparable to passive microwave
radiometers (25 – 50 km).
Two European Remote Sensing satellites (ERS-1 and -2) carried scatterometers operating
at C-band (5.3 GHz, 5.7 cm) with three vertically polarized antennas. While, ERS-1 operated from
1992 – 1996, ERS-2 was launched in 1995, providing calibrated σ0 measurements until 2001. The
SeaWinds instrument on the Quick Scatterometer (QuikSCAT) satellite was active from 1999
through 2009, and operated at the shorter Ku-band (13.4 GHz, 2.14 cm) at dual polarization (HH
and VV), each at a fixed incidence angle. The shorter wavelength rendered the QuikSCAT
measurements to be more affected by heavy rainfall and observe less penetration through denser
vegetation canopies. However, the conical scan of QuikSCAT afforded a much larger swath (1,800
km wide), capturing on average ~90% of the Earth’s surface every day and considerably greater
coverage than ERS. Lastly, the Advanced Scatterometer (ASCAT) is a C-band scatterometer
similar to that of ERS, but with 3 vertically polarized antennas extended on both sides of the
instrument, resulting in a double swath of observations. The first ASCAT was launched on the
EUMETSAT MetOp-A satellite in 2006. It became fully operational in May 2007 and continues
to operate today. Another identical ASCAT instrument became operational on MetOp-B when
launched in September 2012 and continues to operate. The two platforms together offer even
greater global coverage today than either ERS or QuikSCAT.
Table 2.4: Characteristics of radar scatterometers used in this dissertation.
Scatterometer

Frequency
(GHz)

Polarization

Incidence Angle

Swath Width
(km)

Temporal
Coverage

ERS-1, -2
QuikSCAT
ASCAT

5.3
13.4
5.3

VV
HH, VV
VV

18 – 56
46 (HH), 54 (VV)
25 – 65

500
1,800
500 x 2

1992 – 2001
1999 – 2009
2007 – present
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One difficulty working with scatterometer σ0 measurements, particularly from ERS and
ASCAT, is the variability in signal introduced by the large range of incidence angles. For this
research, all σ0 measurements from ERS and ASCAT were normalized at a reference incidence
angle of 54 to match the fixed angle at which QuikSCAT measurements were made following the
procedures demonstrated by Schroeder et al. (2015).
2.2.3. Synthetic Aperture Radars
In contrast to the coarse-resolution observations with high temporal repeat discussed
above, SAR imagery is used in this research to perform comparatively higher resolution (10 – 100
m), regional scale analyses of hydrodynamic regions. A SAR is an imaging radar mounted on a
moving platform. Similar to a conventional radar, EM waves are sequentially transmitted and the
backscattered signals are collected by the radar antenna. In the case of SAR, the consecutive time
of transmission/reception translates into different positions due to the platform movement. An
appropriate coherent combination of the received signals allows the construction of a virtual
aperture that is much longer than the actual physical antenna length, thereby affording an image
with higher spatial resolution.
2.2.3.1. Image Distortions
As with all remote sensing systems, the viewing geometry of imaging radar introduces
certain distortions to the resulting measurement. Since imaging radars effectively depend on
distance measurements to create an image in the cross-track direction, they must look to the side
to allow the sensor to differentiate between objects to the left and right of the ground track. This
side-looking geometry has certain peculiarities that warrant consideration when processing and
interpreting radar images.
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Slant-range scale distortion occurs because the radar is measuring the distance to features
in slant range rather than the distance to features along the ground (see Figure 2.11). This results
in a varying image scale, moving from near (closest to the radar) to far (farther from the radar)
range. This causes targets in the near range to appear compressed relative to the far range.
Knowledge of the platform height, H, and incidence angle allows calculation of ground-range
distance from the slant-range. In most cases, this conversion is only an estimate of the geometry
of the ground features due to the complications introduced by variations in terrain relief and
topography.

Figure 2.11: Slant-range and ground-angle geometries (from Farr, 1993, Figure 5-2).
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Topography is the greatest source of distortion in radar imagery, generally in the form of:
foreshortening, layover, and shadow (Figure 2.12). When a radar beam reaches the base of a tall
feature tilted towards the radar before it reaches the top, foreshortening occurs (Figure 2.12a).
Since the radar measures distance in slant-range, the slope (from A to B) appears compressed, and
the length of the slope will be represented incorrectly (from A’ to B’). Depending on the angle of
the terrain, the slope in relation to the incidence angle of the incident wave, the severity of
foreshortening will vary. As illustrated in Figure 2.12b, layover occurs when an incident wave
reach the top of the tall feature (B) before it reaches the base (A). The return signal from the top
of the feature will be received before the signal from the bottom, displacing the top of the feature
towards the radar from its true position on the ground and “lays over” the base of the feature (B’
to A’). Layover effects on a radar image appear similar to the effects of foreshortening, where
affected slopes appear as bright features in the image. Both layover and foreshortening can result
in radar shadow. Shadowing occurs when the radar beam is not able to illuminate the ground
surface in the far range behind vertical features or slopes with steep sides (Figure 2.12c). Since
the radar does not illuminate the surface, shadowed regions appear dark in an image since no
energy is available to be backscattered. As incidence angle increases from near to far range, so
will shadow effects as the radar beam looks increasingly more obliquely at the surface. In all cases,
these effects are amplified in areas of steep mountainous terrain.
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Figure 2.12: Geometric distortions in radar images: (a) foreshortening, where the slope facing
the radar is compressed to segment A'- B'; (b) layover, where the top of a surface feature, B', is
imaged before the bottom, A'; (c) shadow, where the backslope of surface feature, B'- D', is not
illuminated by the radar, and no data are acquired. (modified from Farr, 1993, Figure 5-3).

As discussed above in Chapter 2.2, changes in incidence angle have a pronounced influence
on the signal returned to the radar. With respect to terrain and its effect on target interaction, the
local incidence angle is a more appropriate and relevant concept. The local incidence angle is the
angle between the radar beam and a line perpendicular to the slope at the point of incidence (Figure
2.13). Thus, local incidence angle takes into account the local slope of the terrain in relation to the
incident radar wave. With flat terrain, the local incidence angle is the same as the incidence angle
of the radar. However, this is not the case for terrain with any type of relief. Generally, slopes
facing towards the radar will have smaller local incidence angles.

Figure 2.13: Geometry of radar image acquisition affected by topography (modified from Farr
1993, Figure 5-1).
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Ultimately, the relationship between viewing geometry and surface terrain plays an
important role in how the radar energy interacts with targets and their corresponding backscattered
signal. Part of the processing of SAR imagery includes a terrain correction step based on methods
first developed by Naraghi et al. (1983) and Domik et al. (1986) that help mitigate these terrainrelated distortions. The algorithm uses a digital elevation model (DEM) to generate a simulated
radar image having the illumination of the radar imaging geometry. The estimated terrain height
of the radar image is compared to the actual height informed by the DEM. The simulated radar
image is then registered to the actual radar image and a warping function transforms the radar
image coordinates. The radar image is then resampled into a new format based on the known
distortions in the simulated image. The primary distortion remaining is the difference in intensity
between the mountainous terrain slopes facing towards the radar and those facing away. All SAR
imagery in this thesis have been terrain corrected. Although topographic relief was mostly
negligible in the regions investigated with SAR, the rare cases of extreme layover and shadow
were masked out in subsequent analysis.
Even for homogeneous targets and after terrain correction, σ0 varies depending on the
incidence angle (θi) – being higher in the near-range and lower in the far-range of the image.
Normalizing σ0 with respect to the incidence angle can reduce some (but not all) of the rangedependency to obtain γ0:
0

𝛾 =

0

(2.14)

cos(𝜃𝑖 )

Classification of SAR imagery in this dissertation is based on γ0.
Another effect observed in SAR images is known as speckle, which is caused by the
presence of many elemental targets, or scatterers, with a random distribution within a pixel (i.e.
resolution cell). The multiple interactions within a given pixel can interfere with one another in
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either a constructive or destructive manner, leading to strong fluctuations of the backscattering
from pixel to pixel. Speckle is a physical measurement of the pixel’s structure at sub-resolution
level. Although it is commonly referred to as noise, speckle cannot be reduced by increasing the
transmit signal power since it has a multiplicative character (its variance increases with its
intensity). The effect of speckle tends to weaken for higher resolution systems, since the number
of elemental scatterers within a pixel decreases.
A technique known as multi-looking is utilized to reduce speckle, which is basically a noncoherent averaging of the intensity image during the processing of a SAR image. Each of these
“looks” will also be subject to speckle, but by summing and averaging them together to form the
final output image, the amount of speckle is reduced. Spatial filtering of a post-processed image
is another common speckle reduction technique. This involves moving a small window of a few
pixels in each dimension (e.g. 3x3 or 5x5) over each pixel in the image, applying a mathematical
calculation using the pixel values within that window, and replacing the central pixel with the new
value. There are numerous speckle spatial filters used by the SAR community including simple
calculations such as the average or median, and more adaptive ones such as the Lee (Lee, 1981),
Frost (Frost et al., 1982), and gamma-MAP (Lopes et al., 1990) filters. Although multi-looking
and filtering cause a degradation in image spatial resolution, they can greatly improve the
interpretability of a SAR image as seen in Figure 2.14. The use of multi-looking and spatial filters
in this research vary in each application depending on the nature of the particular acquisitions.
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Figure 2.14: Comparison of a VV-polarized Sentinel-1 C-band backscatter image with:
(a) no spatial filtering; (b) 5x5 gamma-MAP filter.

2.2.3.2. SAR Systems
Current SAR systems are capable of operating in different imaging modes by controlling
the antenna pattern. The most fundamental mode is Stripmap, where the pattern is fixed to one
swath, imaging a single continuous strip. For wider swaths, ScanSAR mode can be operated where
the antenna pattern is successively steered to different angles corresponding to multiple subswaths. Each sub-swath is illuminated by multiple pulses but for a shorter time than in Stripmap
mode. After appropriate processing this yields a wide-swath SAR image that covers greater area,
ultimately at the expense of spatial resolution. In Spotlight mode, the antenna pattern is focused
towards a fixed point to illuminate a given region over a longer period of time. This results in
increased synthetic aperture length and consequently finer spatial resolution. However, Spotlight
mode only images small, individual regions and not continuous swaths. Other imaging modes exist
that improve upon certain performance parameters of any of these three general modes while
degrading other aspects, such as Terrain Observation with Progressive Scan, (TOPS) which is a
more recent iteration of ScanSAR.
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This dissertation research relies upon SAR imagery observed at two frequencies, C-band
(~5 GHz) and L-band (~1.2 GHz), with characteristics of the primary data products summarized
in Table 2.5:
Table 2.5: Characteristics of SAR imagery used in this dissertation.
SAR
Sensor

Acquisition
Mode

Frequency

Polarization

Incidence
Angle

Single Look
Spatial
Resolution

Revisit
Time

Years
Active

Sentinel-1

TOPS

5.4 GHz

HH+HV or
VV+ VH

29 – 46

5 m x 20 m

6-12 days

2014-present

PALSAR-2

ScanSAR

1.27 GHz

HH+HV

8 – 70

250

2-3 months

2014-present

UAVSAR

Stripmap

1.26 GHz

HH+HV+
VV+ VH

25 – 65

1.67 m x 0.8 m

(tasked)

2007-present

m x 50 m

The Sentinel-1 mission is the first of the ESA Copernicus Programme satellite
constellation, consisting of two satellites: Sentinel-1A (launched in 2014) and Sentinel-1B
(launched in 2016). Each satellite carries a C-band (5.4 GHz) SAR instrument that operates in
several different modes. The interferometric wide (IW) swath observations acquired in TOPS
mode offer the greatest temporal fidelity and areal coverage across the globe of all current publicly
available SAR datasets. Between the two platforms, revisit time is 6-12 days with either singlepolarized (HH or VV) or dual-polarized (HH+HV or VV+VH) observations depending on the
location. This data product was acquired and processed over study areas across Southeast Asia,
Sub-Saharan Africa, and the Amazon Basin.
The Advanced Land Observing Satellite 2 (ALOS2) Phased Array L-band Synthetic
Aperture Radar 2 (PALSAR-2) is an orbiting L-band SAR that was launched by the Japanese
Aerospace Exploration Agency (JAXA) in May 2014. It provides single, dual, and full polarization
capability and observation modes with varying ground resolutions (1 – 100 m) and imaging swath

2

Post-processed PALSAR-2 ScanSAR data were provided posted at this resolution

42

widths, operating with a 14-day repeat cycle. This research uses images acquired while the sensor
was operating in ScanSAR mode, which is characterized by a wide swath up to 350 km. Provided
through collaborations with the ALOS Kyoto and Carbon (K&C) Initiative, processed dual
polarized (HH and HV) mosaics were assembled from ScanSAR data that have undergone
radiometric calibration and terrain correction over targeted tropical domains. These data have been
formatted in 16-bit amplitude mosaics of topographic normalized backscatter coefficient (γ0)
posted at 50 m resolution in 1° x 1° tiles for each 14-day ScanSAR data acquisition cycle. A given
area tends to have a revisit time between 2 – 3 months, depending on the location. Although this
product offers both coarser spatial and temporal resolution compared to that of Sentinel-1, the
longer wavelength of L-band compared to C-band affords greater sensitivity to surface conditions
beneath vegetation and a complementary view of surface conditions of the same study areas
investigated with Sentinel-1.
The ALOS-2 mission was preceded by ALOS PALSAR (2006-2011) and JERS-1 SAR
(1992-1998). All three missions have been subject to global systematic observation strategies,
providing an archive of L-band SAR data dating back to the mid-1990s for most areas in the world,
particularly in the tropics. These legacy products were used in this research for comparison
purposes.
Lastly, this dissertation uses limited airborne data collections from the NASA Jet
Propulsion Laboratory Uninhabited Aerial Vehicle Synthetic Aperture Radar (UAVSAR), an
imaging radar system flown on a Gulfstream-III jet aircraft. The instrument operates at L-band and
has a native spatial resolution under 2 m from a GPS altitude of 12 km and a swath width of
approximately 20 km. Aside from the impressive high spatial resolution, observations are fully
polarimetric (HH+HV+VV+VH), supporting assessment of dominant radar scattering mechanisms
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with high radiometric quality. The current archive from 2009 to the present day contains data from
more than 100 missions from North/Central/South America, the Caribbean, and Greenland.
UAVSAR is tasked for specific campaigns, and thus data are limited to certain regions and
acquisition timing. This research utilizes a single acquisition from 2013 over a study region in the
Peruvian Amazon.
2.2.4. GNSS Receivers
In comparison to the previously discussed sensors, the use of GNSS receivers are
somewhat new in environmental remote sensing. Ocean surface wind sensing with GNSS‐R is a
relatively mature field, but the ability of a spaceborne GNSS receiver to sense land surface
properties has yet to be explored in depth. While SARs are monostatic sensors (ie. the same
antenna is used for transmission and reception) that measure backscattered signals, GNSS-R
employs a bistatic system (ie. the transmitter and receiver are on separate platforms) and measures
scattering in the forward direction. All GNSS transmitters operate at L-band, comparable to
PALSAR-2.
Bistatic radar receivers produce two-dimensional delay-Doppler Maps (DDMs) of the
reflected signal. Figure 2.15 shows two examples of DDMs measured over a study area in the
Peruvian Amazon. The distribution of the correlative power across the DDM reveals the degree of
roughness of the reflecting surface. Figure 2.15a shows a DDM recorded over a small inland water
body. The concentrated signal is indicative of a smooth reflective surface that is mostly coherent.
Meanwhile, Figure 2.15b presents a DDM measured over a dense forested region that was not
inundated. Here, the reflected power is distributed in a parabolic shape. The spreading of reflected
power at longer delays and wider Doppler frequencies, along with lower overall reflected power,
are all indicative of reflection over a rougher, mostly incoherent surface. Different metrics of
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DDMs are examined in this research in relation to surface inundation sensitivity, as well as various
strategies for posting these metrics to a consistent spatial grid.

Figure 2.15: Comparison of TDS-1 DDMs recorded in the Peruvian Amazon over a (a) small
inland water body; (b) non-inundated dense forest.

Preliminary analysis was conducted with limited reflections from a GNSS receiver onboard
the UK Surrey Satellite Technology’s TechDemoSat-1 (TDS-1), provided by collaborators, over
the years 2015-2016. However, the majority of the GNSS-R analysis was performed with data
from the Cyclone GNSS (CYGNSS) mission. CYGNSS was launched in December 2016 and
consists of a constellation of eight satellites in a low inclination orbit. Each of these satellites carry
a specialized GPS navigation receiver integrated with a reflections processor similar to the onboard
TDS-1, with each receiver capable of receiving four GNSS reflection signals simultaneously (Ruf
et al., 2015). With each satellite producing four DDMs per second, the CYGNSS constellation
receives 32 concurrent measurements. Although the primary focus of the CYGNSS mission is to
retrieve ocean surface winds, it also records measurements over land surfaces. Daily observations
from March 18, 2017 through December 31, 2018 of CYGNSS Level 1 (L1) version 2.1 were
provided by the CYGNSS Science Team.
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The baseline Level 2 CYGNSS wind speed product has a nominal spatial resolution of 25
km × 25 km (centered on the specular reflection point), but the native resolution is much greater.
CYGNSS averages multiple DDM bins together to yield the 25 km × 25 km footprint. However,
the L1 data products can be exploited to optimize resolution over wetlands. Previous analyses have
shown that over land surface, particularly wetlands, there is a dominant coherent component to the
reflected signal. Thus, the active scattering area is defined by the first Fresnel zone, ~650 m at
smaller incidence angles (< 40°) and reaches up to ~1 km at larger angles (> 50°) (Nghiem et al.,
2016). The effective cross-track resolution is assumed as this first Fresnel zone size, but the alongtrack resolution is elongated since CYGNSS measurements are averaged incoherently over 1 s and
the distance traveled by the specular point during this time is ~6 km.
The moderate spatial resolution (~1 km x ~6 km) combined with high temporal repeat of
CYGNSS observations offer a unique compromise in the spatio-temporal trade-off between
radiometers/scatterometers and SARs. Since the CYGNSS constellation has a low inclination
orbit, observations are limited to latitudes between ±38°. Thus, these data are used in this work to
investigate the capabilities of monitoring dynamic inundation in tropical wetlands.
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Chapter 3. Hydrodynamic Study Regions
Freshwater ecosystems, including all permanently or intermittently flooded areas such as
streams, floodplains, marshes, or swamps, are connected to the atmosphere, land surface, and
oceans through the hydrological cycle. Following the Ramsar Convention on Wetlands, these
systems are all broadly considered wetlands. They vary across the globe as a function of scale,
geomorphology, inundation dynamics, and by their source of water. This chapter reviews the
relevant tropical, hydrodynamic regions encompassed in this dissertation. Broad wetlands types
are briefly reviewed. Specific study areas of interest are introduced with a discussion of the varying
mechanisms of inundation. Particular attention is given to a study site in the Peruvian Amazon,
the Pacaya Samiria, where ground data collection is detailed, along with an assessment of an
ancillary satellite-based vegetation data set.
3.1. Types of Wetlands
Wetlands have been defined in countless different ways in literature and in practice
generally by distinguishing features of the vegetation, water chemistry (including salinity,
nutrients, and color), water regimes, soils, landform features, and presence of animal life. Due to
the high variability in conditions and the different needs for differentiating wetlands types, many
countries have adopted disparate classification systems. One of the broadest definitions has been
adopted by the international Ramsar Convention on Wetlands, stating: “... wetlands are areas of
marsh, fen, peatland or water, whether natural of artificial, permanent or temporary, with water
that is static or flowing, fresh, brackish or salt, including areas of marine water the depth of which
at low tide does not exceed six meters.” (Article 1.1, Ramsar Convention Secretariat 2016). This
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definition is divided into three categories: (1) Inland, (2) Marine and Coastal, and (3) HumanMade wetlands, each described in its own section below.
3.1.1. Inland
According to the Ramsar Convention, inland wetlands are defined as those residing inland
from the coastline and not of estuarine origin. Inland wetlands can be further divided into four
types: 1) riverine (related to river channels and adjacent floodplains), 2) lacustrine (associated
with lakes and basins), 3) palustrine (meaning “marshy” and characterized by a lack of flowing
water and non-saline conditions), and (4) geothermal. These subgroups are further divided into 24
inland wetland types on the basis of permanence (e.g. permanent vs. seasonal or intermittent
flooding), size, types of vegetation and degree of submergence, and water salinity (Table 3.1).
This list is not scientifically exhaustive, but provides a broad framework for identification of
general inland wetland types. It is important to note that a given wetlands area can possibly fall
under more than one category, where boundaries between sub-categories may not be particularly
clear.

Table 3.1: Inland wetland types (Ramsar Convention Secretariat 2016).

Riverine

Permanent river

Permanent freshwater pond/pool

Permanent stream

Permanent freshwater marsh

Seasonal/intermittent river

Open peat bog

Seasonal/intermittent stream

Open peat fen

Floodplain wetland

Alpine/tundra wetlands

Inland delta

Lacustrine

Palustrine

Shrub dominated swamp

Permanent freshwater lake

Freshwater swamp forest

Seasonal freshwater lake

Peat swamp forest

Permanent saline lake

Freshwater spring / oases

Seasonal saline lake

Seasonal freshwater pond/pool

Permanent saline marsh

Seasonal freshwater marsh

Seasonal saline marsh

Geothermal

Undifferentiated geothermal
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At one extreme, an inland wetland can be permanently flooded. At another extreme, a
wetland can intermittently flood, with fluctuations over time often occurring seasonally. It is the
balance of water inflows and outflows, as well as the geomorphology and soils that determine the
timing, duration, and patterns of inundation. For most inland wetlands, the sources of inflows (e.g.,
precipitation, surface runoff, groundwater flow) and outflows (e.g., evapotranspiration, surface
runoff, groundwater flow) change over time. Thus, the surface hydrology of a given wetland is
rarely constant but fluctuates over time resulting in pulsing hydroperiods.

Wetlands connected to rivers, such as floodplains, may inundate seasonally or episodically
in response to local or distant rainfall and runoff, and their ecological condition may be directly
associated with the river-system health. Although individually small, the riparian zones of loworder streams are the primary sites of inland land-water interaction and are difficult to monitor at
large scale (Naiman & Décamps, 1997). Other types of inland wetlands may be hydrologically
isolated and dependent on groundwater discharge or local rainfall regimes. Conditions of these
particular wetlands may depend on the status of their surroundings to maintain groundwater flow.

3.1.2. Marine and Coastal
In marine and coastal wetlands, tidal influence drives the movement and distribution of
water. Inundation can range from permanent flooding in subtidal wetlands to less frequent flooding
in others, with changes in water level occurring daily or semi-daily to seasonally. Table 3.2 below
summarizes the various types of marine and coastal wetlands identified by the Ramsar Convention.
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Table 3.2: Marine and coastal wetland types (Ramsar Convention Secretariat 2016).
Permanent shallow marine waters
Marine subtidal aquatic beds

< 6 meters deep at low tide; includes sea bays and straits
Includes kelp beds, sea-grass beds, tropical marine meadows

Coral reefs
Rocky marine shores
Sand, shingle, or pebble shores
Estuarine waters

Includes rocky offshore islands, sea cliffs
Includes sand bars, spits, and sandy islets; includes dune
systems and humid dune slacks
Permanent water of estuaries and estuarine systems of deltas

Intertidal mud, sand, or salt flats
Intertidal marshes
Intertidal forested wetlands
Coastal brackish/saline lagoons
Coastal freshwater lagoons
Karst and other subterranean
hydrological systems

Includes salt marshes, salt meadows, saltings, raised salt
marshes; includes tidal brackish and freshwater marshes
Includes mangrove swamps, nipah swamps, and tidal
freshwater swamp forests
Brackish to saline lagoons with at least one relatively narrow
connection to the sea
Includes freshwater delta lagoons
Marine/coastal

Marine and coastal wetlands are often found where tidal waters mix with freshwater to
form ecosystems of varying salinities. The salt water and the fluctuating water levels from the tides
combine to create a difficult environment for most plants. Thus, many shallow coastal areas are
comprised of non-vegetated mud or sand flats. Some plants, however, have successfully adapted
and tolerate this environment. Certain herbaceous plants that have adapted to saline conditions
form tidal salt marshes along coastlines. Mangrove swamps, with salt-tolerant shrubs or trees, are
common along tropical coasts. Some tidal freshwater wetlands form beyond the upper edges of
tidal salt marshes where the influence of salt water ends.
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3.1.3. Human-Made
Human use of both fresh and coastal waters has unquestionably changed the ecological
character of wetlands across the world. The construction of dams and other infrastructure along
with withdrawal of water for use in agriculture, industry, and households have changed flow
regimes and transport of sediments/nutrients, modified existing and developed new habitats, and
changed migration routes of aquatic species. This has necessitated the designation of human-made
wetlands, with varying types recognized by the Ramsar Convention summarized in Table 3.3.

Table 3.3: Human-made wetland types (Ramsar Convention Secretariat 2016).
Aquaculture
Ponds
Irrigated land
Seasonally flooded agricultural land
Salt exploitation sites
Water storage areas
Excavations
Wastewater treatment areas

e.g. fish/shrimp ponds
Includes farm ponds, stock ponds, small tanks (generally < 8 ha)
Includes irrigation channels and rice fields/paddies
Including intensively managed or grazed wet meadow or pasture
Salt pans, salines, etc.
Reservoirs/barrages/dams/impoundments (generally > 8 ha)
Gravel/brick/clay pits; borrow pits, mining pools
Sewage farms, settling ponds, oxidation basins, etc.

Canals and drainage channels, ditches

Man-made wetlands systems are increasingly expanding globally. By 2005, ~45,000 large
dams (those holding > 3 million m3) and ~800,000 smaller dams had been in use for residential,
industrial, hydropower, and agricultural water supply and flood control (Millennium Ecosystem
Assessment, 2005). In 2017, the area of global rice cultivation was estimated at about 160 million
ha, of which almost 90% is cultivated in Asia (Foreign Agricultural Service, 2019). Information
on other human-made wetlands is highly variable and notably lacking for many types. However,
it has been widely established that while both natural inland and coastal wetlands have observed a
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net loss and degradation over the last century, areal coverage of human-made wetlands have
increased, driven by population and economic growth (Millennium Ecosystem Assessment, 2005).
Although human-made wetlands are largely controlled by human action, the hydrodynamic status
and trends observed in these systems are still impacted by natural inflows and outflows of water.

3.2. Study Areas
Components of this dissertation rely on assessments of regional wetlands areas, particularly
in the tropics. This section serves to introduce these study areas, reviewing the geography and
primary drivers and timing of inundation in each region.
3.2.1. South America
3.2.1.1.

Amazon Basin

Since the 1980s, the attention concerning environmental issues in the vast Amazon basin
has emphasized forests and their biodiversity. Over three decades of research and effort have
generated an understanding of several key biophysical transitions in the basin and supported the
establishment of a number of protected areas—largely designed to preserve forest biodiversity
(Davidson et al., 2012). Despite such advances, comparatively less attention has been paid to the
freshwater ecosystems that are vital components of the Amazon (Castello et al., 2013).
Moisture from the Atlantic Ocean falls as precipitation over the 6.5 million km2 basin area
that spans several countries including Brazil, Peru, Colombia, Bolivia, Ecuador, Guyana,
Suriname, and Venezuela. Over half (~65%) of that rainfall returns to the atmosphere via
evapotranspiration (Costa & Foley, 1999). The rest filters through forest and savanna and
recharges the freshwater network, eventually returning back to the Atlantic Ocean (Meybeck &
Ragu 1997). Best estimates have approximated that open water and wetlands ecosystems cover
52

between 14 – 29% of the Amazon basin area, forming several distinct freshwater ecosystem types
(Figure 3.1; Table 3.4).

Figure 3.1: The Amazon basin, illustrating primary river sub-basins and freshwater ecosystem
extent. Data sources: open water and wetland delineation from Hess et al. (2015); sub-basin
boundaries and GTOPO30 digital elevation model (DEM) from Seyler et al. (2009).
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Table 3.4: Extent and land cover of Amazonian wetlands (adapted from Castello et al., 2013).

Main wetland types and regions
Mapped at basin-wide scale
Floodplain of the mainstem Amazon
Floodplains of major tributaries:
Whitewater
Blackwater
Clearwater
Llanos de Moxos savannas
Bananal savannas
Ucayali-Marañon palm swamps
Negro campinas
Campos marajoaras (Marajó Island)
Other freshwater ecosystems
Total mapped area
Not mapped at basin-wide scale
Riparian zones of small streams
High elevation freshwater ecosystems

Area
(km2 x 103)

Open
Water

Land Cover (%)
Non-forest

Forest

118.80000

22

22
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97.20000
21.60000
48.50000
141.40000
62.70000
90.30000
21.40000
24.90000
399.10000
1,025.90000

9
25
40
3
1
1
1
4
3
8

20
20
18
66
63
23
40
32
25
32

70
53
40
30
35
75
58
63
70
59

Estimated to cover up to 1 million km2
Area is likely < 70,000 km2

The dominant sources of water to these ecosystems are precipitation and upland run-off.
Seasonal rains induce an annual flood pulse eastward across the basin, raising water levels on the
order of 10 m every year (Junk & Piedade, 2004) and forming floodplains up to tens of kilometers
wide in sediment- and nutrient-rich rivers like the mainstem Amazon (Hess et al., 2003). These
river floodplains host diverse plant communities distributed along inundation gradients, with
herbaceous and shrub communities usually found at the fringes of water bodies and channels and
forests occupying higher ground (Junk et al., 2012). The annual advance and retreat of river waters
over floodplains contribute to exchanges of organic and inorganic materials that increase local
primary production. Inter-annual and inter-decadal fluctuations in the intensity and duration of the
flood pulse are modulated by both global-scale phenomena like the Intertropical Convergence
Zone (ITCZ) and regional changes in land cover (Lenters & Cook, 1999; Castello et al., 2013).
54

Non-riverine savannas and swamps with seasonal inundation depths generally less than 3
m also occupy large regions of the basin. The Llanos de Moxos of Bolivia and the Bananal and
Roraima savannas of Brazil are seasonally inundated grasslands, sedgelands, and open woodlands.
Peru’s Ucayali-Marañon basins are dominated by seasonally and permanently inundated palm
swamps known as aguajales. Meanwhile, the central Negro region is home to blackwater campina
ecosystems, which are landscapes checkered with seasonally flooded shrub, forest, sedge, and
algal mats. Much of Marajó Island at the mouth of the Amazon is occupied by seasonally inundated
campos marajoaras, which are grass, sedge, and aquatic macrophyte savannas that have long been
utilized for cattle and water buffalo ranching.

The inundation dynamics of all these ecosystems can be impacted by changes in rainfall,
evapotranspiration, and land use. Hydrological changes in the basin have been found to stem
primarily from three sources: (1) large-scale deforestation, which significantly alters river
discharge and flood-pulse magnitude (Coe et al., 2009), (2) dams, which reduce flood-pulse
amplitude (Poff & Hart, 2002), and (3) climate change, which is expected to decrease regional
rainfall and river discharge while increasing the frequency of extreme droughts (Malhi et al.,
2009). Altogether, these hydrological alterations are expected to significantly lower the magnitude
of flood-pulses and increase the frequency and severity of low-water events (Castello et al., 2013).

3.2.1.1.1. Pacaya Samiria
Although basin-wide dynamics are discussed, this dissertation places a large focus on
Peru’s Ucayali-Marañon region of the western Amazon (Figure 3.2). This region is home to the
Pacaya Samiria National Reserve, a protected area bordered by the Marañon and Ucayali rivers.
Spanning over 20,000 km2, this reserve encompasses the largest tropical flooded forest in the
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Peruvian Amazon and is the most expansive protected wetlands area in the entire Amazon basin.
Topographic and climactic conditions, along with water availability, support the Pacaya Samiria’s
high ecological richness, biodiversity, and prevalent wetlands ecosystems. The seasonally
dynamic flooding of this area along with a diverse mosaic of vegetation and open water makes this
an ideal study site for evaluation of remote sensing assessments of inundation dynamics across a
range of tropical vegetation conditions.

Figure 3.2: Study area extent containing the Pacaya Samiria National Reserve of Peru, bounded
by 3-7ºS, 73-77ºW. Locations of biometry measurement sites #1-4 along Canal de Puinahua are
labelled in black. Field station locations where river gauge data are available are shown in red.
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The pronounced rainy season in the Pacaya Samiria region lasts approximately from
January to April, with the seasonal flood pulse raising river levels on the order of 10 m (Figure
3.3). As a result, a vast amount of the region (up to 80%) experiences enhanced seasonal inundation
for months every year. The duration and spatial extent of flooding can vary considerably year to
year and drive local vegetation composition.

Figure 3.3: Mean monthly rainfall rate (mm/day) and mean monthly river level observed at
Nauta field station (4º30’26.5”S, 73º34’23.88”W), derived from daily observations over 20122017 provided by Servicio Nacional de Meteorología e Hidrología del Peru (SENAMHI, 2018).

A unique L-band imaging radar dataset was collected specifically over the Pacaya
Samiria Reserve via aircraft by NASA’s Uninhabited Aerial Vehicle Synthetic Aperture
Radar (UAVSAR) on March 17, 2013 (Figure 3.4). These data offer an impressive 5 m spatial
resolution and are fully polarimetric, supporting assessment of dominant radar scattering
mechanisms—offering more information on surface hydrography than any optical or single
or even dual-polarized SAR sensor could provide, with high spatial resolution and radiometric
sensitivity. Distinct patterns in radar backscatter are observed across the reserve, elucidating
variations in land cover structure and inundation state, and offer an exciting opportunity to
derive a fine resolution and sophisticated land cover map of this complex wetlands-dominated
region.
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a
(b)

b

(c)

c

Figure 3.4: UAVSAR mosaic over the Pacaya Samiria Reserve, Peru, observed March 17, 2013.
Left: acquisition strip boundaries. Right: False-color composites of L-band radar: (red) HHpolarized, (green): HV-polarized, (blue): VV-polarized backscatter. Area of no data illustrated
in grey. A, B, C indicate test sites for collection of ground validation data (5x5km regions
shown).

The phase information from fully polarimetric observations like these can discriminate
between different scattering mechanisms. The Freeman decomposition model in particular
separates three scattering types: surface-like, volume, and double-bounce scattering (Figure 3.5).
In particular, we can identify areas of dominant double-bounce scattering that are indicative of
flooded vegetation in wetlands areas due to the 180-degree phase shift (magenta regions in Fig.
3.5c). There are three areas in particular (Fig. 3.4abc) that observe particularly distinct backscatter
responses in our UAVSAR dataset, yet mostly observe highly dominant double-bounce scattering.
This strongly suggests each of these three regions were flooded at the time of observation, but
hosted strikingly different vegetation structure. However, it is difficult to attribute such radar
signatures to refined land cover classes beyond inundation state without sufficient ground
reference data. These identified regions served as tests sites for field measurements described in
Chapter 3.3.1.

58

a)

b)

(i)

(ii)

(iii)

Figure 3.5: Polarimetric SAR decomposition of
UAVSAR Pacaya Samiria acquisition.
(a) Schematic of general scattering mechanisms: (i)
surface (single bounce), (ii) volume, and (iii) doublebounce scatter (Tiner et al., 2015)
(b) Freeman decomposition coefficients derived from
UAVSAR observations of the Pacaya Samiria; Red:
surface, Green: volume, and Blue: double-bounce
scattering
(c) Classification of dominant scattering mechanisms
(S=Surface-like, V=Volume, DB=Double bounce):
Yellow: Surface dominant [S > V and S > DB]
Blue: Surface highly dominant [S > V+DB]
Light green: Volume dominant [V > S and V > DB]
Dark green: Volume highly dominant [V > S+DB]
Purple: Double-bounce dominant [DB > S and DB > V]
Magenta: Double-bounce highly dominant [DB > S+V]

3.2.1.2.

c)

Pantanal

Further south from the Amazon basin lies the Pantanal wetlands, the world’s largest
continuous tropical wetlands complex. It is located in the Upper Paraguay basin, primarily within
west-central Brazil but also extending into northeast Paraguay and eastern Bolivia (Figure 3.6). It
is an immense alluvial depression (estimated to cover ~150,000 km2) composed of the Paraguay
River and many fluvial fans, where seasonal changes in rainfall largely control the annual flood
pulse similar to that of the Amazon basin (Bergier & Assine, 2016). The wet season occurs from
October to March, whereas July to September is the driest period. Roughly ~70–80% of the
Pantanal region floods each rainy season, with water levels raised by ~5 m higher than during the
dry season (Junk et al., 2006). The region is home to a variety of diverse ecosystems, including
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inundated grasslands, perennial lakes, and dry forests. The variety of vegetation communities and
sheer size make the Pantanal an ideal study area for assessment of both high and coarse spatial
resolution remote sensing observations.

Figure 3.6: Map of the Pantanal wetlands area. Major rivers and water bodies delineated in blue,
and estimated wetland extent delineated in teal (Gumbricht et al., 2017).

3.2.2. Africa
From freshwater forests to saline lakes and vast floodplains, the many wetland types across
the African continent support an immense diversity of plants and animals and are utilized
extensively for agriculture and fisheries activities. It is estimated that areal coverage of inland and
coastal wetlands in Africa have decreased by ~35% between 1970 and 2015 (Gardner & Finlayson,
2018). However, comparatively little scientific investigation has been undertaken in these regions
in comparison to other African ecosystems or to wetlands in other parts of the world. This
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underscores the need for improved monitoring efforts of these ecosystems. In this thesis, focus is
placed upon two African wetlands systems: (1) the Sudd of South Sudan, and (2) the Okavango
River delta in Botswana.
3.2.2.1. Sudd
Originating in Lake Victoria of East Africa, the White Nile River flows northward from
Uganda into South Sudan and enters a geomorphic depression, forming the vast Sudd wetlands
(Figure 3.7). Beyond the Sudd, the river flows to Khartoum and merges with the Blue Nile,
forming the main stem of the Nile River, which continues to flow through Egypt and ultimately
into the Mediterranean Sea. Although wetland ecosystems occur extensively across the basin, the
swamps and floodplains of the Sudd constitute the largest wetland ecosystem in the Nile basin and
one of the largest tropical wetlands in the world. The Sudd is dependent on the outflow from Lake
Victoria, where large seasonal changes in inundation arise from variations in flow downstream of
the lake. As discussed above in South America, the annual inundation patterns here are primarily
responsible for the high productivity and biodiversity of these wetlands.
Due to years of conflict in the region, relatively little is known about the current status of
the biodiversity or the livelihood practices that are supported by the wetland. Best estimates report
that more than 1 million people are almost entirely dependent on the Sudd wetlands (Rebelo & ElMoghraby, 2016). Annual floods regenerate the floodplain grasses, which feed livestock and
migratory species, and provides a major source of water for domestic use and fish populations
(Sosnowski et al., 2016). Habitats within the Sudd region range from open water and permanently
submerged vegetation, to seasonally flooded grasslands and floodplain woodlands. Surrounding
the permanent swamps are vast floodplains that consist of seasonally river-flooded grasslands.
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Figure 3.7. Map of the Sudd wetlands area. Major rivers and water bodies delineated in blue,
and estimated wetland extent delineated in teal (Gumbricht et al., 2017).

As observed in other tropical systems, rainfall over the Sudd is controlled by the movement
of the ITCZ. Rainfall decreases slightly from southwest to northeast and varies substantially from
year to year. The inundated area of the Sudd varies considerably in response to changes in inflow
and rainfall within and between years. The annual maximum extent of inundation occurs at the
end of the rainy season from October through December, though estimates of inundation extent
differ greatly in the literature (Rebelo et al., 2012).
3.2.2.2. Okavango Delta
Further south in the African continent contains major rivers like the Okavango and the
headwaters of the Zambezi and Congo Rivers. The Okavango River in particular flows
southeastward through the uplands of central Angola and terminates in an inland alluvial fan, the
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Okavango Delta in semi-arid northern Botswana (Figure 3.8). The delta is a popular international
tourist destination and sustains an endorheic wetlands complex, meaning the system retains its
water and allows little to no outflow. Only ~3% of inflow and rainfall leaves the delta by the Boteti
River at the southern end, while most of the water is transferred to the atmosphere via
evapotranspiration (Gumbricht et al., 2004). In addition to seasonal floods, the entire basin is
subject to persistent periods of low and high flood years on multi-decadal time scales.

Figure 3.8: Map of the Okavango River Delta. Major rivers and water bodies delineated in blue,
and estimated wetland extent delineated in teal (Gumbricht et al., 2017).

In contrast to the Sudd, the Okavango Delta is well studied and its hydrology well
understood and monitored. Base flow of the Okavango River sustains about 3,000 km2 of
permanent swamp, but flooded area can seasonally vary and expand up to 12,000 km2 (Wolski et
al., 2012). Due to the low topographic gradient and vegetation conditions across the delta, the
annual flood pulse takes between four to five months to spread throughout the fan, reaching a
maximum inundated extent usually in August (Gumbricht et al., 2004). Although annual inflow
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from the Okavango River provides a primary source of water, local rainfall also contributes
significantly to these wetlands. Seasonal local rains typically fall between October and May,
mainly from scattered, convective thunderstorms, and are highly variable from year to year.
Unusually high rainfall can also trigger extensive surface flooding well before the normal seasonal
flood occurs.
The annual flood expands outwards from the margins of the permanent swamp into a
mosaic of grassland and woodland communities comprised of trees, shrubs, and herbaceous
understory. Typically, the advancing flood water encounters dry ground, infiltrating and raising
the groundwater table. A considerable proportion of the flood water is thus lost to groundwater
recharge, thereby making groundwater depth and hydrologic memory particularly important
components in the overall hydrology of the Okavango Delta. If the water table is high due to
extensive inundation from the previous year, even moderate inflow and rainfall can produce
greater than usual flooding.
3.2.3. Southeast Asia
Southeast Asia has two characteristics distinguishing it from other tropical regions that
contribute to high variability in precipitation spatially and over time: (1) its monsoonal climate
and (2) the domineering influence of the Himalayan mountain range. Many major rivers and their
tributaries originate in the Himalayas and are fed by snow and glacial melt. Immense sediment
loads carried by these rivers result in coastal deltas when they reach the ocean. The flat topography
in these low-lying delta regions exposes them to frequent floods that can inundate large areas. The
climatic and physiographic conditions here support a large diversity of wetlands ecosystems, from
seasonal marshes to permanently flooded swamps and mangroves.
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After temperatures rapidly rise over the summer starting in May, the southwest monsoon
carries large amounts of precipitation over southern Asia. The large mountain ranges influence the
spatial distribution of rainfall, resulting in sharp gradients with annual precipitation ranging from
over 4,000 mm in the east to less than 200 mm in the west of southern Asia (Lau & Yang, 1997).
This monsoonal climate exhibits significant inter-annual variability that can result in extreme
events of high or low precipitation. The monsoons are influenced by many complex factors
including largescale atmospheric processes and weather phenomena in the Indian and Pacific
Oceans, and can be difficult to predict (Loo et al., 2015).
Another characteristic feature of the Southeast Asia landscape is the vast expansion of
human-made and intensively managed wetlands such as rice paddy fields and aquaculture ponds
and the degradation of natural flood retaining mangroves. The river deltas in particular were
developed as areas of intensive agriculture until the mid-20th century (Gopal 2013). Since then,
greater intensification of agriculture has continued and drastic changes in land use have occurred
because of increasing industrial activities and urban population growth. While some studies have
suggested that changes in largescale atmospheric circulation may lead to an increase in flood
frequency (e.g. Goodess, 2013; Loo et al., 2015), a growing field of research is now focusing on
the relationship between flood frequency and land-use change in these regions in combination with
changes in largescale climate processes. (e.g. Luyssaert et al., 2014; Pervez & Henebry 2015;
Hoang et al., 2019).
3.2.3.1. Mekong Delta
The Mekong Delta in Vietnam is an area of 39,000 km2 where the Mekong River branches
and drains into the South China Sea (Figure 3.9). As of 2010, the population of the delta was
nearly 17 million and continues to grow, where over 60% of inhabitants rely on rice cultivation
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(Kuenzer & Renaud, 2012). The low-lying elevation of the delta ranges just between 0.5 to 1.5 m
above sea level, with levels generally declining from north to south. The landscape is dominated
by a complex network of natural and human-made waterways, rice paddy fields, aquaculture
ponds, and coastal mangrove forests. The area receives intense rains every year between May
through November, typically reaching peak flood extent at the end of the rainy season, whereas
saltwater intrusion and potential water shortages can occur the remaining part of year. To adapt to
these hydrodynamic extremes, many hydraulic control structures have been developed to target
primarily flooding in the upper part of the delta and saltwater intrusion along coastal regions. With
the increase of human-regulated flow regimes, the agricultural sector has grown rapidly over the
last few decades utilizing flow-independent farming systems.

Figure 3.9: Map of the Mekong River Basin. Major rivers and water bodies delineated in blue,
and estimated wetland extent delineated in teal (Gumbricht et al., 2017).
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3.2.3.2. Ganges-Brahmaputra Delta and the Sundarbans
The Ganges River and many of its major tributaries originate from glaciers on the southern
face of the Himalayan range in India and Nepal. It meets the Brahmaputra River in Bangladesh
before forming the largest river delta in the world, covering over 80,000 km2, and home to over
140 million people (illustrated in Figure 3.10) (Haque & Nicholls, 2018). The delta spans from
the Ganges’ western tributary, the Hooghly River in India, to Bangladesh’s Meghna River in the
east along the coast of the Bay of Bengal. Roughly two thirds of the delta reside in Bangladesh
and the remainder in India.

Figure 3.10: Map of the Ganges-Brahmaputra Delta and surrounding region. Bangladesh in
green; India in beige.

The geographic conditions of the region have driven a diverse regime of ecosystems,
ranging from floodplain and riverine wetlands and coastal swamps to man-made fish ponds and
water storage structures. These wetlands support highly biodiverse habitats, productive agriculture
and fisheries, and buffers against floods and coastal storms. Frequent surface inundation is related
to several mechanisms, including seasonal run-off of the major rivers from the Himalayas, heavy
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local precipitation during the monsoon, and tropical cyclones in the Bay of Bengal. As a result,
both riverine and tidal flooding can occur for multiple interconnected reasons throughout the year.
The Sundarbans mangroves along the coast, checkered with a network of streams,
mudflats, and creeks, form the single largest mangrove complex covering ~10,000 km2 over the
delta and contains protected UNESCO World Heritage sites. Bordering the Sundarbans to the north
is a starkly contrasting, human-modified environment that consists of more than 50 large islands
formerly forested and intertidal. The islands were cleared over time and ultimately embanked in
the 1960s and 1970s to expand rice cultivation and other agriculture. Further upstream, there are
vast floodplains adjacent to the major rivers and their tributaries that seasonally flood with the
summer monsoon. Additional unpredictable flooding can result from periodic storm surges and
cyclones.
3.3. Ground Data Collection and Assessment
Although the overall scope of this thesis spans wetlands across the tropics, one aspect of
this research focuses on the influence of vegetation canopy on microwave retrievals at a local
scale. Ground data collected at study sites in Pacaya Samiria, Peru served to assess the impact of
biomass on the ability to detect inundation with microwave observations and aid in development
of a wetlands inundation classification algorithm.
3.3.1. Field Measurements
Field data were collected in July-August 2017 during low-water conditions in the Pacaya
Samiria National Reserve. During the 18-day excursion, ground measurements were collected on
vegetation structure and past inundation depth history at four primary floodplain sites along Canal
de Puinahua (locations shown in Figure 3.2; photographs shown below in Figure 3.11).
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Figure 3.11: Photographs of floodplain sites observed in Pacaya Samiria at low water season.
(a) View of a river bank near Site #1; (b) Open area in Site #1 with sparse tree cover dominated
by Pseudobombax munguba; (c) Dense canopy cover found in Site #2; (d) Inundated aquatic
shrub species (Montrichardia arborescens) found along the margins of lake at Site #3; (e)
Denser tree cover and understory found in Site #3; (f) Inundated swamp found at Site #4.
Examples of high flood marks on trees (red rectangles) indicate the level of previous inundation.

Biometric measurements were made at seven circular plots (15 m radius each) hosting
varying levels of biomass density. Stand leaf area index (LAI) (m2 m-2) was estimated using
the LAI-2200C plant canopy analyzer (Li-Cor, Inc., Lincoln, NE) following the procedure
detailed in Appendix A. Canopy closure (%) was estimated using a densiometer. Four
readings were taken in each of the cardinal directions in each quadrant and then averaged. In
addition, evidence of past flooding stage was recorded to the nearest 10 cm. Individual tree
measurements were recorded for each living tree ≥ 5 cm in diameter found in each plot.
Diameter at breast height (D) was measured with a diameter tape at ~1.3 m and recorded to
the nearest 0.1 cm. Height to the base of the live crown (HC) and total height (HT) were
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estimated using a distance meter; and crown depth (CD) was calculated as the difference
between HT and HC. All trees were identified as to their species or genus when possible and
assigned a wood density value (ρ, oven-dry mass over green volume, g cm-3) from the Global
Wood Density Database (Chave et al., 2009; Zanne et al., 2009). Unidentified trees were
assigned the average ρ for their containing plot. Aboveground biomass (AGB) was estimated
for individual trees using Equation 3.1, an allometric equation for moist pantropical forests
developed by Chave et al. (2014). AGB density (Mg ha-1) was estimated for each plot by
summing all of the individual tree AGBs per plot.

𝐴𝐺𝐵𝑒𝑠𝑡 = 0.0673 ∗ (𝜌 𝐷2 𝐻𝑇)0.976

(3.1)

In addition to the detailed measurements recorded at circular plots, a limited set of biometry
measurements were collected along six line transects (~0.5 – 1 km in length) in 25 – 50 m intervals,
depending on canopy conditions. Measurements taken at each point included: LAI, canopy closure,
and any past inundation depth – all collected in a similar fashion as those recorded in the circular
plots. One longer transect (~3 km in length) was made via canoe through an inundated swamp.
Although no biometry measurements were collected along this transect, notes on vegetation
character, inundation, and geolocated photographs were recorded approximately every 250 m.
Altogether, a variety of primary and secondary forest stands were surveyed, providing a
range of biomass conditions for inundation detection assessment. In Appendix B, biometry data
of circular plot characteristics are summarized in Table B1, and descriptive statistics derived from
line transects are summarized in Table B2. Each stand at which circular plots were made showed
evidence of past flooding, while 78 out of the 81 transect points surveyed did so. Circular plotlevel estimated AGB density ranged from 42.2 – 278.3 Mg ha-1.
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These measurements and GPS-tagged photographs were used in training and assessment
of a SAR-based wetlands classification algorithm detailed in Chapter 5, and for assessment of
GNSS-R signal sensitivity to inundation in Chapter 6. Furthermore, plot level AGB density values
were compared against corresponding values in an ancillary biomass data set to assess the
suitability of large-scale analysis using the data set as a proxy for biomass density across a more
expansive study area. An assessment of these vegetation metrics is discussed in the following
section.
3.3.2. Vegetation Metrics Assessment
A large component of this research investigates the influence of vegetation cover on
microwave retrievals and sensitivity to underlying surface water. Without access to large-scale
ground vegetation information, we must rely on ancillary data sets to approximate vegetation
conditions. The Global Forest Watch developed a global 30 m resolution dataset of estimated
woody AGB density of the year 2000 (Global Forest Watch, 2018). This dataset (referred to as:
GFW-AGB) was derived from a combination of ground measurements, Geoscience Laser
Altimeter System (GLAS) LiDAR, Landsat 7 ETM+ surface reflectance, elevation, and
biophysical variables. Although this is a dated estimate, it is currently among the best available
proxy for biomass information over the pan-tropics. In addition, notable portions of the study areas
in this research are protected, and hence large amounts of drastic changes in vegetation over the
past 18 years are assumed unlikely.
AGB density values measured from the seven circular plots were compared to the GFWAGB dataset and are illustrated in Figure 3.12. In general, the GFW dataset appears to overestimate AGB density compared to our biometry collections. The one site where the GFW-AGB
density was found to be less than the plot-measured AGB had considerable biomass contributed
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from several ficus trees (Ficus trigonata) which exhibited large networks of exposed roots. It is
possible that these unique features could lead to an underestimation of standing biomass in the
GFW data. The strong, positive correlation (Pearson’s correlation coefficient= 0.835, two-tailed
p-value= 0.019) is encouraging, and the GFW-AGB dataset was deemed suitable for large-scale
analysis over the Pacaya Samiria region.

Figure 3.12: Plot-level AGB density (x-axis) versus GFW-AGB density (y-axis). 1:1 line shown
in solid black. Linear fit shown in dashed black line, with equation and r-squared reported.

Transect measurements demonstrated positive correlations among vegetation structure
metrics, with observed LAI and canopy closure shown in Figure 3.13a, and each of these
compared to GFW-AGB in Figure 3.13b and Figure 3.13c respectively. Based on this, we can
infer that higher AGB density values observed in the GFW data set tend to correspond with both
greater values of LAI and denser canopy closure. Although these findings are not representative
of the entire GFW data set, in this thesis it is assumed these relationships are carried across
expansive study regions in additional landscapes. Future work can be improved with a more
contemporary data set and more ground data validation across the world.
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(a)

(b)

(c)

Figure 3.13: Comparison of transect biometry metrics and GFW-AGB: (a) relationship between
LAI and canopy closure measured at transect points; (b) transect LAI (x-axis) versus GFW-AGB
density (y-axis); (c) transect canopy closure (x-axis) versus GFW-AGB (y-axis). Color of points
correspond to transect group. Linear best-fit lines shown in dashed black, with r-squared values
reported.
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Chapter 4. Assessment with Coarse-Resolution Passive and Active Data
Available global inventories of the abundance and distribution of dynamic surface waters
remain limited. With the recent rise of cloud computing thanks to publicly available services like
Google Earth Engine, extensive analysis of multi-decadal records of optical satellite imagery (e.g.
Landsat) have produced flood recurrence maps at an unprecedented scale (e.g. Yamazaki et al.,
2015; Pekel et al., 2016). However, high flood seasons and sub-canopy inundation are not well
delineated with optical sensors due to their inability to penetrate persistent cloud coverage and
vegetation cover. High spatial resolution (<100 m) SAR provides detailed observations sensitive
to flooded land surface, but suffers from low temporal coverage. As of this dissertation writing,
Sentinel-1 SAR provides repeat coverage every 6–12 days, but freely distributed SAR observations
were drastically more infrequent prior to 2014. Thus, coarse-resolution microwave products
continue to provide utility to the Earth system science community today, offering both a consistent,
historical record (25+ years) and temporally rich observations. This chapter details the
development of the Surface Water Microwave Product Series Version 3. Two assessments of
surface water time series utilizing this data set are presented, including: (1) a large-scale trend
analysis, and (2) a regional scale analysis of spatial and temporal dynamics of surface water and
malaria occurrence in the East African country of Eritrea.

4.1. Modifications to the Surface Water Microwave Product Series
The Surface Water Microwave Product Series Version 2 (SWAMPSv2) was developed
under the NASA MEaSUREs program and published in 2015 as a global, 20-year record of
estimated daily inundated area fraction (fw) (Schroeder et al., 2015) (Figure 4.1). SWAMPSv2
was derived from a combination of passive microwave brightness temperature and active
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microwave radar backscatter using an unmixing algorithm and a priori knowledge of land cover.
Endmembers representing inundated and non-inundated land surfaces are used to derive fw at 25km
grid cell scale. The inundation dynamics captured by this data set has been utilized in several
studies, with applications ranging from global-scale methane emission simulations to regional
assessments of vector-borne disease risk (e.g. Bohn et al., 2013; Sweeney et al., 2014; Bohn et al.,
2015; Poulter et al., 2017). One component of this thesis involves the enhancement of the data set
and release of SWAMPS Version 3 (SWAMPSv3).

Figure 4.1: Global map of long term (2000-2010) mean fractional surface water (fw) estimated
by SWAMPS Version 2 (Schroeder et al., 2015).

The same general approach presented by Schroeder et al. (2015) was employed in assembly
of SWAMPSv3: active microwave backscatter (σ0) and passive microwave polarization difference
index (MPDI) derived from brightness temperature (Tb) are the primary inputs to a land coversupported, atmospherically-corrected dynamic mixture model. However, the model now
incorporates revised input data and more dynamic land cover information, in addition to extending
the record to present day with near-real time processing of all input data. Ancillary data sources
have been updated for improved masking of snow cover and arid land cover. The changes made
in generation of this version are detailed in this section.
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4.1.1. Input Data Sources
Spanning over 25+ years, the SWAMPSv3 fw record utilizes a variety of satellite remote
sensing data sets that are segmented in three consecutive time series of data source combinations,
summarized in Table 4.1. For assembly of SWAMPSv3, all microwave observations (passive and
active) were obtained at the swath level and processed consistently (details in Chapter 4.1.2). The
hourly atmospheric variables (including total precipitable liquid water, total precipitable water
vapor, and wind speed at 2 m height) used in the mixture model for atmospheric correction now
draw entirely from the NASA Modern-Era Retrospective analysis for Research and Applications
Version 2 (MERRA-2) reanalysis product (Gelaro et al., 2017). Additional ancillary snow cover
and normalized difference vegetation index (NDVI) products are used in SWAMPSv3 to mask
snow covered surfaces and to delineate seasonal vegetation dynamics.
Table 4.1: Satellite/model sources for SWAMPS V3 input data segments.

Input

Segment I.
1992-1999

Segment II.
2000-2008

Segment III.
2009-2019

Tb

SSM/I a

SSM/I a

SSMIS a

σ0

ERS b

QuikSCAT c

ASCAT d

NDVI

AVHRR e

MODIS f

MODIS f

Snow Cover

SSM/I g

MODIS h

MODIS h

Reanalysis

MERRA-2 i

MERRA-2 i

MERRA-2 i

a

NOAA Climate Data Record (CDR) of Special Sensor Microwave Imager (SSM/I) and
Special Sensor Microwave Imager Sounder (SSMIS) Microwave Brightness Temperatures
CSU Version 1 (Kummerow et al., 2013); b European Remote Sensing Satellites (ERS-1,
ERS-2) Level 1 Product (EUMETSAT, 2008); c NASA SeaWinds-on-QuikSCAT Level 1B
Sigma0 Product (QuikSCAT Project, 2006); d Advanced Scatterometer (ASCAT) Level 1B
Product (EUMETSAT, 2009); e Global Inventory Monitoring and Modeling System
(GIMMS) NDVI3g.v1 from the Advanced Very High Resolution Radiometer (AVHRR)
(GIMMS Project, 2004); f MODIS/Terra Vegetation Indices 16-Day L3 Global 0.05 Deg
CMG, Version 6 (MOD13C1) (Didan, 2015); g Global Monthly EASE-Grid Snow Water
Equivalent Climatology from SSM/I (Armstrong et al., 2005); h MODIS/Terra Snow Cover 8Day L3 Global 0.05 Deg CMG, Version 6 (MOD10C2) (Hall & Riggs, 2016); i Modern-Era
Retrospective analysis for Research and Applications Version 2 (MERRA-2) (Gelaro et al.,
2017).
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4.1.2. Processing of Microwave Data
The SWAMPSv2 data record was originally derived in part from daily gridded DMSP
SSM/I-SSMIS Pathfinder brightness temperature observations provided by the National Snow and
Ice Data Center (NSIDC) (Armstrong et al., 1994). A major processing change in 2008 related to
grid interpolation yielded a noticeable difference in the brightness temperature fields of these data.
Although in many areas this difference was within ±2 K, regions with steep brightness temperature
gradients observed discrepancies upwards of 20 K. Problematic regions included coastal areas,
edges of swaths where overlap between swaths occurs (typically poleward of 60° latitude), and
mountainous regions, leading to a notable systematic decrease in fw (up to -20%) in these regions.
Because of this gridding inconsistency, the SWAMPSv2 time series was effectively divided in two
distinct parts, hampering long-term analyses. To produce a more consistent, long-term inundation
record, swath-level intercalibrated SSM/I (F11 and F13) and SSMIS (F17 and F18) Tb daily
observations were acquired and posted to the 25 km EASE-grid uniformly across the time series
using the Inverse Distance Squared (IDS) method (Shepard 1968). In addition, swath-level daily
radar σ0 observations were normalized for incidence angle following an approach introduced by
Long & Hardin (1994) and posted to the same 25 km EASE-grid via IDS.
The SWAMPS data record is intended to provide estimates of terrestrial surface water
dynamics, including those from wetlands, rivers, small lakes, reservoirs, rice paddies, and
episodically inundated areas. In past versions of SWAMPS (<v3), grid cells along coastlines were
heavily influenced by ocean water that likely eclipsed the signal from terrestrial inundated
surfaces. During the assembly of both Tb and σ0 for SWAMPSv3, contributions from ocean waters
in coastal regions were filtered out using a Landsat-based 90 m mask of permanent ocean waters
defined by the G3WBM Global Water Body Map data set (Yamazaki et al., 2015), and large water
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bodies such as the Great Lakes and the Caspian and Black Seas. Footprints with more than 10%
ocean water area were excluded in filtered gridded composites.
Reprocessing of the swath-level SSM/I and SSMIS Tb record produced a temporally
consistent time series. Figure 4.2 illustrates globally averaged monthly composites of the 19 GHz
MPDI over land comparing the previously used Tb record from NSIDC (NSIDC-Pathfinder) and
the newly processed version (Reprocessed NOAA CDR). Comparison of the global average MPDI
records from before the change in NSIDC-Pathfinder processing (1992-2008) to after (2009-2013)
shows that notable deviations in monthly composite statistics, particularly in the monthly
minimums and maximums, have been reduced significantly by the reprocessed record (Table 4.2).
Since observations over coastal waters are now filtered, overall terrestrial MPDI values are
reduced across the updated record. Further investigation of the intercalibration between the SSM/I
and SSMIS sensor data sets would support better understanding of the errors associated with
changes in sensor.

Table 4.2: Comparison of mean 19GHz MPDI monthly means, minimums, and maximums at
T1 (1992-2008) and T2 (2009-2013).
NSIDC-Pathfinder
Means
Minimums
Maximums

T1
0.055
0.037
0.076

T2
0.056
0.043
0.069

Δ%
+1.39%
+15.9%
-9.38%

Reprocessed NOAA CDR
T1
0.048
0.038
0.058

T2
0.048
0.038
0.059

Δ%
-0.50%
-2.02%
+0.43%
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Figure 4.2: Globally averaged terrestrial 19 GHz MPDI time series of monthly means (top),
minimums (center), and maximums (bottom) comparing the previously used NSIDC-Pathfinder
record (red) and the reprocessed, intercalibrated NOAA CDR record (blue). Spatial averages are
screened for snow.

4.1.3. Subsetting Arid and Semi-Arid Land Cover
The SWAMPS algorithm estimates erroneously high water fraction over some arid and
semi-arid regions, including sandy deserts, arid zones, salt pans, and ephemeral water bodies.
SWAMPS relies on a static land cover map derived from MODIS (Knowles, 2004) and assumes
consistent emissivity and backscatter properties over each general International GeosphereBiosphere Programme (IGBP) land cover class. The anomalous fw retrievals observed over arid
and semi-arid regions are associated with the large surface emissivity and backscatter gradients
found within the general “Barren or Sparsely Vegetated” (BSV) land cover class across the globe.
The variability of microwave measurements observed in this class arise from two primary
complicating factors: (1) the emissivity of bare ground is highly influenced by the soil’s dominant
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mineral composition (Grody & Weng, 2008), and (2) multi-temporal variation in semi-arid regions
with pronounced seasonal changes in vegetation cover, such as the Sahel region in Africa.
In SWAMPSv3, the general BSV class was partitioned into subsets of bare surface types
with similar emissivity and backscatter character. A k-means clustering analysis of the unique
surface types identified by the Harmonized World Soil Database (HWSD) (Wieder et al., 2014)
was performed based on a climatology of monthly means of gridded 19 GHz MPDI and C-band
σ0 for representative 25 km x 25 km grid cells (>95% BSV, where >85% is represented by a single
soil type).
Six clusters of 33 unique HWSD bare surface types were found to best segment the general
BSV class, excluding areas classified by HWSD as Water, Ice, or Urban. Figure 4.3 below depicts
the fitted relationships between monthly 19 GHz MPDI (SSMIS F17 and F18) and C-band σ0
(ASCAT), observed from 2009-2017, for each bare ground class subset. Table 4.3 summarizes
the HWSD constituents of each subset and the corresponding root mean square error (RMSE)
observed in each fit displayed in Figure 4.3. Bare Ground subset #6, which represents sandy
surfaces, observed notably greater RMSE than the other subsets.

Figure 4.3: Relationships
between C-band backscatter
and 19 GHz MPDI observed
by each bare ground subset,
derived from monthly means
observed 2009 — 2017.
Corresponding bare surface
types that comprise each
subset are described in Table
4.3.
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Table 4.3: Bare ground class subset definitions, with corresponding root mean square error
(RMSE) observed in each fit depicted in Figure 4.3.
Subset
Number

HWSD Soil/Surface Types

RMSE

1

leptosols, regosols, rock outcrop

0.0169

2

anthrosols, ferralsols, gleysols,
kastanozems, lixisols, planosols

0.0146

3

calcisols, solonchaks, salt flats

0.0212

4

acrisols, alisols, chernozems,
cambisols, luvisols, phaeozems,
plinthosols, podzols, solonetz,
vertisols

0.0168

5

andosols, fluvisols, greyzems,
gypsisols, histosols, podzoluvisols

0.0190

6

arenosols, sand dunes

0.0323

Time series of NDVI were used as a dynamic measure of vegetation cover to delineate
Arid (permanently non-vegetated) and Semi-Arid (seasonally vegetated) areas. Three statistics
were calculated and averaged for both the AVHRR-based record (1992-2000) and MODIS-based
record (2000-2018) globally at the original product spatial resolution: (1) annual maximum
(NDVIymax), (2) annual minimum (NDVIymin), and (3) annual standard deviation (NDVIystd). Arid
and Semi-Arid regions were identified using a definition developed by Gamo et al. (2013), and
excluded areas that are labelled as Urban, Water, or Ice by the native 1 km MODIS land cover
product (MODIS-IGBP). Arid regions were defined as pixels with NDVIymax less than 0.15 and
NDVIystd less than 0.03, while Semi-Arid regions were defined as non-Arid regions with NDVIymin
less than 0.15 and NDVIystd less than 0.4. The same thresholds were used for both AVHRR- and
MODIS-based records.
Analysis of NDVI derived from both AVHRR and MODIS for two different time periods
(1992-2000 and 2000-2017) yielded similar delineations of Arid and Semi-Arid areas, shown in
Figure 4.4. As summarized in Table 4.4, Arid regions are predominantly BSV, whereas Semi81

Arid regions were found to primarily consist of a mix of Open Shrubland, Grassland, and BSV.
The AVHRR-derived product was used for development of SWAMPSv3 Segment I (1992-1999),
whereas the MODIS-based product was used for SWAMPSv3 Segments II (2000-2008) and III
(2009-2018). Differences in Arid/Semi-Arid extent between these maps may arise from disparities
in the NDVI products and/or the associated satellite sensors, as well as long-term changes in land
cover. The latter was assumed to be the primary reason but further improvements may benefit from
quantifying the uncertainty in these modified classifications.

Figure 4.4: Delineation of Arid and Semi-Arid zones from AVHRR-based NDVI observations
during 1992-2000 (left) and MODIS-based NDVI observations during 2000-2017 (right).

Table 4.4: Distribution of IGBP land cover classes observed in arid and semi-arid regions.

Semi-Arid

Arid

IGBP Land Cover Distribution

AVHRR 1992-2000

MODIS 2000-2017

Barren / Sparse Vegetation

95.4%

94.7%

Open Shrubland

2.40%

2.95%

Grassland

1.99%

2.24%

Other

< 1%

< 1%

Open Shrubland

40.1%

40.7%

Grassland

30.2%

32.9%

Barren / Sparse Vegetation

22.3%

24.1%

Cropland / Natural Vegetation Mosaic

4.69%

1.95%

Other

< 1%

< 1%

82

The 25 km x 25 km fractional IGBP land cover map employed by the SWAMPS algorithm
was recalculated at each time period (t) an NDVI composite was available (bimonthly for AVHRR,
16-day for MODIS) using sub-grid cell, static land cover from MODIS-IGBP and dynamic
vegetation conditions from NDVIt. The general BSV class was eliminated and replaced with six
different bare ground classes (“Bare Ground #1-6”) and a vegetation class named “Sparse
Vegetation”. All pixels labelled as BSV by MODIS-IGBP were reclassified to the appropriate Bare
Ground class corresponding to its HWSD soil type. For all pixels identified as Semi-Arid, an
additional decision was executed: (1) Semi-Arid BSV pixels with NDVIt greater than 0.15 were
reassigned as “Sparse Vegetation”, and (2) Semi-Arid pixels not classified by MODIS-IGBP as
BSV but with NDVIt less than 0.15 were reassigned to their appropriate Bare Ground class.
4.1.4. Flags
Prior versions of SWAMPS screened for snow cover using a classification and
conservative 28-day running average of estimated snow water equivalent (SWE) based on daily
Tb observations. This generally overestimated snow cover extent and tended to be overly
restrictive, eliminating potentially useful observations after snowpack melt. In this update, we
opted to rely on ancillary snow cover products in screening for snow cover. Segment I relies on
monthly SWE estimates based on SSM/I (Armstrong et al., 2005), similar to what was used in the
original version of SWAMPS due to scarcity of data. However, Segments II and III depend on the
higher resolution, 8-day MODIS fractional snow cover product (Hall & Riggs, 2016). If more than
50% of the MODIS pixels within a 25 km x 25 km grid cell observe a snow fraction greater than
25%, that grid cell is flagged as Snow. Any gaps in the snow cover product are filled with a
climatological value derived over the MODIS record, 2000-2017.

83

Any 25km x 25km grid cell that is observed to be greater than 99% Arid as defined above
in Chapter 4.1.3 is flagged as Arid. The rationale is that inundation is highly unlikely in these
regions and the signal-to-noise ratio is low.
4.1.5. Water Fraction Definition and Comparison
Land cover specific regression models for approximating seasonal biomass dynamics were
redeveloped for each land cover class in each temporal segment (I, II, and III) based on the
modified, dynamic land cover maps and reprocessed microwave data. Input to the derivation of
these equations was a time series correlation analysis applied separately to segments of concurrent
passive and active microwave observations over grid cells of dominant land cover types (> 75%)
and little permanent water (< 1%). To reduce the impact of weather, this analysis was performed
on monthly climatologies of daily observations that had been screened for snow and precipitation,
for each record segment (I, II, III). Tables C1a-c in Appendix C summarize the modified model
coefficients derived for each land cover class at each segment, along with the corresponding fit
metrics. These linear and non-linear equations approximate land cover-specific baseline
predictions of σ0 as related to MPDI over relatively homogenous, non-inundated and non-coastal
grid cells.
Relatively high-frequency (≥19 GHz) Tb observations exhibit greater sensitivity to
atmospheric moisture variability over areas of open water. Furthermore, winds can have a notable
impact on surface roughness — and backscatter — over open water. To solve for fw on a daily grid
cell-wise basis, an end-member for open water that accounts for the effects of atmospheric
variability on MPDI and σ0 is defined prior to fw retrieval. The regression models used to define
this end-member were modified using the updated microwave observations and concurrent hourly
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MERRA-2 reanalysis records (hourly water vapor, cloud liquid water content, and 2 m wind speed)
over grid cells of entirely permanent open water. These models are intended to approximate the
open water end-member for MPDI and σ0 over land regardless of the ratio of land to water within
a satellite’s field of view. The tables in Appendix C2 summarize these modified model
coefficients derived for MPDI (Table C2a) and σ0 (Table C2b).
Results from the regression analysis of vegetation dynamics were combined with those
from the end-member calibration of open water to quantify daily fw. Following Schroeder et al.
(2015), a root-finding algorithm was used to iteratively optimize a best fit linear solution between
the observed daily MPDI and σ0, open water reference state modeled using corresponding hourly
atmospheric variables estimated by MERRA-2, and the land cover-specific vegetation endmember for a given land cover type. Total surface water fraction is estimated using Equation 4.1:
𝑛

𝑓𝑤 = ∑ 𝑓𝑤𝑙𝑐 𝑓𝑎𝑙𝑐

(4.1)

𝑙𝑐=1

where total surface water fraction (fw) for a given grid cell is equal to the sum of land cover-specific
𝑓𝑤𝑙𝑐 obtained from linear un-mixing scaled by the area fraction of that land cover type (𝑓𝑎𝑙𝑐 ) over
n land cover classes observed in that grid cell. This yields a daily land cover-based and
atmospherically corrected total surface water fraction fw.
Prior versions of SWAMPS reported the estimated dynamics of non-permanent surface
water area, excluding water bodies and permanently inundated areas. In some cases,
misunderstanding of this definition has led to misinterpretation of results (e.g. Pham-Duc et al.,
2017). In an effort to facilitate use of this data set with complementary products, SWAMPSv3
includes all terrestrial water fractions within the fw retrieval. An ancillary data layer now includes
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the fractions of assumed permanent water and permanently inundated wetlands so that they can be
accounted for separately, if needed.
SWAMPSv3 global fw retrieval statistics and comparison with previous estimates are
summarized in Figure 4.5. The SWAMPSv3 monthly time series observe an overall reduction in
total estimated inundated area in comparison to SWAMPSv2 because of the elimination of coastal
waters. A static benchmark value of permanent inland water reported by the Landsat-derived
G3WBM product (Yamazaki et al., 2015), shown in the time series in Figure 4.5, is ~3.94 x 105
km2 less (-13.2%) than the lowest annual minimum estimated by SWAMPSv3. This difference
can potentially be attributed to greater fw sensitivity and a richer time series unlimited by cloud
cover provided by SWAMPS, in addition to inherent algorithm retrieval differences.
Mean annual statistics of SWAMPSv3 show a large concentration of fw found in boreal
regions (e.g. Canada, Scandinavia, western Siberia). This distribution pattern is consistent with
findings from previous works (Schroeder et al., 2015; Yamazaki et al., 2015; Pekel et al., 2016).
For most of the globe, differences between SWAMPSv3 and SWAMPSv2 in mean annual
statistics are within ±2%. Increases in both annual maximum and minimum fw are observed
primarily in boreal regions, largely because of the inclusion of permanent waters. Increases in
annual fw standard deviation is found primarily in areas affected by snow cover/melt because of
changes in snow masking. Decreases in fw are observed mostly across all shorelines and in the
deserts of North Africa and the Arabian Peninsula.
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Figure 4.5: Comparison of global SWAMPS fw retrievals. Top panel: Monthly averaged time
series of total global surface water area estimated by SWAMPSv2 (red) and the updated
SWAMPSv3 (blue). Static permanent inland water estimated by G3WBM (Yamazaki et al.,
2015) shown in green. Center row: Global SWAMPSv3 mean annual fw maximum (left),
minimum (center), and standard deviation (right). Bottom row: Difference in global mean annual
fw maximum (left), minimum (center), and standard deviation (right) observed between updated
and previous SWAMPS [v3-v2]. Annual statistics are calculated from coinciding records, 19922012.

Although inclusion of permanent waters slightly increased the fw observed in known
complex wetlands areas, underestimation of dynamic surface inundation under dense vegetation
canopies remains a challenge related to the fundamental radiometric limitations that impact direct
observations of surface conditions. Brightness temperature at ≥19 GHz has limited ability to
penetrate overlying vegetation and litter layers. Thus, the SWAMPS fw signal is primarily sensitive
only to water surfaces within open areas and under low density vegetation.
In accordance with NASA’s free and open access data policy, SWAMPSv3 and full
documentation supporting its assembly are available through the Alaska Satellite Facility (ASF)
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(Jensen & McDonald, 2018). Segment I (1992-1999) is composited at a bimonthly time scale,
whereas Segments II (2000-2008) and III (2009-2019) are posted at a daily time step. As of this
writing, the stable product extends from January 1, 1992 – May 31, 2019 and is updated monthly
pending the release of ancillary data inputs. The NRT product is generated daily with a 2-3 day
latency based on observed Tb and σ0 along with climatologies of hourly MERRA-2 atmospheric
variables, 8-day MODIS snow cover, and 16-day MODIS NDVI each calculated over a 10 year
period, 2008-2017.
4.2. Large-Scale Evaluation and Trends
4.2.1. Assessment with Precipitation and River Discharge
Validation and accuracy assessment of a multi-decadal global product like SWAMPS is
extremely difficult. One approach is to assess the relationship between estimated surface water
and related environmental variables such as precipitation and river discharge at the basin level. A
correlative analysis was performed across 14 major river basins identified in Figure 4.6.

Figure 4.6: Map of major river basins used time series correlation analysis of SWAMPS surface
water, precipitation, and river discharge.
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Gridded precipitation data from the “Climate Hazards Group InfraRed Precipitation with
Station data, Version 2” (CHIRPS) data set was used to estimate basin-wide averages of monthly
rainfall rates. CHIRPS is a 30+ year, nearly global record that incorporates satellite imagery with
in situ station data to create a gridded rainfall time series at 0.05° spatial resolution (Funk et al.,
2015). River basin discharge was estimated from the “Dai and Trenberth Global River Flow and
Continental Discharge Dataset,” which is an aggregated record of monthly river flow rates
observed at the farthest downstream stations of the world’s largest rivers updated through 2013
(Dai, 2017). This analysis was limited to basins within the CHIRPS domain (60°S - 60°N), and
with at least eight years of continuous river gauge data available.
Mean monthly total surface water area (Awat) was derived for each study basin from
SWAMPS for the 22-year period of 1992–2013. SWAMPS Awat demonstrated significant
agreement with corresponding monthly fluctuations of both basin-wide precipitation rates and
river flow records across all tested basins (two-tailed p-values <0.05), with varying lags and
correlation magnitudes. Table 4.5 summarizes the maximum cross-correlation coefficients
observed between each variable pair: (1) precipitation and total surface water area (P vs. W), (2)
precipitation and river discharge (P vs. Q), and (3) total surface water area and river discharge (W
vs. Q), based on both monthly values (Table 4.5a) and their corresponding monthly anomalies
(Table 4.5b). The time series of monthly values and monthly anomalies for each basin are shown
in Figures 4.7a-n.
The strongest correlation coefficients among all paired combinations were observed in the
tropics. In the Amazon in particular, both river discharge at the mouth and basin-wide Awat lag
behind precipitation by 3 months likely due to the inundation dynamics across the expansive basin.
SWAMPS estimated surface water and river discharge exhibited lags of 0-2 months after
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precipitation in other basins in the tropics/sub-tropics. The timing and linkages between of these
three state variables are influenced by several aspects of the basin, including drainage area size,
topography, land cover, and especially engineered features like hydroelectric dams, which
complicates interpretation of these time series. Basins beyond the sub-tropics are also strongly
influenced by seasonal snowmelt upstream. Negative lags in the seasonal monthly time series
relative to precipitation can be observed in mid/high latitude basins, where peaks in surface water
and river discharge precede precipitation.
Although still significantly positive, the relationships between SWAMPS surface water
and regional precipitation and river discharge are observed to be weaker in the sub-tropics. It is
difficult to extricate the impacts of potential retrieval error in SWAMPS from the influences of
flow-altering features of various basins (e.g. dams, agricultural withdrawal). Semi-arid regions in
particular, such as those contained in the Niger River Basin, were found to be problematic in the
former SWAMPSv2 record (Pham-Duc et al., 2017), demonstrating peaks in surface water before
seasonal rains (in areas without snowmelt) and observing a negative correlation with both
precipitation and river discharge. The improved statistics relating SWAMPSv3 Awat with
precipitation and river discharge in Niger demonstrates encouraging improvements made with the
changes in semi-arid land cover delineation in the update. However, it is difficult to quantify
remaining errors at large scale. More regional assessments of SWAMPSv3 are presented in
Chapter 7 in comparison with other remote sensing-based data sets.
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Table 4.5: Basin-wide correlation analysis between mean basin CHIRPS precipitation rate (P), SWAMPS
total surface water area (W), and river discharge (Q) calculated from (a) monthly values, and (b) monthly
anomalies, from data available between 1992-2013 over major world river basins. Maximum correlation
coefficient (Rmax) reported with corresponding lag and two-tailed p-value.
(a) Monthly Time Series, 1992-2013
P vs. W

P vs. Q

W vs. Q

Basin
Tropics/Sub-Tropics
Amazon
Brahmaputra
Congo
Indus
Mekong
Niger
Orinoco
Parana
Tocantins

Rmax

lag[W]

p-value

Rmax

lag[Q]

p-value

Rmax

lag[Q]

p-value

0.7979
0.8484
0.5258
0.6669
0.8986
0.5533
0.8891
0.2961
0.6732

3
1
0
0
1
1
1
1
1

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

0.9425
0.9643
0.6871
0.6483
0.8893
0.8664
0.9347
0.3205
0.8014

3
2
1
2
1
1
2
3
2

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

0.8255
0.9091
0.4656
0.7439
0.8639
0.6978
0.9112
0.5706
0.7635

1
1
1
2
0
1
1
0
1

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

Mid/High Latitude
Changjiang
Columbia
Danube
Mississippi
St. Lawrence

0.7574
0.5668
0.4507
0.6994
0.4126

-2
-1
-2
-4
-4

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

0.9180
0.4695
0.3827
0.5181
0.1880

1
4
2
-2
-1

<0.0001
<0.0001
<0.0001
<0.0001
0.0023

0.7633
0.6595
0.4589
0.6546
0.4175

2
4
2
1
4

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

(b) Monthly Anomaly Time Series, 1992-2013
P vs. W

P vs. Q

W vs. Q

Basin
Tropics/Sub-Tropics
Amazon
Brahmaputra
Congo
Indus
Mekong
Niger
Orinoco
Parana
Tocantins

Rmax

lag[W]

p-value

Rmax

lag[Q]

p-value

Rmax

lag[Q]

p-value

0.4384
0.4064
0.1400
0.5704
0.4677
0.2136
0.4567
0.5141
0.4279

2
0
2
0
1
1
1
1
1

<0.0001
<0.0001
0.0237
<0.0001
<0.0001
0.0004
<0.0001
<0.0001
<0.0001

0.6513
0.4727
0.3989
0.2438
0.4446
0.5473
0.3089
0.4001
0.5384

2
2
2
2
1
1
0
1
1

<0.0001
<0.0001
<0.0001
0.0121
<0.0001
<0.0001
0.0021
<0.0001
<0.0001

0.2774
0.1972
0.3424
0.5581
0.2118
0.2622
0.2670
0.5726
0.4742

0
1
0
2
0
1
0
0
0

<0.0001
0.0117
<0.0001
<0.0001
0.0058
0.0025
0.0104
<0.0001
<0.0001

Mid/High Latitude
Changjiang
Columbia
Danube
Mississippi
St. Lawrence

0.3612
0.2794
0.1446
0.3862
0.2133

0
0
1
0
0

<0.0001
<0.0001
0.0189
<0.0001
0.0005

0.3658
0.3537
0.6147
0.6224
0.1753

1
4
1
1
3

<0.0001
<0.0001
<0.0001
<0.0001
0.0047

0.2300
0.2757
0.3777
0.2045
0.2560

1
3
1
1
2

0.0158
0.0028
0.0008
0.0010
0.0005
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(a) Amazon

(b) Brahmaputra

(c) Congo
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(d) Indus

(e) Mekong

(f) Niger
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(g) Orinoco

(h) Parana

(i) Tocantins
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(j) Changjiang

(k) Columbia

(l) Danube

95

(m) Mississippi

(n) St. Lawrence

Figure 4.7: Time series of SWAMPS monthly averaged total basin surface water extent (black),
CHIRPS basin-averaged monthly precipitation rate (blue), and available monthly average river
flow rate measured at most downstream station, along with corresponding monthly anomalies
at: (a) Amazon, (b) Brahmaputra, (c) Congo, (d) Indus, (e) Mekong, (f) Niger, (g) Orinoco, (h)
Parana, (i) Tocantins, (j) Changjiang, (k) Columbia, (l) Danube, (m) Mississippi, and (n) St.
Lawrence river basins.
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4.2.2. Long-Term Trends
With modified intercalibration across sensors that constitute the 27-year record, a
largescale assessment of long-term trends in SWAMPSv3 surface water area was performed.
Table 4.6 summarizes linear trends in monthly mean anomalies of total surface water area
aggregated at various latitudinal bands estimated by approximating the slope of the least-square
best fit-line and verified with the Mann-Kendall nonparametric trend test (Robson et al., 2000).
While no significant monotonic trend was detected globally overall, nor across the tropics or boreal
regions, a significant decreasing trend in estimated surface water area was observed across the
mid-latitudes (between in the northern and southern hemispheres). However, dividing this analysis
across sub-continental regions (illustrated in Figure 4.8) reveals divergent trends. While
significant gains in Awat are observed across both tropical and temperate South America, the
grasslands of Africa, and tropical Asia, significant decreases are seen in both Europe and temperate
Africa (results summarized in Table 4.7).
Table 4.6: Monostatic trend estimates in total surface water area (Awat) at various latitudinal bands,
derived from monthly mean anomaly time series 1992-2018 (n=324). Corresponding significance
(p-value) and correlation coefficient (R) reported. Significant decrease highlighted in blue.
Awat Trend (km2/yr)

p-value

R

Global

+ 99.9

0.8743

0.0088

Boreal (55ºN–70ºN)

- 177.6

0.0723

-0.0999

Mid-Latitudes
(35ºS–55ºS, 35ºN–55ºN)

- 887.0

0.0003

-0.2005

Tropics (30ºS–30ºN)

+ 286.9

0.4737

0.0399
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Figure 4.8: Map of continental sub-regions corresponding to results reported in Table 4.8.

Table 4.7: Monostatic trend estimates in total surface water area (Awat) observed in continental subregions, derived from monthly mean anomaly time series 1992-2018 (n=324). Significant increases
highlighted in red, and significant decreases highlighted in blue.
Awat Trend (km2/yr)

p-value

R

[1] North American Boreal

+ 99.6

0.1438

0.0520

[2] North American Temperate

- 207.5

0.1256

-0.0813

[3] South American Tropical

+ 399.5

<0.0001

0.3456

[4] South American Temperate

+ 473.9

<0.0001

0.3141

[5] North African Grasslands

+ 573.2

<0.0001

0.7233

[6] South African Grasslands

+ 551.0

<0.0001

0.6738

[7] Eurasian Boreal

- 58.6

0.5697

-0.0316

[8] Eurasian Temperate

- 382.9

0.0531

-0.1099

[9] Tropical Asia

+ 535.1

<0.0001

0.3598

[10] Australia

- 393.3

0.1752

-0.0737

[11] Europe

-634.1

0.0031

-0.2258

[12] North Africa

+ 317.2

0.1019

0.0898

[13] South African Temperate

- 769.3

<0.0001

-0.3932
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Further refinement of this analysis across major river basins (>50,000 km2 in area; #
basins=315) illustrates even greater heterogeneity in trends globally. Figure 4.9a shows the
estimated linear trend in total surface water area by basin, normalized by basin area size, whereas
Figure 9b illustrates the corresponding correlation coefficient, R, and offers a sense of the strength
of the observed monostatic trend. Summary statistics are summarized for the basins with the top
ten increasing trends (Table 4.8a) and top ten decreasing trends (Table 4.8b). Basins with the top
ten positive trends tend to have observed increased dam activity over the past three decades likely
leading to increased reservoir storage, or tend to be located in the high latitudes and heavily
influenced by changes in snowmelt. Meanwhile, most basins observing the most decreases tend to
be located in semi-arid, water-stressed regions (e.g. parts of India, South Africa, Turkey,
Australia).
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a)

b)

b)

Figure 4.9: Annual trends in total basin surface water area calculated from monthly
SWAMPSv3 anomalies, reporting: (a) estimated annual trend normalized by basin area (%/yr),
and (b) corresponding correlation coefficient, R. Only basins that demonstrated significant
trends (p-value <0.05) are shown.
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Table 4.8: Long-term trends in surface water area at various river basins estimated by
SWAMPSv3, derived from monthly anomalies 1992-2018.
(a) Top 10 basins with greatest positive trend normalized by basin area.
Basin
Fuchun Jiang
Swan-Avon
Moulouya
Back
Baker
Nullarbor-Warburton
Alazeya
Emba
Fly
Volta

Awat Trend
(km2/yr)
+ 59.63
+ 92.78
+ 23.60
+ 39.32
+ 94.95
+ 71.28
+ 20.29
+ 39.29
+ 19.19
+ 117.15

Normalized
Awat Trend (%/yr)

p-value

R

+ 0.0791
+ 0.0738
+ 0.0432
+ 0.0414
+ 0.0361
+ 0.0340
+ 0.0317
+ 0.0315
+ 0.0297
+ 0.0275

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
0.0003
<0.0001
<0.0001

0.7546
0.4130
0.3854
0.3552
0.2874
0.2802
0.3322
0.2343
0.4870
0.4745

(b) Top 10 basins with greatest negative normalized trend normalized by basin area.
Basin
Damodar
Brahmani
Mahanadi
Kizilirmak
Orange
Burdekin
Liao
Krishna
Limpopo
Sakarya

Awat Trend
(km2/yr)

Normalized
Awat Trend (%/yr)

p-value

R

-71.15
-32.73
-75.08
-34.75
-384.04
-48.69
-70.39
-92.78
-122.91
-17.84

-0.0952
-0.0668
-0.0569
-0.0457
-0.0422
-0.0369
-0.0332
-0.0327
-0.0299
-0.0281

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
0.0003
<0.0001
<0.0001

-0.3417
-0.4287
-0.3349
-0.5605
-0.5818
-0.3883
-0.3959
-0.3037
-0.3409
-0.4582

Patterns of Awat gains and losses can be observed even more robustly when the trend test is
applied on a pixel-wise basis (Figure 4.10). Observed trends generally agree with the findings
reported by Schroeder et al (2015), though larger expanses of area exhibited statistically significant
changes likely thanks to the increase in samples over time. The largest increasing trends in surface
water area are observed in parts of northern Canada (e.g Northern Nunavut Province, LaGrande
reservoir), the Tibetan Plateau, and portions of Western Africa below the Sahel. Meanwhile,
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prominent declining trends in surface water area are observed in many semi-arid regions including
limited parts of the Sahel and large portions of southern Africa, India, Australia, and Turkey, as
well as large-scale watershed systems such as the Central Mississippi River Valley in the U.S. and
the Central Yangtze River watershed of China. However, there are some discrepancies between
trends in SWAMPSv2 and SWAMPSv3. The modified time series show decreasing trends in parts
of Siberia (e.g. Upper Lena River floodplain) and much more pronounced declining trends over
Australia. The heterogeneity of these patterns globally strongly underscore the need to assess these
trends at regional scales.

a)

b)

Figure 4.10: Annual grid cell-wise trends in surface water area calculated from monthly
SWAMPSv3 anomalies, reporting: (a) estimated annual trend (km2/yr), and (b) corresponding
correlation coefficient, R. Only grid cells that demonstrated significant trends (p-value <0.05)
are shown.
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4.2.3. Uncertainty
Error and uncertainty in SWAMPSv3 arise from a combination of factors, including: (1)
limitations in both spatial and temporal resolution of the microwave observations to capture small
and/or highly short-lived inundation processes, (2) differing radiometric sensitivities,
measurement frequencies, and other sensor properties of the various satellite input data records,
(3) insufficient/incorrect land cover information from ancillary data sets, (4) error introduced by
atmospheric interference (e.g. un-flagged precipitation, radio frequency interference), and (5)
overall limitations of the dynamic mixture model approach. In some cases, rainfall can saturate the
soil yet not lead to an inundated surface, which may contribute to a degree of overestimation of fw.
Furthermore, since SWAMPS is derived from relatively high frequency microwave measurements
and at coarse spatial scale, it is less sensitive to inundation found under dense forest canopies and
limited in its ability to resolve sub-grid scale inundation heterogeneity. Although subsetting of
barren surfaces by soil type has demonstrated improved fw retrievals over semi-arid landscapes,
significant uncertainty remains in surface types where the mixture model assumptions may not be
valid (particularly in sandy bare surfaces).
SWAMPS relies on long-term records of existing polar orbiting satellite microwave
sensors that generally observe an average revisit time of 3 days or better north of 55ºN, and 5 days
or better elsewhere. The temporal sampling of these observations and the corresponding fw retrieval
accuracy are impacted at lower latitudes because of greater time series gaps from the more limited
swath coverage and more frequent and intense precipitation. Future adaptations of the SWAMPS
data set can incorporate microwave observations from other contemporary missions, such as
ASMR-2 or SMAP, and support investigation of mixture model sensitivity and uncertainty at
lower microwave frequencies, in addition to improving temporal sampling.
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Since focus on this research has mostly remained in the tropics and sub-tropics, a robust
high latitude assessment of SWAMPSv3 with snow melt and freeze-thaw timing is lacking.
Reliance on ancillary snow mask products has reduced superfluous data gaps from large snow
screening windows, but has introduced an additional element of uncertainty in the fw retrieval.
Currently, a threshold of sub-grid cell pixels from the MODIS snow cover product (MOD13C1)
must be classified as snow for a given 25 km grid cell to be flagged as Snow. A more robust
evaluation of this flagging process from sub-grid cell information should be conducted. Future
work on SWAMPS should also consider a refined snow screening process combining the existing
snow mask products and a microwave-based retrieval to support coverage over extended periods
of cloud cover.
In spite of the remaining uncertainties, the large-scale evaluations presented above
demonstrate that SWAMPSv3 holds sufficient utility for hydrologic assessment at coarseresolution spatial scales. Further refinement and testing of the SWAMPS algorithm should also
consider utilizing radiometric modeling to assess simulated responses of both Tb and σ0 over a
variety of land cover types to better quantify these existing uncertainties. Chapter 7 discusses the
potential of harmonizing SWAMPS with contemporaneous SAR and GNSS-R observations.
4.3. Case Study: Stratification of Malaria in Eritrea, East Africa
Although the SWAMPS data set has been primarily cited in global-scale projects, this
section focuses on demonstrating its utility in a regional-scale assessment. Estimated seasonal
changes in SWAMPSv3 areal surface water are investigated as they relate with observed
occurrence of malaria in semi-arid eastern Africa along with other related environmental variables.
A methodology for identifying areas vulnerable to climate-related malaria epidemics is presented,
with an assessment of the intensity and seasonality of malaria occurrence.
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4.3.1. Vector-Borne Disease in Sub-Saharan Africa
Vector-borne disease is responsible for more morbidity and mortality in humans than any
other type of infectious disease, and the mosquito is by far the most significant vector (Lemon et
al., 2008). As of 2010, more than 300 million cases of malaria and 50 million cases of dengue
fever are reported worldwide every year, highlighting the enormous global public health impact of
mosquito-borne diseases (World Health Organization, 2010). Understanding the spatio-temporal
patterns of mosquito populations is critical for vector-borne disease control, especially because the
incidence of mosquito-borne diseases such as malaria and dengue is projected to increase in many
regions (Wilke et al., 2019).
The tropical African climate is favorable to several major mosquito-borne diseases
including malaria, rift valley fever, yellow fever, and dengue fever. Malaria burden is particularly
severe in sub-Saharan Africa. Sixty percent of the world’s clinical malaria cases and 80% of
worldwide malaria deaths occur in this region (World Health Organization, 2010).
Mosquito-borne diseases are controlled by environmental conditions that harbor specific
habitat conditions such as 1) surface water for reproduction, 2) humidity for adult mosquito
survival, and 3) specific air temperature to sustain development rates of both the vector and parasite
populations. In much of the epidemic-prone, semi-arid regions of Africa, rainfall collects in
temporary pools across the landscape after rainfall events. These pools are the preferred breeding
habitat of mosquitoes. Pools persisting long enough for at least one complete sub-adult mosquito
maturation cycle (7–10 days) can lead to explosive mosquito population growth (Costantini et al.,
1996). Surface water accumulation patterns are not ubiquitous across the continent, and not
necessarily consistent with precipitation totals. Other factors influencing surface water patterns
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include land use, terrain, vegetation structure, and climate. Thus, monitoring of inundation can
provide information beyond rainfall observations.
In addition to pool formation, other environmental variables can affect mosquito
populations and disease transmission in several ways. The temperature of water bodies affects the
development rate of aquatic stages from eggs to adult emergence. After emergence, because
mosquitoes cannot regulate their body temperature, ambient temperature strongly affects
gonotrophic (egg development) rates in a degree-day dependence (Costantini et al., 1996).
Furthermore, low relative humidity and high temperatures can severely stress mosquitoes and
cause premature death. The requirement that mosquito longevity exceed the temperaturedependent extrinsic incubation period (pathogen development time within the mosquito before it
can be transmitted to the next host) restricts disease transmission to areas with conducive climate
conditions. Areas of unstable malaria occurrence such as semi-arid regions are often subject to
periodic severe epidemics when environmental conditions shift to favor mosquito breeding and
disease transmission (Bomblies et al., 2008). For these reasons, mosquito-borne disease
occurrence in Africa can vary dramatically over the space of a few kilometers. This spatial
heterogeneity reflects variation in vector mosquito habitat and presents an obstacle to the efficient
allocation of malaria control resources
4.3.2. Malaria Risk Assessment in Eritrea
The scope of this analysis is limited to the East African country of Eritrea, where
retrospective malaria occurrence records are available at the district level from 1996 through 2003.
Eritrea is located in the horn of Africa and comprises of a total of 58 districts spanning over 1,500
villages with a combined estimated population of 3.5 million in 2000 (Figure 4.11). The country
can be described as three general topographical regions with different rainfall and malaria
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transmission seasonal patterns: (1) western lowlands with high annual malaria incidence peaking
in October, (2) central highlands characterized with mountainous terrain and low-medium annual
malaria incidence peaking in October, and (3) the coastal eastern lowlands along the Red Sea with
low-medium annual malaria incidence peaking in January (Ceccato et al., 2012).

Figure 4.11: Map of Eritrea illustrating district boundaries and three topographic regions of
the country: (1) western lowlands, (2) central highlands, and (3) coastal eastern lowlands along
the Red Sea. Topographic information provided from SRTM DEM (Farr et al., 2007).

Standardized clinical monthly malaria surveillance data from Eritrea’s National Health
Management Information System (NHMIS) were obtained and organized at the district level by
Ceccato et al. (2007). Malaria incidence per 1,000 persons per month by district was estimated
using NHMIS population statistics from the year 2000. Four monthly time series of environmental
variables estimated by satellite observations were analyzed with concurrent malaria occurrence
records (dataset details summarized in Table 4.9). The variability in malaria transmission and
climate across Eritrea is illustrated in Figure 4.12, which shows monthly climatologies of these
variables spatially averaged over each of the three topographic regions displayed above.
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Table 4.9: Retrospective remote sensing data analyzed with concurrent malaria occurrence, 1996-2003.
Dataset

Observable Utilized

Spatial
Resolution

Reference

CHIRPS Version 2

Mean monthly precipitation
rate (mm/month)

0.05°

Funk et al., 2015

SWAMPSv3

Mean monthly area surface
water fraction, fw (%)

25 km

Jensen & McDonald, 2019

AVHRR GIMMS
NDVI3g.v1

Monthly maximum NDVI

8 km

GIMMS Project, 2004

AVHRR Land Surface
Temperature over Africa *

Monthly mean nighttime
LST (°C)

8 km

Pinheiro et al., 2006

* AVHRR LST dataset only available from 1996-2000.

In most of Eritrea, precipitation primarily falls during July-August. In the coastal, eastern
portion of the country (Region 3), rainfall is considerably lower and tends to peak during OctoberFebruary. Compared to the rest of the country, surface water area in the west (Region 1) tends to
be greater and exhibits more seasonal variability linked with seasonal rains. NDVI is also
potentially a useful metric since it is indicative of changes in soil moisture and is sensitive to where
rainfall runoff may have an impact on malaria transmission. There is considerable NDVI seasonal
variability in Regions 1 and 2 (annually ranging from ~0.15 – 0.35) that appears highly correlated
with seasonal rain, while Region 3 observes much lower NDVI values that tend to not vary much
throughout the year. As discussed above, air temperature is also an important factor in a mosquito’s
habitat. Conversion of near-surface air temperature from satellite-derived land surface temperature
(LST) is challenging and would require additional information that is unavailable. However,
previous work has demonstrated that satellite-derived nighttime LST provides a suitable estimate
of minimum air temperature over different ecosystems across Africa (Vancutsem et al., 2010).
While nighttime LSTs are much lower in the mountainous Region 2 (~12-18 °C) and generally
high in the coastal Region 3 (~21-30 °C), Region 1 observes comparatively moderate nighttime
LSTs, ranging from ~16°C to 24°C annually.
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Region 1: Western Lowlands

Region 2: Central Highlands

Region 3: Coastal Lowlands

Figure 4.12 Monthly climatologies of CHIRPS rainfall, SWAMPS surface area water fraction,
AVHRR NDVI, AVHRR nighttime LST, and observed malaria incidence rate aggregated over
Eritrea Regions 1, 2, and 3, calculated from available data in 1996-2003 period.
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The western lowlands of Region 1 observe the highest malaria incidence rates. Intense
seasonal rains and subsequent surface water accumulation, along with moderate LSTs, form
conditions conducive for mosquito populations and malaria transmission. Although the
mountainous Region 2 exhibits similar rainfall patterns as Region 1, lower surface water area and
cooler temperatures both likely limit malaria transmission in the highlands. Meanwhile in the
coastal lowland Region 3, mosquito populations—and hence malaria occurrences—appear to be
constrained by the low precipitation rates and moderate surface water coverage.
Figure 4.13 illustrates annual metrics of each of these variables spatially averaged over the
same administrative boundaries as the districts reporting malaria incidence. The spatial patterns of
mean annual maximum precipitation and NDVI appear strikingly similar, with values increasing
toward the southern and western parts of the country. Surface water coverage patterns differ
slightly from those of precipitation and NDVI, where lowest values are observed across the
northern and central districts. Nighttime LST appears to be inversely related to elevation, with
lowest temperatures found in the southern-most central highland districts.
Scatterplots relating each variable pair are shown in subsequent plots below. Figure 4.14
illustrates malaria incidence vs. (a) precipitation, (b) surface water area, (c) NDVI, and (d)
nighttime LST. While all four environmental variables demonstrate a positive spatial association
with malaria incidence, estimated surface water area demonstrates the strongest linear relationship
(r=0.75; p=<0.0001) to malaria incidence. Although the strong spatial association between malaria
occurrence and surface water presence is not surprising, it is encouraging that a remote sensing
data set with coarse spatial resolution (~25 km) is sensitive to district-scale phenomenon.
Nighttime LST exhibited a statistically significant positive correlation with malaria incidence as
well (r=0.36; p=0.0069).
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a)

b)

c)

d)

e)

Figure 4.13: Maps of Eritrea displaying mean annual maximums of: (a) monthly precipitation,
(b) monthly average fw, (c) monthly maximum NDVI, (d) monthly mean nighttime LST, and
(e) monthly malaria incidence, aggregated by district and calculated over 1996-2003.
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a)

b)

c)

d)

Figure 4.14: Scatter plots of district-aggregated mean annual maximum values of malaria
incidence vs. (a) monthly precipitation, (b) monthly mean surface water area fraction, (c)
monthly maximum NDVI, and (d) mean monthly nighttime LST, calculated from available
data in the 1996-2003 period. Color of points corresponds to overlying region (1, 2, or 3).
Pearson correlation coefficient and two-tailed p-value are reported.
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Figure 4.15 illustrates scatter plots of precipitation plotted against the other three
environmental variables: (a) surface water area, (b) NDVI, and (c) nighttime LST. Unexpectedly,
precipitation and surface water area show a very weak (r=0.12; p-value=0.4) positive association
with each other, meaning districts with comparatively high precipitation are not necessarily
associated with relatively high surface water area, and vice versa. This could be potentially
explained by differences in soils and land cover, and by the fact that SWAMPS fw encompasses all
forms of surface water including water bodies that may not be strongly influenced by changes in
precipitation. Precipitation and NDVI, however, are extremely positively correlated (r=0.92; pvalue: <0.0001). Being in semi-arid Africa, vegetation cover is highly dependent on precipitation.
Nighttime LST is significantly negatively correlated with precipitation (r=-0.58; pvalue=<0.0001).
Scatter plots of the remaining combinations of environmental variables are displayed in
Figure 4.16 showing (a) surface water area vs. NDVI, (b) surface water area vs. nighttime LST,
and (c) NDVI vs. nighttime LST. Surface water area is positively correlated with both NDVI and
nighttime LST, though not quite enough to be considered statistically significant (r=0.24; pvalue=0.08 and r=0.23; p-value=0.09, respectively). NDVI demonstrates an even more
substantially negative correlation with nighttime LST than observed with precipitation (r=-0.65;
p-value=<0.0001).
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a)

b)

c)

Figure 4.15: Scatter plots of district-aggregated mean annual maximum values of monthly
precipitation vs. (a) monthly mean surface water area fraction, (b) monthly maximum NDVI,
and (c) mean monthly nighttime LST, calculated from available data in the 1996-2003 period.
Color of points corresponds to overlying region (1, 2, or 3). Pearson correlation coefficient and
two-tailed p-value are reported.

114

a)

b)

c)

Figure 4.16: Scatter plots of remaining district-aggregated mean annual maximum values of
environmental variables: (a) Monthly mean surface water area fraction vs. monthly maximum
NDVI, (b) monthly mean surface water area fraction vs. monthly mean nighttime LST, and (c)
monthly maximum NDVI vs. monthly mean nighttime LST, calculated from available data in
the 1996-2003 period. Color of points corresponds to overlying region (1, 2, or 3). Pearson
correlation coefficient and two-tailed p-value are reported.
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Additional analysis on the temporal behavior of these variables was performed on monthly
anomalies of the environmental and malaria incidence time series. Statistical analysis of the raw
time series presents very high correlations among these environmental conditions and malaria
incidence largely due to the similar seasonal patterns exhibited. Therefore, we opted to eliminate
the seasonal cycle by subtracting the climatological monthly means to focus on the impacts of
variations in environmental conditions with variations in malaria incidence.
Figure 4.17 illustrates the maximum linear correlation observed between anomalous
malaria incidence and the four environmental variables of interest over time at the district level.
The maps illustrate the maximum R2 values observed with up to ±6 month lag, along with the
associated lag time. The coefficient of determination (R2) values that are displayed indicate the
proportion of variability in the malaria anomalies that is accounted for by each environmental
variable. It is important to note that since these environmental factors are interrelated, the R2 values
attributed to each variable do not represent independent statistics.
Precipitation observed significant R2 values in 40 out of 58 districts, with malaria incidence
lagging by 2-3 months. The strongest correlations were found particularly in districts along the
eastern coastline (Region 3), where precipitation rate is lowest across the country. Meanwhile,
surface water area observed significant R2 values in 48 out of 58 districts, with malaria incidence
lagging by 1-2 months. The strongest correlation values were observed primarily in the western
lowland districts (Region 1). Correlation between malaria incidence and NDVI observed a similar
pattern to that of precipitation, but demonstrated significant R2 values in fewer districts (33). NDVI
also observed shorter lags ranging from 0-1 months, with two districts even exhibiting malaria
incidence preceding NDVI by 1 month. Lastly, nighttime LST observed the least number of
districts (23) with significant R2, nearly entirely in the mountainous highlands of Region 2. This
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pattern is consistent with our finding of nighttime LST as a constraining factor in Region 2. The
corresponding lags range from 1-2 months. It is worth noting that the nighttime LST data set
contains a shorter time series (1996-2000) than the rest of the environmental data, which impacts
statistical significance.

(a) Precipitation vs. Malaria Incidence

(b) Surface Water Area vs. Malaria Incidence
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(c) NDVI vs. Malaria Incidence

(d) Nighttime LST vs. Malaria Incidence

Figure 4.17: Maximum correlation between anomalous monthly malaria incidence and
environmental variable anomalies: (a) monthly precipitation, (b) monthly surface water area,
(c) monthly maximum NDVI, and (d) monthly mean nighttime LST. Left: coefficient of
determination (R2). Right: Corresponding lag in months. Districts with statistically
insignificant values (p-value > 0.05) are shaded in gray.
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These findings are summarized in Figure 4.18, which displays the single best predictor of
the four environmental variables tested based on the reported R2 values. The western lowlands are
primarily best predicted by preceding surface water area conditions, where the highest malaria
incidence rates are observed across the country. The eastern coastal districts are best predicted by
preceding precipitation and NDVI, whereas majority of the districts in the central highlands are
best predicted by nighttime LST.

Figure 4.18: Map of Eritrea illustrating single-best best predictor of malaria incidence among
tested environmental variables at district level. Districts with no significant predictor are
shaded in gray.

It is important to note that Eritrea initiated a country-wide malaria control program in 2000
which contributed to a notable decrease in the overall number of malaria cases in the following
years (Nyarango et al., 2006). The impact of this intervention contributes an element of uncertainty
to this assessment since it took affect during the middle of the assessment period and was not
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necessarily consistent across all districts. Although this malaria dataset is limited, it did allow us
to differentiate regions with varying sensitivities to surface hydrology and land surface
temperature. Furthermore, even though this assessment was based on observations from several
years ago, Eritrea and other semi-arid countries of sub-Saharan Africa are still today susceptible
to vector-borne disease increases during certain climatic conditions. These results support the
utility of remote sensing as a tool, in particular the SWAMPSv3 data set, for monitoring the
variability of surface conditions to aid risk prediction. Given that malaria incidence observed lags
of 1-2 months with SWAMPSv3, there is potential to use these observations in conjunction with
seasonal rainfall and temperature forecasts to help inform the allocation malaria control resources
well before an increase in disease transmission occurs.
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Chapter 5. Regional Characterization of Inundation Patterns with Synthetic
Aperture Radar
In the previous chapter, coarse-resolution microwave datasets were used to estimate global,
near-daily changes in areal surface water fraction retrievals. In contrast, this chapter focuses on
the classification of synthetic aperture radar (SAR) observations at regional scale at much finer
spatial resolution. Images of backscatter intensity are analyzed over wetlands regions across the
pan-tropics. An initial assessment over the Pacaya Samiria wetlands complex in the Peruvian
Amazon is presented using a two-tiered decision tree approach and solely L-band SAR. This
analysis is supplemented with field observations and first-hand knowledge of the area, and
evaluated with a geocoded land cover map produced by local experts. A second, broader-scale
investigation builds upon this initial study and expands its scope to a number of tropical wetlands
across South America, Africa, and Southeast Asia utilizing both L-band and C-band observations.
Areas of dynamic inundation are investigated using a harmonic model approach and characterized
by the timing and amplitude of changes in backscatter.
The nature of backscatter responses to surface water is greatly influenced by the presence
and character of vegetation cover. The complex assemblies of vegetation and dynamic surface
hydrologic conditions often found in wetlands contributes to a diverse variety of backscatter
signatures observed by SAR in these regions. As discussed in Chapter 2, specular surfaces such as
open water return low backscatter, while flooded vegetation can return a very strong backscatter
response because of so-called double-bounce scattering. Depending on the density and structure
of overlying vegetation, the radar energy can be substantially attenuated by the canopy. Apart from
vegetation conditions, this attenuation depends largely on the sensor frequency (wavelength). With
higher frequency, there is less radar energy penetration through the canopy and more contribution
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to backscatter from within-canopy volume scattering. In this chapter, contemporaneous SAR
imagery observed at both C-band and L-band are assessed, with considerable effort made to
reconcile the differences in surface sensitives, temporal sampling, and varying sensor
characteristics to yield enhanced understanding of dynamic wetlands hydrology.
5.1. Decision Tree Inundation Classification in Pacaya Samiria, Peru
An initial classification scheme was developed and evaluated over the Pacaya Samiria region
of the Western Amazon (see study area details in Chapter 3.2.1.1.1), a large tropical wetlands
complex home to a variety of floodplain and forested areas that inundate seasonally with the
Amazon flood pulse.
5.1.1. Methods
5.1.1.1.

Data

Classification was developed entirely with L-band backscatter time series from ALOS2
PALSAR-2 ScanSAR mosaics (see details in Chapter 2.2.3.2). Cycles 10 – 93 observed from May
2014 through February 2018 were available at the time of this analysis, 29 of which were found to
either fully or partially observe the Pacaya Samiria study area. The acquisition dates associated
with each cycle are summarized in Table D1 in Appendix D. Statistical analysis of backscatter
was performed using amplitude values (digital numbers, DN); final results were converted from
DN to normalized backscatter coefficients expressed in dB using the following equation:
𝛾 0 = 10 ∗ log10(𝐷𝑁 2 ) + 𝐶𝐹

(5.1)

where CF is a calibration factor (-83) used for standard PALSAR products (Shimada et al., 2009).
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Although not present in all tiles, notable artifacts exist at the near-range edge of certain
swaths throughout the pantropical ALOS2 PALSAR-2 ScanSAR mosaic data set. Unfortunately,
these artifacts are not associated with an exclusive incidence angle range and occur unpredictably.
This necessitates manual masking by the user (example illustrated below in Figure 5.1). All cycles
across each study tile were visually inspected, and artifact masks were generated as needed.

(a)

(b)

Figure 5.1: False-color composite of ALOS2 PALSAR-2 ScanSAR Cycle 48 over study area
(Red: HH, Green: HV, Blue: HH/HV) (a) before and (b) after manual masking of swath edge
artifacts.

5.1.1.2.

Algorithm Description

SAR images were classified for open water and inundated vegetation using a two-step,
object-oriented classification scheme based on temporal backscatter patterns (Figure 5.2),
building on methods first presented by Arnesen et al. (2013). Thresholds applied in the decision
tree classifier were derived from analysis of a number of small regions of interest (ROIs). Twelve
ROIs were selected pertaining to different homogeneous land cover classes based on a priori
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knowledge of the region, making a distinction between forest and non-forest (NF) vegetation
(Figure 5.3 and Table 5.1). Multi-temporal statistics of the HH- and HV-polarized backscatter
time series were computed, including: minimum (γ0HH−Min ; γ0HV−Min), maximum (γ0HH−Max ;
γ0HV−Max ), mean (γ0HH−Mean ; γ0HV−Mean ), and standard deviation (γ0HH−Std ; γ0HV−Std). Additional
dry season information was collected including: (1) mean dry season HV-polarized backscatter
(γ0HV−DS ) calculated from scenes observed in July-September (Cycles 27, 30, 53, 56, 79, 82), and
(2) median dry season normalized difference vegetation index (NDVI-DS) from Landsat 8 derived
from cloud-free observations made in July-September of 2015-2017.

Figure 5.2: Two-step classification scheme used to classify static maximum flooded extent and
dynamic land cover types and flooding status. The decision tree was implemented with
thresholds derived from ROIs corresponding to associated homogenous land cover classes.
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Table 5.1: Characteristics of selected ROIs and descriptive summaries of dry season NDVI and
multi-temporal γ0 statistics observed.
NDVI-DS

𝛄𝟎𝐇𝐇−𝐌𝐞𝐚𝐧

𝛄𝟎𝐇𝐕−𝐌𝐞𝐚𝐧

𝛄𝟎𝐇𝐇−𝐒𝐭𝐝

𝛄𝟎𝐇𝐕−𝐒𝐭𝐝

(dB)

(dB)

(dB)

(dB)

307

0.37

-11.4

-18.3

4.8

4.9

Seasonal Open Water

312

0.50

-11.7

-18.5

4.1

4.5

Permanent Open Water

443

0.01

-18.3

-24.8

1.6

0.9

D

Permanent Open Water

1307

-0.11

-19.4

-25.9

1.6

1.2

E

Seasonally Flooded NF

516

0.65

-5.5

-14.2

2.1

1.3

F

Seasonally Flooded NF

470

0.54

-5.4

-16.7

2.5

1.5

G

Permanent Flooded NF

1323

0.58

-6.3

-14.8

1.5

1.3

H

Permanent Flooded NF

279

0.57

-6.7

-15.7

1.6

1.1

I

Seasonally Flooded Forest

1957

0.74

-2.6

-13.0

2.0

1.1

J

Seasonally Flooded Forest

1576

0.72

-4.1

-12.9

2.2

1.1

K

Terra Firme Forest

1807

0.76

-7.3

-11.9

1.2

1.1

L

Terra Firme Forest

472

0.75

-7.2

-12.6

1.4

1.2

Land Cover

Size
(#Pixels)

A

Seasonal Open Water

B
C

ROI

Figure 5.3: False-color composite of temporal mean ALOS2 PALSAR-2 ScanSAR backscatter
(Red: HH, Green: HV, Blue: HH/HV) with locations of ROIs presented.
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A general assumption was made that flooding occurs only in regions not significantly
elevated above the river network, as supported by past literature (e.g. Fluet-Chouinard et al., 2015;
Schlaffer et al., 2016). A potential flood area mask was created based on the Height Above Nearest
Drainage (HAND) index (Rennó et al., 2008; Nobre et al., 2011), which is effectively the elevation
difference between a DEM pixel and the nearest pixel that is part of the drainage network. The
HAND index was calculated from flow direction and a void-filled DEM from the HydroSHEDS
database (Lehner et al., 2008) that is derived from the Shuttle Radar Topography Mission (SRTM)
(Farr et al., 2007) at 3 arc-second resolution. Similar to what was done by Schlaffer et al. (2016),
the stream network was defined by deriving flow accumulation for each pixel and identifying
drainage pixels as those with 1,000 or greater contributing pixels. The resulting stream network
was further reduced by retaining segments with a Strahler stream order of 3 or greater. The height
differences were calculated from the void-filled DEM provided by HydroSHEDS. A threshold of
20 m above the drainage network was used to mask out regions not prone to flooding. This
approach supports a more appropriate estimate of floodable area in regions of low topographic
relief compared to estimates based on elevation alone, as regions of slowly increasing elevation
may be accounted as part of the inundatable wetlands complex.
In Step 1A (Figure 5.2), the maximum flooded extent observed in the entire ScanSAR time
series (Nov 2014 – Feb 2018) was delineated, distinguishing between open water, inundated
vegetation and non-inundated areas. In Step 1B, masked regions and those found to never flood
were merged into a single class named “Non-Inundated.” The Inundated Vegetation class is split
into Inundated Forest and Inundated Non-Forest classes, separated by vegetation density informed
by γ0HV−DS . The Open Water class is divided into Permanent Open Water and Intermittent Open
Water classes based on minimum temporal open water extent detected. The five static classes
126

derived by the end of Step 1 each had its own decision rule-set developed for dynamic
classification in Step 2. Here, classification was performed on individual scenes in the time series
describing the flooding status at a given point in time.
Image segmentation was performed at both steps using the open-source RSGISLib Python
module. Segmentation in Step 1 considered the following images: γ0HH−Min , γ0HH−Max , γ0HV−Min,
γ0HV−Max , γ0HV−DS , and NDVI-DS. In Step 2, the images used for segmentation include an
individual cycle’s HH- and HV-polarized backscatter, and the ratio of these two (HH/HV).

5.1.1.3.

Classification Evaluation

Classification accuracy was evaluated for both Step 1 and 2 using independent approaches.
The maximum flooded extent (Step 1) was evaluated against a static land cover map of the Pacaya
Samiria National Reserve produced by the Instituto de Investigaciones de la Amazonia Peruana
(IIAP) based on aerial surveys, ground observations, and Landsat imagery (Figure E1 in
Appendix E) (IIAP 2002). Pixels classified as intermittent open water in Step 1 were excluded
from this assessment since only permanent water extent is mapped by IIAP. Furthermore, pixels
classified as “Intervened Forest” and “Urban Population Centers” by IIAP were also excluded
from the assessment as it was unclear if these were considered floodable by IIAP. This afforded
5,217,938 of testing pixels at 50 m grid posting to assess against the maximum extent map (~16%
of the entire study area extent). The IIAP land cover classes were generalized to match the Step 1
classes, summarized in Table E1 (Appendix E).
Individual cycle classifications generated in Step 2 were more difficult to robustly assess
due to lack of a time series of ground reference data. River level data from four monitoring stations
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in the reserve (locations shown in Figure 3.2) were compared against time series of flooded area
percentage in a 5 km radius of each station.

5.1.2. Results and Discussion
5.1.2.1.

Multi-temporal Backscatter Signatures

Multi-temporal HH- and HV-polarized radar backscatter from PALSAR-2 and dry-season
NDVI from Landsat 8 were examined in 12 ROIs (representing 6 land cover types). Figure 5.4
shows the histograms of these classes (ROIs of the same class were merged) for 8 multi-temporal
images. A thresholding approach was developed to delineate flooded extent by land cover type, as
demonstrated in previous studies of classifying wetland types with L-band SAR (e.g. Martinez, et
al., 2007; Arnesen et al., 2013; Chapman et al., 2015; Hess et al., 2015). Open water, which
presents a highly reflective surface upon which specular radar scatter dominates, exhibits low
backscatter values. Thus, the maximum extent of open water regions can be delineated with
γ0HH−Min and γ0HV−Min (Figures 5.4a and 5.4b). Regions of temporally intermittent open water
can be differentiated from permanent open water areas with γ0HV−Max (Figure 5.4d). High biomass
vegetation where any inundation occurs can identified by high γ0HH−Max (Figure 5.4c) due to
plant-water double bounce scattering. Low vegetation (e.g. pioneer formations, such as grasses
and other herbaceous species) where inundation may occur poses a more complex backscatter
dynamic with greater temporal variation (Figures 5.4e and 5.4f) due to factors like soil moisture,
vegetation structure, and varying inundation depth. If partially flooded, double bounce interactions
may yield high HH-polarized backscatter, but if submerged, these regions will appear dark with
low backscatter. Forested areas observe both greater γ0HV−DS (Figure 5.4g) and NDVI-DS (Figure
5.4h) than lower density, non-forest vegetation.
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Figure 5.4: Distribution of multi-temporal γ0 and NDVI statistics by land cover type from
selected ROIs representing a variety of land cover classes: (a) γ0HH−Min , (b) γ0HV−Min, (c)
γ0HH−Max, (d) γ0HV−Max, (e) γ0HH−Std, (f) γ0HV−Std , (g) γ0HV−DS, (h) NDVI-DS. Thresholding
schemes for decision tree classification are developed from these histograms.
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5.1.2.2.

Decision Tree Outcomes

The classification algorithm and decision tree derived for Step 1 is illustrated in Figure
5.5a, with the resulting map shown in Figure 5.5b. This maximum flooded extent classification
showed generally high agreement with the IIAP Pacaya Samiria land cover map, depicting
inundated regions with an overall accuracy of 91.8 % and kappa index value of 0.84 (Table 5.2).

Table 5.2: Accuracy assessment of Step 1 maximum flooded extent classification compared with
IIAP reference map of Pacaya Samiria National Reserve.

PALSAR-2 Maximum Extent

Reference - IIAP
Open
Water

Inundated Inundated
NonNon-Forest
Forest
Inundated

Total

User's
Accuracy

Commission
Error

Open Water

38860

3617

23

3

42503

91.4%

8.6%

Inundated Non-Forest

2798

275685

13571

167

292221

94.3%

5.7%

Inundated Forest

657

17485

3006949

19282

3044373

98.8%

1.2%

Non-Inundated

33

6579

363945

1468284

1838841

79.8%

20.2%

Total

42348

303366

3434488

1487736

5217938

Producer's Accuracy

91.8%

90.9%

88.8%

98.7%

Omission Error

8.2%

9.1%

11.2%

1.3%
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Figure 5.5: Step 1 maximum flooded extent classification: (a) Object-based classification
algorithm schematic. Boxes with rounded edges indicate inputs; boxes with sharp corners indicate
a process/decision; ovals indicate assigned classes. In the decision tree, bold red arrows
correspond with “True” and bold black arrows with “False”. (b) Maximum flooded extent
classification map.
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The highest commission error was observed for the Non-Flooded class (20.2%), which
suggests notable underestimation of flooded maximum extent. Open Water, Inundated Non-Forest,
and Inundated Forest each had comparable omission error rates (~8-11%). Floodable regions of
low vegetation areas may potentially have been classified as Open Water at maximum extent if
they were completely submerged, but may have been identified as Inundated Non-Forest by the
IIAP map. Some regions classified as Non-Inundated noticeably follow along river banks. Many
of these regions exhibit variations in micro-topography with elevated embankments that have
shallow or no inundation depths as detected by the SAR observations. Furthermore, it is possible
that regions of particularly dense canopy conditions limit the ability for radar to detect inundation.
Other potential error sources that are not related to the backscatter retrieval include: (1)
disagreement in definitions of Forest and Non-Forest vegetation, (2) co-registration issues between
IIAP map and PALSAR-2 ScanSAR mosaics and (3) changes in river extent and vegetation
regimes since the IIAP map was derived in 2002.
The classification of individual ScanSAR cycles in Step 2 was performed using the scheme
summarized in Figure 5.6. Daily river level at four field stations (locations shown in Figure 3.2)
were compared with corresponding percentage of local classified flood extent (considering a radius
of 5 km around each station) (Figure 5.7). Since the relationship between river level and flood
extent is not linear, observations were fit to a logistic curve and demonstrated reasonable goodness
of fit (R2 ranging from 0.92-0.95).
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Figure 5.6: Step 2 object-based classification algorithm for delineating time series inundation
state. Boxes with rounded edges indicate inputs; boxes with sharp corners indicate a
process/decision; ovals indicate assigned classes. In the decision tree, bold red arrows correspond
with “True” and bold black arrows with “False”.
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(a)

(b)

(c)

(d)

Figure 5.7: Time series of PALSAR-2 classified flooded area percentage (open water, inundated
non-forest, and inundated forest) in surrounding area within 5 km radius and river level measurements
(left) and scatter plots of corresponding values fitted to a logistic model (right) at the four field
stations shown in Figure 3.2: (a) Flor de Punga, (b) Requena, (c) Nauta, (d) San Regis.
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5.1.2.3.

Assessment with Ground Observations

These multi-temporal classifications derived from PALSAR-2 ScanSAR mosaics have
demonstrated reasonable success, though it has been documented that L-band SAR likely observes
limited sensitivity to inundation dynamics under dense, high biomass forest canopies. Ground data
collected along the line transects made in Pacaya Samiria (detailed in Chapter 3.1) were used to
offer insight on SAR-based classification errors. Seventy-eight out of 81 transect points showed
clear evidence of seasonal flooding. Of these 78 points, 31 (39.7%) are contained in pixels
classified as “Non-Inundated” in the maximum flooded extent map derived from the PALSAR-2
ScanSAR mosaics. All three of the points that did not show any evidence of past flooding were in
pixels classified as Non-Inundated by the static PALSAR-based classification. Measured LAI and
canopy cover of the 78 transect points (that showed evidence of past flooding) are illustrated in
Figure 5.8a and Figure 5.8b, along with the corresponding biomass density estimated by GFWAGB showed in Figure 5.8c. In these boxplots, these vegetation structure metrics are grouped by
the PALSAR-2 maximum flooded extent class. The 31 points where no flooding was ever detected
by the PALSAR-2 classification time series but exhibited evidence of past inundation (shown in
white) featured the highest values in all three vegetation metric categories (LAI, canopy cover,
and AGB), further confirming the role of dense vegetation cover in under-classification of wetland
area.
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Figure 5.8: Distribution of vegetation structure metrics of transect points that showed evidence
of seasonal flooding, grouped by PALSAR-2 maximum flooded extent class: (a) LAI, (b)
canopy closure, (c) GFW-AGB density.

Another characteristic to consider is maximum flood depth. Although it is expected that
the height of the markings on trees left behind by past inundation events is generally lower than
the actual maximum past inundation level, the depth observed by sustained inundation can be
generally inferred from this value (although tree type can also have notable influence on this). The
past inundation depths noted for the misclassified “Non-Inundated” transect points are markedly
lower (median value of 0.5 m) than those observed by the classified flooded classes (median value
of 1.2 m). A combination of dense canopy and comparatively shallow inundation depths may have
contributed to under-classification of inundation in these areas.
As demonstrated in numerous studies employing SAR over the past 30+ years, surface
interactions between backscatter and inundated surfaces are generally well understood.
Classification of L-band PALSAR-2 ScanSAR mosaics using established techniques were found
to be generally very successful in detecting flooded surfaces, but did fail to detect inundation in
several points in our ground data collection in transects of highly dense vegetation. One aspect not
addressed in this study is the influence of local incidence angle on backscatter. Due to the fact that
the SAR imagery used in this study was acquired using ScanSAR technology, the images cover a
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large swath width observed at a vast range of viewing angles (~18°-70°). Classification of these
SAR images can be potentially improved with further analysis of this phenomenon.

5.2. Dual-Frequency Temporal Fingerprinting
Although we have demonstrated reasonable success in mapping a dynamic wetlands
complex with L-band SAR alone, the combination of different SAR frequency bands has been
found to improve land cover classification accuracy in many previous studies (e.g. Lee et al., 2001;
Ainsworth et al., 2009; Turkar et al., 2012; Martinis & Rieke, 2015) – particularly in wetlands
(e.g. Costa, 2004; Costa & Telmer, 2007; Evans and Costa, 2013; Mahdianpari et al, 2017). As
discussed at length in Chapter 2, each wavelength has its own advantages in the context of land
cover and wetlands classifications. For example, longer wavelengths, like L-band (~24 cm), have
greater penetration depths through the vegetation canopy yet maintain sensitivity to soil moisture
and inundation, rendering them better suited for forested wetlands. However, shorter wavelengths,
such as C-band (~5 cm) and X-band (~3 cm), are often preferred to discriminate non-forested
wetland classes (e.g., bog, fen, and marsh) as well as open water (Brisco et al., 2009).
One of the most innovative aspects of the current generation of spaceborne SAR sensors is
their increased capacity of acquiring images of the Earth’s surface at regular, more frequent
intervals, with respect to previous missions. Richer time series of observations allow for more
extensive investigations of intra-annual dynamics particularly in wetlands areas that are subject to
strongly seasonal rainfall and runoff. Since radar backscatter dynamics are closely linked to
hydrological processes occurring on the land surface, we can expect overlying backscatter time
series to display strong seasonal trends as well. Past studies of seasonality in remote sensing time
series have primarily focused on deriving land surface phenology metrics from optically-derived
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characteristics like the NDVI (e.g. Jakubauskas et al., 2002; Immerzeel et al., 2005; Jönsson et al.,
2018), but recent findings have demonstrated potential for similar analysis of SAR-based time
series (Schlaffer et al., 2015, Schlaffer et al., 2017). A requirement for harmonic analysis is that
valid data points must be present at key points of a seasonal curve, which requires a sufficiently
dense series that has not previously been available publicly.
This chapter section presents a multi-tiered analysis assessing inundation patterns in
various tropical wetlands study areas with both C-band and L-band SAR. Analysis of backscatter
signatures for seasonal open water and flooded vegetation is performed by fitting pixelwise
harmonic models and assessing the resulting model coefficients. In addition to examining the
suitability of derived time series parameters for discriminating inundation patterns, this study
presents a novel approach to exploiting differences in temporal coverage and radiometric
sensitivities in two disparate sources of SAR observations.
5.2.1. Data Preparation
Due to limited availability of co-located imagery at the time of analysis, this study was
limited to ten selected 1° x 1° tiles in regions illustrated in Figure 5.9. The study areas include a
variety of inland floodplains and coastal river deltas across tropical South America, Africa, and
Southeast Asia (each discussed in Chapter 3.2). The presented workflow was designed to be easily
scaled to larger regional assessments.
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Figure 5.9: Map of tropical wetlands study locations selected for analysis: (A) Pacaya Samiria,
Peru (tiles S04W075, S05W075); (B) Balbina Reservoir, Brazil (tile S01W060); (C) Pantanal,
Brazil (tile S17W058); (D) Sudd, South Sudan (tile N08E030); (E) Okavango Delta, Botswana
(tile S19E022); (F) Ganges-Brahmaputra Delta, Bangladesh (tiles N23E089, N23E090); (G)
Mekong Delta (tiles N11E105, N11E106). Tiles denoted by the latitude and longitude
coordinates of the upper left-hand corner.

5.2.1.1.

Sentinel-1 Mosaics

Sentinel-1 interferometric wide swath (IW) backscatter imagery is publicly available from
the European Space Agency (ESA). Dual-polarization (VV, VH), Level-1 ground range detected
(GRDH) scenes over the ten study areas were acquired over a two-year period: January 2017 –
January 2019. The open-source Sentinel Application Platform (SNAP) toolbox developed by ESA
was used to perform all processing of Sentinel-1 imagery. Processing steps included: (1) updating
metadata with the precise orbit file, (2) border noise removal, (3) radiometric calibration, (4) multilooking, (5) speckle filtering, and (6) terrain correction. Grange range image pixels at 10 m spatial
resolution were multi-looked using a 3 x 3 window, after upon which the gamma-MAP speckle
filter was applied (5 x 5 window). The resultant imagery showed preservation of the mean values,
while decreasing the variance of homogenous targets, and visually preserving the feature edges.
Terrain correction was performed using the SRTM 1-arcsecond DEM, and resulting images were
resampled to the same 50 m grid utilized by the ALOS2 PALSAR-2 ScanSAR mosaics provided
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by JAXA. Backscatter intensity values were converted to gamma-naught coefficients (γ0) using
local incidence angle information. Although several of the ten study tiles were observed by both
ascending and descending passes, scenes from the orbit direction with greater temporal coverage
were selected for each tile. The decision to retain only one direction of acquisitions per tile was
made in effort to maintain consistent looking geometry across time for each given tile. Due to
irregular sampling intervals in the time series over some sites, which is not ideal for harmonic
analysis, composited mosaics were produced by averaging over discrete 12-day slices. In addition,
only mosaics with complete spatial coverage were utilized. Details regarding the mosaics
assembled over each study region are summarized in Table 5.3.
Table 5.3: Sentinel-1 mosaic details for 10 study sites, 2017-2018.
Tile
N08E030
N11E105
N11E106
N23E089
N23E090
S01W060
S04W075
S05W075
S17W058
S19E022

5.2.1.2.

# Mosaics
60
61
53
51
56
58
46
46
53
57

Orbit Direction
Descending
Descending
Ascending
Descending
Ascending
Descending
Descending
Descending
Descending
Ascending

Orbit Paths
21, 94
18
26, 128
150
114
10
171
171
39, 141
14, 87

ALOS2 PALSAR-2 ScanSAR Mosaics

In the investigation discussed in the previous section (Chapter 5.1), classification was
performed on ALOS2 PALSAR-2 ScanSAR mosaics that were assembled by JAXA (data set
described in more detail in Chapter 2.2.3.2). The same data are utilized in this analysis; however,
a closer inspection on the product quality was performed since this investigation required sufficient
geolocation accuracy and relied on greater sensitivity to temporal dynamics.
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A crucial step in the data preparation involved co-registration of the ALOS2 PALSAR-2
ScanSAR mosaics to the Sentinel-1 imagery. JAXA reported a range offset anomaly in certain
PALSAR-2 acquisitions that is currently under investigation as of preparation of this manuscript
(Motohka et al., 2018). Chapman et al. (2015) examined and successfully corrected geolocation
offsets in the range and azimuth directions observed in the previous generation of ALOS PASAR
ScanSAR mosaics by cross-correlating the slant-range imagery against a SAR image based on a
DEM using the GAMMA Remote Sensing software package. However, without access to the
lower-level slant range data, we opted to employ a geometric image matching approach with the
concurrent Sentinel-1 imagery for each study tile. Our collaborator, Dr. Josef Kellndorfer,
provided the computing resources and developed the algorithm for this procedure.
First, to ensure all of the PALSAR-2 ScanSAR mosaics were aligned with one another, a
single reference image throughout the time series was selected. The scene with the highest contrast
(e.g. greatest standard deviation) is selected as the “master” reference image. The Speeded Up
Robust Features (SURF) algorithm, a local feature detection technique (Bay et al., 2008), was used
to perform image matching among all the PALSAR-2 mosaics to this reference image. A multitemporal speckle filter was applied across the aligned stack. The year 2018 was selected as a
reference year since that year observed the greatest temporal repeat across most cycles. Median
backscatter values were calculated over this reference year over both PALSAR-2 and Sentinel-1
time series stacks. Image matching was performed again between the median 2018 ALOS2
PALSAR-2 ScanSAR image and median 2018 Sentinel-1 image. The derived polynomial
matching model was then applied to all of the ALOS2 PALSAR-2 ScanSAR images to yield a
time series of PALSAR-2 images co-registered with Sentinel-1 scenes. Although image matching
in ground range imagery is less than ideal, this method still significantly reduced the geolocation
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error. Table 5.4 summarizes the estimated pixel offsets observed in each tile before and after the
image matching procedure.
Table 5.4: Mean PALSAR-2 pixel absolute spatial offsets observed at each study tile before (x,
y) and after (xc, yc) image matching. Estimates based on 50 reference points per image and
averaged over all cycles.
Tile

x

y

xc

yc

N08E030
N11E105
N11E106
N23E089
N23E090
S01W060
S04W075
S05W075
S17W058
S19E022

3.356
1.933
3.273
2.355
2.574
2.023
1.849
2.338
2.465
2.799

2.055
0.867
1.409
1.258
2.149
2.727
1.067
1.394
1.733
1.951

0.079
0.150
0.049
0.231
0.242
0.068
0.163
0.141
0.089
0.122

0.238
0.167
0.171
0.123
0.246
0.227
0.245
0.138
0.111
0.152

Although these ScanSAR mosaics have been generally corrected for radiometric distortion
due to terrain, some degree of error in calibration remains in the imagery stemming possibly from
the instrument’s calibration or the assembly process. Chapman et al. (2015) address similar issues
with the previous generation of ScanSAR mosaics from ALOS PALSAR. The authors adopted an
empirical approach to address both relative and absolute calibration errors. While relative errors
refer to backscatter intensity trends in either the along-track or cross-track directions within an
individual swath, absolute errors are systemic offsets associated with a particular cycle that are
apparent across a temporal stack of images. A great amount of care needs to be taken to avoid
interpreting actual physical changes in backscatter signature as a calibration error. Inundation and
open water signals are generally quite distinct compared to that of second order radiometric
changes caused by subtler environmental changes such as fluctuations in moisture content. Thus,
with the primary goal to better detect inundation patterns, we can justify an attempt to correct these
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calibration errors observed in the PALSAR-2 ScanSAR mosaics. Considerable effort was made to
remove more error than contribute in the process.
Compared to the previous generation of ALOS PALSAR ScanSAR mosaics, the PALSAR2 ScanSAR acquisitions were found to observe only very subtle relative calibration errors. Thus,
we opted to focus solely on the reduction of absolute calibration error across cycles following a
similar approach performed by Chapman et al. (2015). This technique involved comparing
individual cycles with the average backscatter of the multi-temporal stack of images (𝐼 )̅ . For each
pixel k in a tile, the multi-temporal mean (𝐼 k̅ ) and standard deviation (𝐼̂k) of backscatter values were
calculated, as well as the ratio of the standard deviation to the mean (𝐼̂k/𝐼 k̅ ). A “stable” reference
region is defined within each tile as areas with little relative multi-temporal variability (defined as
̅ < 0.3). Then, for each cycle, the mean-difference (Ik – 𝐼 k̅ ) for each pixel was
pixels with 𝐼̂HH/𝐼 HH
̅ . Figure 5.10
calculated, and these values were averaged across the defined reference area, 𝐼 ref
illustrates the time series of these mean-differences for each study tile as a function of each cycle’s
acquisition date. Mean-differences rarely varied beyond +/- 0.5 dB and some observed minimal
cyclical fluctuations, indicative of backscatter changes due to seasonal environmental changes
rather than any absolute offset. However, in the rare cases of a notable anomalies (> 3σ, ~1 dB),
an empirical correction was made to all pixels in the corresponding cycle in both HH and HVpolarized images (instances of where adjustments were applied are highlighted in by vertical red
lines in Figure 5.10). All instances of these extreme outliers were observed concomitantly between
HH and HV polarizations, and most cases tend to have observations dates during earlier cycles
(prior to 2016). Images from adjacent cycles were visually compared to ensure minimal bias was
introduced. Ultimately, these handful of adjustments were made to provide a more robustly
calibrated product for classification of inundation.
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Figure 5.10: Time series of average mean-differences between HH- (green), HV-polarized
(blue) backscatter and image multi-temporal mean values in each study tile. Vertical red lines
indicate anomalous acquisitions that were subsequently corrected (> 3σ).
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Cycles with less than 50% spatial coverage of a given study tile were excluded from this
analysis. To directly overlap the Sentinel-1 observations, mosaics from only Cycles 65 – 120 were
used in this analysis, spanning the 2-year study period January 2017 – January 2019. Details of the
mosaics retained for each of the 10 study tiles are summarized in Table 5.5.
Table 5.5: ALOS2 PALSAR-2 mosaic details for 10 study sites, 2017 – 2018.

5.2.1.3.

Tile

# Mosaics

Orbit Direction

N08E030

17

Descending

N11E105

24

Descending

N11E106

27

Descending

N23E089

23

Descending

N23E090

20

Descending

S01W060

17

Descending

S04W075

21

Descending

S05W075

22

Descending

S17W058

12

Descending

S19E022

10

Descending

Ancillary Materials

A handful of ancillary data sets were used to support this analysis. The Copernicus Global
Land Service (CGLS) global land cover map at 100 m spatial resolution (CGLS-LC100) provides
a static snapshot of primary land cover classes for the reference year of 2015 that was derived from
ESA’s PROBA-V time-series and extensive field data (Buchhorn et al., 2019). In addition to
discrete classes, the product also includes continuous field layers for all basic land cover classes
that include proportional estimates of vegetation and ground cover. This data set was used as a
guide for selection of regions of interest (ROIs) for ambiguous areas where local reference maps
were not readily available.

145

Two ancillary data sets were used as exclusion layers during surface water classification.
Urban areas (including impervious, manmade surfaces like concrete, roads, buildings) and
inundated vegetation are both characterized by strong double-bounce and multiple scattering
effects. This makes their delineation with SAR considerably difficult. The Global Urban Footprint
(GUF) is a global mask of “urban” regions that was derived from analysis of TerraSAR-X and
TanDEM-X SAR imagery (Esch et al., 2012) and is provided at 0.4 arcseconds (~12 m) spatial
resolution. Urban regions, particularly in parts of the Mekong and Ganges-Brahmaputra Deltas,
are excluded from this analysis using the GUF as a mask, and classification of flooding in these
regions is not considered in the methodology. Furthermore, as implemented in the previous study
(see Chapter 3.1.1.2), the HAND index was used to define “flood-prone” areas as regions that lie
below an elevation of 20 m above the nearest water network. This was done in effort to prevent
misclassifications in elevated areas that are unlikely to observe surface water accumulation.
For evaluation of derived minimum and maximum inundation extent classifications,
comparisons were performed against the JRC Global Yearly Surface Water Classification product
developed by Pekel et al. (2016) for the years of 2017 and 2018. This data set was derived from
Landsat images posted at 30 m spatial resolution and delineates areas of permanent and temporary
surface water on an annual basis. Since this product was derived from optical satellite imagery, it
exhibits potential underestimation of water extent during rainy seasons and in vegetated areas, but
it still to date the best available global scale dynamic surface water product at a moderate spatial
resolution. Thus, this product is not necessarily treated as ground truth for validation purposes, but
simply a baseline for evaluation.
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5.2.2. Harmonic Analysis of Backscatter Signatures
We utilize harmonic time series analysis to assess seasonal variability in co-polarized (CoPol) and cross-polarized (X-Pol) backscatter, alone and as a polarization ratio (Pol-Ratio), from
C-band and L-band sensors. Derived model coefficients are examined to discern suitability in
discriminating inundation patterns in a variety of inundation regimes. Backscatter signatures and
the corresponding harmonic model parameters for a variety of homogenous areas of interest are
evaluated in their success at capturing seasonal and non-seasonal patterns.
5.2.2.1.

Harmonic Model

A harmonic model represents a time series as a set of k sinusoids, each with an amplitude
(A) and a phase angle (φ). The phase angle φ can be interpreted as the timing of maximum
amplitude of its respective sinusoid (Wilks 2011). A backscatter time series at time t can be
expressed using the following equation:
𝑘

𝛾

0 (𝑡)

0

= 𝛾̅ + ∑ [𝐴𝑖 cos (
𝑖=1

2𝜋𝑖𝑡
− 𝜑𝑖 )] + 𝜀(𝑡)
𝑛

(5.2)

where 𝛾̅ 0 is the multi-temporal mean backscatter, n is the number of time steps per year, and ε is
the model residual. The k harmonic terms represent cycles occurring with a frequency of fi = 1, 2,
… , k yr-1. In order to best reproduce the seasonality of inundation signals in backscatter signatures,
an appropriate value for k must be selected. Considering that the presence of surface water can
have either a positive or negative effect on observed backscatter (discussed at length in Chapter
2), backscatter time series over dynamic inundated areas can observe strongly asymmetric
dynamics. Multiple harmonic terms can help model deviations from a purely sinusoidal shape by
superimposing additional sinusoids at higher frequencies. Schlaffer et al. (2016) demonstrated that
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a value of k=3 harmonic terms is suitable to represent seasonal processes at the ~4 month to annual
scale. However, the number of harmonic terms that can be supported is limited by the Nyquist
frequency of the time series, defined as half of the sampling rate of a signal. In the case of our
Sentinel-1 record, the lowest number of samples observed is 46 over the two-year study period,
over Tiles S04W075 and S05W075. This yields the maximum value of k allowed to be 46 / 4 ≈
11, well higher than k=3. However, the PALSAR-2 record is much sparser. The least number of
samples observed is just 10 over the two-year study period at Tile S19E022, limiting the maximum
value for k to 2. Thus, in this analysis, a value of k=3 was selected for models developed with
Sentinel-1 time series, and k=2 in all PALSAR-2 time series models.
As demonstrated by Schlaffer et al. (2015), coefficients of the harmonic terms can be
estimated using least-square optimization with the following transformations:
𝐴𝑖 = √𝑐𝑖2 + 𝑠𝑖2

(5.3)

𝑠𝑖
𝜑𝑖 = tan−1 ( )
𝑐𝑖

(5.4)

so that Equation 5.2 can be rewritten as:
𝑘

𝛾

0 (𝑡)

0

= 𝛾̅ + ∑ [𝑐𝑖 cos (
𝑖=1

2𝜋𝑖𝑡
2𝜋𝑖𝑡
) + 𝑠𝑖 sin (
) ] + 𝜀(𝑡)
𝑛
𝑛

(5.5)

2𝜋𝑖𝑡

This was treated as a multiple linear regression problem, with predictors cos (
sin (

2𝜋𝑖𝑡
𝑛

𝑛

) and

), solving for 𝛾̅ 0 and coefficients ci and si for each harmonic term i. Six separate harmonic

models were derived for each pixel in each study region based on: Sentinel-1 C-band Co-Pol (VV),
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X-Pol (VH), and polarization ratio (VV/VH), as well as PALSAR-2 L-band Co-Pol (HH), X-Pol
(HV), and polarization ratio (HH/HV) time series.
5.2.2.2. Assessment of Derived Coefficients
By fitting a harmonic model to the backscatter time series of each pixel in each multitemporal stack, the derived model coefficients (𝛾̅ 0 , ci and si) are available as spatially distributed
images with the same dimensions as the input SAR mosaics. The backscatter time series variability
can be expressed as a combination of these 2k + 1 features. The following analysis examines these
features to compare the seasonal behavior of different components within each study area.
Figure 5.11 presents a summary of the 6 harmonic model results over the 10 study tiles.
The RGB composites display transformed coefficients from the first harmonic term (red:
amplitude A1, green: multi-temporal mean backscatter 𝛾̅ 0 , blue: phase angle φ1 expressed in terms
of day of the year), while the grayscale images illustrate each model’s performance metric, R2. It
is important to note that since the PALSAR-2 record has considerably less samples over time, the
R2 values are not necessarily comparable between models based on Sentinel-1 versus PALSAR-2.
Nonetheless, the R2 value provides a measure of relative model performance across each study
area for each sensor. All individual model coefficients are presented in grayscale in Appendix F
(see Figures F1-F20). In most of the study tiles, amplitudes associated with the second and (in the
case of Sentinel-1) third harmonic terms in all three polarization categories are less pronounced,
which is indicative of the dominance of an annual cycle in these wetlands regions. However, some
agricultural regions particularly in the Mekong Delta (Tiles N11E105 and N11E106) and GangesBrahmaputra Delta (N23E089, N23E090), do observe notable backscatter amplitudes in the
subsequent harmonic terms likely corresponding to intra-annual growing cycles.
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As discussed in Chapter 2, both the frequency and polarization of a radar signal have a
substantial influence on its scattering interactions with the ground surface. Each of the 6 separate
harmonic models developed are fit to differing radar signatures responding the same underlying
surface conditions. While PALSAR-2 L-band (1.27 GHz, ~23.6 cm wavelength) observations are
more sensitive to sub-canopy conditions in higher biomass regions, Sentinel-1 C-band (5.4 GHz,
~5.6 cm wavelength) observations can better distinguish inundation in less dense vegetation
regimes. Furthermore, several studies have shown that multiple polarizations can provide more
information on inundated areas than single-polarized SAR (e.g. Martinis & Rieke 2015;
Tsyganskaya et al. 2018b). Typically, co-polarized (HH or VV) backscatter has been utilized for
the separation of flooded and non-flooded regions. Cross-polarized backscatter (HV or VH)
sensitivity to inundated vegetation in particular is generally lower as depolarization does not make
for ideal corner reflectors. In their study using Sentinel-1 SAR time series to classify dynamically
flooded regions, Tsyganskaya et al. (2018a) experimentally found that the polarization ratio
VV/VH proved to be more successful at delineation of inundated vegetation in comparison to
either VV or VH-polarized backscatter alone. The authors argued that this can be explained by this
differing sensitivity of VV and VH polarizations, where the ratio of co-pol to cross-pol intensifies
in response to inundated vegetation and provides a less noisy signal than VV alone. However, this
finding is likely strongly dependent on the type of vegetation and radar wavelength cover involved.

Figure 5.11: Summary of harmonic model results. (a) N08E030 Sudd South Sudan, (b) N11E105
Mekong Delta, (c) N11E106 Mekong Delta, (d) N23E089 Ganges-Brahmaputra Delta, (e)
N23E090 Ganges-Brahmaputra Delta, (f) S01W060 Lake Balbina, Brazil, (g) S04W075 Pacaya
Samiria, Peru, (h) S05W075 Pacaya Samiria, Peru, (i) S17W058 Pantanal Brazil, (j) S19E022
Okavango Delta. RGB composites of model coefficients: (red) amplitude of first harmonic term
A1, (green) multi-temporal mean backscatter 𝛾̅ 0 , (blue) phase angle of first harmonic term φ1, and
corresponding R2 in grayscale. Models developed separately for Co-Pol, X-Pol, and Pol-Diff time
series with Sentinel-1 and PALSAR-2 records.
(Figure continued on the following 10 pages)
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(a) Tile N08E030: Sudd, South Sudan
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(b) Tile N11E105: Mekong Delta
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(c) Tile N11E106: Mekong Delta
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(d) Tile N23E089: Ganges-Brahmaputra Delta
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

154

(e) Tile N23E090: Ganges-Brahmaputra Delta
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(f) Tile S01W060: Lake Balbina, Brazil
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(g) Tile S04W075: Pacaya Samiria, Peru
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

157

(h) Tile S05W075: Pacaya Samiria, Peru
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(i) Tile S17W058: Pantanal, Brazil
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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(j) Tile S19E022: Okavango Delta, Botswana
Sentinel-1
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

PALSAR-2
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)
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Figure 5.11 displays stark differences in harmonic parameters not only between wetlands
and surrounding areas but also within these dynamic regions. In most cases, the coefficients based
on Sentinel-1 and PALSAR-2 records appear to demonstrate analogous patterns over each study
tile, particularly in regions of lower biomass density. However, in regions of inundated forested
vegetation such as Pacaya Samiria, Peru (Tiles S04W075 and S05W075), PALSAR-2 exhibits
wildly different harmonic patterns than those more subtle variations observed with Sentinel-1,
highlighting the differences in sensitivity observed by the two sensors. As for polarization, Co-pol
and X-pol model coefficients display generally similar patterns, though differences can be
observed principally in areas of inundated vegetation. Patterns in the Pol-Ratio model results are
in some ways similar to those of Co-Pol, but also stark differences can be seen in the timing and
model performance when compared to either of the individual polarization time series models.
Interpretation of backscatter time series can be improved by diminishing the influence of
speckle by averaging samples over homogenous areas. Small, representative regions of interest
(ROIs) were selected in each study region to investigate nuances in fitted model parameters in the
context of their respective backscatter signatures and inundation patterns. Backscatter time series
and model coefficients were aggregated over these various ROIs pertaining to different land cover
and inundation extents. The harmonic model coefficients observed at each ROI can be visualized
in radial plots as lines connecting each pair (ci, si) as Cartesian coordinates to the plot origin
(Lhermitte et al., 2008; Schlaffer et al. 2016). As defined by Equations 5.3 and 5.4, the length of
the lines depicts the amplitude Ai, whereas the angle between the x-axis and each line describes
the phase angle φi. Brief assessments of each study region are presented in the following
discussion.
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5.2.2.2.1.

The Sudd

The Sudd in South Sudan is home to both persistent and seasonal inundation. Table 5.6
and Figure 5.12 provide details on five ROIs that were selected to represent homogenous areas of
temporary and persistent water bodies and inundated vegetation as well as non-wetlands land
cover. Coefficients for each harmonic model are illustrated in Figure 5.13, while observed and
modeled ROI backscatter time series are shown in Figure 5.14.
ROI A corresponds to a permanent water body. Backscatter from both sensors in all three
polarization categories display very little predictable variation over time, with both Co-Pol and XPol values remaining consistently low as expected with a specular reflective surface like open
water. Given its minimal seasonal variability, ROI A’s model coefficients exhibit comparatively
low magnitude and are barely visible in Figure 5.13. The backscatter time series in all cases
(Figure 5.14a) exhibit a high level of noise over time, resulting in relatively poor harmonic model
fits (R2 < 0.2 in all models, Table 5.6). This is likely related to the influence of wind on surface
roughness of the water surface and the fact that there is no change in surface cover over the study
period.
Seasonal dynamics can be observed in ROI B, which is located in grassland adjacent to a
river. At the end of the rainy season these are saturated and eventually completely submerged.
Both C-band and L-band Co-pol and X-pol display similar temporal dynamics, with high
backscatter values observed from roughly May through October and a dramatic drop during
November through March when the grasses are flooded. The Pol-Ratio, particularly from
PALSAR-2, is anti-correlated with this pattern and shows peak values during flooded conditions.
The harmonic model coefficients are noticeably similar in amplitude and angle between the two
sensors (solid vs. dashed orange lines in Figure. 5.13), with the greatest amplitudes observed in
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the first harmonic term. Both Co-Pol and X-Pol models demonstrated moderately higher R2 values
compared to the Pol-Ratio.
A different seasonal signal is observed in ROI C, located in a floodplain ~75 km south
from ROI B. The vegetation cover in this ROI contributes to the divergent backscatter signatures
between C-band versus L-band sensors (blue vs. red series in Figure 5.14c). Here, a mix of tall
grasses and low-lying shrubs inundate from August through February. High values of C-band
Sentinel-1 during flooded conditions (reaching > -4 dB) are indicative of double-bounce scattering.
However, the biomass density is still low enough to yield low L-band Co-Pol and X-Pol
backscatter when inundated. All models had moderately high R2 values, with strongest
performances demonstrated by Co-Pol and X-Pol models (R2 ranging from ~0.6 - 0.7). The phase
angles observed by Sentinel-1 and PALSAR-2 notably differ, indicating differences in timing peak
backscatter amplitudes (green lines in Figure 5.13).
ROI D falls in a persistently flooded swamp that likely contains a mix of floating and fringe
vegetation among a mix of different tree species, shrubs, and grasses. Very minimal variability is
discernable in the Sentinel-1 C-band time series across all polarizations, whereas slight seasonal
variations in the PALSAR-2 L-band time series may be reflective of varying water levels and
seasonal emergent vegetation on the surface (Figure 5.14d).
The non-wetlands ROI E is predominantly covered by dry shrubland. A subtle seasonal
pattern of slow gradual increase in Co-Pol and X-pol backscatter, particularly with Sentinel-1, can
be seen during the end of the rainy season (October – December) likely corresponding to seasonal
“green up” of the region (Figure 5.14e). This ROI observed moderate to high model R2 values,
particularly in Sentinel-1 X-Pol, underscoring the fact that seasonal backscatter variations are not
only driven by surface hydrological processes but also phenological changes in vegetation cover.
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Table 5.6: Characteristics of selected ROIs in Sudd South Sudan (Tile N08E030).
ROI

Size
(# Pixels)

Land Cover

A
B
C
D
E

1,291
576
936
748
1,240

Persistent Open Water
Seasonal Open Water
Seasonal Swamp
Persistent Swamp
Grassland

2

VV R
0.099
0.657
0.617
0.299
0.719

Sentinel-1
VH R2
0.056
0.626
0.713
0.253
0.681

PALSAR-2
2

VV/VH R
0.097
0.329
0.301
0.241
0.232

2

HH R
0.125
0.520
0.754
0.445
0.475

HV R2
0.112
0.677
0.751
0.644
0.311

HH/HV R2
0.189
0.320
0.861
0.462
0.447

Figure 5.12: CGLS-LC100 land cover with locations of ROIs A-E in Sudd South Sudan.

Co-Pol

X-Pol

Pol-Ratio

Figure 5.13: Harmonic model coefficients ci, si averaged over ROIs A-E in Sudd South Sudan. Line lengths
depict amplitudes (Ai), and angles between the x-axis and each line depict phase angles (φi).
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A

B

C

D

E

Figure 5.14: Backscatter time series at ROIs A-E in Sudd, South Sudan (Tile N08E030) at
varying polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate observed backscatter
(Sentinel-1 in red, PALSAR-2 in blue). Dashed lines correspond to values predicted by fitted
harmonic models.
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5.2.2.2.2.

Mekong Delta

ROIs of varying inundated conditions were selected across the Mekong Delta of Vietnam
with additional focus on rice cultivation and are described in Table 5.7 and Figure 5.15. ROI A
corresponds to an area of persistent open water and exhibits similar findings observed at the
comparable ROI A in the Sudd, including: low amplitude coefficients and low R2 values across all
three polarization categories and both sensors. Greater seasonal variability is observed in ROI B,
as demonstrated by larger amplitudes (orange lines in Figure 5.16) and fluctuating time series
illustrated in Figure 5.17b. According the CGLS-LC100 reference land cover map, ROI B is
labelled as general rain-fed agriculture. The backscatter time series appears to demonstrate a
growing season from roughly January through July but floods seasonally from nearby river
overflow during the monsoon season in August through December.
Additional land cover maps specific to the lower Mekong Delta from Nguyen et al. (2016)
and Clauss et al. (2017) both show that ROIs C and D are representative of rice paddy fields. Rice
is one of the few crops that can be grown under agronomic flooded conditions, where there is a
constant or intermittent layer of water covering the soil in which the plants grow and is used for
weed and pest control. Rice fields are usually flooded prior to the transplanting of rice seedlings
in the fields. The complex interactions of backscatter with the rice plant at its various growing
stages leads to a unique temporal signature influenced by varying backscatter mechanisms over
time, including volume scattering from the canopy and double and multiple bounces between
plants, soil, and water. Particular transplanting and harvest dates are governed by local water
management practices and irrigation plans as well as individual farmers’ choices, leading to very
heterogenous crop calendars across the delta.
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ROI C backscatter time series (Figure 5.17c) illustrates a clear double-cropped rice field.
From August through December, the field is flooded without significant vegetative cover during
the monsoon season, exhibiting low backscatter values due to the specular surface of open water.
Two cycles of rice growth from January through July can be observed with distinct temporal
patterns due to the double bounce effect between water surface and rice tillers. The Sentinel-1 Cband backscatter is particularly sensitive to these changes in above-ground plant biomass. ROI D,
on the other hand, illustrates triple-cropped rice which is commonly found within full-dike systems
with operational sluice gates protecting the field from monsoonal flooding, and thus can yield three
productive rice cycles a year (Figure 5.17d). Both ROI C and D fields are likely inundated allyear round, at varying depths, but it is changes in vegetation cover that largely dictate these highly
dynamic backscatter time series. Interestingly, all three agricultural ROIs (B-D) exhibit high
Sentinel-1 model coefficient amplitudes in the second and third harmonic terms (Figure 5.16),
consistent with substantial inter-seasonal variability. Furthermore, ROIs C and D both observe
notably higher model performance (R2 reported in Table 5.7) with Sentinel-1, which may be
related to the varying sensitivities to lower biomass vegetation of the two frequencies. However,
this also likely demonstrates a case where the PALSAR-2 time series record is not dense enough
to capture sub-seasonal dynamics in these crop rotation patterns.
In contrast to the highly variable radar signatures of seasonal open water and agronomic
flooded agriculture, ROIs E and F illustrate land covers that exhibit little backscatter variation over
time (Figure 5.17ef). While ROI E corresponds to a small coastal mangrove that is persistently
inundated throughout the year, ROI F illustrates a non-flooded cultivated grove. The PALSAR-2
Co-Pol and Pol-Ratio are notably higher at ROI E in comparison to ROI F, indicative of double
bounce scattering at ROI E. Meanwhile there is little discernable difference observed between the
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Sentinel-1 time series at ROIs E and F, in spite of the presence of surface water at E, likely due to
C-band signal saturation over the highly dense mangrove.

Table 5.7: Characteristics of selected ROIs in Mekong Delta (Tiles N11E105, N11E106).
ROI

Size
(# Pixels)

Land Cover

A
B
C
D
E
F

501
1,381
991
871
617
889

Persistent Open Water
Seasonal Open Water
Double-Crop Rice
Triple-Crop Rice
Persistent Inundated Mangrove
Non-Inundated Orchard

2

VV R
0.091
0.825
0.676
0.485
0.254
0.187

Sentinel-1
VH R2
0.085
0.870
0.709
0.536
0.274
0.193

PALSAR-2
2

VV/VH R
0.124
0.613
0.557
0.628
0.113
0.106

2

HH R
0.158
0.805
0.658
0.265
0.288
0.249

HV R2
0.184
0.774
0.617
0.219
0.193
0.260

HH/HV R2
0.207
0.275
0.150
0.181
0.237
0.108

Figure 5.15: CGLS-LC100 land cover with locations of ROIs A-F in Mekong Delta.
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Co-Pol

X-Pol

Pol-Ratio

Figure 5.16: Harmonic model coefficients ci, si averaged over ROIs A-F in Mekong Delta. Line lengths
depict amplitudes (Ai), and angles between the x-axis and each line depict phase angles (φi).
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A

B

C

E

D

F

Figure 5.17: Backscatter time series at ROIs A-F in Mekong Delta (Tiles N11E105, N11E106)
at varying polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate observed backscatter
(Sentinel-1 in red, PALSAR-2 in blue). Dashed lines correspond to values predicted by fitted
harmonic models.
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5.2.2.2.3.

Ganges-Brahmaputra Delta

Like the Mekong Delta, the coastal portions of the Ganges-Brahmaputra Delta in
Bangladesh are low-lying and inundation patterns are largely influenced by the seasonal monsoon
and human activity. Table 5.8 and Figure 5.18 summarize six ROIs that were selected to depict
various inundated and non-wetlands regions over the region.
ROI A is representative of a shrimp farm that largely remains flooded throughout the year,
with backscatter time series (see Figure 5.20a) and resulting harmonic model parameters similar
to that of permanent water bodies. ROI B is located over a tidal mangrove forest that is inundated
throughout the year and exhibits comparatively high Co-Pol and X-Pol backscatter values with
only very subtle interannual variations (Figure 5.20b), as observed at mangrove forest in the
Mekong Delta. According the CGLS-LC100 reference land cover map, ROI C corresponds with
an area of rain-fed agriculture likely cultivating rice, with only one harvest per year. ROI C’s time
series and modelled backscatter exhibits reasonably high R2 values (~0.4 – 0.7) with both Sentinel1 and PALSAR-2. Whereas the C-band Sentinel-1 time series exhibits both high Co-Pol and PolRatio backscatter during the seasonal monsoon months (June – October) – indicative of doublebounce scattering from flooded low-biomass vegetation – the PALSAR-2 time series declines to
low values characteristic of open water (red vs. blue time series in Figure 5.20c).
ROI D is located in a floodplain along the Meghna River containing mostly tall grasses and
sparse tree cover that floods seasonally during the summer monsoon months. While the PALSAR2 time series illustrates a highly smooth seasonal signal (Co-Pol R2 = 0.8), the Sentinel-1 record
appears far noisier (Co-Pol R2 = 0.2), particularly during the flooded months of June – October.
This discrepancy is undoubtedly associated with the differences in sensitivity to sub-canopy
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conditions between C-band and L-band sensors. This could be evidence of mixed double-bounce
and specular scattering at C-band within ROI D.
ROI E corresponds to another rain-fed agricultural plot, but one that is unlikely to be
devoted to rice cultivation (possibly jute). The Sentinel-1 time series show both higher Co-Pol and
X-Pol backscatter values outside of the monsoon months when crops are cultivated, with values
dropping in the summer under flooded – and non-vegetated – conditions. The PALSAR-2 time
series demonstrates similar yet more moderate seasonal behavior (Figure 5.20).
Lastly, ROI F illustrates non-wetland tree covered area which demonstrates only subtle
variation in backscatter over the time series (Figure 5.20f). In the PALSAR-2 record, a slight
increase in backscatter (across all polarization categories) can be seen at the onset of the summer
rainy season and slow gradual decline, while little discernable changes can be observed with
Sentinel-1.

Table 5.8: Characteristics of selected ROIs in Ganges-Brahmaputra Delta (Tiles N23E089, N23E090).
ROI

Size
(# Pixels)

Land Cover

A
B
C
D
E
F

656
567
804
741
482
385

Shrimp Farm
Tidal Mangrove
Seasonal Agriculture (rice)
Floodplain
Seasonal Agriculture (non-rice)
Open Tree Cover

2

VV R
0.423
0.231
0.428
0.201
0.702
0.280

Sentinel-1
VH R2
0.360
0.419
0.592
0.235
0.757
0.228

PALSAR-2
2

VV/VH R
0.121
0.243
0.778
0.345
0.281
0.250

2

HH R
0.466
0.318
0.652
0.818
0.758
0.436

HV R2
0.355
0.455
0.682
0.734
0.692
0.573

HH/HV R2
0.395
0.404
0.235
0.432
0.192
0.403
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Figure 5.18: CGLS-LC100 land cover with locations of ROIs A-F in Ganges-Brahmaputra Delta.

Co-Pol

X-Pol

Pol-Ratio

Figure 5.19: Harmonic model coefficients ci, si averaged over ROIs A-F in Ganges-Brahmaputra Delta.
Line lengths depict amplitudes (Ai), and angles between the x-axis and each line depict phase angles (φi).
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A

B

C

E

D

F

Figure 5.20: Backscatter time series at ROIs A-F in Ganges-Brahmaputra Delta (Tiles
N23E089, N23E090) at varying polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate
observed backscatter (Sentinel-1 in red, PALSAR-2 in blue). Dashed lines correspond to values
predicted by fitted harmonic models.
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5.2.2.2.4.

Lake Balbina

Lake Balbina is a man-made reservoir in the Brazilian Amazon created to supply
hydroelectric power to the city of Manaus, located ~100 km to the south. The reservoir is located
on the Uatumã River and drains a large basin of mostly upland topography. The lake spans a cluster
of over 1,000 islands separated by submerged, shallow valleys within a dynamically flooded area
of ~2,400 km2 (Melack & Wang, 1998). The lake consists largely of forest and inundated trunks
of dead, leafless trees, since the vegetation was not cleared before filling of the reservoir.
Four ROIs were selected to represent the primary land cover types found in this region.
ROI A spans an area of permanent open water within the lake itself. As observed at other ROIs of
permanent open water, ROI A exhibits low Sentinel-1 and PALSAR-2 backscatter throughout the
time series, with low corresponding R2 values and model coefficients. ROI B is located within the
margins of Lake Balbina, among persistently flooded herbaceous vegetation that is seasonally
submerged. The time series shown in Figure 5.23b displays consistently low X-Pol backscatter
values, with seasonal peaks in Co-Pol and Pol-Ratio values from January through April. ROI B is
the only one among the four with model coefficients of notable magnitude (orange lines in Figure
5.22). ROI C also falls among the margins of the reservoir, but an area upstream that only very
rarely observes historical flooding. During this two-year study period, ROI C does not appear to
have observed any flooding, yet small seasonal variations in backscatter may correspond with
saturated soil conditions and/or perennial changes in flora. Lastly, ROI D represents a region of
upland forest that never appears to inundate. As seen at other locations of dry, non-flooded forest,
ROI D captures consistently high backscatter values with modest model R2 values (~ 0.1) and no
notable seasonal variation in backscatter.
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Table 5.9: Characteristics of selected ROIs in Lake Balbina, Brazil (Tile S01W060).
ROI

Size
(# Pixels)

A

1,243

B

740

C
D

577
998

Land Cover
Persistent Open Water
Persistent Inundated Vegetation
with Seasonal Submergence
Vegetated Floodplain
Upland Forest

PALSAR-2

VV R
0.090

Sentinel-1
VH R2
0.064

VV/VH R
0.068

HH R
0.150

HV R2
0.103

HH/HV R2
0.119

0.491

0.305

0.474

0.601

0.546

0.402

0.304
0.111

0.211
0.107

0.315
0.094

0.322
0.217

0.377
0.286

0.380
0.202

2

2

2

Figure 5.21: CGLS-LC100 land cover with locations of ROIs A-D in Lake Balbina, Brazil.

Co-Pol

X-Pol

Pol-Ratio

Figure 5.22: Harmonic model coefficients ci, si averaged over ROIs A-D in Lake Balbina, Brazil. Line
lengths depict amplitudes (Ai), and angles between the x-axis and each line depict phase angles (φi).
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A

B

C

D

Figure 5.23: Backscatter time series at ROIs A-D in Lake Balbina, Brazil (Tile S01W060) at
varying polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate observed backscatter
(Sentinel-1 in red, PALSAR-2 in blue). Dashed lines correspond to values predicted by fitted
harmonic models.
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5.2.2.2.5.

Pacaya Samiria

Given our field knowledge of the area, we opted to include a subset of the Pacaya Samiria
region of the Peruvian Amazon in this analysis. Six ROIs were selected to depict areas of varying
hydrodynamics and vegetation cover (summarized in Table 5.10 and Figure 5.24).
ROI A represents a homogenous area of upland forest that does not inundate. Similar to
other areas of upland forest examined previously, backscatter values are consistently high all year
(timeseries illustrated in Figure 5.26a), due to the volume scattering by tree canopies, and
harmonic model performances are generally low (R2 <0.2). ROI B overlays an annually flooded
margin of the Ucayali River and exhibits large harmonic coefficients particularly in the first
harmonic term (see orange lines in left-side plots in Figure 5.25). During the drier months of July
through December, the river bank is exposed leading to generally higher backscatter values (both
C-band and L-band, Co-Pol and X-Pol; see top two panels in Figure 5.26b). For the remainder of
the year, backscatter notably drops but displays moderately noisy behavior, which may be
explained by day-to-day small variations in water level and expansion/reduction in areal flooded
extent. In spite of the noise observed during the wet season, ROI B still observes reasonably high
predictive value with Co-Pol-based harmonic models (R2 >0.5).
Situated further south near the Puinahua Canal, ROI C represents a subset of a persistently
inundated swamp that hosts a thick mosaic of herbaceous and woody vegetation. While the C-band
Sentinel-1 time series (shown in red in Figure 5.26c) exhibits visibly little variation, the Co-Pol
L-band PALSAR-2 time series (shown in blue in Figure 5.26c) observes a slight seasonal cycle,
with seasonal variations in backscatter primarily driven by changes in water level. During the drier
months of July through October, water levels may be very low (soils are still saturated and often
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still submerged) yielding a less pronounced double-bounce scattering response and hence a small
decline in Co-Pol and Pol-Ratio values.
ROIs D and E both encompass areas of seasonally flooded forest that are located at
different parts of the Pacaya Samiria Reserve. ROI D is located near the Puinahua Canal and is
generally flooded from January through April (see peaks in PALSAR-2 Co-Pol and Pol-Ratio time
series in Figure 5.26d). Both Co-Pol and Pol-Ratio model coefficients from PALSAR-2 and
Sentinel-1 display nearly identical phase angles (ie. timing) as illustrated by the red lines in Figure
5.25). However, the Sentinel-1 (solid lines) coefficients are substantially smaller than those
derived from PALSAR-2 (dashed lines) likely due to C-band’s diminished sub-canopy sensitivity.
ROI E is situated nearly 100 km to the northwest, not far from the Marañon River. The flood pulse
arrives a little earlier here (by December), and flooded conditions persist for a longer duration
through June. Although Sentinel-1-derived harmonic model performance at both ROI D and E are
generally low (R2 ~0.1 – 0.3), the Co-Pol and Pol-Ratio PALSAR-2 time series observe very high
R2 values of 0.7 – 0.8.
Lastly, ROI F corresponds with a seasonally inundated swamp. Located further inland from
its primary water source (the Puinahua Canal) than other selected ROIs, flooded conditions tend
to occur arrive later, starting in February, and persist through June. Although the Co-Pol and Xpol time series of both sensors appear to have generally similar temporal signatures, the Pol-Ratio
of Sentinel-1 compared to that of PALSAR-2 are notably distinctive.
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Table 5.10: Characteristics of selected ROIs in Pacaya Samiria, Peru (Tiles S04W075, S05W075).
ROI

Size
(# Pixels)

Land Cover

A
B
C
D
E
F

1,239
556
1,079
689
1,085
504

Upland Forest
Seasonal Open Water
Persistent Dense Swamp
Seasonal Flooded Forest
Seasonal Flooded Forest
Seasonal Dense Swamp

2

VV R
0.123
0.545
0.238
0.353
0.162
0.685

Sentinel-1
VH R2
0.106
0.535
0.278
0.342
0.118
0.665

PALSAR-2
2

VV/VH R
0.114
0.210
0.150
0.314
0.186
0.380

2

HH R
0.211
0.537
0.548
0.822
0.705
0.671

HV R2
0.167
0.486
0.454
0.606
0.342
0.686

HH/HV R2
0.207
0.256
0.323
0.839
0.736
0.529

Figure 5.24: CGLS-LC100 land cover with locations of ROIs A-F in Pacaya Samiria, Peru.

Co-Pol

X-Pol

Pol-Ratio

Figure 5.25: Harmonic model coefficients ci, si averaged over ROIs A-F in Pacaya Samiria, Peru. Line
lengths depict amplitudes (Ai), and angles between the x-axis and lines depict phase angles (φi).
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Figure 5.26: Backscatter time series at ROIs A-F in Pacaya Samiria, Peru (Tiles S04W075,
S05W075) at varying polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate observed
backscatter (Sentinel-1 in red, PALSAR-2 in blue). Dashed lines correspond to values
predicted by fitted harmonic models.
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5.2.2.2.6.

The Pantanal

The Pantanal wetlands of the upper Paraguay River, located mostly within Brazil, is one
of the largest and most complex floodplains in the world. Although flooding in the Pantanal is a
predictable seasonal process, there is considerable interannual variation in its extent and duration.
While the Pacaya Samiria region in Peru is dominated by flooded forests and highly dense swamps,
the Pantanal hosts an even more extensive array of seasonally to persistently flooded vegetation
communities. Five ROIs were selected from within a subset of the Pantanal to examine assorted
backscatter signatures (summarized in Table 5.11 and Figure 5.27).
ROI A overlays a persistently inundated area of aquatic vegetation that is seasonally
submerged. The corresponding L-band PALSAR-2 time series exhibits generally low backscatter
values, whereas the Sentinel-1 record demonstrates a much more dramatic seasonal cycle (Figure
5.29a). The Sentinel-1 Pol-Ratio time series, in particular, displays a fairly different seasonal
behavior in 2017 when compared to 2018, offering an example of year to year variability. Similar
to other ROIs dominated by changes in open water surfaces, the harmonic models based on CoPol time series performed best (R2 = ~0.75) with both sensors.
ROIs B, C, and D all correspond with seasonally inundated areas each with vegetation
cover of increasing density. That is, ROI B overlays an area of seasonally flooded herbaceous
vegetation, ROI C overlays a seasonally flooded mix of woody and herbaceous flora, and ROI D
consists of seasonally flooded forest. The differences in amplitude, timing in peaks and duration
are readily apparent in the derived harmonic model coefficients (orange/green/red lines in Figure
5.28) and backscatter time series plots (Figure 5.29bcd). Consistent with findings observed at
previously discussed study areas, the Co-Pol Sentinel-1-based harmonic models performed best in
areas of lower biomass density, while the Pol-Ratio PALSAR-2-based harmonic model performed
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best over forested land cover (ROI D). At C-band’s shorter wavelength (relative to L-band), double
bounce scattering can occur at shorter or sparser vegetation with thin branches and small diameter
trunks, as seen in ROI C (red line in Figure 5.29c).
Lastly, ROI E overlays a region of dry, upland forest whose temporal backscatter character
is similar to that of the seasonally flooded forest ROI D, except that it exhibits little discernable
seasonality at any polarization (Figure 5.29e). As demonstrated at other upland forest regions,
ROI E observed generally low to moderate harmonic model performance (R2 values ranging from
0.2-0.4).

Table 5.11: Characteristics of selected ROIs in Pantanal, Brazil (Tile S17W058).
ROI

Size
(# Pixels)

A

1,116

B

1,014

C
D
E

679
1,187
985

Land Cover
Persistent Inundated Vegetation
with Seasonal Submergence
Seasonal Inundated
Herbaceous Vegetation
Seasonal Inundated Swamp
Seasonal Flooded Forest
Upland Forest

PALSAR-2

VV R

Sentinel-1
VH R2

VV/VH R

HH R

HV R2

HH/HV R2

0.753

0.619

0.466

0.752

0.692

0.501

0.865

0.726

0.510

0.835

0.809

0.773

0.758
0.341
0.218

0.230
0.244
0.260

0.658
0.182
0.231

0.916
0.773
0.444

0.807
0.654
0.432

0.688
0.845
0.364

2

2

2

Figure 5.27: CGLS-LC100 land cover with locations of ROIs A-E in Pantanal, Brazil.
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Co-Pol

X-Pol

Pol-Ratio

Figure 5.28: Harmonic model coefficients ci, si averaged over ROIs A-E in Pantanal, Brazil. Line lengths
depict amplitudes (Ai), and angles between the x-axis and each line depict phase angles (φi).

184

A

B

C

D

E

Figure 5.29: Backscatter time series at ROIs A-E in Pantanal, Brazil (Tile S17W058) at
varying polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate observed backscatter
(Sentinel-1 in red, PALSAR-2 in blue). Dashed lines correspond to values predicted by fitted
harmonic models.
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5.2.2.2.7.

Okavango Delta

Like the Pantanal presented previously, the Okavango Delta of southern Africa is a vast,
complex floodplain. Flooding does not occur uniformly throughout the area because of the
“hydraulic roughness” of overlying vegetation (i.e. resistance to flow), in addition to variations in
micro-topography and proximity to water sources. While the Sentinel-1 record over this area is
well sampled throughout the two-year study period, the PALSAR-2 time series is particularly more
limited in this region than at other sites. It is important to keep this data sparsity in mind when
interpreting the R2 values associated with harmonic models derived from the PALSAR-2 time
series. Six ROIs of varying flooding patterns and vegetation regimes were selected and are
summarized in Table 5.12 and Figure 5.30.
ROI A is situated amongst a persistently inundated area of herbaceous flora that appears to
completely submerge during the wet season of 2018 (Figure 5.32a). The lack of substantial
predictable seasonal variability in the backscatter renders largely modest harmonic model
performance (R2 ~0.2-0.3 with Sentinel-1, ~0.5-0.7 with PALSAR-2). ROIs B, C, and D all
correspond with seasonally inundated vegetation that is hydrologically connected to the same flood
pulse yet situated at varying distances along the delta. The peak in Sentinel-1 Co-Pol and Pol-Ratio
values (and troughs in Co-Pol PALSAR-2) correspond with the time of maximum flooded extent
(Figure 5.32bcd). The southward progression of the flood pulse can be following from ROI B’s
peak flood in June, ROI C in July, and ROI D in August/September. The harmonic model
performances are related the predictability of the seasonal variations between to the two study
years, with notable year-to-year variability impacting harmonic model performance especially at
ROI D.
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ROI E overlays an area of mixed forest and lower underlying vegetation that floods
seasonally from May through July. Only slight seasonal changes in backscatter are observed in
both sensors, with moderate to high harmonic model R2 values found with Co-Pol Sentinel-1 (R2
= 0.5) and PALSAR-2 (R2 = 0.9). Meanwhile, ROI F relates to a dry area of shrubland that likely
observed no apparent inundation during the study period. Minimal variations in backscatter are
likely related to changes in soil moisture and any phenological changes in the overlying vegetation.

Table 5.12: Characteristics of selected ROIs in Okavango Delta (Tile S19E022).
ROI

Size
(# Pixels)

A

418

B
C
D
E
F

454
542
981
493
897

Land Cover
Persistent Inundated Vegetation
with Seasonal Submergence
Seasonal Flooding (Peak June)
Seasonal Flooding (Peak July)
Seasonal Flooding (Peak August)
Seasonal Inundated Mixed Veg
Shrubland

PALSAR-2

VV R2

Sentinel-1
VH R2

VV/VH R2

HH R2

HV R2

HH/HV R2

0.181

0.320

0.283

0.721

0.578

0.561

0.597
0.448
0.221
0.503
0.478

0.320
0.239
0.633
0.223
0.431

0.654
0.592
0.531
0.347
0.257

0.812
0.867
0.660
0.900
0.465

0.806
0.845
0.573
0.767
0.514

0.847
0.702
0.424
0.867
0.497

Figure 5.30: CGLS-LC100 land cover with locations of ROIs A-F in Okavango Delta.
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Co-Pol

X-Pol

Pol-Ratio

Figure 5.31: Harmonic model coefficients ci, si averaged over ROIs A-F in Okavango Delta. Line lengths
depict amplitudes (Ai), while angles between the x-axis and each line depict phase angles (φi).
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C

E

D

F

Figure 5.32: Backscatter time series at ROIs A-F in Okavango Delta (Tile S19E022) at varying
polarizations (Co-Pol, X-Pol, Pol-Ratio). Points indicate observed backscatter (Sentinel-1 in
red, PALSAR-2 in blue). Dashed lines correspond to values predicted by fitted harmonic
models.
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5.2.2.3. General Conclusions
Multi-temporal profiles of a variety of ROIs were examined to assess characteristics and
patterns of flood-related land cover classes. Harmonic coefficients derived from both C-band and
L-band backscatter time series demonstrate great potential for distinguishing seasonal and
permanent water bodies in addition to regions of double-bounce backscattering from inundated
vegetation. In most cases across all study areas, amplitudes from the second and third harmonic
terms are notably smaller than A1 and exhibit less contrast between wetlands and non-wetlands
regions. While the Sentinel-1 C-band record provides more frequent samples, better capturing
intricacies of an annual cycle, the PALSAR-2 record is more sensitive to sub-canopy conditions
and provides complementary observations of the surface. Harmonic amplitudes with greater
magnitudes with either sensor tend to be associated with areas that observe changes in conditions
of open water, particularly best predicted by Co-Pol-based models. The Pol-Ratio, on the other
hand, tended to be most sensitive to changes in inundated vegetation, particularly in areas of higher
biomass density.
Backscatter harmonics in these study areas are primarily driven by a mixture of seasonal
water level variations, phenological changes in vegetation, and soil moisture. The following
section presents a method for distinguishing these differing areas and classifying inundation. First,
a clustering approach is performed to segment these regions by harmonic behavior, and secondly,
separate rule-sets are developed for flood state classification. Based on the above ROI analysis, 20
of the harmonic features were selected as input parameters for subsequent analysis:
•
•
•
•

Sentinel-1 Co-Pol (VV): (1) c1, (2) s1, (3) c2, (4) s2, (5) 𝛾̅ 0 , (6) R2
Sentinel-1 Pol-Ratio (VV/VH): (7) c1, (8) s1, (9) c2, (10) s2, (11) 𝛾̅ 0 , (12) R2
PALSAR-2 Co-Pol (HH): (13) c1, (14) s1, (15) 𝛾̅ 0 , (16) R2
PALSAR-2 Pol-Ratio (HH/HV): (17) c1, (18) s1, (19) 𝛾̅ 0 , (20) R2
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5.2.3. Dual-Frequency SAR Inundation Classification
As echoed often throughout this thesis, among the most challenging aspects of SAR time
series classification are the convolved influences of varying surface conditions on backscatter. For
example, a given backscatter value may correspond to flooded conditions in an agricultural field
but not in an adjacent forest. Classification rule sets and decision tree logic in one area, such as
those developed in the previous section for the Pacaya Samiria region of Peru, may not (and usually
does not) apply in another locale, rending it very difficult to develop a generalizable SAR
classification over a variety of study areas. The methods presented in the following section attempt
to address this problem with an unsupervised approach to segmenting landscapes by predominant
backscattering behavior based on derived harmonic coefficients. Separate image classifiers are
constructed for each unique cluster, and the resulting classified time series are evaluated.
5.2.3.1. Methods
5.2.3.1.1. Algorithm Description
A multi-step process chain was developed and performed on each of the ten study tiles
(schematic illustrated in Figure 5.33). The twenty harmonic model coefficients derived from four
separate harmonic models (each based on PALSAR-2 HH, PALSAR-2 HH/HV, Sentinel-1 VV,
Sentinel VV/VH) were selected as input features. Prior to clustering, all features were rescaled to
fit the range of 0-1, and a principal component analysis was performed to reduce the number of
features to those components that explained greater than 5% of the variance. Pixels included in
any of the exclusion layers (e.g. urban land cover, HAND index) are masked out at this step.
The K-medoids algorithm was used to spatially partition each study area into distinct areas
of similar harmonic backscatter dynamics. Pixels were grouped around K representative objects,
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i.e. medoids. The use of medoids instead of centroids (as implemented in the more common Kmeans approach) is less sensitive to outliers and thus more robust to the occurrence of outlying
observations. A range of 1 to 25 target clusters were tested for each study tile. Optimal values for
K were selected by plotting the inertia (within-cluster sum of squared distances) and selecting the
K at which the error starts decreasing at a linear fashion, commonly referred to as the “elbow”
method.

Figure 5.33: General schematic of dual-frequency SAR inundation classification process
chain. Boxes with rounded edges indicate inputs/outputs; boxes with sharp corners indicate a
process.

Once a clustering map was selected, separate supervised Random Forest models were trained
for each cluster. The Random Forest algorithm is an efficient, non-parametric classifier that
operates by first generating a large number of decision trees, called a “forest”, based upon training
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data of known target labels. It then classifies each image pixel outside the training set by
implementing all decision trees in the “forest” and setting the class of the pixel to that of the
landcover class selected by the most decision trees. This process includes classifying validation
pixels to determine the classification accuracy achieved during the run. To perform this step, a
representative set of training/validation data must be provided. Based on interpretation of known
areas of flooding during dry and wet seasons, a training set was generated for each study tile
distinguishing three labels: (1) Open Water, (2) Inundated Vegetation, and (3) No Inundation.
Once each model was trained, all images across the two-year period were classified using
the following backscatter observations as features: Sentinel-1 VV and VV/VH, PALSAR-2 HH
and HH/HV. For any period missing Sentinel-1 or PALSAR-2 observations, values were inferred
from the corresponding harmonic models. Classifications from each cluster per period were
merged into a single classification image. As a post-processing step, isolated pixels were
eliminated with a 3 x 3 majority filter.
Although this approach still relies on elements of user input in the form of training data,
the clustering technique has mitigated the need for distinguishing labels of varying kinds of
flooding (such as inundated low vs. high biomass) which can be very nuanced and difficult to
standardize across different study areas. Furthermore, by building separate supervised models
segmented by backscatter dynamic metrics, this approach reduces the need for additional ancillary
features to help predict these different behaviors between backscatter and surface water.
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5.2.3.1.2. Classification Evaluation
In the absence of any time series ground data across the study sites, the estimated flood
extent time series were assessed with monthly local rainfall estimates from the gridded CHIRPS
v2.0 data set (Funk et al., 2015). A spatial evaluation of the classification results was performed
by comparing minimum and maximum classified flooded extents observed over the two-year study
period with those observed by the JRC annual surface water product developed by Pekel et al.
(2016) (see more details on this data set in Chapter 5.2.1.3).
5.2.3.2. Results and Discussion
5.2.3.2.1. Clustering Analysis of Inundation Patterns
Results from the K-medoids clustering evaluations for all ten study tiles are illustrated in
Figure 5.34a-j. Optimal cluster values (K) ranged from 3 – 6, where tiles containing more complex
and heterogenous landscapes – particularly those in more populated settings – tend to yield higher
values of K. Selecting a higher number of clusters would reduce the variance within clusters, but
would make training of separate classification models rely on more spare data points.
(a) Tile N08E030 (Sudd, South Sudan)
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(b) Tile N11E105 (Mekong Delta)

(c) Tile N11E106 (Mekong Delta)

(d) Tile N23E089 (Ganges-Brahmaputra Delta)
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(e) Tile N23E090 (Ganges-Brahmaputra Delta)

(f) Tile S01W060 (Lake Balbina, Brazil)

(g) Tile S04W075 (Pacaya Samiria, Peru)
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(h) Tile S05W075 (Pacaya Samiria, Peru)

(i) Tile S17W058 (Pantanal, Brazil)

(j) Tile S19E022 (Okavango Delta)

Figure 5.34: Clustering results over ten study tiles. Left: number of clusters (K) vs. associated
within-cluster sum of squared distances, with selected K value indicated with bold black line.
Right: map of the study tile and corresponding K cluster labels.
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5.2.3.2.2. Classification Outcomes and Assessment
In the next step of the analysis, numerous supervised Random Forest models were trained,
validated, and ultimately used to predict inundation class labels across 61 time-steps, at 12-day
intervals across 2017-2018 at each study area. Table 5.13 summarizes relevant information about
the derived models for each study area, including the number of principal components selected for
clustering, the selected K value, the amount of training pixels used, and the average cross-validated
accuracy estimated across all clusters per study tile.
Table 5.13. Clustering and Random Forest model details for each study tile.
# Principal
Components

K

# Training
Pixels

Cross-Validated
Accuracy (%)

N08E030

6

4

45,544

96.2

N11E105

5

5

42,697

96.3

N11E106

5

6

31,206

94.5

N23E089

5

6

40,224

94.6

N23E090

5

5

46,922

96.7

S01W060

3

3

24,407

99.4

S04W075

3

4

39,185

98.9

S05W075

3

4

40,264

99.0

S17W058

5

6

39,176

98.2

S19E022

5

4

35,550

84.6

Tile

Time series of classified open water and inundated vegetation areal extent were summed
across each study area and compared with monthly rainfall (Figure 5.35). Across vast wetlands
complexes, flooded vegetation largely exceeds open water and displays substantial seasonal
variability, as can be seen in tiles N08E030 (Sudd), S04W075 and S05W075 (Pacaya Samiria),
S17W058 (Pantanal), and S19E022 (Okavango). Peaks in flooded vegetation in these regions tend
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to occur 0-3 months after peak local rainfall, and varies due to both local runoff and upstream
flood pulses. In the Mekong delta, we see large open water peaks at the end of the rainy season in
November - December. Sub-annual variations in flooded vegetation appear likely to coincide with
rice cycles as many operations have converted to triple-crop calendar. The two tiles in the GangesBrahmaputra Delta region appear highly related to local rainfall, with open water extent peaking
roughly ~ 1 month after peak rainfall. Inundated vegetation extent in tile N23E089 is much higher
than in the adjacent tile N23E090 since it contains a large portion of the Sundarbans mangrove
forest. Peaks in inundated vegetation appear to occur slightly before peak open water.
Lake Balbina of Brazil is an exception among the study areas in that does not demonstrate
much notable variability over the time series, showing only slight increases in both open water and
flooded vegetation (on the order of 10-30 km) roughly ~2 months after peak local rainfall.
Interestingly, the time series in the Okavango Delta region is not as symmetric across the two years
in both open water and flooded vegetation extents, though peaks in inundated vegetation appear to
lag behind spikes in open water. Flooding extent in this inland delta is known to be unpredictable
year to year, as it is primarily driven by rains from hundreds of miles upstream. It is possible some
of this asymmetric behavior is reflective of erroneous classification. The Random Forest models
derived here observed lower cross-validated accuracy scores (~84%, compared that of higher 90s
at all other sites). This could be related to the more limited availability of PALSAR-2 acquisitions
in this area.
Although this is not a highly robust assessment, these time series verify the seasonality of
classified flooded extents are at least reasonable. However, access to stream gauge data and ground
validation data would allow us to further evaluate the quality of these classification over time.
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N08E030 Sudd

N11E105 Mekong

N11E106 Mekong

N23E089 GangesBrahmaputra

N23E090 GangesBrahmaputra

200

S01W060 Lake Balbina

S04W075 Pacaya Samiria

S05W075 Pacaya Samiria

S17W058 Pantanal

S19E022 Okavango

Figure 5.35: Time series of monthly rainfall (grey) vs. classified inundated areal extent over 1°
x 1° study tiles. Extents of open water displayed in blue, inundated vegetation in red.
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Lastly, a spatial assessment of these classifications was conducted by comparing the
minimum and maximum total flooded extents observed across 2017-2018 with those derived by
the JRC Global Yearly Surface Water Classification (JRC-Water) data set. JRC-Water does not
distinguish between open water and flooded vegetation, so these classes were merged in this
assessment of our classification. Table 5.14 summarizes the areal extents in both classifications
and the total difference, while visual representations of these extents side by side are presented in
Figure 5.36. Across all ten study tiles, the JRC-Water data set reports dramatically less flooded
area, particularly in maximum extent. Although it is possible our presented methods have overestimated flooded area, the stark differences observed can largely be attributed to JRC-water
underestimation due to limitations of optical imagery in this application (e.g. cloud coverage
during rainy seasons, inability to map flooded vegetation). Differences between minimum
inundated extent (ie. permanent water) are generally within ~100 km2, except in tiles with
permanently inundated swamp such as the lower Pacaya Samiria (S05075), Pantanal (S17W058),
and Okavango Delta (S19E022). The general agreement in minimum extents is encouraging,
though validating maximum extent is still a missing component in this analysis.
Table 5.14. Comparisons of minimum and maximum flooded areal extents derived from dualfrequency classification vs. JRC annual inundation product for years 2017-2018. All values
expressed in km2. Reported values exclude ocean waters.
Tile
N08E030
N11E105
N11E106
N23E089
N23E090
S01W060
S04W075
S05W075
S17W058
S19E022

Classified
Minimum
Extent

JRC
Minimum
Extent

174
378
1,918
1,872
2,453
1,613
393
1,738
3,810
1,054

118
366
1,881
1,131
2,418
1,497
46
274
1,075
5

Classified
JRC
Maximum Maximum
Extent
Extent
6,746
9,176
4,294
7,444
5,127
1,938
5,557
10,586
9,561
6,592

395
5,728
2,204
2,433
2,982
1,613
339
513
1,910
249

Δ
Δ
Minimum Maximum
Extent
Extent
+56
+12
+37
+741
+35
+116
+147
+1,464
+2,735
+1,049

+6,351
+3,448
+2,090
+5,011
+2,145
+325
+5,218
+10,073
+7,651
+6,343
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Classified

JRC-Water

Classified

JRC-Water

Figure 5.36: Comparison of minimum and maximum flooded extents over 1° x 1° study tiles
derived from years 2017-2018. Left: results from dual-frequency classification. Right: JRC
Global Yearly Surface Water Classification product.
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Chapter 6. Land Surface Water Monitoring with GNSS-Reflectometry
As introduced in Chapter 2, Global Navigation Satellite System reflectometry (GNSS-R)
is an emerging innovative approach that takes advantage of GNSS-transmitting satellites and
independent radar receivers to provide bistatic radar observations of Earth’s surface with largescale coverage. The focus of this chapter is to assess the capability of spaceborne GNSS reflections
to characterize surface inundation dynamics. First, exploratory assessments are presented,
including a regional analysis of early GNSS-R data from TechDemoSat-1 and examinations of
various delay-Doppler map (DDM) observables and gridding schemes derived from CYGNSS
observations. Next, sensitivities of CYGNSS observations to fractional surface inundation and the
influence of overlying vegetation are examined initially from a simplified theoretical perspective
and then complemented with experimental analyses of CYGNSS footprints over our study area of
Pacaya Samiria, Peru. Lastly, a machine learning-based approach to deriving a pan-tropical surface
water index is presented.
6.1. Exploratory Assessments
6.1.1. Preliminary Analysis of TDS-1
Prior to the availability of CYGNSS observations, a preliminary analysis was conducted to
examine the general capabilities of GNSS-R detecting surface water over land using limited
acquisitions from the UK’s TechDemoSat-1 (TDS-1) mission. TDS-1 is a small satellite mission
that launched in July 2014 and carries the same receiver and similar antenna as those flown on
CYGNSS. We were provided access to a limited number of TDS-1 DDM observations that had
been pre-processed by collaborators at NASA Jet Propulsion Laboratory as corrected signal-tonoise ratio (SNR) values observed along tracks observed from October 2014 – April 2016. The
Global Lakes and Wetlands Database (GLWD) static wetlands map was used as a guide to detect
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any potential separability between classes known to flood and those that do not, with the objective
to simply quantify any potential differences in SNR between these classes. Two broad-scale
wetlands regions were considered: (1) the Amazon Basin, and (2) the Sudd in South Sudan.
Figure 6.1a illustrates the extent of the Amazon Basin considered, where 144 separate
TDS-1 passes were available over the test period, and extent of static wetlands classes delineated
by GLWD across the basin. Boxplots in Figure 6.1b illustrate the ranges of TDS-1 SNR observed
by individual TDS-1 footprints aggregated by GLWD class based on the location of the specular
points of each footprint. SNR values corresponding to the white (Non-Inundated) class are notably
lower than all other surface-water associated classes across all four seasons, with differences in
mean SNR values up to 12 dB observed.
Over the Sudd wetlands in South Sudan, three TDS-1 passes over a single 10-day period
(January 31 – February 9, 2015) were examined in relation to the GLWD wetlands map and VVpolarized C-band SAR imagery from Sentinel-1. Consistent with our general findings over the
Amazon, Figure 6.2 illustrates how TDS-1 SNR over known wetlands regions is distinctively
greater (up to 10 dB) than that of surrounding dry land. This distinction is not as clearly delineated
with contemporaneous backscatter from Sentinel-1 (Figure 6.2c). These results provide
supporting evidence that DDM SNR from TDS-1 is sensitive to the presence of surface water.
While monostatic backscatter, such as that from Sentinel-1 SAR, can distinguish between open
water and inundated vegetation (with low backscatter values corresponding to open water, higher
backscatter corresponding to double bounce scattering of inundated), we see that GNSS-reflected
SNR demonstrates a positive correlation with presence of surface water regardless of vegetation
conditions. These findings encouraged us to continue investigation of GNSS-reflected signals with
the newly launched CYGNSS mission and provided motivation for this chapter.
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a)

b)

Dec-Jan-Feb

Mar-Apr-May

Jun-Jul-Aug

Sep-Oct-Nov

Figure 6.1: Assessment of multi-temporal TDS-1 SNR values observed over the Amazon Basin, Oct
2014 – Apr 2016: (a) Illustration of various land cover classes delineated by GLWD over the Amazon
basin, (b) Seasonal boxplots of TDS-1 SNR values aggregated by GLWD category in 3-month
seasonal intervals.
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Corrected TDS-1 SNR (dB)

a)

b)

Non-Inundated

c)

c)

Corrected
Corrected TDS-1
TDS-1 SNR
SNR (dB)
(dB)

Non-Inundated

River / Marsh / Floodplain

Figure 6.2: Comparison of TDS-1 SNR and Sentinel-1 backscatter over Sudd wetlands, South Sudan,
February 2015. (a) TDS-1 GNSS reflections from Jan 31, 2015 and Feb 2, 2015 over Sentinel-1 SAR
VV-polarized backscatter from Jan. 31, Feb. 4, and Feb. 9; (b) Same TDS-1 passes over GLWD
wetlands map; (c) Scatterplot of coincident reflected SNR [TDS-1] vs. mean backscatter [Sentinel-1]
in 1 km x 7 km footprint, color coded by dominant GLWD class.
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6.1.2. Definition of DDM Observables
The study of GNSS-R signals over land is still in its infancy, with many aspects of its
application still unknown, starting with defining observables that are suitable for land surface
water sensitivity. The primary measurement of GNSS-R is the delay-Doppler map (DDM) of the
forward-scattered L-band signal. In this brief section, we define different aspects of the DDM that
are tested in this chapter and provide data preparation details. All CYGNSS-based analysis
presented in this thesis is based on the CYGNSS Level 1 (L1) version 2.1 product (CYGNSS
2018), observed from March 18 2017 – May 31, 2019.
The CYGNSS L1 data set provides observed two-dimensional (Doppler x delay) bistatic
radar cross section DDMs (Figure 6.3a). This work focuses on three aspects of the DDM: the peak
signal-to-noise ratio (SNR), leading edge slope (LES), and trailing edge slope (TES). Peak SNR,
as defined in Equation 6.1, is provided directly by the L1 data set, though it must be corrected for
gain and range using Equation 6.2. LES and TES can be derived from the 2D DDM, as shown in
Figure 6.3b.
𝑃−𝑁
)
𝑆𝑁𝑅 = 10 ∗ log10 (
𝑁

(6.1)

where P is maximum power of the DDM, and N is the background noise level.

𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑆𝑁𝑅 =

(𝑅𝑡𝑥 + 𝑅𝑟𝑥 )2
∗ 𝑆𝑁𝑅
𝑃𝑡𝑥 𝐺𝑡𝑥 𝐺𝑟𝑥

(6.2)

where Rtx and Rrx are the distances from the specular point to the transmitter and receiver; Ptx is
the transmitted power; Gtx and Grx are the transmit and receive antenna gains.
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(a)

(b)

TES
LES

Figure 6.3: Aspects of the two-dimensional bistatic radar cross section DDM. (a) Example of a
DDM over an open water body; (b) Integrated delay waveform (IDW) derived from (a). The
leading edge slope (LES) is estimated from the peak in the IDW and the two preceding delays,
while trailing edge slope (TES) is derived from the IDW peak and three following delays.

As discussed in Chapter 2, the forward scatter from reflected signals, and thus recorded
peak SNR, strengthens in the presence of standing surface. LES and TES of the waveform are also
both related to the roughness of the target surface. Inundated surfaces correspond with greater
coherent scattering and thus yield steeper reflectivity delay waveforms with greater slopes. Noninundated surfaces are governed by a mix of coherent and incoherent scattering, leading to DDMs
with smaller slopes.
There are 27 quality flags associated with each DDM observation in the CYGNSS L1 data
set, some of which are critical for ocean applications but not necessary for terrestrial studies. A
summary of the quality flags that were used in this analysis is presented in Table G1 (Appendix
G). As observed with conventional imaging radar, the incidence angle (θinc) affects the signal path
length and can noticeably impact the signal particularly at both very steep and very shallow angles.
For these reasons, observations with incidence angles of <15° and >60° were excluded from all
analyses.
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6.1.3. Spatial Resolution
The baseline Level 2 CYGNSS wind speed product has a nominal spatial resolution of 25
km × 25 km (centered on the specular reflection point), but the native resolution is actually much
greater. The CYGNSS team averages multiple DDM bins together to yield the 25 km × 25 km
footprint. However, the L1 data products can be exploited to optimize resolution over land. This
section summarizes investigations of posting these observations to a fixed grid.
An initial trade-off scaling analysis was carried out to assess varying gridding schemes (~1,
~5, ~10, ~25 km) at different temporal composites (1, 3, 5, 10 days, and monthly) to gauge the
spatio-temporal constraints of the data to characterize the pan-tropics. Using the coordinates of
each DDM’s specular point, observations were posted to these various grids using the Inverse
Distance Squared (IDS) method. Daily coverage percentages across these different spatial
resolutions across the pan-tropics are illustrated in Figure 6.4 and summarized in Table 6.1, which
includes averages over the entire terrestrial pan-tropics in addition to the Amazon region. Figure
6.5 illustrates examples of gridded peak SNR over the Amazon Basin at three of these spatial
resolutions (5, 10, and 25 km). While at 1 km the spatial coverage becomes prohibitively sparse,
at 25 km-scale we clearly diminish spatial definition of smaller tributaries. Considering these
coverage statistics, we selected a 5-day / 5 km composite-grid scheme for large-scale analyses.
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Table 6.1: Average daily CYGNSS coverage percentages observed over land at varying temporal
composites and spatial resolution over the (a) Pan-tropics [30N - 30S, 180W - 180E], (b) Amazon
region [10N - 20S, 40W - 80W]
(a)

(b)

1day

3day

5day

10day

Monthly

1day

3day

5day

10day

Monthly

0.01°

13.9%

29.5%

62.2%

80.1%

96.0%

0.01°

12.8%

26.6%

81.8%

82.3%

95.1%

0.05°

34.8%

69.2%

84.2%

95.8%

99.8%

0.05°

31.5%

66.7%

83.6%

96.8%

99.9%

0.10°

59.2%

90.0%

96.7%

99.5%

99.9%

0.10°

55.9%

90.1%

97.6%

99.9%

99.9%

0.25°

88.5%

99.2%

99.8%

99.9%

100%

0.25°

88.1%

99.5%

99.9%

99.9%

100%

(a)

(b)

(c)

Figure 6.4: Estimated pan-tropical daily coverage of CYGNSS observations posted at varying
spatial resolutions: (a) 5 km, (b) 10 km, (c) 25 km.
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(a)

(b)

(c)
Figure 6.5: CYGNSS peak reflected power SNR composited over the Amazon Basin, April 2017,
posted at varying spatial resolutions: (a) 5 km, (b) 10 km, (c) 25 km.
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Previous analyses have shown that over land surface, particularly wetlands, there is a
dominant coherent component to the reflected signal. Thus, the active scattering area is primarily
defined by the first Fresnel zone, ~650 m at smaller incidence angles (< 40°) and reaches up to ~1
km at larger angles (> 50°) (Nghiem et al., 2016). To translate this to CYGNSS observations, the
effective cross-track resolution can be assumed as this first Fresnel zone size, but the along-track
resolution is elongated since CYGNSS measurements are averaged incoherently over 1 s and the
distance traveled by the specular point during this time is ~6 km. The influence of incidence angle
on the shape of the first Fresnel zone is illustrated in Figure 6.6 below.

Figure 6.6: Illustration of the influence of incidence angle (θ) on shape of the first Fresnel zone.
Provided by collaborator Dr. Nereida Rodriguez Alvarez.

For analysis concerning the first Fresnel zone alone, CYGNSS peak SNR, LES, and TES
values were mapped to a fixed 50 m grid identical to the one at which the ALOS2 PALSAR-2
ScanSAR mosaics are posted (see Chapter 5.1), adopting a method first presented by Rodriguez
Alvarez et al. (2018). The size of the semi-major and semi-minor axes of the ellipses corresponding
to individual DDM footprints were defined using Equation 6.3 and Equation 6.4, respectively:
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1
𝑅𝑟𝑥 𝑅𝑡𝑥 𝜆 1/2
(
) + 6 𝑘𝑚
∆𝑥 = 2 ∗
sin 𝜀 𝑅𝑟𝑥 + 𝑅𝑡𝑥

∆𝑦 = 2 ∗ (

𝑅𝑟𝑥 𝑅𝑡𝑥 𝜆 1/2
)
𝑅𝑟𝑥 + 𝑅𝑡𝑥

(6.3)

(6.4)

where ε is the elevation angle of the reflected signal with respect to the local tangent plane at the
specular point, or 90° - θinc; Rrx is the distance between the receiver antenna and the specular point;
Rtx is the distance between the transmitter antenna to the specular point; λ is the wavelength of the
signal (0.19 m). Derivation of these equations is described in more detail by Hajj & Zuffada (2003).
The footprint ellipse is rotated by the angle of the track direction around the specular point,
and all grid cells found to be in the ellipse are assigned the corresponding DDM values. DDM
footprints were examined using the data posted at this 50 m grid for regional assessments of the
influence of vegetation cover on sensitivity to surface inundation (Chapter 6.2). Although less
accurate, the previously-discussed simple IDS-gridded data set was utilized for pan-tropical scale
assessments (Chapter 6.3) due to computational resource constraints.
6.2. Assessments of CYGNSS Sensitivity to Inundation
In this next section, we examine CYGNSS GNSS reflections to assess the capability of
mapping inundation dynamics under a range of vegetation cover density. A modeling assessment
is first presented, laying a theoretical foundation of expected relationships between reflected
signals and within-footprint fractional surface coverage of water and the effect of vegetation cover.
Next, footprints of CYGNSS DDMs are examined with contemporaneous flooded state estimates
derived from the PALSAR-2-based classifications of inundation over Pacaya Samiria (first
presented in Chapter 5.1).
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6.2.1. A Simple Modelling Assessment
When radar waves are reflected from the Earth’s surface, they suffer a loss in amplitude
and a change in phase. This is described in a surface’s reflectivity, which relies on two primary
factors: (1) the Fresnel reflection coefficients associated with a surface, and (2) surface roughness.
The Fresnel reflection coefficients for vertical (Γv) and horizontal (Γh) polarization are defined as:

𝛤𝑣 =

𝛤ℎ =

𝜀 sin 𝜃 − √𝜀 − 𝑐𝑜𝑠 2 𝜃
𝜀 sin 𝜃 + √𝜀 − 𝑐𝑜𝑠 2 𝜃

sin 𝜃 − √𝜀 − 𝑐𝑜𝑠 2 𝜃
sin 𝜃 + √𝜀 − 𝑐𝑜𝑠 2 𝜃

(6.5)

(6.6)

where θ is incidence angle; ε is the dielectric constant of the surface. Given that CYGNSS only
receives left-hand circularly polarized (LHCP) signals, the reflection coefficient in the context of
reflecting CYNSS signals is expressed as:

𝛤𝑙ℎ𝑐𝑝 =

𝛤𝑣 − 𝛤ℎ
2

(6.7)

Furthermore, surface roughness can be defined as:

𝑆𝑟 =

2𝜋ℎ sin 𝜃 2
)
−2 (
𝜆
𝑒

(6.8)

where λ is wavelength (0.19 m); h is the root mean squared (RMS) height of surface variations.
Assuming a negligible divergence factor due to the Earth’s curvature, we can express a surface’s
total reflection coefficient as:
𝛤 = 𝛤𝑙ℎ𝑐𝑝 𝑆𝑟

(6.9)
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In order to simulate the reflectivity of fractional coverage of surface water, an assumption
was made that the reflectivity Γ of a surface targeted by a CYGNSS footprint can be estimated in
proportion to the relative area of water (w) and dry land (1 – w) within the simulated footprint,
described as:
𝛤 = 𝑤 𝛤𝑤𝑎𝑡𝑒𝑟 + (1 − 𝑤) 𝛤𝑑𝑟𝑦

(6.10)

where Γwater and Γdry are reflection coefficients representative of inundated and non-inundated land
surfaces respectively. For simplicity, two kinds of extreme “dry” land surfaces were considered:
(1) reflective, non-vegetated ground with a dielectric constant (ε) governed by soil properties (e.g.
soil moisture, roughness), and (2) a completely non-reflective surface, such as the canopy tops of
an extremely dense forest, with an assumed dielectric constant of ε=1.
Figure 6.7 illustrates the results of these simulations and also demonstrates the influence
of soil moisture content of the ground surface (Figure 6.7a), roughness of surface water, h (Figure
6.7b), and the signal’s incidence angle, θ (Figure 6.7c). In blue, the assumed “non-vegetated”
surface only shows a slight nearly linear increase in reflectivity, ranging from ~ -8 to -4 dB in dry
to completely inundated conditions respectively. Meanwhile, in green, reflectivity of the assumed
extremely dense and essentially “opaque” forest cover illustrates a highly non-linear logarithmic
curve, ranging from < -35 to -4 dB in dry to submerged conditions. In reality, footprints observed
by CYGNSS are largely capturing a heterogenous mix of these conditions.
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(a)

(b)

(c)

Figure 6.7: Modelled surface reflectivity of footprints of varying surface water area fraction (w)
for non-vegetated (blue) and high biomass-covered (green) surfaces. Model conditions
corresponding with solid lines include: temperature= 23 °C; surface water RMS height, h= 1 cm;
incidence angle, θ= 40°; volumetric content of soil= 0.15; loamy soil. Shading indicates ranges
of modeled values associated with variations in: (a) soil moisture (0 – 0.5 volumetric water
content); (b) RMS height of standing water, h (0 – 2 cm); (c) incidence angle, θ (10 - 65°).

Moisture content of the soil has a notable impact on non-vegetated surface reflectivity,
particularly in more non-inundated conditions (variations upwards of 5 dB), where greater soil
moisture is associated with less reflectivity. Since the highly dense forest example in green features
an opaque canopy, soil moisture has no impact on its simulated reflectivity. On the other hand,
roughness of the standing water surface (associated with windy conditions) produces greater
variation in signal reflectivity the more the simulated footprint is covered by water. The rougher
the water surface, the lower the reflectivity. Incidence angle appears to have a potentially large
impact on reflectivity, particular over the smooth non-vegetated surface. Smaller values of θ are
associated with greater variation in signal. Since this parameter is provided in the observation data
set, we can mask out extreme values to reduce uncertainty related to θ.
Ultimately, we find from a theoretical perspective that fractional areal water extent
demonstrates a predictable association with footprint reflectivity. However, we need to keep in
mind that vegetation cover plays a significant role in the slope of this relationship. Similar to the
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interpretation of SAR retrievals, surface conditions like soil moisture and surface water roughness
contribute to uncertainty in the reflected signal.
6.2.2. Experimental Results over Pacaya Samiria
In this section, we re-visit the Pacaya Samiria region that was studied in Chapter 5.1. Work
from that study produced generally successful, though imperfect, time series classification of Lband SAR mosaics. First, footprints of CYGNSS DDMs are examined with contemporaneous
flooded state estimated using the derived PALSAR-2 classifications. Secondly, a comparison with
the SAR-based classification is examined with ground knowledge of a small transect.
6.2.2.1. Aggregation by Inundation Class
A qualitative assessment of the three DDM observables (peak SNR, LES, TES) was
performed by aggregating overlying CYGNSS observations by dominant inundation class
informed by PALSAR-2. The distributions of temporal maximum peak SNR and LES (along with
minimum TES) in grid cells dominantly (> 99%) classified as a single maximum flooded extent
class with PALSAR-2 are shown in the left-hand side panels in Figure 6.8. The median peak SNR,
LES, and TES values observed by each class are summarized in Table 6.2. In the right-hand panels
of Figure 6.8, the corresponding time series maximum of peak SNR and LES and minimum of
TES are posted to a 1 km grid for illustrative purposes.
Consistent with our understanding of GNSS-reflected signals, an inverse relationship is
observed between peak SNR and amount of canopy attenuation above the flooded surface, with
greatest SNR observed over Open Water and lowest values over non-inundated regions. A similar
trend can be seen with LES, while the opposite holds true for TES. Both LES and TES are
presented in log-scale.
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(a) SNR

(b) LES

(c) TES

Figure 6.8: Peak multi-temporal CYGNSS DDM observations aggregated by maximum flood
extent class informed by PALSAR-2, March 2017 – February 2018. DDM observables include:
(a) Peak SNR; (b) LES; (c) TES.
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Table 6.2: Median DDM SNR, LES, and TES associated with each PALSAR-2 maximum flooded
extent class, derived over Pacaya Samiria, Peru during March 2017 – February 2018.

Open Water
Floodable Non-Forest
Floodable Forest
Non-Floodable

Peak SNR

LES

TES

13.97
12.70
8.54
2.24

528.1
209.7
80.2
11.7

-320.1
-52.8
-3.7
-1.2

There is a degree of overlap between the distributions of the Non-Inundated and all of the
floodable classes, particularly between the top (bottom) 75% of the Non-Inundated and the bottom
(top) 50% of the Inundated Forest in peak SNR and LES (and TES). This ambiguity indicates that
it may be difficult to differentiate flooded dense forest from non-inundated forest with the
CYGNSS DDM measurements alone. However, it also suggests there are potential regions of
seasonally flooded vegetation that had failed to be classified as flooded using the PALSAR-2 data
6.2.2.2. Analysis of the First Fresnel Zone
A more in-depth analysis was done using CYGNSS footprints processed to spatially
represent associated first Fresnel zones. The Global Forest Watch above-ground biomass (GFWAGB) product was used to assess the impact of biomass on inundation detection (Figure 6.9).

Figure 6.9: Global Forest Watch above-ground biomass density over the Pacaya Samiria study region.
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For each CYGNSS footprint observed during each of the 14-day ALOS2 PALSAR-2
ScanSAR cycles, the percentage of flooded area in each footprint was calculated based on the
PALSAR-2 dynamics inundation classification and plotted against corresponding CYGNSS DDM
observations. Summary plots are shown in Figure 6.10, with the top row (a-d) presenting SNR,
center row (e-h) presenting LES, and bottom row (i-l) presenting TES.
The leftmost column displays the relationship observed between percentage of all flooded
area (Open Water, Inundated Non-Forest, and Inundated Forest) of all CYGNSS footprints and
the respective DDM values. The center left column illustrates a subset of these footprints, showing
only those with negligible amount of classified flooded vegetation (< 5%) and focusing on the
dependence of DDM measurements on the flooded area percentage of Open Water.
The center right column features a different subset, containing footprints with a negligible
amount of Open Water (< 1%) and illustrates the relationship between area percentage of flooded
vegetation (Inundated Non-Forest and Inundated Forest) and DDM values.
Lastly, the rightmost column is an even smaller subset of those footprints in the third
column, consisting of those with negligible amounts of Inundated Non-Forest and Open Water (<
1%) and thereby isolating the relationship between area of Inundated Forest and DDM
measurements. The CYGNSS footprint data exhibited a high level of noise so were binned in equal
intervals (n=1000) by classified flood percentage in each plot.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 6.10: CYGNSS footprint flooded area percentage estimated with classified PALSAR-2
mosaics vs. CYGNSS DDM observations, including SNR in top row (a-d), LES in center row (eh), and TES in bottom row (i-l). Leftmost column displays all footprints, where % Flooded counts
flooded area regardless of vegetation (Open Water, Inundated Non-Forest, and Inundated Forest).
The center left column presents the subset of the CYGNSS footprints with negligible inundated
vegetation (Inundated Non-Forest and Inundated Forest of less than 5%), focusing only on
percentage of Open Water in each footprint. The center right column displays the subset of
footprints with negligible Open Water (< 1%) and displays percentage of inundated vegetation
(either Inundated Non-Forest or Inundated Forest). The rightmost column shows the subset of
footprints with negligible Open Water or Inundated Non-Forest (< 1%) and displays percentage
of Inundated Forest. Median values of DDM values are displayed in black derived from bins of
equal size (n=1000).
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All DDM observations exhibited a generally logarithmic relationship with flooded area
percentages regardless of vegetation conditions, with DDM SNR and LES increasing with greater
flooded footprint area and TES decreasing with flooded area. SNR and TES observed greater
goodness of fit with a logarithmic curve (R2 ranging from 0.88 to 0.96) than LES. TES appeared
to exhibit greater variability than SNR at higher flooded area percentages. The GNSS-reflected
signal approaches saturation at variable percentages of flooding, depending on vegetation cover
and the type of observable. The SNR in particular appears to saturate at lower flooded percentages,
showing near saturation at flooded area percentages as low as 20%. The maximum value at which
the DDM values saturated varied across the footprint subsets, illustrating the sensitivity of the
GNSS-R signal to canopy attenuation. The largest ranges of binned DDM measurements are
observed in the center left column which focuses on Open Water alone (SNR: 0 to ~11, LES: 0 to
~1,500, TES: 0 to -70), and the narrowest range observed in the rightmost column focusing on
Inundated Forest percentages alone (SNR: 0 to 4.5, LES: 0 to ~70, TES: 0 to -3).
The influence of canopy attenuation was examined further by binning the DDM
observations by overall flooded area percentage (Open Water, Inundated Non-Forest, Inundated
Forest) in four distinct biomass density categories, as informed by the GFW-AGB dataset (Figure
6.11). The best-fit logarithmic curves derived from the lowest AGB density category (< 100 Mg
ha-1) observed the largest ranges in DDM values, with signal range decreasing as biomass density
increases. The notable differences in the GNSS-R signatures with respect to flooded area
percentage observed by these four biomass categories underscores the need for land cover
information to interpret the GNSS-R signal.
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(a) SNR

(b) LES

(c) TES

Figure 6.11. Relationship of footprint flooded area percentage (all flooded classes considered)
vs. DDM observables segmented by biomass density: (a) SNR; (b) LES; (c) TES. DDM
observables are divided into 4 categories of GFW-AGB density (<100, 100-200, 200-300, and
300+ Mg ha-1), with best-fit logarithmic curves shown in (a) and (b) and exponential fit used in
(c).

While LES is used as a primary feature in the CYGNSS wind speed algorithm, we have
observed that TES and peak SNR to be more sensitive to inundation state over land. Further
analysis focused on solely SNR since it was found to exhibit the least noise of the three
observations examined. It is worth noting, though, the potential of TES as a useful DDM derivative
in land surface inundation detection.

6.2.2.3. A Comparison of L-band SAR and GNSS-R
Lastly, a brief analysis of a transect from our Pacaya Samiria field expedition is presented
in an effort to compare sensitivities of CYGNSS to that of L-band PALSAR-2 imaging radar.
Figure 6.12 shows a ~3 km transect made through a swamp with a significant vegetation gradient.
It leads from a small lake (pt 0) through tall grasses and other herbaceous species (pts 1, 7, 8),
mixed herbaceous and sparse trees (pts 2-6), mixed trees and herbaceous communities (9-13), and
forest (pts 14-18), ending near the river bank. At the time of observation (30 July 2017) in the
middle of low-water season, points 1-15 were inundated while 16-18 were dry but showed
evidence of past seasonal flooding to depths >0.5 m. This transect sampled three 0.01° x 0.01° grid
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cells (labelled A, B and C in Figure 6.12a) that displayed a general increase in biomass density.
A and B are both primarily inundated swamp, with B hosting greater amounts of trees, and C
primarily observed as a seasonally inundated forest. The GWF-AGB density and dry-season HVpolarized backscatter (Figure 6.12b) both generally increase across the transect and appear
strongly correlated, with the last three points (16-18) exhibiting indication of high biomass.

(a)

A

B

C

(b)

Figure 6.12: Details on field transect through a vegetation gradient. (a) Map of transect through
inundated swamp; (b) GFW-derived AGB density (green bar, left axis) and HV-polarized
PALSAR-2 ScanSAR backscatter (black line, right axis) for each point shown in transect. Three
0.01° x 0.01° grid cells of interest are labelled A, B, C in yellow.
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Figure 6.13 illustrates a comparison of seasonal dynamics at four different 0.01° (~1 km)
grid cells with varying vegetative cover and inundation state. Inundated Swamp I and II and
Seasonally Inundated Forest represent regions A, B, and C, respectively, from the large transect
made through a swamp shown in Figure 6.12. Terra Firme represents an equivalently-sized grid
cell identified in nearby non-inundated forest. As Figure 6.13a illustrates, a gradient of biomass
density is observed across these four regions. All observed transect points in A and B were flooded
during our visit in the dry season and are likely flooded throughout most of the year. However, C
was observed to be partially non-inundated during the dry season but showed evidence of seasonal
variation in inundation, as well as hosts much denser vegetation, and is thus labelled as Seasonally
Inundated Forest. The fourth region, labelled as Terra Firme, represents an area known to rarely,
if ever, flood and consists of high biomass density vegetation (GFW estimates ranging from 160306 Mg ha-1).

(a)

(b)

(c)

Figure 6.13: Comparison of high vs. low water seasons in 2017 at four 0.01 grid cells. (a)
Distribution of estimated GFW-AGB density observed in each grid cell; (b) Observed CYGNSS
DDM SNR during high vs. low water seasons in each region (number of observations ranged from
3-8 per season for each region); (c) Estimated flooded area percentages derived from PALSAR2 during high vs. low water seasons in each region (number of observations was 2 or 3 per season
for each region). Bar charts (b and c) show mean values observed in seasonal window, with
standard deviation indicated by error bars.
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Figure 6.13b and Figure 6.13c illustrate the mean DDM SNR and PALSAR-2-derived
flooded area percentage estimates observed during the high water (March, April, May) and low
water (July, August, September) seasons of 2017 for each of the four regions. Inundated Swamp I
and II both demonstrate high flood signals in both seasons, consistent with a perennially flooded
swamp. A small decrease in DDM SNR and SAR-derived flooded percentage is observed in the
low water season. Terra Firme, on the other hand, demonstrates a low flood signal in both datasets.
The Seasonally Inundated Forest exhibited lower DDM SNR and SAR-derived flooded area
percentage than both Inundated Swamp areas, with a notable decrease in signal observed in the
low water season by both datasets, likely corresponding with a seasonal retreat of inundation. It is
likely the lower flooded signal in this area compared to the inundated swamps is at least partially
contributed to the influence of greater biomass density, but it is difficult to separate the influence
this and actual inundation. The Seasonally Inundated Forest DDM SNR signal appears to be higher
than that of the SAR-derived flooded area percentages relative to the Inundated Swamps’
measurements. This difference may be indicative of greater sensitivity to flooded vegetation by
GNSS-R, but inconclusive as it may be related to the non-linear response of GNSS-R to the
presence of surface water.
6.3. Derivation of a Surface Water Index with CYGNSS
The potential of using reflected GNSS signals for studying terrestrial surface properties has
been established, but the process of rendering such signals into reliable surface metrics is still in
its early stages. Our preceding results have found that three aspects of the DDM (peak SNR, LES,
and TES) are all sensitive to both inundation state and vegetative cover in a tropical wetlands
complex, with SNR exhibiting the lowest noise of the three. The following analysis tests the ability
to train a machine learning algorithm to estimate surface water area fraction at 5 km scale based
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on optically-derived vegetation metrics and CYGNSS peak SNR, using time series classified
images developed in Chapter 5.2.
6.3.1. Algorithm Description
At regional scale, recent studies have presented approaches in partitioning CYGNSS peak
reflected power into binary dry vs. wet classes (Chew et al., 2018; Morris et al., 2019) and classify
a variety of DDM observations into discrete inundation classes (Rodriguez Alvarez et al., 2019b).
Here, we attempt to predict continuous values of surface water areal fraction at 5 km spatial
resolution using CYGNSS peak SNR. In addition to differences offered in sensor sensitivity, a
GNSS-R-derived 5-day / 5 km representation of surface water fraction offers a compromise
between the near-daily 25 km representation of surface water area provided by the SWAMPS data
set and higher resolution (<50 m) 12-day snapshots provided by Sentinel-1 SAR.
As our previous analysis has demonstrated, concurrent information on vegetation is critical
in interpretation of a DDM signal. Rather rely on a static biomass density map like GWF-AGB to
inform on vegetation cover, we opted to utilize the dynamic 16-day NDVI data set from MODIS
L3 Global 0.05 Deg CMG, Version 6 (Didan 2015) provided at 0.05° spatial resolution.
Furthermore, a static representation of permanent open water areal fraction provided by the
MODIS-IGBP data set was tested as a supporting ancillary layer since the influence of open water
has demonstrated such a dominating influence on reflected power.
Figure 6.14 illustrates an overview to the machine learning workflow that was
implemented. A training/validation set of flooded area fractions was generated from classified
images developed in Chapter 5.2 by aggregating flooded area percentages at 5 km scale, counting
all 50 m-scale pixels classified as Open Water or Inundated Vegetation, yielding a total of 356,850
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samples. Ten-fold cross-validation was performed on a Random Forest Regressor based on
normalized samples, and metrics of these cross-validated predictions were evaluated. In addition
to hyper-parameter tuning, four iterations of feature combinations were tested: (1) SNR alone, (2)
SNR and permanent water fraction (Perm-Water), (3) SNR and NDVI, and (4) SNR, Perm-Water,
and NDVI. The Random Forest regression model was chosen for two reasons: (1) it is ideal for
non-linear predictions, and (2) predicted values are always within range of the training data, so no
transformation of the target variable within the range of 0 – 100% is required. Once a model was
selected, it was trained one last time using the entire training/validation set and used to predict
flooded area fractions from all available CYGNSS observations across the pan-tropics.

Figure 6.14: Machine learning workflow for derivation of 5-day / 5 km flooded fraction from
CYGNSS peak SNR and ancillary optical satellite inputs. Boxes with rounded edges indicate
inputs/outputs; blue boxes with sharp corners indicate a process.

229

6.3.2. Model Results and Discussion
Metrics for evaluating regression model outcomes include the cross-validated R2 and mean
absolute error (MAE). Figure 6.15 illustrates the results from best iterations of the four feature
combinations, while Table 6.3 summarizes the features associated with each model I-IV and the
estimated relative feature importance. Given the large number of samples tested, distributions of
predicted values plotted against the observed ones are summarized in log-scale hexbins. The
inclusion of both dynamic NDVI and static permanent water fraction as features yielded the best
results (Model IV), with predictions on average exhibiting an absolute error of 10.33%. Model IV
shows that unsurprisingly the CYGNSS SNR signal demonstrates the greatest feature importance
at 61%, but more surprisingly that NDVI captured nearly four times greater predictive value
(~31%) than permanent water fraction (~8%).
The large distribution seen in the comparison of observed and predicted flooded fractions
in Figure 6.15 illustrate remaining ambiguity in predicted results (though important to note colors
of hexbins are associated with log-scaled counts). Predicted flooded fractions greater than ~75%
appear to be likely truly associated with highly flooded areas. However, prediction accuracy
appears to be worse at predicted percentages between 10-75%. This finding in successfully
characterizing dominantly non-flooded vs. flooded pixels is consistent with results of previous
studies on binary thresholding of grid cells as dominantly “wet” or “dry” and underlines the
difficulty in characterizing mixed pixels. The dark-blue cluster of hexbins in the lower left
quadrant illustrates a bias of over-estimating flooded fraction, particularly in areas of little to no
actual inundation.
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Table 6.3: Description of four separate tested models and associated feature importance.
Model #

Features

I

SNR
SNR
Permanent Water
SNR
NDVI
SNR
Permanent Water
NDVI

II
III
IV

Feature
Importance
1.000
0.911
0.089
0.680
0.320
0.613
0.082
0.305

Figure 6.15: Cross-validated Random Forest regression results for four different combinations
of features: (I) SNR alone, (II) SNR and Perm-Water, (III) SNR and NDVI, (IV) SNR, PermWater, and NDVI. Observed flooded area fractions
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Although far from perfect, the selected model was used to estimate flooded fraction from
CYGNSS DDM peak SNR values across the pan-tropics to visualize the spatial distribution of
estimated surface water extent. Figure 6.16 illustrates the maximum surface water fractions
observed between March 2017 – December 2018. Large and moderate river networks and wetlands
complexes, inclusive of those within regions of high biomass density, are well-delineated.
However, there are extensive areas of over-estimation of flooded fraction with some stray artifacts
visible. Baseline maximum surface water fractions reported for most vegetated regions across the
world tend to range between 15-20%, likely a large overestimation. Hence, these results may better
be described as an uncalibrated surface water index rather than correspond to the actual proportion
of each grid cell covered by surface water.
One success of this effort is the distinction of highly reflective bare surfaces (e.g. deserts)
and high reflective power over surface water (e.g. water bodies). An optically-derived vegetation
index such as the NDVI is not the most ideal metric for discriminating a large range of biomass
density since it saturates at moderate levels of biomass, but these results indicate its utility at
delineating surface water at lower levels of vegetation cover. Although this work demonstrates
that the addition of a vegetation index like NDVI can help improve interpretation of fractional
coverage of surface water, significant uncertainty remains within mixed pixels. The complex
nature of the scattering from non-homogeneous scenes where local water topology, surface
topography and vegetation content can all affect the mix of coherent and incoherent scattering,
thus producing highly variable peak reflective power and footprint size that confounds DDM
measurements. Future efforts should focus on improved large-scale aggregation of DDM
measurements to a fixed grid, taking into account varying levels of signal coherence of each
footprint.
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(a)

(b)

(c)

(d)

Figure 6.16: Maximum predicted surface water area fraction March 2017 – December 2018 over
a variety of extents at 0.05° scale: (a) pan-tropics; (b) central Africa, featuring the Congo basin
and the Okavango Delta; (c) southeast Asia, featuring several coastal river deltas such as GangesBrahmaputra, Irrawaddy, Chao Phraya, and Mekong Deltas; (d) Amazon basin.
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A recent study by Rodriguez Alvarez et al. (2019a) demonstrated a general approach to
mapping the appropriate spatial resolution of SMAP-reflected signals that takes into account each
signal’s scattering surface, incidence angle, and integration time. The authors concluded that the
spatial resolution of DDM footprints vary drastically over various land surfaces, ranging from 2.6
km over waterbodies and 3.3 km for low-lying wetlands, and upwards of 6.4 km over arid sparselyvegetated land, 12.5 km over low vegetation and 38.9 km over areas of high vegetation. The
method in calculating footprint area does not rely on knowledge of the land cover but rather the
two-dimensional shape of the predominant signal (using 70% as a threshold). Next steps for this
work could be to apply this improved mapping approach to CYGNSS observations in effort to
reduce artifacts and noise. Furthermore, as of writing this chapter, the CYGNSS Science Team
plans on including an estimate of the proportion of coherence per DDM in the next release of the
L1 data set which could be invaluable in future work interpreting DDM observations over land.
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Chapter 7. Conclusions and Future Work
This dissertation has focused on advancing the capabilities of estimating surface water
dynamics using three different types of microwave remote sensing approaches: (1) coarseresolution active-passive, (2) SAR, and (3) GNSS-R. This final chapter presents a summary of
conclusions from this work and discusses potential avenues of harmonization across these three
techniques along with recommended future research directions.
7.1. Summary of Research Findings
One of the most tangible outcomes of this dissertation is the release of the updated
SWAMPS version 3 data set, a coarse-resolution (~25 km) global daily inundated area fraction
record derived from active and passive microwave remote sensing. SWAMPS is the most
temporally dense, long-term record of global surface water dynamics publicly available today.
This update improved upon the original release by: (a) incorporating a customized, consistent
resampling and assembly of the SSM/I and SSMIS brightness temperature record, (b) decreasing
signal contamination from ocean waters along coastlines, (c) inclusion of permanent surface waters
as a component of the data record; and (d) reducing anomalous inundation retrievals over arid and
semiarid regions. Reprocessing of the passive and active microwave data record produced a more
consistent long-term time series and a reduction of non-terrestrial, coastal and inland lake
influences in reported water fraction. Reliance on additional data inputs to further distinguish land
cover classes may have contributed new sources of uncertainty but has successfully reduced
anomalous retrievals in arid and semiarid regions. SWAMPS v3.2 is currently utilized in global
methane budget models by the Global Carbon Project (Saunois et al., 2019).
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Nonetheless, uncertainty and some limitations remain with the current SWAMPS record,
including a degree of signal noise along coastlines and over urban settings. Although the inclusion
of known permanent waters slightly increased the water fraction observed in wetlands areas,
underestimation of dynamic surface inundation under dense vegetation canopies remains a
challenge related to the fundamental radiometric limitations that impact direct observations of
surface conditions.
A regional-scale analysis of SWAMPS was performed to assess utility of the large data
record in local assessments of surface hydrological conditions and vector-borne disease
occurrence. Areas of unstable malaria occurrence such as semi-arid regions of Africa are often
subject to periodic severe epidemics when environmental conditions shift to favor mosquito
breeding and disease transmission. Spatial heterogeneity of mosquito-borne disease occurrence
reflects variation in vector habitat and presents an obstacle to the efficient allocation of malaria
control resources. An analysis of observed malaria incidence in the country of Eritrea in East
Africa observed both significant spatial and lagged temporal associations between the estimated
presence of surface water and local malaria occurrence rates. These results support the utility of
remote sensing as a tool, in particular the SWAMPS version 3 data set, for monitoring current and
retrospective variability of local, inland surface water conditions.
At regional scale, L-band SAR is widely accepted as the single best approach to mapping
inundation dynamics across complex wetlands systems. Using dual-polarized ALOS2 PALSAR2 ScanSAR observations in conjunction with field measurements of vegetation metrics and
evidence of past inundation, we developed a multitemporal classification of inundation patterns
across the large and diverse Pacaya Samiria wetlands complex in the Peruvian Amazon. We were
largely successful in this effort, demonstrating an accuracy of 91.8% in estimated maximum
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flooded extent in comparison with local historical inventories and statistically significant
agreement in seasonal timing with river level gauges. However, evaluation of these results with
our ground observations of past inundation did find notable underestimation of inundation in
particularly dense areas of the reserve (where aboveground biomass density is greater than 250
Mg/ha). These findings highlight the remaining limitations to the current state-of-the-art methods
in detecting sub-canopy inundation in dense wetlands regions.
Successful SAR classification is often time intensive and requires a combination of ground
knowledge, expert interpretation, and fine-tuning, thus inhibiting large-scale applications across
varying study sites. As discussed at length throughout this thesis, backscatter is influenced by
fundamental scattering mechanisms determined by many confounding factors such as vegetation
water content, surface roughness, soil moisture, horizontal and vertical structure of the scatterers,
as well as imaging geometry. A classification strategy must not only account for variation of SAR
signatures for a specific class but also consider seasonal effects within each class. This leads to a
challenge in generalizing across study areas and a need for extensive reference data.
This dissertation research attempts to mitigate this problem with the novel use of harmonic
analysis on dual-frequency SAR imagery. We have demonstrated that derivation and clustering of
harmonic coefficients of both C-band and L-band multi-polarization SAR backscatter successfully
segments scenes into groups of dominant harmonic backscattering profiles. Separate supervised
classification models were trained for each unique cluster and together produced promising time
series estimates of inundation patterns over ten selected tropical wetlands sites. A comparison of
these results with contemporary JRC Surface Water occurrence maps strongly suggests vast
underestimation of surface water extent by the optical Landsat-based surface water product.
Harmonic analysis of backscatter has also shown capability for unsupervised seasonal assessments
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of timing and duration of inundation patterns, as well as the potential for anomaly detection of
episodic flooding events.
Lastly, this dissertation focused on the more experimental land surface mapping approach
of GNSS-R. Qualitative assessments were first performed with preliminary TDS-1 observations
to simply establish signal sensitivity to the presence of surface water over select wetlands test
areas. Early stage investigations of CYGNSS observations explored various aspects of the DDM
and appropriate spatial / temporal scales and varying procedures for posting observations to a fixed
grid. Contemporaneous classification images from ALOS2 PALSAR-2 scenes developed in
Chapter 5 were used in a sensitivity analysis relating DDM signals and percentage of footprint
surface covered by water. Our results found that three aspects of the DDM (peak SNR, LES, and
TES) are all sensitive to both inundation state and vegetative cover in a tropical wetlands complex,
with SNR exhibiting the lowest noise of the three. The peak SNR signal approaches saturation at
relatively low percentages of flooded area in a given footprint (~20%), which strongly supports
the sensitivity to the presence of surface water but presents a challenge in quantifying the amount
of surface water. The influence of canopy attenuation can be delineated using ancillary information
on above-ground biomass.
An initial attempt was made to predict continuous values of surface water areal fraction at
5 km spatial resolution at pan-tropical scale. A regression-based approach was trained on sub-grid
cell water fraction estimates from higher resolution, classified SAR images derived in Chapter 5
and used time series CYGNSS peak SNR and MODIS NDVI as well as permanent water fraction
as predictors. While the results are encouraging for delineating dominantly wet or dry 5 km grid
cells, significant uncertainty remains within mixed pixels. The complex nature of the scattering
from non-homogeneous scenes where local water topology, surface topography and vegetation
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content can all affect the mix of coherent and incoherent scattering. This complexity yields highly
variable peak reflective power and footprint size that can confound DDM measurements. Future
efforts must focus on improved large-scale aggregation of DDM measurements to a fixed grid,
taking into account varying levels of signal coherence of each footprint.
7.2. Potential for Harmonization and Recommended Future Work
A large motivation for this research was the goal of working towards a harmonized
approach to mapping surface water dynamics by leveraging the advantages of each of these three
microwave remote sensing techniques. In this dissertation, we have extended the capabilities of
each approach and thoroughly documented the current limitations considering the differences in
spatial / temporal resolutions and sensor sensitivities. Given the ever-growing availability of
contemporary satellite SAR imagery and GNSS-R instruments in addition to existing coarseresolution sensors, the future of surface water detection will without doubt rely increasingly on
techniques resolving differences across platforms and sensor types.
High resolution SAR in particular offers potential training data to address biases in coarser
inundation records introduced by variations in land cover and sensor sensitivity. Figure 7.1
demonstrates a cross-sensor comparison of inundation fractions in two 25 km grid cells located in
the Mekong River Delta. Twenty-four repeat ALOS PALSAR fine-beam, dual-polarization images
observed between February 2007 – Jan 2011 were classified using a simple decision tree
thresholding scheme to delineate between open water and non-open water areas. All 30 m pixels
found in each of the two grid cells (A and B) were aggregated by counting the number of pixels
classified as open water, effectively estimating the percent area inundated. Figure 7.1d illustrates
a direct comparison of these two, with inundated area percent estimated by SWAMPSv3 along the
x-axis and the corresponding estimated percent area inundation from the classified PALSAR
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images along the y-axis. The divergent relationships between these two estimates demonstrate that
two neighboring grid cells can observe disparate biases, potentially due to differing landcover and
inundation drivers (whereas the landcover in box A is dominated by rice paddies, box B mostly
spans a seasonally flooded river and a few nearby rice paddies).
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imagery. One thing to keep in mind, however, is that any limitations in classifying the SAR
imagery will persist, and care must be taken to avoid error propagation.
In addition to SAR-based training input, there is a lot of potential in using GNSS-R
observations from CYGNSS to help address biases in the SWAMPS data set. A comparison of
SWAMPS inundation fraction (FW%) with CYGNSS DDM SNR over the Amazon basin observed
predominantly positive correlation across the time series. When mean FW% (Figure 7.2a) and
mean peak SNR (Figure 7.2b) are plotted against estimated biomass density (Figure 7.2c), we
find that the highest CYGNSS peak SNR values correspond with areas of low biomass (open water
bodies, river channels), and can see significant right-skew with the majority of low values of
SWAMPS FW% corresponding to a large range of CYGNSS peak SNR values. This suggests the
potential of CYGNSS reflections having greater sensitivity to surface water conditions than
SWAMPSv3 (particularly over higher biomass regions).

a)

Figure 7.2: Comparison of coarse-resolution inundated
fraction SWAMPSv3 and CYGNSS DDM SNR over the
Amazon Basin. (a) Mean fractional water (FW%), Apr-Dec
2017, (b) Mean CYGNSS DDM SNR Apr-Dec 2017,
posted at 25 km scale, (c) Scatter plot of grid cell mean
SWAMPSv3 FW% and CYGNSS DDM SNR, with mean
above-ground biomass density indicated in green.
c)

b)
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In this thesis, classified SAR imagery has supported analysis of sub-footprint interpretation
and evaluation of GNSS-R observations. Direct comparisons of SAR backscatter values with
GNSS-R data at a radiometric level is problematic for complex wetlands environments as radar
backscatter can increase or decrease with inundation state depending on vegetation cover.
Improvements can be made with access to greater amounts of ground information. Focused
experiments that take advantage of controlled data acquisitions, such as one designed with aircraft
instruments, combined with ground data collections and radiometric modeling, would limit
sampling ambiguity and support direct comparison and assessment of SAR and GNSS-R
technologies for mapping wetlands in complex environments.
Results from this thesis support the potential for a combined backscatter and forwardscatter approach to mapping wetlands that can leverage the combined benefits offered by SAR and
GNSS-R. CYGNSS reflections resolved to a grid over wetland regions of interest can support
estimates of the fractional coverage of open water and inundated vegetation at sub-weekly intervals
(repeat time is inversely related to the grid size). Sub-grid cell information from contemporaneous
SAR images can inform on vegetation cover and areas of open water and inundated vegetation,
while reflected signals observed by CYGNSS can be used to estimate the total fraction of surface
inundation, potentially using empirically- or radiometrically-derived relationships driven by
biomass metrics. Such a technique may benefit from the improved capability of bistatic-scattered
signal from GNSS-R by enhanced sensitivity to inundation under dense vegetation canopies.
One of the compelling characteristics of surface-reflected GNSS signals is their sensitivity
to relatively high resolution (~1 km) changes in inundation extent with potentially high temporal
coverage. Harmonization of GNSS-R and dual-frequency SAR has the potential for broader
application to further the goal of quantifying wetlands extent and inundation patterns at pan242

tropical scales. This offers an opportunity for research in time-sensitive hydrodynamic systems,
such as assessing inter-annual variations in local flood pulse intensity, understanding water
exchanges between floodplains and rivers, or validating estimates of carbon exchange in wetlands.
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Appendix
Appendix A. Details on Indirect LAI Measurements Pacaya Samiria Field Work, Summer
2017.
The LAI 2200C Plant Canopy Analyzer is a portable instrument designed to measure diffuse
light from several zenith angles. The sensor head is comprised of a “fish-eye” lens that focuses an
image of the canopy on a silicon sensor having five detecting rings centered on the angles: 7°, 23°,
38°, 53°, and 68°. Reference measurements make it possible to estimate for each ring a gap fraction
computed as the ratio of light levels measured above and below the canopy. Four values were
recorded in each plot quadrant, corresponding to the four cardinal directions, yielding 16 total LAI
measurements per plot. The wand was leveled and held below the understory at a height of
approximately 1.5 m from the ground. A 270° view cap was used to eliminate the image of the
experimenter. Reference measurements were continuously recorded with a second wand in a
clearing which was large enough to provide a reliable reference for all five rings.
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Appendix B. Ground Measurements from Pacaya Samiria Field Work, Summer 2017

Table B1. Summary of circular plot characteristics.
Circular Plot #

Attribute
Mean
Stdev
Mean
Crown Depth [m]
Stdev
Mean
DBH [cm]
Stdev
Understory Height [m]
Tree Basal Area [m2 ha-1]
Canopy Closure [%]
Tree Height [m]

Leaf Area Index [m2 m-2]
AGB Density [Mg ha-1]
Past Flood Depth [m]

S1C1

S1C2

S2C1

S2C2

S3C1

S3C2

S4C1

11.27
4.00
4.21
2.36
27.61
12.17
1.50
22.09
43.06
1.46
61.61
1.95

12.87
5.86
5.24
3.66
18.51
15.29
3.90
45.14
82.84
4.89
278.31
0.75

8.15
3.66
3.36
2.34
14.05
11.84
25.48
59.12
2.91
68.93
1.30

12.89
5.26
3.73
2.21
17.34
12.97
3.80
37.57
79.66
5.20
151.80
0.63

12.99
7.18
5.19
3.29
17.53
13.14
1.74
20.60
83.82
5.62
141.40
0.25

18.12
7.50
7.96
6.15
15.54
9.20
3.39
31.07
83.69
5.23
191.75
0.30

9.82
2.95
4.18
2.31
13.57
7.15
14.05
75.82
3.06
42.21
0.68

Table B2. Line transect descriptive statistics.
Transect #

Attribute
S1TA

S1TB

S2TA

S2TB

S3TA

S4TA

Mean

9
14.97

14
14.53

25
20.21

7
22.79

15
18.17

11
10.18

Stdev

7.44

2.80

7.43

17.75

4.55

2.35

Mean

6.19

5.72

8.22

6.19

8.41

5.46

Stdev

4.55

2.29

4.26

6.05

3.41

1.77

Mean

1.68

1.61

6.96

8.79

4.73

2.93

Stdev

0.91

0.72

2.97

3.91

0.92

0.98

Mean

45.95

54.02

58.21

79.79

78.54

55.87

Stdev

23.28

18.86

15.93

5.30

8.70

13.94

Mean

2.76

4.22

2.48

4.78

5.80

2.53

Stdev

1.58

1.75

0.91

0.58

1.34

0.64

Mean

1.79

1.58

0.54

0.66

0.50

1.20

Stdev

0.42

0.36

0.22

0.72

-

0.13

# Points Along Transect
Tree Height [m]
Crown Depth [m]
Understory Height [m]
Canopy Closure [%]
Leaf Area Index [m2 m-2]
Past Inundation Depth [m]
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Appendix C. SWAMPSv3 regression equations.
Table C1. SWAMPSv3 model coefficients and fit metrics approximating vegetation end-members for
21 land cover types based on MPDI (x) and backscatter (y) during Segments: (a) I, (b) II, and (c) III.
(a) Segment I (based on 1992-1999)
Land Cover

Equation

Coefficients

Evergreen Needleleaf

𝑦 = 𝑎e−𝑏𝑥

Evergreen Broadleaf

𝑦 = 𝑎e−𝑏𝑥

Deciduous Needleleaf

𝑦 = 𝑎e−𝑏𝑥

Deciduous Broadleaf

𝑦 = 𝑎e−𝑏𝑥

Mixed Forest

𝑦 = 𝑎e−𝑏𝑥

Closed Shrublands

𝑦 = 𝑎e−𝑏𝑥

𝑎: 0.018457
}
𝑏: 7.8219
𝑎: 0.065994
{
}
𝑏: 21.107
𝑎: 0.018435
{
}
𝑏: 11.566
𝑎: 0.024553
{
}
𝑏: 11.589
𝑎: 0.015974
{
}
𝑏: 3.0462
𝑎: 0.058055
{
}
𝑏: 11.697
𝑎: 0.072985
{ 𝑏: 30.053 }
𝑐: 0.025469
𝑎: 0.045374
{
}
𝑏: 18.371
𝑎: 0.10035
{ 𝑏: 30.841
}
𝑐: 0.0068943
𝑎: 0.064015
{ 𝑏: 107.24
}
𝑐: 0.024428
𝑎: 0.020804
{ 𝑏: 32.725 }
𝑐: 0.031142
𝑎: 0.030220
{ 𝑏: 41.120 }
𝑐: 0.072455

Open Shrublands

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Woody Savanna

𝑦 = 𝑎e−𝑏𝑥

Savanna

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Grassland

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Cropland

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Urban

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Crop & Natural
Vegetation Mosaic
Tundra

𝑦 = 𝑎e−𝑏𝑥
𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Bare Ground #1

𝑦 = 𝑎e−𝑏𝑥

Bare Ground #2

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Bare Ground #3

𝑦 = 𝑎e−𝑏𝑥

Bare Ground #4

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Bare Ground #5

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Bare Ground #6

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Sparse Vegetation

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

{

{

𝑎: 0.075886
}
𝑏: 14.036

𝑎: 0.12761
{ 𝑏: 41.856
}
𝑐: 0.0083124
𝑎: 0.14596
{
}
𝑏: 9.2040
𝑎: 0.22412
{ 𝑏: 93.881
}
𝑐: 0.047270
𝑎: 0.13308
{
}
𝑏: 3.9183
𝑎: 0.14542
{ 𝑏: 14.942
}
𝑐: 0.0088561
𝑎: 0.093548
{ 𝑏: 71.456 }
𝑐: 0.085012
𝑎: 0.027922
{ 𝑏: 327.14 }
𝑐: 0.13177
𝑎: 0.046730
{ 𝑏: 24.735
}
𝑐: 0.066326

R2

p-value

RMSE

0.1758

< 0.0001

0.0063

0.2087

< 0.0001

0.0055

0.2408

< 0.0001

0.0039

0.2575

< 0.0001

0.0038

0.0523

< 0.0001

0.0107

0.491

< 0.0001

0.0044

0.5453

< 0.0001

0.0145

0.5686

< 0.0001

0.0044

0.7249

< 0.0001

0.0095

0.5476

< 0.0001

0.0151

0.1743

< 0.0001

0.0153

0.3535

< 0.0001

0.0126

0.6306

< 0.0001

0.0135

0.5477

< 0.0001

0.0131

0.8476

< 0.0001

0.0156

0.6574

< 0.0001

0.0138

0.3391

< 0.0001

0.0202

0.8027

< 0.0001

0.0155

0.6606

< 0.0001

0.018

0.4448

< 0.0001

0.0137

0.3983

< 0.0001

0.0245
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(b) Segment II (based on 2000-2008)
R2

Land Cover

Equation

Coefficients

Evergreen Needleleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.018505
}
𝑏: 4.6840

0.1019

< 0.0001

0.0118

Evergreen Broadleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.005989
}
𝑏: 1.7492

0.2304

< 0.0001

0.0058

Deciduous Needleleaf

𝑦 = 𝑎𝑥 + 𝑐

{

𝑎: 0.076833
}
𝑐: 0.005237

0.1384

< 0.0001

0.0054

Deciduous Broadleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.026863
}
𝑏: 14.381

0.2722

< 0.0001

0.0039

Mixed Forest

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.012806
}
𝑏: 0.18055

0.0772

< 0.0001

0.0108

Closed Shrublands

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.047706
}
𝑏: 9.1816

0.4004

< 0.0001

0.0041

𝑎: 0.094621
{ 𝑏: 21.811 }
𝑐: 0.011389

0.5033

< 0.0001

0.0151

𝑎: 0.045170
}
𝑏: 17.972

0.6291

< 0.0001

0.0039

Open Shrublands

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Woody Savanna

𝑦 = 𝑎e−𝑏𝑥

{

p-value

RMSE

Savanna

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.10774
{ 𝑏: 32.206
}
𝑐: 0.0064962

0.7292

< 0.0001

0.0086

Grassland

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.080111
{ 𝑏: 117.47
}
𝑐: 0.029313

0.4213

< 0.0001

0.0182

Cropland

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.045870
}
𝑏: 4.4909

0.1797

< 0.0001

0.0177

Urban

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.088258
}
𝑏: 1.4564

0.1339

< 0.0001

0.0191

Crop & Natural
Vegetation Mosaic

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.075542
}
𝑏: 13.189

0.5773

< 0.0001

0.0134

𝑎: 0.18502
{ 𝑏: 82.952 }
𝑐: 0.018338

0.2758

< 0.0001

0.0188

𝑎: 0.15500
}
𝑏: 8.6594

0.7992

< 0.0001

0.0179

𝑎: 0.12658
{ 𝑏: 42.742
}
𝑐: 0.065476

0.5477

< 0.0001

0.0156

Tundra

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Bare Ground #1

𝑦 = 𝑎e−𝑏𝑥

Bare Ground #2

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Bare Ground #3

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.13911
}
𝑏: 3.7045

0.4035

< 0.0001

0.0198

Bare Ground #4

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.16430
}
𝑏: 10.400

0.8073

< 0.0001

0.0165

Bare Ground #5

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.089804
{ 𝑏: 30.351 }
𝑐: 0.078250

0.6788

< 0.0001

0.0186

Bare Ground #6

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.026506
{ 𝑏: 283.78 }
𝑐: 0.13123

0.4682

< 0.0001

0.0133

Sparse Vegetation

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.099227
{ 𝑏: 14.698
}
𝑐: 0.079732

0.4548

< 0.0001

0.0213

{
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(c) Segment III (based on 2009-2016)
R2

Land Cover

Equation

Coefficients

Evergreen Needleleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.016827
}
𝑏: 2.8867

0.0926

< 0.0001

0.0099

Evergreen Broadleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.012477
}
𝑏: 4.1090

0.1443

< 0.0001

0.0069

Deciduous Needleleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.026905
}
𝑏: 12.105

0.4012

< 0.0001

0.0049

Deciduous Broadleaf

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.024183
}
𝑏: 6.9124

0.2029

< 0.0001

0.0061

Mixed Forest

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.024258
}
𝑏: 5.4086

0.1039

< 0.0001

0.0131

Closed Shrublands

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.058395
}
𝑏: 7.8999

0.4839

< 0.0001

0.0046

𝑎: 0.082911
{ 𝑏: 26.814 }
𝑐: 0.020772

0.6128

< 0.0001

0.0139

𝑎: 0.054018
}
𝑏: 15.983

0.5874

< 0.0001

0.0045

Open Shrublands

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

Woody Savanna

𝑦 = 𝑎e−𝑏𝑥

{

p-value

RMSE

Savanna

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.089205
{ 𝑏: 24.468
}
𝑐: 0.0062863

0.7062

< 0.0001

0.0084

Grassland

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.054847
{ 𝑏: 83.539
}
𝑐: 0.024393

0.5162

< 0.0001

0.0163

Cropland

𝑦 = 𝑎e−𝑏𝑥

𝑎: 0.047518
}
𝑏: 3.9380

0.2580

< 0.0001

0.0176

Urban

𝑦 = 𝑎e−𝑏𝑥

𝑎: 0.078181
}
𝑏: −0.089794

0.0505

< 0.001

0.0257

Crop & Natural
Vegetation Mosaic

𝑦 = 𝑎e−𝑏𝑥

𝑎: 0.059497
}
𝑏: 8.5862

0.4420

< 0.0001

0.0154

𝑎: 0.11992
{ 𝑏: 36.247 }
𝑐: 0.009247

0.5715

< 0.0001

0.0162

Tundra

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

{
{

{

Bare Ground #1

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.14456
}
𝑏: 7.7328

0.7959

< 0.0001

0.0183

Bare Ground #2

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.18078
}
𝑏: 40.670

0.7487

< 0.0001

0.0125

Bare Ground #3

𝑦 = 𝑎e−𝑏𝑥

{

𝑎: 0.13698
}
𝑏: 3.2274

0.3318

< 0.0001

0.0209

Bare Ground #4

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.14898
{ 𝑏: 15.229
}
𝑐: 0.012298

0.7854

< 0.0001

0.0177

Bare Ground #5

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.086885
{ 𝑏: 68.869
}
𝑐: 0.088729

0.6788

< 0.0001

0.0186

Bare Ground #6

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.039236
{ 𝑏: 363.91 }
𝑐: 0.13501

0.4764

< 0.0001

0.0141

Sparse Vegetation

𝑦 = 𝑎e−𝑏𝑥 + 𝑐

𝑎: 0.11246
{ 𝑏: 19.128
}
𝑐: 0.076795

0.5834

< 0.0001

0.0178
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Table C2. SWAMPSv3 model coefficients and fit metrics approximating the open water endmember based on MERRA-2 reanalysis input using (a) multiple linear regression predicting
intercalibrated MPDI (based on 1992 – 2016), and (b) polynomial equations predicting backscatter
for each record period (ERS: 1992-2000; QuikSCAT: 2000-2008; ASCAT: 2009-2016).
(a) MPDI
MPDI = ax1 + bx2 + cx3 + d
x1 = Total Water Vapor (mm)
x2 = Total Cloud Liquid Water (mm)
x3 = 2 m Wind Speed (m s-1)
a

-0.0045009

b

-0.044711

c

-0.0075524

d

0.55386

2

R

0.92321

p-value

< 0.0001

RMSE

0.027013

(b) Backscatter
σ0 = ax3 + bx2 + cx + d
x = 2 m Wind Speed (m s-1)
ERS

QuikSCAT

ASCAT

a

2.1500

4.8199

2.4699

b

-0.094198

-0.30003

-0.10604

c

0.0016004

0.0064781

0.0016647

d

-30.664

-41.192

-32.720

R2

0.78425

0.85711

0.87781

p-value

< 0.0001

< 0.0001

< 0.0001

RMSE

2.2398

2.6563

1.7616
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Appendix D. ALOS2 PALSAR-2 ScanSAR mosaics details
Table D1. Acquisition date ranges for each ALOS2 PALSAR-2 ScanSAR observation cycle.
Cycle #

Start Date

End Date

Cycle #

Start Date

End Date

02

2014-08-04

2014-08-27

79

2017-07-17

2017-07-30

04

2014-09-01

2014-09-14

82

2017-08-28

2017-09-10

07

2014-10-13

2014-10-26

85

2017-10-09

2017-10-22

10

2014-11-24

2014-12-07

88

2017-11-20

2017-12-03

13

2015-01-05

2015-01-18

91

2018-01-01

2018-01-14

16

2015-02-16

2015-03-01

93

2018-01-29

2018-02-11

22

2015-05-11

2015-05-24

94

2018-02-12

2018-02-25

25

2015-06-22

2015-07-05

96

2018-03-12

2018-03-25

27

2015-07-20

2015-08-02

97

2018-03-26

2018-04-08

30

2015-08-31

2015-09-13

99

2018-04-23

2018-05-06

33

2015-10-12

2015-10-25

100

2018-05-07

2018-05-20

36

2015-11-23

2015-12-06

102

2018-06-04

2018-06-17

39

2016-01-04

2016-01-17

103

2018-06-18

2018-07-01

42

2016-02-15

2016-02-28

104

2018-07-02

2018-07-15

45

2016-03-28

2016-04-10

105

2018-07-16

2018-07-29

48

2016-05-09

2016-05-22

107

2018-08-13

2018-08-26

51

2016-06-20

2016-07-03

108

2018-08-27

2018-09-09

53

2016-07-18

2016-07-31

109

2018-09-10

2018-09-23

56

2016-08-29

2016-09-11

110

2018-09-24

2018-10-07

59

2016-10-10

2016-10-23

111

2018-10-08

2018-10-21

62

2016-11-21

2016-12-04

113

2018-11-05

2018-11-18

65

2017-01-02

2017-01-15

114

2018-11-19

2018-12-02

68

2017-02-13

2017-02-26

116

2018-12-17

2018-12-30

71

2017-03-27

2017-04-09

117

2018-12-31

2019-01-13

74

2017-05-08

2017-05-21

119

2019-01-28

2019-02-11

77

2017-06-19

2017-07-02

120

2019-02-11

2019-02-24
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Appendix E. Additional details on land cover classification evaluation with Pacaya Samiria
National Reserve map from IIAP.

Figure E1. IIAP land cover map of the Pacaya Samiria National Reserve (IIAP 2002).
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Table E1. Description of IIAP land cover classes and the corresponding class used for evaluation.
Generalized
Maximum
Flooded
Extent Class

IIAP Class

Additional Description

Herbaceous Swamp

Floating plant species and other herbaceous plants rooted in
the soil; shrub species < 1.50 m in height. Typically inundated
all year.

Floodable
Non-Forest
Arboreal Marsh

Palm Swamp

Floodable
Forest

Adjacent to the herbaceous / shrubby swamps that have a
higher frequency of tall plants such as palms and trees;
exposed to periodic flooding.
Forest characterized by the dominance of the species Mauritia
flexuosa (aguaje/palm), exposed to periodic flooding.

Meandering Forest

Forests concentrated higher on river banks, with plant
communities of pioneer and colonizing species, which are
generally herbaceous and short vegetative cycles; exposed to
periodic flooding.

Low Floodplain Forest

Forests consisting of communities more at a mature stage of
succession, presenting a more developed canopy with trees
that can reach more than 25 m in height; exposed to periodic
flooding.

Forest of Moderate
Terrain

Tree cover on terrain not exposed to periodic flooding,
supporting well developed trees that can reach >40 m in height
and 1m in diameter

Forest of Low Hills

Tree cover on terrain not exposed to periodic flooding,
developed on hillier terrain.

Non-Floodable
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Appendix F. Harmonic Backscatter Model Coefficients
Figure F1. Tile N08E030 PALSAR-2 harmonic model coefficients.
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0

A1

A2

φ1

φ2
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Figure F2. Tile N08E030 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

𝛾̅ 0

A1

A2

A3
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Figure F2 (cont’d). Tile N08E030 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F3. Tile N11E105 PALSAR-2 harmonic model coefficients
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0

A1

A2

φ1

φ2
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Figure F4. Tile N11E105 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

𝛾̅ 0

A1

A2

A3
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Figure F4 (cont’d). Tile N11E105 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F5. Tile N11E106 PALSAR-2 harmonic model coefficients
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0

A1

A2

φ1

φ2
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Figure F6. Tile N11E106 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

𝛾̅ 0

A1

A2

A3
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Figure F6 (cont’d). Tile N11E106 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F7. Tile N23E089 PALSAR-2 harmonic model coefficients.
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0

A1

A2

φ1

φ2
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Figure F8. Tile N23E089 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

𝛾̅ 0

A1

A2

A3
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Figure F8 (cont’d). Tile N23E089 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F9. Tile N23E090 PALSAR-2 harmonic model coefficients
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0

A1

A2

φ1

φ2
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Figure F10. Tile N23E090 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

𝛾̅ 0

A1

A2

A3
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Figure F10 (cont’d). Tile N23E090 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F11. Tile S01W060 PALSAR-2 harmonic model coefficients
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0
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Figure F12. Tile S01W060 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

𝛾̅ 0

A1

A2

A3

269

Figure F12 (cont’d). Tile S01W060 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F13. Tile S04W075 PALSAR-2 harmonic model coefficients
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0
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Figure F14. Tile S04W075 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)
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Figure F14 (cont’d). Tile S04W075 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F15. Tile S05W075 PALSAR-2 harmonic model coefficients
Co-Pol (HH)

X-Pol (HV)

Pol-Ratio (HH/HV)

𝛾̅ 0

A1

A2

φ1

φ2

274

Figure F16. Tile S05W075 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)
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Figure F16 (cont’d). Tile S05W075 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F17. Tile S17W058 PALSAR-2 harmonic model coefficients
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Figure F18. Tile S17W058 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)
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Figure F18 (cont’d). Tile S17W058 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Figure F19. Tile S19E022 PALSAR-2 harmonic model coefficients
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Figure F20. Tile S19E022 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)
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Figure F20 (cont’d). Tile S19E022 Sentinel-1 harmonic model coefficients.
Co-Pol (VV)

X-Pol (VH)

Pol-Ratio (VV/VH)

φ1

φ2

φ3
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Appendix G. Details on preparation of CYGNSS data.
Table G1. CYGNSS L1 data quality flags used in this dissertation.
Quality Flag

Flagged in
Analysis

Poor Overall Quality

No

S Band Powered Up

Yes

Small Spacecraft Attitude Error

No

Large Spacecraft Attitude Error

Yes

Blackbody DDM

Yes

DDMI Reconfigured

Yes

Spacewire CRC Invalid

Yes

DDM is Test Patten

Yes

Channel Idle

Yes

Low Confidence DDM Noise Floor

No

SP Over Land

No

SP Very Near Land

No

SP Near Land

No

Large Step Noise Floor

No

Direct Signal in DDM

Yes

Low Confidence GPS EIRP Estimate

Yes

RFI Detected

Yes

BRCS DDM SP Bin Delay Error

No

BRCS DDM SP Bin Doppler Error

No

Negative BRCS Value Used for NRBCS

No

GPS PVT SP3 Error

No

SP Non Existent Error

Yes

BRCS LUT Range Error

No

Antenna Data LUT Range Error

No

Blackbody Framing Error

Yes

FSW Comp Shift Error

No
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