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Abstract
We deal in this work with a class of graphs, namely the class of distance-
regular graphs, in which on the basis of the distance-k operators, the
adjacency operator is identified as a Jacobi operator. This identification
permits a deeper spectral analysis for adjacency operators.
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1. Introduction
The aim of this note is to find a Hilbert space in which the adjacency operator of a
distance-regular graph is seen as a Jacobi operator. This is done by means a difference
recursive relation that hold the distance-k operators. Forasmuch as the theory of Jacobi
operators has been developed on a large scale [21], the identification of the adjacency operator
with a Jacobi matrix permits performing an exhaustive spectral analysis for such operator.
It is natural trying to relate the graph theory with the spectral theory of linear operators,
in which the set of vertices form an orthogonal basis of a Hilbert space. The Hilbert space
that we consider in this text, is separable with scalar product 〈·, ·〉 anti-linear in its first
argument. A linear operator T is said to be symmetric whenever
〈f, Tf〉 = 〈Tf, f〉 , for all f ∈ domT .
The densely defined condition of a linear operator can be relaxed in the sense that, despite
of the adjoint of any non densely defined operator is not an operator, we can work with the
theory of linear relations [3, 9](or multivalued linear operators [7]). The symmetric operators
in infinite-dimensional Hilbert spaces that we present here, have dense domain and hence
they are closable. However, we emphasize that in finite-dimensional case the Jacobi operators
can not have dense domain in the space [8, Sec. 10].
It is well-known that a linear operator T is selfadjoint if it is closed, symmetric and
densely defined with domT = domT ∗. It is worth pointing out that selfadjoint operators
are fundamental objets in mathematics and in quantum physics. Let us recall a very useful
property of any selfadjoint operator T . It has an integral representation T =
∫
λdE(λ), with
respect to some unique spectral mesure E. This representation gives the possibility to define
functions f(T ) =
∫
f(λ)dE(λ) of the operator and develop a functional calculus as a powerful
tool for applications. For example, in quantum physics it is postulated that each observable is
given by a selfadjoint operator T . The spectrum of T gives the set of possible measured values
of the observable, and for any unit vector f ∈ H and subset M ⊂ R the number 〈f, E(M)f〉
is the probability that the measured value in the state f lies in the set M .
The general theme of spectral graph theory in which associates notably the adjacency
operator, is to compute or estimate the spectrum of such operator and relate its eigenvalues
to structural properties of the graph. As a motivation of recent trend of complex network
theory [12,20], we are particularly interested in the spectral analysis of infinite graphs. Despite
of there are several works related of the spectra of finite graphs, it wasn’t until early eighties
that it extends the theory of spectra of finite graphs to the infinite case [16,22]. Nowadays,
there are numerous topics with applications related with spectral theory of infinite graphs
(see for example [10,13,17]).
One of the main objetives in this work is to address the distance-k operators Ak of a graph,
k ∈ N. The Ak operator maps any vertex v to the sum of the vertices which are at distance k
from v. In certain way, Ak turns out an adjacency operator of another graph (not necessarily
connected) at the same space of vertices. The distance-k operators give a recurrence relation
on distance-regular graphs (see [4, Sec. 20] for finite graphs and [17, Sec. 6.3] for the infinite
case), this relation permits the aim of this work, the identification of the adjacency operator
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with a Jacobi operator.
This research is organized as follows. We brief discuss in Section 2 some standard concepts
on graphs and we introduce the concept of the distance-k operator. Also, we show that these
operators are bounded and selfadjoint, and satisfy a recurrence relations on distance-regular
graphs. Moreover, they are regular and isoscycle (see Theorem 2.10). In Section 3, we
shall construct a Hilbert space in which we shall determinate out the identification of the
adjacency operator with a Jacobi operator. This operator has in its entries (seen as a matrix
representation) the coefficients of the recursive relation that hold the distance-k operators (see
Theorem 3.3). Moreover, the Jacobi and the adjacency operators share spectral properties
(see Remark 3.4). In Section 4 we address distance-regular graphs with finite diameter, i. e.
the finite case of the section 3. Here, we first find a non densely defined Jacobi operator,
subsequently its selfadjoint extensions, of which one corresponds to the adjacency operator
(see Theorem 4.6). We add a the end of this note (Section 5) two examples, to clarify the
results of this work.
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2. Distance-k operators
We regard a contable undirected graph G, with vertices
V = {δi}i∈N . (2.1)
Throughout this paper, we shall suppose that G is simple and connected, i. e. it has no loops
or multiple edges, and any pair of vertices δi, δj ∈ V , can be linked by a sequence of edges.
We denote the distance between two vertices δi, δj, by
∂(δi, δj)
which represents the minimal number of edges that join δi and δj.
It is well-known that if ∂(δi, δj) = 1, then δi, δj are said to be adjacent and denoted by
δi ∼ δj. In this fashion, if ∂(δi, δj) = k then we say that δi, δj are distance-k and we write
δi ∼k δj
Let us establish N0 := N ∪ {0}. For k ∈ N0, we denote the k-degree of a vertex δi ∈ V , by
deg k(δi) := |{δj ∈ V : δj ∼k δi}| , (2.2)
where |·| represents the cardinality of a set. The degree (2.2) determines how many distance-k
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elements δi has. In this work, we will suppose that the 1-degree of any vertex is finite, this
means the graph is locally finite.
We regard the Hilbert space H := l2(V ), i. e. the space of square-summable sequences
with canonical basis (2.1). For k ∈ N0, let A˜k be the linear operator with domain span V ,
such that
A˜kδi =
∑
δj ∼k δi
δj . (2.3)
This operator is well defined since we work on locally finite graphs.
Proposition 2.1. For k ∈ N0, the operator A˜k is symmetric and densely defined in H.
Proof. The proof is straightforward once we note that
〈δi, A˜kδj〉 = 〈A˜kδi, δj〉
and span V is dense in H.
Definition 2.2. For k ∈ N0, we call the closure of the linear operator A˜k, the distance-k
operator and we denote it by Ak.
Note that Ak is a densely defined, closed, symmetric operator. Besides, A0 is the identity
operator I and A1 (which we only write A for this operator) is well-known in the literature as
the adjacency operator. On the other hand, when
d = sup {∂(δi, δj) : δi, δj ∈ V } <∞ , (2.4)
then Ak is the zero operator in H, for all k > d. The number (2.4) is known as the diameter
of a graph.
The condition (2.2) in terms of the distance-k operators, turns to be
deg k(δi) = ‖Akδi‖2 , δi ∈ V .
Definition 2.3. A graph is said to be uniformly locally finite with bound m, if there exists
m <∞, such that
‖Aδi‖2 ≤ m, for all δi ∈ V .
Remark 2.4. The property to be uniformly locally finite characterizes the bounded condition
of the adjacency operator. More precisely, A is bounded if and only if its graph (not
necessarily connected) is uniformly locally finite with bound m. In this case ‖A‖ ≤ m (see
for instance [16, Th. 3.2]).
Proposition 2.5. On uniformly locally finite graphs, the operator Ak is bounded and hence
selfadjoint in H, for every k ∈ N0.
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Proof. From Remark 2.4 we use the fact A is bounded. For a fixed vertex δi ∈ V , one has
Akδi is the sum of natural multiples of the vertices which are connected with δi, by a walk of
k-steps, in particular, by the sum of the vertices distance-k to δi. Thus,
‖Akδi‖2 ≤ ‖Akδi‖2 ≤ ‖A‖2k , for all δi ∈ V . (2.5)
We conclude the proof by noting that for k > 2, the operator Ak is the adjacency operator of
another graph, which is uniformly locally finite, by (2.5).
Definition 2.6. For fixed numbers k, dk ∈ N0, we call Ak regular, with deg (Ak) = dk (briefly
dk-regular), if
‖Akδi‖2 = dk , for all δi ∈ V .
This means that the k-degree of every vertex is dk.
A graph is say to be dk-regular in distance-k if its distance-k operator is dk-regular. For
example (in our context) every graph is 1-regular in distance-0.
Let us introduce the following concept of a cycle.
Definition 2.7. For k ∈ N0, a cycle is called an isoscycle-k if it contains three vertices
δi, δj, δl, such that δj, δl are adjacent and both are distance-k to δi. In this case we say that δi
contains one isoscycle-k and the number of isoscycle-k’s of δi is determined by
isosc k(δi) =
1
2〈AAkδi, Akδi〉 ∈ N0 .
It is straightforward to see that tree adjacent vertices has the same isoscycle-1.
Definition 2.8. Let k, lk ∈ N0 fixed numbers. We say that Ak is isoscycle with isosc (Ak) = lk
(or simply lk-isoscycle) if
isosc k(δi) = lk , for all δi ∈ V .
This condition means that each vertex has the same numbers of isoscylce-k.
A graph is called k-isoscylce in cycle-lk, if its distance-k operator is lk-isoscycle. For
instance, the trees are k-isoscylce in cycle-0, for all k ∈ N0.
Definition 2.9. A graph is called is distance-regular if there exists {(an, bn)}n∈N ⊂ N2, such
that for every pair of vertices δi ∼k δj,
〈Ak−1δi, Aδj〉 = ak
〈Ak+1δi, Aδj〉 = bk+1 , k ∈ N0 . (2.6)
The sequence {(an, bn)}n∈N is called the intersection sequence of the graph. Note that a1 = 1.
There should be no confusion about the intersection sequence, in case of distance-regular
graphs with diameter d <∞. In this situation, the intersection sequence has d elements.
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Theorem 2.10. A distance-regular graph with intersection sequence {(an, bn)}n∈N, is uni-
formly locally finite and its k-operators are bounded and selfadjoint, for all k ∈ N0. Moreover,
these operators hold the following difference equation:
AAk = ak+1Ak+1 + αkAk + bkAk−1 , with A−1 = 0, (2.7)
where αk = deg(A) − (ak + bk+1), such that α0 = 0. Furthermore, for k > 0, every Ak is
regular and isoscycle, with
deg (Ak) =
k∏
n=1
bn
an
and isosc (Ak) =
αk
2
k∏
n=1
bn
an
. (2.8)
Proof. The first part of the assertion follows from Remark (2.4) and Proposition 2.5, once we
note, by virtue of (2.6), that A is b1-regular. To proof (2.7), we regard two vertices δi ∼r δj,
with r ∈ N0. If |r − k| > 1 then one computes
〈AAkδi, δj〉 = 〈Akδi, Aδj〉 = 0 ,
which can be nonzero whenever r ∈ {k + 1, k, k − 1}. Taking into account (2.6),
〈Akδi, Aδj〉 = ak+1〈Ak+1δi, δj〉+ αk〈Akδi, δj〉+ bk〈Ak−1δi, δj〉. (2.9)
where
αk = 〈Aδj, Aδj〉 − 〈Ak−1δi, Aδj〉 − 〈Ak+1δi, Aδj〉
= deg (A)− (ak + bk+1) .
(2.10)
Thus, for every f = ∑j∈N fjδj ∈ H, on has in view of (2.9) that
〈AAkδi, f〉 =
∑
j∈N
fj〈Akδi, Aδj〉
=
∑
j∈N
fj 〈(ak+1Ak+1 + αkAk + bkAk−1)δi, δj〉
= 〈(ak+1Ak+1 + αkAk + bkAk−1)δi, f〉 ,
whence it follows (2.7) on V and hence on H, inasmuch as every Ak is continuous. Thereupon,
for δi ∈ V , it is straightforward to see that 〈Akδi, Arδi〉 = 0 if k 6= r. Then by (2.7), for k ∈ N,
〈Akδi, Akδi〉 = 1
ak
〈AAk−1δi, Akδi〉
= 1
ak
〈Ak−1δi, AAkδi〉 = bk
ak
〈Ak−1δi, Ak−1δi〉 .
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As a result, we obtain recursively ‖Akδi‖2 = ∏kn=1 bn/an and again by (2.7),
isosc k(δi) =
1
2〈AAkδi, Akδi〉 =
1
2αk〈Akδi, Akδi〉 ,
which yields (2.8)
Remark 2.11. Given that the intersection sequence {(an, bn)}n∈N ⊂ N2 and isosc (Ak) ∈ N0,
on account of the right-side of (2.8), one has αk ∈ N0, for all k ∈ N. This means that
deg (A) ≥ an + bn+1 and {an}n∈N, {bn}n∈N are bounded sequences.
For a given subset of vertices W , we denote ∂W as the set of edges incident whit exactly
one vertex of W .
Definition 2.12. The isoperimetric constant of a graph is determined by inf |∂W |/|W |,
where the infimum is taken over all non-empty finite subsets of vertices.
The following assertion relies on the fact that, when the adjacency operator A is regular
(see Definition 2.6), the isoperimetric constant is equal zero if and only if ‖A‖ = deg (A) [5, Th.
2.1 and Cor. 3.3].
Corollary 2.13. The norm of every k-operator of a distance-regular graph satisfies
‖Ak‖ ≤ deg (Ak) , k ∈ N0 . (2.11)
Moreover, the isoperimetric constant of the graph is equal zero if and only if the equality in
(2.11) holds for every k ∈ N0 .
Proof. The first part of the statement is straightforward from Remark (2.4), bearing in mind
that every Ak is regular and corresponds to the adjacency operator of another graph, at the
same space.
Now, under the conditions of Theorem 2.10 and by (2.7),
Ak+1 =
1
ak+1
[AAk + (ak + bk+1 − deg (A))Ak − bkAk−1] , (2.12)
wherefore Ak is a polynomial in A of degree k. In this fashion, we can calculate that
A2(deg (A)) = deg (A2). Note that the left-side of (2.8) implies
deg (Ak+1) =
bk+1
ak+1
deg (Ak) . (2.13)
By induction, we may suppose that deg (Ak) = Ak(deg (A)) and (2.12), (2.13) assert
Ak+1(deg (A)) =
1
ak+1
[deg (A) deg (Ak) + (ak + bk+1 − deg (A)) deg (Ak)− bk deg (Ak−1)]
= 1
ak+1
[bk+1 deg (Ak)] = deg (Ak+1) . (2.14)
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Thus, if the isoperimetric constant is zero, then deg (A) ∈ σ(A). The spectral mapping
theorem and (2.14) claim that deg (Ak) ∈ σ(Ak), which implies the equality in (2.11). The
converse follows directly.
It is generally known that the largest eigenvalue of a regular tree with degree d is 2
√
d− 1.
This fact implies that on regular trees (in particular distance-regular trees), the isoperimetric
constant is positive.
3. The adjacency Jacobi operator in distance-regular graphs
Throughout this section we shall assume that the diameter of a graph (2.4) is not bounded.
This is equivalent to say that the distance-k operator is nonzero, for all k ∈ N0. Although we
shall analyze the finite case in Section 4, we will give some comments in the sequel related to
the finite case .
We regard C[A] as the family of complex polynomials in A. By virtue of the difference
equation (2.7), it seems plausible to consider the linear operator
JˆPk(A) = APk(A) , Pk ∈ C[A] . (3.1)
In the proof of Corollary 2.13, we show that every Ak is a polynomial in A, of degree k. It
is convenient to denote the following normalization:
Ak :=
1√
deg (Ak)
Ak ∈ C[A] , k ∈ N0 , (3.2)
bearing in mind that deg (A0) = 1.
Proposition 3.1. For a distance-regular graph with intersection sequence {(an, bn)}n∈N, the
operator (3.1) satisfies the following recursive equation
JˆAk =
√
ak+1bk+1Ak+1 + αkAk +
√
akbkAk−1 , k ∈ N0 , (3.3)
where A−1 = 0 and αk = deg(A)− (ak + bk+1), such that α0 = 0.
Proof. It follows from (2.7) that
JˆAk =
1√
deg (Ak)
(ak+1Ak+1 + αkAk + bkAk−1)
= ak+1
√√√√deg (Ak+1)
deg (Ak)
Ak+1 + αkAk + bk
√√√√deg (Ak−1)
deg (Ak)
Ak−1 . (3.4)
The left-side equality of (2.8) implies ak deg (Ak) = bk deg (Ak−1) and together with (3.4) one
arrives at (3.3).
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Let us use the fact A is selfadjoint operator to take its spectral measure EA. For a fixed
vertex v ∈ V , we define
µA(x) := 〈v, EA(x)v〉 . (3.5)
Clearly, µA is a probability measure defined on the σ-algebra of Borel subsets of R. Note for
any vertex δi ∈ V ,
〈δi, Akδi〉 =
k∑
t=0
βk,t〈δi, Atδi〉 = βk,0 . (βk,t ∈ C)
Then,
〈δi, Akδi〉 = 〈v, Akv〉 =
∫
xkdµA(x) . (3.6)
Thus, the spectral distribution of A in a vertex, is independent of the choice of v ∈ V .
On distance-regular graphs, we consider the Hilbert space K which consists of those square
integrable A-valued functions, with respect to the measure (3.5). This space is unitarily
equivalent to the space L2(R, µA) and in view of (3.6), one obtains
〈f, g〉µA = 〈f(A)v, g(A)v〉 , f, g ∈ K . (3.7)
Definition 3.2. We denote the operator of multiplication by the independent variable in K
by
J : dom J → K
f(A) 7→ Af(A) , (3.8)
which is symmetric with dom J = {f ∈ K : f(A), Af(A) ∈ K}.
Theorem 3.3. The multiplication operator J is bounded and selfadjoint, with
‖J‖µA ≤ deg(A) . (3.9)
Moreover, its matrix representation is given by
0
√
a1b1 0 0 . . .√
a1b1 α1
√
a2b2 0 . . .
0
√
a2b2 α2
√
a3b3 . . .
0 0
√
a3b3 α3 . . .
. . . . . . . . . . . . . . .
 (3.10)
where {(an, bn)}n∈N is the intersection sequence of the graph and αn = deg(A)− (an + bn+1).
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Proof. Inasmuch as A is bounded in H, by (3.7),∫
|xf(x)|2 dµA(x) = ‖Af(A)v‖2 ≤ ‖A‖2 ‖f‖2µA <∞ , f ∈ K . (3.11)
This implies dom J = K. Hence J is selfadjoint as well as closed and bounded. Taking the
polynomials {Ak}k∈N0 ⊂ K, one obtains
〈Ai,Aj〉µA =
1√
deg (Ai) deg (Aj)
〈Aix,Ajx〉 = δij , i, j ∈ N0 ,
where δij is the Kronecker delta. Moreover, the selfadjointness of J makes C[A] be dense in
K (cf. [1, Sec. 2]). Therefore {Ak}k∈N0 is an orthonormal basis of K, so that from (3.3) one
arrives at (3.10). Observe that (3.11) and (2.11) yield (3.9).
Remark 3.4. Note by virtud of (3.10), the multiplication operator J is a Jacobi operator.
Let us make some notes related to this operator. Since C[A] is dense in K, one obtains
span {JnA0}n∈N0 = K ,
this means A0 is a cycle vector and J is simple (see [2, Sec. 69]). The spectrum of J is
determined by the measure µA, in the sense of
σ(J) = suppµA . (3.12)
This deduces ‖J‖µA = deg (A) if and only the isoperimetric constant of the graph is zero. On
the other hand, every eigenvalue λ of J is of multiplicity one and coincides with µA({λ}) 6= 0. [6,
Sec. 4.7] (see also [19, Sec. 5.4]).
The fact J is bounded implies that its spectrum is not purely discrete (cf. [19, Prop. 5.12]).
Furthermore, inasmuch as {(an, bn)}n∈N ⊂ N2 one has
lim
n→∞
√
anbn ≥ 1 ,
this condition claims J is not compact [2, Sec. 28].
4. On distance-regular graphs with finite diameter
Under the assumption (2.4), we regard a distance-regular graph with diameter n ∈ N.
Thus, the distance-k operator Ak is zero, for k > n. Besides, the intersection sequence of the
graph has n elements {(ak, bk)}n1 .
Let K = Cn[A] be the family of complex polynomials valued in A, of degree ≤ n, endowed
with the inner product
〈f, g〉K = (f(A)v)∗g(A)v , f, g ∈ K , (4.1)
where v is any fixed vertex, since, as the infinite case, the spectral distribution of A in a
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vertex v, is independent of the choice of the vertex.
As we know, {Ak}n0 is an orthonormal basis of K, where Ak is defined as (3.2). We consider
J as the multiplication operator (3.8) which coincides with (3.1) as a long as we are in the
finite case. Then J is symmetric, non densely defined operator with dom J = K 	 {An} and
it has as matrix representation
0
√
a1b1 0 . . . 0 ∗√
a1b1 α1
√
a2b2 . . . 0 ∗
. . . . . . . . . . . . . . . . . .
0 0 0 . . . αn−1 ∗
0 0 0 . . .
√
anbn ∗
 .
Moreover, all its selfadjoint extensions are parameterized with the real line given by
Jτ =

0
√
a1b1 0 . . . 0 0√
a1b1 α1
√
a2b2 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . αn−1
√
anbn
0 0 0 . . .
√
anbn τ
 , τ ∈ R . (4.2)
These selfadjoint extensions are adapted from [11, Thm. 2.4] (see also [18, Sec. 5]). It is of
interest to point out that in the previous references show another self adjoint extension of J
which is not an operator given by
J u span
{(
0
An
)}
, (4.3)
but for a feasible analysis, we just work with the extensions (4.2).
In what follows, we will determine which spectrum of the selfadjoint extensions (4.2) of J
is in common with that of A. To do this, let us formulate a class of polynomials known as of
the first kind polynomials.
Let λ ∈ R and ϕ(A) = ∑n0 ϕkAk ∈ K, with ϕk ∈ C, such that Jτϕ = λϕ. Then
λϕ0 −
√
a1b1ϕ1 = 0 , (4.4)
−
√
ak+1bk+1ϕk+1 + (λ− αk)ϕk −
√
akbkϕk−1 = 0 , 1 ≤ k ≤ n− 1 , (4.5)
(λ− τ)ϕn −
√
anbnϕn−1 = 0 . (4.6)
Clearly, for k = 1, 2, .., n, by (4.4) and (4.5) the elements ϕk are determined uniquely from
ϕ0, and (4.6) is an additional condition. Therefore
dim ker(Jτ − λI) ≤ 1 . (4.7)
We use the above reasoning to define the following.
Definition 4.1. For k = 0, 1.., n+1, we define the k-th polynomial of the first kind associated
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to (4.2) by
P0(x) = 1 ,
P1(x) = x/
√
a1b1 ,
Pk+1(x) =
(x− αk)Pk(x)−
√
akbkPk−1(x)√
ak+1bk+1
, 1 ≤ k ≤ n− 1 ,
P
(τ)
n+1(x) = (x− τ)Pn(x)−
√
anbnPn−1(x) .
(4.8)
Only in the last polynomial of (4.8) appears the τ parameter. This condition is the key to
the spectral analysis of the Jτ operators.
Theorem 4.2. For every τ ∈ R, the spectrum of the selfadjoint extension Jτ is characterized
by
σ(Jτ ) =
{
λ ∈ R : P (τ)n+1(λ) = 0
}
. (4.9)
Moreover, every eigenvalue λ ∈ σ(Jτ ) is of multiplicity one and its corresponding eigenfunction
(up to normalization) is
ϕ
(τ)
λ (A) =
n∑
0
Pk(λ)Ak . (4.10)
Proof. The first part of the assertion follows straightforward once we note that {Pk(λ)}n0
satisfies (4.6) if and only if P (τ)n+1(λ) = 0. The multiplicity follows from (4.7) and (4.10) is
directly.
Inasmuch as the multiplicity of each eigenvalue of Jτ is equal one, the spectrum σ(Jτ ) has
n+ 1 distinct eigenvalues. Hence P (τ)n+1(x) is the minimal polynomial of Jτ .
Proposition 4.3. For k = 0, 1, .., n, the k-th polynomial of the first kind (4.8) holds:
Pk(A) = Ak . (4.11)
Proof. The proof carries out by induction. By virtud of the left-side of (2.8) and by (3.2),
one has
P0(A) = I = A0 ,
P1(A) = A/
√
a1b1 = A1 .
Thus, we suppose that Pj(A) = Aj for 0 ≤ j ≤ k − 1 and replacing up in (4.8),
Pk(A) =
(A− αk−1I)Pk−1(A)−
√
ak−1bk−1Pk−2(A)√
akbk
= 1√
akbk
(
AAk−1 − αk−1Ak−1 −
√
ak−1bk−1Ak−2
)
,
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whence, thanks to Proposition 3.1, one arrives at (4.11).
The last result asserts that the polynomials of the first kind P0(A), P1(A), . . . , Pn(A) are
orthonormal with respect to (4.1). It is a well-known and a very useful one in the standard
theory of orthonormal polynomials, that a reproducing kernel for polynomials of degree k is
Kk(x, y) =
k∑
0
Pj(x)Pj(y) , 0 ≤ k ≤ n− 1 ,
wherefrom one can computes by induction that (cf. [14])
Kk(x, y) =
√
ak+1bk+1
Pk(y)Pk+1(x)− Pk(x)Pk+1(y)
x− y . (4.12)
Lemma 4.4. The polynomials of the first kind (4.8) hold the following:
Pn(x)(P (τ)n+1)′(x)− P ′n(x)P (τ)n+1(x) =
n∑
0
P 2j (x) . (4.13)
Proof. By virtue of (4.12), one has
Pn(y)
P
(τ)
n+1(x)
x− y − Pn(x)
P
(τ)
n+1(y)
x− y =Pn(y)
(x− τ)Pn(x)−
√
anbnPn−1(x)
x− y
− Pn(x)(y − τ)Pn(y)−
√
anbnPn−1(y)
x− y
=Pn(y)Pn(x) +
√
anbn
Pn−1(y)Pn(x)− Pn−1(x)Pn(y)
x− y
=Pn(y)Pn(x) +
n−1∑
0
Pj(y)Pj(x) .
Hence, when x tends to y, we obtain (4.13).
Observe that the right-side of (4.13) is always positive, since P0(x) = 1.
Theorem 4.5. The spectra of the selfadjoint extensions (4.2) of J have empty intersection
and are pairwise interlaced.
Proof. For every τ ∈ R, as a consequence of Theorem 4.2, the spectrum of Jτ is simple
and it corresponds to the roots of P (τ)n+1(x). We fix τ0 ∈ R and we consider two consecutive
eigenvalues α < β, of Jτ0 . Then, (P
(τ0)
n+1)′(α) and (P
(τ0)
n+1)′(β) are nonzero and of different sign.
Moreover, it follows from (4.13) that
Pn(α)(P (τ0)n+1)′(α) > 0 ; Pn(β)(P
(τ0)
n+1)′(β) > 0 ,
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which implies sgn Pn(α) 6= sgn Pn(β). For λ ∈ σ(Jτ0), let us compute the following useful
equality:
P
(τ)
n+1(λ) = (λ− τ)Pn(λ)−
√
anbnPn−1(λ)
= (τ0 − τ)Pn(λ) . (4.14)
Thereby, sgn P (τ)n+1(α) 6= sgn P (τ)n+1(β), for τ 6= τ0. Therefore, for every τ ∈ R such that
τ 6= τ0, the extension Jτ has an eigenvalue in (α, β). The relation (4.14) also implies that the
selfadjoint extensions Jτ do not have eigenvalues in common.
If there exists τ1 6= τ0 such that Jτ1 has two consecutive eigenvalues γ1 < γ2 in (α, β).
Then, using the same reasoning above, we obtain that Jτ0 also has an eigenvalue in (γ1, γ2), a
contradiction, since α, β are consecutive eigenvalues of Jτ0 .
In the last proof, and as a consequence of (4.14), there is a one-to-one correspondence,
except perhaps at one point (without consider the selfadjoint extension (4.3) that is not an
operator), between the interval formed by two consecutive eigenvalues (α, β) of Jτ0 and the
eigenvalues λJτ , with τ 6= τ0, which belongs in that interval. Very roughly speaking, Fig. (1)
represents this behavior.
(
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Figure 1: Eigenvalues of Jτ .
In Section 3 we worked on distance-regular graphs with non bounded diameter and we
deduced a Hilbert space in which a Jacobi operator is derived uniquely such that its spectrum
is the support of the measure of A (see Remark 3.4). By contrast, we see in this section that
the construction of the Jacobi operator is not unique whenever the diameter of the graph is
finite.
Lets us proceed to determinate which spectrum of (4.2) corresponds to the support of σ(A).
We refer the reader to [17, Sec. 6.3] in assuming that if the diameter of a distance-regular
graph is equal n, then the spectrum of A has n+ 1 distinct eigenvalues. Hence, the degree of
the minimal polynomial of A is n+ 1.
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Theorem 4.6. Let n ∈ N be the diameter of a distance-regular graph, with intersection
sequence {(ak, bk)}n1 and consider the selfadjoint extensions Jτ given by (4.2), where τ ∈ R.
Then, the only spectrum σ(Jτ ) in which σ(A) is supported, corresponds to the case
τ = deg(A)− an .
Proof. It is enough to prove that the minimal polynomials of Jdeg(A)−an and A coincide. We
first note that Ak = 0, for all k > n. Then, by virtue of the equalities (2.9) and (2.10), one
obtains
AAn = (degA− an)An + bnAn−1 ,
whence it follows
AAn = (degA− an)An +
√
anbnAn−1 . (4.15)
Theorem 4.2 asserts that P (τ)n+1(x) given in (4.8), is the minimal polynomial of Jτ . In this
fashion, from Proposition 4.3 and in view of (4.15), one computes
P
(τ)
n+1(A) = (A− τ)Pn(A)−
√
anbnPn−1(A)
= AAn − τAn −
√
anbnAn−1
= (degA− an − τ)An ,
which is equal zero if and only if τ = degA − an. Hence, Jdeg(A)−an and A have the same
minimal polynomial.
According to the last result, the probability measure (3.5) satisfies
µA(x) =
∑
λ∈σ(Jdeg(A)−an )
‖ϕ(deg(A)−an)λ (A)‖
−2
K δλ(x) , (4.16)
where ϕ(τ)λ (A) is the corresponding eigenfunction of λ ∈ σ(Jτ ) we see in (4.10).
5. Examples
We address in this section two examples, one related to the infinite case and the another
one associated to graphs with finite diameter.
Let us consider in the infinite case the following example: For n ≥ 2, let Tn be a tree in
which each vertex has exactly n neighbors, i. e. its adjacency operator A is n-regular Fig. (2).
It is easy to verify that Tn is a distance-regular graph with intersection sequence
{(1, n), (1, n− 1), (1, n− 1), . . .} .
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Figure 2: T2 and T3.
By virtud of (2.8), the degree of the k-operators is
deg(Ak) = n(n− 1)k−1 , k ≥ 1 ,
without isoscycles, since Tn is a tree. The Jacobi operator (3.10) related with Tn is
JTn =

0
√
n 0 0 . . .√
n 0
√
n− 1 0 . . .
0
√
n− 1 0 √n− 1 . . .
0 0
√
n− 1 0 . . .
. . . . . . . . . . . . . . .
 .
Moreover, the spectral distribution of JTn (which is equivalent to the spectral distribution of
A) holds:
dµA(x) =
n
√
4(n− 1)− x2
2pi(n2 − x2) dx , |x| ≤ 2
√
n− 1 . (5.1)
where µA is the probability measure (3.5). This was proven by Mckay [15] (see also [17, Sec. 6.5])
The other example referring to the finite case: for n ∈ N, we regard the graph Kn in which
any pair of vertices are adjacent each other Fig. (3). These graphs are generally known as
complete graphs.
Figure 3: K3, K4 and K6.
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For a solid analysis, we suppose that n ≥ 2, i. e. the graph has at least two vertices.
It is clear that Kn is distance-regular with diameter equal one and intersection sequence
{(1, n− 1)}. Thus, in view of (2.8), the degree and the isoscycle number of A are
deg(A) = n− 1 ; isosc (A) = (n− 2)(n− 1)2 .
Thereby, every vertex of Kn has (n− 2)(n− 1) isoscycle-1 (for example, one can see in Fig.
(3) that any vertex of K4 has three isoscycle-1).
Note that we only have A0 = I and A1 = A/
√
n− 1. So, the Jacobi operators (4.2), in
the Hilbert space K = span {I,A1}, are given by
Jτ =
(
0
√
n− 1√
n− 1 τ
)
, τ ∈ R . (5.2)
The eigenvalues of σ(Jτ ) =
{
λ
(τ)
1 , λ
(τ)
2
}
are characterized by
λ
(τ)
i =
τ
2 +
(−1)i
2
√
τ 2 + 4(n− 1) . i ∈ {1, 2} , (5.3)
with eigenfunctions (up to normalization),
ϕ
(τ)
λ
(τ)
i
(A) = I + λ
(τ)
i
n− 1A , i ∈ {1, 2} . (5.4)
This is thanks to (4.10) of Theorem 4.2. Also, in view of (4.9), the eigenvalues (5.3) are the
roots of
P
(τ)
2 (x) =
x(x− τ)√
n− 1 −
√
n− 1 .
(a) K3. (b) K4. (c) K6.
Figure 4: Eigenvalues (5.3) vs operator Jn−2.
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Based on Theorem 4.6, the spectrum of A is supported on (see Fig. (4))
σ(Jn−2) = {−1, n− 1} . (5.5)
Furthermore, (4.16) yields
µA(x) =
n− 1
n
δ−1(x) +
1
n
δn−1(x) ,
This account clarifies that the eigenvalues of A are {−1, n− 1} with multiplicities {n− 1, 1},
respectively.
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