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Abstract: The social network is more and more complex and heterogeneous，traditional friend recommendation algorithm cannot cope
the new situation for its ineffectiveness． This paper proposes a collaborative ranking based friend recommendation method by expen-
ding the traditional factor model． Comparing to the collaborative filtering friend recommendation methods，we replace the original
scoring method with the partial order relation between the users to satisfy the needs of heterogeneous social network which is suitable
for some situations that are hard to convert rates and it's of no need to precisely calculate the rates of low users in Top-k recommenda-
tion so that it is helpful to enhance the efficiency． According to the experiment results，our method is easy for friend recommendation
to build training data and gets better results in learning user's interest than factorization model． The method can also mixes valuable
content related feature easily． After testing in dataset of Digg2009，Collaborative ranking get 15． 6% higher than Matrix factorization
in MAP．





























用 MAP( Mean Average Precision) 评价指标［9］来进行评测． 其
























1) 使用 U = { u1，u2，…，un } 表示用户集合，包含 n 个用户，
用 I = { i1，i2，…，im} 表示被推荐的好友集合，包含 m 个好友;
2) 使用 |U |代表用户的数量，| I |代表被推荐的好友的数量;
3) 对于一个用户 u 以及一个被推荐的好友 i，使用 r ui表
示用户 u 对于一个好友 i 的打分． 当 r ui = 1 表示关注了该用
户，若 r ui = 0 表示没有关注该用户．
4) p 为 User-Factor 矩阵，q 为 Item-Factor 矩阵;
5) 珓r ui表示根据矩阵分解后的结果对用户 u 与被推荐的
好友 i 的预测值，而 r ui为真实值;
6) 由用户的关注关系形成的矩阵为 Ｒ = r ui，| U | * | I |
的，行表示用户，列表示即将被推荐给用户的好友;
7) eui表示真实值与预测值的误差，即 eui = r ui －珓r ui ;
8) 使用 Ω 表示一个记录( u，i，t) 在时间 t 时 u 对 i 的关
注． 我们使用 Ω + 符表示所有的正例( 即 r ui = 1 的数据) ，使用





2． 2． 1 基于邻居的算法在好友推荐中的应用
在一个图 G 中，预测未连接的 user-item 对〈u，i〉的可能
性 w( u，i) ． 首先对于一个节点 x，我们定义 Γ( x) 为 x 在 Nh 的
邻居集合，定义 珘Γ( x) =∩c∈Γ( x) Γ( c) 为 x 邻居的邻居，作为基
于链路预测的好友推荐算法之一的基于邻居的方法，主要包
括四种方式［15］．
共同的邻居:在图中，x 和 y 两个节点的共同邻居 Г( x)
∩Г( y) 可以代表两个节点间的相似度;
Jaccard's Coefficient: 使用的 x 与 y 共同的邻居与 x 或 y











z∈Γ( x) ∩Γ( y)
1
log( |Γ( z) | )
( 2)










sim( u1，u2 ) =
∑
i∈I
( r u1，i －珋r u1 ) ( r u2，i －珋r u2 )
∑
i∈I
( r u1，i －珋r u1 )槡
2 ∑
i∈I
( r u2，i －珋r u2 )槡
2
( 3)
对于给定用户 u0，选择 sim( u0，u1 ) 最大的( 即最临近的)




( 珓r u，i ) = maxi∈IUk
( ∑
u∈Uk
( r u，i －珓r i ) ( 1 － r u0，i ) ) ( 4)
说明: 上述公式中的( 1 － r u0，i ) 该项表示被推荐的用户是
否已经被用户关注，若已关注则计算得 0．





sim( i1，i2 ) =
∑
u∈U
( r u，i1 －珋r i1 ) ( r u，i2 －珋r i2 )
∑
u∈U
( r u，i1 －珋r i1 )槡
2 ∑
u∈U




选择与 I0 最相似的 k 个用户，并且 u0 没有关注过的用户推荐
给用户．




Ｒ = U × I ( 6)
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矩阵分解中奇异值分解( SVD) ［17］是最常见的模型之一，





们都会加上不同 user 和不同 item 的偏差估计，所以带有 user
bias 和 item bias 的 baseline 预测器定义为:
珓r ui = f( bui + q
T
i pu ) ( 7)
在这里 f ( ·) 是一个将是实数值映射成为我们想要的
值，在这里映射为 1 或 0． pu 是一个 d 维的用户特征向量，q i
是一个 item 特征向量． d 在这里是一个提前设置的参数，代表
特征的数目． 在这里对于 bias 这一项 bui定义为:
bui = μ + bu + b i ( 8)
在上述公式中，μ 表示的全局的平均打分值． bu 与 b i 分别为







( r ui － f( bui + q
T
i pu ) )
2 + λ1 | pu |
2 +













bu←bu + η( eui － λ1bu )
b i←b i + η( eui － λ2b i )
q i←q i + η( euipu － λ3q i )







珓r ui = f( bui + q
T
i ( pu + ∑k∈F( u) βkyk ) ) ( 11)
在上述公式中，f ( u) 表示了 user 反馈的一些记录． 这种







器学习的方法来解决排序问题，Learning to Ｒank 是一种有监
督的学习问题，需要一个标记好的训练数据集 D． 训练集 D
是由一系列 query-impression ( q i，li ) 对以及标记的对应的得
分 yi 组成．
D = { ( q i，li，yi ) : i∈［1，…，n］} ( 12)
相关度标记 yi 一般是分等级的，比如 y = 1 太相关，y = 5
非常相关等． 对于 query-impression 对，是由固定长度的特征
向量表示 xql∈Ｒ
d，特征向量是根据不同的场景进行的定义和
选择，比如锚文本、UＲL 的长度、网页的 pagerank 值等． 学习
涉及模型参数的估计，并且最终得到最佳模型，并且该模型可
以输入特征向量，并能够给出相关度得分． Learning to Ｒank
的模 型 目 前 主 要 分 为 三 类: point-wise，pair-wise 以 及 list-
wise． 这三类之间的主要区别在于损失函数不同，并且训练数
据也存在差异．
Point-wise 模型输入一个 query-impression 对，并输出最
终的预测得分，为了训练最终的参数方程，若相关度得分是连
续的则可以使用一个回归损失，若是离散的则可以使用分类
损失． 一般情况下，point-wise 模型主要是回归模型 ［19］以及
分类模型，这种 point-wise 模型的优点在于学习模型相对直
接，并且算法相对简单，对于大规模的数据也有很好的性能．
Pair-wise 同 point-wise 一样，也是最终预测一个函数，给定输
入，输出最终的预测得分值． 然而，对于 pair-wise 模型来说训
练集的损失是基于对于同一个给定的 query 所有的 impres-
sion 对，即{ ( q i，xqili，yi ) ，( q j，xqjlj，yj ) } ，在这里 q i = q j，但 li≠
lj ． 针对 pair-wise 的损失是依赖于相关度标记的顺序，若预测
的序列是正确的，则损失低． 目前常见的 pair-wise 的方法包
括 ＲankBoost、ＲankNet 以及 LambdaＲank 方法等．
协同排序( Collaborative Ｒanking ) 则借鉴了 Learning to
Ｒank 中的 pair-wise 方法，将两个带有序列的打分对作为损失
代替之前的真实值与预测值的差值． 这样协同过滤方法由之
前预测最终的打分转变成了学习两个 item 的 rank，这样就可
以得到所有 item 的偏序序列． 则训练集 D 记为:
D ={〈u，i，h〉| i∈1∈F( u) ，hF( u) } ( 13)
F( u) 代表用户 h 喜欢的 item，而 h 则为负例，用户 h 不
喜欢或者没有关注的 item． 由于一般情况下，负例是非常庞大
的，我们可以通过采样技术选择一定比例的负例进行训练，这










说明，并且介绍了协同排序( Collaborative Ｒanking ) 的基本原
理和排序学习( Learning to Ｒank) 的思想． 对于好友推荐而
言，用户对其他用户的打分一般包括两个级别 1 或 0，1 表示
用户关注了该用户，而 0 则表示用户并没有关注该用户，所以
可以将关注不关注的用户形成一系列 pair 作为训练集，将该
问题看作一个 pair-wise 的排序问题． 对于这种 pair-wise 的训
练而言，给定一个训练集中的负例( u，i) 以及一个正例( u，j ) ，
最终对于 j 的得分要优于 i 的打分才是最终的目标，所以目标
的损失函数定义为:
g( 珓r ui，珓r uj ) = ( 1 + exp( － ( b j － b i + ( q j － q i )
Tpu ) ) )
－ 1 ( 15)
对于每一个负例 r ui∈Ω
－ ，我们随机选择一个正例 r uj∈
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Ω + 来建立训练对( r ui，r uj ) 并用随机梯度下降算法进行优化




本文选择了 Digg 2009 数据集来进行实验，Digg 2009 统
计了 2009 这段时间中，用户之间的好友关系，其中主要包括
两种关系: 0 代表单向关注关系，1 表示双向关注关系即互相
关注． 数据集中每一行表示一个关注关系具体包括:
Mutual: 表示该链接是否为双向链接，即该两个用户是否
互相关注． 若为 1 则表示是双向链接，若为 0，则不是;







的推荐主要用到的评价指标是 MSE( Mean Square Errors) 以




针对上述中 MSE 以及 ＲMSE 评估方式的说明，这种方
式并不适合好友推荐． 针对需求，MAP( Mean Average Preci-
sions) 推荐方法作为好友推荐中的评估方式更加适合． 在
Top-k 好友推荐中，k 的选择也会对结果有一定的影响． 给出
用户最可能关注的 k 个用户，并且对于序列命中率进行预估，





p( i) / ( 用户点击的 item 数) ( 16)
为确保推荐的准确性，在测试中隐藏每个用户的一个好友
数据，并推荐预测偏好最高的 N 项偏好信息，计算预测的精度




及基于 Collaborative Ｒanking 的好友推荐，并且将这些方法实
现用于数据集 Digg 2009 中的好友关系中，对结果进行对比
分析．
3． 3． 1 数据预处理
对 Digg 2009 中的数据根据好友之间的关注关系，形成
三个集合训练集、测试集还有验证集． 数据集分为 80% 的训




用户而言，使用 M ( key，value) 来表示，key 为用户 id，而 value
则是用户对应的评分 map 值，value 表示为 { ( u1，v1 ) ，( u2，
v2 ) ，…( un，vn ) } ，并且所有的 value 为 1 的用户需要按照关注
时间来进行排序，对于每个用户的关注序列而言，其关注时间
的先后默认为其关注序列，以便于计算 MAP 值．
3． 3． 2 结果对比及分析
经过计算，该数据集在 4 种方法下，其推荐 5 个用户的
ＲMSE 值和 MAP 值如表 1 所示，其中方法 1 指的是基于 user
的关注关系的邻居模型，方法 2 指的是基于 item 的被关注关
系的邻居模型，方法 3 指基本的矩阵分解算法，方法 4 指的是
本文中提出的基于 pair-wise 的排序学习的模型．
表 1 实验结果比较
Table 1 Experimental results comparing
描述 ＲMSE ap@ 5
方法 1 0． 8412 0． 4123
方法 2 0． 8317 0． 4017
方法 3 0． 9016 0． 5471














Fig． 1 Precision contrast of four methods
与基于 user 的关注关系的邻居模型( 方法 1) 和基于 item
的被关注关系的邻居模型( 方法 2 ) 相比，基于 pair-wise 的排
序学习的模型( 方法 4) 推荐准确率在 10≤N≤50 范围内准确
性要更高． 当 N≤20 时，基于 pair-wise 的排序学习的模型推
荐效果( 方法 4 ) 的推荐准确率要高于基本的矩阵分解算法
( 方法 3) 的好友推荐效果，但当 N ＞ 20，基于 pair-wise 的排
序学习的模型( 方法 4) 推荐准确率低于基本的矩阵分解算法
( 方法 3) 的推荐准确率．
下面考察四种方法推荐的召回率． 在下页图 2 中，可以看
出在 10≤N≤50 范围内，基于 pair-wise 的排序学习的模型
( 方法 4) 的召回率要高于基于 user 的关注关系的邻居模型
( 方法 1) 和基于 item 的被关注关系的邻居模型( 方法 2) 的召
回率; 在 N≤30 时，基于 pair-wise 的排序学习的模型( 方法
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4) 的召回率要低于基本的矩阵分解算法( 方法 3 ) 的召回率，
当 N ＞30 时，基于 pair-wise 的排序学习的模型( 方法 4) 的召
回率高于基本的矩阵分解算法( 方法 3) 的召回率．
图 2 四种方法召回率对比




序学习的角度出发提出了一种新的 Collaborative Ｒanking 的
方法应用在好友推荐中． 并且提出了一种基于正反例构建




2) 基于协同过滤的方式在好友推荐中 MAP 值在推荐 5
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