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A bstract 
Sole, P. and A. Ghafoor, The covering radius of doubled 2-designs in 2Ok, Discrete Applied 
Mathematics 33 (1991) 21 S-224. 
The following problem originated from interconnection etwork considerations: what is the 
graphical covering radius of a doubled 2-design in the antipodal double cover of the odd graph 
20k? In particular, when k is even, we take this design to be a Hadamard design. We obtain up- 
per and lower bounds ori this parameter for large values of k. The upper bound is obtained by 
generalizing the concept of q-covering in Johnson graphs to the graphs 2ok. We use prob- 
abilistic arguments analogous to the Norse bounds of coding theory. 
Keywords. Interconnection networks, coding theory, Norse bounds, covering radius, odd 
graphs, antipodal double covering, 2-design, Hadamard designs. 
1. Introduction 
Interconnection networks serve as an important component of a multiprocessor 
system since they provide the mechanism to transfer information among processors. 
An interconnection network can be modeled as a finite, simple, undirected graph, 
I-‘, where vertices represent nodes of the network, and the edges the physical links 
between the nodes. Suppose we want to expand the network r by interconnecting 
several copies of it. One requirement is to minimize the total number of links, for 
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economy. Another one is to ensure fault tolerance [7] by guaranteeing some level 
of connectivity. To illustrate the trade-off between these two requirements consider 
two extreme ways of interconnecting the copies: 
Connect every node in a copy to all its images belonging to the rest of the 
copies. 
Connect one node in each copy to all its images. 
The first solution is costly since it requires many links, while the second is very 
fragile: if one particular node in a copy fails, then the whole network is discon- 
nected. The purpose of this paper is to propose a compromise solution, namely to 
use a semi-distributed approach by selecting a set of centers in r which can cover 
each copy of r by spheres in the graphical distance [5], and interconnect these 
centers of the spheres in some desired fashion. The centers in a given copy of rcan 
act as gateway nodes, to handle message traffic going in and out of that copy of 
the network. In any case the parameter of interest in the choice of the centers is the 
radius of the spheres, as it affects the overal! diameter of the expanded network. 
We are thus led to a covering problem in the graph r. From the preceding discus- 
sion, we note that the number of centers cannot be less than the connectivity of r 
without decreasing the fault-tolerance capability of the network. 
e double covering of the odd graphs 
In this paper, we take r to be the antipodal double covering (2Ok) of the odd 
graph [4,10]. Note that both the 20/, [ 151 and odd graphs have already been con- 
sidered as possible interconnection topologies [l ,13,14]. Rather than constructing 
20k from Ok, we prefer to start from a more familiar network, the hypercube. 
Recall that this graph Qn has as vertex set the set of all binary vectors of length n, 
and its graphical distance is the same as the Hamming distance, which is defined 
as follows. The Hamming weight of a binary vector x of Ff is the number of its 
nonzero coordinates and is denoted by w(x). The Hamming distance of two vectors 
X, y is the weight of their difference and is denoted by d&,y). The graph 2Ok has 
for vertex set the binary words of length 2k- 1 and Hamming weights k and k- 1. 
Two vertices are connected if and only if they are at Hamming distance 1. They have 
degree k, diameter 2k - 1, and 2( 2k- ’ k_ 1 ) nodes [ 151. Specifically, the following holds: 
emma 2.1. The degree and the diameter of 2Ok are of asymptotic order logfi, 
where N= 2(?1; ) is the number of nodes in 2Ok. 
-We shall define the density 6 of a graph r with N nodes, diameter W and max- 
imum degree R + 1 by the formula 6= log(N)/Wlog(R). Note that this quantity is 
always less than 1 according to Moore’s bound [6]. Intuitively, graphs with higher 
density have more nodes for a given degree and diameter than graphs with a lower 
density. A high density is a desirable property for interconnection etworks, because 
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it ensures that not only communication delays in the network are smaller but also 
a large number of network units can be tightly packed together for micro- 
miniaturization [2,21]. 
It follows from Lemma 2.1 that 20/, has density asymptotically equal to 
Meg(k), which is denser than many known interconnection networks such as mesh, 
ring, etc. [21], since their density asymptotically approaches 2log(N)/N, and 
log(l\rj/4fi, respectively. It is also denser than the binary hypercube graph [3] 
which, with both degree and diameter equal to n, has density asymptotically equal 
to 1 /log(n). 
Another important design consideration for an interconnection network is the 
regularity and symmetry of the network. No node should be privileged as compared 
to the others. Like the hypercube, the odd graph is both distance regular and 
distance transitive [4]. The de Bruijn [6] graphs have qm nodes, diameter m, and 
degree 2q, which results in a density of (1 + (log(q))-‘)-‘, a number close to 1 for 
large q, but they are not distance regular, and not even vertex transitive. 
A third consideration is the connectivity of the network, which ensures fault 
tolerance [7]. An old theorem of Watkins [20] tells us that edge transitive graphs 
have optimal edge and vertex connectivity. But the graphs 2Ok are distance tran- 
sitive which is much stronger. 
Finally, for implementation reasons (space and time restrictions) both the degree 
and diameter should be reasonably small as compared tothe number of nodes. This 
excludes for instance the complete graph which is both distance transitive and of 
density one! 
The next lemma provides an important relationship between the Hamming 
distance and the graphical distance of two vertices in 20,. We recall that the 
graphical distance between two vertices of a finite connected graph is the length of 
a shortest path between these two vertices [5, p. 611. This is used in the next sections, 
where the problem of giving an upperbound on the covering radius of the gateway 
nodes in 20/, is attacked by means of design theory. 
Lemma 2.2. The graphical distance d&,y) and the Hamming distance d&x,y) 
bet ween any two vertices x and y in 20k are related by: 
In particular the shortest path routings can be done by the same algorithms as in 
the hypercube QZk _1, in view of the natural embedding of 20,, in it. 
For an interconnection network an important design consideration is a provision 
for its future expansion which does not require any change in the original topology 
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of the network. In this section we present a simple but highly flexible expansion 
mechanism for networks using 20k graphs. In this technique we connect a given 
number of copies of 20/, (say Q) by connecting together all the gateway nodes in 
all the copies according to a certain graph Sz with N’ nodes (N’= 2Q(2k- l)), 
diameter D’ and degree A’. We proceed to derive inequalities on these parameters 
in order to maintain the density of the extended network within the same range as 
the density of 20k. 
First, we see that the new value of the diameter is D = D’+ 2r, which means that, 
as long as D’s 2fi, we shall have D~2k. Note that this result depends directly on 
the availability of a good upper bounds on r. 
Second, the maximum degree becomes A =A’+ k. This means that as long as A’ 
is not too large compared with k, we have In(d) - In(k). 
Finally the number of nodes becomes N= QNO, where No = 2(2,k_:). Denoting 
the density of 2Ok by 60, the new density appears to be, in view of the preceding 
remarks 
(I + o(I)). 
This is a graceful degradation. In particular, 
2k+1 (2k - l), we will have 6> ~3~. The problem 
analyzed in [6]. 
if we can find an Sz with N’z 
of finding such dense graphs is 
4. The graphical ssvering radius of a doubled &design in 20k 
Let us suppose that k is even. Recall first that a t-wise balanced design (cf. 18, 
p. 271) on a (finite) set X v&h o elements is a collection B of subsets of X (called 
blocks) with the property that every t-subset of X belongs to the same number (A, 
say) of elements of B. If all the elements of B have the same cardinality (K, say), 
it is called a (t-(u,K, A))-design, or t-design for short. We consider 2-design with 
parameters (2k - 1, k - 1, k/2 - 1) [16,8]. This is a Hadamard design, and is denoted 
as L$. The union of the blocks of design Di and its complementary design is a 
pairwise balanced design and is denoted as DZ. We shall say that D2 is a doubled 
2-design. The rows of the adjacency matrix of DZ can represent he binary vectors 
of nodes in 2Ok. The nodes associated with D2 can be effectively used to act as 
gateway nodes for the system expansion. We define the graphical distance of a node 
in 201, to nodes D2 as the smallest graphical distance of an element of Dz to this 
node. We can then define the graphical covering radius, r, of D2 as the largest 
graphical d’ t calzce of a node to D2 O Formally, we have 
r= max min do(x,y). 
XE2Ok YE& 
aper we find upper and lower bounds on r in 2Qk9 to bound the diameter 
for the expansion scheme. 
Doubled 2-designs in 20/, 219 
The reason for using such a particular set of nodes is that there are strong 
analogies between designs in the Johnson scheme and orthogonal arrays in the HIam- 
ming graph [12]. In view of the Norse bounds on the covering radius of self- 
complementary orthogonal arrays of strength 2, it was natural to look for doubled 
2-designs. Moreover the doubled 2-designs with as few blocks as possible are ob- 
tained from the doubling of the symmetric designs (= as many blocks as points). 
With this last restriction we were forced to use Hadamard designs for k even. 
Open problem: Find (2 - (2k - 1, k - 1, A&designs for k odd with as few blocks as 
possible. 
We have written the lower bounds for k even for sake of simplicity. If we could 
solve the preceding open problem, they would be easy to generalize. The upper 
bounds are, however, more generally valid for doubled 2-designs on 2k- 1 points, 
without restrictions on the parity of k. 
Finally, for practical purposes, we can use the following ad hoc construction to 
construct a sparse covering set of nodes in 20k + 1 from a doubled design in 2Ok for 
k even. Considering the doubled design as a set of binary vectors of length 2k - 1 
and weight k- 1, we can append to these vectors a tail of two bits (01 say) to get 
vectors of length 2k+ 1 and weight k. It can be checked that the covering radius does 
not increase by more than 3. Of course the design properties are not inherited. 
4.1. Upper bounds 
In order to find bounds on r, let p be the average graphical distance of a node 
y from 02+ in 20k, i.e., 
Note that this sum does not depend on y because D2 comes from a l-design. 
Then using a probabilistic argument similar to the first Norse bound [!8] we have 
the following (the derivation of equations (2) and (3) is given in the proof of 
Theorem 4.4). 
rep. (2) 
Similarly, using the fact that D2 comes from a 2-design, and is self-complementary 
we have by a probabilistic argument similar to the second Norse bound 
E/P--_, (3) 
where 0 is the standard deviation for the graphical distances do(x,y), which again 
does not depend on y. The values of p and 0 can be calculated by generalizing the 
concept of q-covering [9] for 20,, graphs. Recall that a (y-covering is defined as 
follows. We consider a mapping q of the nonnegative integers into themselves with 
the property that q(x) = 0 implies q(y) = 0 for all y >x. A set S in a graph r is a q- 
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covering if the average of q(d&,x)) for an arbitrary x in the vertex set of r over 
all s E S is independent of X. The basic idea in [9] 5 that k-designs inthe usual sense 
are q-coverings in the Johnson graph J(o, k), witii q(i) = (“; ‘) being a polynomial 
of degree at most t. A straightforward corollary of this result is the following 
lemma. 
emma 4.1. The doubling of any (t - (2k - 1, k - 1, A))-design is a q-covering in 
20~, for all polynomials q of degree at most t. 
In the Johnson graph vertices are represented as k-sets chosen from a given u-set, 
and two vertices are connected if they have k - 1 elements in common [4,9]. 
Equivalently, vertices in J(v, k) can be represented as binary codev:ords having 
weight k and length v, with two vertices connected if the Hamming distance between 
their associated codewords i 2. The results inthe following lemma are used to deter- 
mine average distances in a 20,, graph. This happens because vertices of weight 
k - 1 (respectively k) at distance 2 in 20k induce the graph J(2k - 1, k - 1) (respec- 
tively J(2k - 1, k)). 
Lemma 4.2. Let Q be the average graphical distance of a node y from J(v, k) to Di 
and let e2 be the second moment of such a distance. Then 
e=k 
k 
i > ‘-u ’ 
and 
e2=(2k-l)e+k(k-1) (:::I;;-+ 
roof. Let 1&x, y) be the graphical distance in J(v, k). According to the definition 
21,(x,Y)= Ix)+ IYl-2 Ixnul. 
X(=lyl=kweget 
lxnvl= k- lo(x,y), 
Since 
which implies 
c MYI = c W-~&A). 
XED; XED; 
This leads to the following expression: 
=Ak= ID,+1 (k--Q), 
where A represents he number of times a 2-set appears a  a subset of blocks in 0; 
91. Using the incidence relation of a 2-design (I0; 1 k = oil) [ 161, for v = 2k - 1 and 
lacing k 5y k- 1, we gei 
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For Q~, we start again with the q-covering of the 2-design Di, whicir gives the 
following expression [9]: 
(k - [0(x, YMk - 1 - Mx, y)) 
2 
. 
Using the value of Q, we get, 
e2=(2k-1)k 1 ( -i)+k(k-1)(&-l)* 
Again, using the incidence relationship of a 2-design, setting u = 2k - 1 and replacing 
k by k - 1, we get the desired result for e2* III 
The results for the 20k graph can now be stated. 
Theorem 4.3. For the graph 20k, 
and 
p=k-+ 
,/4k2-6k+l 
t7 = v 4(2k-1) ’ 
Proof. The value of p is obvious, since Dz is a self-complementary 2-design. Let ,(L~ 
be the second moment of Hamming distances in 20k. Note that ~2 is also the se- 
cond moment for the graphical distances in 20k. We first establish a relationship 
between p2 and e2. Since, 
P2 =$ c 
XEDZ 
dH(x,y)2=; .,c,+ [dH(x,y)2 + (2k - 1 - dHW))21 
2 
and ID;1 = 1D21/2, 
Iu2 =f c dH(x,y)2+2(2;-‘) c dH(x,y)+(2k;1)2, 
XED; xeD2 
where b is the number of blocks in D2. After some simplification, we get, 
Using Lemma 4.2 and the value of p, we get, 
o2 
1 k2 =k-___ 
4 2k-1’ 
which after some simplification yields the stated value of 0. 0 
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Consequently, 
heorem 4.4. For the 20k graph, the covering radius r for a 2-design is: 
that is asymptotically for .O 2 k 
rrk- 
Proof. Let us recall briefly the scheme of proof of the second Norse bound. Con- 
sider for an arbitrary z in the vertex set of 20k, the random variable 2 = &(a d), 
where d is uniformly distributed over &. By Theorem 4.3, we know the expecta- 
tion p and the variance (T of Z, and they are independent of z. The fact that 
d&z, 02) = r for some z immediately entails (2). To prove (3) it is important to note 
that Z is symmetrically distributed about its mean. Hence, from the definition of 
cz, i.e., E(Z-p)*= CT*, we have the existence of a dOED such that p-z~o. But 
U&Z, D2) 5 d&, do). And do& D2) = r for some Z. This yields (3). The asymptotic 
expansion is straightforward. Cl 
Note that these results still hold if we replace the Hadamard design by any 
2-design with block size k - 1 and 2k - 1 points. 
5. Lower bounds 
Let wi count the number of nodes at graphical distance i from a given node in 
2Ok. Using the classical sphere covering argument in 20k, we have the bound: 
r 
c Wi1 Ok-l), 
i=O 
(4) 
where the Wi are given by: 
(k-i) 
w2i+ 1 =(i+l) W*i, (5) 
. 
wrth the W2i= ( f )(’ f 1 ). This bound is most useful for small values of I-. The asymp- 
totic lower bound for large values of r can be derived by setting r’= Lr/2J, and 
not icing that 
r , , 
C Wi= i W*i+ i Wzi+]* (6) 
i=O i=O i=O 
Note that 
k-i k+l --.P----11k, 
i+l i+l 
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entailing 
W2i+15kW2i. 
From equation (6) we get 
ii0 WiI(k+l) i W2i* 
i=O 
Bounding a sum of products by a product of sums we get 
and using the standard estimate for sum of binomials by the entropy function h [ 191, 
we can upperbound each factor in the RHS of equation (8) by 
2 kh(r’/kI _ 2kh(‘“k). 
Substituting this into equation (4) and taking logs yields the following result. 
Theorem 5.1. 
rrk-cim(l+o(l)), (9) 
where c > 0 is a universal constant. 
From the above theorems we note: 
Corollary 5.2. k-cf~(l+o(l))~r=k-@?-++o(l). 
6. Conclusion 
The problem we considered in this paper is to find the graphical covering radius 
of 2-designs in the graph 20k. This determination is essential as we propose the use 
of 2-designs for expanding interconnection networks based on the graphs 20k. 
The overall diameter of the proposed expansion scheme is shown to be dependent 
on the covering radius of the doubled 2-design D2. The approach is expected to be 
applicable to a large class of distance transitive graphs [14]. Although the bounds 
we obtained are susceptible of improvement, they are sufficient to ensure a good 
covering of the graph 20k. 
owle 
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