The widespread use of separate stormwater systems requires better understanding of the interactions between urban landscapes and drainage systems. This paper describes a novel attempt of developing urban 2D-surface and 1D-drainage model "TRENOE" for urban stormwater quantity and quality modelling. The physically-based TREX model and the conceptual CANOE model are integrated into the TRENOE platform, highlighting that the roofs of buildings are represented separately from the surface model, but simulated as virtual "sub-basins" in the CANOE model. The modelling approach is applied to a small urban catchment near Paris (Le Perreux sur Marne, 0.12 km 2 ). Simulation scenarios are developed for assessing the influences of different "internal" (model structure, numerical issues) and "external" (parameters, input data) factors on model performance. The adequate numerical precision and the detailed information of land use data are identified as crucial elements of water quantity modelling. Contrarily, the high-resolution topographic data and the common variations of the water flow parameters are not equally significant at the scale of a small urban catchment. Concerning water quality modelling, particle size distribution is revealed to be an important factor, while the empirical USLE equations need to be completed by a raindrop detachment process.
Introduction
Separate sewer discharges are now widely recognized for their deleterious impact on receiving water bodies. Although combined sewer overflows were traditionally considered to be the major cause of water quality degradation in urban waterways, the impacts of stormwater discharges has been recently attracting more attention with separate networks taking over combined ones [1] [2] [3] . The high levels of pollution frequently observed in stormwater outflows are shown to significantly contribute to the environmental pressure of urban areas on water streams, from which the importance of a proper evaluation of these discharges emerges [4, 5] .
The modelling of urban stormwater can be split into two components: the simulation of water quantity and the simulation of water quality. Despite the rapid development of hydrological modelling during last decades, the water quality component of urban stormwater modelling remains far less studied. One of the main reasons is that accurate simulations of pollutant transport on urban surfaces require detailed spatial and temporal information on stormwater runoff [6, 7] . For example, surface modules of the well-known SWMM [8] and MUSIC [9] models are respectively based on
Materials and Methods

Model Description
The physically-based 2D model TREX and the 1D pipe routing and subbasin components of the CANOE model are integrated into the TRENOE platform. Within TREX, the catchment surface is divided into several rectangular meshes based on GIS topographic data. These grids are then categorized into several classes according to land use information. Different parameters are attributed to each grid point in accordance with the land use type. Interception, infiltration, water runoff and pollutant transfer processes are then calculated. Diffusive wave approximation of Shallow-Water equations (SW) is applied for simulating the surface runoff at the grid scale, which is able to represent the spatial and temporal variations of the water flow and the associated pollutants. With the 1D sewer system CANOE model, stormwater and pollutant routing processes are computed for each portion of pipes between pre-defined junction nodes using the kinematic approximation of SW equations and advection equations, respectively. The modelling processes in TRENOE are described in Table 1 .
The "junction nodes" in 1D sewer network model are the connecting points between different parts of the TRENOE platform. From the grids of "sewer inlets" and "roofs", water and pollutants flow directly into the sewer networks via these "junction nodes". "Sewer inlets" are considered as "holes" in the 2D surface model, where surface runoff and the related pollutants disappear at these grid points. In contrast, "roofs" are represented as obstacles, where water flows cannot enter these grids from other types of land uses. As the buildings are not described in the Digital Elevation Model (DEM) data, the grids of "roofs" are increased by 5 m at the step of input data pre-treatment. Since most roofs are directly connected to the sewer networks in the studied urban catchment, we gather the grids of roofs which are linked to the same junction nodes (the nearest), to set the conceptual "sub-catchments" in CANOE model. The size of each "sub-catchment" is equal to the total area of the linking "roofs" grids. The non-linear reservoir method and the exponential washoff equations [13] are then applied to simulate the rainfall-runoff and the pollutant transport, respectively, for each conceptual "sub-catchment". The model scheme is illustrated in Figure 1 . 
Study Site and Urban Catchment Delineation
The study site is located in the eastern suburb of Paris (Le Perreux sur Marne, Val de Marne, France). This research area is a typical residential zone in the Paris region, characterized by a highly trafficked main street of eastern Paris. A preliminary step is to delineate the urban catchment. Since this study aims at precisely modelling water flows and pollutant transport at small urban scales, a detailed delineation of the urban catchment is necessary. As it is well-known that the urban areas are complex because of various buildings and infrastructure that may influence the water flow path, our "hand-operated" delineation procedure is based on the complete knowledge of sewer network infrastructure, road high-resolution LiDAR data (20 cm) , and the Digital Orthophoto Quadrangles (DOQs) (5 cm).
The detailed urban catchment is delimited by applying the following steps: (i) identifying the contributing sewage portions for the monitored drainage outlet using elaborate sewer network data; (ii) locating the sewer inlets; (iii) delimiting the "drainage basin" for each sewer inlet benefiting from the road high-resolution LiDAR data (20 cm); (iv) merging all the "drainage basins" defined by the precedent steps; (v) comparing data with the DOQs (5 cm), recognizing the buildings and infrastructure that should be included in the basin. The delimited urban catchment is presented in Figure 2 . 
The study site is located in the eastern suburb of Paris (Le Perreux sur Marne, Val de Marne, France). This research area is a typical residential zone in the Paris region, characterized by a highly trafficked main street of eastern Paris. A preliminary step is to delineate the urban catchment. Since this study aims at precisely modelling water flows and pollutant transport at small urban scales, a detailed delineation of the urban catchment is necessary. As it is well-known that the urban areas are complex because of various buildings and infrastructure that may influence the water flow path, our "hand-operated" delineation procedure is based on the complete knowledge of sewer network infrastructure, road high-resolution LiDAR data (20 cm), and the Digital Orthophoto Quadrangles (DOQs) (5 cm).
Input Data Description
Rainfall Data
A tipping-bucket rain gauge is installed on the roof of a building close to the urban catchment (less than 150 m). The pluviometer has a resolution of 0.1 mm. As the study area is quite small, rainfall is considered as homogeneous within the basin. Monitoring was conducted between 20 September 2014 and 27 April 2015. Different rainfall events are identified by the time intervals longer than 90 min between two tipping records and the total rainfall depth of each event should be more than 1 mm. At the end, 56 rainfall events have been recognized for the observed period. An analysis of rainfall depth, mean intensity, event duration and antecedent dry days is performed for all rainfall events in order to analyze their characteristics (Figure 3 ).
According to Figure 3a ,b, we can observe that most rainfall events within the study area of eastern Paris are considered low. In fact, more than 88% of rainfall events have a rainfall depth of less than 8 mm, and nearly 89% of rainfall events have a mean intensity lower than 3 mm/h. Additionally, Figure 3c ,d shows that event duration and antecedent dry days are a little more heterogeneous. However, most rainfall events observed are shorter than 7 h (87%), while 88% of the events are preceded by a previous rainfall event by less than 8 days. As the simulations are quite time-consuming, we have to select several rainfall events which contain different characteristics in order to characterize the overall performance of the TRENOE platform within an urban context. Among the rainfall events observed, we selected 6 typical events for model application and performance evaluation. A summary of selected rainfall events is listed in Table 2 . 
Input Data Description
Rainfall Data
According to Figure 3a ,b, we can observe that most rainfall events within the study area of eastern Paris are considered low. In fact, more than 88% of rainfall events have a rainfall depth of less than 8 mm, and nearly 89% of rainfall events have a mean intensity lower than 3 mm/h. Additionally, Figure 3c ,d shows that event duration and antecedent dry days are a little more heterogeneous. However, most rainfall events observed are shorter than 7 h (87%), while 88% of the events are preceded by a previous rainfall event by less than 8 days. As the simulations are quite time-consuming, we have to select several rainfall events which contain different characteristics in order to characterize the overall performance of the TRENOE platform within an urban context. Among the rainfall events observed, we selected 6 typical events for model application and performance evaluation. A summary of selected rainfall events is listed in Table 2 . Topographic data is a crucial input for physically based modelling. In the GIS database of the Paris region, the 25 m-resolution DEM data is available (Figure 4a ). Moreover, in the framework of the ANR-Trafipollu project, the LiDAR data of roads collected by IGN France have a horizontal resolution of 20 cm and a vertical precision of 1 cm. These data were collected by an on-vehicle laser (Figure 4b ). The roads are essential flow pathways in the studied urban catchment, because the surrounding roofs are directly connected to the sewer network and the greenlands only represent a small part of the urban surface. Therefore, the topographic data of roads derived from high resolution LiDAR data improve the resolution and precision of previously used DEM data. Nevertheless, the resolution used for the TREX-CANOE simulation platform needs to aggregate the Lidar data and thus to lower their original resolution. Following [29, 30] , the proper spatial resolution for 2D modelling of the urban surface can be set by considering the minimum distance between buildings and one third of the street width as well as the calculation time. For our case study, this distance can be estimated to 5 m. Compared with the DEM data at a 25 m resolution, the use of high resolution LiDAR is a significant improvement, even for the simulations performed at 5 m resolution. Thereupon, both 20 cm and 25 m resolution topographic data are firstly converted to 5 m resolution, and then merged to generate the input data. The merged topographic data of 5 m resolution is presented in Figure 4c , in which the study catchment is represented by a 224 × 85 rectangular grid. Topographic data is a crucial input for physically based modelling. In the GIS database of the Paris region, the 25 m-resolution DEM data is available (Figure 4a ). Moreover, in the framework of the ANR-Trafipollu project, the LiDAR data of roads collected by IGN France have a horizontal resolution of 20 cm and a vertical precision of 1 cm. These data were collected by an on-vehicle laser ( Figure 4b ). The roads are essential flow pathways in the studied urban catchment, because the surrounding roofs are directly connected to the sewer network and the greenlands only represent a small part of the urban surface. Therefore, the topographic data of roads derived from high resolution LiDAR data improve the resolution and precision of previously used DEM data. Nevertheless, the resolution used for the TREX-CANOE simulation platform needs to aggregate the Lidar data and thus to lower their original resolution. Following [29, 30] , the proper spatial resolution for 2D modelling of the urban surface can be set by considering the minimum distance between buildings and one third of the street width as well as the calculation time. For our case study, this distance can be estimated to 5 m. Compared with the DEM data at a 25 m resolution, the use of high resolution LiDAR is a significant improvement, even for the simulations performed at 5 m resolution. Thereupon, both 20 cm and 25 m resolution topographic data are firstly converted to 5 m resolution, and then merged to generate the input data. The merged topographic data of 5 m resolution is presented in Figure 4c , in which the study catchment is represented by a 224 × 85 rectangular grid. In collaboration with the IGN France, we defined 13 classes of urban land uses which are derived from aerial photos. Besides, the locations of sewer inlets are identified from the GIS and AutoCAD sewer network data. Since sewer inlets should equally be presented in the surface part of the 2D/1D model, the "sewer inlets" are integrated into land use input as a specific type. The vectorial land uses are then transformed into grids using the same resolution as the topographic data. A specific order has to be defined for this transformation. As the "sewer inlets" are considered as the interface between the surface and sewer networks parts, it is undoubted that the "Sewer inlet" is the first that should be considered, followed by roads, sidewalks, parking, various types of roofs, trees, grass and others. In general, 70% of catchment surfaces are impervious areas, within which the roof areas represent 35% of the total surface. The land use data and sewer network data are presented in Figure 5 . 
Land Use and Sewer Network
In collaboration with the IGN France, we defined 13 classes of urban land uses which are derived from aerial photos. Besides, the locations of sewer inlets are identified from the GIS and AutoCAD sewer network data. Since sewer inlets should equally be presented in the surface part of the 2D/1D model, the "sewer inlets" are integrated into land use input as a specific type. The vectorial land uses are then transformed into grids using the same resolution as the topographic data. A specific order has to be defined for this transformation. As the "sewer inlets" are considered as the interface between the surface and sewer networks parts, it is undoubted that the "Sewer inlet" is the first that should be considered, followed by roads, sidewalks, parking, various types of roofs, trees, grass and others. In general, 70% of catchment surfaces are impervious areas, within which the roof areas represent 35% of the total surface. The land use data and sewer network data are presented in Figure 5 . 
Urban Surface Dry Stocks
Impervious urban surfaces are represented by two layers in TRENOE: the deposited layer (that can be detached in the form of particles) and the pavement (assumed to be non-detachable). The processes related to water quality modelling occur only in the deposited layer, while the parameters depend on the properties of the associated land use. Additionally, within the framework of the ANR-Trafipollu project, series of road dust samples were collected on the studied area using a 2 m 2 vacuum cleaner [31] . The collected road dust Particle Size Distribution (PSD) was then determined by laboratory monitoring. According to the measurements of dry stock samples over 3 different sites on the urban surface, it is assumed that the finest particles (PM10) are only generated by atmospheric dry deposits on all types of urban surfaces. The total dry stock on roads (coarse + fine particles) was estimated to 10 g/m 2 . The mass of the finest part of the road dry deposits which represent the atmospheric dry depositions is then estimated to be 1 g/m 2 . Therefore, it is considered that building roof accumulation is equal to the finest deposits on roads, and the chosen initial dry deposits on roofs are 1 g/m 2 in our simulations.
Model Evaluation with Scenario Simulations
Due to time-consuming simulations with the physically-based TRENOE platform (using a computer core of 16 GB RAM, the model runtime is approximately 10 min for a 1-h rainfall event), 
Urban Surface Dry Stocks
Model Evaluation with Scenario Simulations
Due to time-consuming simulations with the physically-based TRENOE platform (using a computer core of 16 GB RAM, the model runtime is approximately 10 min for a 1-h rainfall event), the model assessment is performed by scenario simulations instead of complete sensitivity analysis. Model configurations are firstly calibrated by a trial and error method comparing with water flow The model performance is evaluated using different objective functions, including the Root Mean Square Deviation (RMSD), the Nash Sutcliffe Efficiency (NSE) criterion [32] , and the Mean Relative Standard Deviation (MRSD). Using RMSD and MRSD coefficients, the bias between the simulation results and the continuous measurements could be represented, while the NSE coefficient is a well-known indicator for model performance. With these objective formulations, the accuracy and the variability of model outputs could be evaluated under different conditions.
Several scenario simulations are performed in order to assess (i) the suitability of numerical issues for applying a watershed model for small urban catchment; (ii) the influence of the saturated hydraulic conductivity (Kh) and the Manning's n values; (iii) the benefit of using high-resolution roads LiDAR data; (iv) the benefit of applying detailed land use data; (v) the impact of different choices of the particle size distributions.
Scenario 1: Internal Numerical Precision of the Source Code
As with the 2D surface part of TRENOE, TREX is a typical watershed model and usually applied for large areas [1, 33] . The model uses the single-precision floating-point format in its source code for reducing computing times. This type of numerical precision has a limited internal representation at 10 −7 , which means the model can only represent internal values that are greater than 10 −7 at the end of each time-step. Concerning water volumes, it implies that a volume smaller than 10 −7 cubic meters cannot be represented or taken into account. However, for the studied small urban catchment (0.12 km 2 ), we use a spatial resolution at 5 m and the time-step is less than 1 s. In that case, the water depths are very low and the internal digital precision of the original source code (hereafter TREX) has to be adapted. Moreover, the amount of suspended particles to transfer from one grid point to the other one is far lower for urban water quality applications than for the erosion context. Therefore, scenario simulations of TRENOE are set for testing the suitability of the single-precision or double-precision floating-point format for the small urban catchment modelling, with the limit of the internal value being 10 −14 . After that, we calibrate the hydrologic components of the correct model by the trial and error method for the other scenario simulations described below.
Scenario 2: The Influence of the Calibration of Typical Model Parameters
Saturated hydraulic conductivity and Manning's N coefficient are commonly considered as part of the most important parameters for water quantity modelling. The ranges of the parameter values have been extensively studied over the last decades [34] [35] [36] . In order to evaluate the impact of the parameter values on the water flow outputs, we perform 3 simulation configurations for every selected rainfall event, within which the parameters of configuration 2 are set to the optimized values, while the parameters of configurations 1 and 3 are set to their upper limits and lower limits, respectively. In Table 3 , the parameter values are approximately categorized into two groups. The first represents the "Roads" areas, including roads, sidewalks and parking. The second indicates different types of greenlands, such as trees, gardens and grass. Since the buildings are considered as obstacles to runoffs in the 2D surface model, the parameters of different types of roofs are not discussed. Within the framework of the ANR-Trafipollu project, high-resolution topographic data of LiDAR survey are available for roads. The sensitivity of model outputs to the precision of altimetry will be tested, and also the need for costly GIS data will be assessed. Therefore, 3 typical configurations are tested: (i) directly resampling the DEM data (25 m) to 5 m resolution; (ii) resampling the DTM data (25 m) to 5 m resolution, and then lowering the identified road grid cells by 20 cm; (iii) resampling the road LiDAR data (20 cm) and the DEM data (25 m) to 5 m resolution, then fusing the two types of data together.
Scenario 4: Influence of a Fine Knowledge of Land Use Based on Ortho-Photos
In the current study, we can benefit from detailed land use (LU) data which are derived from ortho-photos. In order to assess the model sensitivity to the fine knowledge of LU, we apply two simulation configurations: the first with detailed LU data derived from ortho-photos, and the second with regularly achieved LU data which contains only public buildings (stations, commercial centres, schools, etc.) and green-lands, the undefined areas are considered as the roads and parking. These two types of data are illustrated in Figure 6 . In general, the surface of urban roofs is largely underestimated with coarser LU information, while the road and parking surfaces are overestimated. Within the framework of the ANR-Trafipollu project, high-resolution topographic data of LiDAR survey are available for roads. The sensitivity of model outputs to the precision of altimetry will be tested, and also the need for costly GIS data will be assessed. Therefore, 3 typical configurations are tested: (i) directly resampling the DEM data (25 m) to 5 m resolution; (ii) resampling the DTM data (25 m) to 5 m resolution, and then lowering the identified road grid cells by 20 cm; (iii) resampling the road LiDAR data (20 cm) and the DEM data (25 m) to 5 m resolution, then fusing the two types of data together.
In the current study, we can benefit from detailed land use (LU) data which are derived from ortho-photos. In order to assess the model sensitivity to the fine knowledge of LU, we apply two simulation configurations: the first with detailed LU data derived from ortho-photos, and the second with regularly achieved LU data which contains only public buildings (stations, commercial centres, schools, etc.) and green-lands, the undefined areas are considered as the roads and parking. These two types of data are illustrated in Figure 6 . In general, the surface of urban roofs is largely underestimated with coarser LU information, while the road and parking surfaces are overestimated. For the water quality modelling, several stormwater samplings were performed at the outlet during rainfall events, and suspended solid measurements were then performed in the laboratory. For the water quality modelling, several stormwater samplings were performed at the outlet during rainfall events, and suspended solid measurements were then performed in the laboratory. Moreover, a series of road dust samples were collected on the studied urban surfaces using a 2 m 2 vacuum cleaner [31] . This experiment was carried out on 14 October 2014 during dry weather after a dry period of 2 days. The measurements of the deposit samples could be used to calculate the total mass of road dust in the basin (2661 m 2 ), by supposing that the sediments are uniformly distributed on the road surface. Granulometric analysis was then conducted in the laboratory for evaluating the PSD of the studied samples. Based on the PSD and the total mass of each sample, we could calculate the mass of each particle size class. The mass and the particle size in different wet and dry samples are represented in Figure 7 .
are represented in Figure 7 .
In Figure 7 , [37] . Based on these measurements, we tested two configurations for assessing the sensitivity to the characteristics of the road surface sediments (Table 4) : (i) 3 particle classes based on dry deposit samples, which can represent all the available particles on the urban surfaces; (ii) 3 particle classes based on stormwater samples, which can only represent the removeable particles of the total dry stocks. 
Results and Discussion
The results will be presented step by step in order to illustrate the influence of different factors on model outputs. To gain clarity in the following text, figures are only produced for the event of 15 November 2014. The results for all six studied events will be listed in the tables. The Root-Mean- In Figure 7 , we observe that PSD in stormwater samples are quite different from that in road dust samples, where fine particles (<100 µm) are major compositions (>90%) of Total Suspended Solids (TSS) in stormwater runoffs. Yet, it is contrary to the road dust samples (<10%). This phenomenon is caused by the fact that the finest particles of road dry deposits are transferred to the sewer network during typical rainfall events, whereas the coarser particles remain on the urban surface [37] . Based on these measurements, we tested two configurations for assessing the sensitivity to the characteristics of the road surface sediments (Table 4) : (i) 3 particle classes based on dry deposit samples, which can represent all the available particles on the urban surfaces; (ii) 3 particle classes based on stormwater samples, which can only represent the removeable particles of the total dry stocks. 
The results will be presented step by step in order to illustrate the influence of different factors on model outputs. To gain clarity in the following text, figures are only produced for the event of 15 November 2014. The results for all six studied events will be listed in the tables. The Root-Mean-Square-Error (RMSE) coefficient, Nash-Sutcliffe-Efficiency (NSE), and Mean-RootSquare-Deviation coefficient are used to evaluate the model performance. For assessing the model performance of different settings of model structures and input data, the most detailed configuration is considered as the benchmark reference. In fact, the double precision, the high resolution topographic data, and the detailed land use data are systematically used when one of them is analyzed. By altering different options of model configurations, the influence of different factors on model performance can be evaluated. The results of this research can help practitioners identify the key factors in 2D-1D modelling at the district scale in order to avoid the collection of unnecessary and costly data. Figure 8 shows the change of the hydrograph in response to the change of digital precision (single-precision or double-precision floating point format) for the rainfall event of 15 November 2014, while the results of all rainfall events are presented in Table 5 .
Scenario 1: Internal Numerical Precision of the Source Code
Square-Error (RMSE) coefficient, Nash-Sutcliffe-Efficiency (NSE), and Mean-Root-Square-Deviation coefficient are used to evaluate the model performance. For assessing the model performance of different settings of model structures and input data, the most detailed configuration is considered as the benchmark reference. In fact, the double precision, the high resolution topographic data, and the detailed land use data are systematically used when one of them is analyzed. By altering different options of model configurations, the influence of different factors on model performance can be evaluated. The results of this research can help practitioners identify the key factors in 2D-1D modelling at the district scale in order to avoid the collection of unnecessary and costly data. Figure 8 shows the change of the hydrograph in response to the change of digital precision (single-precision or double-precision floating point format) for the rainfall event of 15 November 2014, while the results of all rainfall events are presented in Table 5 . As illustrated in Figure 8 and Table 5 , simulations with single-precision floating-point format of the source code do not obtain acceptable results. Moreover, in practice, we have mentioned that, no matter what combinations of parameter values are taken, the dynamics of the simulation outputs are far from that of the measurements. As shown in Figure 8 , model outputs with single-precision floating-point format are more sensitive to the change in rainfall intensity. As precipitation in the Paris region usually consists of light rainfall (<10 mm/h), the accumulation of water volume in a grid cell (25 m 2 ) during a calculation time-step (0.1 s) is sometime less than 10 −7 cubic meters, especially at the beginning of the rainfall event. In that case, the volume of water is not represented during these time-steps with the single-precision floating-point format of the source code. While for the double-precision floating-point format of the source code, the internal numerical limit is 10 −14 , this As illustrated in Figure 8 and Table 5 , simulations with single-precision floating-point format of the source code do not obtain acceptable results. Moreover, in practice, we have mentioned that, no matter what combinations of parameter values are taken, the dynamics of the simulation outputs are far from that of the measurements. As shown in Figure 8 , model outputs with single-precision floating-point format are more sensitive to the change in rainfall intensity. As precipitation in the Paris region usually consists of light rainfall (<10 mm/h), the accumulation of water volume in a grid cell (25 m 2 ) during a calculation time-step (0.1 s) is sometime less than 10 −7 cubic meters, especially at the beginning of the rainfall event. In that case, the volume of water is not represented during these time-steps with the single-precision floating-point format of the source code. While for the double-precision floating-point format of the source code, the internal numerical limit is 10 −14 , this problem will not arise. In Table 5 , the results confirm that the model works well with the double-precision floating-point format of the source code. For these simulations, the distributed water quantity parameters are the "best-fit" parameters and the only change is the numerical precision of the source code. As can been seen in Figure 8 , the water balance is not conservative when the numerical precision is not appropriate. Therefore, the first step of urban stormwater modelling is to ensure that the water balance is correct, and the water quantity parameters can be adjusted at a later stage. For the current study, we will use the double-precision floating-point format in further evaluations as presented below.
Scenario 2: The Influence of the Calibration of Typical Model Parameters
As presented in the above section, we test three model configurations by using Kh and surface flow Manning's N value at their (i) upper limit; (ii) calibrated value and (iii) lower limit. The greatest Kh and Manning's N values assume that the surface are more pervious and rough, while the lower limit of these two parameters means that the imperviousness of the urban land uses are much higher with smoother surfaces. The hydrograms of the event on 15 November 2014 are presented in Figure 9 , while the outcomes of all six events are illustrated in Table 6 . problem will not arise. In Table 5 , the results confirm that the model works well with the double-precision floating-point format of the source code. For these simulations, the distributed water quantity parameters are the "best-fit" parameters and the only change is the numerical precision of the source code. As can been seen in Figure 8 , the water balance is not conservative when the numerical precision is not appropriate. Therefore, the first step of urban stormwater modelling is to ensure that the water balance is correct, and the water quantity parameters can be adjusted at a later stage. For the current study, we will use the double-precision floating-point format in further evaluations as presented below.
As presented in the above section, we test three model configurations by using Kh and surface flow Manning's N value at their (i) upper limit; (ii) calibrated value and (iii) lower limit. The greatest Kh and Manning's N values assume that the surface are more pervious and rough, while the lower limit of these two parameters means that the imperviousness of the urban land uses are much higher with smoother surfaces. The hydrograms of the event on 15 November 2014 are presented in Figure 9 , while the outcomes of all six events are illustrated in Table 6 . Compared to the results of Scenario 1, simulations of Scenario 2 suggest that the impacts of parameters (Manning's N, saturated hydraulic conductivity (Kh)) on model outputs are less significant than that of the numerical precision in source codes. The dynamics of simulated water flow and the model performance remain acceptable under different parameter configurations, particularly for the simulations using the lower limit of the parameter values. The physical properties of the two parameters can explain these results. The Manning's equation is used to calculate the surface runoff velocity, since the studied urban catchment is relatively small (0.12 km 2 ) and the flow path from each grid cell to its nearest sewer inlet is short (less than 100 m). Surface Compared to the results of Scenario 1, simulations of Scenario 2 suggest that the impacts of parameters (Manning's N, saturated hydraulic conductivity (Kh)) on model outputs are less significant than that of the numerical precision in source codes. The dynamics of simulated water flow and the model performance remain acceptable under different parameter configurations, particularly for the simulations using the lower limit of the parameter values. The physical properties of the two parameters can explain these results. The Manning's equation is used to calculate the surface runoff velocity, since the studied urban catchment is relatively small (0.12 km 2 ) and the flow path from each grid cell to its nearest sewer inlet is short (less than 100 m). Surface runoffs can always rapidly enter the neighbouring sewer inlets regardless of the Manning's N values. Besides, Kh is the essential parameter in the Green-Ampt model for infiltration modelling. It influences the total quantity of water entering the sewer system, but it has limited impact on flow dynamics. As shown in Table 6 , the simulated configurations for all six studied rainfall events display comparable results.
Scenario 3: Influence of the Road LiDAR Data in Comparison with DEM Data
In order to evaluate the impact of the merged high-resolution road LiDAR data, three different model configurations are established with different topographic input maps: (i) directly resampling the DEM data (25 m) to 5 m resolution; (ii) resampling the DEM data (25 m) to 5 m resolution, and then lowering the identified road grid cells by 20 cm; (iii) resampling the road LiDAR data (20 cm) and the DEM data (25 m) to 5 m resolution, then fusing the two types of data together. The simulation results are presented in Figure 10 and Table 7 . runoffs can always rapidly enter the neighbouring sewer inlets regardless of the Manning's N values. Besides, Kh is the essential parameter in the Green-Ampt model for infiltration modelling. It influences the total quantity of water entering the sewer system, but it has limited impact on flow dynamics. As shown in Table 6 , the simulated configurations for all six studied rainfall events display comparable results.
In order to evaluate the impact of the merged high-resolution road LiDAR data, three different model configurations are established with different topographic input maps: (i) directly resampling the DEM data (25 m) to 5 m resolution; (ii) resampling the DEM data (25 m) to 5 m resolution, and then lowering the identified road grid cells by 20 cm; (iii) resampling the road LiDAR data (20 cm) and the DEM data (25 m) to 5 m resolution, then fusing the two types of data together. The simulation results are presented in Figure 10 and Table 7 . As can be seen in Figure 10 , it seems that the high resolution data on the road altimetry has a weak influence on model outputs. In Table 7 , the results confirm this observation for all six studied events, as model performance remains acceptable under different rainfall conditions. Moreover, simulations with DEM data with dug road appear to be slightly better than that only with DEM data, and they are similar in terms of performance to the model outputs with merged road LiDAR data and DEM data.
Since the major benefit of using high-resolution LiDAR data is to ensure that water flows in appropriate directions, the present study indicates that the flow directions in the TRENOE model are generally well represented even with coarser resolution topographic data. Therefore, we can conclude that using high resolution altimetry data is not a key factor for water flow simulations at As can be seen in Figure 10 , it seems that the high resolution data on the road altimetry has a weak influence on model outputs. In Table 7 , the results confirm this observation for all six studied events, as model performance remains acceptable under different rainfall conditions. Moreover, simulations with DEM data with dug road appear to be slightly better than that only with DEM data, and they are similar in terms of performance to the model outputs with merged road LiDAR data and DEM data.
Since the major benefit of using high-resolution LiDAR data is to ensure that water flows in appropriate directions, the present study indicates that the flow directions in the TRENOE model are generally well represented even with coarser resolution topographic data. Therefore, we can conclude that using high resolution altimetry data is not a key factor for water flow simulations at the outlet of an urban catchment. Considering only basic topographic data with lower streets is sufficient for simulations.
Scenario 4: Influence of a Fine Knowledge of Land Use Based on Ortho-Photos
In collaboration with the French National Institute of Geography (IGN), detailed information on urban land use (LU) could be obtained. The vectorial land use data derived from the ortho photos can have a very high resolution even at the scale of centimetres, but transforming land use data into a reliable map of land uses is not straightforward. Because the urban environment is constituted of varied characteristics that have a typical size of less than 5 m (natural soil surrounding the trees next to the road, courtyards, etc.), and the analyses of the ortho photos are three dimensional. For example, the canopy has an extent on aerial photography which is not the land use at the ground level (in an urban catchment, this ground will be mainly pavement, for example). Therefore, when aggregating the land use classes at the scale of the mesh grid, it is very important to hierarchise the different land use types. The priority is based on the effect of the land use on the water quantity and quality. A specific priority between land uses has been defined for this transformation. In the current study, the priority land use is "sewer inlets", followed by roads, sidewalks, parking lots, various types of roofs, trees, grass and others. As for the coarser LU information, the vectorial LU source data contains only public buildings and greenlands, and the undefined areas are considered as impermeable roads and parking areas. We followed the same priority order as mentioned before to generate LU input maps (5 m). The results of water flow simulation at the outlet of catchments using these two different LU input maps are presented in Figure 11 and Table 8 . the outlet of an urban catchment. Considering only basic topographic data with lower streets is sufficient for simulations.
In collaboration with the French National Institute of Geography (IGN), detailed information on urban land use (LU) could be obtained. The vectorial land use data derived from the ortho photos can have a very high resolution even at the scale of centimetres, but transforming land use data into a reliable map of land uses is not straightforward. Because the urban environment is constituted of varied characteristics that have a typical size of less than 5 m (natural soil surrounding the trees next to the road, courtyards, etc.), and the analyses of the ortho photos are three dimensional. For example, the canopy has an extent on aerial photography which is not the land use at the ground level (in an urban catchment, this ground will be mainly pavement, for example). Therefore, when aggregating the land use classes at the scale of the mesh grid, it is very important to hierarchise the different land use types. The priority is based on the effect of the land use on the water quantity and quality. A specific priority between land uses has been defined for this transformation. In the current study, the priority land use is "sewer inlets", followed by roads, sidewalks, parking lots, various types of roofs, trees, grass and others. As for the coarser LU information, the vectorial LU source data contains only public buildings and greenlands, and the undefined areas are considered as impermeable roads and parking areas. We followed the same priority order as mentioned before to generate LU input maps (5 m). The results of water flow simulation at the outlet of catchments using these two different LU input maps are presented in Figure 11 and Table 8 . As shown in Figure 11 , the simulation outputs with LU input map converted from coarser LU information do not match the measurements. In fact, the simulated water balance is far less than the observed one and the simulated hydrographs seem to be insensitive to the variations in rainfall intensity. Since private buildings are not included in the low resolution LU source data, the infiltration is overestimated and the longer pathways of surface runoff result in longer time of concentration compared with the water from roofs.
On the other hand, the results in Table 8 indicate poor model performance with the input LU map converted from coarser LU information. This finding confirms that the land use information is an essential input data for this kind of urban stormwater 2D/1D modelling. Since hydrological modelling is extensively discussed and calibrated in the above sections, we can now work on water quality simulations. As this is the first time that the USLE equation is adapted to an urban context, we fixed all the parameters to their maximum values which are equal to 1 in our first tests, including the rainfall erodibility factor (R), the soil erodibility factor (K), the topographic factors (L, S) and the cropping management factors (C, P). Because the PSD of stormwater samples are quite different from that of road dust samples (Figure 7) , we analyse the impact of different PSD values on water quality simulations in order to know which choice is appropriate for the current 2D/1D model. The simulation results are presented in Figure 12 . As shown in Figure 11 , the simulation outputs with LU input map converted from coarser LU information do not match the measurements. In fact, the simulated water balance is far less than the observed one and the simulated hydrographs seem to be insensitive to the variations in rainfall intensity. Since private buildings are not included in the low resolution LU source data, the infiltration is overestimated and the longer pathways of surface runoff result in longer time of concentration compared with the water from roofs.
On the other hand, the results in Table 8 indicate poor model performance with the input LU map converted from coarser LU information. This finding confirms that the land use information is an essential input data for this kind of urban stormwater 2D/1D modelling.
Scenario 5: Sensitivity of the Water Quality Module to Different Particle Size Distributions (PSD)
Since hydrological modelling is extensively discussed and calibrated in the above sections, we can now work on water quality simulations. As this is the first time that the USLE equation is adapted to an urban context, we fixed all the parameters to their maximum values which are equal to 1 in our first tests, including the rainfall erodibility factor (R), the soil erodibility factor (K), the topographic factors (L, S) and the cropping management factors (C, P). Because the PSD of stormwater samples are quite different from that of road dust samples (Figure 7) , we analyse the impact of different PSD values on water quality simulations in order to know which choice is appropriate for the current 2D/1D model. The simulation results are presented in Figure 12 . According to Figure 12 , we can note that the simulations of Total Suspended Solids (TSS) concentrations vary across the configurations of the three classes of particles derived from PSD of stormwater samples (3.5 μm, 15 μm, 50 μm) and that derived from PSD of dry stock samples (7 μm, 70 μm, 250 μm). Since coarser particles have greater settling velocities, simulated TSS concentrations using three classes of fine particles are much higher than the other ones. Nevertheless, as with the classification based on fine particles or coarser particles, the water quality simulations are unsatisfactory with the current version of the TRENOE platform. It cannot reproduce the first peak of TSS concentration at the beginning of the rainfall event.
Indeed, the current code of TRENOE platform uses a modified form of Universal Soil Loss Equation (USLE) for simulating sediment erosion, where the pollutant wash-off from a given land According to Figure 12 , we can note that the simulations of Total Suspended Solids (TSS) concentrations vary across the configurations of the three classes of particles derived from PSD of stormwater samples (3.5 µm, 15 µm, 50 µm) and that derived from PSD of dry stock samples (7 µm, 70 µm, 250 µm). Since coarser particles have greater settling velocities, simulated TSS concentrations using three classes of fine particles are much higher than the other ones. Nevertheless, as with the classification based on fine particles or coarser particles, the water quality simulations are unsatisfactory with the current version of the TRENOE platform. It cannot reproduce the first peak of TSS concentration at the beginning of the rainfall event.
Indeed, the current code of TRENOE platform uses a modified form of Universal Soil Loss Equation (USLE) for simulating sediment erosion, where the pollutant wash-off from a given land use is represented as a mass rate of particle removal from the bottom boundary over time. Considering that the USLE method is originally designed to predict soil losses caused by runoff in agricultural areas, several adaptations are certainly needed to use it for urban areas, such as the alterations of USLE parameters according to different criterions, the definition of the appropriate initial dry deposits corresponding to various land uses, etc. Moreover, it is important to note that TRENOE does not include any detachment processes driven by raindrops, and the sediment erosion is only calculated from water flow detachment. Therefore, the actual version of TRENOE cannot simulate the first peak of TSS concentration when the water flow is still weak at the first part of the rainfall event. In agreement with the recent findings of [37, 38] that the raindrop impacts are essential for wash off processes in urban areas, the raindrop-driven detachment should be taken into account for further studies.
Conclusion and Perspectives
In this study, we describe an attempt to develop an integrated 2D/1D modelling platform "TRENOE", as well as the necessary modelling assumptions and adaptations to simulate both quantitative and qualitative hydrological processes for urban areas. The physically-based combined modelling system is established for water flow and water quality modelling by coupling urban surface and sewer networks.
Within the framework of the ANR (French National Agency for Research) Trafipollu project, TRENOE platform is applied to a small urban catchment near Paris (Le Perreux sur Marne, 0.12 km 2 ). In collaboration with other partners within the project, high-resolution topographic data from LiDAR survey, detailed land use data derived from ortho-photos, and Particle Size Distributions (PSD) are obtained for the studied urban catchment. Benefitting from these elaborate sources of input data, this article tests the relative influence of various factors on the outputs of the model, particularly the influence of numerical precision on source code, the influence of common parameters on water quality, and the influence of having precise knowledge of the topography (more or less known with great precision) and land uses. By analysing the impacts of these internal and external factors on model outputs, the main objective of this work is hence not only to identify which factors are significant for urban 2D/1D stormwater modelling, because all of them are, but mainly to underline the necessary model configurations for appropriate simulations with limited availability of data sources and human modelling and simulation capabilities.
The numerical precision of source codes and the precise knowledge of land uses are proved to be the most influential factors in the model outputs, whereas the resolution of road topographic data and the model parameters have less impact. These findings can assist urban stormwater managers in better organising their efforts in data surveys to improve model accuracy from necessary field investigations. Besides, the present results emphasise the importance of considering the parameters' physical significance in the model calibration. In cases where the dynamics of model outputs greatly differ from measurements and cannot be explained by the effects of parameters, there may be internal issues with the model or problems with input data. Of course, these results need to be confirmed by applying this modelling approach to other urban catchments with different shapes and slopes.
Concerning water quality modelling, the present work fails to correctly reproduce the concentration of Total-Suspended-Solids (TSS) at the catchment outlet. However, the importance of taking into account the appropriate particle classification is highlighted. Using only empirical USLE equations is certainly responsible for the poor performance of the sediment erosion modelling. Taking into account the direct detachment by rain drops is essential for improving urban stormwater quality modelling. Testing the robustness of our main observations of an urban catchment showing different physical characteristics (larger, steeper, with more green spaces etc.) would also represent an interesting perspective in the future.
