The ANOVA-F 
INTRODUCTION
Testing two or more groups for location equality is a common statistical interest in many working areas such as economics and administrative sciences, medicine, agriculture etc. When there are more than two groups, the most known procedure is the analysis of variance (ANOVA) F test and to get accurate results from the ANOVA-F test, it's fundamental assumptions must be satisfied.
First assumption is the normality of population distributions. In fact, populations are almost never normally distributed (Micceri, 1989) . Further they can have highly skewed and heavy tailed shapes. Actual Type I error rate of ANOVA-F test can be overly affected by non-normality that leads taking a wrong decision.
Another assumption is equality of population variances which is called as homoscedasticity, and it is very common in wide range of study fields. When there are both non-normality and heteroscedasticity, ANOVA-F test's accuracy and validity can be strongly affected and the actual Type I error rate can highly deviate from the nominal level (Cribbie et al, 2012) .
Moreover, the population distributions from which the observations are sampled might be non-identical. Non-identicality of population distributions is a common situation as well as non-normality and heteroscedasticity. The purpose of this study is to compare ANOVA-F, Welch's test with trimmed mean, Welch's test with trimmed mean and a bootstrap-t, and newly proposed 2 tk B test with respect to their actual Type I error rates under different experimental conditions.
DESCRIPTION OF TESTS

Welch's Test with Trimmed Mean
When two normal populations are considered without assuming the equal population variances, a problem arises that is known as Behrens-Fisher in literature (Behrens, 1929; Fisher, 1935) . The first attempt that aims to solve this problem is Welch's approximate degrees of freedom solution (Welch, 1947 ). It's degrees of freedom depends on both the sample sizes and the sample variances. Later, Welch developed a generalization of his procedure for comparing k independent groups Bilimler Fakültesi Dergisi Cilt:32, Sayı:2, Yıl:2017 , ss. 1-13 3 (Welch, 1951 . Although Welch test is robust to heteroscedasticity, it behaves so sensitive to slight departures from normality due to using the sample mean and variance. If the sample trimmed mean and winsorized variance are used instead of the sample mean and variance, the test becomes robust to both non-normality and heteroscedasticity (Wilcox, 2012) . In this study, this procedure is referred as
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Welch's test with trimmed mean. The hypothesis to test is
Let ij X denotes j th observation of i th group where i=1,2,…,k, j=1,2,…,n. The sample trimmed mean, winsorized mean, and winsorized variance of the i th group are denoted by ti X , wi X ,and 2 wi s respectively.
To calculate the trimmed mean, first trimming proportion (  ) is chosen where    0 0.5. The number of observations that will be trimmed from each tail is
where n is the sample size. The observations are put in ascending order and after trimming,    h n 2 is the effective sample size. The sample trimmed mean is
To compute the winsorized variance, winsorized mean is evaluated. After trimming the observations from each tail define,
The corresponding test statistic is
When the null hypothesis is true t F has approximately an F distribution with k 1  and wt  degrees of freedom (Westfall & Young, 1993; Wilcox, 2012) .The hypothesis to test is given in equation (1).
The steps of bootstrap-t are  Determine a bootstrap sample 
Bailey's normalizing transformation is applied to all ti T (Bailey, 1980) . 
The critical value of the method is found by applying a bootstrap-t: g-h distribution allows to observe how a distribution differs from normality with the skewness parameter g and kurtosis parameter h, and when g=h=0 the g-h distribution is equivalent to standard normal distribution.
Let Z be a standard normal random variable and the following two transformations are used to generate data from g-h distribution.
When g≠ 0, (Hoaglin, 1985) . 
SIMULATION RESULTS
Bradley's conservative criterion of robustness (0.9 1.1      ) was used for evaluating actual Type I error rates of the methods (Bradley, 1978) B and BTW had a good control over actual Type I error rates as in the other tables.
CONCLUSION
In experimental research, there is an important interest in obtaining an appropriate method under non-normality, heteroscedasticity and non-identical distribution shapes. In this study, F, TW, BTW and a newly proposed Bilimler Fakültesi Dergisi Cilt:32, Sayı:2, Yıl:2017, ss. 1-13 
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