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Abstract
The simulation of two-phase flow is a very important topic which influences many
modern fields of research, such as the development of combustion engines and turbines.
Hence, it is a crucial task to analyze these simulation results. To this end, this thesis
introduces new ideas for the calculation of the change in size of the surface area of
droplets, the so-called interface stretching, and its visualization. As underlying vector
field, both the surface tension force, as well as the actual velocity field provided by
the simulation are used. Reconstructing the interface of a Volume-of-Fluid (VOF) field
using PLIC (Piecewise Linear Interface Calculation), the changes of the interface can be
calculated using different methods and are visualized using various techniques. Coloring
corresponding to the stretching or contraction of the surface, as well as vector glyphs can
be used to find areas of interest and provide enough information that rough estimates of
the transformation of the droplets can me made. Especially using the surface tension
force, local changes, such as deformation and changes in topology can be predicted.
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1 Introduction
Simulation, especially of fluids and droplets in two-phase flow, is one of the most im-
portant subjects of modern science as it allows us to use computers and models to gain
insight into complex processes and thereby often replacing difficult, time-consuming
and expensive experiments. In other fields or areas of application, experiments might
not even be an option, relying completely on simulation. Simulation itself is based on
mathematics, physics and computer science but has its application in all kinds of research
areas such as chemical industry, cooling in nuclear power plants, climate systems such
as clouds, and the design, testing and improvement of combustion engines and turbines.
In this thesis, the data is provided by a simulation of two-phase flow. This means
that there are two different media involved in the simulation process. Often, these are
liquid and gas, but other combinations such as two different liquids are also possible.
Here, all data sets are from simulations involving one liquid and one gas in the form of
dispersed two-phase flow, whereby the liquid phase is present as droplets. While there ex-
ist different models used in simulations, here, the Volume of Fluid (VOF) method is used.
In order to understand the results of such a simulation, visualization is often nec-
essary and used for the analysis of the simulation steps and thus to find and explain
interesting behavior. Hence, new methods for analyzing and visualizing the results are
needed.
This work therefore focuses on the local changes in area size of the fluid’s surface
and their visualization and interpretation. To this end, different methods for describing
the change in area size will be introduced in this thesis, as well as various visualization
techniques for analysis will be applied and explained. Finally, the visualization will be
evaluated and interpreted.
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1 Introduction
Structure
This master’s thesis is structured as described in the following, with chapters 3 to 5
explaining the previous work this thesis is based upon. In chapters 6 and 7, the actual
work of this thesis is explained, while chapter 8 shows the results.
Chapter 2 – Related Works
Overview of other relevant scientific works in the same field of research.
Chapter 3 – Data structures
Explains the used data structures, their advantages and algorithms that have been
customized to work on these data sets.
Chapter 4 – Volume of Fluid (VOF)
This chapter details the interface reconstruction needed in the following chapters
and the visualization of volume of fluid (VOF) data obtained as result of the
simulation.
Chapter 5 – Interface curvature
In this chapter, the method of Popinet for the calculation of the interface curvature
is recapitulated.
Chapter 6 – Interface stretching and contraction
Many different methods for calculating the change in size of the fluid interface are
presented in this chapter.
Chapter 7 – Visualization
Here, different visualization techniques are shown in order to visualize the change
of the fluid’s surface area.
Chapter 8 – Results
The results obtained from the chapters on Interface stretching and contraction and
Visualization are explained here.
Chapter 9 – Summary and future work
Finally, a summary of the work is given in this last chapter.
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2 Related Works
In fluid dynamic simulation it is important to not only simulate the flow itself, but also to
simulate the interaction between fluids and gases or between fluids of different kinds and
of different viscosity. While the Navier-Stokes equations are used to simulate the interior
of a fluid or so-called phase, they are extended by the surface tension force in order to
additionally simulate the interaction between phases. For the calculation of the surface
tension force, there exists a variety of techniques, such as parabolic reconstruction of
surface tension (PROST) [RR02] or balanced-force algorithms [FCD+06] [Pop09]. The
latter is also used in the simulation framework FS3D [EEG+16], which was used to
provide the data sets used herein and which this thesis is based on.
FS3D provides code for the simulation of multiphase flow or, as used in this case,
two-phase flow, meaning that the interaction between two different phases was sim-
ulated. As technique to save the state of the phases in each time step, VOF (Volume
of Fluid) [HN81] is used. Here, every cell of a grid is assigned a value between zero
and one, indicating the fraction of the liquid phase in this cell. Different methods exist
to calculate the VOF [AMM14], some even for more dynamic grid refinement, using
quadtrees [Gre04] or adaptive grids [JY98]. However, other techniques than VOF can
be used to track the interface of fluids, such as Level Set (LS) [SSO94] or a combination
of both, named CLSVOF [SP00].
For the simulation, interface reconstruction is necessary. For this reconstruction there
are many different techniques. In FS3D and also in this thesis, PLIC (Piecewise Linear
Interface Calculation) [KSM+13] is used. This is the three-dimensional adaption of SLIC
(Simple Line Interface Calculation) [NW76] and is based on the idea, that the interface
is represented by a single plane in 3D or a line in 2D. More complex, but not necessarily
more accurate methods are for example Marching Cubes [LC87] or MIR-techniques
(Material Interface Reconstruction) [AGDJ08] [AGDJ10].
The surface tension force, as already mentioned above, is not only used within the
simulation, but is also needed in this thesis to identify interface instabilities. In order to
be able to calculate the surface tension force satisfactorily, it is necessary to calculate
the interface curvature. For this task, there already exist various techniques, some of
them designed especially for the use on VOF fields. One of those methods uses a height
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field with a static stencil [CFK05] and was later adapted to a more dynamic approach,
due to the limitations of the height field approach [BCM+11], using a dynamic stencil
and including a fallback onto another method, fitting a parabola through the interface
barycenters [Pop09]. A similar approach that would additionally work even without
a grid, also uses a grid-aligned height function in well-resolved areas and a height
function aligned solely on the interface normal in under-resolved regions [OD15]. For
other interface tracking methods, even better techniques may exist, for example with
fourth-order accuracy [CG16] for LS.
Most of the work done in this area focuses on the interface reconstruction with the intent
to improve the quality of the simulation. Only few research projects are dedicated to
the use of reconstructed interfaces as tool in visualization and to allow further analysis
of the simulation results. These works aim to provide the necessary requirements
for an "accurate calculation of interface statistics" [AGDJ10], such as the possibility
to visualize properties, for example the interface curvature on a PLIC-reconstructed
surface [KSM+13]. Other papers use visualization to identify different fluids [LBM+06],
especially in multiphase flow, or to show the flow using stream or streak lines along the
fluid’s surface [Wij03].
Visualizations to represent the stretching of the interface creating so-called time-surfaces
are not widely researched. However, there already exist some works on tensor visu-
alization using tensor glyphs, textures, or stream or streak lines to provide a visual
representation of interface stretching [OJ12]. Additionally to this master’s thesis,
visualization of interface stability [OCHJ12] has already been done in a different way.
14
3 Data structures
As data structures, point data and rectilinear grids are used in this thesis. Both are
described in this chapter, together with algorithms for the calculation of gradients
needed in those cases.
3.1 Rectilinear grid
All of the simulation data is stored in rectilinear grids. Prior to a simulation, these
grids can be refined in areas where details are expected, thus supplying higher accuracy
where it is needed. A rectilinear grid consists of rectangular cells that may have a
different length in each of the axis-aligned directions. To describe the cell sizes, an array
is used for each dimension, containing the cell sizes for its particular direction. The
two-dimensional case is depicted in figure 3.1, where dxi are the components of the
array describing the cell sizes along the x-axis, dyj analogously along the y-axis.
Because of different cell sizes, distances between cell centers are not necessarily equidis-
tant. Therefore, some calculations, such as the calculation of gradients, need to be
adjusted. Hence, in the following section I will show an algorithm that is adapted to
rectilinear grids.
Figure 3.1: Rectilinear grid in the two-dimensional case.
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3.1.1 Calculation of gradients
For the following chapters, the calculation of gradients is very important as it is needed
for the reconstruction of the surface as described in chapter 4 and the calculation of the
interface curvature in chapter 5.
For the calculation of the gradients in a rectilinear grid, some interpolation needs
to be done. The following figure 3.2 shows the interpolation steps for the calculation of
the gradient in y-direction in the two-dimensional case. The gradients along the other
axis are calculated likewise. The remarks in parentheses show the difference to the 3D
case that can be implemented analogously. The algorithm is part of the FS3D framework
by Eisenschmidt et al. [EEG+16].
a) Calculate difference between two neighboring function values in a 3x3 (3x3x3)
stencil,
b) Linearly (bilinearly) interpolate differences at cell edges,
c) Divide by dx dy (dx dy dz),
d) Interpolate gradients at the cell center.
3.2 Point data
Although all data is stored in rectilinear grids, most of the derived data is not defined at
the cell center or on the cell nodes, but at the barycenter of the cells’ interface. Thus,
the data points are arbitrarily placed and require more refined algorithms. For example,
the interface is defined at the barycenter and therefore needed for its reconstruction,
for the calculation of the curvature in chapter 5 and for the calculation of the surface
tension in chapter 6.
3.2.1 Calculation of gradients
The method used to calculate the gradients is called a regression based method and
was described by Correa et al. [CHM11]. It accepts not only points from a rectilinear
grid, but works with arbitrarily placed points. The idea of this approach is to define an
over-constrained linear system of equations that is then solved using linear least squares.
16
3.2 Point data
Figure 3.2: Calculation of the gradient in y-direction using interpolation in the 2D case.
Images a) to d) visualize the steps of the algorithm, e) shows the result.
The following linear equation calculates the gradients around a point x0:
(3.1) X∇f = b

(x1 − x0)ᵀ
(x2 − x0)ᵀ
...
(xk − x0)ᵀ
∇f =

(f(x1)− f(x0))
(f(x2)− f(x0))
...
(f(xk)− f(x0))
 .
In the equation above, only the positions and function values of the points are taken into
account. To further increase the accuracy, weighted least squares can be used. Therefore,
each point is assigned a weight, based on its inverse distance. This can be done by
multiplying both sides by a diagonal weight-matrix W = diag(wi), with wi = 1∥xi−x0∥22 ,
leading to the following equation:
(3.2) WX∇f = Wb.
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3.2.2 Jacobian matrix
To calculate the Jacobian matrix, it is possible to easily adapt the above method for
calculating the gradients by just executing the algorithm three times, once per vector
component. Each of the execution results in one row of the Jacobian matrix, as demon-
strated in the following equation for the first row using the x-component:
(3.3) X∇fx = bx

(x1 − x0)ᵀ
(x2 − x0)ᵀ
...
(xk − x0)ᵀ
∇fx =

(fx(x1)− fx(x0))
(fx(x2)− fx(x0))
...
(fx(xk)− fx(x0))
 .
The extension to weighted least squares can be done analogously:
(3.4) WX∇fx = Wbx.
The result is the Jacobian matrix:
(3.5) J =

∇fᵀx
∇fᵀy
∇fᵀz
 .
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4 Volume of Fluid (VOF)
The volume of fluid method (VOF) is a widely used method to describe the free bound-
aries in fluid simulations. This method was originally introduced by Hirt and Nichols in
1981 [HN81]. The idea is to only store one scalar value per cell indicating the fractional
volume of the liquid phase, where 1 indicates that the cell is an interior cell that is
completely filled, 0 indicates that this is a gas cell or cell belonging to the other phase,
and a value between 0 and 1 indicates that the cell is only partially filled. The VOF is
therefore the fraction of the cell’s volume that is occupied by the liquid phase.
4.1 Interface reconstruction (PLIC)
The code used to reconstruct the interface in my implementation was borrowed from
the FS3D framework by Eisenschmidt et al. [EEG+16], which is also the source of the
data used in this work. For this reason, the PLIC (Piecewise Linear Interface Calculation)
method is used which has been described in great detail by Karch et al. [KSM+13], thus
keeping consistency with the simulation. Although Marching Cubes would have yielded a
more visually pleasing reconstruction, PLIC has the advantage of not using interpolation
as Marching Cubes does in order to create a seamless visualization. An example of a
reconstructed interface using PLIC can be seen in figure 4.1. All three images are from
the same dataset but of different time steps. The central image additionally shows the
edges of the PLIC surfaces.
An only partially filled cell is called an interface cell. The interface itself is only a straight
line in the 2D case or a plane in 3D. Although the cell has an interface, it does not
necessarily mean that the interface is continued in a neighboring cell. This means that
there can be C0 or even C−1 discontinuities. Using the VOF value, it is possible to
recreate the interface by calculating the gradient of the VOF field and using its inverse
as interface normal. Thus, no additional information than the VOF itself needs to be
stored.
To reconstruct the interface, the following algorithm 4.1 is a possible solution, us-
ing the PLIC (Piecewise Linear Interface Calculation) method.
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Figure 4.1: Reconstructed interface using PLIC
1. Calculate normal as inverse normalized gradient of the VOF field,
2. Get cell corner that would be the last corner covered with fluid if the fluid drained
in the direction of the gradient,
3. Calculate distance between the corner and the straight line (2D) or plane (3D)
defined by the VOF and the interface normal,
4. Calculate up-point on the interface,
5. Intersect plane (or straight line) defined by the normal and the interface point
with all the cell edges.
The intersections calculated in the last step are the corners of the convex polygon (line
in 2D) that represent the interface of that cell.
The calculation of the distance between the corner and the interface, as needed by the
algorithm, can be done by subdividing the cell iteratively until a satisfying approximation
has been found. A possible method for the function Approx_Distance_To_Interface could
be as follows:
1. Set error e =∞,
2. While error e > ϵ,
a) Guess a good subdivision plane (straight line in 2D), with normal defined by
inverse gradient of the VOF field, or do binary subdivision,
b) Calculate fractional volume of fluid V OF ′ using the subdivision plane as
interface,
c) Update error as difference between calculated and given VOF value: e =
|V OF − V OF ′|.
3. Return distance between corner and subdivision plane.
20
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Algorithmus 4.1 Reconstruction of the interface
Reconstruct_Interface ( cell_center : Vector, VOF : Field, cellsize : Array[] )
normal := Gradient ( cell_center, VOF, cellsize ).normalized.inverse
corner := cell_center
if (normal[x] < 0) corner[x] += cellsize[x] / 2, else corner[x] -= cellsize[x] / 2
if (normal[y] < 0) corner[y] += cellsize[y] / 2, else corner[y] -= cellsize[y] / 2
if (normal[z] < 0) corner[z] += cellsize[z] / 2, else corner[z] -= cellsize[z] / 2
distance := Approx_Distance_To_Interface ( corner, VOF[cell_center], cellsize, normal )
interface_point := corner + distance * normal
FOR EACH cell_edge
edges.Add ( Intersect ( plane { interface_point, normal }, cell_edge ) )
END FOR EACH
RETURN edges
END Reconstruct_Interface
4.2 Interface barycenter
As most of the data is defined at the interface barycenter, for example the curvature and
the surface tension, its calculation is important regarding the next chapters. To calculate
the barycenter for a cell, the following algorithm can be used:
1. Reconstruct the interface as shown in the previous section,
2. Calculate centroid using the algorithm 4.2:
a) Transform all polygon edges into 2D space,
b) Use an algorithm to sort the edges, providing the convex hull,
c) Calculate the centroid as shown in equation 4.1,
d) Use inverse transformation on the centroid to get it back into 3D space.
21
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Algorithmus 4.2 Calculation of the centroid of a polygon in 3D
Centroid ( edges : Vector[], normal : Vector )
origin := edges[0]
edges_2D := Transform_to_2D ( edges, normal, origin )
edges_2D_convex_hull := Graham_Scan ( edges_2D )
centroid_2D := Calculate_Centroid ( edges_2D_convex_hull )
centroid := Transform_to_3D ( centroid_2D, normal, origin )
RETURN centroid
END Centroid
(4.1)
Cx =
1
6A
n−1∑
i=0
(xi + xi+1) (xiyi+1 − xi+1yi)
Cy =
1
6A
n−1∑
i=0
(yi + yi+1) (xiyi+1 − xi+1yi) ,with
A = 12
n−1∑
i=0
(xiyi+1 − xi+1yi)
22
5 Interface curvature
In this chapter, a method to calculate the curvature of the interface is explained. This
algorithm, introduced by Popinet in 2009 [Pop09], works on a VOF data field and is
used because it is a state-of-the-art algorithm and was also used in the FS3D framework
by Eisenschmidt et al. [EEG+16]. The curvature is later used to calculate the surface
tension in chapter 6.
5.1 Height field-based method by Popinet
In order to find the interface curvature of a cell, I use the method introduced by Popinet
[Pop09]. This method is a combination of two different and improved methods that
leads to more robust results.
The main algorithm shown below in algorithm 5.1, combines two methods and calls
them successively if the previous algorithm could not yield a satisfying result. The first
called algorithm tries to calculate the curvature using a height function, the second
one tries to approximately fit a parabola using least squares and then calculating its
curvature directly on the reconstructed polynomial.
The curvature algorithm 5.1 therefore starts by calculating the interface normal as
normalized inverse gradient of the VOF field. As second step it then uses the normal
to find the coordinate axis to which the angle is minimal, thus, to which it is best
aligned to. In 3D this is one of the following directions, returned by the function
Get_Best_Aligned_Directions: left, right, up, down, back or to the front.
The height function curvature method is called using the direction as argument. If it is
able to calculate the curvature, it directly returns it, terminating the algorithm. If unable
to find a consistent result, it proceeds with the next best direction. If it does not find a
solution using one of the directions, the main algorithm skips to the next method.
For the second method, the algorithm uses the consistent positions of the failed first
approach. If there were not enough consistent, linear independent positions returned
by the first algorithm, it uses all the barycentric interface positions in a 3x3 stencil,
23
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Algorithmus 5.1 Method by Popinet for the calculation of the curvature
Curvature ( cell : Cell, VOF : Field )
normal := Gradient ( cell, VOF ).normalized.inverse
direction[] := Get_Best_Aligned_Directions ( normal )
FOR EACH direction
curvature, local_positions[] := Height_Function_Curvature ( cell, VOF, direction )
consistent_positions[].add ( local_positions[] )
IF curvature IS CONSISTENT, RETURN curvature
END FOR EACH
IF consistent_positions.Linear_Independent_Size() < 6 // (< 3 in the 2D case)
consistent_positions[] := Get_Interface_Positions ( cell, VOF )
END IF
IF consistent_positions.Linear_Independent_Size() < 6, RETURN 0 // (< 3 in the 2D case)
RETURN Parabola_Fitted_Curvature ( cell, consistent_positions[] )
END Curvature
respectively in a 3x3x3 stencil in 3D. In the case of not enough linear independent
neighboring interface cells however, the algorithm is unable to yield a result and returns
a curvature of zero. Having enough independent positions though, the second algorithm
is executed. This algorithm then tries to approximately fit a parabola through these
positions using linear least squares. The curvature of the resulting polynomial can be
calculated directly.
5.1.1 Height-function curvature
The first algorithm used in the method of Popinet [Pop09] is the height function curva-
ture algorithm 5.2. The idea behind it is to calculate the interface height by summing
up all the fractions along a certain axis. At the same time it also determines the position
of the interface.
In the first step, the interface height and the base cell are determined for the cen-
tral cell, followed by the calculation of the interface position. These steps are then
repeated for all neighboring cells in the plane perpendicular to the given direction.
Additionaly, the calculated interface height needs to be adjusted by setting it to the same
base level as of the center cell, in order to provide a common origin. Then, the algorithm
checks for the consistency of all individual heights and in case of an inconsistency, it
24
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Algorithmus 5.2 Height-function curvature
Height_Function_Curvature ( cell : Cell, VOF : Field, direction : Direction )
height[0], base[0] := Interface_Height ( cell, VOF, direction )
interface[0] = base[0] + height[0] * direction
FOR EACH neighbor : Neighbor ( cell, direction )
height[i], base[i] := Interface_Height ( neighbor, VOF, direction )
interface[i] = base[i] + height[i] * direction
height[i] := height[i] + ( base[i] - base[0] )
END FOR EACH
IF NOT Consistent ( height[] ), RETURN { , interface[] }
RETURN { Curvature ( height[] ), {} }
END Height_Function_Curvature
only returns the positions for which the interface height has been calculated successfully.
However, if it passed the consistency check, the curvature can be calculated using the
equation 5.1, as provided by Cummins et al. in [CFK05] for the two-dimensional case
and, derived from the fundamental matrix form, from [Gol05] for three dimensions.
(5.1) κ =

∂2h
∂x2
(1+ ∂h
∂x
2)3/2
in 2D(
1+( ∂h∂x)
2
)
∂2h
∂y2−2
∂h
∂x
∂h
∂y
∂2h
∂x∂y
+
(
1+( ∂h∂y )
2
)
∂2h
∂x2
(1+( ∂h∂x)
2+( ∂h∂y )
2)3/2
in 3D
Height function
The height function curvature method calculates the interface height for a specific
column. Here I needed to make a modification to the method provided by Popinet
[Pop09] for it to work on rectilinear grids.
The change in the algorithm is the calculation and usage of a weight. This weight
is needed because of the different cell sizes in a rectilinear grid. As the height is only
calculated in one direction though, only the cell size in the same direction needs to be
considered.
The algorithm 5.3 starts by assigning the initial height value as the starting cell’s volume
fraction, multiplied by the cell size in the given axis direction as weight. Then, starting
at this cell, the algorithm iterates over the cells in the given direction, adding their
weighted fraction to the total height. This is done until the interface was found and the
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Figure 5.1: Run of the algorithm to calculate the interface height. The gray cells mark
the cells whose volume fractions have already been added to the sum, the
blue lines represent the interface.
iteration has reached an outer cell. The consistency check then makes sure, that the
calculated height in this direction was valid.
Afterwards, the algorithm starts at the same cell as before, repeating the procedure in
the opposite direction until an interior cell is reached. After a renewed sanity check for
consistency, the calculated height and the base cell are returned.
In figure 5.1 you can see an example run of the algorithm in two-dimensional space.
From the starting cell, the algorithm iterates to the top until it reaches a cell without
any fluid. The volume fractions from all of these cells, multiplied by the corresponding
cell heights, are summed up as indicated by the gray area. The same procedure is then
repeated in the opposite direction, again starting at the marked cell, down to a cell that
is on the inside of the fluid. These cells’ weighted volume fractions are also added to
the interface height. The lowest cell is called the base cell and is then returned together
with the calculated interface height.
5.1.2 Parabola-fitted curvature
The second algorithm, used by Popinet [Pop09], uses the interface positions of the
neighboring cells to fit a parabola. In a first step, the normal is again calculated using
the inverse gradient of the VOF field. In the second step, the barycenter of the interface
in the central cell is calculated by using the algorithm introduced in section 4.2 from the
previous chapter. Using an orthonormal coordinate system with the barycenter as origin
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Algorithmus 5.3 Interface height
Interface_Height ( cell : Cell, VOF : Field, direction : Direction )
weight := Cell_Size ( cell, direction )
height := VOF ( cell ) * weight
current_cell := cell
current_fraction := VOF ( cell )
interface := current_fraction < 1
WHILE NOT interface OR 0 < current_cell < 1
current_cell := Neighbor ( current_cell, direction )
current_fraction := VOF ( current_cell )
weight := Cell_Size ( current_cell, direction )
height := height + current_fraction * weight
IF 0 < current_fraction < 1, interface := true
END WHILE
IF current_fraction != 0, RETURN NOT_CONSISTENT
current_cell := cell
current_fraction := VOF ( cell )
interface := current_fraction > 0
WHILE NOT interface OR 0 < current_cell < 1
current_cell := Neighbor ( current_cell, direction.inverse() )
current_fraction := VOF ( current_cell )
weight := Cell_Size ( current_cell, direction )
height := height + current_fraction * weight
IF 0 < current_fraction < 1, interface := true
END WHILE
IF current_fraction != 1, RETURN NOT_CONSISTENT
RETURN height, current_cell
END Height_Function_Curvature
27
5 Interface curvature
Algorithmus 5.4 Parabola-fitted curvature
Parabola_Fitted_Curvature ( cell : Cell, VOF : Field, positions : Vector[] )
normal := Gradient ( cell, VOF ).normalized.inverse
origin := Barycenter ( cell, VOF )
positions := Transform ( positions, normal, origin )
function := Least_Squares ( positions )
RETURN Curvature ( function )
END Parabola_Fitted_Curvature
and the normal as new z-axis, the interface positions are transformed. Thus, the x- and
the y-component are the new positions in two-dimensional space, with the z-component
as function value. Using least squares, the following equation is then minimized:
(5.2)
F (ai) ≡
∑
1≤j≤n
[
z′j − f(ai, x⃗j ′)
]2
,with
f(ai, x⃗) ≡
{
a0x
2 + a1x+ a2 in 2D,
a0x
2 + a1y2 + a2xy + a3x+ a4y + a5 in 3D
.
The result of least squares is a second order polynomial that can be used directly to
calculate the curvature using the equation
(5.3) κ ≡

2a0
(1+a21)3/2
in 2D,
2a0(1+a
2
4)+a1(1+a23)−a2a3a4
(1+a23+a24)3/2
in 3D
.
5.2 Results
Because of the combination of methods, the algorithm reaches high robustness. Most
of the time, it is sufficient to apply the first method using the height field and is thus
mostly independent of interface reconstruction methods. Only in the last case, needing
to substitute the derived interface positions by the barycenters of the interface, interface
reconstruction becomes necessary.
In total, the algorithm by Popinet [Pop09] achieves a second-order accuracy and due to
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the dynamic stencil used to calculate the height field, it is also an improvement to the
Hessian matrix that uses a fixed 3x3 stencil, respectively 3x3x3 stencil in 3D.
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6 Interface stretching and contraction
Using the velocity field computed in the simulation or the surface tension as described
in the following paragraphs, it is possible to visualize a variety of interesting properties.
The surface tension is a force with direction perpendicular to the interface that de-
pends on the curvature and the fluids or gases involved. The following is the definition
of the surface tension as given by Eisenschmidt et al. [EEG+16], where σ is a constant
depending on the media and κ is the interface curvature:
(6.1) s = σκ∇f .
To visualize the change of the interface area, e.g. the stretching or contraction of the
surface, a velocity field or vector field derived from the surface tension force is used. In
the following, the expression velocity field stands as generalized for either of the both
vector fields.
For the calculation of the ratio between new and old interface size, I introduce different
methods in the following sections. Most of them use the symmetric part of the Jacobian
matrix J+ of the velocity field, as there must not be any complex Eigenvalues and the
method introduced in the following works only on divergence-free vector fields. The
method to calculate the Jacobian matrix from a vector field with no explicit topology
was already introduced in the previous section 3.2.2 of the chapter Data structures.
Also, in some of the approaches I use parts of the method of stretch-minimizing from
Bartonˇ et al. [BKC15]. The idea is, that the Jacobian matrix gives an indication in its
vicinity about how a vector is stretched or contracted. An easy example can be found in
image 6.1. Here, the vector field F, represented by the two vectors x⃗1 and x⃗2, is used to
calculate the Jacobian matrix. Applying the following formula
(6.2) uᵀJu,
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Figure 6.1: Stretch-minimizing example
on the unity vector u⃗, the stretching or contraction is calculated. Thus, the length β is
approximated by
(6.3) β = α + α ∗ (uᵀJu) ,
which is a first-order Taylor approximation of stretching. The above equation indicates
how the length of a unity vector u is scaled along its direction. For an arbitrary vector v
this can be expressed as
(6.4) |v′| = |v|+
([
v
|v|
]ᵀ
J
[
v
|v|
])
∗ |v| =
[
1 +
([
v
|v|
]ᵀ
J
[
v
|v|
])]
∗ |v|.
This leads to the following equation 6.5 that shows the multiplicative change of the
vector:
(6.5) 1 +
([
v
|v|
]ᵀ
J
[
v
|v|
])
= 1 + dv
′
dt
.
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Furthermore, it is very important to keep the time step size δt in mind to get the actual
stretching instead of the stretching rate and only by applying the time step size —
assuming that the time step was well chosen for the simulation — it can be assured that
the result of the equation is a positive number. Also, as explained in the introduction to
this section, it is necessary to only use the symmetric part of the Jacobian matrix. The
following equation 6.6 contains all the mentioned changes:
(6.6) 1 + δt ∗
([
v
|v|
]ᵀ
J+
[
v
|v|
])
.
6.1 Geometrical approach
The following algorithm calculates the ratio between the area after applying the Jacobian
matrix to calculate the amount of stretching or contraction and the original area:
1. Reconstruct the interface using the algorithm 4.1 introduced in chapter 4,
2. Calculate the barycenter applying the algorithm 4.2,
3. Calculate the area Aorig of the polygon using the equation 4.1, solving for A,
4. Use method above, applying equation 6.6 on each of the vectors from the barycen-
ter to the edges calculated in step 1,
5. Calculate new distances between the barycenter and the edges by scaling with the
result of the previous step and moving the edges accordingly,
6. Calculate the area Atrans of the polygon defined by the translated edges using the
equation 4.1, solving for A,
7. Return the ratio Aorig/Atrans as result.
An example is given in figure 6.2. In a) you can see a PLIC tile from above, with its
edges and barycenter marked. The vectors along which the expansion or contraction is
calculated are additionally shown in b). Finally in c), the translated vertices are marked
in green, together with the new area. The green area in relation to the gray area gives
us the ratio of change of the surface area in the given cell. In figure 6.3 a) you can see
this method applied on the dataset of two colliding droplets.
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Figure 6.2: Geometrical approach. Image a) shows the PLIC surface for one cell with
its barycenter marked red. In image b), the vectors from the barycenters
towards the edges are shown additionally. Image c) demonstrates the new
surface with its edges translated along the vectors.
6.1.1 Alternative approach
Another possible approach could be the following:
1. Get all neighboring interface cells in an axis-aligned plane that is closest to perpen-
dicular to the interface normal of the central cell,
2. Calculate their barycenters,
3. Create a triangle fan around the barycenter of the central cell using the barycenters
of the neighbors,
4. Calculate the sum of the areas of the triangles,
5. Proceed like in the algorithm above and repeat the creation of a triangle fan for
the translated barycenters,
6. Return the ratio Aorig/Atrans as result.
The problem with this approach is its higher complexity. To create the triangle fan to
calculate the area, it is necessary to find the convex hull of the projection of the vertices
onto a plane. Additionally, as the Jacobian is only defined locally, it is better to use it on
points that are closer to its point of definition.
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6.2 Using Eigenvalues
Instead of looking for vectors and calculating the change in size in their direction, the
Eigenvalues and Eigenvectos can be computed and used as such. As only the symmetric
part of the Jacobian matrix is taken into account, all Eigenvalues are real and as long
as there are no multiple Eigenvalues or Eigenvalues of value zero, their corresponding
Eigenvectors build an orthonormal base of R3. Using the equation 6.6 as origin, with
J+v = λv and |v| = 1, the following equation 6.7 holds:
(6.7)
1 + δt ∗
(
vᵀJ+v
)
=1 + δt ∗ (vᵀλv)
=1 + δtλ ∗ (vᵀv)
=1 + δtλ ∗ |v|2
=1 + δtλ.
Thus, the computed Eigenvalues and Vectors can directly be used to describe the change
of size in their respective directions.
As there are three Eigenvalues, there is a possibility of using only those that have
special properties. Therefore, I implemented different methods of choosing the appro-
priate Eigenvalue or Eigenvector. The different methods are described as follows. Every
method has its own advantages and disadvantages, mostly depending on the intent of
the user as they can highlight different properties.
6.2.1 Minimum Eigenvalue
Opposite to the maximum Eigenvalue, the minimum highlights areas of contraction, as
a small Eigenvalue (λ < 0) indicates a contraction in the direction of its corresponding
Eigenvector. The figure 6.3 g) also shows an example for this case.
Result: Change in direction of the Eigenvector.
6.2.2 Maximum Eigenvalue
The maximum Eigenvalue is bound to highlight areas with the highest rate of expansion,
as a high Eigenvalue (λ > 0) means a stretching in the direction of the Eigenvector. An
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example image can be seen in figure 6.3 h).
Result: Change in direction of the Eigenvector.
6.2.3 Maximum absolute Eigenvalue
Using the maximum absolute Eigenvector, the Eigenvector with the strongest influence
is selected. Thus, per interface cell it indicates whether there is a contraction or an
expansion. See figure 6.3 i) for an example.
Result: Change in direction of the Eigenvector.
6.2.4 Mean Eigenvalue
As combination of the minimum and the maximum Eigenvalue, the mean Eigenvalue
gives an indication for the actual change. Again an example can be found in figure 6.3
j).
Result: Change of the area spanned by two Eigenvectors.
6.2.5 Closest-to-parallel Eigenvectors
The selection of the Eigenvalue as shown above can give a good indication. However,
as the change in size relates to the surface area, it is better to find an Eigenvector
that is parallel or almost parallel to it. Using two almost parallel Eigenvectors has the
advantage that these span a two-dimensional sub space. Thus, the resulting change in
size relates even more to the area, instead of to a single direction. See figure 6.3 f) for
an example.
Result: Change of the area spanned by two Eigenvectors.
6.2.6 Eigenvectors from 2D space
For this special case, the Jacobian matrix is transformed into a 2x2 Jacobian matrix,
defined on the surface area. This so-called metric tensor thus indicates the stretching
and contraction of vectors in a two-dimensional subspace, e.g. along the interface. For
36
6.3 Combined method
this purpose it was used by Obermaier et al. in [OJ12]. First, the Jacobian matrix is
multiplied by the time step, then added to the identity matrix:
(6.8) J ′ = δt ∗ J + I.
Now, given two vectors r⃗ and s⃗ on the interface, with |r| = |s| = 1, and forming a matrix
(r|s), J ′ is multiplied, resulting in a 3x2 matrix:
(6.9) J3x2 = J ′ ∗ (r|s).
Finally, by multiplying the matrix with its transposed, the two-dimensional Jacobian
matrix can be calculated:
(6.10) J2D = Jᵀ3x2J3x2.
This matrix is now used to provide the local Eigenvectors v1, v2 and Eigenvalues λ1, λ2.
To transform these Eigenvectors back into 3D space, it is necessary to multiply them by
the rs-matrix:
(6.11)
v3D = (r|s) ∗ v,
λ3D =
√
λ.
This case is also depicted in figure 6.3 e). These local Eigenvectors are of further interest
as they are used for texturing as can be seen in the next chapter in section 7.3.
Result: Change of the area spanned by two Eigenvectors.
6.3 Combined method
This method is an improvement to the above described method of taking the two closest-
to-parallel Eigenvectors. Here, it just takes the closest-to-parallel Eigenvector and its
corresponding Eigenvalue. Another vector is then calculated as orthonormal to this
Eigenvector and the interface normal. Thus, the two vectors are nearly parallel to the
interface and indicate the change of the area. Because the second vector does not have a
corresponding Eigenvalue, the change in its direction is again calculated as in equation
6.6. In figure 6.3 b), this method is also visualized as an example.
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6.4 Using advection
Using advection instead of the stretch computation as above, similar results can be
obtained.
6.4.1 Advection on interfaces
Another approach is to simulate the advection of the interfaces, thus giving an ap-
proximation of their location in the next time step or in between. To this end, the
surface tension field or another velocity field are used to move the interface barycenters
accordingly. Both, before and after translation, the surface points in a 3x3 neighborhood
perpendicular to the interface normal are used to create a triangle mesh to calculate an
approximation of the surface area. The ratio of these surface areas is then the indicator
for expansion or contraction of this particular interface cell. In 6.3 c) a visualization of
this method can be found.
6.4.2 Advection on particles or interface edges
Similarly to the advection of the interface barycenters as described above, it is possible to
advect the edges of the reconstructed interface or a set of particles on the surface. Since
the velocity field is only defined at the barycenters however, it needs to be interpolated
or approximated at those positions. This approximation can be done by applying the
Jacobian matrix, defined at a position x⃗, as shown in the following equation:
(6.12) f(x⃗i) = f(x⃗) + Jf (x⃗) ∗ (x⃗i − x⃗).
This matches the first-order Taylor approximation for a position x⃗i close to x⃗. An example
can be found in 6.3 d).
6.5 Results
In figure 6.3 you can see the differences between the above described methods. Not all
of them are useful to describe the stretching and contraction of the surface area, but
may provide other useful information.
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Figure 6.3: Comparison between different approaches as described in the following
sections: a) Geometrical approach, b) Combined method, c) Advection on
interfaces, d) Advection on particles or interface edges, e) Eigenvectors
from 2D space, f) Closest-to-parallel Eigenvectors, g) Minimum Eigenvalue,
h) Maximum Eigenvalue, i) Maximum absolute Eigenvalue, j) Mean Eigen-
value.
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The images a) to f) are all very similar to each other, highlighting the same regions and
only differing slightly. These methods are all equally useful in visualizing stretching and
contraction of the surface area.
The methods used in the images in the bottom row, g) to j), are less useful in giv-
ing an indication about the stretching or contraction of the surface area, but better
highlight the deformation in a specific direction. Thus, they can be used to identify areas
of stress and possibly changes in topology.
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Based on the numerical analysis of the previous chapter, here I introduce and explain dif-
ferent methods of visualization. This is done on a dataset of two colliding droplets of the
same material, produced by the simulation framework FS3D described in Eisenschmidt
et al. [EEG+16]. The images are taken from two different time steps of the simulation,
visualizing the vector field of the surface tension force and the velocity field respectively.
In figure 7.1, the four top images a) to d) are from one time step to the next, while
the four lower images e) to h) represent another two subsequent time steps. For every
image there is also one close-up on an interesting region in the image right below. These
zoomed-in regions are used in the following sections, applying different methods of
visualization.
7.1 Coloring
The first method uses only color to visualize the change in size of the surface area. This
was done using one of the methods described in the previous chapter 6. As explained in
its results section 6.5, different approaches can be used as they differ only slightly. In
the following, the calculated Eigenvectors from the two-dimensional subspace of the
interface plane from section 6.2.6 are used.
In figure 7.2 a), the image from the first time step using the surface tension force
highlights the area below the ring-like structure. Comparing this region to the next time
step, as can be seen in figure 7.1 d), it seems that the highlighted area has changed
significantly.
Another obvious change can be found in figure 7.2 c), compared to the next time
step in figure 7.1 h). Here, the blue area is subject to thinning.
Using the velocity field on the right side in image 7.2, it is harder to make such
an assumption. A direct link between the coloring and the change can not be made.
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Figure 7.1: Overview of the used dataset. Image a) is from the first time step, image
b) is from the subsequent time step. The same is true for images c) and d),
with them being a zoom-in on an interesting region of a) and b). Images e)
and f) are again two consecutive time steps, with g) and h) zooming-in on
an interesting area.
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Figure 7.2: Colored surface on different time steps. Images a) and c) visualize the
surface tension force, whereas images b) and d) visualize the velocity field
of two different time steps.
7.2 Glyphs
With only color, the direction of the change has been neglected. To additionally visualize
the direction, two types of glyphs are used in the following: vector glyphs indicating
one direction and tensor glyphs which need three vectors as input.
7.2.1 Vector glyphs
As stretching and contraction along a line has no particular orientation, it is better to
use tube glyphs instead of arrows. Using the two local Eigenvectors on the surface
as described in section 6.2.6, the glyphs form a cross with differently colored tubes,
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depending on the stretching or contraction along the respective tube. This can be easily
observed in figure 7.3. However, it seems quite difficult to identify the same regions as
with color alone.
This becomes easier though when looking at only one glyph per interface cell at a
time as is the case in figure 7.4. Here, the Eigenvectors have been split into two groups,
thus, in images a) and b) the Eigenvector corresponding to the larger one of the two
Eigenvalues per cell is shown, while in images c) and d) it is the one that corresponds to
the smaller Eigenvalue. These I call primary and secondary Eigenvectors in the following.
Further of interest seems to be that the primary Eigenvector runs along the pipe-
like structure while at the same time, the secondary Eigenvector runs perpendicular and
alongside the curved surface.
7.2.2 Tensor glyphs
Usually, tensor glyphs represent a matrix. Here however, they represent three vectors:
the two Eigenvectors calculated using the method described in section 6.2.6, and a
perpendicular normalized vector. The result can be seen in figure 7.5. In this case, the
glyphs are like discs. The representation is very similar to the two-dimensional glyphs
from the previous section representing the primary Eigenvectors. It seems to be easier
however to recognize patterns and structures, but there is no indication of the amount
of stretching and contraction.
7.3 Texturing
Another method to visualize the stretching and contraction can be achieved using textur-
ing. In figure 7.6 it is shown how this can be done using two-dimensional Eigenvectors
and their corresponding Eigenvalues for scaling of the texture. The Eigenvectors used
have been previously calculated using the method in section 6.2.6 of the previous chapter.
For the actual texturing in figure 7.7, a 100x100 pixel wide texture with white Gaussian
noise is used. This makes spotting interesting regions quite easy, as can be seen especially
in image 7.7 a). However, it is harder to tell the extent of stretching or contraction as
opposed to using colors.
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Figure 7.3: Vector glyphs on different time steps. Images a) and c) visualize the surface
tension force, whereas images b) and d) visualize the velocity field of two
different time steps. In the top images a) and b), the reconstructed interface
is shown additionally to the glyphs to avoid visual clutter.
7.4 Combination of methods
In this section, I will discuss some combinations of the above described methods.
However, not all of these methods can be combined in a meaningful fashion and more
than two single methods combined might lead to more visual clutter than it would
help.
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Figure 7.4: Separated into primary glyphs in images a) and b) and secondary vector
glyphs in c) and d). The two images on the left are again visualizing the
surface tension force, the two images on the right the velocity field.
7.4.1 Color and vector glyphs
As the downside of color-mapping was the missing information about the directions
along which the change occurs, the combination of coloring and using vector glyphs
solves just that. The result can be observed in figure 7.8. Now, interesting regions can
be identified quickly and at the same time further interpretation is made easier.
7.4.2 Color and tensor glyphs
Nearly the same as with vector glyphs in the previous section can be said about the
combination of color and tensor glyphs. Image 7.9 now shows the disc glyphs together
with a colored PLIC surface. Again, interesting regions can be found quickly through
colors while the tensor glyphs indicate the primary direction of change.
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Figure 7.5: Tensor glyphs on different time steps. Images a) and c) visualize the surface
tension force, whereas images b) and d) visualize the velocity field of two
different time steps. In all images, the reconstructed interface is shown
additionally to the glyphs to avoid visual clutter.
47
7 Visualization
Figure 7.6: Texturing of the PLIC surface. Image a) shows the PLIC interface with its
origin in 2D space, as well as its two-dimensional Eigenvectors e1 and e2,
scaled by their corresponding Eigenvalues. A simple texture with its texture
coordinates u and v is shown in image b). In image c) you can see the
texture scaled using the Eigenvalues, while image d) shows the result: the
textured PLIC polygon.
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Figure 7.7: Texturing on different time steps. Images a) and c) visualize the surface
tension force, whereas images b) and d) visualize the velocity field of two
different time steps.
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Figure 7.8: Color and vector glyphs on different time steps. Images a) and c) visualize
the surface tension force, whereas images b) and d) visualize the velocity
field of two different time steps.
50
7.4 Combination of methods
Figure 7.9: Color and tensor glyphs on different time steps. Images a) and c) visualize
the surface tension force, whereas images b) and d) visualize the velocity
field of two different time steps.
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8 Results
The goal of the visualization methods of the previous chapter is to a) find areas of
interest, e.g. areas in which change will occur, and b) to be able to make predictions
about what will change in topology, as well as object shape and size. To this extent, one
can use either the surface tension force or the complete velocity field provided by the
simulation.
8.1 Areas of interest
For the first task, using a colored PLIC representation is very helpful to identify these ar-
eas as the coloring actually indicates a change in size of the surface area and additionally
can be quickly perceived. Another useful method is to use texturing. Here, the contorted
texture leaves behind structures that can be further interpreted, but generally give a
good indication of where to look for changes. Furthermore, all of the other methods
using color can be used as well, especially those which use color in combination with
another method or colored vector glyphs.
To more than identify areas of interest, but also to be able to predict the changes,
colored vector glyphs can be used. These have the advantage of combining the informa-
tion about the magnitudes of change and their directions. In order to best be able to
interpret what is going to happen and to avoid visual clutter, the vector glyphs can be
separated into larger and smaller Eigenvalues per cell. Thus, the visualization of the
glyphs corresponding to the smaller Eigenvalue indicates a thinning or contraction along
their direction and additionally in some cases a breakdown into separate droplets, as can
be seen in figure 8.1. The herein used second data set simulates two droplets moving at
different speeds in the same direction and merging upon collision. On the other hand,
glyphs corresponding to the larger Eigenvalue indicate coherence or expansion and are
especially large where a fusion of droplets is happening, see figure 8.2 for an example.
Other methods than vector glyphs do not seem to provide the same amount of informa-
tion in such an easy-to-understand fashion. However, methods using vector glyphs in
combination with any other visualization technique may provide similar results.
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Figure 8.1: Breakdown into separate droplets in two different data sets, showing only
the surface tension force. In the images above, you can see many connec-
tions between sphere-like structures thinning and collapsing. Images a) and
b) are from the same time step, with a) showing the glyphs corresponding
to the smaller Eigenvalues and b) showing the glyphs corresponding to the
larger ones. Images c) and d) show subsequent time steps showing only
the glyphs of the smaller Eigenvalues. The images below represent three
succeeding time steps of the second data set using only color as indicator.
In the foreground, the collapsing of the arch-like structure into multiple
droplets can be seen.
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Figure 8.2: Fusion of separate droplets in two different data sets, showing only the
surface tension force. In the images above, you can see the fusion of two
sphere-like structures on the left side of the images. Images a) and b) are
from the same time step, with a) showing the glyphs corresponding to the
smaller Eigenvalues and b) showing the glyphs corresponding to the larger
ones. Images c) and d) show subsequent time steps showing only the glyphs
of the larger Eigenvalues. The images below represent three succeeding
time steps of the second data set using only vector glyphs corresponding
to the larger Eigenvalue. On the right side of each image, the fusion of
droplets can be seen.
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8.2 Surface tension force and velocity field
The surface tension force only considers the force field acting on the surface with
direction perpendicular to the interface. Thus, this vector field provides results as if the
objects were neither moving nor subject to other forces such as gravity. Contrary to this,
the velocity field considers the surface tension force as well as velocities and pressures
already present. It is therefore the actual velocity field calculated in the simulation.
While the velocity field thus gives a global view on changes, the surface tension might
give a more locally defined view.
Which vector field to use seems to depend on the goals. If the interest is on how
the objects themselves are deforming, the surface tension force might bring insight. To
gain more knowledge about the movement of droplets, the velocity field may be used.
Looking at the images from the previous chapter 7 however, it gives the impression that
the visualization of the surface tension force is easier in terms of interpretation.
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9 Summary and future work
In this master’s thesis, I used the idea introduced by Bartonˇ et al. in [BKC15], as well as
own ideas, to introduce many different methods for calculating the change in size of a
PLIC surface area and the extraction of directions along which those changes occur. To
the different methods belong approaches that calculate the contraction or expansion
of vectors, use the Eigenvalues and Eigenvectors of the Jacobian matrix, and advection
schemes.
On these methods I then used various visualization techniques. I thereby found out that
colored PLIC interfaces, indicating the change in size of their area, and texturing help
quickly identifying regions that are subject to deformation. Using colored vector glyphs
in those regions, guesses and predictions can be made concerning the change in size
and form of objects, as well as changes in their topology. Additionally, the usefulness
of the surface tension force as basis for the calculation of the change in area size has
been shown as it provides an alternative and more local view on the deformation of
droplets than the actual velocity field provided by the simulation and thus leads to a
better understanding of droplet interaction.
Future work
In this work, only a view visualization techniques have been tested, but many other
methods could yield interesting results. Also, the possibility of combining different
techniques to further improve the ability of prediction leads to many possible follow-ups.
Besides, in this thesis, only local changes have been observed, not having considered
the topology. Furthermore, only time-local information has been processed, leaving
room for more exploration, for example by tracking particles over subsequent time
steps. Additionally, the analysis and visualization can be easily adapted to also support
multiphase flow.
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