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Resumen. En este artículo se presentan varias generaliza-
ciones de la prudba de Wald Wolfowitz (1940) y de las prue-
bas para localización y escala propuestas por Ortiz (1983), 
Corzo 6 Ortiz (1983), Fernández 5 Ortiz (1986). Se estable-
ce una relación funcional entre rachas y rangos a través de 
la cual se demuestra que una siibfamilia de las pruebas aquí 
propuestas es insesgada. Se presenta también ima transforma^ 
ción de las estadísticas de prueba que incluyen sumas con 
número aleatorio de sumandos en sumas con n(¿ierD fijo de su 
mandos lo cual facilita la demostración de algunas de sus 
propiedades. 
1. Preliminares. 
La sucesión de variables aleatorias (v.a's) X., 1 = 1 , 
. . . , m , m + l W, W = m+n, m,n c fl independientes definidas 
sobre un espacio de probabilidad ((2,A,P) se llama una mues-
tra aleatoria (m.a.); denótese por X.^^, ^U'U ^̂ ^ corres 
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pendientes estadísticas de orden y sea F la Función de Dis-
tribución continua de X., I ' 1 N. 
Se denota por R. e l rango de X. y por V. e l antirango 
d^ ^i.ki* i • 1»'»«»W» y se definen por medio de las ecuacio-
nes: 
^ i " ^ ^ l * ^ ' -̂  = 1»«««»W 
(1.1) 
Xp.-X. 1̂  , j ' 1 , . , , , N . 
Entonces Ry es el numero de orden de X., i ' 1,...,M mientras 
que V . es el subíndice de la v.a. de donde viene X. .,, j = 1 , 
. . . , N . En otras palabras: los eventos (R. ' k ) y iVj = t ) 
A, J 
indican respectivamente que X. es la fe-ésima v.a. más peque-
ña I ' 1,...,W y que X ..j, es la estadística de orden corres-
pondien-e a la .t-ésima v.a. 
Por medio de la sucesión de v.a. 
1 , - t * 1,... ,W1 
(1.2) riR. ; 
-*- O , I ' m+1 W, I ' 1 N 
quedan representadas las primeras m v.a's de la muestra con 
unos y las últimas n v.a's de la muestra con ceros. La suc£ 
sión ^ f i . , I = 1,...,V se llama muestra dicotomizada. 
Se definen las v.a's contadores 
1 . HR 1 ¥ HR 
'R • * "̂  
^ I T ^ ^ l > l ' l , . . . , N 
con la condición de que IR , = 1 cuando X- = xsá.n{X.,. . . ,X^} 
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es decir cuando R» > 1. 
Entonces de (1.2) y (1.3) se define el número de ra-
chas hasta la v.a. X- así 
(1.4) \ , ' I IR, l ' l , . . , , ,N. 
En particular si R • - N es porque X. • máxíX.,... ,Xjy} 
y por esto se puede interpretar a r^, como el número de ra-
chas hasta la v.a. max{X^,... ,X|^}. En general nótese que 
se puede interpretar como el número de rachas hasta la v.a. 
que se encuentra en la posición R' en la sucesión X. X ^ , 
Entonces de la relación {R - = y}*=> {V • ' 1 } y puesto 
A. j 
riR., IR . y ''tR - son medibles respecto a o(R.) (la a-álgebra 
A. 'V H* 
generada por R>, I = 1, N ) , se obtiene para j = 1 , . . . ^ . 
' f •" 
1 , {i4Vj4m} = .y {R^-y} 
(1.5) Tiy = E(nR7R^=y)^ " f 1.. {mfKP.^W} = U {R.=y} ^ l=m+l ^ 
1. n.- 1 i r\; 
(1.6) J . = E(lR^/R^ = y) = < i ^ ^ 
con I y = 1 y en consec\iencia 
i 
Aj - E(AR /R. = y) = \ J u » j ' l , . . . , N 
I i fe-1 " 
i 
= 1 + I lfe » y - 2,...,w. 
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Nótese que r n ^ indica el numero de rachas hasta la ob-
A. 
servación que se encuentra en la posición Ry, I ' 1 , . . . , N , 
mientras que r j es el número de rachas hasta la y-ésima es-
tadística de orden, y = 1,...,W. Pero por (1.1) X-w es la 
j;w 
y-ásima estadística de orden si R . = j , e s decir si X. seen 
cuentra en la posición R. = j . Este argumento demuestra que 
las sucesiones r ^ . , I ' 1 , . , . , N y r - , j = 1, N son equi 
valentes en el sentido que ambas contienen la misma informa-
ción. Por tanto aquí se hace referencia a cualquiecade ellas 
con el nombre de muestra dicotomizada y se usarán convenien-
temente de acuerdo con lo que se quiere ilustrar. 




'̂l ' • " ' '^Xi '^ '^X+l ' '"-^X2^"' '^\- l-^^'" '^^ 
(1.9) \' = í i-y » i = 1,...,^ 
^ l ' l '̂  " 
en la cual hay /L^ > 2 grupos de unos y ceros. Cada uno de ea^ 
tos grupos se denomina una racha y el número de elementos en 
la y-ésima racha i-, j ' 1 r t , se llama longitud de la r£ 
cha. .'L. es el número total de rachas en la muestra dicotomi-
zada. Obviamente r . y i-, j ' l , . . . , r t , son v.a's. 
Observación l.X- , j = 1 , , , , , N representa la longitud acii 
mulada de las primeras j rachas. Además para cada j = 1 , , . . , N , 
X es un tienqpo de parada respecto a la sucesión de a-álge-
bras P¿ , = a i V ^ , . . . , V i . ) , y = l,...,/i|̂ . Corzo (1989). 
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De (1.8) y (1.9) se deducen también las siguientes re-
laciones 
(1.10) IJ ' . . . ' Ix̂ +i = \ + l ' ' " ' ' ' h n ^ _ i + l = 1 
(1-11) ^Xy_i+2 = IXy_i+3=---=IXy = O J=l..-,^ 
Por otra parte de (1.7) se puede calcular 
Xy_^+fe 
-̂ X . +fe = 1 í y 
i-l 1=1 ^ 
Ll iz i.y-1 fe 
AJ'l Á.= l 1 A , ' l 3 - ¿ A , ' l i ^ 
entonces reemplazando las relaciones (1.10) y (1.11) e n l a ^ 
terior ecuación se consigue la igufddad 
(1.12) ^x. +1 =•••= -̂ Xy - i 
y de aquí sigue la relación 
^ ^ i ' I i ' X "^x. ,+fe • 
^ fe=l fe=l i - l 
Igualmente para ctialquier función r ea l g vale l a igualdad. 
ii 
Qij) l : - I 3(^X. +fe> 
•' fe»l i - l 
Esta igualdad y el hecho de que 
^ 4 , ' 
I L y - N . 
1 "-
If^ 
permiten establecer la siguiente transformación 
r^ rf¡ Lj 
(1.14) .1 gij)L- ' I I girj^ +fe) 
i»i •' y-1 fe-1 i- l 
N 
I g í r . ) . 
l ' l ^ 
Observación 2. La ecuación (1.14) se utilizará más adelan 
te para transformar una familia de estadísticasde prueba que 
originalmente es una suma con número aleatorio de sumftndos, 
en una suma con número fijo de sumandos. 
2. Problema de dos Muestras. 
Se considera aquí las v.a's. independientes X.,...,X^ 
y \«i.i »• • • «•̂ » con N ' m+n y m,n - 1,2,..., sobre un espa-
cio de probabilidad (Í2,A,P). Las primeras m de estas v.a's. 
se denominan muestra 1 y las restantes n constituyen la muejs 
tra 2. La muestra 1 tiene función de distribución continua F 
y la muestra 2 tiene función de distribución continua G. A 
la sucesión completa X . , . . . , X , X . , . . . , X t , , se le llama mues^ 
tra combinada. También se considera aquí la muestra dicotomi 
zada rii>...,nii que se obtiene como en (1.5). 
En este parágrafo se consideran las siguientes hipóte-
sis: 
Hipótesis nula 
(2.1) H : f íx) ' Gix), ¥x«:(R 
o 
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Alternat iva de local izac ión de una cota. 
( 2 . 2 ) K̂  :F(x) - Gix-\i), y < O, V-x « R 
o bien y > O, ¥x =<?. 
Alternat iva de loca l izac ión de dos colas . 
(2.3) K^ : F(x) = Gíx-M), y 1* O, V-x «: R. 
Sean y. y y j las medianas de F y G respectivamente y 
8 - VÍ1-V2' 
Alternat iva de escala de una cola. 
(2.4) K3 : F(x) - G { ^ ) , C « (0 .1) , V-x €= R 
o bien C «= (1,*) Vx c R . 
Alternat iva de escala de dos colas . 
( 2 . 5 ) K̂  : F(x) - G ( ^ ) , Ce: (O,») y C ?í 1 Vx c (R. 
Se define la estadística de prueba para el problema de dos 




T"- I SJiil,L^,%) 
l ' l ^ 
1/w, si Hx. +i=...=n;^. = 1 
-l/w. si TlX^_i+l----=^X^" o 
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y fl es una función real, tal que para algún M e R 
O < hil,L^,r^) < M, 
Además la función h se escoge creciente en ̂  y L. para prue-
bas con alternativas de localización y creciente en 
l l - — - — y en L . , para pruebas con latemativas de escala. 
I 2 I A, 
Nótese que 
(2.7) |T*| < -^M < NM. 
Observación 3. La distribución exacta de 5 • así como una 
manera de obtener la función h a partir de esperanzas condi-
cionales se pueden consultar en Corzo (1989). 
(i) Pruebas para Alternativas de Localización. 
En este caso es escoge h creciente ea I y L j . Entonces 
como 6 • pondera los valores de h para la muestra 1 con 1/m, 
los valores de T tienden a ser positivos cuando hay rachas 
grandes de la muestra 1 en las últimas posiciones de la mueŝ  
tra dicotomizada nii...>ni/. Recíprocamente cuando se presen-
tan rachas grandes de la muestra 2 en las últimas posiciones 
de la muestra dicotomizada Tii,... ,Ti>i, los valores de T t í e a 
den a ser negativos pues en este caso los valores de h se pon 
deran con -1/n. Es decir T toma valores positivos cuando 
y > O y valores negativos cuando y < O lo cual se puede inr-
tepretar como tma prueba aleatorizada de nivel a e: (0,1) para 
probar H vs. K. con y > O así: 
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(2.8) •i 
1, si 7*> c 
Y, si T*- c 
O, si 7*< c 
donde para P la distribución de T bajo H los valores de C 
o o 
y Y se obtienen de las fórmulas siguientes: 
c = infU - P (T > t ) 4 a} o 




O p a -c) - o 
Análogamente para la prueba de H vs. K2' 
(2.9) 
'1 , s i r * < C i , T*>C2 
<!., - - ( Y ^ , s i T * - c ^ , >c=1.2 
O , s i Cj<T*<C2 
donde para P l a dis t r ibución de T bajo H los valores de C 
y Y se obtienen de l as fórmulas s igu ien tes : 
Cy = in f í í y : Pj < a / 2 } . 
donde P, - P (T* < t . ) y P- = P i T * > í , ) 
l o X ¿ o z 
<x/2-Pi . P„ (T* .c , )y o 
I 
Po(T*>C^) 
O . P ,̂(T -C^) - 0, - c -1 ,2 
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(ii) Pruebas para Alternativas de Escala 
I '̂W+l I i — 5 — y ^K 
Entonces como 6.pondera los valores de h para la muestra 1 
* 
con 1/m, los valores de T tienden a ser positivos cuando 
hay rachas grandes de la muestra 1 en los dos extremos de la 
muestra dicotomizada r)i>...*nu. Recíprocamente cuando se pre 
sentan rachas grandes de la muestra 2 en los dos extremos de 
la muestra dicotomizada ri.,...,nii los valores de T tienden 
a ser negativos pues en este caso los valores de h se pond£ 
it 
ran con -1/m. Es decir T toma valores positivos cuando 
C c (1,») y valores negativos cuando C ̂  (0,1) lo cual se 
puede interpretar como una prueba aleatorizada de nivel 
a «=(0,1) para probar H vs. K. con C ^ (0,1) análoga a 
(2.8) y de la misma manera se obtiene una prueba para H vs. 
K, análoga a (2.9). 
(iii) Casos especiales. 
Los casos especiales se obtienen de acuerdo con la ma 
ñera como se escoja la forma de la función h y las pondera-
ciones o . 
Por ejemplo para 
frw l<Vj4m 
(2.10) hi l ,Lj ,r^) ' < 
^ ^ \-n m+l<D^N , 
se obtiene "̂  " r^, que es la estadística propuesta por Wald 
y Wolfowitz (1940) para probar H vs. la alternativa general; 
de dos colas F(x) ?* G ix) . Esta prueba se conoce con el nom-
bre de wald y wolfowitz. 
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Observación 4. Wald y Wolfowitz mostraron en su artícu-
lo de 1940 que cuando r- "*• C, C í̂  O y C < », la prueba basada 
en ̂ 1̂  es consistente. Más tarde Lehman (1951) sin demostrar-
lo comentaba que la prueba basada en r^, podría ser insesgada. 
En este artículo (§5) se demuestra que no solo r^, sino toda 
una subfamilia de pruebas basadas en T es insesgada. Poste-
riormente Mood (1954) demostró que la eficiencia asintótica 
relativa de la prueba de Wald y Wolfowitz para alternativas 
de localización y escala, en comparación con las conocidas 
pruebas t y F bajo el supuesto de muestreo de la distribución 
Normal, es igual a cero. Este resultado no es sorprendente si 
se tiene en cuenta que r , , solo contiene el níÚDero de rachas 
hasta X.t,^ • maxíX ,... ,Xj,} y por esto no contiene informa-
ción sobre los agrupamientos de rachas en los extremos que 
son los que detectan las diferencias en localización y esca 
la. 
Otro caso especial de T es cuando m - n en el cual es 
suficiente con la ponderación 
f. 
a*M 
1, " ^X^-l+l"-""^Xx " 1 
porque 5., I ' 1,...,A|̂  en (2.6) tenía que ser dividido por 
m y n para neutralizar el efecto de diferencias grandes en-
tre m y n pues podrían aparecer rachas largas en los extre-
mos de n 1 >... »nĵ  de aquella muestra cuyo tamaño es mayor sin 
que esto necesariamente indique diferencias en localización 
o escala. Además esta normalización es adecuada porque eli-
mina el efecto de las diferencias en tamaños de muestra en 
el sentido que 
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/, '•l n .í, U 
A , ' l -t-l 
m 
donde Ly ea la longitud de la ̂ -esima racha de unos, y 
(1) 
r ea e l número de rachas de unos en la nuestra dicotomi-
zada nj»...,n|y (análogamente se definen L^°' y r ) , 
n 
Tomando 5 . como en (2.11) y los dos casos especiales 
de función h de (2.12) y (2.13) se obtienen las estadísticas 
propuestas por Ortiz (1983) y Corzo y Ortiz (1983) para dos 
muestras de igual tamaño im = n ) , respectivamente: 
(2.12) h i l , L . , r ^ ) = ^ 
(2.13) hil,L.,r^)'^[l-^f 
mientras que son 5. como en (2.6) y fl de (2.12) se obtiene 
la propuesta de Fernández y Ortiz (1986). Adems escogiendo 
it 
5 ' como en (2.6) y fl de (2.13) se obtiene la correspondien-
te estadística para el problema de dos muestras de diferen-
tes tamaños con alternativa de escala. 
El último caso especial que se presenta aquí es cuando 
la función h toma la forma 
hil,L^,r^) ' dil.L^) 
ea decir que no depende explícitamente de r^, que es la faná 
lia de estadísticas propuestas por Ortiz (1983). Al respec-
to cabe anotar que atmque la correlación entre las longitud 
des y el total de rachas r t , es negativa (a medida que aumen 
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tan las longitudes de las rachas disminuye su número), no pa 
rece ser muy alta pues las longitudes de una o todas las ra-
chas pueden cambiar sin que se altere el valor de rf^. Por ejs 
ta razón no parece muy plausible eliminar de h é l total de 
rachas en la muestra dicotomizada como propone Ortiz en su 
artículo. 
3. Problema de una Muestra y Muestras Pareadas. 
En este caso la muestra esta constituida por las v.a's. 
independientes X^,...,)^ sobre un espacio de probabilidad 
(n,A,P) con función de distribución contintia F y con mediana 
(3.1) y - r^Gs) . 
Se consideran aquí l a s s iguientes h ipó te s i s : 
Hipótesis nula 
(3.2) HI : ] i ' \ i „ 
o o 
Alternat iva de una cota y dos cotas 
(3.3) K- : y > y o b i e n y < y 
K [ : M ¥ y ^ 
con y e: R conocido. 
*̂o 
La dicotomización de la muestra ae obtiene a través de 
las v.a's. Cii...»Cu> donde 
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1 si X^>y^ 
O si X^<y^ 
El número de observaciones mayores que y : 
(3.5) 
N 
l ' l ^ 
es una v.a. que tiene distribución Binomial con parámetros 
N y 6 = P(X^ > y^). Bajo H^ 9 - íg y por tanto 
(3.6) lim P(e= 0) = lim P(e =W) - lim ( h f = O 
W-»«. ^hoo N-»oo 
Por otra parte sea ej[, + L el fe-ésimo elemento de J-ésima 
racha de íes, I = 0,1 y X.- como en (1.9). Entonces por defi^ 
nición (1.8) todos los elementos dentro de una racha s o n 
iguales: 
Al) ^ A D „ A i ) ^ j 
%-_l+l Vi+2--"%- "-*-
j ' i , . . r 
l ' 0 , l 
U) 
esto implica que 
(1) 
¿11-1 
^ - +fe =" *•/ 
y por tanto de (3.5) vale 
.(1) 
(3.7) I y 4\^fe=.I i 
J ' l k=l í-1 '̂  j ' l i 
(1) 
N 
H " ' 
y d e aquí es válido también 
/t(°> 
I 






- l ^ l 
l ' l ^ 
SS 
(3.8)  L \ " ' M - ^ ey - N - e . 
y 1  ' l *-
Es decir e y N-z representan en el problema de una muestra 
lo que los tamaños de muestra m y n representan en el proble 
ma de dos muestras. Esto implica que las longitudes de las 
rachas de unos toman valores Ly - l,...,e, las longitudes 
i /Q\ 
de las rachas de ceros toman valores L • - 1,....,N-e y la 
longitud de cualquier racha toma valores L . -1,.. ,max{e,N-e}, 
( j \ S 
y - i , . . . , r ^ ' , I ' 0,1 
El anterior análisis tiene las siguientes consecuencias: 
(i) Ea la construcción de una estadística para el problema de 
una muestra se debe utilizar e y N-z como factores de norma-
lización de las longitudes de las rachas. 
(ii) La estadística resultante se puede utilizar taobién en 
problemas de dos muestras donde los tamaños de muestra son 
v.a'a. 
(iii) La estadística resultante es una generalización de la 
propuesta para el problema de dos muestras en el sentido que 
permite tamaños de muestra aleatorios. 
A continuación se define ima estadística basada en ra-
chas para el problema de una muestra, para dos muestras parea 
das y para el problema de dos muestras con tamaños de nuestra 
aleatorios: 
(3.9) 5* - ¿ L\ i l ,Li , r^) 
l ' l ^ " 
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donde 
y la función h es como en la definición (2.6) y para el pro-
blema de una muestra ae escoge siempre creciente en -c y L.. 
Puesto que S toma sus mayores valores cuando ocurren 
rachas largas en los extremos de la muestra dicotomizada 
i l 
z , , . . . , Z t i , las pruebas basadas en S para probar H vs. fC. 
o vs. ̂ 2 son análogas a (2.8) y (2.9). 
Observación 4. Realmente L . está definida solo en casi 
toda parte por causa de (3.6). 
En particular eligiendo 
hil,L^,r^) ' - ^ 
se obtiene una estadística equivalente a (2.12) para el pro-
blema de una muestra. 
Observación 5. Nótese que e en (3.7) representa la sumado 
las longitudes de las rachas de tipo 1 es decir de rachas de 
elementos de la muestra que esta por encima de la mediana. 
For otro lado e es la estadística que se utiliza en la prueba 
del signo para H vs. <. o vs. K̂ * ^^^ ^ ° tanto desde el pun-
to de vista de la teoría de rachas, la prueba del signo solo 
contiene una n^nima parte de la información necesaria para 
la prueba de H -va. K., o va . K^. 
o i ¿ 
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Muestras Pareadas. 
La información disponible en este caso se puede repre-
sentar por N vectores aleatorios bidimensionales independien 
tes e idénticamente distribuidos i X . , Y . ) , . , , , i X y , Y j . ) . Enton-
ces como es corriente en el caso de muestras pareadas se de-
finen las diferencias 
W; 
Cuando las v.a's. (I/., I ' 1,...,N son independientes e idén-
ticamente distribuidas con ftinción de distribución continua 
F, se procede de la misma forma que para el problema de una 
muestra tomando y - O en (3.2), (3.3) y (3.4). 
Surge por otra parte, de manera natural la necesidad 
de una medida de la correlación entre las variables X y Y, 
En seguida se define un coeficiente de correlación de tipo 
Pearson basado en rachas. 
Sean y y y . las medianas de X y Y respectivamente. Ba 
X y 
tonces la muestra dicotomizada se puede representar por 
X u 
( e i . e i ) » . . . ( e j ^ . e p , donde 
1 s i Xj>M^ 
O s i X. <y^ , y » 1 , . . . , N 
[1 s i yy>y^ 
'^ [o s i yj<Vy , j ' 1 , . . . , N 
Se define I . - 1, 
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J": 
f X X 
1, s i z . 4 ^ i - l i 
X o, s i z._^ ' z . , y = i,...,w 
^̂  J l . s i Ey.^^eJ. 
' lo. si - % , ' é . . i =1 W 
y e l número de rachas de X (de Y) hasta la y-ésima observa-
ción de la muestra dicotomizada £ . , . . . , £ • • s in tener en cuen 
ta e l número de rachas de Y (de X) se define por 
^ / - J f̂e ' Í-1..--.W 
•̂  fe*l 
{/ . } TÍ/ 
fe?»l 
y»i,.. . ,N . 
Entonces cuando X y )̂  estén correlacionadas positivamente 
Y 
(negativamente) un aumento en r - implicará un aumento (dis-
y • 
mínución) en /ly, j - 1 , . . . , N . Por esta razón el coeficiente 
x,y 
es una medida del grado de correlación lineal entre X y /. 
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4 . P r o b l e m a de f C - m u e s t r a s . 
Para el planteo de este problema es necesario introdu-
cir alguna notación adicional. 
Sean 
fC,OT|^«:ll, fe»l,...,K, N ^ ' m ^ ' O , 
k 
(4.1) N y ' I m . , fe - 1 K, N y ' N , 
obviamente K < Ñ. 
l a a K muestras o muestra combinada se representan en 
este caso por las v.a's. independientes X. X. ¡̂  , 
2 N +1»• • • » ^ M > • • • »̂ /f u +1»• • • »^ic jQ sobre un espacio 
de probabilidad (Í2,A,P), donde la fe-ésima muestra X¿ n/, . j , 
...,X^ jij, es de tamaño m- = W L - N L . y tiene función de dis-
tribución continua Fj^, fe » 1,...,ÍC . Las estadísticas de or-
den se denotan por •'̂i .Sj» • • • »'̂ n.lj y ios antirangos por 
^ l ' " ' * ^ f i ' 
Sea fíg - { B . , . . . , B > } un conjunto de K símbolos diferen 
tes con los cuales se representan las K muestras de la si-
guiente manera: 
(4.2) ñy =Bj^ , si N^^^+1 4 V f ^ 4 N^ ,̂ 
fe = i , . . . , K , y = i , . . . , w 
Es decir ñ ., y - 1,... ,RÍ es el símbolo B. si la y-ésima esta 
i " 
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dística de orden viene de la y-ésima muestra fC- 1 , . , , , K , A 
la sucesión ñ. f¡i. se le llama la muestra policotomizada 
puesto que representa cada una de las K muestrea a través de 
un símbolo diferente. 
Por medio de las v.a'a. I. - 1 e 
(4.3) Iy 
1 ñy.i^'ñy 
O Tjy , -fi; y - 2,...,W 
se define r . é l número de rachas hasta el y-ésimo elemento 
de la muestra policotomizada por 
i 
(4.4) r . - I 1^ j ' l , . . . , N 
^ t'l ^ 
i -
- 1 + Z I* y-2 , . . . ,w . 
t ' 2 * 
En particular ciiando fC - 2 se obtiene r . , j - 1 , , , . , N de 
(1.7). 
Observación 6. Para K > 2 , "hĵ : e l número total de rachas 
en la muestra policotimizada ni>...in¡/t as la generalización 
para K muestras de la estadística propuesta por Wald y Wol-
fowitz (1940). Barton y David (1959), obtienen también /íj» 
por un método diferente y dan una aproximación de su distri^ 
bución a través de la distribución de Poisson. 
Observación 7. f¡.. I- y JL-, j - l,...,/3 se pueden obtener 
también de manera natural desde los rasgos de las observacÍ£ 
nes de la muestra coníbinada de la misma forma que fí >, I.» y 
r - en (1.5), (1.6) y (1.7). 
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En este parágrafo se consideran las siguientes hipóte^ 
s i s : 
Hipótesis nata, 
(4.5) Ĥ  :Pi(x) - . . . - F^(x), ¥x«=R . 
Alternat iva general . 
(4.6) KJ : F^(x) y Fy(x) 
para algún par l , j , 1 4 I ^ j 4 K y para algún Xc R. 
Alternat iva de loca l izac ión de dos cotas , 
(4.7) ^2 : F^(x) - Fy(x-y) 
para algún par l , j , 1 4 I ^ j 4 K, U ̂  O, ¥« c R. 
Alternat iva de es cata de dos cotas 
(4.8) K3: F^(x) - Fy(i^) 
para algún par l , j , 1 4 I ¥ j 4 1̂ * C ̂  O, C ̂  1, "V* «= R. 
donde 6 - y^-P^» 1 4 -t ̂  y ̂  K y yĵ  es la mediana de F^, 
fe - l,...,fC. Esta manera de tomar 6 significa que F^ y Fy 
deben tener la misma mediana. 
La estadística general para el problema de K muestrea 
se define por 
(4.9) f* - I SJliAI.j_.Xfi> . 
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donde Xj¡| es como en (4.4), L., I = 1 "kr. representa la Ion 
gitud de la /¿-ésima racha en la muestra policotomizada fí^,.., 
fin. ^y • 1,... ,max{wi.,... ,m. } y 6- se define a continuación 
•"fe " " ^ 1 + ^ î 
(4.10) 6 ^ . - ^ si Tix.. ,+i-----nx/-Bfe. 
K A y « « » ^ I V ^ ' C ^ l ^ e e * '̂HLl 
,* 
La función h es similar a la función fi utilizada para T en 
(2.6) y se escoge también análogamente para las alternativas 
de localización y escala mientras que para la alternativa ge 
neral K. se debe tomar 
(4.11) fl(-cÛ ,íjj) = »K, -t » l,...,?íjj 
»* lo cual inplica T = "^. 
(i) Pruebas para la Alternativa General K.^: 
Bajo H se espera que haya muchas rachas en la muestra dico-
tomizada. Por lo tanto valores pequeños de T " ̂  apoyarán 
la alternativa K.. lo cual se puede interpretar como una prue 
ba aleatorizada de nivel a «: (0,1) para H v a . K , : 
(4.12) <|)j 
1, si X„ < C 
Y, si Jí'^-c 
O » si 'íw > C 
donde Y y c se determinan de manera análoga a los de (2.8). 
(ii) Pruebas para la Alternativa de Localización de dos colas. 
En este caso la función h se escoge creciente en -t y L^. 
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~1i 
Por esta razón T toma sus mayores valores cuando hay rachíis 
grandes en los extremos de la muestra dicotomizada. Entonces 
se tiene una prueba aleatorizada de nivel a «= (0,1) para H 
vs. K-. 







donde Y y C se determinan de manera análoga a los de (2.8). 
(iii) Pruebas para la Alternativa de dos colas. 
En este caso la función h se escoge creciente en 
rxi + 11 ~* 
I — I y L J . Por esta razón T toma sus mayores valores 
2 I A, 
cuando hay rachas grandes en los extremos de la nuestra dico^ 
tomizada. Entonces se tiene una prueba aleatorizada de nivel 
a « (0,1) para H vs. K-: 
(4.14) 
si T >c 
• T* . 
Sl T =c 
si T <c 
donde Y y C se determinan de manera análoga a los de (2.8). 
5. Pruebas Insesgadas. 
En este parágrafo se demuestra que una subfamilia de las 
pruebas aquí presentadas son insesgadas. Para esto se hace 
primero una transformación de las sumas aleatorias (2.6), 
(3.9) y (4.9) utilizadas en las pruebas, en sumas con nune-
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ro fijo de sumandos, resultado que se obtiene con» aplicación 
directa de la transformación (1.14). 
Sea 
(5.1) a - I "iflí-^'V^ ü 
l ' l 
it it 
la forma general de cualquiera de las estadísticas T , S o 
—A 
T cuando se escoge la función h de la forma 
(5.2) hil,L^,ry) ' gil,ry)L^. I - 1 r^, 
donde g es una función real no negativa, acotada y se escoge 
creciente en I para problemas de localización en tanto que 
. y para problemas de escala se toma creciente en |/t = — 
ie ' ,_^ ^jL 
los valores de tiij a e determinan adecuadamente para T , S 
o T como ya se definieron en (2.6), (3.9) y (4.10). 
Se define la estadística 
N 
(5.3) T - j; 6^g(A.^,V 
donde r . , j = 1,...,M es como en (1.7) para problemas de dos 
y una muestra o su equivalente (4.4) para el caso de K mues-
tras. Además la función 5 . se escoge de la siguiente manera: 
Para el problema de dos muestras 
—» si Tl. - 1 
m j 
(5.4) 6 j = S 
1-—» si riy - O , y - 1,... ,N 
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Para el problema de una muestra 
(5.5) 6 y - 1 
( 1 . 
- , ax Ey - 1 
J P ^ t si Ey y 1 , -1,..., 
Para el problema de K muestras 
^̂ •̂ ^ ^j'mT ^ ^ ^ j ' \ * k ' l , . , , , K , j ' l , . . . , a 
de acuerdo con las definiciones el valor de 5 • es el mismo 
para todos los elementos dentro de una racha: 
6y - fe <=» 6xy_j+i " . . . - S A Í " ^ » y = i , . . . , N . 
Entonces de (1.13) 
0)^9(^.^)1^ = J^ «Xy_j+fe9(%_l+fe»^/) 
y de (1.14) 
(5.7) 
^ * W 
Jj ü)̂3(>¿.̂,)í-̂  " . U i 9 i \ » ^ ) 
es decir Q. - T. 
Observación 8. La demoatración es igualmente válida si en 
(5.4) y (5.5) se toman valores positivos 1/n y 1/(N-E) para 
5 •, i ' 1,... ,A/ cuando n ~ 0. 
La propiedad de insesgamiento de las pruebas presenta 
das aquí se demostrará para hipótesis más generales que las 
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presentadas en los parágrafos 2, 3 y 4. Para su formulación 
se requiere la siguiente definición. 
DEFINICIÓN. Sean F y G las funciones de distribución de 
las v.a's. X y Y respectivamente. Se dice que F es estocas-
ticamente mayor o igual que G (o bien que X es estocástica-
mente mayor o igual que /) y se escribe 
(5.8) F •» G (o bien X •» Y) 
si y solo si 
F(x) « Gix) A^xc R . 
Análogamente se definen las relaciones F*>G, F < * G y 
F <• G. 
En este parágrafo se consiederan las siguientes hipó-
tesis : 
Hipótesis nula, 
(5.9) H* : F ' :^G (o bien X •» / ) . 
o 
Hipótesis al ternativa 
(5.10) K : F <• G. 
En el siguiente teorema se demuestra que a partir de 
la familia de estadísticas 
N 
(5.11) S ' I í'^flí^R^^V 
-¿-1 
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y /iR, es como se definió en (1.7), se obtiene \ma familia de 
pruebas insesgadas para H en (5.9). 
Las constantes de regresión en (5.11) b . , I - 1,...,N 
se escogen de acuerdo con el problema, así: 
(i) Para el problema de dos muestras: 
( 1 . . , — , ax A, ' 1 , , . , ,m m 
—» si -t - »H-1,... ,N , l ' l , . . . ,N, 
(ii) Para el problema de una nuestra: 
' i 
—» Sl x. - 1,... , 
77~» ax I ' c+l,...,M, I ' 1,...,N 
( i i i ) Para el problema de fC-muestras: 
fa.-¡j¡- s i N . . A \ 4 l 4 N y , k ' l , . . , , K , l ' l , , . . , Ñ 
TEOREMA. La Prueba basada en la estadística S de (5.11): 
(5.13) 
1» para S > C Q 
• = "^Y, para S - Ca 
O, para 5 < Ĉ ^ 
donde C se determina de tal manera que 
(5.14) Eĵ *((|)) « a , 
98 
es una prueba insesgada de nivel a c (0,1) para H versus K. 
Antes de hacer la demostración se presentan dos lemas 
que la hacen más corta. 
LEÍA 1. Sean X y Y v.a's con distribuciones P y P respe£ 
tivamente y sea la función h:R. •*• R monótona creciente. 
Si 
x̂ ̂' ŷ ^̂ '°""« \ ix) <• \ iy) 
LEÍA 2 . Sean X y Y como en e l Lema 1. Si 
P <• P entonces E(X) 4 EÍY) 
X y 
siempre que E(X) y EiV) sean f i n i t a s . 
Demostración. 
(i) Problema de dos muestras. 
Sean F y G las funciones de distribución continuas de 
X.,...,X , y de X . , . . . , X ^ respectivamente. 
Sean U-,...,U , y í̂ wu.!». • • «'̂M v.a's. independientes e 
idénticamente distribuidas con función de distribución unifo£ 
me en (0,1). Entonces X.,... ,X , y •'(«u.i »• • • »''(|W tienen la mis-
ma distribución que F" i U . ) , I = l , . . . , m y que G (f-). 
I - inf1 , , , . ,N respectivamente. 
Se definen las v.a's: 
^ l ' ^^í"^>' -̂  " ̂  ^ 
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V^U,) 
) I ' HH-1,... ,N , 
_, <c — 1,.... , m 
'^^"IG-^U^; 
Entonces para V - (I/. Vt.) valen las siguientes relacio-1 'N 
nes: 
P ' P 
X i ^ i » ' " t^m'^mt-V-'^N^ 
'̂ R(X) *^Ri]/) 
Mo donde P es la distribución bajo H : F - G del vector indi-
cado en el subíndice. 
Si F <. G entonces por definición F(x) ̂  6(x) y por tan 
to ^ iy) 4 G~ iy) para todo y e (0,1) y esto implica 
V. = W. , l ' l , , , , ,m 
V. 4 ití. , l ' m + l , . , . , N . 
Por otra par te para todo l , j > m, ill- > Ŵ  s i y sólo s i Uy >U¿ 
o sea s i ( / . > ( / . . De aquí se deduce, para I > m, que 
i '*' 
N m N 
R (V) - I "(̂ •->íb) - I " ( V \ > + I "<V f̂e> 
'̂  fe«l '*' "̂  fe«l '*' fe-mu ^ 
m N 
^ I "(Wy-Wfe) + I "(Wy-"'fe> = h ^ ^ ^ 
fe-1 '*' "̂  fe»inH ^ "̂  * 
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donde W = (W^ W|̂ ) y U(x) = 1 ó O según X ̂  O ó x < 0. 
Por (1.4), r n es una función no decreciente de R- por 
lo tanto para ̂  > m se tiene: 
\.iV) ^ \ . i^ (cs.: casi seguro) 
Por lo tanto para g como en (5.2) y y > w 
(5.15) 3(^.(l/).V < 9(̂ .(0/) » V 
N N 
(5.16) .1 í'¿9(V.(V)'V ^ .Í^^9<^.(Í!/)'V 
«C—1 ''- .C—1 A. 
Por tanto bajo H : F = G y K de (5.10) y por Lema 1 se cum-
ple: 
(5.17) P5 <• Pj 
donde V7. es la distribución de S bajo la alternativa K. Ade-
' ' it 
más bajo H vale también o 
entonces por e l Lema 2: 
«o «o 
^<t>(S) *^ ^(1>(S) • 
Así que por (5.14) y el Lema 2 se tiene 
(5.18) ^^i^iS) < a . 
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Es decir de (5.14), Lema 1 y Lema 2 sigue análogamente: 
(5.19) Ef^HS) ^ a . 
(ii) Problema de una Muestra. 
La demostración es exactamente igual hasta la ecuación 
(5.15) y de ahí en adelante las ecuaciones valen CS. 
(iii) Problema de fC-Muestras. 
Análogo al problema de una muestra. 
Conclusiones. 
Las subfamilias de pruebas de rachas aquí propuestas 
tienen las siguientes características generales: 
(i) Son una alternativa que como lo muestran los casos espe-
ciales trabajados en Ortiz (1983), Corzo-Ortiz (1983), Fer-
nández-Ortíz (1986), tiene muy buen comportamiento en térmi-
nos de su potencia y de su convergencia a la distribución 
normal, frente a las pruebas basadas en rangos. Esto hace 
pensar que si en otras aplicaciones se mantiene este compor-
tamiento, lo que se ha descubierto es una poderosa familia 
de pruebas basadas en rachas para alternativas de localiza-
ción y escala para cada uno de los problemas analizados. 
(ii) Aunque no se mantuviera el comportamiento analizado en 
los trabajos arriba mencionados, las familias propuestas conŝ  
tituyen la única alternativa disponible para problemas de lo-
calización y escala en situaciones en que se dispone de infor̂  
mación que solo se encuentra en escala nominal. 
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