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Abstract
We develop an abstract framework for studying the strong form of Malle’s conjecture
[37, 38] for nilpotent groups G in their regular representation. This framework is then
used to prove the strong form of Malle’s conjecture for any nilpotent group G such that
all elements of order p are central, where p is the smallest prime divisor of #G.
We also give an upper bound for any nilpotent group G tight up to logarithmic factors,
and tight up to a constant factor in case all elements of order p pairwise commute. Finally,
we give a new heuristical argument supporting Malle’s conjecture in the case of nilpotent
groups in their regular representation.
1 Introduction
Let G be a non-trivial, finite, nilpotent group and let K be a number field. In this paper we
are interested in the counting function
N(X,G,K) := #{L/K Galois : Gal(L/K) ∼= G, |NK/Q(∆(L/K))| ≤ X},
where ∆(L/K) denotes the relative discriminant of L/K. As part of a broader conjecture,
Malle [37, 38] conjectured that there exists a constant c(G,K) > 0 such that
N(X,G,K) ∼ c(G,K)Xa(G)(logX)b(G,K)−1, (1.1)
where a(G) and b(G,K) are explicit constants that can be computed as follows. Let p be the
smallest prime divisor of #G. Then
a(G) =
p
(p − 1)#G, b(G,K) = #{C ∈ Conj(G) : C non-trivial and c
p = id ∀c ∈ C}/ ∼,
where Conj(G) denotes the set of conjugacy classes of G and where two conjugacy classes C
and C ′ are equivalent if there exists σ ∈ Gal(K/K) such that σ ∗ C = C ′. Here the action is
given by σ ∗ C = Cχ(σ) with χ : Gal(K/K) → Ẑ∗ the cyclotomic character.
We shall refer to equation (1.1) as the strong form of Malle’s conjecture. In case G is
allowed to be an arbitrary finite group, counterexamples are known to the strong form of
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Malle’s conjecture, see the work of Klüners [27]. This led Türkelli [51] to propose a corrected
version of equation (1.1). The strong form of Malle’s conjecture (including the more general
situation where G is not necessarily considered in its regular representation) has been verified
in a limited amount of cases, see [15, 16] for S3, [53] for G abelian, [10] for D4 ⊆ S4, [28] for
generalized quaternion groups, [5] for S4, [6] for S5, [9] for S3 ⊆ S6, [22] for nonic Heisenberg
extensions, [39, 52] for direct products G × A with G = S3, S4, S5 and A abelian. There is
also the recent work [4], which counts D4 ⊆ S4 when the extensions are ordered by Artin
conductor instead of discriminant.
The aim of this paper is to prove the strong form of Malle’s conjecture for a large family
of nilpotent groups. In the process, we give a parametrization of G-extensions that may
prove fruitful for future investigations. The authors hope to use these techniques to deal with
various other groups in future work.
Theorem 1.1. Let K be a number field and let G be a non-trivial, finite, nilpotent group.
Let p be the smallest prime divisor of #G and assume that all elements of order p are central.




where b(G,K) is the Malle constant, which equals the number of elements of order p divided
by [K(ζp) : K] in this case.
It is easy to construct many 2-groups G satisfying the hypotheses of Theorem 1.1. Take
for example any finite, abelian 2-group A. Then there is an action of Z/2Z on A by inversion,
which gives an action of Z/4Z on A by projecting first to Z/2Z. If one takes G = A⋊Z/4Z,
then G fulfills all the conditions of the theorem. Note that such G can have arbitrarily large
nilpotency class.
We remark that our techniques do not give an explicit handle on the constant c > 0
guaranteed by Theorem 1.1. Even in the case where G is cyclic of prime order it is a rather
non-trivial task to provide an explicit value of the constant c, see [11]. The following classical
result of Wright [53] is an immediate corollary of the above theorem. Our proof is substantially
shorter and makes only very limited use of class field theory.
Corollary 1.2. Let K be a number field and let A be a non-trivial, finite, abelian group. Let




where b(A,K) is the number of elements of order p divided by [K(ζp) : K].
It is worth mentioning that the weak form of Malle’s conjecture, which asserts that
Xa(G) ≪ N(X,G,K) ≪ǫ Xa(G)+ǫ,
is much better understood. There are no known counterexamples to the weak form, even when
G is allowed to be an arbitrary finite group. The weak form is known for nilpotent groups
by the work of Klüners–Malle [30]. Alberts [1, 2] and Alberts–O’Dorney [3] made further
progress in the solvable case. Our parametrization of G-extensions immediately implies the
following theorem, which improves, in case of nilpotent groups in the regular representation,
on recent work of Klüners–Wang [31] and Klüners [29].
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Theorem 1.3. Let K be a number field and let G be a non-trivial, finite, nilpotent group.




where i(G,K) is the number of elements of order p in G divided by [K(ζp) : K].
The result in Theorem 1.3 is sharp up to logarithmic factors. It should be possible
to use our techniques to prove a more general version of Theorem 1.3 valid for arbitrary
representations of nilpotent groups, but we shall not pursue this further here. Note that the
upper bound in Theorem 1.3 matches Malle’s prediction precisely when we are in the situation
of Theorem 1.1.
Our next theorem shows that we can achieve a (conjecturally) sharp upper bound, up to
a constant factor, provided that the elements of order p commute with each other.
Theorem 1.4. Let K be a number field and let G be a non-trivial, finite, nilpotent group.





To give examples of groups G where Theorem 1.4 applies (but Theorem 1.1 does not),
consider an F2 vector space V of dimension 2
n and pick an ordered basis {b0, . . . , b2n−1}.
Let Z/2nZ act on V by cycling the ordered basis and extending linearly. Then we can take
G = V ⋊Z/2n+1Z, where Z/2n+1Z acts on V by first projecting to Z/2nZ. Note that such G
can again have arbitrarily large nilpotency class.
There is also the related problem of counting the number of degree n extensions with
bounded discriminant, which was first treated by Schmidt [43]. His upper bound was drasti-
cally improved by Ellenberg–Venkatesh [18], Couveignes [14] and Lemke Oliver–Thorne [36].
Malle’s conjecture has strong ties with the Cohen–Lenstra conjectures [12]. There is the
classical work of Davenport–Heilbronn [16] on 3-torsion of class groups of quadratic fields,
which was later extended by [8] and [49] in the form of a secondary main term. Davenport
and Heilbronn obtain their results by counting certain S3-extensions.
Fouvry and Klüners [20, 21] dealt with the 4-rank of quadratic fields building on earlier
work of Gerth [23], and Heath-Brown [24] on 2-Selmer groups. There is also a rich literature
on upper bounds for 2-torsion elements in class groups of which we mention [33, 34] for
multiquadratic extensions, [7] for Sn-extensions and [45, 46] for monogenic Sn-extensions.
Furthermore, the average size of the 2-torsion of Sn-extensions has been determined in [25]
conditional on a tail estimate. Over function fields Malle’s conjecture and the Cohen–Lenstra
conjectures are better understood due to the results in [17, 19].
Recently, Smith [47, 48] dealt with the 2-part of class groups of quadratic fields, which
was extended by the authors to the ℓ-part of class groups of degree ℓ cyclic fields [32]. His
techniques can be adapted to give a lower bound for the number of D2n -extensions of Q of
the correct order of magnitude: this is another instance that highlights the clear ties between
Malle’s conjecture and the Cohen–Lenstra conjectures. It seems plausible that this can be
extended to an asymptotic once one extends the results on ray class groups of Pagano–Sofos
[42].
The paper is divided as follows. We start with some preliminaries in Section 2. We have
opted to first treat the case of 2-groups over Q, which avoids some of the technical issues that
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we will face in the general case. The core of the paper is Section 3, where we provide a new
parametrization of 2-extensions over Q. From this we deduce Theorem 1.3 and Theorem 1.1
in respectively Section 4 and Section 5 still in the special case of 2-extensions over Q.
We then generalize Section 3 to arbitrary nilpotent groups and arbitrary number fields in
Section 6. In Section 7 we give a new heuristic in support of Malle’s conjecture for nilpotent
groups in their regular representation. Our main theorems are proven in full generality in
Section 9 with Section 8 providing some analytic tools.
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2 Preliminaries and setup
We use the abbreviation [n] := {1, . . . , n} throughout the paper. For a set S and a prime
number l, we write FSl for the free Fl vector space on the set S. Let us fix a separable
closure Qsep of Q once and for all. All our number fields are implicitly taken inside this fixed
separable closure. Furthermore, we write GK := Gal(Q
sep/K) for the absolute Galois group
of a number field K. Similarly, for each prime p we fix a separable closure Qsepp of Qp (which
allows us to define GK := Gal(Q
sep
p /K) for any extension K of Qp inside Q
sep
p ) together with
an embedding
ip : Q
sep → Qsepp .
This yields an inclusion
i∗p : GQp → GQ.






the inertia subgroup, where Qunrp is the maximal unramified extension of Qp. Write P for the
collection of odd prime numbers and Qpro−2 for the compositum of all finite Galois extensions
of degree a power of 2. Let
Gpro−2Q := Gal(Qpro−2/Q)
be the corresponding Galois group. Equipped with the Krull topology the group Gpro−2Q is by
construction a pro-2 group. Let us denote by
Ip(2) := proj(GQ → Gpro−2Q ) ◦ i∗p(Ip).
The next proposition describes Ip(2) for p ∈ P and provides us with a convenient set of
topological generators of Gpro−2Q .
Proposition 2.1. The group Ip(2) is pro-cyclic for each p ∈ P. Furthermore
〈{Ip(2)}p∈P∪{2}〉 = Gpro−2Q .
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Proof. The first part follows from the description of the maximal tame extension of Qp for
p ∈ P, which immediately implies that the maximal pro-2-quotient of Ip is isomorphic to Z2
for p ∈ P. Then Ip(2) is the image of a pro-cyclic group, hence pro-cyclic.
For the second part, recall that if G is a pro-2 group and S ⊆ G is a subset, then S
topologically generates G if and only if ⋃g∈G gSg−1 topologically generates G. Indeed, this is
a consequence of the following well-known facts
• a subset S of a profinite group G topologically generates G if and only if S generates in
every continuous finite quotient of G;
• a subset S of a finite group G generates if and only if S generates modulo the Frattini
subgroup of G;
• the Frattini subgroup equals G2[G,G] for a finite 2-group G.









topologically generates Gpro−2Q . We conclude that {Ip(2)}p∈P∪{2} topologically generates
Gpro−2Q as desired.
We remark that the above proof in fact shows that if we find a subset S ⊆ Gpro−2Q such
that S topologically generates modulo the Frattini subgroup of Gpro−2Q , then S is a set of
topological generators for Gpro−2Q . We fix once and for all a topological generator σp ∈ Ip(2)
for all p ∈ P. For a ∈ Q∗, we write χa : GQ → F2 for the quadratic character corresponding
to Q(
√
a). Then we pick σ2(1), σ2(2) ∈ I2(2) such that
χ2(σ2(1)) = 1, χ2(σ2(2)) = 0, χ−1(σ2(1)) = 0, χ−1(σ2(2)) = 1.
Proposition 2.1 together with the above remark tells us that the set {σp}p∈P ∪ {σ2(1), σ2(2)}
is a set of topological generators for the Galois group Gpro−2Q .
Let L/Q now be a finite Galois extension with Galois group G := Gal(L/Q). Fix a
2-cocycle θ
θ : G2 → F2
with the requirement that θ(id, id) = 0. Note that every class in H2(G,F2) contains such a
2-cocycle, since if we let φ : G→ F2 be the constant non-trivial map, then for every 2-cocycle
θ′, exactly one of θ′ and θ′ + dφ has the required property. Then one can form the group
(F2 ×G, ∗θ),
where the group law is
(a1, g2) ∗θ (a2, g2) = (a1 + a2 + θ(g1, g2), g1g2).
Our assumption on θ makes sure that (0, id) is the trivial element of (F2×G, ∗θ): for a general
2-cocycle the identity element is (θ(id, id), id). The following proposition plays a key role in
the parametrization of G-extensions.
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Proposition 2.2. Let L/Q be a Galois extension with G := Gal(L/Q). Suppose that θ is
non-trivial in H2(G,F2).
(a) The natural projection map π : GQ ։ G can be lifted to a surjective homomorphism
ψ : GQ → (F2 ×G, ∗θ)
if and only if invp(θ) = 0 for each prime p ramifying in L/Q. Furthermore, for all lifts ψ,
the F2-coordinate of ψ is a continuous 1-cochain φ(ψ) : GQ → F2 with
d(−φ(ψ)) = θ,
where d(φ(ψ))(σ, τ) := φ(ψ)(σ) + φ(ψ)(τ) − φ(ψ)(στ). Conversely, for any continuous 1-
cochain φ : GQ → F2 with d(−φ) = θ the assignment
ψ(φ)(g) = (φ(g), π(g))
is an epimorphism lifting the canonical projection π : GQ → G to an epimorphism GQ →
(F2 ×G, ∗θ). The two assignments are mutual inverses.
(b) In case one has a lift ψ as in part (a), then there is a unique one satisfying
φ(ψ)(σp) = 0 for all p ∈ P and φ(ψ)(σ2(1)) = φ(ψ)(σ2(2)) = 0.
Proof. For part (a), observe that a map φ(ψ) : GQ → F2 is the first coordinate of a homo-
morphism
ψ : GQ ։ (F2 ×G, ∗θ), g 7→ (φ(ψ)(g), π(g))
if and only if
d(−φ(ψ)) = θ.
Indeed, in order for ψ to be a homomorphism, it is necessary and sufficient that
(φ(ψ)(g1g2), π(g1g2)) = ψ(g1g2) = ψ(g1)ψ(g2) = (φ(ψ)(g1) + φ(ψ)(g2) + θ(g1, g2), π(g1g2)),
which is in turn equivalent to
d(−φ(ψ))(g1, g2) = φ(ψ)(g1g2)− φ(ψ)(g1)− φ(ψ)(g2) = θ(g1, g2).
Let φ(ψ) : GQ → F2 be a continuous 1-cochain such that d(−φ(ψ)) = θ. We claim that
(φ(ψ), π) is surjective. Take a non-trivial character χ : (F2 ×G, ∗θ) → F2. We further claim
that χ comes from G. Indeed, if not, then the kernel of χ would readily provide a splitting
of θ, contrary to our assumption that θ is non-trivial. Since ψ is surjective, there exists
g ∈ G with χ(g) = 1. This implies that the image of (φ(ψ), π) generates modulo the Frattini
subgroup of (F2 ×G, ∗θ) and therefore (φ(ψ), π) is surjective as claimed.
Furthermore, we see that the lifting ψ exists if and only if the inflation of θ to H2(GQ,F2)
is trivial, which happens if and only if θ is trivial in H2(GQv ,F2) for every place v in P ∪{2}:
the unique archimedean place of Q is then guaranteed by Hilbert reciprocity. Thanks to [32,
Proposition 4.4], the vanishing at the places unramified in L/Q is already guaranteed: notice
that in [32, Section 4] the number l is assumed to be an odd prime but Proposition [32,
Proposition 4.4] also holds for l = 2 with an identical proof. This ends the proof of part (a).
We now turn to part (b). The uniqueness follows immediately from part (a) and the
fact that {σp}p∈P ∪ {σ2(1), σ2(2)} is a system of topological generators for Gpro−2Q . Indeed,
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an epimorphism ψ as in part (a) is entirely determined by its values on a set of topological
generators. It remains to establish the existence of φ(ψ), where we shall use that {σp}p∈P ∪
{σ2(1), σ2(2)} is a minimal set of topological generators. Choose a map φ : GQ → F2 satisfying
d(−φ) = θ.
The resulting epimorphism ψ(φ) : Gpro−2Q ։ (F2 × G, ∗θ) corresponds to a finite extension.
Therefore we have φ(σp) = 0 for all but finitely many p ∈ P. Define for p ∈ P
p∗ = (−1) p−12 p.
Now the sum




is a well-defined element of H1(GQ,F2). Hence, since {σ2(1), σ2(2)}∪{σp}p∈P and {χ2, χ−1}∪
{χp∗}p∈P are dual to each other, we obtain that




vanishes at σ2(1), σ2(2) and at σp for all p ∈ P, which completes the proof of part (b).
We denote the unique 1-cochain as in part (b) of Proposition 2.2 by φ(G, θ). In case θ
is trivial as a 2-cocycle, then we define φ(G, θ) := 0. With this convention for φ(G, θ), we
observe that it still satisfies the conclusion of Proposition 2.2 part (b), since there is exactly
one quadratic character (namely the trivial character) vanishing on the system of topological
generators {σ1(2), σ2(2)} ∪ {σp}p∈P .





We denote by Prim(SFA2 −{(0,...,0)}) the subset of SFA2 −{(0,...,0)} consisting of pairwise coprime
squarefree integers, where coprimality for a pair of squarefree integers (a1, a2) here means
also that not both a1 and a2 are negative. We conclude this section by giving a bijection
Pow(A) : Prim(SFA2 −{(0,...,0)}) → SA,











Here we implicitly identify the space FA2 − {(0, . . . , 0)} with the non-empty subsets of A. To
see that this map is a bijection, we construct the inverse map. For a vector (vj)j∈A ∈ SA and
a prime p, we call the p-support of (vj)j∈A to be the subset of A consisting of those j such
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that p | vj . We also define the −1-support of (vj)j∈A to be the subset of A consisting of those
j such that vj < 0. We now consider the assignment
(vj)j∈A 7→ (wB)∅6=B⊆A,
where wB is the product of the elements t ∈ P∪{−1, 2} such that (vj)j∈A has t-support equal
to B. It is readily verified that this assignment and Pow(A) are inverse to each other.
3 The parametrization
Fix a positive integer r. We call a sequence of pairs
{(Gi, θi)}i∈[r]
an admissible sequence if it obeys the following inductive rules. For each i ∈ [r], we demand




with θi(id, id) = 0 and with θi vanishing in H
2(Gi−1,F2) if and only if θi is the zero map.
Here G0 is the trivial group by convention. Furthermore, we require that
Gi = (F2 ×Gi−1, ∗θi)
for all i ∈ [r]. Fix for the remainder of this section an admissible sequence {(Gi, θi)}i∈[r]. We
denote in what follows
G := Gr.
The goal of this section is to construct a surjective map
PG : Prim(SG−{id}) ։ Epitop.gr.(Gpro−2Q , G) ∪ {•},
which restricts to a bijection between
Prim(SG−{id})(solv.) := P−1G (Epitop.gr.(G
pro−2
Q , G))
and Epitop.gr.(Gpro−2Q , G). Furthermore, we explain how to read the ramification data on
the right hand side from the left hand side of this parametrization. Here we recall that
Prim(SG−{id}) denotes the subset of SG−{id} consisting of pairwise coprime integers, where
we recall that coprimality of two integers here also excludes that they are both negative.
We start by defining a map
P̃G : Sr → Epitop.gr.(Gpro−2Q , G) ∪ {•}
as follows. Let v := (v1, . . . , vr) be an element of Sr. First of all in case χv1 is the trivial
character, we declare P̃G(v) = •. So assume that χv1 is non-trivial. Equivalently,
χv1 ∈ Epitop.gr.(Gpro−2Q , G1).
Hence
χ∗v1(θ2) := θ2(χv1(σ), χv1(τ))
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is now a 2-cocycle on GQ. If χ
∗
v1(θ2) is non-trivial in H
2(GQ,F2), then we declare P̃G(v) = •.
Now assume that χ∗v1(θ2) is zero in H
2(GQ,F2); we distinguish two cases. If θ2 is already a
trivial 2-cocycle on G1, we have that φ(G1, χ
∗
v1(θ2)) = 0 and
(χv2 , χv1) ∈ Epitop.gr.(Gpro−2Q , G2)
if and only if χv1 and χv2 are linearly dependent. In case χv1 and χv2 are linearly dependent,








Now we continue in this fashion inductively. At step i < r we have either already assigned
v to •, or we have obtained an epimorphism ψi ∈ Epitop.gr.(Gpro−2Q , Gi). Then we get a 2-
cocycle ψ∗i (θi+1), which gives a class in H
2(GQ,F2). If this class is non-trivial in H
2(GQ,F2),
we send v to •.
In case ψ∗i (θi+1) is trivial in H
2(GQ,F2), we distinguish two cases. If ψ
∗
i (θi+1) is already
trivial in H2(Gi,F2), we have that φ(Gi, ψ
∗
i (θi+1)) = 0. Then we have that
(χvi+1 , ψi) ∈ Epitop.gr.(Gpro−2Q , Gi+1)




Indeed, observe that in this case we have Gi+1 = F2×Gi, therefore, since we have surjectivity
if and only if we have surjectivity modulo the Frattini, we need to have that χvi+1 is linearly
independent from the quadratic characters coming from Gi. Thus our claim comes down to
the claim that such quadratic characters are precisely spanned by the set
{χvj}j≤i:θj=0.
This is justified by the following simple observation. LetH be a finite 2-group and θ : H2 → F2
a 2-cocycle. Then θ is trivial in H2(H,F2) if and only if the dimension of (F2×H, ∗θ) modulo
its Frattini subgroup is one larger than that of H modulo its Frattini subgroup. To see the
non-trivial direction observe that if one takes a quadratic character χ : (F2 × H, ∗θ) → F2
that does not come from H, then its kernel gives a splitting of the sequence.
If χvi+1 is linearly dependent on these characters χvj , we send v to • and otherwise we go
to step i+ 1.
Now suppose that θi+1 was a non-trivial class of H
2(Gi,F2). Then we always obtain by
means of Proposition 2.2 a new epimorphism
(φ(Gi, ψ
∗
i (θi+1)) + χvi+1 , ψi) ∈ Epitop.gr.(Gpro−2Q , Gi+1).
Continuing in this fashion we obtain either • or an element of
Epitop.gr.(Gpro−2Q , G),
which is by definition P̃G(v). We put
PG := P̃G ◦ Pow([r]).
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We remark that φ(Gi, θ) was defined only when Gi was a Galois group. However, this small
abuse of notation does not present any issues, since the epimorphism ψi realizes the implicit
identification between Gi and the corresponding Galois group.
Also we remark that in the construction of the map PG we have implicitly used that G
is set-theoretically defined to be Fr2, with the identity element being (0, . . . , 0), thanks to our
convention on 2-cocycles vanishing on (id, id). Hence there is no abuse of notation in invoking
the map Pow([r]).
Proposition 3.1. The map
PG : Prim(SG−{id}) ։ Epitop.gr.(Gpro−2Q , G) ∪ {•}
is a surjection, which restricts to a bijection between Prim(SG−{id})(solv.) and surjective
homomorphisms Epitop.gr.(Gpro−2Q , G).
Proof. This is an immediate consequence of the construction of the map PG and Proposition
2.2.
The parametrization PG allows us to read off very neatly the image of the topological
generators {σp}p∈P from the tuples of squarefree integers.
Proposition 3.2. Let (vg)g∈G−{id} be an element of Prim(SG−{id})(solv.). Let p ∈ P. If
p | vg0 for a (necessarily) unique g0 ∈ G− {id} then
PG((vg)g∈G−{id})(σp) = g0.
If p does not divide any of the elements of the vector (vg)g∈G−{id}, then
PG((vg)g∈G−{id})(σp) = id.
Proof. Write (wj)j∈[r] for the image of (vg)g∈G−{id} under Pow([r]). For the first part, consider
step i of the admissible sequence so that
Gi = (F2 ×Gi−1, ∗θi).
Observe that σp is sent to 1 (after projecting on the F2 component) if and only if χwi ramifies
at p. Indeed, this follows from the normalization imposed on the 1-cochains φ constructed in
the parametrization. Therefore σp is sent to the p-support of (wj)j∈[r], which by construction
of the map PG is also the unique vg0 divisible by p.
For the second part, observe that if p does not divide any of the vg, then at every step of
the admissible sequence σp is mapped to 0. Hence σp is sent to 0, which is by construction
the identity element of G.
We next read off the value of the discriminant under the bijection PG. For any continuous
homomorphism ψ of GQ with values in some finite group, we denote by Disc(ψ) the absolute
discriminant of the corresponding extension of Q. We write odd(n) for the largest, positive,
odd divisor of an integer n.













Proof. We need to show that for each p ∈ P the p-adic valuation of Disc(PG((vg)g∈G−{id}))
matches with the p-adic valuation of the right hand side. Since p is odd and since G is a









Thanks to Proposition 3.2 we deduce that PG((vg)g∈G−{id})(σp) is trivial in case p does not
divide any vg and equals g0 in case p divides vg0 . This is precisely the desired conclusion.
4 The upper bound
For any finite 2-group G we denote by Inv(G) the subset of G consisting of involutions, that
is, elements g ∈ G− {id} with g2 = id. In this section we use the parametrization of Section
3 to establish the following upper bound.
Theorem 4.1. Let G be a non-trivial, finite 2-group. Then there exists a constant c ∈ R>0
such that
#{ψ ∈ Epitop.gr.(GQ, G) : Disc(ψ) ≤ X} ≤ c ·X
2
#G · log(X)#Inv(G)−1




















Indeed, the 2-adic valuation of the discriminant is at least eg in case 2 | vg. The above set








where the vg are positive squarefree integers that are pairwise coprime. We pull out the


















vh coprime to vg
vh pairwise coprime
1. (4.1)
In the inner sum we drop the condition that vh is coprime to the vg with g ∈ G−Inv(G)−{id},
while in the outer sum we drop the condition that the vg are pairwise coprime. However, we
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which follows for example from [41, Theorem 2.7] and [41, Corollary 2.15]. Plugging this
































Each inner sum converges since 2eg/#G > 1 for g ∈ G− Inv(G)− {id}, which completes the
proof of the theorem.
Let K be a number field. The upper bound in Theorem 9.1, which is the natural general-
ization of Theorem 4.1 to number fields and arbitrary nilpotent groups, is always at least as
good as the upper bound appearing in [29], where an upper bound of the shape
cG,K ·Xa(G) · log(X)d(G,K)−1
is established. For 2-groups we can compute d(G,K) as follows. Take a refinement R of the
upper central series of G
{id} = Gr ⊆ Gr−1 ⊆ · · · ⊆ G1 ⊆ G0 = G
such that each quotient is of size 2 (we caution the reader that these Gi are closely related, but
different than the ones in the definition of admissible sequence). Then define Ai := Gi−1−Gi






Now d(G,K) is simply the minimum of d(R,K) over all refinements R. We conclude this
section by showing that for some groups G, Theorem 4.1 provides a strictly better upper
bound. In particular the next example is a group of size 64, where [29] always gives (i.e. for








where (1, 0) acts as multiplication by 1 + x1 and (0, 1) as multiplication by 1 + x2. Then for
any choice of the filtration {Gi} as in [29], one has
d(G,K) ≥ #Inv(G) + 4.
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Proof. Let
{id} = G6 ⊆ G5 ⊆ · · · ⊆ G1 ⊆ G0 = G
be a refinement of the upper central series where each group is of index 2 in the next one.
We say that an element g ∈ G has weight i in case g ∈ Gi − Gi+1. We claim that there are
at least 4 elements of order 4 with the same weight as an involution.
We start by computing




where (x1, x2) is the ideal generated by x1 and x2. From this we deduce that any surjective
homomorphism
π : G։ F22
does not vanish identically on {0}⋊F22. Next observe that each of the Gi’s above are normal
in G. Therefore, since [G : G2] = 4, we conclude that
G
G2
is an abelian group, which implies
that




Looking at the surjective homomorphism G։ GG2
∼= F22, we conclude that at least one of the
involutions in the set
{(0, (1, 0)), (0, (1, 1)), (0, (0, 1))}
has weight at most 1. On the other hand equation (4.3) shows that every commutator is
necessarily of weight at least 2. Hence at least one of the following three sets
{(x2, (1, 0)), (x1 + x2, (1, 0)), (x2 + x1x2, (1, 0)), (x1 + x2 + x1x2, (1, 0))},
{(x2, (1, 1)), (x1 , (1, 1)), (x1 + x1x2, (1, 1)), (x2 + x1x2, (1, 1))},
{(x1, (0, 1)), (x1 + x2, (0, 1)), (x1 + x2 + x1x2, (0, 1)), (x1 + x1x2, (0, 1))},
consist entirely of elements with order 4 and weight 1. This shows that the set of elements
having the same weight as an involution contains at least 4 elements that are not involutions,
which is precisely the desired conclusion.
5 Asymptotics for G with Inv(G) ⊆ Z(G)
For a group G we denote by Z(G) the center of G. The goal of this section is to prove
Theorem 5.2.
Let G be a finite 2-group with Inv(G) ⊆ Z(G). Then in particular H(G) := Inv(G)∪{id}
is a vector space over F2, we denote by h(G) its dimension. We filter G by an admissible
sequence
{(Gi, θi)}i∈[r]
such that the kernel of the projection from G = Gr to Gr−h(G) coincides with H(G). In other
words H(G) equals the subset of Fr2 of vectors with last r − h(G) coordinates equal to 0.
Let us denote by
Prim(SG−H(G))(solv.)
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the subset of Prim(SG−H(G)) consisting of elements that appear as the last r − h(G) coordi-
nate of a vector in Prim(SG−{id})(solv.). The following proposition shows that once the set
Prim(SG−H(G))(solv.) is given as input, then the set Prim(SG−{id})(solv.) admits the follow-
ing relatively straightforward structure. In what follows we define the set Prim(SG−{id})◦ to
be the set of vectors (vg)g∈G−{id} ∈ Prim(SG−{id}) such that vh 6= 1 for each h ∈ H(G).
Proposition 5.1. We have
Prim(SG−{id})(solv.) ⊇ (Prim(SH(G)−{id})× Prim(SG−H(G))(solv.)) ∩ Prim(SG−{id})◦
and furthermore
Prim(SG−{id})(solv.) ⊆ (Prim(SH(G)−{id})× Prim(SG−H(G))(solv.)) ∩ Prim(SG−{id}).
Remark 1. In case G = H(G), the set Prim(SG−H(G))(solv.) is by definition the one element
set containing the empty tuple, so that
Prim(SH(G)−{id})× Prim(SG−H(G))(solv.) = Prim(SH(G)−{id}).
Proof. Let G be any profinite group and let ψ ∈ Homtop.gr.(G, G) such that πmod H(g) ◦ ψ is
in Epitop.gr.(G, GH(G)). Let χ ∈ Homtop.gr.(G,H(G)). Note that the assignment
χ · ψ : G → G, g 7→ χ(g) · ψ(g)
is an element of Homtop.gr.(G, G). Indeed, this map is clearly continuous and furthermore
χ(g1g2)ψ(g1g2) = χ(g1)χ(g2)ψ(g1)ψ(g2) = χ(g1)ψ(g1)χ(g2)ψ(g2)
= (χ · ψ)(g1)(χ · ψ)(g2).
Here the second equality uses that H(G) ⊆ Z(G).
Next observe that ψ and χ induce natural maps ψ∗ : Hom(G,F2) → Homtop.gr.(G,F2) and
χ∗ : Hom(H(G),F2) → Homtop.gr.(G,F2). We define V to be the image of ψ∗ and W to be
the image of χ∗, so that V and W are naturally F2 vector spaces. We claim that if
V ∩W = {0}
and if χ∗ is injective, then
χ · ψ ∈ Epitop.gr.(G, G).
Since G is a finite 2-group, it is enough to show that χ · ψ surjects modulo the Frattini
subgroup or equivalently
χ′ ◦ (χ · ψ) 6= 0 (5.1)
for any non-trivial character χ′ : G → F2. We aim to establish equation (5.1). Let us
distinguish two cases. First assume that
χ′(H(G)) = {0}.
Then χ′ ◦ (χ · ψ) = χ′ ◦ ψ and the claim follows from the assumption that πmod H(G) ◦ ψ is
surjective. Suppose now that χ′(H(G)) 6= {0}. Since χ∗ is injective it follows that χ′ ◦χ 6= 0.
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On the other hand we also know that V ∩W = {0}. This means that there exists g ∈ G with
(χ′ ◦ ψ)(g) = 0 and (χ′ ◦ χ)(g) = 1. Therefore we find that
χ′ ◦ (χ · ψ)(g) = 1
and we have established equation (5.1).
We apply the above to G = Gpro−2Q . Fix (yg)g∈G−{id} ∈ Prim(SG−{id})(solv.). Take now
any vector
(y′g)g∈G−{id} ∈ Prim(SG−{id})
with y′g = yg for each g ∈ G−H(G) and y′h 6= 1 for each h ∈ H(G). We must show that
(y′g)g∈G−{id} ∈ Prim(SG−{id})(solv.).
Through the map Pow([h(G)]), we see that (yh)h∈H(G)−{id} corresponds uniquely to a
character χ ∈ Homtop.gr.(G,H(G)). We have that the map
ψ := χ · PG((yg)g∈G−{id})
is an element of Homtop.gr.(G, G) such that πmod H(G) ◦ ψ is surjective.
Let χ′ be the character from G to H(G) corresponding to (y′h)h∈H(G)−{id}. Since y′h 6= 1 for
each h ∈ H(G)−{id}, it follows that χ′ is surjective and hence χ′∗ is injective. Furthermore,
V ∩W = {0} by construction of ψ and our assumption that y′h 6= 1 for h ∈ H(G) − {id}.
Hence






This establishes the first part of the proposition. The second part is straightforward.
We are now ready to show Theorem 1.1 in the special case of 2-groups over Q.
Theorem 5.2. Let G be a non-trivial 2-group with Inv(G) ⊆ Z(G). Then there exists a
constant α ∈ R>0 such that
#{ψ ∈ Epitop.gr.(GQ, G) : Disc(ψ) ≤ X} ∼ α ·X
2
#G · log(X)#Inv(G)−1.
Proof. Thanks to Proposition 3.1 we have a bijection between the sets Epitop.gr.(GQ, G) and
Prim(SG−{id})(solv.). This allows us to define the discriminant Disc(y) for any vector y in
the space Prim(SG−{id})(solv.). We also recall that the odd part of Disc(y) can be computed
by an appeal to Proposition 3.3.
Now label the elements of Prim(SG−H(G))(solv.) as x1, x2, x3, . . . and write L for the
length of the sequence, where we allow L to be infinite. Write π for the natural projection
map from Prim(SG−{id})(solv.) to Prim(SG−H(G))(solv.). Then we have














1 ∼ bG,xi ·X
2
#G · log(X)#Inv(G)−1. (5.2)
To prove the claim, write y = (yg)g∈G−{id} and split the sum depending on the value of
yh mod 8 for each h ∈ H(G) − {id}. So let a = (ah)h∈H(G)−{id} ∈ (Z/8Z)H(G)−{id}. Then
G, xi and a determine the restriction of ψ to I2(2) and thus the 2-adic valuation of the













yh coprime to yg for g∈G−H(G)






and upper bound equation (5.3) by
∑
(yh)h∈H(G)−{id}
yh coprime to yg for g∈G−H(G)






Basic analytic number theory allows one to give matching asymptotic formulas for equation
(5.4) and equation (5.5), which together imply the claimed equation (5.2).
Let us now recall the statement of Tannery’s theorem, which, in modern terms, is just the









then limX→∞ S(X) exists,
∑∞




















so that limX→∞ fi(X) = bG,xi by equation (5.2). It follows from equation (4.2) of Theorem

























Since bG,xi > 0 and the sum is non-empty by Shafarevich’s theorem, the theorem follows.
6 Arbitrary nilpotent groups and number fields
In our first subsection we restrict ourselves to the case that G is a finite l-group, but we work
with an arbitrary number field K. This is then extended to general nilpotent G in the second
subsection.
6.1 Finite l-groups
Our first goal is to extend Proposition 3.1 to general number fields and general nilpotent
groups. In what follows we shall use the notation introduced in Section 2. Let K be a
number field, picked inside Qsep. Denote by ΩK the set of all places of K. For each finite
place q in ΩK , lying above a rational prime q, the restriction of the map i
∗
q provides us with
an inclusion
i∗q : GKq → GK .
Denote by kq the residue field of K at q. Write
Iq := ker(GKq → Gkq)
for the inertia subgroup. Let now l be any prime number. In what follows the group Fl
will always be implicitly interpreted as a Galois module with trivial action, whenever the
notation suggests an implicit action of a group on Fl. We denote by H
1
unr(GKq ,Fl) the image,
via inflation, of H1(Gkq ,Fl) in H
1(GKq ,Fl).
For a subset S ⊆ ΩK , containing all the archimedean places of K, we consider the map







In case S consists exactly of the archimedean places, we will denote the resulting map simply
by ΦK(l). We start by recalling the following classical fact.
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Proposition 6.1. The abelian groups ker(ΦK(l)) and coker(ΦK(l)) are finite.
Proof. By class field theory we have a canonical identification
ker(ΦK(l)) = Cl(K,m∞)
∨[l],
where m∞ is the modulus consisting of all archimedean places. Therefore we have that
#ker(ΦK(l)) = #Cl(K,m∞)∨[l] ≤ l[K:Q] ·#Cl(K)∨[l],
where the first factor l[K:Q] can be dropped when l is odd. Therefore the finiteness of
ker(ΦK(l)) follows from the finiteness of Cl(K). The finiteness of coker(ΦK(l)) is established
in [44, Theorem 5, eq. (14) and (16)].
The following important fact falls as an easy consequence of Proposition 6.1.
Proposition 6.2. There exists a finite set of places S, containing all archimedean places,
such that ΦK(l, S) is surjective.
Proof. Write A for the finite subset of archimedean places of ΩK . Thanks to Proposition 6.1












we can find w ∈⊕q∈S−A
H1(GKq ,Fl)
H1unr(GKq ,Fl)
and a global character χ ∈ H1(GK ,Fl) such that
ΦK(l)(χ) = v + w.
Therefore, since w is entirely supported in S, we conclude that
ΦK(l, S)(χ) = v.
Hence we have shown that the map ΦK(l, S) is surjective with this choice of S, which is
precisely the desired conclusion.
Of course if a set S as in Proposition 6.2 works, then any larger set works as well. We fix
once and for all a finite set Sclean(l) as in Proposition 6.2, making sure that it also contains




For q ∈ ΩK −Sclean(l), it follows from local class field theory that equation (6.1) is equivalent
to the condition
# (OK/q) ≡ 1 mod l.
Write Kpro−l for the compositum of all finite Galois extensions L of K with [L : K] a power
of l.
18
Proposition 6.3. Let q ∈ ΩK be a finite place coprime to l such that #(OK/q) 6≡ 1 mod l.
Then q is unramified in every finite extension L/K inside Kpro−l.
Proof. It suffices to prove the proposition locally at q. Take a positive integer f and let Kqf
be the unique unramified extension of Kq of degree equal to f with residue field denoted by
kqf . Then if we have a cyclic totally ramified degree l extension of Kqf it follows from local
class field theory and the fact that q is coprime to l
#kqf = #k
f
q ≡ 1 mod l.
Now, if f is a power of l itself, we conclude that #kq is already congruent to 1 modulo l
contrary to our assumption that # (OK/q) 6≡ 1 mod l.
We remark that Proposition 6.3 certainly applies to any place q ∈ ΩK −Sclean(l)− Ω̃K(l).
Let q ∈ Ω̃K(l). Thanks to Proposition 6.2, there exists a character
χq ∈ H1(GK ,Fl)
such that ΦK(l, Sclean(l))(χq) has non-trivial coordinate precisely at q and at no other places
in ΩK−Sclean(l). Fix once and for all such a choice of χq for each q ∈ Ω̃K(l). By construction
{χq}q∈Ω̃K (l)
is a linearly independent set. Furthermore by Proposition 6.1 we obtain that the subspace
〈{χq}q∈Ω̃K (l)〉 ⊆ H
1(GK ,Fl)
has finite index. Additionally, there exists a positive integer t and a basis
J := {χi}ti=1 ⊆ ker(ΦK(l, Sclean(l)))
such that J ∪ {χq}q∈Ω̃K (l) is a basis of H
1(GK ,Fl). Fix once and for all such a choice of J .
We denote by
B(K, l) := J ∪ {χq}q
this fixed choice of a basis. Put
Gpro−lK := Gal(Kpro−l/K).
For each finite place q ∈ ΩK we denote by
Iq(l) := proj(GK → Gpro−lK ) ◦ i∗q(Iq).
We have the following basic fact.
Proposition 6.4. The group Iq(l) is pro-cyclic for each finite place q ∈ ΩK coprime to l.
Proof. Let L be a non-archimedean local field of characteristic 0 and write p for its residue
characteristic. Let d be a positive integer coprime to p. Then every finite totally ramified
extension of L of degree equal to d can be obtained as L( d
√
π) for π a uniformizer of L. For an
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elementary proof of this well-known fact see [32, Proposition A.5]. Applying this repeatedly
to all finite unramified extensions of L, we conclude that
IL
IwildL
is a pro-cyclic group, where IL is the inertia subgroup and I
wild
L is the wild inertia subgroup.




gives in particular the desired conclusion.
Remark 2. Since the group Iq(l) is a pro-cyclic pro-l group, it is either isomorphic to a finite
group of order a power of l or isomorphic to Zl. In case a primitive l-th root of unity ζl is in







of Kpro−l/K (which is contained in Kpro−l/K exactly because ζl is in K) given by any α in
K with vq(α) = 1. Therefore we conclude that if K possesses a non-trivial l-th root of unity,
then
Iq(l) ≃top.gr. Zl
for every finite place q ∈ ΩK coprime to l. Instead if ζl is not in K, we observe that Proposition
6.3 shows that the group Iq(l) is trivial in case q is a finite place of ΩK that is coprime to l
and satisfies (OK/q) 6≡ 1 mod l.
We fix once and for all a topological generator σq of Iq(l) for all q ∈ Ω̃K(l) in the following
manner. Observe that χq(σq) 6= 0 for any topological generator of Iq(l), since the character
χq ramifies at q. Hence we can always pick a generator σq with the normalization χq(σq) = 1.
We make such a choice of σq once and for all. In case q ∈ ΩK − Sclean(l) − Ω̃K(l), then the
group Iq(l) is trivial by Proposition 6.3, and we declare σq := id.
Now it follows by construction that
χ(σq) = δχq(χ)
for each χ ∈ B(K, l) and q ∈ Ω̃K(l), where δ denotes the Kronecker delta function. Therefore
we can complete the set
{σq}q∈Ω̃K(l)
to a minimal set of generators
{σi} ∪ {σq}q∈Ω̃K (l),
which is dual to the basis B(K, l), i.e.
χi(σq) = 0 = χq(σi) for each i ∈ [t] and q ∈ Ω̃K(l)
χi(σj) = δi(j) for each i, j ∈ [t]
χq(σq′) = δq(q
′) for every q, q′ ∈ Ω̃K(l).
We denote by
B∨(K, l) := {σi}ti=1 ∪ {σq}q∈Ω̃K (l)
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this special set of topological generators of Gpro−lK .
Let L/K be a finite Galois extension inside Kpro−l with Galois group G := Gal(L/K).
Take a 2-cocycle θ
θ : G2 → Fl
with the requirement that θ(id, id) = 0. By the same argument as before, every class in
H2(G,Fl) can be represented by such a 2-cocycle θ. Consider the group
(Fl ×G, ∗θ),
where the group law is
(a1, g2) ∗θ (a2, g2) = (a1 + a2 + θ(g1, g2), g1g2).
Our assumption on θ ensures that (0, id) is the trivial element of (Fl ×G, ∗θ). We have the
following generalization of Proposition 2.2.
Proposition 6.5. Let l be a prime number. Let K be a number field and let L be an extension
with G = Gal(L/K) a finite l-group. Suppose that θ is non-trivial in H2(G,Fl).
(a) The natural projection map π : GK ։ G can be lifted to a surjective homomorphism
ψ : GK → (Fl ×G, ∗θ)
if and only if θ is trivial in H2(GKv ,Fl) for each place v that ramifies in L/K. Moreover, if
ψ is a lift, then the Fl-coordinate of ψ is a continuous 1-cochain φ(ψ) : GK → Fl with
d(−φ(ψ)) = θ.
Conversely, given any such continuous 1-cochain φ : GK → Fl with d(−φ) = θ, the assignment
ψ(φ)(g) = (φ(g), π(g))
is an epimorphism lifting the canonical projection π : GK → G to an epimorphism GK →
(Fl ×G, ∗θ). The two assignments are mutual inverses.
(b) In case one has a lift ψ as in part (a), then there is a unique one satisfying
φ(ψ)(σ) = 0 for all σ ∈ B∨(K, l).
Proof. We start with part (a). We claim that a map φ(ψ) : GK → Fl is the first coordinate
of a homomorphism
ψ : GK ։ (Fl ×G, ∗θ), g 7→ (φ(ψ)(g), π(g))
if and only if
d(−φ(ψ)) = θ.
Indeed, since ψ is a homomorphism, we obtain
(φ(ψ)(g1g2), π(g1g2)) = ψ(g1g2) = ψ(g1)ψ(g2) = (φ(ψ)(g1) + φ(ψ)(g2) + θ(g1, g2), π(g1g2)),
which is equivalent to
d(−φ(ψ))(g1, g2) = φ(ψ)(g1g2)− φ(ψ)(g1)− φ(ψ)(g2) = θ(g1, g2)
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as claimed.
Now suppose that there exists φ(ψ) with d(−φ(ψ)) = θ. We claim that (φ(ψ), π) is
surjective. Let us first show that all characters (Fl ×G, ∗θ) → Fl must come from G. If not,
then the kernel of such a hypothetical character provides a splitting of θ, which implies that
θ is trivial contrary to our assumptions. Hence, since ψ is surjective, the image of (φ(ψ), π)
generates modulo the Frattini of (Fl ×G, ∗θ), and therefore equals (Fl ×G, ∗θ).
Furthermore, we see that the lifting ψ exists if and only if the inflation of θ to H2(GK ,Fl)
is trivial if and only if θ is trivial in H2(GKv ,Fl) for every place v of K. Thanks to [32,
Proposition 4.4], the vanishing at the finite places unramified in L/K is already guaranteed:
notice that in [32, Section 4] the number l is assumed to be an odd prime but Proposition [32,
Proposition 4.4] also holds for l = 2 with an identical proof. Ifv is an archimedean complex
place the vanishing is authomatic. If v is an archimedean real place and the extension L/K
is unramified at v, then this means that for each place w of L above v we have that Lw = Kv
and thus the embedding problem is locally trivial at v. This ends the proof of part (a).
We now prove part (b). The uniqueness follows at once from part (a) combined with the
fact that B∨(K, l) is a system of topological generators for Gpro−lK . Indeed, an epimorphism ψ
as in part (a) is entirely determined by its values on a set of topological generators. We next
show the existence: here we will take advantage of the fact that B∨(K, l) is a minimal set of
topological generators. Take a map φ : GK → Fl satisfying
d(−φ) = θ.
The resulting epimorphism ψ(φ) : Gpro−lK ։ (Fl×G, ∗θ) corresponds to a finite extension. As
such we conclude that φ(σq) = 0 for all but finitely many q ∈ Ω̃K(l). Therefore the sum
t∑
i=1




is a well-defined element of H1(GK ,Fl). Hence, since B(K, l) and B∨(K, l) are dual to each








vanishes at σi for all i ∈ [t] and at σq for all q ∈ Ω̃K(l). This ends the proof of part (b).
We denote the unique 1-cochain as in part (b) of Proposition 6.5 by φ(G, θ). In case θ
is trivial as a 2-cocycle, then we choose φ(G, θ) := 0. With this choice, we see that φ(G, θ)
satisfies part (b) of Proposition 6.5, since the trivial character is the unique cyclic degree l
character vanishing at all σ ∈ B∨(K, l).
Denote by Sl the set {0, 1}[t] × S ′l , where S ′l is the set of squarefree integral ideals in OK











Two pairs (T, b), (T ′, b′) ∈ Sl are said to be coprime in case b, b′ are coprime ideals and there
does not exist a j ∈ [t] such that πj(T ) = πj(T ′) = 1. Formulated differently, the two pairs
are coprime exactly when
{σ ∈ B∨(K, l) : χ(T,b)(σ) 6= 0} ∩ {σ′ ∈ B∨(K, l) : χ(T ′,b′)(σ′) 6= 0} = ∅.
Let V be any finite set. We denote by Prim(SF
V
l −{(0,...,0)}
l ) the subset of S
FVl −{(0,...,0)}
l
consisting of vectors possessing pairwise coprime coordinates. We conclude this subsection
by giving a bijection
Powl(V ) : Prim(SF
V
l −{(0,...,0)}
l ) → H1(GK ,Fl)V ,
which sends a vector (vg)g∈FVl −{(0,...,0)} to










where πj is the projection map on the j-th coordinate. Let us prove that this map is indeed
a bijection.
Proposition 6.6. Let V be a finite set. Then the map Powl(V ) is a bijection.
Proof. Assume without loss of generality that V = [r]. To a vector (χ1, . . . , χr) inH
1(GK ,Fl)
r
we attach a point




l ) as follows. For each q ∈ Ω̃K(l) we let q divide the entry vg(2) if and
only if
(χ1(σq), . . . , χr(σq)) = g.
Likewise for each j ∈ [t] we put πj(vg(1)) = 1 if and only if
(χ1(σj), . . . , χr(σj)) = g.
By construction (vg(1), vg(2))g∈Frl −{(0,...,0)} is in Prim(S
Frl −{(0,...,0)}
l ). Using that B∨(K, l) is a
system of topological generators, we deduce that
Powl([r])((vg(1), vg(2))g∈Frl −{(0,...,0)}) = (χ1, . . . , χr),
since the equality holds by construction when evaluated in an element of B∨(K, l). Conversely
let σ ∈ B∨(K, l) and let (vg)g∈Frl−{(0,...,0)} ∈ Prim(S
Frl−{(0,...,0)}
l ). There exists at most one
g0 ∈ Frl − {(0, . . . , 0)} such that χvg0 (σ) 6= 0. Suppose that such a g0 exists. Then
Powl([r])((vg)g∈Frl−{(0,...,0)})(σ) = g0,
which implies that
Πl ◦ Powl([r])((vg)g∈Frl −{(0,...,0)}) = (vg)g∈Frl−{(0,...,0)}.
Hence Πl and Powl([r]) are mutual inverses, which finishes the proof of the proposition.
We now have the necessary tools to generalize Proposition 3.1 to general number fields
and general nilpotent groups. We carry this out in the next subsection.
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6.2 The parametrization in general
We recall the setup from Section 3. Let r ∈ Z≥1. A sequence of pairs
{(Gi, θi)}i∈[r]
is called an admissible sequence if it satisfies the following inductive rules:
• G0 is the trivial group by convention. Furthermore, Gi is an l-group and θi : G
2
i−1 → Fl
is a 2-cocycle with θi(id, id) = 0 for each i ∈ [r];
• we have
Gi = (Fl ×Gi−1, ∗θi)
for all i ∈ [r];
• θi is the zero map if and only if the class of θ in H
2(Gi−1,Fl) is trivial.
For the remainder of this section we fix an admissible sequence {(Gi, θi)}i∈[r]. Set
G := Gr.
The aim of this section is to construct a surjective map
PG : Prim(SG−{id}l ) ։ Epitop.gr.(G
pro−l
K , G) ∪ {•},
which restricts to a bijection between
Prim(SG−{id}l )(solv.) := P−1G (Epitop.gr.(G
pro−l
K , G))
and Epitop.gr.(Gpro−lK , G). Furthermore, we explain how to read the ramification data on the
right hand side from the left hand side of this parametrization.
We start by defining a map
P̃G : H
1(GK ,Fl)
r → Epitop.gr.(Gpro−lK , G) ∪ {•}
as follows. Let v := (χ1, . . . , χr) be an element of H
1(GK ,Fl)
r. If χ1 is the trivial character,
we declare P̃G(v) = •. So we assume from now on that χ1 is non-trivial. Equivalently,
χ1 ∈ Epitop.gr.(Gpro−lK , G1).
Hence χ∗1(θ2) is now a 2-cocycle on GK . If it is non-trivial, then we declare P̃G(v) = •. Now
assume that χ∗1(θ2) is zero in H
2(GK ,Fl); we distinguish two cases. If θ2 is already a trivial
2-cocycle on G1, we have that φ(G1, χ
∗
v1(θ2)) = 0 and
(χ2, χ1) ∈ Epitop.gr.(Gpro−lK , G2)
if and only if χ1 and χ2 are linearly dependent. In case χ1 and χ2 are linearly dependent, we




1(θ2)) + χ2, χ1) ∈ Epitop.gr.(Gpro−lK , G2)
by Proposition 6.5.
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Now we continue in this fashion inductively. At step i < r we have either already assigned
v to •, or we have obtained an epimorphism ψi ∈ Epitop.gr.(Gpro−lK , Gi). Then we get a 2-
cocycle ψ∗i (θi+1), which gives a class in H
2(GK ,Fl). If this class is non-trivial in H
2(GK ,Fl),
we send v to •.
In case ψ∗i (θi+1) is trivial in H
2(GK ,Fl), we distinguish two cases. If ψ
∗
i (θi+1) is already
trivial in H2(Gi,Fl), we have that φ(Gi, ψ
∗
i (θi+1)) = 0. Then
(χi+1, ψi) ∈ Epitop.gr.(Gpro−lK , Gi+1)




For a proof of this claim we refer the reader to the special case K = Q, l = 2, which we have
discussed in detail in Section 3: the argument goes through without changes.
If χi+1 is linearly dependent on these characters χj, we send v to •. Otherwise we go to
step i+ 1.
Now suppose that θi+1 is a non-trivial class of H
2(Gi,Fl). Then we always obtain by
means of Proposition 6.5 a new epimorphism
(φ(Gi, ψ
∗
i (θi+1)) + χi+1, ψi) ∈ Epitop.gr.(Gpro−lK , Gi+1)
and we go to step i+ 1. Continuing in this fashion we obtain either • or an element of
Epitop.gr.(Gpro−lK , G),
which is by definition P̃G(v). We put
PG := P̃G ◦ Powl([r]).
We remark that φ(Gi, θ) is only defined in case Gi is a Galois group. Fortunately, this small
abuse of notation does not present any issues. Indeed, the epimorphism ψi realizes the implicit
identification between Gi and the corresponding Galois group.
We additionally remark that in the construction of the map PG we have implicitly used
that G is set-theoretically defined to be Frl with the identity element being (0, . . . , 0), which
is a consequence of our convention that 2-cocycles vanish on (id, id). Hence it makes sense to
invoke the map Powl([r]).
Proposition 6.7. The map
PG : Prim(SG−{id}l ) ։ Epitop.gr.(G
pro−l
K , G) ∪ {•},
is a surjection, which restricts to a bijection between Prim(SG−{id}l )(solv.) and surjective
homomorphisms Epitop.gr.(Gpro−lK , G).
Proof. This follows upon combining Proposition 6.5 and Proposition 6.6.
The parametrization PG allows us to read off very neatly the image of the elements
{σq}q∈Ω̃K (l) from the tuples of squarefree ideals.
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Proposition 6.8. Let (vg(1), vg(2))g∈G−{id} be an element of Prim(SG−{id}l )(solv.). Let q ∈
ΩK − Sclean(l). If q | vg0(2) for a (necessarily) unique g0 ∈ G− {id} then
PG((vg(1), vg(2))g∈G−{id})(σq) = g0.
If q does not divide any of the elements of the vector (vg(2))g∈G−{id}, then
PG((vg(1), vg(2))g∈G−{id})(σq) = id.
Proof. For the case q ∈ Ω̃K(l) the conclusion follows immediately from the fact that the map
Πl in the proof of Proposition 6.6 is inverse to the map Powl([r]). Otherwise, we have that
q ∈ ΩK −Sclean(l)− Ω̃K(l) so that σq = id by definition. By construction of Sl it follows that
such q do not divide any vg(2). Hence we are always in the second case of the proposition.
Therefore the statement also holds for such q.
We next read off the value of the discriminant under the bijection PG. For any continuous
homomorphism ψ of GK with values in some finite group, we denote by Disc(ψ) the relative
discriminant (which is an ideal of OK) of the corresponding extension. For a non-zero integral
ideal b in OK we write freeS(b) for the largest ideal dividing b and entirely supported outside
of S.









Proof. We show that the q-adic valuation matches for any prime q of OK . This is certainly
true for the places q in Sclean(l), but also for the places q outside Ω̃K(l) by Proposition 6.3.









Thanks to Proposition 6.8 we deduce that PG((vg)g∈G−{id})(σq) is trivial in case q does not
divide any vg and equals g0 in case q divides vg0 . This is precisely the desired conclusion.
Our final goal for this subsection is to generalize Propositions 6.7, 6.8 and 6.9 to arbitrary
finite, nilpotent groups. Recall that a finite group G is nilpotent if and only if it decomposes
as a direct product of its Sylow subgroups. Let c be a positive integer. Let l1, . . . , lc be
distinct prime numbers. For each j ∈ [c] fix an admissible sequence
{(Gi(lj), θi(lj))}i∈[rj ]





To parametrize G-extensions, we reduce to l-groups by means of the following proposition.
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Proposition 6.10. We have an identification






through the natural map.
Proof. Let H be any group and ψ = (ψj)j∈[c] : H → G be any group homomorphism. We
have to show that if ψj is surjective for each j ∈ [c], then ψ is surjective. Observe that if
each ψj is surjective, then #Im(ψ) is divisible by #G(lj) for each j ∈ [c]. Since these values
are coprime, we find out that #Im(ψ) is divisible by #G, which means precisely that ψ is
surjective.





Prim(SG(lj)−{id}lj ) ։ Epitop.gr.(GK , G) ∪ {•}





For every j ∈ [c], let {χj,i}i∈[tj ] be a basis for the space of characters GK → Flj only ramified
at S. Define S to be {0, 1}[t1+···+tc] × S ′, where S ′ is the set of squarefree ideals supported
outside S. Let
Prim(SG−{id})
be the set of tuples (vg(1), vg(2))g∈G−{id} satisfying the following properties
• writing πi for the natural projection map [t1+ · · ·+ tc] → [ti], we have that the πi(vg(1))
are pairwise coprime;
• the vg(2) are pairwise coprime;
• if p divides vg(2) and l is a prime dividing the order of g, then






and for g := (g1, . . . , gc) ∈ G− {id} we define
















which we shall often implicitly view as a subset of Prim(SG−{id}). The next proposition
generalizes Proposition 6.8.
Proposition 6.11. Let v := (vg,j(1), vg,j(2))j∈[c],g∈G(lj)−{id} be an element of
Prim(SG−{id})(solv.).
Take some q ∈ ΩK − S. Let T be the subset of [c] such that j ∈ T if and only if there exists
a (necessarily) unique gj0 ∈ G(lj)− {id} with q | vgj0,j(2). Then we have
PG(v)(σq) = (g
j
0)j∈T × (id)k∈[c]−T .
In particular if q does not divide any of the elements vg,j(2), i.e. T = ∅, then
PG(v)(σq) = id.
Proof. This follows at once from Proposition 6.7, applied to each G(lj)-factor.
The next proposition generalizes Proposition 6.9. In the new coordinates we have a rather
simple formula for the discriminant.
Proposition 6.12. Notations as above. Let (vg,j(1), vg,j(2))j∈[c],g∈G(lj)−{id} be an element of
Prim(SG−{id})(solv.). Then











Proof. This follows from Proposition 6.11 with exactly the same argument as used to establish
Proposition 6.9 as a consequence of Proposition 6.8.
7 Local conditions and conjugacy classes
7.1 Some group theory
Let l be a prime number and let G be a finite l-group given by an admissible sequence
{(Gi, θi)}i∈[r] with G := Gr. Our first goal is to study the formation of a conjugacy class
in G, through the various groups Gi, with i ∈ [r]. For g ∈ G we denote by ConjG(g) its
conjugacy class. For each 0 ≤ i ≤ r we write
πi : G→ Gi
for the natural projection map.
For now we take any finite l-group H, a 2-cocycle θ representing a class in H2(H,Fl),
with θ(id, id) = 0, and an element h ∈ H. Denote the centralizer of h by CentH(h). Then
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which does not depend on the choice of lifts. Put
C̃entH(h, θ) := ker([−, h0]θ),
which is by definition a subgroup of CentH(h)〈h〉 . Let
πθ : (Fl ×H, ∗θ) → H
be the natural projection map. Our next proposition describes the relationship between
CentH(h) and C̃entH(h, θ).
Proposition 7.1. Let H,h, θ be as above this proposition. Then
[
CentH(h)
〈h〉 : C̃entH(h, θ)
]
∈ {1, l},
The index equals 1 if and only if the elements in π−1θ (h) are pairwise non-conjugate in (Fl ×
H, ∗θ). The index equals l if and only if the elements of π−1θ (h) sit inside a unique conjugacy
class in (Fl ×H, ∗θ).
Proof. Indeed, take a lift h0 := (a, h) in π
−1
θ (h). Observe that if we have
[(b, h′), h0] ∗θ h0 = (b, h′) ∗θ h0 ∗θ (b, h′)−1 = (a′, h)
for some a′ ∈ Fl, then it follows that h′ ∈ CentH(h). From the left hand side we see that if
the index is l, then a′ can take any possible value. If the index is instead equal to 1, then a′
must be equal to a.
We also have a similar proposition for the exponent of an element.
Proposition 7.2. Let H,h, θ be as above. Then either π−1θ (h) consists entirely of elements
with order equal to l ·#〈h〉 or it consists entirely of elements with order equal to #〈h〉.
Proof. The class θ restricted to 〈h〉 gives an element of H2(〈h〉,Fl) = Ext(〈h〉,Fl). If the class
is 0, then the sequence is split and we have that all the elements of π−1θ (h) have the same
order as h. If the class is non-zero, then the sequence has the shape
0 → Fl → Z/l ·#〈h〉Z → 〈h〉 → 0,
and hence all elements of π−1θ (h) have order l times bigger than that of h.
In case an h as in Proposition 7.2 satisfies the second conclusion we say that h is θ-stable.
We now return to our previous setup. To g ∈ G we attach the following quantity
jG(g, {(Gi, θi)}i∈[r]) := #
{




This quantity turns out to be the exponent of l in the size of the conjugacy class ConjG(g).
We call the i’s counted by jG(g, {(Gi, θi)}i∈[r]) the breaks for g with respect to {(Gi, θi)}i∈[r].
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Proposition 7.3. We have
#ConjG(g) = l
jG(g,{(Gi,θi)}i∈[r]).
Proof. We have a filtration of subgroups

























Therefore the desired conclusion follows at once from Proposition 7.1.
The next proposition provides the crucial link between group theoretic data and the local
conditions imposed, through Proposition 6.5, on tuples in Prim(SG−{id}l ). We invoke the
notation of Section 6. Let L/K be a finite Galois extension inside Kpro−l/K. Let now
G := Gal(L/K) and let θ be a 2-cocycle representing a class in H2(Gal(L/K),Fl), with
θ(id, id) = 0. Let q ∈ ΩK be a finite place coprime to l. Recall that
GKq
Iq
is a pro-cyclic group, equipped with a canonical generator Frobq. We will fix once and for all
the proj(GK → Gpro−lK ) ◦ i∗q-image of a lift to GKq of such an element. In this way we obtain
an element in Gpro−lK that we will denote also by Frobq: this slight abuse of notation will cause
no confusion. As such we have naturally an element




Here NG(−) denotes the normalizer of a subgroup in G. For any non-trivial finite group G,
we denote by lG the smallest prime divisor of #G and by I(G) the subset of g ∈ G − {id}
such that glG = id.
Proposition 7.4. Let G = Gal(L/K) be a finite l-group and let q ∈ ΩK be a finite place
coprime to l. Assume that proj(Gpro−lK → G)(σq) is an element of I(G), which we shall also
call σq. Then





Moreover, if proj(Gpro−lK → G)(σq) is θ-stable, then
proj(Gpro−lK → G)(Frobq) ∈
C̃entG(σq, θ)
〈σq〉
if and only if
θ is trivial in H2(GKq ,Fl).
Proof. Let G be any finite non-trivial group. Then we claim that g ∈ I(G) implies NG(〈g〉) =
CentG(g). Indeed, conjugation induces a homomorphism
NG(〈g〉) → Autgr.(〈g〉) ≃gr. F∗lG .
Since the latter group has size lG − 1, and lG is the smallest prime divisor of #G, we have
that #G is coprime to lG − 1. Therefore the above homomorphism is actually trivial. This
means exactly that NG(〈g〉) = CentG(g) as claimed. Hence we have already shown the first
part of this proposition, namely that




Assume now that proj(Gpro−lK → G)(σq) is also θ-stable. Observe that since σq lands in I(G),
we in particular conclude that q ramifies in L/K. It follows from Proposition 6.3 that
q := # (OK/q) ≡ 1 mod l.
Also observe that the maximal pro-l quotient of GKq is isomorphic to
Zl ⋊ q
Zl ,
where q acts by multiplication by q on Zl. Here IKq is sent to Zl ⋊ {1}, while a lift of Frobq
is sent to {0} ⋊ {q}. Since proj(Gpro−lK → G)(σq) is θ-stable and lands in I(G), we have that
the lifting problem imposed by θ factors through
l · Zl ⋊ {1}.
Since q is 1 modulo l, the resulting quotient is simply
Fl × qZl .
Recalling once more that proj(Gpro−lK → G)(σq) is θ-stable, we see that the lifting problem is
solvable if and only if the restriction of θ to
proj(GK → G) ◦ iq∗(GKq)
is in
Ext(proj(GK → G) ◦ iq∗(GKq),Fl).




as was to be shown.
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The final lemma of this subsection provides a simple way to compute the constant b(G,K)
for nilpotent G.
Lemma 7.5. Let G be a non-trivial, finite group and let K be a number field. Then we have
b(G,K) =
#{C ∈ Conj(G) : C ⊆ I(G)}
[K(ζlG) : K]
.
Proof. Recall that there is a natural action of Gal(K/K) on
X := {C ∈ Conj(G) : C ⊆ I(G)},
which sends a conjugacy class C to Cχ(σ) with χ : Gal(K/K) → Ẑ∗ the cyclotomic character.
By definition b(G,K) equals the number of orbits of this group action. But our action clearly
factors through Gal(K(ζlG)/K). We claim that the induced action of Gal(K(ζlG)/K) on X
is free, which implies the lemma.
So suppose that there exists σ ∈ Gal(K(ζlG)/K) such that
Cχ(σ) = C.
This implies that there exists a non-trivial g ∈ C such that g and gχ(σ) are conjugate, say
g = h−1gχ(σ)h,
and hence h ∈ NG(〈g〉) = CentG(g) by the argument given at the start of Proposition 7.4.
We conclude that g = gχ(σ), which forces σ to be the identity as desired.
7.2 Interpretation of Malle’s constant
The goal of this subsection is to give a heuristic supporting Malle’s conjecture in the nilpotent
case. Our heuristic is based on a combination of the parametrization given in Proposition 6.7
and the examination of the local conditions carried out in Subsection 7.1. To simplify the
notation, we shall limit ourselves to the case where G is an l-group. We leave it to the reader
to generalize the material below to arbitrary nilpotent groups G.
Ignoring the finitely many bad places in Sclean(l), it follows from Proposition 6.7 and
Proposition 6.9 that
#{ψ ∈ Epitop.gr.(Gpro−lK , G) : |NK/QDisc(ψ)| ≤ X}
should have order of magnitude







We now focus on the variables (vg(1), vg(2)) with g ∈ I(G). Upon combining Proposition 7.4
and Proposition 6.8, we see that the primes q dividing vg(2) impose a local condition only at
the breaks for g in the admissible sequence {(Gi, θi)}i∈[r]. The local conditions at the points























where the sum runs over all points (vg(1), vg(2)) in Prim(SG−{id}l ). Thanks to Proposition
















where the sum still ranges over all points (vg(1), vg(2)) in Prim(SG−{id}l ). Standard analytic
techniques, see Theorem 8.1, show that the sum in equation (7.1) is asymptotic to




#ConjG(g) · [K(ζl) : K]
,
where β(G,K) is the Malle constant by Lemma 7.5. We remark that to turn this simple
heuristic into an argument one also has to pay careful attention to the local conditions at the
primes dividing variables outside of I(G) and to the local conditions at the primes in Sclean(l).
These will affect the constant c(G,K) in the asymptotic. We finish this section by explaining
the interplay between this heuristic and the proofs of our main theorems.
During the proof of Theorem 9.1 we simply ignore the local conditions, at the cost of
losing track of the conjugation in G: for this reason we get i(G,K)−1 instead of b(G,K)−1.
Correspondingly for those G for which i(G,K)− 1 and b(G,K)− 1 coincide we have that
all the elements of I(G) are central, and consistently with Proposition 7.4 we have no local
conditions coming from the variables in I(G). In this case we are able to prove an asymptotic
in Theorem 9.7.
Finally in the proof of Theorem 9.3, thanks to the fact that the elements of I(G) are
pairwise commuting, we have to control the behavior of Frobq in the quotient
G
I(G)∪{id} for
each q dividing a variable in I(G). This is very convenient, since the corresponding field is
constructed out of the variables outside of I(G), and those have a very large weight in the
formula for the discriminant given in Proposition 6.9. As such, they can almost be treated as
fixed, and the required joint equidistribution of Frobenius elements is provable by appealing to
the Chebotarev density theorem. Hence in this case we can partially turn the above heuristic
into a rigorous argument: since we control only the local conditions at the places dividing
variables in I(G), we naturally end up with an upper bound of the correct order of magnitude.
8 Analytic considerations
In this section we provide the analytic tools used to prove our main theorems. The material
in this section is a generalization of the material in Montgomery–Vaughan [41, Section 7.4]
and is an application of the Selberg–Delange method. Let K be a number field, let L be an
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abelian extension of K and let S ⊆ Gal(L/K). Write IK for the group of non-zero fractional
ideals of K. For a squarefree ideal I of OK we define ω(I) for the number of prime divisors
p of I and ωS(I) for the number of prime divisors p of I that are unramified in L and satisfy











where µ is the Möbius function of OK . Write












for its Dirichlet series with coefficients az(n). Then we have for s = σ + it























for σ > 1,









converges absolutely in the region σ > 1− δ for some constant δ > 0. Then we approximate

















for σ > 1.
We recall that L(s, χ)z is by definition ez logL(s,χ). Note that logL(s, χ) exists since the
region σ > 1 is simply connected and L(s, χ) does not vanish in this region. We choose our
determination of the logarithm in such a way that it agrees with the real logarithm for real
s. It follows from equation (8.2) that we have the fundamental relation
F (s, z) = G(s, z)H(s, z),
where H(s, z) is defined by an absolutely convergent Euler product in the region σ > 1 − δ
for some δ > 0. In particular, if |z| ≤ R, then there exists some constant δ(R) > 0 such that
H(s, z) is a bounded non-zero holomorphic function on σ > 1− δ(R).
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Theorem 8.1. Let K, L, S and P as above. Then we have for all positive real numbers R
and all |z| ≤ R












where C > 0 is a real constant depending only on z, K, L, S and P.
Proof. Since the proof is similar to Montgomery–Vaughan [41, Theorem 7.17], we shall only
sketch the necessary modifications. Set a = 1 + 1/ log x. An effective version of Perron’s


























where we recall that az(n) is defined by equation (8.1) and T is a parameter at our disposal.
We choose T = exp(
√
log x) and estimate the error terms as in [41]. To do so, we need to











where we assume without loss of generality that R is an integer greater than 1. The latter
sum is estimated in [41, Theorem 7.17] with Dirichlet’s hyperbola method.
We next move the path of integration. Note that F (s, z) has a branch point at s = 1 if
z is not an integer. For this reason, we move the path of integration in such a way to avoid
this branch point. Put b = 1 − c/ log T , where c is a small positive constant. Let C1 be
the polygonal path with vertices a − iT, b − iT, b − i/ log x, let C2 be the line segment from
b − i/ log x to 1 − i/ log x, followed by a semicircle {1 + eiθ/ log x : −π/2 ≤ θ ≤ π/2}, and a
line segment from 1 + i/ log x to b + i/ log x, and finally let C3 be the polygonal path with
vertices b+ i/ log x, b+ iT, a+ iT .
Let D be the region enclosed by C1, C2, C3 and the line segment from a − iT to a + iT .
If c is sufficiently small, then L(s, χ) has no zeroes in the region D by [26, Theorem 5.10].
Clearly, H(s, z) also has no zeroes in D provided that c is sufficiently small. Since the union
of D with the region Re(s) > 1 is still simply connected, logL(s, χ) and logH(s, z) are also
well-defined in this region.
The main term comes from the integral over C2, and is extracted in exactly the same way
as in the proof of [41, Theorem 7.17]. Finally, Montgomery–Vaughan estimate the integrals
on the paths C1 and C3 by appealing to bounds for ζ(s), see their [41, Theorem 6.7]. Hence
we need to supply similar bounds for ζK(s) and L(s, χ). These can be derived by following
the proof of [41, Theorem 6.7], where we use [26, Proposition 5.7, (2)] as a replacement for
[41, Lemma 6.4].
Write ∗ for the Dirichlet convolution on IK . In Section 9 we will combine Theorem 8.1
with the following general lemma on convolutions.
Lemma 8.2. Let f, g : IK → R be functions such that
∑
NK/Q(I)≤x




g(I) = C2x(log x)
B+O(x(log x)B−δ)
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for some real numbers A,B > −1, C1, C2 > 0 and 0 < δ < 1. Then there is C3 > 0 such that
∑
NK/Q(I)≤x
(f ∗ g)(I) = C3x(log x)A+B+1 +O(x(log x)A+B+1−δ).
Proof. It follows from Dirichlet’s hyperbola method that
∑
NK/Q(I)≤x





























The latter sum is at most O(x(log x)A+B). Since the first two sums in equation (8.3) play a






































We shall give an asymptotic formula for equation (8.4), from which it will also be clear how





so that we have the formula
F (t) = C1t(log t)
A +O(t(log t)A−δ) (8.6)





































Recall the Taylor expansion, valid for − log x < log t < log x




















is the generalized binomial coefficient. Since the Taylor expansion converges uni-




















2k(A+ k + 1)
,




































2k(B + k + 1)
)
.
It remains to show that C3 > 0. But we have the lower bound
∫ √x
1








and this completes the proof.
Finally, we will need the following version of the Siegel–Walfisz theorem.
Theorem 8.3. Let A > 0 be a given real number and let K be a fixed number field. Then
we have for all X > 2, all Galois extensions L/K with [L : K] < A and NK/Q(∆(L/K)) ≤
(logX)A and all conjugacy classes C of Gal(L/K)
#{p ∈ ΩK : NK/Q(p) ≤ X, p unr. in L,Frobp = C}










where the implied constant depends only on A and K.
Proof. This follows immediately from [50, Theorem 1.1], were it not for potential Siegel zeroes.
To control a potential Siegel zero of ζL(s), we apply the ineffective Brauer–Siegel theorem,





Picking ǫ sufficiently small in terms of A gives the desired lower bound for 1 − β by [35,
Theorem 1].
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9 Proof of main theorems
In this section we prove our three main results in complete generality. Recall that lG is the
smallest prime divisor of #G and that I(G) is the subset of g ∈ G with order equal to lG.





9.1 Proof of Theorem 1.3 and Theorem 1.4
In this subsection we prove Theorem 1.3 and Theorem 1.4.
Theorem 9.1. Let G be a finite non-trivial nilpotent group and let K be a number field.
Then there exists a constant c ∈ R>0 such that
#{ψ ∈ Epitop.gr.(GK , G) : |NK/Q(Disc(ψ))| ≤ X} ≤ c ·Xa(G) · log(X)i(G,K)−1






































for every j ∈ [c]. We now drop the following conditions
• we drop the condition that vg,j(2) is supported outside Sclean(lj). We also drop the
condition that vg,j(2) is supported in Ω̃K(lj) except if j = 1 and g ∈ I(G);
• we drop the coprimality conditions between the vg,j(2), except that we remember that
vg,1(2) and vg′,1(2) are squarefree and coprime for g, g
′ ∈ I(G).
Since there are only finitely many possibilities (depending on G and K) for vg,j(1), the above





Here the sum runs over variables vg(2) for g ∈ G− {id}, where
• for g ∈ G−H(G), the variable vg(2) is an arbitrary integral ideal of OK ;
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• for g ∈ I(G), the variables vg(2) are squarefree and supported in Ω̃K(lG);
• for distinct g, g′ ∈ I(G), the variables vg(2) and vg′(2) are coprime.
























vh(2) squarefree and pairwise coprime
vh(2) supported in Ω̃K(lG)
1. (9.2)
Letting I be the product of vh(2) with h ∈ I(G), we see that I is a squarefree ideal supported
in Ω̃K(lG). Equivalently, all prime divisors of I split in the extension K(ζlG)/K. By Theorem







































The inner sum converges since ega(G) > 1 by equation (9.1), and this completes the proof.
Now let G := G(l1) × · · · × G(lc) be a finite non-trivial nilpotent group such that the
elements of I(G) are pairwise commuting. In this case we are going to prove an upper
bound matching the prediction of Malle’s conjecture. As before we assume that the elements
of {l1, . . . , lc} are increasingly ordered, so that l1 equals to lG. Under these assumptions
H(G) = I(G) ∪ {id} is a Fl1 vector space and furthermore characteristic (hence normal) in
G(l1) ⊆ G. Write h(G) for the Fl1-dimension of H(G). Observe that GH(G) naturally acts on















For each 2 ≤ j ≤ c, we filter G(lj) by any admissible sequence
{(Gij (lj), θij )}ij∈[rj ].
Instead for l1 we filter G(l1) by an admissible sequence
{(Gi1(l1), θi1)}i1∈[r1]
such that the kernel of the projection map from G(l1) = Gr1(l1) to Gr1−h(G)(l1) coincides
with H(G). In other words H(G) equals the subset of vectors in Fr1l1 with last r1 − h(G)
coordinates equal to 0.
Fix now








such that the induced epimorphism to GH(G) , by means of the canonical projection, coincides
with ψ. Observe that if v := (vg,j(1), vg,j(2))j∈[c],g∈G(lj)−{id} ∈ Prim(SG−{id})(solv.)(ψ), and
h ∈ H(G) and q | vh(2), then q is unramified in the GH(G) -extension given by ψ. Hence ψ(Frobq)
is well-defined; we remind the reader that Frobq depends on the choice of the embedding iq
fixed so far in the paper.
Proposition 9.2. Notation as immediately above this proposition. Then for each
v := (vg,j(1), vg,j(2))j∈[c],g∈G(lj)−{id} ∈ Prim(SG−{id})(solv.)(ψ),
for each h ∈ H(G) and each q | vh(2) we have that ψ(Frobq) ∈ Stab G
H(G)
(h).
Proof. This is an immediate consequence of Proposition 6.10 and Proposition 7.4.
As mentioned above Frobq depends on the choice of embedding iq. Unfortunately this
means that Frobq might not be equidistributed (as q varies) for some choices of the embeddings
iq. But since we are free to choose the embeddings as we like, we are able to work around
this.
Theorem 9.3. Let G be a finite non-trivial nilpotent group and let K be a number field.
Suppose that all elements of I(G) commute with each other. Then there exists a constant
c ∈ R>0 such that
#{ψ ∈ Epitop.gr.(GK , G) : |NK/Q(Disc(ψ))| ≤ X} ≤ c ·Xa(G) · log(X)b(G,K)−1
for all X ∈ R>2.
Proof. We start as in the proof of Theorem 9.1 and we get the same upper bound as in equation




where ψ′ : GK → G/H(G) is the composition of ψ with the quotient map G ։ G/H(G).
More precisely, we see that
















vh(2) squarefree and pairwise coprime
vh(2) supported in Ω̃K(lG)
p|vh(2)⇒ψ′(Frobp)∈StabG/H(G)(h)
1, (9.3)
where ψ′ is the map associated to the tuple (vg(1), vg(2)) as g runs through the elements that
are zero on the coordinates corresponding to H(G) (of course ignoring all tuples (vg(1), vg(2))
that map to •).












≤ (logX)A1 . (9.4)













can be bounded as in the proof of Theorem 9.1. Hence it remains to bound the terms satisfying
equation (9.4). This implies that Disc(ψ′) ≤ (logX)A2 for a constant A2 depending only on



















Let M be the compositum of all the extensions corresponding to a map ψ′ : GK → G/H(G)
with Disc(ψ′) ≤ (logX)A1 . Let Emb(X) be the set of functions f that send a place p ∈ ΩK
with NK/Q(p) ≤ X to a place of M above p. If a function f is given, it makes sense to speak
of Frobp as an element of Gal(M/K) and its quotients.
We now call a function f ∈ Emb(X) A4-unfavorable in case there exists ψ′ : GK →
G/H(G) with Disc(ψ′) ≤ (logX)A1 and there exists g ∈ G/H(G) with
∣∣∣∣∣
#{p ∈ Ω̃K(lG) : NK/Q(p) ≤ X,ψ′(Frobp) = g}
#{p ∈ ΩK : NK/Q(p) ≤ X}
− Li(X)






where L is the field corresponding to ψ′. Recall that p ∈ Ω̃K(lG) is equivalent to p splitting
in K(ζlG), except for finitely many bad primes. Now we apply Theorem 8.3 with a very large
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A. Since the set of ψ′ : GK → G/H(G) with Disc(ψ′) ≤ (logX)A1 is bounded by (logX)A5
for some A5 > 0 depending only on G and K (see Theorem 9.1 for example), it follows from
Theorem 8.3 and Hoeffding’s inequality that
#{f ∈ Emb(X) : f is A4-unfavorable}
#{f ∈ Emb(X)}
is small for any fixed A4 > 0. In particular, we can fix one choice of embeddings that is not,













We now drop the condition that the vh(2) are pairwise coprime in equation (9.3). The theorem
then follows from Lemma 7.5 and repeatedly applying Lemma 8.2 to equation (9.3).
9.2 Poitou–Tate duality
In order to prove Theorem 1.1 it will be convenient to pick a favorable choice of the characters
χq. In particular we would like to show the following. Let K be a number field, let l be a
prime number and let Sclean(l) be as in Section 6. Then there exists an extension L/K such
that FrobL/K(q) = FrobL/K(q
′) implies that the characters χq, χq′ : GK → Fl can be chosen





is the same. Here we recall that χq is a character satisfying the following two properties: the
place q ramifies in the field corresponding to χq, and furthermore any other ramified place
must be in Sclean(l). We will use the following form of Poitou–Tate duality to achieve our
goal. Let us start by giving some background material on Selmer groups.
Let M be a finite, discrete GK -module. We define for each place v the unramified classes
to be
H1unr(GKv ,M) := ker
(
H1(GKv ,M) → H1(GKunrv ,M)
)
with Kunrv the maximal, unramified extension of Kv. A Selmer structure for M is then a col-
lection L = {Lv}v , where each Lv is a subgroup of H1(GKv ,M) such that Lv = H1unr(GKv ,M)






Define M∗ = Hom(M,Q/Z(1)), where Q/Z(1) is the Tate twist of Q/Z. We have the local
Tate pairing
H1(GKv ,M)×H1(GKv ,M∗) → H2(GKv ,Q/Z(1)) ∼= Br(Kv) → Q/Z
given by the cup product and the local invariant map. The dual Selmer structure is then
defined to be the orthogonal complement of Lv under the local Tate pairing, which gives
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subspaces {L∗v}v of H1(GKv ,M∗). If v does not divide |M | and the inertia group IKv acts
trivially on M , then it is known that H1unr(GKv ,M) and H
1
unr(GKv ,M
∗) are orthogonal com-








Theorem 9.4 (Poitou–Tate duality). Let L and F be Selmer structures such that Lv ⊆ Fv
for each v. Let Ω be a finite set of places such that Lv = Fv for all v 6∈ Ω. Then we have
exact sequences















which is by definition the sum of the local Tate pairings at each v ∈ Ω. Then the images of
SelF (GK ,M) in ⊕v∈ΩFv/Lv and SelL∗(GK ,M∗) in ⊕v∈ΩL∗v/F∗v are orthogonal complements.
Proof. See [40, Theorem 2.3.4].
We remark that it is only the last part of the theorem that is deep. With this theorem in
hand, it is now easy to control the local behavior at the places in Sclean(l).
Theorem 9.5. There exists an extension L/K with the following property. Take any two
primes p, p′ ∈ Ω̃K(l). Assume that
FrobL/K(p) = FrobL/K(p
′).






Remark 3. By a choice for χp we mean a character from GK to Fl that is ramified at p, and
unramified at all other places except possibly for those in Sclean(l).
Proof. We apply Theorem 9.4 as follows. We take M = Fl so that M
∗ ∼= 〈ζl〉. For now fix a
finite place w outside Sclean(l) but in Ω̃K(l). We take L = {Lv}v with Lv = H1unr(GKv ,M)
for all places v. Furthermore, we take Fw = {Fwv }v with
Fwv =
{
H1(GKv ,M) if v ∈ Sclean(l) ∪ {w}
H1unr(GKv ,M) otherwise.
Finally, we take Ω to be the union of Sclean(l) with {w}.
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By Kummer theory we know that H1(GK ,M
∗) can be identified with K∗/K∗l. A com-
putation then shows that SelL∗(GK ,M∗) is given by the elements α ∈ K∗/K∗l that have
valuation divisible by l at all finite places v. Now take the field L to be
L := K(ζl, { l
√
α : α ∈ SelL∗(GK ,M∗)}).
Suppose now that we are given two primes p, p′ ∈ Ω̃K(l) with
FrobL/K(p) = FrobL/K(p
′). (9.7)










Observe that any character χ ∈ SelFp(GK ,M) restricting to xp is a valid choice of χp, and






such that the pair (xp, y) is in the image of SelFp(GK ,M). To complete the proof, we will
show that there exists λ ∈ F∗l such that (λxp′ , y) is in the image of SelFp′ (GK ,M). Consider
the linear functionals ϕp, ϕp′ : SelL∗(GK ,M∗) → (1lZl/Zl)n given respectively by
α 7→ invp(xp ∪ resp(α)), α 7→ invp′(xp′ ∪ resp′(α)),
where res denotes the natural restriction map. We claim that ker(ϕp) = ker(ϕp′). But indeed,
this follows from equation (9.7) and
invp(xp ∪ resp(α)) = 0 ⇐⇒ p splits completely in K(ζl, l
√
α).
We observe that ker(ϕp) = ker(ϕp′) implies that there exists λ ∈ F∗l such that ϕp = λϕp′ .
Finally, recall that
invp(xp ∪ resp(α))
is also the local Tate pairing of xp with α. The theorem now follows from Poitou–Tate duality
and the fact that ϕp = λϕp′ .
9.3 Proof of Theorem 1.1
Recall that the quantities i(G,K) and b(G,K) coincide if and only if I(G) is entirely contained
in the center of G. In this subsection we shall establish an asymptotic for N(G,K,X) for
such groups G.
We start by generalizing Proposition 5.1. Recall that for a finite group we denote by Z(G)
the center of G. Let now G := G(l1) × · · · × G(lc) be a finite non-trivial group with each
G(li) an li-group. We assume that I(G) ⊆ Z(G) and we order the primes l1, . . . , lc such that
l1 < · · · < lc, so that l1 = lG.
In particular we see that H(G) := I(G) ∪ {id} is a vector space over Fl1 , we denote by
h(G) its dimension. For each 2 ≤ j ≤ c, we filter G(lj) by any admissible sequence
{(Gij (lj), θij )}ij∈[rj ].
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Instead for l1 we filter G(l1) by an admissible sequence
{(Gi1(l1), θi1)}i1∈[r1]
such that the kernel of the projection map from G(l1) = Gr1(l1) to Gr1−h(G)(l1) coincides
with H(G). In other words H(G) equals the subset of vectors in Fr1l1 with last r1 − h(G)
coordinates equal to 0. Let us denote by




the image of the projection map π from Prim(SG−{id})(solv.) that drops the coordinates in






the subset of vectors having non-trivial
coordinate in H(G).































Proof. The proof is identical to the one given for Proposition 5.1.
We are now ready to prove our main theorem.
Theorem 9.7. Let G be a finite non-trivial nilpotent group such that I(G) is entirely con-
tained in the center of G. Then there exists a constant c > 0 such that
#{ψ ∈ Epitop.gr.(GK , G) : |NK/Q(Disc(ψ))| ≤ X} ∼ c ·Xa(G) · log(X)b(G,K)−1.
Proof. We start by labelling the elements of Prim(SG−H(G))(solv.) as x1, x2, x3, . . . and we
write L for the length of the sequence, where L is possibly infinite. Recall that π denotes
the natural projection map from Prim(SG−{id})(solv.) to Prim(SG−H(G))(solv.). We have the
decomposition













1 ∼ bG,xi ·Xa(G) · log(X)b(G,K)−1. (9.8)
45
Once the claim is established, the remainder of the proof is identical to the proof of The-
orem 5.2. To establish the claim, we take a more close look at the conditions imposed on
y for a given xi. Write xi as a tuple (vg′(1), vg′(2))g′∈G−H(G). Let (vg(1), vg(2))g∈I(G) be in
Prim(SH(G)−{id}l1 ). Fix, for every g = (g1, . . . , gc) ∈ I(G), any choice of
vg(1) = (vg1,1(1), . . . , vgc,c(1))
such that vhj ,j(1) and vh′j ,j(1) are coprime (as defined in Section 6) for all distinct hj , h
′
j ∈
G(lj) and for all j ∈ [c].
Then by Proposition 9.6 we see that {vg(2)}g∈I(G) (together with xi and the variables
vg(1) for g ∈ I(G)) is in Prim(SG−{id})(solv.) if the vg(2) are squarefree non-trivial ideals and
pairwise coprime, coprime to the vg′(2) for g
′ ∈ G−H(G) and all prime divisors of vg(2) lie in
Ω̃K(lG). Conversely, if {vg(2)}g∈I(G) (together with xi and the variables vg(1) for g ∈ I(G))
is in Prim(SG−{id})(solv.), then the vg(2) are squarefree and pairwise coprime, coprime to the
vg′(2) for g
′ ∈ G−H(G) and all prime divisors of vg(2) lie in Ω̃K(lG).
However, we would like to achieve some finer control. Indeed, Proposition 6.12 does not
give us full control over the discriminant, but only over the part outside of some finite set
of bad places S. To remedy this, we apply Theorem 9.5 with this set of places S. Let L/K
be the extension guaranteed by Theorem 9.5; tracing through the proof, we see that we can
take the field L to be an elementary abelian extension of K(ζlG) of degree a power of lG.
Let S1, . . . , Sk be the conjugacy classes of Gal(L/K) that project trivially to the identity in










We recall that we have already fixed the finitely many possibilities of {vg(1)}g∈I(G). Motivated
by Theorem 9.5, we further split the sum in equation (9.8) depending on the values of
aj,g := ωSj(vg(2)) mod lG
for g ∈ I(G). Indeed, if two vectors {vg(2)}g∈I(G), {wg(2)}g∈I(G) are such that
ωSj(vg(2)) ≡ ωSj(vg(2)) mod lG
for all j and all g, then the S-part of the discriminant is the same for the two extensions
corresponding to respectively {vg(2)}g∈I(G) and {wg(2)}g∈I(G). Hence the sum in equation
(9.8) can be upper bounded by finitely many sums of the shape
∑
|∏g∈I(G)NK/Q(vg(2))|≤C(xi,a)Xa(G)
ωSj (vg(2))≡aj,g mod lG





where a is any vector in F
[k]×I(G)
lG
with entries aj,g, C(xi,a) is a positive real number depending
only on K, G, xi, {vg(1)}g∈I(G), a and P(xi) is a finite set depending only on K, G, xi,
{vg(1)}g∈I(G). Similarly, the sum in equation (9.8) can be lower bounded by finitely many




ωSj (vg(2))≡aj,g mod lG




We shall give an asymptotic for equation (9.9). From the proof it shall be clear how to
extract a matching asymptotic for equation (9.10), which implies the claimed equation (9.8).
It remains to give an asymptotic for equation (9.9).
Our first step is to pass to K(ζlG). We define P ′(xi) as the set of finite places w of K(ζlG)





ωSj (vg(2))≡aj,g mod lG







where the vg(2) are now ideals of K(ζlG). To evaluate this sum, define fj(I) to be the function
on IK(ζlG) that sends I to zero if I is divisible by a square, by a prime p ∈ P
′(xi) or any
p with Frobp 6∈ Sj. If instead I is a squarefree ideal entirely supported on primes p with
Frobp ∈ Sj and p 6∈ P ′(xi), we define
fj(I) =
#{(Ig)g∈I(G) ∈ II(G)K(ζlG) :
∏




Having defined fj(I), we see that equation (9.11) is simply
∑
NK/Q(I)≤C(xi,a)Xa(G)
(f1 ∗ · · · ∗ fk)(I). (9.12)
We will now approximate fj(I) using some probability theory. Assume, for now, that I is a
squarefree ideal entirely supported on primes p with Frobp ∈ Sj and p 6∈ P ′(xi). First define
for (bj,g)g∈I(G) ∈ ZI(G)≥0
gj,(bj,g)g∈I(G)(I) =
#{(Ig)g∈I(G) ∈ II(G)K(ζlG) :
∏
g∈I(G) Ig = I, ωSj(Ig) = bj,g}
#I(G)ω(I)
Let us recall the multinomial distribution. As input it takes an integer n, which is the sample
size, an integer k, which are the number of mutually exclusive events E1, . . . , Ek, and real
numbers 0 ≤ p1, . . . , pk ≤ 1 such that pi is the probability of the event Ei. We further demand
p1 + · · ·+ pk = 1.
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The multinomial distribution is then a vector X = (X1, . . . ,Xk), where Xi indicates the
number of outcomes of event Ei in n independent samples. We now take n = ω(I), k = #I(G)
and p1 = · · · = pk = 1/k. Then gj,(bj,g)g∈I(G)(I) is the probability density function of the
resulting multinomial distribution. Concretely,






where we have relabelled the variables Xi as Xg with g ∈ I(G). Now observe that
ω(I)!∏
g∈I(G) bj,g!









as a polynomial in the variables pg. Evaluating this polynomial at pg = ζ
cg
lG
/#I(G) as cg runs



































G · 1ω(I)≡∑g∈I(G) aj,g mod lG +O(δ
ω(I)) (9.13)

























for some constant C > 0 and some δ′ > 0. The theorem now follows from equation (9.14),
equation (9.12) and repeated application of Lemma 8.2.
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