Abstract. A long-run, average-cost, stochastic, linear-quadratic control problem that incorporates different time scales is considered. The system dynamics and the cost functional are modeled with the help of a locally square-integrable semimartingale process with independent increments and the corresponding predictable quadratic variation process. The solution of the control problem is given in terms of the solution of certain system of algebraic and differential Riccati equations. The model considered here embodies as particular cases the "traditional" continuous-time and discretetime linear quadratic control problems, and is applicable, for example, to certain hybrid control problems that cannot be treated using existing control methods.
ing a unified approach to control and identification problems for both discrete and continuous-time scales. In Middleton and Goodwin (1990) , the unified approach to control and estimation is presented via the so-called "generalized transform." In spite of its many advantages, the method is not capable of handling the problems that "live" in continuous and discrete time simultaneously or stochastic control problems involving the continuous-time scale, for example. This paper provides a way of looking at some of these problems via the stochastic calculus for locally square-integrable semimartingales.
In this paper we consider a long-run, average-cost, stochastic, linear-quadratic control problem that incorporates different time scales. The system dynamics and the cost functional are modeled with the help of a locally square-integrable semimartingale process with independent increments and the corresponding predictable quadratic variation process. The situation considered here is not, of course, ':the most general" one. But it is general enough to produce as particular cases the traditional continuoustime (e.g., Davis, 1977) and discrete-time (e.g., Hall and Heyde, 1980) linear-quadratic, stochastic control problems with the average cost per unit of time criterion. The results obtained in the paper follow from an application of the powerful general theory of interesting in itself. At the very least it interprets the relationship between the algebraic Riccati equations corresponding to continuous and discrete time, as indicated in Remark 3.2 and in 6. The "classical" relationship between continuous-and discretetime Riccati equations resulting from time discretization is reconfirmed by limiting analysis of equations (3.1) (see 6).
We were inspired to consider a control problem incorporating different time scales by some work on the semimartingale regression problem (Christopeit, 1986; LeBreton and Musiela, 1988) , where the time scales are modeled in terms of the predictable quadratic variation process of a semimartingale. Control problems involving continuoustime semimartingale dynamics were considered before in Foldes (1990) , for example. To the best of our knowledge, linear quadratic (LQ) control problems incorporating both continuous-and discrete-time scales in the system dynamics have not been considered in the literature before.
Although we consider here only the ergodic linear-quadratic control problem, the modeling methodology presented in this paper is applicable to a wider spectrun of control problems. As a direct control application we see an application of our methodology to a class of hybrid control problems which are attracting more and more interest (see, e.g., Elliot and Sworder, 1992) . A simple example of a hybrid control problem that can be treated by methods presented in this paper is given in 7. In this paper we treat neither a finite-time horizon problem, nor an infinite-time horizon with a discounted cost criterion. These are for future research.
The paper is organized as follows. In 2 we describe the noise process. Section 3 introduces a system of differential-algebraic Riccati equations that plays a central role in characterization of the optimal controls (as expected). The system of those equations reduces to the well-known algebraic Riccati equations corresponding to the continuous-time or discrete-time linear-quadratic control problems under appropriate parametrization. Section 4 formulates a semimartingale driven linear-quadratic control problem and provides a solution to it. In 5 we point out how our control problem relates to some other problems considered before in the literature. Section 6 contains three limiting results. One of them reconfirms the classical relationship between continuous and discrete Riccati equations resulting from time discretization. Moreover the result indicates that our approach allows for a "partial" time discretization, that is, time discretization with respect to only some of the coraponents of the state vector.
The other two limiting results analyze the effect on the control system of vanishing discrete components (k3 0) and continuous components (k 0), respectively. In 7 we provide a simple but illustrative example of a hybrid control problem and solve it by our method. A few final remarks are formulated in 8.
Much of the notation used in the paper is taken from Jacod and Shiryayev (1987) .
"T" denotes the transposition of a matrix.
2. The noise process. In this section we shall describe the noise process Z {Zt, t >_ 0} that will be appearing in the dynamics equation of the control model. We begin with the following assumption about Z. Assumption A1. Z is an n-dimensional locally square-integrable semimartingale (Jacod and Shiryayev (1987) PC e v(()')/e e (()') + 8('p(), e).
Therefore the first equation in (3.1) can equivalently be written as (3.3) (B+FL2(T)(e),e))Tp(B+.F.L2(7)(e), e))+Q2+LT(7)(e), e)R2L2(IP(e),e) R. ) instead of 7)(1), L instead of _L(P(1), 1), AT instead A(7(),), etc.
We note that Theorem 12.2 of Wonham (1979) We want to show the existence and characterization of optimal controls, that is, admissible controls u. and v. such that for all v., u. E b/ha and z E R it holds that C(vO., o., x) _< C(v., u., x), where C(v. u.,x)'= lim 1 TocCT(v., U.,X).
In the above description of the control problem we have supposed A, B e n(n,n), , e n(n,n"), , nd : re in L(n",n), nd (?,): >_ 0, e L(R", Rm), e n(Rk, Rk), and /1,/ > 0. Throughout this section we let kl k + trace c, A := klA, E kE, B kaB + I, F kaF, Q1 "= kQ, Q2 "= kaQ, R klR1, and R2 := k3R. The following assumptions will be used. (Jacod and Shiryayev (1987) Protter (1990) .
(b). } will use the standard comparison method.
Step 1 In this section we shall analyze the behavior of equations (3.1) in the present setting when (i) e tends to 0, (ii) k3 tends to zero, and (iii) kl tends to zero. Note that the first case corresponds to "increasing frequency of the discrete time comFonent." A "classical" prototype of it has been considered before in the context of approximating of a continuous-time linear-quadratic problem with a sequence of discrete-time linearquadratic problems (see Whittle, 1983, Ex. 1, p. Denote by (R(, kl, k3), 7)(, k, k3)) the solution to (3.1). Then, using (3.1).-(3.3) and some algebra, it can be shown that (6.1) lim(R(e, k, k) P(e k, k)) (P(0, k, k3) . This parametrization corresponds, for example, to a partial time discretization, with time step e, of the following control problem (here we are using notation x(t) and u(t) instead of xt and ut): (eqx , (n) + eru,(n)) subject to dx,(t) (ax,(t) + bxe,(n))dt + eu (t)dt + dw (t), t + x,(n + 1) eCXl,(en) + ( + 1)dx,(n) + eu,(n) + (w(e( + 1)) we(en)) n O, 1,2,....
Here, the limiting equation (6.2) coincides with the algebraic Riccati equation corresponding to the original problem (6.3).
We believe that our methodology will allow for time discretization of continuoustime control problems using various time steps for various components of state vector, if necessary.
Case ii. Assume A4 and A5. Then (6.4) a01im (R(e,k,k3), P(, k, k3))= (P(e,k,O), P((, kl, 0)) where P(e, k, 0) {Pt P(e, k, 0), e [0, el} and P(e, kt, 0) is the solution of (6.5) 0 Q .-ATp + PA-PER-ETP Case iii. Assume A4 and A5. Then (6.6) lim (R(e k,k3) (e k,ka))= (P(,0 k) (e, 0 k3)) kl0 where P(e, 0, ka) {Pt P(e, O, k3), [0, el} and P(e, 0, Here L := f01 dt. 
