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Résumé
Avec le développement de l’Internet, l’informatique s’est basée essentiellement
sur les communications entre serveurs, postes utilisateurs, réseaux et data centers.
Au début des années 2000, les deux tendances à savoir la mise à disposition d’ap-
plications et la virtualisation de l’infrastructure ont vu le jour. La convergence de
ces deux tendances a donné naissance à un concept fédérateur qu’est le Cloud Com-
puting (informatique en nuage). Le stockage des données apparaît alors comme un
élément central de la problématique liée à la mise dans le nuage des processus et
des ressources. Qu’il s’agisse d’une simple externalisation du stockage à des fins de
sauvegarde, de l’utilisation de services logiciels hébergés ou de la virtualisation chez
un fournisseur tiers de l’infrastructure informatique de l’entreprise, la sécurité des
données est cruciale. Cette sécurité se décline selon trois axes : la disponibilité, l’in-
tégrité et la confidentialité des données.
Le contexte de nos travaux concerne la virtualisation du stockage dédiée à l’in-
formatique en nuage (Cloud Computing). Ces travaux se font dans le cadre du projet
SVC (Secured Virtual Cloud) financé par le Fond National pour la Société Numé-
rique “Investissement d’avenir”. Ils ont conduit au développement d’un intergiciel
de virtualisation du stockage, nommé CloViS (Cloud Virtualized Storage), qui entre
dans une phase de valorisation portée par la SATT Toulouse-Tech-Transfer. CloViS
est un intergiciel de gestion de données développé au sein du laboratoire IRIT, qui
permet la virtualisation de ressources de stockage hétérogènes et distribuées, acces-
sibles d’une manière uniforme et transparente. CloViS possède la particularité de
mettre en adéquation les besoins des utilisateurs et les disponibilités du système par
le biais de qualités de service définies sur des volumes virtuels.
Notre contribution à ce domaine concerne les techniques de distribution des don-
nées afin d’améliorer leur disponibilité et la fiabilité des opérations d’entrées/sorties
dans CloViS. En effet, face à l’explosion du volume des données, l’utilisation de la
réplication ne peut constituer une solution pérenne. L’utilisation de codes correcteurs
ou de schémas de seuil apparaît alors comme une alternative valable pour maîtriser
les volumes de stockage. Néanmoins aucun protocole de maintien de la cohérence
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des données n’est, à ce jour, adapté à ces nouvelles méthodes de distribution. Nous
proposons pour cela des protocoles de cohérence des données adaptés à ces différentes
techniques de distribution des données. Nous analysons ensuite ces protocoles pour
mettre en exergue leurs avantages et inconvénients respectifs. En effet, le choix d’une
technique de distribution de données et d’un protocole de cohérence des données as-
socié se base sur des critères de performance notamment la disponibilité en écriture
et lecture, l’utilisation des ressources système (comme l’espace de stockage utilisé)
ou le nombre moyen de messages échangés durant les opérations de lecture et écriture.
Mots-clés : Disponibilités des données, cohérence, gestion des replicas, code d’er-
reur, distribution des données, quorum.
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Abstract
With the development of Internet, Information Technology was essentially ba-
sed on communications between servers, user stations, networks and data centers.
Both trends “making application available” and “infrastructure virtualization” have
emerged in the early 2000s. The convergence of these two trends has resulted in a
federator concept, which is the Cloud Computing. Data storage appears as a central
component of the problematic associated with the move of processes and resources
in the cloud. Whether it is a simple storage externalization for backup purposes, use
of hosted software services or virtualization in a third-party provider of the company
computing infrastructure, data security is crucial. This security declines according
to three axes : data availability, integrity and confidentiality.
The context of our work concerns the storage virtualization dedicated to Cloud
Computing. This work is carried out under the aegis of SVC (Secured Virtual Cloud)
project, financed by the National Found for Digital Society “Investment for the fu-
ture”. This led to the development of a storage virtualization middleware, named
CloViS (Cloud Virtualized Storage), which is entering a valorization phase driven by
SATT Toulouse-Tech-Transfer. CloViS is a data management middleware developped
within the IRIT laboratory. It allows virtualizing of distributed and heterogeneous
storage resources, with uniform and seamless access. CloViS aligns user needs and
system availabilities through qualities of service defined on virtual volumes.
Our contribution in this field concerns data distribution techniques to improve
their availability and the reliability of I/O operations in CloViS. Indeed, faced with
the explosion in the amount of data, the use of replication can not be a permanent
solution. The use of “Erasure Resilient Code” or “Threshold Schemes” appears as a
valid alternative to control storage volumes. However, no data consistency protocol is,
to date, adapted to these new data distribution methods. For this reason, we propose
to adapt these different data distribution techniques. We then analyse these new
protocols, highlighting their respective advantages and disadvantages. Indeed, the
choice of a data distribution technique and the associated data consistency protocol is
based on performance criteria, especially the availability and the number of messages
exchanged during the read and write operations or the use of system resources (such
as storage space used).
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Introduction
Présentation du sujet
De nos jours, le domaine des technologies de l’information et de la communicationest devenu l’un des piliers de la société moderne. Le développement du conceptde Cloud Computing (informatique en nuage) a constitué une avancée majeure
vers la démocratisation de ce domaine. Le stockage des données devient alors l’un des
éléments cruciaux de l’infrastructure, que ce soit au niveau de la performance ou de la
sécurité. En termes de sécurité des données, plusieurs critères peuvent être énumérés,
tels que la disponibilité, l’intégrité ou encore la confidentialité. Ces travaux de thèse
s’inscrivent dans le cadre du projet SVC (Secured Virtual Cloud) financé par le Fond
National pour la Société Numérique “Investissement d’avenir” et qui entre dans une
phase de valorisation portée par la SATT Toulouse-Tech-Transfer. Nous travaillons sur
CloViS qui fait partie du sous-projet “stockage sécurisé” du projet SVC. CloViS est
un intergiciel de gestion des données développé au sein du laboratoire IRIT (Institut
de Recherche en Informatique de Toulouse), qui permet la virtualisation de ressources
de stockage hétérogènes et distribuées, accessibles d’une manière sécurisée, uniforme et
transparente.
Parmi les critères de sécurité des données énoncés, nous nous sommes intéressés à la
problématique de la disponibilité des données. Une solution couramment utilisée pour
améliorer à la fois la disponibilité et les performances de lecture des données dans un
environnement distribué est la réplication totale. Cependant cette technique présente
le double inconvénient d’être pénalisante pour les écritures et de gréver de manière trop
importante les capacités de stockage. Elle n’est donc pas viable à long terme face à
l’explosion du volume des données. Ainsi, de nouvelles méthodes (dans le contexte du
stockage) telles que les codes correcteurs ou les schémas à seuil permettent de trouver un
compromis entre les surcoûts générés, le temps d’accès aux données et leur disponibilité.
Comme dans le cas de la réplication totale, l’utilisation de ces techniques nécessite un
protocole de gestion de la cohérence pour maintenir la cohérence de différentes répliques
d’une donnée qui sont éparpillées dans plusieurs ressources de stockage. Par exemple,
les protocoles de cohérence dits à quorums (appelés souvent protocole ou système à
quorums) permettent de garantir la cohérence des données dans un environnement
distribué lorsque la réplication est utilisée comme technique de distribution des données.
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2Un protocole à quorums forme une structure logique des répliques en plusieurs sous-
ensembles appelés quorums. Dans ce contexte, un quorum est l’ensemble minimum de
répliques garantissant la cohérence des données lors d’une opération bien définie (par
exemple une opération d’écriture ou de lecture). Or, à ce jour, les protocoles de gestion
de la cohérence existant ne sont adaptés ni aux codes correcteurs ni aux schémas à seuil.
Nos travaux, présentés dans ce manuscrit, adressent cette problématique de manière
théorique et pratique.
Contributions
Notre contribution concerne les techniques de distribution des données afin d’amé-
liorer la disponibilité des données et la fiabilité des opérations d’entrées/sorties dans
CloViS. D’abord, après avoir étudié les différentes solutions proposées dans la littérature
sur les techniques de distribution des données, nous avons proposé l’utilisation de méca-
nismes tels que les codes correcteurs ou les schémas à seuil dans CloViS, qui permettent
d’améliorer la disponibilité des données et de maîtriser les volumes de stockage.
Ensuite, nous avons proposé une adaptation des quatre protocoles de gestion des
répliques (à savoir, le quorum majoritaire, le quorum en grille, le quorum en arbre et le
quorum en trapèze) au contexte de ces techniques de distribution des données choisies
pour améliorer la fiabilité des opérations d’entrées/sorties dans CloViS. En effet, aucun
protocole de gestion de répliques publié à ce jour n’est adapté à ces techniques de
distribution des données. Par exemple, lors d’une opération de lecture, ces protocoles de
gestion de répliques ne garantissent qu’une seule réplique à jour alors qu’avec les codes
correcteurs ou les schémas à seuil, plusieurs répliques à jour peuvent être requises.
Enfin, nous avons effectué des évaluations numériques de ces nouveaux protocoles
de gestion de répliques pour mettre en exergue leurs avantages et leurs inconvénients
respectifs. Ces évaluations numériques se basent sur des critères de performance spéci-
fiques : la disponibilité en écriture et en lecture et l’utilisation des ressources système.
Par ailleurs, une infrastructure est actuellement en cours d’élaboration pour la mise en
œuvre de ces solutions et l’évaluation de leurs performances en environnement réel. Dans
cette optique, nous avons commencé par améliorer ClovisFS (système gestion de fichiers
de CloViS). Ce nouveau système de gestion de fichiers est actuellement opérationnel.
Nous avons également implémenté l’algorithme CRUSH (Controlled Replication Under
Scalable Hashing) [110] permettant l’optimisation du placement des données dans l’en-
semble des ressources de stockage physique, afin de mener des comparaisons avec les
systèmes concurrents tels que Ceph.
Organisation du document
Ce manuscrit est organisé en deux grandes parties : “la virtualisation CloViS” et
“distribution et cohérence des données”. La première partie est constituée de deux cha-
3pitres dont le premier présente le contexte général du Cloud Computing tandis que le
deuxième introduit le projet CloViS et détaille l’architecture de l’intergiciel CloViS et
le rôle de chacun de ses composants.
La deuxième partie est composée de quatre chapitres principaux. Nous exposons
l’état de l’art des techniques usuelles de distributions des données dans le premier
chapitre et celui de maintien de la cohérence des données dans le deuxième chapitre.
Nous détaillons ensuite dans le troisième chapitre les propositions de gestion de la
cohérence des données dans CloViS. Nous effectuons également dans le même chapitre
des évaluations numériques de chaque protocole de cohérence des données proposé.
Enfin, nous concluons et nous donnons des perspectives sur le projet CloViS dans le
dernier chapitre.
Premie`re partie
La virtualisation CloViS
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1.1 Définition
L’informatique en nuage (Cloud Computing) fait référence à l’externalisation desprocessus informatiques d’une entreprise chez un fournisseur prenant en charge
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1.1. Définition 6
les ressources matérielles et logicielles nécessaires au fonctionnement du système
informatique de son client. Il existe autant de définitions que de points de vue, et les
spécialistes donneront à l’informatique en nuage des définitions diverses selon qu’ils
viennent de la sécurité, du web, de l’infrastructure, etc. Le National Institute of Stan-
dards and Technology (NIST) propose une définition qui se veut exhaustive :
“Le Cloud Computing est un modèle qui permet d’accéder rapidement à un pool de
ressources informatiques mutualisées, à la demande (serveurs, stockage, applications,
bande passante, etc.), sans forte interaction avec le fournisseur de service [...]” [72].
Selon cet organisme, l’informatique en nuage s’appuie sur cinq caractéristiques essen-
tielles :
+ Un accès libre à la demande : l’utilisateur consomme des services (capacité
de stockage, de calcul, plateforme de développement, etc.) dans le cloud selon
ses besoins et ceci de façon automatique c’est à dire sans nécessiter d’interaction
humaine avec le fournisseur de services ;
+ Le service doit être accessible via un réseau : tous les services proposés
aux utilisateurs doivent être disponibles sur le réseau et accessibles via des méca-
nismes standards favorisant l’utilisation des plateformes hétérogènes (par exemple
téléphones mobiles, tablettes, ordinateurs portable, poste de travail, etc.) ;
+ Mutualisation des ressources : les ressources informatiques du fournisseur sont
agrégées et mises à disposition des consommateurs sur un modèle multi-locataires,
avec une attribution dynamique des ressources physiques et virtuelles en fonction
de la demande. Les consommateurs n’ont généralement aucune connaissance ni
aucun contrôle de l’endroit exact où sont stockés les ressources fournies. Toutefois,
ils peuvent parfois imposer l’emplacement à un niveau plus haut d’abstraction (par
exemple le pays, le Datacenter, etc.) ;
+ Redimensionnement rapide : les consommateurs peuvent rapidement ajou-
ter ou enlever des ressources informatiques en fonction de leurs besoins. Pour le
consommateur, les ressources informatiques mises à disposition par le fournisseur
semblent illimitées et peuvent être consommées en quantité à tout moment ;
+ Le service doit être mesurable : les systèmes contrôlent et optimisent de façon
automatique l’utilisation des ressources par rapport à une moyenne estimée du
service consommé.
La figure 1.1 montre une vue globale de l’informatique en nuage. Elle comporte
deux grandes parties : La partie interne (le fournisseur) et la partie externe (les
consommateurs). L’accès se fait par le biais d’un pare-feu chargé de filtrer les
accès pour prévenir les attaques. Une fois passé ce pare-feu, l’utilisateur atteint un
réseau virtuel interne ; il a alors accès aux services gérés pour lui par son fournisseur.
Ces services peuvent prendre la forme de services logiciels consommés à la demande
(par exemple des services de messagerie ou de base de données) ou, de manière plus
complète, des machines virtuelles remplaçant les serveurs du client. Dans ce dernier
cas, ces machines virtuelles fonctionnent sur des serveurs physiques hébergés par le
fournisseur, parfois conjointement avec des machines virtuelles appartenant à d’autres
clients. Ces services manipulent des données (fichiers conventionnels ou fichiers disques
de machines virtuelles). Ces données sont stockées sur des nœuds de stockage (serveurs,
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Figure 1.1 – Une vue globale de l’informatique en nuage
baies, SAN, NAS) et doivent être sécurisées pour garantir la confidentialité, y compris
vis-à-vis des administrateurs du fournisseur.
Dans le concept d’informatique dans le nuage, la puissance de calcul et de stockage
de l’information sont proposés comme des services par des entreprises spécialisées et
facturés d’après l’utilisation réelle. De ce fait, les clients de ces entreprises n’ont en
théorie plus besoin de serveurs dédiés.
1.2 Les modèles de déploiement du Cloud Compu-
ting
Le Cloud Computing repose sur des ressources physiques qui peuvent être situées
chez le client ou chez un prestataire, être partagées ou non. Ainsi, les utilisateurs du
cloud peuvent choisir entre se construire leurs propres infrastructures ou en louer une
chez un fournisseur de service spécialisé, bénéficier de services plus ou moins étendus
proposés par ces fournisseurs ou encore combiner ces deux options. Ainsi, selon les ap-
proches des entreprises se distinguent trois formes ou typologies de Cloud Computing :
1.2.1 Les clouds privés
Les clouds privés mettent l’ensemble des ressources à la disposition exclusive d’une
seule entreprise. Les services de ces clouds sont dédiés aux besoins propres de l’entre-
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prise cliente. Ce type de cloud offre aux entreprises des services qui leur permettront
d’optimiser et de mieux maîtriser l’utilisation de leur ressources informatiques. Les
problèmes d’intégration et les exigences de sécurité pour les données et applications
critiques sont parmi les raisons qui poussent les utilisateurs à adopter les clouds pri-
vés. Avec les clouds privés, les utilisateurs ont plus de contrôle de leurs applications et
données que les autres typologies de cloud.
Ils sont souvent gérés en interne par une entreprise pour ses besoins. Dans ce cas,
les ressources informatiques sont géographiquement situées dans le périmètre de l’en-
treprise. Le service informatique est alors vu comme un fournisseur de services et les
entités de la société comme les clients de ce service. Mais ils peuvent aussi être gérés
par un prestataire externe qui met à disposition du client un ensemble de services à la
demande de ce dernier. Les clients louent ces services à la demande, selon leurs besoins.
On parle dans ce cas de clouds privés virtuels. Dans ce dernier cas, une partie des ser-
vices externalisés est pris en charge par un prestataire de confiance. Par ailleurs, une
même infrastructure d’un prestataire peut contenir plusieurs clouds privés virtuels ap-
partenant à différents clients. Chacun d’eux peut accéder uniquement à son cloud privé
via son propre réseau. Avec le cloud privé virtuel, le lieu d’hébergement est connu par
l’entreprise cliente et se trouve souvent dans le même pays que cette dernière. Cela per-
met surtout d’éviter des litiges juridiques dus aux éventuelles différences de législation
en vigueur dans chaque pays hébergeur.
Cependant, la mise en place d’un cloud privé exige un investissement initial et des
coûts de maintenance pour les clients. Elle nécessite également des compétences et des
locaux adaptés. Même si les préoccupations en matière de sécurité et de contrôle de
données sont dissipés avec les clouds privés (puisque le client conserve le contrôle total
des données et des applications), le cloud privé demande des efforts considérables en
cas d’évolution des besoins.
1.2.2 Les clouds publics
Les clouds publics mettent l’ensemble des ressources à disposition des clients via
l’Internet public. Les ressources informatiques des différents clients peuvent être hé-
bergées dans n’importe quel datacenter du prestataire voire passer d’un datacenter à
l’autre pour garantir ainsi la qualité de service requise contractuelle ou optimiser l’uti-
lisation des ressources du prestataire. Les clients consomment ainsi les services clouds
sans se soucier des emplacements où sont hébergées leurs données. Ces emplacements
sont gérés par des entreprises spécialisés qui louent leurs services ; la puissance de calcul
et de stockage est alors mutualisé entre les différents clients. C’est ce type de cloud qui
est utilisé pour la fourniture d’outils de bureautiques en ligne comme Google Apps ou
Office 365, pour la la mise à disposition d’infrastructures virtuelles comme OVH ou
CloudWatt, etc.
La mise en place d’un cloud public demande de lourds investissements uniquement
du côté fournisseur de services. Les clients n’ont pas besoin d’investissement initial pour
utiliser les clouds publics. Ils sont uniquement facturés pour les ressources informatiques
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et/ou services qu’ils consomment. Cette catégorie de clouds offre une flexibilité et une
facilité d’utilisation qui constituent la solution idéale pour les utilisateurs qui ont be-
soin d’infrastructures susceptibles de s’adapter à une charge fluctuante. Elle permet de
surcroit une économie d’échelle significative et permet de développer rapidement des
applications en évitant de provisionner un investissement dans les ressources informa-
tiques et en même temps de limiter les risques.
Néanmoins, des inquiétudes persistent concernant la sécurité et la protection de la
confidentialité des données dans un cloud public. En effet, ce cloud s’appuie et com-
munique selon les politiques de sécurité du fournisseur pour garantir la sécurité des
données de ses clients. Le cloud public offre un maximum de flexibilité et est souvent
moins cher qu’un cloud privé pour le même service mais c’est un modèle moins sécu-
risé que celui du cloud privé. “Sous la pression de l’Union Européenne et de la CNIL
(Commission Nationale de l’Informatique et des Libertés), les prestataires de Clouds
publics assurent désormais plus de traçabilité sur l’emplacement des ressources mises
à disposition en différenciant des grandes zones : Europe, Amérique et Asie” [9]. Il
peut aussi y avoir des litiges juridiques dus aux éventuelles différences de législation en
vigueur si le fournisseur dispose de centres de données situés dans différents pays.
1.2.3 Les clouds hybrides
Les clouds hybrides mêlent les deux premiers concepts. Par exemple un cloud pour
les applications et un autre pour les données. Ils constituent une solution alternative
aux coûteuses infrastructures redondantes destinées à la continuité de l’activité en cas
de défaillance, de sinistre, etc. Une entreprise possédant un cloud privé peut faire appel
à un cloud public lors d’une montée en charge brutale ou alterner les clouds public et
privé en fonction de la conjoncture. Les ressources du cloud public louées au fournisseur
seront vues comme appartenant au cloud privé par les clients.
Les clouds hybrides permettent d’allier les avantages des clouds publics et privés.
Ils permettent de répartir le traitement des données selon une politique préalablement
définie par l’utilisateur, selon que le données soient stratégiques ou non. Les utilisateurs
peuvent par exemple mettre les données et applications sensibles dans leur clouds pri-
vés et les applications qui demandent plus de flexibilité dans les clouds publics, plus
rentables et plus performants. La partie publique du cloud peut être utilisée pour tester
le bon fonctionnement d’une application nouvellement développée avant son lancement
réel.
Cependant, les clouds hybrides héritent aussi les inconvénients des clouds publics
et privés, tels que l’exigence d’investissement initial et des coûts de maintenance pour
les clients, les problématiques de sécurité et de protection des données confidentielles,
etc. Par ailleurs, la lourdeur de gestion de deux ou plusieurs clouds peut s’avérer plus
contraignante pour les clients. Le fait d’unir clouds publics et clouds privés peut aussi
poser des problèmes supplémentaires comme la difficulté d’intégration des services, la
différence de politique de sécurité, etc.
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1.3 Les niveaux de services du cloud computing
Le cloud computing permet aux entreprises de consommer des services informa-
tiques à la demande et avec facturation à l’usage. Ces services peuvent se présenter
sous plusieurs formes : sous forme d’application exploitée par l’utilisateur, sous forme
de plate-forme qui exécute l’application et enfin sous forme d’infrastructure qui four-
nit les ressources matérielles nécessaire à la plate-forme d’exécution des applications
Ce concept est alors décliné en trois offres, à savoir, l’infrastructure en tant que service
(IaaS), la plate-forme en tant que service (PaaS) et le logiciel en tant que service (SaaS)
que nous allons détailler par la suite.
1.3.1 IaaS (Infrastructure as a Service)
L’IaaS (ou l’infrastructure en tant que service) met à disposition des utilisateurs
une infrastructure avec des ressources informatiques prêtes à l’emploi telles que des
serveurs, des équipements réseau, de l’espace de stockage, etc. Les matériels et ressources
informatiques des clients sont dématérialisés. L’IaaS est vu comme une abstraction
d’un centre de données sur laquelle les consommateurs déposent leur environnement
de production et leurs applications. Les clients disposent donc d’un environnement de
production (dont ils en sont pas propriétaires) disposant de capacités matérielles qui
peuvent s’adapter à tout moment de l’évolution des besoins. Du point de vue du client,
ces ressources sont donc infinies, de nouvelles ressources pouvant être mises à leur
disposition à la demande (et facturées à l’usage) en cas d’accroissement de la demande.
Inversement, elles peuvent être retirées si elles ne sont plus nécessaires.
Les clients peuvent démarrer ou arrêter à la demande des serveurs virtuels dans ces
centres de données, sans avoir à se soucier des machines physiques sous-jacentes, et des
coûts de gestion qui sont liés (remplacement de matériel, climatisation, électricité etc.).
Cela permet aux clients de se concentrer davantage sur le développement de leurs appli-
cations sans avoir à se préoccuper de l’achat de leurs propres serveurs ou de la gestion
de l’infrastructure. Toutefois cela n’enlève pas toutes les responsabilités aux entreprises
utilisatrices. Cette approche a l’avantage d’être très flexible mais demande de mainte-
nir les mêmes compétences informatiques au sein de l’entreprise que pour les solutions
serveur classiques sur site. Les utilisateurs conservent la responsabilité de gérer leurs
environnements systèmes et les couches logicielles associées. Ils doivent ainsi disposer
de ressources humaines suffisamment expertes pour gérer eux-même leurs systèmes et
veiller au bon fonctionnement de leurs applications installées sur les machines virtuelles
dans le cloud.
Les doutes sur la sécurité, sur la localisation géographiques des données et des
machines virtuelles constituent les principales barrières à l’adoption des infrastructures
en tant que service. Mais ces doutes commencent à se dissiper grâce aux contraintes
qu’imposent certains organismes de réglementation aux fournisseurs de clouds publics
[9], à la multiplication des fournisseurs locaux et à la maturité des offres. Une autre
barrière à l’entrée est la non compatibilité des différentes technologies utilisées par
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chaque fournisseur de clouds. Par exemple, l’utilisation d’Amazon impose la préparation
de machines virtuelles au format Amazon sous l’hyperviseur open source Xen tandis
que terremark et Orange Business Services utilisent VMware ESX.
1.3.2 PaaS (Platform as a Service)
La PaaS (ou la plate-forme en tant que service) est un modèle de cloud computing
où le fournisseur de services met à disposition de ses utilisateurs des plate-formes d’exé-
cution, de déploiement et de développement d’applications qui sont prêtes à l’emploi
et fonctionnelles. Pour cela, PaaS fournit un niveau d’abstraction supplémentaire par
rapport à IaaS : en plus de l’infrastructre matérielle, l’hébergement et le framework
d’application sont dématérialisés. Les clients “poussent” leurs applications existantes
dans le Cloud, ou développent de nouvelles applications avec les outils proposés par le
fournisseurs tels que Google App Engine (plate-forme de conception et d’hébergement
d’applications web basée sur les serveurs Google). Les utilisateurs ont à leur disposi-
tion des systèmes informatiques performants, configurés et maintenus par le fournisseur
cloud pour y développer leurs propres applications. Les développeurs ne se préoccupent
plus du déploiement, de la mise à jour et licence des logiciels ou de la nature des
technologies pour exécuter leurs applications. La gestion des systèmes d’exploitation
sous-jacents, des serveurs d’applicationsou des serveurs web sont aussi à la charge du
fournisseur de services. Ils se concentrent uniquement sur l’architecture et le codage
de leurs applications, permettant ainsi d’améliorer nettement la productivité. Cette
plate-forme favorise également la collaboration entre les salariés du client.
La PaaS a cependant également quelques inconvénients. L’un des points faibles du
PaaS est la limitation aux technologies disponibles chez le fournisseur de services pour le
développement des applications. Par exemple, Python ou Java pour Google App Engine,
.NET pour Microsoft Azure. Ainsi, les clients doivent réécrire toutes leurs applications
s’ils veulent changer de fournisseur PaaS. La migration d’applications existantes vers
ce cloud peut s’avérer compliquée selon le fournisseur de PaaS visé. En effet, il faut les
réécrire si le fournisseur ne propose pas la plateforme d’exécution initialement utilisé.
Or, ces plateformes sont parfois propriétaires. Par exemple le langage Apex de Saleforces
est utilisé par la plate-forme de développement baptisée Force.com ; on est limité à ce
langage et aux modules logiciels disponibles sur cette plate-forme tels que les bases de
données, les frameworks, etc. Cela crée une forte dépendance vis-à-vis du fournisseur qui
peut favoriser une certaine instabilité. En effet les clients n’ont aucun contrôle sur les
évolutions de services virtuels de leurs fournisseurs, ce qui peut poser des problème si le
fournisseur décide de mettre fin au développement de son service pour diverses raisons.
Par ailleurs, le fait de ne pas avoir le contrôle sur les machines virtuelles sous-jacentes
pourrait constituer aussi un inconvénient pour le développeur puisqu’il est impossible
pour le client de surveiller les opérations effectuées par son fournisseur.
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1.3.3 SaaS (Software as a Service)
Le SaaS (ou le logiciel en tant que service) est un modèle du cloud computing où
le matériel, l’hébergement, le framework d’application et le logiciel sont dématérialisés.
Le fournisseur SaaS s’occupe de la gestion des ressources nécessaires à l’infrastructure
matérielle et à la plate-forme logicielle, de l’installation et de la configuration de tous
les serveurs et des applications qui s’y exécutent (par exemple, serveur web, serveur de
messagerie, intégration logicielle, mise à jour, etc.). Il veille également à la continuité
de service en assurant la surveillance et les interventions en cas de pannes. Les clients
accèdent à une application en mode hébergé sans avoir à se préoccuper ni de l’infra-
structure matérielle, ni de la plate-forme logicielle. Ils n’achètent plus le logiciel mais
le consomment à la demande, en payant son usage réel. Le logiciel est hébergé chez le
fournisseur, dans son propre centre de données, comme c’est par exemple le cas pour
les outils de messagerie et bureautique tels que Google Apps, YahooMail, etc., office
365 (outil collaboratif ), PostFiles (envoi de fichiers lourds). Les clients se déchargent
complètement de la partie opérationnelle de l’environnement système qui leur permet
de se concentrer davantage sur leur cœur de métier ou sur des projets innovants à haute
valeur ajoutée. L’utilisation de ce modèle de cloud computing permet aux entreprises
d’avoir un bilan concret de leurs résultats. En effet, le coût de ces services devient
une charge immédiatement déductible du résultat alors qu’avec les solutions serveurs
classiques sur site, un investissement (par exemple, l’achat de matériel ou de licences
logicielles) doit être déduit du résultat par le biais d’amortissements étalés sur plusieurs
années. Par ailleurs, les applications sont accessibles et peuvent être utilisées partout
et n’importe quand, il suffit juste d’une simple connexion Internet et d’un ordinateur.
Toutefois, le modèle SaaS présente également des inconvénients majeurs qui peuvent
parfois constituer des barrières à l’entrée pour certaines entreprises utilisatrices. Le
fait de confier les données sur des machine virtuelles appartenant à un fournisseur de
services soulève des problèmes de confidentialité et de sécurité supplémentaires. De
plus, les clients sont limités aux services proposés par le fournisseur de services. En
effet, les services et les fonctionnalités de l’application sont souvent prédéterminés par
le fournisseur de services. Ainsi, toute spécificité non prévue ne peut être développée
que par le fournisseur. Par ailleurs, le changement de fournisseur SaaS est complexe
car outre le transfert des données, il faut s’assurer que l’ensemble des fonctionnalités
utilisées sont bien présentes dans le nouveau contexte applicatif. Enfin, ce modèle pose
également de vraies questions sur la pérennité du fournisseur, notamment lorsque le
service proposé en mode SaaS n’est pas disponible sous sa forme traditionnelle parce
que la disparition du fournisseur entraine souvent la fin immédiate du service, ce qui
n’est pas le cas dans un monde de licence traditionnel.
La figure 1.2 synthétise les caractéristiques d’un cloud selon son modèle de dé-
ploiement et son niveau de service. D’une part, le niveau d’abstraction et la flexibilité
dépendent du niveau de service proposé. Le modèle SaaS représente plus d’abstraction
mais moins de flexibilité par rapport aux deux autres niveaux de services (ce qui im-
plique une forte dépendance du client vis-à-vis du fournisseur SaaS) tandis que le modèle
IaaS représente moins d’abstraction et plus de flexibilité. D’autre part, le contrôle des
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données et des applications par l’utilisateur dépend du modèle de déploiement choisi.
L’utilisateur dispose plus de contrôle sur ses données et applications avec le cloud privé
que les deux autres. Mais tout cela a un prix : l’investissement initial à réaliser du coté
client est sans commune mesure.
Figure 1.2 – Différent types de Cloud Computing
1.4 Les différents types de stockage dans le cloud
Depuis la généralisation de l’Internet à haut débit, les besoins en espace de stockage
ne cessent d’augmenter et le stockage a suivi l’évolution de la puissance de calcul des
ordinateurs. Historiquement, les premiers systèmes de stockage informatiques étaient
de type attachement direct ou DAS (Direct Attached System) : un ensemble de disques
était physiquement lié à un serveur ou à une station de travail. Mais avec ce type
d’architectures, les données deviennent inaccessibles lors d’une panne de la machine, de
plus, les espaces disque des machines sont figés ou faiblement évolutifs. Ces problèmes
ont conduit au développement des technologies de stockage en réseau telles que le NAS
(Network Attached Storage) et le SAN ( Storage Area Network).
Le stockage NAS attache les ressources de stockage au réseau LAN de l’entreprise,
le plus souvent un réseau IP sur Ethernet. Un serveur NAS possède son propre système
de gestion de fichiers et il est indépendant du système d’exploitation des serveurs qui
s’adressent à lui. Les ressources sont accessibles via le réseau en utilisant un proto-
cole réseau comme TCP/IP et des protocoles applicatifs tels que NFS (Network File
System), CIFS (Common Internet File System aussi nommé SMB : Server Message
Block ) et AFP (Apple Filing Protocol). Les serveurs de stockage supportent plusieurs
types de systèmes de fichiers et permettent ainsi le partage de fichiers entre plusieurs
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serveurs et clients hétérogènes (par exemple sous Windows, Apple ou encore les sys-
tèmes d’exploitation basés sur UNIX). On peut également y ajouter à chaud de l’espace
de stockage à la demande et sans éteindre le serveur de stockage NAS. Le stockage NAS
permet une administration simplifiée via une interface WEB. Toutefois, un des incon-
vénients majeurs du stockage NAS est qu’il est gourmand en terme de bande passante.
Il n’est donc pas particulièrement adapté aux flux multimédia (applications de strea-
ming multimédia) ni aux traitements temps réel. Il n’est pas non plus optimisé pour le
stockage de masse [81].
Le SAN est une méthode de stockage en réseau qui se présente sous forme d’un
réseau secondaire intégralement dédié au stockage afin de désengorger le réseau de
l’entreprise. Le réseau SAN, généralement basé sur le protocole FC (Fiber Channel),
interconnecte les serveurs entre eux et les périphériques de stockages. Il existe trois
topologies pour ce réseau, à savoir :
+ la topologie point-à-point : Elle relie un serveur et un périphérique de stockage.
Ces deux entités reliées disposent donc de la totalité de la bande passante. Mais
l’augmentation des débits a favorisé l’utilisation de deux autres topologies ;
+ la topologie en boucle : les nœuds (serveurs et périphériques de stockages)
sont situés sur une boucle. Si un nœud veut communiquer avec un autre, il doit
passer par un de ses voisins immédiat. Donc, si un nœud est défaillant, la boucle
est cassée et les nœuds de la boucle sont hors circuit. Pour pallier à ce problème,
on utilise actuellement un HUB qui est relié à tous les nœuds. Ce HUB permet
alors de mettre hors circuit un composant défaillant sans casser la boucle ;
+ la topologie “fabric” : les nœuds du réseau sont raccordés aux autres via un
ou plusieurs switchs FC. Cette topologie offre un débit nettement amélioré par
rapport aux deux autres mais elle est très onéreuse.
La communication entre le serveur et le périphérique de stockage utilise le réseau SAN
alors que celle entre le client et le serveur utilise le réseau LAN (Local Area Network).
En effet, le réseau SAN est conçu pour s’adapter à la transmission des données de masse,
alors que le réseau LAN est plus flexible et convient aux échanges de données entre le
client et le serveur [81]. A la différence du stockage NAS, les systèmes de gestion de
fichiers sont localisés sur les clients. Donc, les clients n’accèdent plus à des fichiers mais
directement aux données brutes situées sur les périphériques, en mode  bloc . Cela
permet un gain de performance car l’accès aux données devient rapide. La technique
de stockage SAN permet le partage des ressources de stockage entre un nombre très
important de systèmes de traitements et d’utilisateurs. Elle soulage également le LAN
de l’entreprise des charges induites par le transfert massif des données. Toutefois, la
technique de stockage en réseau SAN possède également quelques inconvénients. Le
réseaux dédié permet d’excellents performance mais peut se révéler très onéreux pour
l’entreprise. Le réseau SAN devient dépendant du système d’exploitation des serveurs
car des problèmes peuvent survenir si des serveurs ayant de systèmes de gestion de
fichiers différents s’adressent au même disque. Mais ce dernier pourrait être résolu en
utilisant les  SAN file systems .
Dans le monde du cloud computing, les solutions de stockage doivent répondre à un
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certain nombre d’impératifs. Ainsi, les deux solutions de stockage (DAS et NAS) citées
précédemment ne conviennent pas au contexte du cloud computing. En effet, pour la
technologie DAS, le taux de panne élevé, l’énorme gaspillage d’espace disque et surtout
son approche locale constituent des défauts rédhibitoires. Pour la solution NAS, c’est
surtout son problème de performance qui constitue un blocage : elle supporte mal, par
exemple, des applications demandant de grosses performances disques comme des bases
de données. Ainsi, l’implémentation du stockage dans les nuages est principalement fait
en utilisant soit la solution SAN, soit les serveurs de stockages dédiés. La première solu-
tion est la plus simple à utiliser mais son coût est prohibitif. Ce point constitue souvent
un frein à l’adoption de cette solution car les fournisseurs de stockage de masse dans un
environnement cloud doivent allier à la fois performances et coûts. Quand à la seconde
solution, elle est principalement utilisée pour fournir un stockage de données à des fins
de sauvegarde ainsi que pour SaaS, PaaS et IaaS. Pour être efficace et compétitifs, les
serveurs utilisés sont bâtis avec des processeurs de faible puissance, une mémoire RAM
limitée mais avec une forte intégration de disque (jusqu’à 24 disques dans un serveur
2U). Le problème est alors de fournir une abstraction des ressources physiques à la
couche logicielle et être capable de gérer ce nombre potentiellement très important de
disques à travers un ensemble d’outils dédiés.
Dans un environnement de cloud computing, les offres de services de stockage
peuvent se présenter sous plusieurs formes selon la frontière d’intervention du presta-
taire du cloud : le logiciel en tant que service (SaaS), la plate-forme en tant que service
(PaaS) et l’infrastructure en tant que service (IaaS). Il y a également des systèmes de
base de données dits NoSQL (Not Only SQL) qui occupent une place importante dans
les systèmes de stockage distribué. Nous allons énumérer quelques principaux outils de
gestion de stockage distribué (une liste non exhaustive) pour chaque niveaux de service
et également des systèmes de base de données dits NoSQL.
1.4.1 Type SaaS
Diverses offres de stockage SaaS ont vue le jour, pour couvrir aussi bien les pro-
blématiques de partage que d’archivage des données. Parmi ces offres, Dropbox est
parfaitement représentative des caractéristiques communes de ces services.
Dropbox est un service propriétaire de stockage dans le cloud de type SaaS. Outre
le simple hébergement des fichiers, Dropbox permet à plusieurs utilisateurs de partager,
modifier et synchroniser des fichiers en ligne [106], ce qui permet donc une collaboration
entre ses utilisateurs. A cette fin, il divise chaque fichier en plusieurs morceaux de taille
égale à 4 mégaoctets. Lorsqu’un utilisateur ajoute un fichier dans son dossier Dropbox
local, l’application locale du client Dropbox va calculer les valeurs de hachages de tous
les morceaux du fichier en utilisant l’algorithme de hachage SHA-256. Ces valeurs de
hachage sont alors envoyées au serveur et comparées à celles qui y sont déjà stockées.
Le serveur demande ainsi au client de transférer uniquement les morceaux qui ne sont
pas encore stockés côté serveur, afin d’optimiser le trafic réseau et le coût de stockage.
L’établissement de connexions entre les clients et les serveurs Dropbox sont effectuées
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avec TLS (Transport Layer Security) [94]. Un des points faibles de Dropbox est que
l’adresse mail pour s’y inscrire n’est pas vérifiée [94].
1.4.2 Type PaaS
Le stockage dans le contexte PaaS se structure autour d’environnements intégrés
dédiés à l’exécution d’applications développées spécifiquement. Quelques exemples sont
présentés ci-dessous.
ñ ConPaaS : C’est un environnement intégré d’exécution open source qui vise à
simplifier le déploiement d’applications de cloud computing. Une application est
définie comme une composition d’un ou de plusieurs services. Les principales ca-
ractéristiques qui distinguent ConPaaS des autres offres PaaS sont : son approche
visant à automatiser le passage à l’échelle des applications et son interopérabi-
lité avec plusieurs clouds computing [83]. ConPaaS dispose actuellement de neuf
services [2] :
– deux services d’hébergement respectivement pour les applications PHP et
JSP (JavaServer Page) ;
– un service de base de données MySQL ;
– un service de base de données NoSQL basé sur scalarix ;
– un service MapReduce ;
– un service TaskFarming pour le traitement batch à haute performance ;
– un service Selenium pour les tests fonctionnels des applications web ;
– un service HTC (High-Throughput Condor) ;
– un service XtreemFS offrant un système de fichiers distribué et répliqué.
Les applications ConPaaS peuvent être composées d’un ou de plusieurs services.
Par exemple, une application bio-informatique peut stocker les données géno-
miques dans XtreemFS, utiliser un service PHP et MySQL pour mettre en ligne
une application web frontale et relier cette application web frontale au service Ma-
pReduce pour effectuer des calculs génomiques haute performance à la demande
[83]. ConPaaS se présente donc comme une plate-forme en tant que service dans le
cloud : il nécessite une infrastructure de niveau inférieure pour s’exécuter. Ainsi,
il supporte à ce jour deux IaaS : OpenNebula et EC2 (Amazon Elastic Compute
Cloud) [83].
ñ FRIEDA (Flexible Robust Intelligent Elastic DAta Management) [46] est un
framework de gestion des données de type PaaS. Il gère le cycle de vie des données,
qui comprend la planification et le provisionnement de stockage, le placement des
données et l’exécution d’applications scientifiques dans des environnements clouds
computing [51]. FRIEDA fournit un mécanisme d’exécution à deux niveaux qui
sépare le contrôle des données et la phase d’exécution. Cette séparation permet
une implémentation flexible des différentes stratégies de gestion des données au
sein du même framework selon les exigences de l’application et les besoins en
ressources. Il supporte deux systèmes de gestion de données : l’un pré-déterminée
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et l’autre permettant le partitionnement des données en temps réel. Ces schémas
facilitent diverses optimisations et compromis liés à la robustesse, la sélection des
ressources de stockage, l’élasticité, la performance et le coût nécessaire dans les
environnements de cloud computing [46]. L’architecture de FRIEDA est structurée
selon trois rôles fondamentaux : controller, master et workers [51]. Le controller
prend en charge la mise en place et la configuration de l’environnement pour la
gestion des données et l’exécution d’applications. Le master est responsable de
l’exécution d’applications et de la distribution des données. Les workers reçoivent
les données et les tâches du composant master et les exécutent. Lorsque tous les
workers ont terminé leurs tâches, le framework peut collecter les données de tous
les nœuds. Il gère le cycle de vie des données requis dans le cadre du HPC en
s’appuyant sur d’autres outils pour fournir l’accès effectifs aux données depuis
les machines virtuelles. Il supporte pour cela trois options de stockage : un mode
fichiers, Cassandra et DynamoDB (Amazon).
ñ Google AppEngine : C’est une plate-forme de conception et d’hébergement
d’applications web basée sur les serveurs de Google. Elle supporte les applica-
tions écrites en Python, Java et Go. Elle fournit également plusieurs types de
services de stockage de données (MySQL, NoSQL et stockage orienté objet). Elle
dispose d’un Load Balancer qui a pour rôle de répartir la charge sur les différents
clusters. Son inconvénient majeur est son manque de flexibilité. En effet, les ap-
plications AppEngine fonctionnent exclusivement dans le cloud de Google [83].
De surcroît, les développeurs doivent utiliser les API propriétaires d’AppEngine,
ce qui restreint la portabilité des applications vers d’autres infrastructures.
ñ Elastic Beanstalk : C’est une solution PaaS propriétaire de AWS (Amazone
Web Services). Elle simplifie le déploiement et le passage à l’échelle des applica-
tions et services web développés avec Java, .NET, PHP, Node.js, Python, Ruby,
Go et Docker sur des serveurs tels qu’Apache, Nginx, Passenger et IIS [1]. Elle
supporte plusieurs options de stockage et de base de données tels qu’Amazon
RDS, Amazon DynamoDB, Amazon SimpleDB, Microsoft SQL Server, Oracle,
IBM DB2 ou Informix. Comme dans le cas de Google AppEngine, Elastic Beans-
talk est uniquement disponible dans les clouds d’Amazon [83].
1.4.3 Type IaaS
Au niveau infrastructure, les outils existants ont pour but de fournir une abstraction
du stockage pour une approche orientée virtualisation. Même si ces outils sont suscep-
tibles d’être utilisés dans d’autres contextes (par exemple, Ceph peut être utilisé pour
du SaaS), la cible principale reste la fourniture de service de stockage bas-niveau pour
les hyperviseurs car il s’agit du domaine le plus exigeant en termes de performances.
+ Ceph est un logiciel open source (sous Licence LGPL) de stockage distribué
de type IaaS, qui fait suite aux travaux de Sage Weil durant sa thèse [109]. Il
dispose d’un composant principal (RADOS : Reliable Autonomic Distributed
Object Store) qui assure un accès de manière fiable et autonome aux objets
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de stockage distribué. Ceph/RADOS utilise l’algorithme CRUSH (Controlled
Replication Under Scalable Hashing) pour optimiser les placements de données
dans un stockage distribué [110, 17].
Ceph fournit une gestion dynamique et distribuée des méta-données en utilisant
un cluster de méta-données (MDS) et stocke les données et les méta-données
dans un OSD (Object Storage Devices) [37]. Lors d’une opération d’écriture,
Ceph sélectionne un groupe de placement (PG : placement group) en utilisant
l’algorithme CRUSH et stocke les objets correspondant dans les différents OSDs
afférents. Trois stratégies de réplication sont implémentées dans Ceph :
– “primary-copy” : le premier OSD dans le PG transfère les écritures dans les
autres OSDs et l’opération de lecture ne sera autorisée que si le dernier OSD
a envoyé son acquittement.
– “chain” : les écritures des objets sont effectuées séquentiellement et l’opéra-
tion de lecture sera autorisée une fois que le dernier objet a été écrit dans
l’OSD correspondant.
– “splay replication” : la moitié des objets sont écrits de façon séquentielle, le
reste étant effectué en parallèle. L’opération de lecture ne sera autorisé que
si tous les objets sont écrits avec succès.
Chaque OSD utilise un journal pour accélérer les opérations d’écriture en réunis-
sant plusieurs petites écritures et en les envoyant de façon asynchrone vers le sys-
tème de fichiers lorsque le journal est plein [50]. Le journal peut être un device,
une partition ou un fichier. Ceph/RADOS permet à une application d’interagir
directement avec ce stockage distribué et fournit trois services principaux aux
utilisateurs [40] :
3 un accès direct au stockage objet via RADOSGW, compatible avec une API
de type RESTFul (service Amazon S3, SWIFT / Openstack, etc.) ;
3 un accès de type bloc via RBD (RADOS Block Devices) ;
3 un accès de type système de fichiers en réseau en utilisant CephFS.
L’un des points forts de Ceph est sa forte versatilité. En effet, il peut être utilisé
pour le stockage massif des données, mais aussi en remplacement direct de ser-
vices de stockage traditionnels, quelle que soit l’ancienne technologie utilisée [40].
Bien que Ceph soit présenté comme un système de stockage efficace, robuste et
évolutif, la confidentialité et l’intégrité des données n’y sont pas implémentés. Les
messages ne sont pas chiffrés sur le réseau et aucun algorithme d’encodage n’est
utilisé au niveau des objets stockés. Par ailleurs, en se concentrant uniquement
sur la disponibilité et l’évolutivité de données, Ceph/RADOS omet l’optimisation
d’énergie ;
+ Lustre [6, 105, 7, 37] est un de système de fichiers distribué basé sur des ob-
jets, disponible sur Linux sous une licence GPL. Son nom vient de deux mots
Linux et Cluster. Il ne fait pas de copie des données ni des méta-données [37]. Au
lieu de cela, il stocke les méta-données dans un stockage partagé, nommé MDT
(MetaData Target) attaché à deux MDS (MetaData Servers), offrant ainsi un
mode de basculement active/passive. Ce sont les MDS qui gèrent les requêtes
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de méta-données. Les données elles-mêmes sont gérées de la même façon. Elles
sont divisées en objets et ces derniers sont distribués dans plusieurs OSTs (Object
Storage Target) partagés qui sont attachés sur plusieurs OSS (Object Storage
Servers) pour fournir un mode de basculement active/active [37]. Ce sont les
OSS qui gèrent les requêtes d’entrées/sorties. Lustre utilise les inodes et les attri-
buts étendus pour mapper le nom d’un objet fichier à ses OSTs correspondants. Il
implémente un LDLM (Lustre Distributed Lock Manager) pour gérer la cohérence
des caches [105]. Ce mécanisme de verrouillage permet à Lustre de supporter les
accès concurrents en lecture et écriture. A titre d’exemple, Lustre supporte le
verrou write-back qui permet aux clients de mettre en cache un grand nombre de
mises à jour dans une mémoire avant de passer à une écriture proprement dite
sur disque plus tard, réduisant ainsi les transferts des données. Plus de détails sur
les fonctionnalités de LDLM peuvent être trouvés dans [105].
Lustre fournit des outils permettant de monter l’ensemble du système en espace
utilisateur grâce à FUSE (Filesystem in User SpacE). Contrairement aux autres
systèmes de stockage distribués, Lustre détecte les fautes lors des opérations des
clients (qu’il s’agisse des requêtes de méta-données ou des transferts de données)
et non pas lors des communications entre les serveurs. Ainsi, lorsqu’un client
veut accéder à un fichier, il contacte d’abord le MDS. Si ce dernier n’est pas
disponible, le client va demander au serveur LDAP pour trouver d’autres MDS
qu’il pourra contacter. Ensuite, le système effectue un basculement, le premier
MDS est alors déclaré défaillant, et le second devient actif. Une défaillance dans
un OST se fait de la même manière : si les clients envoient des données vers un
OST et que ce dernier ne répond pas pendant un certain temps, il sera redirigé vers
un autre OST [37, 17]. Lustre fournit également des outils simples d’équilibrage
de charge : lorsqu’un OST est trop chargé, le MDS va choisir d’autres OSTs
disposant de plus d’espace de stockage libre pour stocker les données. L’un des
inconvénients de Lustre est la technique de mappage utilisée pour localiser les
objets d’un fichier au lieu d’une fonction de hachage déterministe tels que RUSH
[54, 55] ou CRUSH[111]. En effet, la technique de mappage fait augmenter la
pression au niveau des serveurs dédiés [17].
+ XtreemFS : XtreemFS fait partie du projet XtreemOS [29]. C’est un système
de fichiers distribué orienté objet, de type IaaS et qui a été spécialement conçu
pour les environnements de l’informatique en grille [58]. XtreemFS est composé
des clients, d’OSDs (Object Storage Devices) et serveurs des méta-données MRC
(Metadata and Replica Catalog). Les OSDs de XtreemFS fournissent aux clients
un accès haute performance aux objets qu’ils stockent et sont responsables du
stockage effectif sur leurs disques. Par ailleurs ils maintiennent un cache pour les
objets récemment accédés. Quand un client accède une donnée dans un OSD pour
la première fois, sa demande comprend des informations sur les emplacements des
autres répliques de la donnée, ce qui permettra à l’OSD de coordonner les opé-
rations d’une manière peer-to-peer [59]. Aucun composant central n’est impliqué
dans ce processus, ce qui rend XtreemFS tolérant aux défaillances et apte au
passage à l’échelle.
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Un MRC stocke toutes les informations sur ses volumes hébergés dans une base de
données intégrée, qui dispose d’un mécanisme pour répliquer ses données entre les
hôtes. Les volumes peuvent être hébergés par plusieurs MRCs, permettant ainsi
d’améliorer la disponibilité des volumes et la performance des accès. XtreemFS
fournit trois politiques différentes pour stocker des données dans le système de
fichiers [104] : la première ne fait pas de réplication, la deuxième utilise WaR1
(Write all Read one) et la dernière s’appuie sur le quorum majoritaire. Contrai-
rement à Ceph, un des inconvénients majeurs de XtreemFS est le fait qu’il ne
supporte pas les approches de stockage hiérarchisé. Par ailleurs, même si le trafic
réseau est sécurisé avec l’utilisation des connexions SSL (Secure Sockets Layer),
les données ne sont pas encore protégées dans les périphériques de stockage. En
effet, l’encryptage de bout en bout n’est pas encore implémenté dans XtreemFS.
+ HDFS (Hadoop Distributed File System) est le composant système de fichiers de
Hadoop sous licence Apache Open Source développé par Apache Software Foun-
dation [93]. Il est conçu pour stocker de façon fiable de très gros fichiers dans
un grand cluster. Les données et les méta-données sont stockées séparément : les
méta-données dans un serveur dédié appelé NameNode, tandis que les données
sont répliquées et distribuées dans d’autres serveurs appelés (DataNodes). Un
NameNode secondaire fournit une copie persistante du NameNode principal afin
d’éviter qu’il y ait un point unique de défaillance pour les méta-données [37]. Les
données sont subdivisées en blocs, ces derniers étant ensuite répliqués et distri-
bués dans plusieurs DataNodes. Aucun serveur DataNode ne détient plus d’une
copie d’un bloc et un rack contient au maximum deux copies d’un même bloc. Le
NameNode vérifie qu’à chaque bloc correspond un nombre souhaité de répliques.
Si un bloc est sous répliqué, le NameNode crée une nouvelle réplique et la place
dans une file d’attente prioritaire, qui est vérifiée de façon périodique. Le nouveau
bloc sera stocké en conformité avec la politique de placement utilisée pour les
données. Les données sont ainsi répliquées de façon asynchrone, mais des outils
sont fournis pour supporter le mode synchrone.
Les serveurs HDFS échangent des messages pour détecter des défaillances éven-
tuelles telles que des pannes réseau et serveurs. Par exemple, toutes les trois
secondes les DataNodes envoient un message au NameNode pour indiquer à ce
dernier qu’ils sont toujours disponibles. Un DataNode est déclaré défaillant par le
NameNode si ce dernier ne reçoit pas de message durant dix minutes. Ces mes-
sages contiennent également des informations statistiques (la capacité de stockage,
le nombre de transferts de données en cours, etc.) qui permettent au NameNode
d’assurer l’équilibrage de charge. Les utilisateurs accèdent aux fichiers en utilisant
leur URLs dans l’espace des noms et contactent le NameNode pour déterminer où
sont stockés les blocs de données. Ils contactent ensuite directement les DataNodes
pour demander le transfert des informations. Cela se fait de manière transparente
en utilisant une API en C, Java ou REST [37]. HDFS offre également un mo-
dule basé sur FUSE. HDFS est optimisé pour les lectures récurrentes mais il est
sensiblement moins performant pour des écritures concurrentes. Même si l’archi-
tecture serveurs NameNode active/passive vient compenser le problème de point
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unique de défaillance, la gestion centralisée des méta-données constitue l’un de
ses inconvénients majeurs.
+ S3 (Simple Storage Service) : C’est une solution IaaS orientée stockage incluse
dans AWS (Amazon Web Services). S3 a comme objectif de fournir une solution
stockage à faible coût, hautement disponible et avec un modèle de facturation
de type paiement à l’usage (“pay-as-you-go”) [76]. Les données stockées dans S3
sont organisées sur deux niveaux d’espace de nommage. Au niveau le plus haut
on trouve les “buckets”, qui sont similaires aux dossiers ou aux conteneurs. Les
buckets contiennent un nom global unique et servent à plusieurs besoins : ils
permettent aux utilisateurs d’organiser leurs données et ils servent de références
pour les rapports d’audit [76]. Chaque bucket peut contenir un nombre illimité
d’objets de données. Chaque objet a un nom et une taille qui peut aller jusqu’à 5
Go ; les méta-données peuvent avoir une taille allant jusqu’à 4 Ko. Renommer ou
déplacer un objet vers un autre bucket nécessite la récupération de l’objet entier
et une ré-écriture dans S3 avec son nouveau nom. S3 implémente trois services
de stockage pour l’accès aux données : SOAP (Simple Object Access Protocol),
REST (Representational State Transfer) et BitTorrent [76]. L’interface S3 est
utilisée par divers systèmes et applications, y compris les plate-formes de gestion
de cloud computing tels qu’OpenStack et CloudStack [97].
+ GlusterFS : C’est un système de fichiers libre distribué en parallèle, de type IaaS
et qui repose sur un modèle client/serveur. Les serveurs sont déployés comme des
briques de stockage tandis que les clients se connectent aux serveurs et regroupent
les volumes distants en un unique volume. Les composants du client manipulent
les volumes virtuels en utilisant des translateurs empilables et quelques fonction-
nalités additionnelles (comme la distribution, la réplication, le stripping, etc.).
Ainsi, GlusterFS peut implémenter un niveau élémentaire de confidentialité en
utilisant les translateurs (même s’il ne propose pas un stockage entièrement sécu-
risé certaines extensions de translateurs de HekaFS sont en cours de portage) et
les outils de réplications et stripping. GlusterFS ne fait pas de réplication au ni-
veau du volume logique mais utilise des techniques de mise en miroir comparables
au RAID 1 [37] : une ou plusieurs copie(s) du contenu d’un dispositif de stockage
sont effectuées dans d’autres dispositifs de stockage appartenant au même volume
logique en utilisant des écritures synchrones. Ainsi, lors d’une opération d’écriture
dans un volume logique composé de plusieurs dispositifs de stockage, un premier
dispositif est choisi pour le stockage initial ; l’écriture est ensuite propagée de fa-
çon synchrone vers les miroirs. GlusterFS ne gère pas les méta-données dans un
serveur dédié et centralisé mais il utilise un algorithme EHA (Elastic Hashing
Algorithm)[8, 37] pour localiser les fichiers. EHA utilise une fonction de hachage
pour convertir l’url d’un fichier en un nom logique qui est transparent pour les
utilisateurs. Ceci est fait de manière uniforme et permet à GlusterFS de garantir
que chaque stockage logique stocke à peu prêt le même nombre de fichiers. Il
gère de manière intelligente la répartition de la charge, la réplication des données
et des méta-données permettant d’avoir un système de stockage hautement dis-
ponible et résistants à plusieurs pannes. Gluster utilise des connections TCP/IP
et InfiniBand RDMA permettant ainsi de gérer plusieurs milliers de clients sur
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le même lien. Toutefois, certaines limites méritent d’être mentionnées. Première-
ment, l’authentification des clients se fait en se basant sur l’adresse IP, laissant
la porte ouverte pour les utilisateurs malveillants. Deuxièmement, la réplication
n’est pas tenable et il ne gère pas de cache côté client. Or, l’utilisation des caches
permet d’optimiser le trafic réseaux et le CPU lors des requêtes répétées sur le
même fichier [74]. Enfin, l’économie d’énergie n’est pas prise en compte et ne peut
pas être implémentée en utilisant simplement ce système de fichiers.
1.4.4 Autres types de stockage
Face à une croissance de façon exponentielle des besoins en termes de charge et de
volumétrie de données, une alternative aux SGBD a vu le jour : le NoSQL. En effet,
un des problèmes récurrent des bases de données relationnelles est la perte des perfor-
mances lorsque l’on doit traiter un gros volume de données. Le principal changement
apporté par NoSQL par rapport aux SGBDR classiques est le fait de renoncer au modèle
ACID (Atomicité Cohérence Isolation Durabilité). Les solutions NoSQL répondent au
théorème CAP (Consistency Availability Partion-Tolerance) énoncé par Eric Brewer
[24]. Les trois propriétés CAP sont toutes les trois recherchées dans un système dis-
tribué mais le théorème dit qu’il est impossible pour un système distribué d’obtenir à
la fois ces trois garanties [24]. Bogdan George Tudorica propose une comparaison de
plusieurs bases de données NoSQL dans [102].
ñ Cassandra [28, 65, 34] fait partie des systèmes de base de données dits NoSQL.
Cassandra est une base de données NoSQL orientée colonnes qui respecte l’ar-
chitecture distribuée Dynamo d’Amazon et le modèle BigTable de Google [65].
Elle est écrite en Java et distribuée sous licence Apache. Lors d’une mise à jour,
les données ne sont pas écrites directement sur disque mais stockées dans une
table en mémoire. Lorsque la table en mémoire est pleine, son contenu sera écrit
sur le disque et la représentation du disque est périodiquement compacté. Elle
effectue le partitionnement et la réplication des données et elle offre la possibilité
de mettre en cluster plusieurs serveurs. Cassandra n’utilise pas de mécanisme de
verrouillage et les mises à jour sont effectuées de façon asynchrone [28].
ñ SimpleDB est un système de gestion de base de données non relationnel (NoSQL)
écrit en Erlang par Amazon, distribué sous une licence propriétaire. Il fait par-
tie des offres commerciales d’Amazon au même titre que Elastic Compute Cloud
(EC2) et Simple Storage Service (S3) [28]. La stratégie de réplication utilisée est
la réplication asynchrone. SimpleDB supporte le modèle de cohérence éventuelle
(Eventual Consistency) et ne supporte pas la cohérence transactionnelle [28]. L’in-
convénient majeur du modèle de cohérence éventuelle est que les requêtes de lec-
ture peuvent renvoyer des données qui ne sont pas à jour [108], ce qui peut ne pas
être acceptable pour certaines applications.
ñ Terrastore [28] est le système de gestion des données NoSQL utilisé dans Ter-
racotta, solution Open Source de clustering de JVM. Les données stockées sont
accessibles directement via HTTP mais des APIs client en Java et Python sont
aussi implémentées. Terrastore partitionne les données sur les serveurs de façon
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automatique et peut automatiquement redistribuer les données lorsque des ser-
veurs sont ajoutés ou supprimés. Elle supporte la réplication et assure la cohé-
rence pour chaque document : une lecture retourne toujours la dernière version
d’un document. Par contre, elle ne supporte pas la cohérence multi-documents,
ne garantissant pas ainsi le passage à l’échelle [5].
Les systèmes de bases de données NoSQL permettent d’améliorer la performance et
le passage à l’échelle par rapport aux SGBD classiques, mais en contrepartie ils ne
garantissent plus la cohérence stricte. Par ailleurs, Dianna Gudu et al. indiquent dans
[50] que les systèmes de bases de données NoSQL souffrent d’un manque d’interfaces
standardisées, ce qui entrave souvent leur adoption.
1.4.5 Le système de stockage CloViS
L’objectif principal du projet est de couvrir tous les aspects avec un seul intergiciel,
c’est à dire un intergiciel capable de faire à la fois du SaaS, PaaS et IaaS avec un choix
complet de modalités d’accès aux données. Cela nous a poussé à l’implémentation d’une
couche de virtualisation de stockage nommé CloViS. Cet intergiciel a été développé en
s’appuyant sur l’expertise acquise dans la virtualisation du stockage appliquée aux
grilles informatiques [11]. CloViS se présente comme un service de stockage complet,
utilisable dans tous les environnements classiques du nuage (le détail de CloViS sera
donné dans le chapitre 2 de cette partie). An niveau PaaS, il propose des méthodes
d’accès standard aux blocs de données telles que le protocole iSCSI. Il peut donc être
utilisé sans difficultés pour fournir du stockage bloc à une infrastructure, de manière
transparente vis-à-vis des clients du stockage. En ce sens, il remplace aisément les
systèmes SAN usuels. Au niveau IaaS, des éléments particuliers sont à noter qui guident
les besoins en stockage. Le schéma suivant présente une architecture standard d’un
IaaS :
• une API pour les accès utilisateurs et administrateurs ;
• un contrôleur et un orchestrateur qui gèrent la création, la modification et le
placement des machines virtuelles ;
• des systèmes de virtualisation comme VMWare, XenServer, KVM et autres ;
• une infrastructure réseau qui peut-être elle aussi être virtualisée ;
• des systèmes de stockages.
Les besoins en stockage dans des clouds de type IaaS se répartissent en deux fonctions
bien distinctes :
+ le stockage des machines virtuelles qui est vu comme temporaire. En effet, un
serveur virtuel dans une solution cloud constitue une ressource temporaire qui
peut être supprimée à tout moment ;
+ le stockage de type  bloc  qui doit stocker de façon sécurisée et pérenne les
données utilisateur des machines virtuelles.
A ces deux fonctions il convient d’ajouter les services de stockages de type SaaS (Sto-
rage as a service) qui permettent la conservation des données de l’utilisateur de manière
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Figure 1.3 – Architecture standard d’un IaaS
sécurisée. Les données sont rendues accessibles à l’utilisateur grâce à une API de type
RESTFul (service Amazon S3, Microsoft SkyDrive, etc.). Trois technologies différentes
sont généralement utilisées selon les fonctions de stockage énumérées ci-dessus. Premiè-
rement, pour le stockage des machines virtuelles, il s’agit généralement d’un système
de gestion de fichier classique (ext4, nfs, etc.). Ce système de stockage peut être réparti
entre les différents nœuds de virtualisation pour la migration à chaud des machines
virtuelles et ainsi permettre de répondre à un besoin en haute disponibilité. Deuxième-
ment, pour le stockage des données utilisateur des VMs, on utilise le plus souvent un
stockage de type bloc type iSCSI qui sera attaché de façon temporaire à la machine
virtuelle. Il s’agit aussi du mode d’accès utilisé dans une contexte PaaS. Notons qu’un
stockage de type système de gestion de fichier exporté depuis l’infrastructure physique
et monté dans la machine virtuelle peut aussi être utilisé. Enfin, pour les services de
type SaaS (Storage as a service), c’est une API REST qui est le plus souvent mise en
œuvre. Ce choix est lié à la nature même des accès aux données : aucune gestion de la
concurrence des données n’étant assurée ni souhaitable car trop lourde à supporter, la
mise en œuvre d’un système de gestion de fichier classique n’est pas envisageable.
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1.5 Sécurité des données stockées dans le cloud
Lorsque les données sont placées dans le nuage, la sécurité de leur stockage est
critique. Parce que les données ne sont plus gérées par leur propriétaire, ce dernier
doit être assuré que la sécurité est préservée. Cette sécurité est définie par trois para-
mètres principaux : la confidentialité, l’intégrité et la disponibilité. Ces trois paramètres
permettent de caractériser les menaces susceptibles de peser sur les données.
La disponibilité des données est cruciale. Le fournisseur de stockage doit pouvoir
garantir que les données seront accessibles quoi qu’il arrive, en s’engageant sur des délais
de rétablissement du service sous astreinte financière. Des fournisseurs tels qu’Amazon
avec son service S3 (Simple Storage Service) sont susceptibles d’être indisponibles pen-
dant plusieurs heures. Dans un tel cas, l’infrastructure informatique du client devient
inopérante partiellement (si quelques services seulement sont hébergés par le biais de
solutions de type SaaS) ou totalement (dans le cas où toute l’infrastructure serveur
du client est virtualisée et hébergée chez le fournisseur), entrainant des pertes impor-
tantes. Pour assurer la disponibilité des données en toutes circonstances, le fournisseur
doit donc mettre en œuvre des solutions de redondance d’une part, et des mécanismes
de sauvegarde d’autre part.
La problématique de l’intégrité des données concerne la garantie recherchée par le
client que toutes ses données externalisées sont bien présentes chez son fournisseur et de
manière non altérées. Des atteintes à l’intégrité des données peuvent résulter d’attaques
de tiers malveillant, de défaillances des infrastructures de l’hébergeur, ou d’un choix
délibéré de ce dernier de supprimer des données non accédées pour optimiser ses coûts.
Le propriétaire des données doit donc pouvoir détecter une atteinte à l’intégrité des
données sans nécessiter de conserver une copie locale de ses données (le but étant
justement d’externaliser le stockage).
La confidentialité des données reste l’une des préoccupations majeures et le prin-
cipal obstacle au développement des services dans le nuage. Cette confidentialité est
exposée aux menaces classiques (attaques par injection, cross-site scripting, etc.) mais
aussi à des menaces spécifiques à l’informatique en nuage (failles dans les hyperviseurs,
gestion du périmètre de sécurité au sein d’une entreprise, confiance dans le fournis-
seur). A ce niveau, on peut distinguer des différences selon le degré d’externalisation de
l’infrastructure du client chez le fournisseur :
Ü soit le client utilise l’hébergement d’application serveur (bases de données, web
services, serveurs de messagerie, etc.), ces applications étant accédées par le client
par le biais de connexions sécurisées. Cela suppose généralement une infrastruc-
ture minimale chez le client, car d’une part certaines applications ne peuvent pas
être mises dans le nuage, et d’autre part les données des applications bureautiques
restent au sein de l’infrastructure propre du client et nécessitent donc, à minima,
un serveur d’authentification et un serveur de fichier. Dans ce cas, l’application
étant gérée par le fournisseur, la protection des données est une problématique
complexe ;
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Ü soit le client virtualise ses serveurs (et le cas échéant, les postes de travail). Dans
ce cas, toute l’infrastructure serveur du client est déplacée dans le nuage et toutes
ses données s’y trouvent, hébergées sur des serveurs virtuels dédiés. Dans ce cas,
le client dispose de moyens pour sécuriser ses données ou du moins, rendre leur
accès ardu.
Le projet SVC a pour but d’apporter des réponses à ces préoccupations sécuritaires
dans le cloud. L’objectif principal du projet est de disposer d’un Framework de sécu-
rité permettant d’opérer dans le cloud des applications critiques du point de vue des
traitements et des données sans craindre un piratage ou un examen par un organisme
 curieux  ou malveillant. Le développement exponentiel du cloud ainsi que les inno-
vations technologiques et économiques imposent une recomposition de la chaine de la
valeur qui favorise l’émergence de grands opérateurs européens et mondiaux. Le Fra-
mework SVC est un middleware sécurité ouvert et disponible à tous garantissant la
capacité d’innovation des acteurs économiques français et permettant de lutter à armes
égales avec des entreprises étrangères. Ce Framework répond également à un enjeu de
souveraineté par le maintien sur le territoire national de capacités de traitements d’in-
formations stratégiques. Pour réaliser ce framework, plusieurs laboratoires et sociétés
aux compétences complémentaires se sont structurés en consortium. Tous les acteurs
impliqués sont des acteurs clés dans le domaine de la sécurité numérique et du cloud
computing et sont extrêmement complémentaires pour construire une solution globale
répondant en tous points aux exigences du marché. Ensemble, ils couvrent la totalité
de la chaine de la valeur, de la recherche appliquée à la commercialisation :
Ý Technologies innovantes issues de laboratoires de recherche de pointe : LAAS et
IRIT ;
Ý Éditeur de logiciel sécurité SaaS : ITrust, Secludit ;
Ý Éditeur spécialisé dans les services à la demande opensource : BlueMind ;
Ý Éditeur mode SaaS : Val Informatique ;
Ý Opérateurs IaaS et SaaS : GOSIS, E-NEED, Bull ;
Ý Société d’ingénierie et de service en accompagnement projet : Eurogiciel ;
Ý Constructeur informatique et éditeur de logiciels d’infrastructure et infogéreur :
Bull ;
Ý Intégrateur et distributeurs du Framework : Bull, GOSIS, E-NEED, ITRUST.
Ainsi, le projet final qu’est SVC doit permettre à un ensemble de machines vir-
tuelles, dans un cloud, de fonctionner ensemble comme dans un datacenter, avec un
haut niveau de sécurité et avec une répartition des données sur plusieurs sites, de ma-
nière à ce qu’aucun site ne dispose sur ses espaces de stockage des données complètes
et intelligibles. Un tel dispositif nécessite de :
• Sécuriser les accès au SVC (flux entrants, intégrité des VM) ;
• Assurer la confidentialité des informations échangées entre les applications héber-
gées dans le SVC (Routage et flux interVM et inter applications) ;
• Gérer les données de manière à les disséminer sur plusieurs sites tout en assurant
une performance compatible avec l’exécution des applications (Segmentation et
fragmentation) ;
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• S’assurer de la non-fuite des données vers des sites non approuvés (prévention des
pertes de données et filtrage) ;
• Détecter les comportements anormaux dans le SVC pour anticiper les dysfonc-
tionnements ou failles de sécurité (Analyse comportementale et Surveillance temps
réelle intelligente) ;
• Proposer des services à la demande.
CloViS fait partie du sous-projet  Stockage sécurisé  du projet SVC. C’est un in-
tergiciel de gestion de données développé au sein du laboratoire IRIT, qui permet la
virtualisation de ressources de stockage hétérogènes et distribuées, accessibles d’une
manière uniforme et transparente.
1.6 Synthèse
Nous venons de présenter les différents modèles de déploiements et les niveaux
de services du cloud computing. Le cloud computing offre un large choix de services
informatiques à la demande et avec facturation à l’usage aux utilisateurs selon leurs
besoins. Ces services peuvent se présenter sous plusieurs formes : logiciels, plates-formes
et infrastructures. Trois modèles de déploiements sont possibles : le cloud privé où
l’entreprise utilisatrice garde la charge de la gestion, le cloud public qui est géré par un
prestataire externe et enfin le cloud hybride qui est un mélange d’un cloud privé et d’un
cloud public.
Nous avons également vu dans ce chapitre que plusieurs solutions de stockage,
tant commerciales que open source, sont disponibles dans le cloud computing. Qu’ils
s’agissent de solutions de types SaaS, PaaS ou IaaS, il existe toujours un dilemme entre
plusieurs paramètres tels que la performance, la disponibilité, le passage à l’échelle, la
cohérence des données, etc. Nous avons également présenté le projet SVC dont l’objectif
principal est de fournir un Framework afin de répondre aux préoccupations sécuritaires
dans le cloud computing. CloViS, que nous allons détailler dans le chapitre suivant,
est issu du projet SVC, et a pour ambition de couvrir tous les aspects de solutions
de stockage dans le cloud computing (SaaS, PaaS et IaaS) avec un choix complet de
modalités d’accès aux données.
Chapitre 2
Le projet CloViS
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2.1 Définition et historique de CloViS
CloViS est l’acronyme de : Cloud Virtualized Storage. CloViS est un intergiciel degestion de données développé au sein du laboratoire IRIT (Institut de Rechercheen Informatique de Toulouse), qui procède à la virtualisation de ressources de
stockage hétérogènes et distribuées et permet un accès d’une manière uniforme et trans-
parente. Il possède la particularité de mettre en adéquation les besoins des utilisateurs
et les ressources du système par le biais de qualités de service définies sur des volumes
virtuels. CloViS est le fruit de la tâche “Stockage sécurisé” du projet SVC (Secured
Virtual Cloud) financé par le Font National pour la Société Numérique “Investissement
d’avenir” et qui entre dans une phase de valorisation portée par la SATT Toulouse-
Tech-Transfer.
CloViS est la suite logique du projet ViSaGe (Virtualisation du Stockage appliquée
aux Grilles informatiques) qui est un intergiciel de grille offrant des services de stockage
large-échelle en agrégeant des ressources physiques de stockage distribuées. ViSaGe a
été développé dans le cadre du projet éponyme labellisé par le RNTL en 2005. Plusieurs
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acteurs (issus de laboratoire de recherche de pointe et industriels) ont participé à ce
projet RNTL tels que CS (Communications et Systèms), IRIT, SEANODES et EADS.
Ce projet a pris fin officiellement en 2007 avec une première version opérationnelle. Les
travaux ont ensuite continué au sein du laboratoire IRIT [75].
CloViS est un intergiciel qui s’installe sur des serveurs linux. Sa vocation est de
permettre l’agrégation de ressources de stockage hétérogènes et distribuées sur dif-
férents nœuds pour offrir des espaces de stockage virtualisés, accessibles de manière
transparente et garantissant des qualités de services définies. Ces ressources de sto-
ckage peuvent être différentes, que ce soit en ce qui concerne leurs tailles, leurs bandes
passantes ou leurs latences. CloViS offre une vue unifiée de l’espace de stockage in-
dépendamment des ressources de stockage utilisées. La figure 2.1 montre les différents
niveaux d’abstraction opérés par CloViS. Le niveau d’abstraction le plus élevé pour
Figure 2.1 – Niveaux d’abstraction de CloViS
CloViS correspond à une organisation virtuelle (VO). L’espace de stockage est donc
structuré en organisations virtuelles. Pour le fournisseur de stockage dans le nuage,
une organisation virtuelle peut, par exemple, correspondre à un client particulier. De
plus, un client peut avoir de nombreux départements et devrait être autorisé à assurer
l’isolation entre ses espaces de stockage. Dans chaque organisation virtuelle, l’espace de
stockage global dédié à un client peut donc être divisé en de nombreux volumes logiques
(LV). Ces volumes logiques vont permettre la lecture et l’écriture des données par le
biais d’une couche d’accès client (système de gestion de fichier compatible POSIX, bi-
bliothèque d’entrées/sorties spécifique, etc.). Pour assurer la persistance des données,
les volumes logiques s’appuient sur les ressources de stockage physiques partagées au
niveau de chaque nœud. Ainsi, le fournisseur de stockage peut, au niveau de chaque
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nœud de ses différentes grappes de serveurs (cluster), préciser le pourcentage d’espace
disque à accorder pour chaque organisation virtuelle. La définition, par le fournisseur
de stockage, des ressources physiques allouées à une organisation virtuelle peut ainsi
prendre en compte la nature des disques sous-jacents (vitesse, usure) en fonction des
demandes du client.
Le fournisseur de services cloud (CSP : Cloud Service Provider) doit permettre la
différentiation de services. Par exemple, on peut avoir besoin d’un système de stockage
très rapide pour exécuter les services qui consomment de la bande passante disque et un
système de stockage un peu lent mais très fiable pour l’archivage des résultats produits
par ces services. Le CSP peut donc allouer de l’espace de stockage sur SSD pour le
premier cas et de l’espace sur de nombreux disques classiques pour le deuxième. En
fonction des exigences du client, le CSP va affecter certaines ressources de stockage
à la VO. Ainsi que nous l’avons souligné, différents clients peuvent avoir des besoins
différents, et même un seul client peut avoir besoin de nombreuses caractéristiques
d’espace de stockage. Ainsi, chaque volume logique peut utiliser de nombreuses qualités
de services pour le stockage des données. Ces qualités de services sont implémentées
dans les volumes logiques par le biais de conteneurs (CAN : Container). Ce niveau
supplémentaire dans la hiérarchie du stockage de CloViS, masqué à l’utilisateur, est
utilisé par le virtualiseur pour la mise en œuvre des politiques du fournisseur évoquées
précédemment. Un volume logique est donc composé de plusieurs conteneurs possédant
chacun des caractéristiques spécifiques en fonction des demandes de stockage effectuées
par le composant d’accès client. Chaque volume logique a un conteneur par défaut qui
est associé à une qualité de service spécifique. Chaque fois qu’une donnée est écrite, la
qualité de service à lui attribuer doit être précise. Lorsque cette qualité de service est
modifiée, CloViS cherche un conteneur qui implémente cette QoS sur ce volume logique.
Si un tel conteneur ne peut être trouvé, un nouveau conteneur est crée en utilisant les
ressources de stockage disponibles déclarées au niveau de l’organisation virtuelle. La
donnée est alors déplacée du conteneur original vers le conteneur qui implémente la
qualité de service requise.
L’utilisation d’un volume logique requiert donc les étapes suivantes :
1. Création d’une organisation virtuelle
2. Partage des ressources de stockage et affectation à une organisation virtuelle
3. Création d’un volume logique dans cette organisation virtuelle en précisant la QoS
par défaut
Si l’accès doit se faire par le biais d’un système de gestion de fichiers, alors il faut aussi :
4. Formater le volume logique
5. Monter le système de gestion de fichier virtualisé sur les nœuds devant lire et/ou
écrire dans le volume logique.
Les trois premières opérations sont de la responsabilité du fournisseur de service tandis
que les deux dernières sont mises en œuvre par le client.
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2.2 Architecture logicielle de CloViS
L’intergiciel CloViS a vocation à être installé sur des serveurs physiques ou virtuels
fonctionnant sous Linux. Cette contrainte permet de s’abstraire des contraintes ma-
térielles spécifiques, tant au niveau des disques que des interfaces réseau par exemple.
Tous les composants de CloViS ont la même architecture : une partie serveur qui écoute
les messages reçus en utilisant le service de communication et les gère, tandis que qu’une
partie client interagit avec les autres composants (en utilisant leur partie serveur respec-
tive). La gestion des messages est réalisée au moyen de pool de threads afin de garder
une architecture non bloquante. CloViS s’articule autour de quatre composants logiciels
principaux :
+ CAM (C lovis Administration and Monitoring) : les outils d’administration et de
monitoring qui permettent la gestion de l’intergiciel ;
+ VRT (V iRTualizer) : le virtualiseur qui est en charge de l’abstraction des res-
sources de stockage physiques en ressources de stockage virtuelles ;
+ CCCC (C lovis Concurrency and Coherency Component) : un composant de
gestion de la concurrence et de la cohérence des données ;
+ CAL (C lient Access Layer) : Une couche d’accès aux données. Cette couche peut
être soit un système de gestion de fichiers compatible POSIX (nommé ClovisFS),
soit un composant d’accès de type bloc nommé CBAL(CloViS Block Access
Layer), soit un composant d’accès sous forme d’une API RESTful.
A ces quatre composants de base il convient d’ajouter une infrastructure logicielle com-
mune pour l’ensemble de ces composants (CAM, VRT, CCCC, CAL) avec des services
associés.
La figure 2.2 représente l’architecture logicielle de CloViS. Les différentes appli-
cations utilisant CloViS vont procéder à des opérations de lecture et d’écriture. Ces
opérations seront traitées par la couche d’accès aux données (CAL), qui contactera le
VRT pour accéder aux objets de stockage qui correspondent, par exemple, aux fichiers
cherchés. La couche d’accès aux données, par le biais du CCCC, va aussi gérer la concur-
rence des accès. Le VRT, pour sa part, est le responsable de la virtualisation ; c’est donc
lui qui s’occupera de l’agrégation des ressources de stockage physique distribuées sur
les différents nœuds dans une seule ressource de stockage logique, fournie à la couche
d’accès aux données. Le VRT s’appuie aussi sur le composant CCCC pour le choix des
ressources de stockages utilisées ou la sélection des ressources de stockages où sont sto-
ckées les données. Le cycle de vie de la virtualisation, comme le partage des ressources,
la gestion de diverses politiques de placement et de migration des données, font appel
au composant d’administration et de monitoring de CloViS, CAM. Il est situé au cœur
de CloViS et est utilisé par tous les autres composants et par l’administrateur de l’in-
frastructure. Son rôle principal est d’exploiter les données collectées par son module de
monitoring pour aider à améliorer les performances d’accès à ces données par le biais
du module d’administration.
Tous les composants de CloViS partagent la même architecture logicielle. Ils sont
constitués de deux parties. D’une part, une partie client qui interagit avec les autres
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Figure 2.2 – Interaction des composants de CloViS
composants en leur envoyant des messages et d’autre part, une partie serveur qui reçoit
les messages envoyés par les autres composants et les traite. Le traitement des messages
par la partie serveur est pris en charge par un pool de thread commun à CloViS,
permettant de tirer parti des performances des processeurs actuels.
Les messages échangés peuvent être de deux types :
• Des échanges point-à-point. Dans ce cas l’expéditeur indique l’identité précise
du récipiendaire ;
• Des échanges 1 vers n (messages multicast). Dans ce cas l’expéditeur précise le
groupe des récipiendaires. Il appartient à chaque composant de s’inscrire au(x)
groupe(s) susceptible(s) de le concerner.
Tous ces composants sont implémentés sous la forme d’une structure logicielle com-
ponent t au sein de CloViS. Ce type permet la définition d’une partie privée au com-
posant (champ private) qui sert à stocker les informations spécifiques nécessaires aux
fonctionnalités particulières de chaque composant. La partie commune contient les in-
formations de base nécessaires au fonctionnement de cette infrastructure logicielle. On
y trouve principalement :
• Un identifiant de serveur et de client qui permettent l’acheminement des messages
point-à-point dans CloViS ;
• Un identifiant de journalisation pour les informations de trace et les messages
d’erreur ;
• Les pointeurs vers trois fonctions de traitement implémentant la partie serveur
du composant :
+ La fonction de traitement des messages simples ;
+ La fonction de traitement des messages multicast ;
+ La fonction de traitement des évènements périodiques.
Le service de communication est l’un des principaux services de l’infrastructure lo-
gicielle commune des composants de CloViS. Nommé CCOM (Clovis Communication),
il permet l’échange de messages point-à-point et multicast entre composants. L’initia-
lisation du service est masquée au développeur puisqu’elle s’effectue au sein de la par-
tie commune de l’infrastructure des composants. Plusieurs fonctionnalités sont offertes
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telles que l’envoi d’un message vers un destinataire, la réponse à un envoi précédant, le
transfert d’un message à un nouveau destinataire, l’inscription à un groupe de diffusion
de messages, l’envoi d’un message à un groupe de diffusion, etc. Les messages point-à-
point peuvent être échangés entre composants situés sur des nœuds différents aussi bien
qu’entre composants présents sur un même nœud. Dans le premier cas, un échange de
messages par TCP est utilisé. Dans le second cas, tout dépend si les deux composants
appartiennent à la même instance de CloViS ou non. Si les deux composants appar-
tiennent à la même instance (cas le plus fréquent), un transfert des informations par
une zone mémoire d’échange est utilisé. Dans le cas où les composants appartiennent
à deux instances différentes (ce qui est le cas lorsque des commandes d’administration
ou de monitoring sont exécutées depuis une console) un échange de message via TCP
est mis en œuvre.
2.2.1 La gestion de la cohérence et de la concurrence (CCCC)
Dans un environnement de stockage distribué, un modèle de cohérence (aussi appelé
protocole de réplication) est un ensemble des règles permettant de garantir la cohérence
des répliques. Un modèle de concurrence est un ensemble des règles dictant l’ordre dans
lequel les processus accèdent respectivement à leur section critique [75]. Le choix de
séparer les notions de concurrence et de cohérence a été motivé par fait que les données
répliquées ne sont pas les seuls objets partagés par les nœuds de l’intergiciel : il y a aussi
les métadonnées de la couche d’accès aux données ainsi que les métadonnées propres
à chaque composant [75]. Le composant CCCC (CloViS Concurrency and Coherency
Component) permet de maintenir la cohérence et la consistance des données. De fait,
comme les métadonnées de CloViS sont stockées dans des volumes logiques gérés par
CloViS lui-même, un tel service est requis indépendamment de la couche d’accès aux
données cliente. Le composant CCCC utilise un algorithme totalement distribué, sûr et
performant pour la gestion des verrous. Il en existe deux types dans CCCC :
* READ : verrou en lecture (partagé).
* WRITE : verrou en écriture (exclusif).
Chaque demande de verrou peut être associée à trois fonctions d’appel en retour. La
première permet d’être prévenu lorsqu’un verrou non exclusif (READ) est requis sur une
donnée déjà verrouillée avec un verrou identique. Cette fonction permet de transférer au
demandeur la donnée éventuellement modifiée (gestion de cache). La deuxième fonction
est utilisée lorsque un verrou est demandé sur une donnée déjà verrouillée avec un verrou
incompatible. Cela permet de relâcher le niveau de verrou sur le nœud possédant le
verrou le cas échéant. La troisième fonction permet d’être prévenu lorsque un verrou
est demandé sur une donnée pour laquelle un verrou a précédemment été obtenu puis
relâché. La gestion de la cohérence dépend du type de distribution des données mise en
œuvre. Dans le contexte de nos travaux, elle sera assurée par des protocoles à base de
quorums spécialement adaptés pour gérer les réplications par des codes correcteurs et
schéma de seuil.
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2.2.2 Le système d’administration et de monitoring (CAM)
Le composant CAM (CloViS Administration and Monitoring) est le composant
d’administration et de monitoring de CloViS. Il a la charge de la gestion de l’infra-
structure de CloViS. Il est distribué sur l’ensemble des nœuds. Il est formé de deux
modules : l’un d’administration et l’autre de monitoring. Le module administration
maintient l’ensemble des métadonnées liées à CloViS : organisations virtuelles, volumes
logiques, conteneurs et ressources de stockages. Par exemple, il est possible d’inscrire
une nouvelle ressource de stockage qui pourra dès lors être utilisée pour la virtualisa-
tion du stockage. Les tâches d’administration de CloViS sont accessibles par ce module
qui propage les actions vers les autres composants de CloViS distribués au sein de l’in-
frastructure. Les opérations courantes (créations, modifications et suppressions) sont
propagées à l’ensemble des nœuds concernés. Il en va de même pour les opérations de
montage des accès clients (système de fichiers ou accès blocs). Le module monitoring
collecte, à intervalle régulier, l’état du système au niveau de chaque nœud pour per-
mettre le maintien de la qualité de service requise sur chaque conteneur. Cet état du
système concerne des informations globales (nœud actif ou non), des informations liées
aux performances (bande passante et latence réseau, charge CPU et mémoire) ou des
informations statistiques (données SMART des disques).
L’architecture adoptée par CAM lui permet d’une part de propager les informations col-
lectées, et d’autre part d’intervenir, si nécessaire, pour améliorer la gestion du stockage
et l’accès aux données en s’appuyant sur ces informations collectées. La communication
entre les composants d’administration et les composants de monitoring est faite à tra-
vers CCOM. Afin d’établir une communication entre un utilisateur humain et CloViS,
une interface en ligne de commande est disponible.
2.2.3 La virtualisation des ressources de stockage (VRT)
Le virtualiseur est un composant central dans l’architecture de CloViS. Il procède
à l’agrégation des ressources de stockage physiques en volumes logiques. Il masque la
complexité de l’architecture physique de stockage sous-jacente et offre une interface
unifiée de type bloc pour le stockage des données. La couche d’accès client peut donc
utiliser ces volumes logiques comme s’il s’agissait de disques locaux. Afin d’implémenter
les différentes qualités de services requises au niveau du stockage, on a recours à des
librairies à liaison dynamiques enfichables à chaud. Ces librairies de QoS sont utilisées
par le virtualiseur pour déterminer le traitement à effectuer sur les données et la répar-
tition des données sur les ressources de stockage physiques. Chaque librairie de QOS
implémente une qualité de service spécifique (intégrité des données, confidentialité des
données, etc.). Par exemple, un algorithme CRUSH peut être implémenté dans telle
librairie permettant une optimisation des placements de données sur les ressources de
stockage physiques.
Le virtualiseur est utilisé par la couche d’accès client pour les opérations de lecture,
écriture ou suppression des blocs. Il implémente, pour cela, les opérations vrt read block,
vrt write block et vrt delete block. Toutes ces opérations étant dédiées à la manipulation
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de blocs, un identifiant global de bloc est requis pour chacune de ces opérations, ainsi
qu’un buffer le cas échéant. Un identifiant global de bloc est représenté par les iden-
tifiants d’organisation virtuelle, de volume logique, de conteneur, d’inode et de bloc.
Lorsqu’une telle demande est reçue, le virtualiseur utilise les identifiants d’organisation
virtuelle, de volume logique et de conteneur pour retrouver le conteneur cible. A ce
dernier est associé une qualité de service, constituée de deux champs :
+ Un identifiant de librairie qui permet de sélectionner la librairie à utiliser parmi
la liste de librairies disponibles ;
+ Un identifiant interne, spécifique à la librairie, qui permet à cette dernière de
déterminer comment implémenter les opérations requises.
Une fois la librairie sélectionnée, le virtualiseur invoque les opérations de lecture, écri-
ture ou suppression de bloc en fournissant comme paramètre l’identifiant de bloc, le
buffer si nécessaire, ainsi que quelques paramètres supplémentaires :
ñ l’identifiant interne de librairie ;
ñ la liste des ressources de stockage utilisées par le conteneur.
Grâce à ces paramètres, la librairie sélectionnée peut appliquer les traitements requis
sur le bloc de données, et décider comment le distribuer sur les ressources de stockages
disponibles pour le conteneur. Elle utilise alors une interface de programmation de bas-
niveau du virtualiseur pour procéder à l’enregistrement sur les ressources de stockage
physiques (vrt io read, vrt io write, vrt io delete). Il convient de noter que deux versions
de cette interface de programmation existent : une synchrone lorsqu’une cohérence
stricte des données est requise et une asynchrone. La figure 2.3 décrit les interactions
entre le virtualizer CloViS et la librairie de qualité de service lors d’une opération
(écriture, lecture ou suppression) sur un block.
Figure 2.3 – Fonctionnement du virtualiseur de CloViS
Selon la qualité de service requise pour les données, la politique de placement privilé-
giera des ressources de stockage disposant d’une grande bande passante réseaux/disques,
d’un certain degré de réplication ou bien d’un protocole de gestion de la cohérence
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adapté à l’utilisation des données. Le choix d’un protocole de gestion de la cohérence
est fait parmi un pool de protocoles fournis par la librairie du composant nommé CCCC
de CloViS.
Des informations liées à la sémantique des données et leur placement effectif sur
les ressources de stockage sont collectées au fur et à mesure durant l’exploitation et le
traitement de ces données. Ces informations sont communiquées au VRT afin qu’une
politique de placement adéquate soit mise en place au niveau du conteneur. Pendant
l’exploitation des données, il se peut que la politique de placement choisie ne puisse
plus satisfaire la qualité de service préconisée par l’application. Grâce au service CAM,
le VRT peut être sollicité afin de lancer les actions permettant d’adapter la politique
de placement. Ces actions peuvent être, par exemple, le changement de protocole de
cohérence, la création d’une nouvelle réplique, etc.
2.2.4 La couche d’accès aux données
Plusieurs types de composants d’accès client sont fournis au niveau de CloViS, à sa-
voir un système de gestion de fichiers compatible POSIX, une librairie d’accès par blocs
et une API RESTful. Jusqu’à présent, deux de ces trois types de composants d’accès
client sont implémentés et disponibles au sein de CloViS : un accès via un système de
fichiers distribué compatible POSIX (basé sur FUSE) et un accès en mode bloc en uti-
lisant le composant CBAL (qui exploite une zone mémoire partagée pour optimiser les
performances d’accès). Cette dernière a vocation à servir à l’implémentation de pilotes
blocs pour des virtualiseurs tels que QEMU. Mais un accès via une API RESTful peut
être implémenté pour avoir un choix complet de modalités pour l’accès aux données.
Le système de gestion de fichiers de CloViS s’appelle ClovisFS (CloViS FileSystem).
C’est un système de gestion de fichiers compatible POSIX basé sur FUSE [3]. Il permet
l’accès à tout volume logique de n’importe quel conteneur, et prend en charge le change-
ment de qualité de service sur les répertoires et les fichiers. ClovisFS permet de fournir
aux utilisateurs du nuage (qu’il s’agisse d’utilisateurs physiques ou d’applications) une
interface de type fichier pour l’accès aux données. Il assure les fonctionnalités de base
d’un système de fichiers classique dans le contexte d’un environnement distribué à large
échelle. Il est représenté par un module client, installé avec fuse, permettant d’accéder
aux fichiers par le biais de l’interface POSIX. Le choix de la librairie fuse a été fait afin
de permettre une intégration rapide au noyau linux tout en développant ClovisFS en
espace utilisateur. En effet, traditionnellement, pour pouvoir implémenter et monter un
système de fichiers, il faut soit être administrateur (le root), soit disposer d’un point de
montage dans le fichier /etc/fstab. FUSE est chargé comme un module pour le kernel
et l’appartenance au groupe fuse (/etc/group) accorde la possibilité de montage. Ainsi,
les développeurs peuvent développer leurs propres systèmes de fichiers sans toucher au
kernel, et les utilisateurs peuvent accéder au système de fichiers à partir d’un point de
montage sur sa machine sans avoir de privilèges particuliers. FUSE offre deux interfaces
différentes pour développer un système de fichiers en espace utilisateur : une interface
“high-level” et une interface “low-level”. Nous avons choisi l’interface “low-level” parce
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qu’elle permet d’avoir plus de contrôle sur les opérations du système de fichiers au prix
d’une complexité d’implémentation plus importante. En effet, l’interface “high-level”
est basée sur les chemins des objets et met en cache automatiquement les métadonnées
dans le kernel alors que l’interface “low-level” est basée sur le numéro d’i-nœud. La
conséquence est que le système de fichiers en espace utilisateur doit d’une part gérer
les numéros d’i-nœud et d’autre part effectuer les translations de chemins d’accès (ainsi
que la gestion des caches). ClovisFS utilise les librairies de QoS par le biais du virtuali-
seur afin d’effectuer le stockage distribué des données sur les différents nœuds avec une
certaine qualité de service. Ces librairies utilisent le composant CCCC de CloViS afin,
entre autre, d’assurer la gestion de la concurrence des métadonnées des fichiers.
ClovisFS assure la gestion des métadonnées et l’accès aux données sans faire de
distinction entre données et métadonnées. Elles sont toutes considérées comme des ob-
jets du système de fichiers. Par contre, les données peuvent avoir une qualité de service
différente de celle de leurs métadonnées. Avec ClovisFS, un fichier est découpé sous la
forme d’objets comprenant un objet de type métadonnée et un ou plusieurs objets de
type donnée. Ces objets sont identifiés par le quadruplet < vo id, lv id, can id, ino id >
qui est composé respectivement par l’identité de l’organisation virtuelle, l’identité du
volume logique, l’identité du conteneur et le numéro d’i-nœud. La modification de qua-
lité de service d’un objet implique la modification de l’identité de son conteneur qui se
fait en utilisant les attributs étendus sous forme des paires < clé, valeur >. La lecture
et l’écriture de ces attributs étendus se font respectivement via les appels systèmes
getxattr et setxattr de l’API POSIX.
2.3 Synthèse sur le projet CloViS et problématique
CloViS est un intergiciel dédié au stockage dans un environnement distribué de type
cloud. Il offre aux utilisateurs un accès homogène et transparent à des ressources de
stockage hétérogènes et distribuées. Pour des raisons de performance, la structuration
du stockage est prise en charge par les différents composants de CloViS qui doivent être
déployés sur les différents nœuds participant à l’infrastructure, c’est-à-dire sur les nœuds
qui partagent des ressources de stockage physiques. Cette architecture permet de dé-
centraliser la gestion des services partout sur l’infrastructure, évitant ainsi les éventuels
goulots d’étranglement induits autrement par une gestion centralisée des services.
L’utilisation d’un système de fichiers distribué nécessite un protocole de concurrence
(requis pour gérer les verrouillages des objets lors des opérations telles que les écritures)
et un protocole de cohérence (pour gérer les versions des répliques de chaque objet pour
garantir leur cohérence à tout moment). C’est le composant CCCC qui assure ces deux
mécanismes au sein de CloViS. Le service de gestion de la concurrence a été traité
dans le cadre de la thèse de Aurélien Ortiz [75]. Il a proposé un mécanisme efficace
et très fiable de verrouillage totalement distribué [10]. Nos travaux, présentés dans ce
manuscrit, traitent du deuxième mécanisme du composant CCCC : la gestion de la
cohérence de répliques des objets répartis dans les différentes ressources de stockage de
CloViS.
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Plus précisément, nous allons dans un premier temps faire un état de l’art sur les
différentes techniques de distribution des données pour pouvoir choisir celles qui sont
adaptées au stockage dans les nuages et permettent d’améliorer la disponibilité des
données. Nous nous concentrerons sur les méthodes autorisant la définition de plusieurs
niveaux de services en terme de disponibilité des données. La solution naturelle pour
améliorer la disponibilité et la fiabilité des données est la réplication totale, qui offre la
meilleure disponibilité possible. Néanmoins, elle engendre d’autres problèmes, principa-
lement liés à l’utilisation excessive des ressources système (ressources de stockage, bande
passante, etc.). Par conséquent, face à l’explosion du volume des données, l’utilisation
de cette technique ne peut constituer une solution viable dans le cadre du stockage dans
les nuages. Dans le cadre de cette thèse, pour trouver un compromis entre disponibilité
des données et utilisation des ressources système, nous allons nous intéresser à d’autres
techniques de distribution des données telles que les codes correcteurs et les schémas à
seuil. Mais ces nouvelles techniques engendrent également d’autres problèmes liés à la
cohérence des données, plus précisément la gestion des répliques. En effet, la plupart
des protocoles de cohérence des données - largement étudiés actuellement - sont basés
sur la réplication totale, c’est à dire qu’ils considèrent une copie identique pour tous les
nœuds. Ce présupposé n’est pas respecté avec ces nouvelles techniques, car les nœuds
n’ont forcément pas des copies identiques.
Par conséquent, dans un second temps, nous proposerons puis comparerons les per-
formances des protocoles de gestion de la cohérence de répliques des données adaptés
aux techniques de distribution des données choisies. Nous proposons pour cela des pro-
tocoles de cohérence des données adaptés à ces différentes techniques de distribution
des données et nous analysons ensuite ces protocoles pour mettre en exergue leurs avan-
tages et inconvénients respectifs. In fine, le choix d’une technique de distribution des
données et d’un protocole de cohérence associé sera basé sur des critères de perfor-
mances, notamment la disponibilité des opérations d’entrées/sorties, l’utilisation des
ressources système ou encore le nombre de messages échangés durant les opérations
d’entrées/sorties.
Deuxie`me partie
Distribution et Cohérence des
données
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La haute disponibilité des données et la haute performances des accès aux donnéesont été traditionnellement gérées par des équipements spécialisés destinés à desserveurs à très hautes performances. Bien que performant, face à l’explosion du
prix des supercalculateurs et celui des logiciels afférents, cette solution s’avère très coû-
teuse. Dans le même temps, les microprocesseurs devenaient de plus en plus rapide et de
moins en moins onéreux. Avec la démocratisation des PC (ordinateurs personnels) et la
multiplication des logiciels et de systèmes d’exploitation libres (notamment les systèmes
d’exploitation Linux [99]) ont émergé les clusters (grappe d’ordinateurs). Une des pre-
mières réalisations concrète de cluster date de 1995 avec le projet Beowulf de la NASA.
Ce cluster a été utilisé pour la simulation de phénomènes physique et l’acquisition des
données pour la science de la terre et de l’espace [99]. L’utilisation de clusters permet de
bénéficier de plate-formes fiables et très performantes à des prix significativement moins
onéreux par rapport à une solution de calcul hautes performances traditionnelle. Par
exemple, “le rapport prix /performance d’une grappe de PC est de 3 à 10 fois inférieur
à celui des supercalculateurs traditionnels” [35]. Le cluster mutualise les ressources d’un
groupe de serveurs indépendants afin de fonctionner comme un seul et même système
très performant. Mais cette mutualisation des ressources nécessite, pour les ressources
de stockage, une technique de distribution des données pour augmenter la disponibilité
des données stockées dans le système.
La solution triviale pour améliorer la disponibilité et la fiabilité des données est la
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technique de réplication totale [112, 18, 60]. Cette technique de distribution des données
permet d’obtenir la meilleure disponibilité possible pour les données mais cela implique
une utilisation excessive des ressources du système [71]. Elle augmente également les
coûts du système de 40% à 60% [47]. Par conséquent, face à l’explosion du volume des
données, l’utilisation de la technique de réplication totale ne peut plus constituer une so-
lution viable [107]. Dans la littérature, plusieurs travaux proposent d’autres techniques
pour pallier ce problème [45, 79, 85, 39].
1.1 RAID
Le RAID (initialement “Redundant Array of Inexpensive Disks”, c’est-à-dire re-
groupement redondant de disques peu onéreux) a été défini par l’Université de Berke-
ley [78, 79]. Actuellement, on considère plus adapté l’acronyme “Redundant Array of
Independant Disks”. Le RAID est une technique de distribution des données sur plu-
sieurs disques durs afin d’améliorer les performances et/ou la tolérance aux pannes de
l’infrastructure [77, 41, 92, 62]. Il existe sept niveaux standard de RAID (numérotées de
0 à 6) mais plusieurs types d’architectures sont possibles car ces sept niveaux standard
peuvent se combiner entre eux.
Le RAID 0 (ou entrelacement de disques) subdivise les données en plusieurs mor-
ceaux de même taille et les stocke en les répartissant de façon équitable sur l’ensemble
des disques de la grappe. Ce schéma offre la meilleure performance en écriture par
rapport aux autres architectures de RAID car il n’a pas d’information redondante qui
nécessite une mise à jour lors d’une opération d’écriture. Cette solution est largement
utilisée dans des environnements de calcul intensif où la performance et la capacité plu-
tôt que la tolérance aux pannes sont les principales préoccupations [32]. Avec le RAID
0, il est recommandé d’utiliser des disques de taille identique car sinon le disque de plus
grande capacité ne sera pas pleinement exploité.
Le RAID 1 (ou disques en miroir) stocke les mêmes données sur l’ensemble de
disques de la grappe. Ainsi, lors d’une opération de lecture, les données sont lues sur le
disque qui optimise le délai et/ou l’utilisation des ressources [31]. Si la grappe utilise n
disques alors ce schéma peut tolérer une défaillance jusqu’à n−1 disques. Cette solution
est souvent utilisée dans les applications de base de données où la disponibilité et le
taux de transactions sont plus importants que l’efficacité du stockage [49].
Le RAID 2 est désormais obsolète car cette technique utilise un contrôle d’erreur
par code de Hamming (ECC : Error Correction Code). Or ce dernier est désormais
directement intégré dans les contrôleurs de disques durs. Ce schéma combine la mé-
thode du RAID 0 et la technique de parité en écrivant sur des disques distincts les
bits de contrôle ECC. Le RAID 2 offre un bon niveau de sécurité mais de mauvaises
performances.
Le RAID 3 et RAID 4 utilisent le même principe, la seule différence se situant au
niveau de la valeur du facteur d’entrelacement. Le RAID 3 travaille par octets alors
que le RAID 4 travaille par blocs. Le fait de travailler par blocs permet au RAID 4
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d’offrir des performances nettement supérieures par rapport au RAID 3. C’est pourquoi
le RAID 3 tend à disparaître. Ces techniques utilisent n disques (avec n ≥ 3) où les
n− 1 d’entre eux stockent les données tandis que le dernier disque stocke la parité. Ces
schémas supportent la défaillance d’un seul disque, quel qu’il soit (y compris le disque
de parité). Si le disque de parité tombe en panne, les n− 1 permettent de reconstruire
les données originales ; si l’un des disques de données tombe en panne, il est encore
possible de reconstruire les données originales avec le contenu des disques de données
restants et celui du disque de parité.
Le RAID 5 est similaire au RAID 4 mais la parité est répartie de façon circulaire sur
l’ensemble des disques, éliminant ainsi le problème de goulot d’étranglement observé au
niveau du disque de parité en RAID 4 et RAID 3. Ce schéma répartie également le travail
sur l’ensemble des disques qui permet d’éviter l’usure prématurée de l’un des disques
comme c’est souvent le cas avec le disque de parité en RAID 3 et RAID 4. Les données et
la parité sont réparties sur tous les disques selon l’algorithme d’ordonnancement round-
robin [25, 116]. Le RAID 5 offre, lors des opérations de lecture, des performances très
proches de celles obtenues en RAID 0 tout en assurant une tolérance aux pannes plus
élevée que ce dernier. Comme en RAID 3 et RAID 4, ce schéma supporte la défaillance
de n’importe quel disque. Par ailleurs, il représente un surcoût faible en terme d’espace
de stockage occupé ( au maximum 33.33% de l’espace total utilisé). En effet, pour un
système de n disques de capacité identiques, les n− 1 disques sont utilisés pour stocker
les données (n ≥ 3). Ainsi, le surcoût est égal à l’espace de stockage total divisé par
le nombre total de disques (soit 100
n
% ). Cependant, l’un des inconvénients majeurs de
ce schéma est la pénalité de l’opération d’écriture car tous les disques sont requis pour
pouvoir valider cette dernière.
Le RAID 6 est une évolution du RAID 5 en utilisant deux blocs de parité au lieu
d’un. Cela permet au système de tolérer la défaillance simultanée de deux disques [19].
Par contre, cette augmentation de la tolérance aux pannes exige quelques concessions
sur l’espace de stockage utilisé. Le surcoût en terme d’espace de stockage utilisé est
doublé par rapport à celui du RAID 5. En effet, pour un système de n disques de
capacité identiques (n ≥ 4), seuls n − 2 disques sont utilisés pour stocker les données.
Ainsi, le RAID 6 présente un surcoût de 200
n
%. Le temps de reconstruction des données
en cas de défaillance simultanée de deux disques et celui de l’opération d’écriture sont
assez long avec ce schéma à cause des calculs de redondance complexes.
A ces sept niveaux standards viennent s’ajouter les niveaux combinés et les niveaux
spéciaux. Les niveaux de RAID combinés sont les résultats de la combinaison de deux
niveaux de RAID classiques entre eux. Ces combinaisons offrent un large choix d’alter-
natives permettant d’obtenir un rapport performance/sécurité différent de celui obtenu
avec les niveaux standards. Plusieurs combinaisons sont possibles. Par exemple, avec
quatre disques, on peut faire deux RAID 1. La formation d’une pile RAID 0 à partir de
ces deux piles RAID 1 donne naissance à un niveau de RAID combiné appelé RAID 10
(ou encore RAID 1+0), c’est-à-dire les éléments constitutifs du RAID 0 sont les deux
RAID 1. Le RAID 10 présente une fiabilité assez élevée car il faut que tous les éléments
d’une grappe (dans ce cas un RAID 1) soient défectueux pour entrainer une perte de
données au niveau du système. Par ailleurs, en cas de défaillance d’un disque, la recons-
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truction est assez rapide dans ce schéma car elle n’utilise que les disques d’une seule
grappe et non la totalité. Quant aux niveaux de RAID spéciaux, ils sont les résultats
de quelques améliorations effectuées sur les niveaux de RAID standards afin d’obtenir
un critère de performance donné. Voici quelques exemples non exhaustifs :
+ RAID TP (Triple Parity RAID technology) : c’est une évolution de RAID 6
en augmentant à trois le nombre de blocs de parité, ce qui permet au système de
tolérer la défaillance simultanée de trois disques ;
+ RAID DP (Dual Parity) : Ce type de RAID, souvent utilisé sur les serveurs de
type NAS, est similaire au RAID 6 sauf que tous les blocs de parité sont stockés
sur le même disque ;
+ RAID 5EE : c’est une évolution de RAID 5 qui offre une meilleure performance
en lecture grâce à l’utilisation d’un disque de plus, les données étant réparties sur
les disques de secours pour une optimisation de l’accès en entrée/sortie.
1.2 Codes correcteurs
La théorie des codes correcteurs a été initialement abordée dans le contexte des
communications pour corriger les erreurs de transmission d’une information [23, 82, 68].
Avec l’apparition des petits disques peu onéreux, les codes correcteurs ne se limitent plus
aux communications classiques mais également aux support de stockage. Cela permet
d’obtenir de nouvelles techniques de distribution des données dans un système constitué
de plusieurs nœuds de stockage afin d’optimiser la bande passante et de résister à un
certain nombre de pannes de nœuds de stockage. Dans ce contexte, les données sont
subdivisées en plusieurs fragments, puis ces derniers sont encodés avec un certain niveau
de redondances grâce à un code correcteur et ils sont stockés de manière disséminée à
différents niveaux de la hiérarchie de (disques, nœuds de stockage, centres de données,
etc.). Ces codes correcteurs sont utilisés dans les systèmes de stockage distribués afin
d’augmenter la robustesse des données contre les défaillances éventuelles de certains
serveurs [66]. Un code correcteur (n, k) encode les données (qui sont représentées comme
k blocs ou fragments) en un mot de code de n blocs de façon à ce que n’importe quels
k de ces n blocs permettent de reconstruire les données originales [61]. Le protocole
génère ainsi n− k blocs redondants en utilisant les k blocs de données [14]. Tant que le
nombre de serveurs défaillants est en deçà du seuil de tolérance du code correcteur, les
données originales peuvent-être récupérées à partir des blocs stockés dans les serveurs
de stockage disponibles en utilisant le processus de décodage [67].
L’exemple suivant montre la robustesse d’un code correcteur (4, 2) par rapport à
la réplication totale [14]. Soient a et b les deux blocs de données. En utilisant ces deux
blocs, le protocole génère les deux blocs redondants suivants : a + b et a − b. Nous
obtenons alors un mot de code composé de quatre blocs (a,b, a+ b, a− b) où deux blocs
choisis au hasard permettent de retrouver les blocs a et b (c’est-à-dire les blocs initiaux
constituant les données originales). Par exemple, avec a+b et b, nous pouvons retrouver
le bloc a en soustrayant le bloc a + b du bloc b. Par conséquent, nous obtenons bien
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un (4, 2) code correcteur, qui tolère la perte de deux blocs quelconques. Par contre, si
nous dupliquons simplement les blocs a et b, on a un mot de code composé de quatre
blocs : (a, b, a, b). Mais dans cette configuration, nous ne pourrons plus récupérer les
données originales si les deux blocs a sont perdus. Cela montre la robustesse des codes
correcteurs étant donné que ces deux techniques utilisent le même nombre de blocs
(également de même taille).
Le code Reed-Solomon est l’un des codes correcteurs disposant d’une large gamme
d’applications dans les communications numériques et le stockage. C’est un code correc-
teur dit “parfait” inventé par les mathématiciens Irving S. Reed et Gustave Solomon. Il
fait partie d’une sous-famille des codes BCH (ces codes tiennent leur nom des initiales de
leurs inventeurs : Bose, Ray-Chaudhuri et Hocquenghem) [57]. Les codes Reed-Solomon
sont construits et décodés en utilisant des arithmétiques dans un corps fini (noté GF(q)
pour un corps fini de cardinal q). L’approche originale pour la construction de ces codes
a été l’utilisation de polynômes pour encoder les données originales. Supposons que nous
avons des données composées de k blocs, {b0, b1, . . . , bk−2, bk−1}, appartenant chacun au
corps fini GF(q). Ces blocs sont utilisés pour construire un polynôme défini comme
suit P (x) = b0 + b1x + . . . + bk−2xk−2 + bk−1xk−1. Un mot de code c de Reed-Solomon
est formé en évaluant le polynôme P (x) à chacun de q éléments de GF(q). Soit :
c = (c0, c1, . . . , cq−1) =
(
P (0), P (α), P (α2), . . . , P (αq−1)
)
(1.1)
où α est un élément primitif de GF(q). Le nombre de blocs des données k est souvent
appelé la dimension du code. Ce terme vient du fait que les mots de code de Reed-
Solomon forment un espace vectoriel de dimension k sur GF(q). Étant donné que
chaque mot de code de Reed-Solomon est constitué de q éléments (voir équation (1.1)),
on dit généralement que le code est de longueur n = q. C’est pourquoi un code Reed-
Solomon est généralement noté RS(n, k) (désigné par sa longueur n et sa dimension
k). Chaque mot de code de Reed-Solomon défini dans le système d’équations (1.1) peut
être exprimé sous la forme d’un système de q équations linéaires à k inconnus comme
suit : 
P (0) = b0
P (α) = b0 + b1α + b2α2 + . . .+ bk−1αk−1
P (α2) = b0 + b1α2 + b2α4 + . . .+ bk−1α2(k−1)
...
P (αq−1) = b0 + b1αq−1 + b2α2(q−1) + . . .+ bk−1α(k−1)(q−1)
(1.2)
Cette équation peut être exprimée sous la forme matricielle comme suit :
M1.

b0
b1
b2
...
bk−1
 =

P (0)
P (α)
P (α2)
...
P (αq−1)
 (1.3)
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Avec
M1 =

1 0 0 . . . 0
1 α α2 . . . α(k−1)
1 α2 α4 . . . α2(k−1)
... ... ... . . . ...
1 α(q−1) α2(q−1) . . . α(q−1)(k−1)

Nous avons q équations pour k inconnus. En général, k équations sont suffisantes pour
trouver les k inconnus. Si nous prenons par exemple, les k premières équations du
système d’équations (1.2), nous avons :
1 0 0 . . . 0
1 α α2 . . . α(k−1)
1 α2 α4 . . . α2(k−1)
... ... ... . . . ...
1 α(k−1) α2(k−1) . . . α(k−1)(k−1)
 .

b0
b1
b2
...
bk−1
 =

P (0)
P (α)
P (α2)
...
P (αk−1)
 (1.4)
Notons M2 la matrice carrée suivante :
M2 =

1 0 0 . . . 0
1 α α2 . . . α(k−1)
1 α2 α4 . . . α2(k−1)
... ... ... . . . ...
1 α(k−1) α2(k−1) . . . α(k−1)(k−1)

Alors l’équation (1.4) est équivalente à :
M2.

b0
b1
b2
...
bk−1
 =

P (0)
P (α)
P (α2)
...
P (αk−1)
 (1.5)
La matrice M2 est dite matrice de Vandermonde [103]. Comme α est un élément primitif
de GF(q) alors 1, α, α2, . . . , αq−1 sont distincts (et α 6= 0). Ainsi, 0, α, α2, . . . , αk−1 sont
aussi distincts. Cela implique donc que la matrice de Vandermonde M2 est inversible
[103]. Par conséquent, l’équation (1.4) admet une solution unique pour les k blocs des
données : {b0, b1, . . . , bk−2, bk−1}.
Soit p ∈ {2, 3, . . . , q}, alors la pième ligne de la matriceM1 est
(
1 α(p−1) α2(p−1) . . . α(p−1)(k−1)
)
qui est égale à
(
1 (α(p−1)) (α(p−1))2 . . . (α(p−1))(k−1)
)
. Cette ligne correspond donc
à une ligne d’une matrice de Vandermonde. Par conséquent, n’importe quel système
d’équation formé par k équations du système d’équations (1.2) peut être transformé
en :
M.

b0
b1
b2
...
bk−1
 =

P (λ0)
P (λ1)
P (λ2)
...
P (λk−1)
 (1.6)
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Où M est une matrice carrée de Vandermonde k × k et pour i ∈ {0, 1, 2, . . . , k − 1},
λi ∈ {0, α, α2, . . . , αq−1}, pour tout i, j ∈ {0, 1, 2, . . . , k − 1}, i 6= j ⇒ λi 6= λj. La
matrice M est inversible (car les 0, α, α2, . . . , αq−1 sont distincts) [103]. Cela implique
donc que le système système d’équations (1.6) admet une solution unique. On obtient :
b0
b1
b2
...
bk−1
 = M
−1.

P (λ0)
P (λ1)
P (λ2)
...
P (λk−1)
 (1.7)
Par conséquent, n’importe quelle combinaison de k lignes du système d’équations (1.2)
permet de retrouver les blocs des données {b0, b1, . . . , bk−2, bk−1}. Autrement dit, la
connaissance de n’importe quels k éléments parmi {P (0), P (α), P (α2), . . . , P (αq−1)}
permet de retrouver les données originales.
Des codes correcteurs ont été récemment implémentés dans certains systèmes de
stockage distribués. Ils utilisent moins d’espace de stockage par rapport à la stratégie
classique de trois répliques : par exemple, un code correcteur de Reed-Solomon avec
quatre blocs redondants a seulement 40% de surcharge au niveau du stockage [88]. Ce-
pendant, presque toutes les études précédentes ont mis l’accent sur les effets des mises à
jour, les entrées/sorties et l’optimisation de l’utilisation du réseau lors d’une défaillance
d’un nœud. Pour atteindre ces objectifs, les données sont souvent considérées comme im-
muables (ou presque) : les mises à jour sont effectuées en écrivant de nouvelles données
et les anciens blocs sont supprimés par un processus de ramasse-miettes en arrière-plan.
En outre, soit la cohérence de données n’est pas discutée [88, 56], soit les protocoles
utilisés ne sont pas stricts. Par exemple, une “cohérence raisonnablement forte” peut
être utilisée [14], où une lecture concurrente avec des opérations d’écriture retourne
une valeur non déterministe. A notre connaissance, la seule implémentation d’un pro-
tocole de cohérence forte bloquant les écritures lors d’une défaillance pour garantir la
cohérence, est évoquée dans [26]. Cependant, ces solutions ne sont pas adéquates pour
certaines applications. Par exemple, les disques de données de machines virtuelles des
utilisateurs dans un contexte de virtualisation nécessitent une cohérence forte des fi-
chiers sous-jacents afin de garantir la bonne exécution des applications. De même, le
stockage de bases de données ne peut se contenter d’une cohérence relâchée lorsque
plusieurs moteurs de requêtes accèdent simultanément aux données. Un protocole doit
donc être implémenté afin d’obtenir une réelle cohérence forte entre les blocs dans un
contexte de code correcteur. Plusieurs travaux ont été publiés sur la cohérence forte
dans le contexte de réplication totale. Nous allons adapter certains de ces travaux dans
le contexte de codes correcteurs.
1.3 Schéma à seuil
Considérons le problème suivant (cité dans [89]) : “Onze scientifiques travaillent
sur un projet. Ils veulent enfermer les documents dans une armoire de sorte que cette
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dernière peut être ouverte uniquement si au moins six scientifiques sont présents. Quel
est le plus petit nombre de verrous nécessaire ?. Quel est le plus petit nombre de clés
pour les verrous que chaque scientifique doit détenir ?”
Pour cela, la solution minimale utilise
(
11
6
)
= 462 verrous et
(
10
5
)
= 252 clés par scien-
tifiques. Ces nombres ne sont pas tenables et ils croissent de façon exponentielle avec
le nombre des scientifiques. Pour éviter ce genre de problème, Adi Shamir propose un
schéma qu’il appelle shéma à seuil (n, k) en se basant sur l’interpolation polynomiale
[89]. Il généralise le problème en considérant le secret comme une donnée D. Il divise
D en n morceaux {D1, D2, . . . , Dn} de telle sorte que :
+ la connaissance de k morceaux ou plus permet de reconstruire D ;
+ la connaissance de k− 1 morceaux ou moins rend D complètement indéterminée.
D’autres travaux proposent une généralisation du schéma à seuil (“General Thre-
shold Scheme”)[45, 113]. Un schéma à seuil général p −m − n génère n blocs à partir
des données (généralement par subdivision puis ajout d’informations de redondance)
de façon à ce que n’importe quels m blocs permettent de reconstruire les données ori-
ginales et moins de p blocs ne révèlent absolument aucune information sur les données
originales. Les trois paramètres p, m et n doivent satisfaire la condition suivante :
1 ≤ p ≤ m ≤ n. Ces trois paramètres donnent aux utilisateurs un large choix selon
leurs besoins (disponibilité, confidentialité, espace de stockage, . . .). Un exemple de
schéma à seuil spécifique est la réplication totale sur N nœuds. C’est un schéma à seuil
1− 1−N , où chaque bloc révèle des informations sur les données originales (p = 1), un
seul bloc est requis pour reconstruire les données originales (m = 1) et il existe au total
N blocs à disposition pour reconstruire les données originales (n = N). Le tableau 1.1
suivant résume les différentes possibilités du protocole selon le choix de valeur de chaque
paramètre.
Schéma à seuil Description
1− 1− n Réplication totale
1− n− n Décimation (Striping)
n− n− n Splitting (XORing)
1−m− n Dissémination de l’information (Information Dispersal) avec m < n
m−m− n Partage secret (Secret Sharing) avec 1 < m < n
p−m− n Ramp Scheme avec 1 < p < m ≤ n
Table 1.1 – Liste de types de schéma à seuil (source : [45])
Le schéma à seuil général p − m − n permet de trouver un compromis entre la
confidentialité, la disponibilité et l’espace utilisé dans un système de stockage. Quand la
valeur du paramètre n augmente, la disponibilité des données augmente également mais
cela demande davantage d’espace de stockage et la confidentialité diminue. L’espace de
stockage occupé et la disponibilité des données sont inversement proportionnels au
paramètre m (la taille d’un bloc étant proportionnelle à 11+m−p). Par ailleurs, quand la
valeur de m croît, chaque bloc contient moins d’information. Cela peut augmenter le
nombre de blocs nécessaires qu’un intrus doit capturer pour pouvoir reconstruire une
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portion utile des données originales. Quant au paramètre p, il est proportionnel à la
confidentialité de données et à l’espace de stockage utilisé. Les schémas à seuil peuvent
être utilisés à la place de techniques cryptographiques pour garantir la confidentialité
des données mais les deux techniques peuvent aussi être combinées [45]. Une extension
des schémas à seuil permet de vérifier l’authenticité des blocs [45]. Dans un schéma à
seuil avec cette extension, les blocs sont construits de telle manière qu’un utilisateur
puisse détecter, avec une probabilité élevée, si des blocs ont été modifiés (ne sont pas
authentiques) [100]. Cette technique permet de garantir l’intégrité des données.
Avec cette flexibilité, le choix d’un schéma à seuil le plus approprié pour une si-
tuation donnée n’est pas trivial. Ainsi, pour aider les utilisateurs, certains travaux pro-
posent une sélection automatique d’un schéma à seuil le plus approprié à leurs besoins
[113]. Ils peuvent également paramétrer les interactions avec les nœuds de stockage
contenant les différents blocs de données. Même si seulement m blocs sont nécessaires
pour reconstruire les données originales, un utilisateur peut en demander plus (c’est-à-
dire il peut envoyer une requête de lecture d’un certain nombre de blocs compris entre
m et n). Cela permet de pallier le problème de lenteur éventuel de certain nœuds de
stockage.
1.4 Synthèse
Nous avons présenté dans ce chapitre trois techniques usuelles de distribution des
données, à savoir le RAID, le schéma à seuil et les codes correcteurs. Ce sont des
solutions alternatives à la réplication totale pour réduire les surcharges relatives au
niveau du stockage. Dans ces travaux, parmi les trois solutions proposées, nous avons
choisi d’utiliser les codes correcteurs comme technique de distribution des données. Le
choix a été motivé par les raisons suivantes :
• les implémentations de l’algorithme RAID 6 sont souvent limitées à tolérer au
maximum deux défaillances simultanées de nœuds, à cause des calculs de redon-
dance complexes. Bien que le RAID 1 puisse supporter plus de deux défaillances
simultanées, il présente le même problème de surcharges au niveau du stockage
que la réplication totale ;
• le schéma à seuil peut supporter à la fois la tolérance aux fautes et la confidentialité
des données, mais par souci d’évolutivité dans CloViS, nous voulons séparer ces
deux mécanismes.
Par ailleurs, Weatherspoon H. et al. ont montré, dans [107], que les systèmes utilisant les
codes correcteurs présentent un temps moyen de bon fonctionnement (MTTF : Mean
Time To Failure) plus long que ceux avec la réplication totale avec les mêmes exigences
en terme de stockage et de bande passante.
Chapitre 2
Technique usuelle de maintien de la
cohérence des données
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2.1 Les modèles de cohérence
L’utilisation des techniques de distribution des données est indispensable dans lecadre du stockage dans un environnement distribué [16, 38]. Cependant, celanécessite un contrôle rigoureux des répliques pour éviter des incohérences de ces
dernières qui peuvent souvent entrainer la perte partielle, voire totale, des données.
Dans un système de stockage distribué, il existe deux grandes catégories d’approche :
une approche optimiste et une approche pessimiste. L’approche pessimiste ne donne
pas accès à une donnée tant que toutes ses répliques n’ont pas été synchronisées. Une
donnée doit ainsi être verrouillée avant de la modifier. Il n’y a donc pas de mise à jour
concurrente, évitant ainsi les confits à priori. A contrario, l’approche optimiste consiste
à autoriser l’accès à une réplique sans synchronisation à priori avec les autres répliques.
Les mises à jour concurrentes sont ainsi autorisées, ce qui implique que des conflits sont
possibles et nécessitent donc d’une phase de réconciliation à posteriori.
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Dans la littérature, plusieurs modèles de cohérence ont été définis pour les systèmes
distribués afin de trouver un modèle performant et adapté aux applications [96, 22,
115, 101]. Un modèle de cohérence se présente comme un contrat entre les processus et
le système de stockage. Une classification a été proposée par Tanenbaum et Van Steen
[96].
• Modèles centrés sur les données : ces modèles considèrent que les données
sont partagées par plusieurs utilisateurs. Ils concernent donc les opérations de
lecture et d’écriture dans des données partagées tels que les systèmes de fichiers
distribués, les mémoires partagées, les bases de données partagées, etc. Ces mo-
dèles se focalisent sur le processus de synchronisation entre les différentes répliques
et l’ordonnancement des différentes opérations.
ñ Avec synchronisation permanente : ces modèles garantissent que seul un
état cohérent des données peut être vu. Cela implique donc qu’une mise à jour
doit être immédiatement propagée vers toutes les répliques. Il existe plusieurs
modèles de cohérences avec synchronisation permanente. La cohérence stricte
qui impose que chaque opération de lecture retourne la dernière valeur écrite
dans une donnée, la cohérence séquentielle qui a été définie par Lamport
en 1979 garantie que tous les processus voient toutes les opérations dans le
même ordre, la cohérence causale assure que toutes les opérations d’écritures
qui sont reliées par une relation de causalité sont vues par tous les processus
dans le même ordre mais les écritures qui ne sont pas causalement liées
peuvent être vues dans un ordre différent par des processus différents, etc. ;
ñ Avec synchronisation uniquement à des moment précis, appelés,
points de synchronisation par exemple lors de la prise ou du relâchement
du verrou. Ces modèles de cohérence ont pour objectifs d’améliorer la per-
formance, le passage à l’échelle et d’optimiser le nombre d’échanges réseau
lors d’une opération. Mais cela a un prix : il n’y a plus de garantie d’avoir le
même état pour toutes les répliques. Ainsi, une opération de lecture peut re-
tourner une donnée non à jour. C’est le cas des modèles de cohérence faible,
de cohérence au relâchement, de cohérence à l’entrée, etc.
• Modèles centrés client : Il existe plusieurs applications dans lesquelles la
concurrence apparaît dans une forme restreinte. Par exemple, les systèmes de
bases de données, le DNS, le WWW (World Wide Web). Ces exemples tolèrent
un degré relativement élevé d’incohérence [96]. Pour ces types d’applications, si
aucune mise à jour n’a eu lieu pendant une longue période, toutes les répliques
deviendront progressivement cohérentes. Ce type de cohérence est appelé cohé-
rence éventuelle (eventual consistency). La cohérence éventuelle exige donc que les
mises à jour soient propagées sur toutes les répliques. La propagation des mises à
jour est faite de manière asynchrone [114]. Elle permet d’éviter le goulet d’étran-
glement induit par la synchronisation, mais reste ponctuellement source d’erreurs
[90]. Par exemple, pendant la période d’incohérence (le temps de propagation des
mises à jour sur toutes les répliques), on ne peut pas garantir que chaque pro-
cessus accède à la même version d’une donnée. Ainsi, des problèmes surviennent
lorsque l’on accède aux différentes répliques pendant une période relativement
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courte. Un exemple illustrant ce problème est détaillé dans [96], en considérant
un utilisateur mobile accédant à une base de données distribuée. Plusieurs ap-
proches ont été proposées pour améliorer ce modèle de cohérence. Marc Shapiro
et al. proposent une nouvelle approche en utilisant des types de données partagées
basés sur des conditions formelles simples qui sont suffisantes pour garantir la co-
hérence éventuelle [90, 91]. Ils nomment ces types de données partagées CRDT
(Convergent or Commutative Replicated Data Types) [91]. Valter Balegas et al.
proposent une alternative à la cohérence éventuelle, nommée, cohérence explicite
(Explicit Consistency) [22]. D’autres approches introduisent les modèles de co-
hérence centrés client [96]. Ces modèles se basent surtout sur la cohérence d’un
client individuel et ne considèrent pas le fait que les données peuvent être par-
tagées par plusieurs utilisateurs [96]. L’hypothèse est alors la suivante : le client
accède à différentes répliques au fil du temps, mais cela doit être transparent.
Les modèles centrés client garantissent que lorsqu’un client accède à une nouvelle
réplique, cette dernière est mise à jour avec les données manipulées par ce client
auparavant, qui peuvent éventuellement résider dans d’autres sites.
Jerzy B. et al. proposent une formalisation des quatre modèles centrés clients dans
[21]. Ils adoptent les notations suivantes :
– les opérations dans des objets partagés effectuées par le client Ci sont ordon-
nées par une relation Ci⇁ ;
– un serveur Sj effectue les opérations dans un ordre représenté par
Sj ;
– les écritures et lectures dans des objets seront notés respectivement par w et
r ;
– une opération de lecture et d’écriture effectuées par le serveur Sj sera notée
respectivement par r|Sj et w|Sj ;
– RW (r) : est un ensemble d’écritures qui ont influencé l’état actuel des objets
vus par la lecture r ;
ñ Monotonic Reads (MR) : un protocole de cohérence est dit Monotonic
read si la condition suivante est satisfaite “Si un processus lit la valeur d’une
donnée x, alors n’importe quelle opération de lecture sur x par ce processus
retournera toujours la même valeur ou une autre valeur plus récente” [96].
Autrement dit, le monotonic read garantit que si le processus a lu la valeur
de x à l’instant t, il ne verra jamais une ancienne version de x à une date
ultérieure. Selon Jerzy B. et al., un MR est défini comme suit [21] :
∀Ci∀Sj
[
r1 Ci⇁ r2|Sj ⇒ ∀wk ∈ RW (r1) : wk
Sj r2
]
ñ Monotonic Writes (MW) : un protocole de cohérence est dit Monotonic
write si la condition suivante est satisfaite “Une opération d’écriture par un
processus d’une donnée x est terminée avant toute autre succession d’opéra-
tions d’écriture de x par le même processus” [96]. En d’autres termes, une
opération d’écriture sur une réplique de x n’est autorisée que si cette réplique
a été mise à jour vis à vis d’une précédente opération d’écriture, ce qui peut
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avoir eu lieu sur d’autres répliques de x. Jerzy B. et al. définissent le MW
comme suit [21] :
∀Ci∀Sj
[
w1 Ci⇁ w2|Sj ⇒ w1
Sj w2
]
ñ Read Your Writes (RYW) : ce protocole vérifie la condition suivante
“L’effet d’une opération d’écriture d’une donnée x par un processus sera tou-
jours vu par une succession d’opérations de lecture sur le même processus”
[96]. Cela veut donc dire qu’une opération d’écriture doit être terminée avant
une succession d’opérations de lecture par le même processus, peu importe
où cette opération de lecture a lieu. Jerzy B. et al. définissent le RYW comme
suit [21] :
∀Ci∀Sj
[
w
Ci⇁ r|Sj ⇒ w
Sj r
]
ñ Writes Follows Reads (WFR) : ce protocole vérifie la condition suivante
“Une opération d’écriture d’une donnée x par un processus suivant une pré-
cédente opération de lecture sur x par le même processus est garantie d’avoir
lieu sur la même ou une valeur plus récente de x qui a été lue” [96]. Cela veut
dire donc toute succession d’opérations d’écriture par un processus d’une
donnée x sera effectuée sur une réplique à jour de x avec la valeur la plus
récente lue par ce processus. Selon Jerzy B. et al., un WFR est défini comme
suit [21] :
∀Ci∀Sj
[
r
Ci⇁ w|Sj ⇒ ∀wk ∈ RW (r) : wk
Sj w
]
L’intergiciel CloViS a pour ambition de couvrir les trois types de solutions clouds :
le SaaS, le PaaS et l’IaaS. Par exemple, CloViS doit être capable d’assurer la gestion
des machines virtuelles et notamment le stockage des images, des données utilisateurs,
leur migration d’un nœud vers un autre, etc. La conception de CloViS lui permet
d’implémenter plusieurs modèles de cohérence et de les affecter selon l’exigence de
l’application, certaines nécessitant un modèle de cohérence forte. Par ailleurs, le fait
d’utiliser des techniques de distributions de données telles que les codes correcteurs exige
une cohérence stricte pour un certain nombre de répliques. En effet, lors d’une opération
de lecture, un code correcteur (n, k) nécessite k répliques à jour pour reconstruire la
donnée originale. Or, comme nous l’avons vu dans la section 1.2, les implémentations
actuelles font l’impasse sur la gestion de la cohérence, préférant empêcher l’accès le
temps de la reconstruction des données d’un serveur plutôt que de permettre un accès
en mode dégradé. Dans ces travaux, nous nous intéressons à une implémentation du
modèle de cohérence forte : les protocoles basés sur les quorums [98, 12, 70, 69, 80], que
nous allons détailler dans la section suivante.
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2.2 Les protocoles de cohérence
De nombreux travaux ont été publiés sur les techniques de maintien de la cohérence
des données dans le contexte de la réplication totale [15, 98, 48, 64, 95]. L’approche de
base garantissant une cohérence stricte des données est le protocole ROWA (Read One
Write All) [15]. Lors d’une mise à jour d’une réplique, toutes les autres répliques sont
également mis à jour au cours d’une opération atomique. Autrement dit, la validation
d’une opération d’écriture ou de mise à jour d’une donnée requiert la validation de
celle de toutes les répliques de cette donnée. Ce type de protocole est adapté aux
applications où les données sont essentiellement en lecture seule [16]. Cela est dû au
fait qu’avec ROWA, une seule réplique suffit pour lire les données et fournit ainsi un
niveau de disponibilité élevé aux opérations de lecture. Néanmoins, ce protocole a des
inconvénients majeurs tels que la lourdeur et surtout la non tolérance aux fautes des
opérations d’écriture et de mise à jour [84]. L’écriture ou la mise à jour doit être propagée
sur tous les fragments répliqués et ne peut pas être effectuée en présence d’une panne de
partitions réseau ou même d’une seule réplique. Ces inconvénients majeurs constituent
un frein sur l’utilisation de ROWA dans des environnements large échelle.
Les protocoles à quorums ont été introduits pour surmonter ces problèmes [98, 12,
70, 69, 80]. Un protocole à quorums forme une structure logique des répliques en plu-
sieurs sous-ensembles appelés quorums. Dans ce contexte, un quorum est l’ensemble
minimum de répliques garantissant la cohérence des données lors d’une opération bien
définie. Dans cette thèse, nous nous intéressons particulièrement aux opérations les
plus classiques telles que les opérations de lecture, d’écriture et/ou de mise à jour. Mais
d’autres travaux s’intéressent également aux systèmes à quorums de types abstraits
utilisant d’autres opérations que ces opérations de base [52, 53]. Le protocole à quo-
rums permet de trouver un compromis entre le nombre de répliques accédées lors de
l’opération de lecture et celui de l’opération d’écriture, les deux paramètres étant an-
tagonistes. Par ailleurs, il existe plusieurs types de protocoles à quorums. La première
implémentation d’un protocole à quorums a concerné le quorum majoritaire [98]. Dans
le but de réduire la taille des quorums, d’autres protocoles à quorums (dit “structu-
rés” [42]) s’appuient sur une organisation logique des nœuds. Plusieurs topologies sont
utilisées dans la littérature des systèmes à quorums, comme l’arbre [12, 13], le triangle
[30], la grille [33], la hiérarchie [63, 64, 36], l’hypercube [44], le losange [43] ou encore
le trapèze [20, 95]. Ces organisations sont seulement logiques et n’ont aucun lien avec
les structures physiques réelles de l’infrastructure contenant les nœuds qui stockent les
différentes répliques [12].
Par définition, un quorum d’écriture (Qw) est l’ensemble minimum de répliques sur
lesquelles doit être effectuée une opération d’écriture de façon atomique et garantissant
la cohérence des répliques des données. |Qw| dénote la taille du quorum d’écriture Qw,
c’est à dire le nombre de répliques appartenant à ce quorum. De façon analogue, un
quorum de lecture (Qr) est l’ensemble minimum de répliques sur lesquelles doit être
effectuée une opération de lecture de façon à garantir la cohérence des répliques des
données. |Qr| dénote la taille du quorum de lecture Qr. Pour assurer cette cohérence,
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les quorums d’écriture et de lecture sont soumis à certaines contraintes [27, 73] :
+ Un quorum d’écriture Qw et un quorum de lecture Qr doivent avoir au moins un
élément en commun :
Qw ∩Qr 6= ∅ (2.1)
+ Deux quorums d’écriture Qw1 et Qw2 doivent avoir au moins un élément en com-
mun :
Qw1 ∩Qw2 6= ∅ (2.2)
La contrainte (2.1) garantit qu’un quorum de lecture contient au moins une réplique
mise à jour (i.e. une réplique qui a été modifiée lors de la dernière opération d’écriture
valide) alors que la contrainte (2.2) permet d’assurer que deux opérations d’écriture
successives interviennent au moins sur une même réplique, garantissant ainsi l’incré-
mentation du numéro de version des données à chaque opération d’écriture.
Dans la suite de ce chapitre, nous allons faire une présentation succincte des diffé-
rents protocoles à quorums dans le contexte de réplication totale. Ce sont les protocoles
que nous allons adapter au contexte de nouvelles distributions des données (voir cha-
pitre 3).
Notations Dans la suite :
+ t représente la disponibilité des nœuds, c’est-à-dire la probabilité qu’un nœud
donné soit disponible dans le système ;
+ Pwrite désigne la disponibilité en écriture qui est définit comme la probabilité
qu’une opération d’écriture puisse être réalisée avec succès dans le système ;
+ Pread la disponibilité en lecture qui est définit comme la probabilité qu’une opé-
ration de lecture puisse être réalisée avec succès depuis le système ;
+ Φ(i, j) représente la probabilité qu’au moins i nœuds parmi les j soient disponibles.
Sans perte de généralité [95], on suppose que :
ñ la disponibilité de tous les nœuds du système est identique et est égale à t ;
ñ les nœuds tombent en panne indépendamment les uns des autres ;
ñ chaque nœud s’éteint en cas de panne. Ainsi, par abus de langage, nous utiliserons
souvent disponibilité de nœud pour désigner la disponibilité de réplique des données
qui y sont stockées ;
ñ il n’y a pas de panne sur les liens de communication.
Alors l’expression de Φ(i, j) est :
Φ(i, j) ≡
k=j∑
k=i
(
j
k
)
tk(1− t)j−k (2.3)
2.2.1 Quorum majoritaire
Le quorum majoritaire consiste à valider une opération d’écriture si et seulement
si une majorité de répliques ont pu être mises à jour [98]. Soit n le nombre totale de
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répliques des données. Alors, avec le quorum majoritaire, les deux contraintes (2.1) et
(2.2) peuvent être formulées différemment comme suit (2.4) et (2.5) :
|Qw|+ |Qr| > n (2.4)
2|Qw| > n (2.5)
La contrainte (2.4) garantit une intersection non vide entre un quorum de lecture et
n’importe quel quorum d’écriture tandis que la contrainte (2.5) permet d’assurer une
intersection non vide entre deux quorums d’écriture. La contrainte (2.5) impose donc
qu’il faut au moins bn2 c+ 1 répliques pour qu’une opération d’écriture soit validée. Par
conséquent,
|Qw| = bn2 c+ 1 (2.6)
Les relations 2.4) et 2.6) donnent |Qr| > n−bn2 c−1. Il faut donc au moins dn2 e répliques
pour pouvoir lire correctement les données. Donc,
|Qr| = dn2 e (2.7)
Les formules (2.6) et (2.7) donnant respectivement la taille des quorums d’écriture et de
lecture respectivement vérifient les contraintes (2.4) et (2.5). La disponibilité en écriture
est alors :
Pwrite = Φ(bn2 c+ 1, n) (2.8)
La disponibilité en lecture est :
Pread = Φ(dn2 e, n) (2.9)
Ainsi, le quorum majoritaire peut résister aux pannes de bn2 c répliques lors d’une opé-
ration d’écriture et de dn2 e − 1 répliques lors d’une opération lecture.
2.2.2 Quorum en grille
Avec ce protocole, les répliques sont réparties en une grille [33]. Un quorum d’écri-
ture est obtenu en sélectionnant une colonne entière et une réplique dans chacune des
autres colonnes restantes de la grille. Un quorum de lecture est obtenu en sélection-
nant une réplique dans chaque colonne de la grille. Avec ces définitions, les quorums
d’écriture et de lecture vérifient les contraintes (2.1) et (2.2) des systèmes à quorums.
Notons N et M respectivement le nombre de répliques dans une colonne et dans une
ligne de la grille. La taille d’un quorum d’écriture est alors égale à N+M−1 tandis que
celle d’un quorum de lecture est égale à M . Le protocole peut tolérer la défaillance de
N − 1 répliques quelconques et jusqu’à M(N − 1) répliques spécifiques. Une opération
d’écriture sera validée si au moins une colonne dispose des N répliques disponibles et
les colonnes restantes contiennent chacune au moins une réplique disponible. Pour une
colonne donnée, la probabilité que les N répliques soient disponibles est égale à tN et la
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probabilité pour qu’il y ait au moins une réplique disponible et au plus N − 1 répliques
disponibles est égale à 1− (1− t)N − tN . Donc la disponibilité en écriture est égale à :
Pwrite =
k=M∑
k=1
(
M
k
)(
tN
)k (
1− (1− t)N − tN
)M−k
(2.10)
Pour une colonne donnée, la probabilité pour qu’il y ait au moins une réplique disponible
est égale à 1− (1− t)N . Une opération de lecture sera validée si toutes les colonnes de la
grille disposent chacune d’au moins une réplique disponible. La disponibilité en lecture
est donc égale à :
Pread =
(
1− (1− t)N
)M
(2.11)
La figure 2.1 montre un exemple d’une grille constituée de 15 répliques. Elles sont ran-
gées dans une grille de 3 lignes et 5 colonnes (chaque colonne contient N = 3 répliques
et chaque ligne contient M = 5 répliques). Sur cette figure, nous avons représenté deux
Figure 2.1 – Exemple de quorums en grille : N = 3 et M = 5
exemples de quorum : un quorum d’écriture et un quorum de lecture. Les nœuds {r1,
r7, r8, r4, r9, r14, r5} constituent un quorum d’écriture tandis que les nœuds {r6,
r12, r3, r9, r15} forment un quorum de lecture. La réplique r9 est le point d’inter-
section de ces deux quorums.
2.2.3 Quorum en arbre
Les répliques sont organisées hiérarchiquement de façon à former un arbre. Dans
cette section, par abus de langage, nous utiliserons souvent le nœud pour désigner la
réplique de la donnée qui y est stocké. L’arbre est définit par les trois paramètres n, D et
h, respectivement, le nombre de nœuds, le degré (nombre de nœuds fils attachés à chaque
nœud de l’arbre sauf ceux qui sont situés dans la feuille de l’arbre) et la hauteur de
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l’arbre. Il existe trois types d’approches permettant de constituer les quorums d’écriture
et de lecture dans ce protocole [12, 13].
Première approche
Dans cette approche, on applique le quorum majoritaire dans chaque niveau de
l’arbre. Ainsi, un quorum d’écriture est obtenu en sélectionnant la réplique du nœud
au sommet et une majorité des répliques à tous les niveaux de l’arbre. Tandis qu’un
quorum de lecture est obtenu en sélectionnant la réplique du nœud au sommet ou dDl2 e
répliques dans un niveau l de l’arbre (1 ≤ l ≤ h). Les disponibilités d’écriture et de
lecture s’expriment, dans ce contexte, par les formules suivantes [12, 20] :
Pwrite =
l=h∏
l=0
Φ(bD
l
2 c+ 1, D
l) (2.12)
Pread = 1−
l=h∏
l=0
(
1− Φ(dD
l
2 e, D
l)
)
(2.13)
La figure 2.2 représente un exemple d’un arbre constitué de n = 13 répliques, de degré
D = 3 et de hauteur h = 2. Dans cet exemple, un quorum d’écriture est formé à partir
Figure 2.2 – Exemple de quorums en arbre : n = 13, D = 3 et h = 2 (1ère approche)
de n’importe quel ensemble de répliques contenant {r1}, 2 répliques du niveau l = 1 et
5 répliques du niveau l = 2 tandis qu’un quorum de lecture est obtenu en sélectionnant
{r1} ou 2 répliques du niveau l = 1 ou 5 répliques du niveau l = 2. Ainsi, les répliques
{r1, r2, r4, r5, r6, r9, r11, r13} forment un quorum d’écriture et les répliques {r3,
r4} constituent un quorum de lecture. Il faut noter que la réplique {r1} seule forme
un quorum de lecture et dans ce cas, lors de l’opération de lecture, on n’accède qu’à un
seul nœud.
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Deuxième approche
Pour une opération d’écriture, au lieu d’exiger une majorité à tous les niveaux de
l’arbre, on sélectionne le nœud racine et, de manière récursive, une majorité des fils
de chaque noeuds sélectionné jusqu’à ce qu’on atteigne les feuilles de l’arbre. Le nœud
racine forme un quorum de lecture. En cas de défaillance d’un nœud (et à l’exception
des nœuds feuilles de l’arbre), celui-ci peut être remplacé par une majorité de ses fils.
Par exemple, si le nœud racine tombe en panne, une majorité des répliques situées
au niveau l = 1 suffit pour lire les données. Sans perdre en généralité, supposons que
D = 2d + 1 avec d entier naturel. La taille du quorum d’écriture est alors égale à∑l=h
l=0(d+ 1)h =
(d+1)l−1
d
. La taille du quorum de lecture varie de 1 jusqu’à (d+ 1)h selon
le nombre de répliques défaillantes. Ce protocole peut donc tolérer la défaillance de
n’importe quelles (d+1)l−1
d
− 1 répliques, et la défaillance de n− 1 répliques particulieres
[12]. On utilise une relation de récurrence pour évaluer la disponibilité en écriture et en
lecture. Soient Wh et Rh respectivement la disponibilité en écriture et en lecture dans
un arbre de degré h. Alors, la disponibilité en écriture et en lecture dans un arbre de
degré h+ 1 sont données par les formules suivantes ( une démonstration plus détaillée
est disponible dans [12]) :
Wh+1 = t
[
k=d∑
k=0
(
2d+ 1
k
)
(Wh)d+k+1(1−Wh)d−k
]
(2.14)
Rh+1 = t+ (1− t)
[
k=d∑
k=0
(
2d+ 1
k
)
(Rh)d+k+1(1−Rh)d−k
]
(2.15)
Avec W0 = t et R0 = t respectivement la disponibilité en écriture et en lecture dans un
arbre constitué uniquement d’un seul nœud.
Des exemples de quorum (en écriture et en lecture) sont donnés en figure 2.3, qui
représente un arbre constitué de n = 13 répliques, de degré D = 3 (i.e., d = 1)
et de hauteur h = 2. Dans cet exemple, selon la définition du protocole, n’importe
quel quorum d’écriture doit contenir la réplique {r1} du nœud racine. De plus, il doit
inclure une majorité des répliques du niveau l = 1 (r2, r3 et r4) et pour chaque
nœud sélectionné, il doit inclure à son tour une majorité de répliques des nœuds fils.
A titre d’exemple, les ensembles de répliques {r1, r2, r5, r6, r4, r11, r13} et {r1,
r3, r8, r10, r4, r12, r13} forment chacun un quorum d’écriture. Quant au quorum
de lecture, dans le meilleur des scénarios, il ne nécessite que la réplique {r1} du nœud
racine. Par contre, quand la réplique du nœud racine n’est pas disponible lors d’une
opération de lecture, un quorum de lecture peut être formé à partir de n’importe quelle
majorité de répliques de ses nœuds fils, c’est-à-dire ({r2, r3} ou {r2, r4} ou {r3, r4}).
Si aucune majorité ne peut être formée au niveau l = 1, une réplique dans ce niveau
peut être remplacée par une majorité de répliques de ses nœuds fils. Par exemple, les
répliques {r5, r6} ou {r5, r7} ou {r6, r7} peuvent substituer la réplique {r2} en cas
d’indisponibilité de cette dernière. Ainsi, quand les répliques {r1, r2, r4} ne sont pas
disponibles, l’ensemble de répliques {r5, r6, r3} peut être utilisé. Enfin, si les répliques
{r1, r2, r3, r4} ne sont pas disponibles, alors une majorité de répliques de nœuds
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Figure 2.3 – Exemple de quorums en arbre : n = 13, D = 3 et h = 2 (2ième approche)
fils de n’importe quels deux nœuds au niveau l = 1 forme un quorum de lecture. Par
exemple, les ensembles de répliques {r5, r6, r8, r10} ou encore {r9, r10, r11, r13}
forment chacun un quorum de lecture. Par contre, si cette majorité de répliques de
nœuds fils ne peut pas être trouvé pour au moins deux répliques parmi {r2, r3, r4},
alors l’opération de lecture échoue car les répliques se trouvant dans la feuille de l’arbre
ne peuvent plus être remplacées par d’autres répliques en cas de défaillance.
Troisième approche
Le quorum d’écriture et celui de lecture ont la même définition avec cette approche.
On utilise un arbre binaire pour organiser de manière logique les répliques des données.
Un chemin dans l’arbre est une séquence de nœuds {s0, s1,..., sh} tel que pour tout
i ∈{0,...,h}, si+1 est le fils de si. Si le protocole arrive à construire un chemin à partir du
nœud racine jusqu’à n’importe quel nœud se trouvant au niveau des feuilles de l’arbre,
alors l’ensemble de répliques dans ce chemin forme un quorum. Si un tel chemin ne peut
pas être trouvé dû à une défaillance d’un nœud, disons sl, alors ce nœud défaillant doit
être remplacé par deux chemins : chaque chemin commence par le fils de sl (les deux
chemins ne doivent pas commencer sur le même nœud) et se termine vers un n’importe
quel nœud se trouvant au niveau des feuilles de l’arbre. Dans ce protocole, le scénario
correspondant au meilleur des cas permet d’obtenir un quorum dont la taille est égale
à h+1 : il s’agit du nombre de nœuds constituant un chemin depuis la racine de l’arbre
vers une feuille de l’arbre. Dans le pire des cas, cette taille devient 2h : il s’agit de
tous les nœuds se trouvant au niveau des feuilles de l’arbre. On utilise une relation de
récurrence pour évaluer la probabilité de trouver un quorum dans l’arbre binaire (c’est-
à-dire la disponibilité en écriture et en lecture). Soit Ah la disponibilité en écriture et
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en lecture dans un arbre binaire de hauteur h. Alors, la disponibilité en écriture et en
lecture dans un arbre binaire de hauteur h + 1 est égale à (une démonstration plus
détaillée est disponible dans [13]) :
Ah+1 = tAh(1− Ah) + t(1− Ah)Ah + tA2h + (1− t)A2h
c’est-à-dire,
Ah+1 = 2tAh + (1− 2t)A2h (2.16)
Avec A0 = t représente la disponibilité en écriture et en lecture d’un arbre constitué
d’un seul nœud.
La figure 2.4 montre un exemple d’un arbre binaire (c’est-à-dire de degré D = 2)
constitué de n = 15 répliques et de hauteur h = 3. Avec cet exemple, selon la définition
Figure 2.4 – Exemple de quorums en arbre : n = 15, D = 2 et h = 3 (3ième approche)
d’un quorum dans cet approche, l’ensemble de répliques {r1, r2, r5, r10} forme un
quorum : il s’agit d’un chemin commençant par la racine {r1} de l’arbre et se terminant
et se terminant par une feuille de l’arbre, en l’occurrence {r10}. Cet exemple montre
également la construction d’un quorum sans pour autant avoir construit un chemin
depuis la racine vers une feuille de l’arbre. Quand la réplique {r3} n’est pas disponible,
le chemin commençant par {r3} vers une feuille de l’arbre peut être remplacé par deux
chemins commençant par les deux nœuds des répliques {r6} et {r7} (en l’occurrence,
les chemins {r6, r12} et {r7, r15}). Par conséquent, l’ensemble de répliques {r1, r6,
r12, r7, r15} constitue un quorum en utilisant ce protocole.
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2.2.4 Quorum en trapèze
Ce protocole organise de manière logique les répliques des données dans un trapèze
de hauteur (h+1) [20]. Le trapèze contient h+1 niveaux et le niveau l contient sl = al+b
répliques pour 0 ≤ l ≤ h, avec :
• a est un nombre entier positif ou nul ;
• b est nombre entier strictement positif.
Avec ce protocole, les quorums d’écriture et de lecture sont définis comme suit pour
garantir les cohérences des opérations d’écriture et de lecture :
Quorum d’écriture : Un quorum d’écriture est obtenu en sélectionnant une majorité
des répliques se trouvant au niveau l = 0 et w répliques dans chaque niveau restant
(c’est-à-dire du niveau l = 1 jusqu’au niveau l = h). Le paramètre w est un nombre
entier choisi arbitrairement compris entre 1 et s1 (1 ≤ w ≤ s1). Il correspond au nombre
minimum de répliques qui doivent-être écrites au niveau l (pour 1 ≤ l ≤ h) lors d’une
opération d’écriture pour que cette dernière puisse être validée.
Quorum de lecture : Un quorum de lecture est formé soit à partir d’une majorité
des répliques résidant au niveau l = 0, soit à partir de sl − w + 1 répliques résidant au
niveau l (1 ≤ l ≤ h).
La probabilité de trouver une majorité au niveau l = 0 est égale à Φ(b b2c+ 1, s0) et
la probabilité de trouver au moins w répliques au niveau l (pour 1 ≤ l ≤ h) est égale à
Φ(w, sl). Par conséquent, la disponibilité en écriture peut être exprimé comme suit :
Pwrite = Φ(b b2c+ 1, s0)×
l=h∏
l=1
Φ(w, sl) (2.17)
De façon similaire, la probabilité de trouver au moins sl − w + 1 répliques au niveau l
(pour 1 ≤ l ≤ h) est égale à Pl = Φ(sl−w+1, sl). Une opération de lecture ne peut pas
être validée si le protocole ne trouve pas une majorité au niveau l = 0 et que tous les
niveaux restant disposent chacun de moins de sl − w + 1 répliques disponibles. Ainsi,
la probabilité pour qu’une opération de lecture ne puisse pas être validée est égale à∏l=h
l=0(1 − Pl) avec P0 = Φ(b b2c + 1, s0). Par conséquent, la disponibilité en lecture est
égale à :
Pread = 1−
l=h∏
l=0
(1− Pl) (2.18)
La figure 2.5 représente un exemple de trapèze de paramètres sl = 2l + 3, a = 2,
b = 3 et h = 2. La valeur du paramètre w est fixée à 3. Dans cet exemple, selon la
définition ci-dessus, un quorum d’écriture est un ensemble de 2 répliques (une majorité)
au niveau l = 0, w = 3 répliques au niveau l = 1 et w = 3 répliques au niveau l = 2.
Ainsi, l’ensemble de répliques {r1, r3, r5, r7, r8, r9, r12, r14} constitue un quorum
d’écriture. Un quorum de lecture est un ensemble constitué de 2 répliques au niveau
l = 0 ou 3 (= s1 − w + 1) répliques au niveau l = 1 ou 5 (= s2 − w + 1) répliques
au niveau l = 2. Donc, les deux répliques {r2, r3} forment un quorum de lecture en
utilisant ce protocole.
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Figure 2.5 – Exemple de quorums en trapèze : a = 2, b = 3, h = 2 et w = 3
2.3 Synthèse
Nous avons présenté dans ce chapitre les différents modèles de cohérence dans un
système de stockage distribué. Deux grandes catégories d’approches s’opposent. D’une
part, les approches pessimistes, qui s’assurent d’abord que les répliques soient synchro-
nisées avant d’autoriser les accès. La propagation des mises à jour de toutes les répliques
d’une donnée est effectuée simultanément. Ces approches garantissent la cohérence des
répliques des données et supportent ainsi les applications critiques. En contrepartie,
la durée des mises à jour pourrait être relativement longue selon la performance de
l’infrastructure utilisée. D’autre part, les approches optimistes propagent leur mises
à jour en arrière-plan et découvrent éventuellement les conflits après qu’ils se soient
produits. Elles autorisent aux utilisateurs l’accès à n’importe quelle réplique et à tout
moment, en se basant sur l’hypothèse optimiste selon laquelle les conflits lors des mises
à jour sont rares. Ces approches permettent d’améliorer la performance des opérations
de mises à jour et de lecture. Par contre, elles ne peuvent pas garantir à tout moment la
cohérence des données. Ainsi, la principale différence entre les approches optimistes et
celles pessimistes réside sur la manière dont les mises à jour sont traitées. Nous avons vu
également une autre classification des modèles de cohérence qui consiste à distinguer les
modèles de cohérence centrés sur les données et ceux centrés sur le client. Les modèles
centrés sur les données considèrent le fait que les données sont partagées entre plusieurs
utilisateurs alors que les modèles centrés sur le client se basent sur la cohérence vis-à-vis
d’un client individuel.
Nos travaux de thèse ont pour but de garantir la cohérence des répliques de données
stockées dans CloViS avec un code correcteur (n, k) comme technique de distribution des
données. Dans ce contexte, une opération de lecture doit trouver au moins k répliques
à jour pour retrouver la donnée originale. Ainsi, une cohérence stricte entre au moins
k répliques d’une donnée est nécessaire. Dans CloViS, nous avons choisi d’utiliser les
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protocoles à base des quorums. Ces protocoles ayant été conçus dans le contexte de
réplication totale, nous avons besoin de les adapter dans notre contexte et d’étudier
leurs performances respectives. C’est ce que nous allons présenter dans le prochain
chapitre.
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3.1 Contexte
Dans un environnement de stockage distribué, la solution naturelle pour améliorerla disponibilité et la fiabilité des données est le protocole de réplication totale.Cette technique de distribution des données permet d’obtenir la plus grande dis-
ponibilité possible mais entraîne une utilisation excessive des ressources système. Cette
solution ne constitue pas une solution viable car l’un des défis d’un système de stockage
distribué tel que CLoViS c’est de réduire l’utilisation des ressources système tout en
gardant une disponibilité et une fiabilité élevées des données. Pour cela, CloViS permet
l’utilisation de plusieurs techniques de distribution des données afin de pouvoir définir
plusieurs niveaux de qualité de service en termes de stockage. Le choix de ces techniques
de distribution des données est basé sur le(s) critère(s) prioritaire(s) aux yeux des utili-
sateurs tels que la fiabilité des opérations d’entrée/sortie, la disponibilité des données,
la tolérance aux pannes, la performance, etc. Cependant l’utilisation des techniques de
distribution des données nécessite un mécanisme de contrôle de la concurrence des accès
aux données et un protocole de gestion de la cohérence des données (appelé souvent
protocole de réplication dans le contexte de réplication des données). Le contrôle de la
concurrence a été traité par Aurélien Ortiz dans le cadre de sa thèse effectuée au sein
du laboratoire IRIT [10, 75]. Nos travaux, présentés dans ce manuscrit, traitent de la
gestion de la cohérence des répliques des objets répartis dans les différentes ressources
de stockage de CloViS.
De nombreux travaux ont été publiés dans la littérature sur la gestion des répliques
des données dans le contexte de réplication totale. Quelques exemples non exhaustifs ont
été donnés dans le chapitre 2 de la partie II. Mais ces protocoles ne sont pas adaptés aux
autres techniques de distribution des données telles que le RAID, les schémas à seuil et
les codes correcteurs. En effet ces protocoles de maintien de la cohérence, dans le cadre
de réplication totale, ne garantissent qu’une seule réplique avec une bonne version lors
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d’une opération de lecture alors que plusieurs répliques à jour sont souvent requises dans
les autres techniques de distribution des données. Par exemple, avec un code correcteur
de type (n, k) (avec 1 ≤ k ≤ n), k répliques sont requises pour pouvoir reconstruire les
données originales. Ainsi, nous avons décidé d’adapter ces protocoles de maintien de
la cohérence pour supporter ces différentes techniques de distribution des données. Le
nombre de répliques à jour exigées lors d’une opération de lecture va être paramétrable
avec ces protocoles adaptés et peut aller de 1 jusqu’à n (nombre total de répliques
utilisées pour stocker une donnée). Ensuite, nous analysons ces nouveaux protocoles afin
de mettre en exergue leurs points forts et leurs points faibles respectifs. Les résultats
de ces analyses constituent une aide à la décision au sein de CloViS pour le choix
d’un protocole de maintien de la cohérence selon les critères de performance souhaités
par les utilisateurs. Avec ces protocoles, plusieurs critères de performance peuvent être
définis au sein de CloViS tels que la disponibilité des données, l’utilisation des ressources
système, le nombre de messages échangés durant les opérations d’entrée/sortie, etc.
Dans le reste de ce manuscrit, nous allons adopter les notations suivantes :
+ t : dénote la disponibilité des nœuds, c’est-à-dire la probabilité qu’un nœud donné
dans le système soit disponible ;
+ n : dénote le nombre total de blocs utilisés pour stocker une donnée ;
+ Pwrite : représente la disponibilité en écriture, c’est à dire la probabilité que l’opé-
ration d’écriture d’une donnée dans le système réussisse ;
+ Pread : représente la disponibilité en lecture, c’est à dire la probabilité pour qu’une
opération de lecture d’une donnée depuis le système réussisse ;
+ Nwrite : représente le nombre moyen de messages échangés durant une opération
d’écriture ;
+ Nread : représente le nombre moyen de messages échangés durant une opération
de lecture.
Sans perte de généralité, pour l’évaluation de la disponibilité des opérations d’écriture
et de lecture et le calcul du nombre moyen de messages échangés durant ces opérations,
nous allons supposer dans tous ce qui suit que :
ñ la disponibilité de tous les nœuds du système est identique et est égale à t ;
ñ les nœuds tombent en panne indépendamment les uns des autres ;
ñ chaque nœud s’éteint en cas de panne. Ainsi, par abus de langage, nous utilise-
rons souvent l’expression disponibilité du nœud pour désigner la disponibilité des
répliques des données qui y sont stockées ;
ñ il n’y a pas de panne sur les liens de communication ;
ñ la réussite ou non des opérations d’écriture et de lecture d’un bloc sur un nœud
dépend uniquement de la disponibilité de ce dernier ;
ñ trois messages sont échangés quand une opération d’écriture d’un bloc réussit et
uniquement un message si cette dernière échoue ;
1. une requête d’écriture est envoyée pour récupérer l’ancien bloc ;
2. le nœud concerné envoie une réponse pour autoriser l’opération d’écriture si
il est disponible ;
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3. s’il y a une réponse, le bloc à écrire sera envoyé vers le nœud concerné.
ñ deux messages sont échangés quand une opération de lecture d’un bloc réussit et
uniquement un message si cette dernière échoue ;
1. une requête de lecture d’un bloc est envoyée vers le nœud qui stocke ce bloc ;
2. le nœud concerné envoie alors le bloc demandé si il est disponible.
ñ un nœud en défaillance n’émet pas de message lors des opérations d’écriture et
de lecture.
Dans un souci de lisibilité, nous allons utiliser les expressions suivantes :
+ ΨN(t, i) : dénote la probabilité que exactement i nœuds sur un total de N nœuds
soient disponibles ;
+ ΦN(t, i, j) : dénote la probabilité qu’au moins i nœuds et au plus j nœuds sur un
total de N nœuds soient disponibles ;
+ ξnu,nr,nw : cette expression retourne 1 si l’évènement “nu nœuds parmi les nr
nœuds disponibles durant l’opération de lecture étaient également disponibles lors
de la dernière opération d’écriture où au total nw nœuds étaient disponibles” est
vrai, 0 sinon ;
+ µnu,nr,nw : cette expression retourne 1 si l’évènement “nu nœuds parmi les nr
nœuds disponibles durant l’opération de lecture étaient également disponibles lors
de la dernière opération d’écriture où au total nw nœuds étaient disponibles” est
vrai et permet de déterminer la version de la donnée, 0 sinon ;
+ T (nu, t, w,N) : représente la probabilité que exactement nu nœuds parmi les
nœuds disponibles durant une opération de lecture stockent des blocs à jour. En
notant nr ce nombre de nœuds, on a nr ≥ N −w+ 1, avec N et w respectivement
le nombre total de nœuds et la taille d’un quorum d’écriture.
Avant d’utiliser ces expressions, nous allons d’abord déterminer leur formule ma-
thématique. Par définition, ΨN(t, i) et ΦN(t, i, j) peuvent s’exprimer comme suit :
ΨN(t, i) =
(
N
i
)
.ti.(1− t)(N−i) (3.1)
ΦN(t, i, j) =
k=j∑
k=i
[(
N
k
)
.tk.(1− t)(N−k)
]
(3.2)
Soient W , R et U trois variables aléatoires définies comme suit :
ñ W : représente la liste des nœuds disponibles durant la dernière opération d’écri-
ture valide ;
ñ R : représente la liste des nœuds disponibles durant l’opération de lecture en
cours ;
ñ U : désigne l’intersection de W et R c’est à dire le nombre de nœuds disponibles
à la fois durant l’opération de lecture en cours et la dernière opération d’écriture
valide.
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|W |, |R| et |U | désignent respectivement le nombre d’éléments de W , R et U . Soit
E l’évènement suivant : “nu nœuds parmi les nr nœuds disponibles durant l’opération
de lecture étaient également disponibles lors de la dernière opération d’écriture où au
total nw nœuds étaient disponibles”. Alors l’expression ξnu,nr,nw peut être exprimée en
fonction de la probabilité de l’évènement E.
ξnu,nr,nw =
{
1 si P(E) 6= 0
0 sinon (3.3)
Or, l’évènement E est équivalent à l’évènement “|W | = nw, |R| = nr et |U | = nu”.
Donc, nous avons P(E) = P (|W | = nw, |R| = nr, |U | = nu).
Soit w la taille d’un quorum d’écriture. Par définition, W doit contenir au moins w
éléments et au plus N éléments, soit w ≤ nw ≤ N . Par ailleurs, U = W ∩ R ; le
cardinal de W est donc supérieur ou égal à celui de U (soit nw ≥ nu). Par conséquent,
max(w, nu) ≤ nw ≤ N .
Soit nw ∈ [max(w, nu), N ]. Pour que la probabilité P (|W | = nw, |R| = nr, |U | = nu) soit
non nulle, il faut que nr vérifie les conditions suivantes : nr ≥ nu et nr ≤ N + nu − nw.
En effet, la première condition vient du fait que U = W ∩ R. Il en résulte que le
cardinal de R est supérieur ou égal à celui de U . Quant à la deuxième condition, il faut
que le cardinal de la réunion de W et de R soit inférieur ou égal au nombre total de
nœuds impliqués dans le stockage d’une donnée, soit N . Alors |W ∪R| ≤ N c’est-à-dire
|W |+ |R| − |U | ≤ N =⇒ |R| ≤ N + |U | − |W |, soit nr ≤ N + nu − nw. D’où
ξnu,nr,nw =
{
1 si nw ∈ [max(w, nu), N ] et nr ∈ [nu, N + nu − nw]
0 sinon (3.4)
L’expression de µnu,nr,nw peut être déduite de celle de ξnu,nr,nw . En effet, si l’évènement
E se produit (c’est-à-dire ξnu,nr,nw = 1), la version de la donnée peut être déterminée si
le nombre de nœuds disponibles durant cette opération de lecture est supérieur ou égal
à N − w + 1 (autrement dit, W ∩R 6= ∅). Par conséquent,
µnu,nr,nw =
{
ξnu,nr,nw si nr ≥ N − w + 1
0 sinon (3.5)
L’expression T (nu, t, w,N) est la probabilité de trouver |U | = nu et |R| ≥ N − w + 1
sachant que |W | ≥ w. Alors,
T (nu, t, w,N) = P(|U | = nu, |R| ≥ N − w + 1||W | ≥ w)
= P(|U | = nu, |R| ≥ N − w + 1, |W | ≥ w)
P(|W | ≥ w)
= P(|U | = nu, |R| ≥ N − w + 1, |W | ≥ w)ΦN(t, w,N) (3.6)
Dans l’équation 3.6, il nous reste à déterminer P(|U | = nu, |R| ≥ N −w+ 1, |W | ≥ w).
Nous avons,
P(|U | = nu, |R| ≥ N − w + 1, |W | ≥ w) =
k=N∑
k=w
 i=N∑
i=N−w+1
P(|U | = nu, |R| = i, |W | = k)
 (3.7)
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Pour |W | = nw ∈ [max(w, nu), N ] et |R| = nr ∈ [nu, N + nu − nw] (autrement dit
ξnu,nr,nw = 1), parmi les nr nœuds disponibles durant l’opération de lecture en cours,
nu nœuds étaient aussi disponibles durant la dernière opération d’écriture valide tandis
que les nr − nu nœuds restants ne l’étaient pas. Et, parmi les N − nr nœuds qui ne
sont pas disponibles durant l’opération de lecture en cours, seuls nw−nu nœuds étaient
disponibles durant la dernière opération d’écriture valide. Ainsi,
P(|U | = nu, |R| = nr, |W | = nw) ={
ΨN(t, nr).Ψnr(t, nu).ΨN−nr(t, nw − nu) si ξnu,nr,nw = 1
0 sinon (3.8)
Comme le paramètre ξnu,nr,nw ne prend que deux valeurs (0 ou 1), alors l’expression
dans la formule (3.8) est équivalente à :
P(|U | = nu, |R| = nr, |W | = nw) =
ΨN(t, nr).Ψnr(t, nu).ΨN−nr(t, nw − nu).ξnu,nr,nw (3.9)
En utilisant les deux équations (3.7) et (3.8), nous avons l’expression suivante en conser-
vant uniquement les bornes de sommations correspondantes à ξnu,nr,nw = 1 :
P(|U | = nu, |R| ≥ N − w + 1, |W | ≥ w) =
k=N∑
k=max(w,nu)
i=N+nu−k∑
i=nu
P(|U | = nu, |R| = i, |W | = k)
 (3.10)
Donc,
P(|U | = nu, |R| ≥ N − w + 1, |W | ≥ w) =
k=N∑
k=max(w,nu)
i=N+nu−k∑
i=nu
ΨN(t, i).Ψi(t, nu).ΨN−i(t, k − nu)
 (3.11)
Par conséquent, l’expression de T (nu, t, w,N) peut être déduite des équations (3.6) et
(3.11) :
T (nu, t, w,N) =
k=N∑
k=max(w,nu)
i=N+nu−k∑
i=nu
ΨN(t, i).Ψi(t, nu).ΨN−i(t, k − nu)

ΦN(t, w,N)
(3.12)
Ainsi, les expressions ΨN(t, i), ΦN(t, i, j), ξnu,nr,nw , µnu,nr,nw et T (nu, t, w,N) sont don-
nées respectivement par les formules (3.1), (3.2), (3.4), (3.5) et (3.12). Nous allons
utiliser ces expressions dans ce qui suit.
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3.2 Quorum majoritaire général
3.2.1 Définition
Le protocole quorum majoritaire général, que nous avons présenté dans [86], est une
adaptation du quorum majoritaire classique pour pouvoir supporter plusieurs types de
techniques de distribution des données telles que la réplication totale, les schémas à
seuil, les codes correcteurs, etc. Pour cela, il doit prendre en considération le nombre de
blocs à jour requis pour la reconstruction des données originales lors d’une opération de
lecture. En effet, ce nombre de blocs à jour requis pour la reconstruction des données
originales peut varier de 1 à n. Nous noterons w et r respectivement la taille du quorum
d’écriture et le nombre de blocs à jour requis pour la reconstruction des données ori-
ginales en utilisant ce nouveau protocole. Par exemple, en utilisant un code correcteur
(n, k) comme technique de distribution des données, le paramètre r doit être supérieur
ou égal à k et avec un schéma à seuil général (p − m − n), il doit être supérieur ou
égal à m. Avec le quorum majoritaire classique, il faut pouvoir écrire au moins bn2 c+ 1
blocs sur un total de n blocs pour valider une opération d’écriture tandis qu’avec le
quorum majoritaire général, en plus de cette condition, il faut aussi que ce nombre de
blocs écrit soit supérieur ou égal à r. On a donc :
w = max(r, bn2 c+ 1) (3.13)
Avec ce protocole, il faut au moins n − w + 1 blocs parmi les n blocs d’une donnée
pour pouvoir déterminer le numéro version de cette dernière. Ensuite, le protocole doit
sélectionner r répliques à jour pour valider une opération de lecture. Nous allons évaluer,
pour ce protocole, la disponibilité des opérations d’écriture et de lecture et le nombre
moyen de messages échangés durant ces opérations respectives.
3.2.2 Disponibilité en écriture
En utilisant ce protocole, une opération d’écriture d’une donnée sera uniquement
validée si parmi les n blocs de cette donnée, au moins w d’entre eux sont écrits avec
succès.
Pwrite = Φn(t, w, n) (3.14)
Pour r ≤ bn2 c + 1, nous avons w = bn2 c + 1, ce qui correspond également à la taille
d’un quorum d’écriture dans le quorum majoritaire classique. En revanche, pour r >
bn2 c + 1, nous avons w = r. Ainsi, la différence de disponibilité en écriture ente le
quorum majoritaire général et quorum majoritaire classique ne se produit que lorsque
r > bn2 c+ 1.
Nous proposons dans l’algorithme 1, page 71, une procédure pour former un quorum
d’écriture avec le protocole quorum majoritaire général. La procédure d’écriture d’une
donnée est définie dans l’algorithme 9 page 105.
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Algorithm 1 Procédure de recherche d’un quorum d’écriture
1: Données
2: x . Identité de la donnée à écrire
3: (n, r) . Paramètres du protocole de distribution utilisé
4: P ← {P1, P2, . . . , Pn} . n nœuds utilisés pour le stockage de x
5: procedure getWriteQuorum(x, P ) . Recherche d’un quorum d’écriture
6: Q← ∅ . Quorum de lecture
7: v ← 0 . Numéro de version de la donnée
8: w ← max(r, bn2 c+ 1) . Taille d’un quorum d’écriture
9: for all q ∈ P do
10: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
11: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
12: Q← Q ∪ {q}
13: if vi > v then14: v ← vi15: end if
16: end if
17: if |Q| = w then . Un quorum d’écriture est obtenu
18: break
19: end if
20: end for
21: if |Q| = w then
22: return [v + 1, Q] . Version de la donnée à écrire et un quorum d’écriture
23: else
24: return NULL . La recherche d’un quorum d’écriture échoue
25: end if
26: end procedure
3.2.3 Disponibilité en lecture
Avec le quorum majoritaire général, une opération de lecture doit d’abord détermi-
ner la dernière version de la donnée, puis sélectionner r blocs à jour afin de reconstruire
les données originales. Si le protocole n’arrive pas à obtenir la dernière version de la
donnée, l’opération de lecture échoue. Cette dernière échoue également si le protocole
n’arrive pas sélectionner r blocs à jour même si la version de la donnée a été obtenue.
Ces deux conditions peuvent être exprimées comme suit :
+ parmi les n nœuds qui stockent les blocs de la donnée, au moins n−w+ 1 nœuds
doivent être disponibles durant cette opération de lecture (condition requise pour
obtenir la version de la donnée) ;
+ parmi les nœuds disponibles durant cette opération de lecture, au moins r d’entre
eux l’étaient aussi lors de la dernière opération d’écriture valide de la donnée en
question.
Ainsi, la disponibilité en lecture est égale à P(|U | ≥ r, |R| ≥ n−w+ 1 | |W | ≥ w) (avec
W , R et U sont trois variables aléatoires définies dans la section 3.1 page 67). Or cette
expression peut être exprimée en fonction de T définit dans l’équation (3.12). En effet,
Pread = P(|U | ≥ r, |R| ≥ n− w + 1 | |W | ≥ w)
=
k=n∑
k=r
P(|U | = k, |R| ≥ n− w + 1 | |W | ≥ w)
=
k=n∑
k=r
T (k, t, w, n)
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Ainsi,
Pread =
k=n∑
k=r
T (k, t, w, n) (3.15)
Nous proposons, dans l’algorithme 2 page 72, une procédure pour former un quorum
de lecture avec le protocole quorum majoritaire général. La procédure de lecture d’une
donnée est définie dans l’algorithme 10 page 106.
Algorithm 2 Procédure de recherche d’un quorum de lecture
1: Données
2: x . Identité de la donnée à lire
3: (n, r) . Paramètres du protocole de distribution utilisé
4: P ← {P1, P2, . . . , Pn} . n nœuds stockant les morceaux de x
5: procedure getReadQuorum(x, P ) . Recherche d’un quorum de lecture
6: Q← ∅ . Quorum de lecture
7: v ← 0 . Numéro de version de la donnée
8: compteur ← 0 . Nombre de nœuds accédés
9: w ← max(r, bn2 c+ 1)
10: for all q ∈ P do
11: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
12: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
13: compteur ← compteur + 1
14: if vi > v then15: Q← {q}
16: v ← vi17: else if vi = v then18: if |Q| < r then
19: Q← Q ∪ {q}
20: end if
21: end if
22: end if
23: if |Q| = r and compteur >= n− w + 1 then . Un quorum de lecture est obtenu
24: return [v,Q]
25: end if
26: end for
27: return NULL . La recherche d’un quorum de lecture échoue
28: end procedure
3.2.4 Nombre moyen de messages échangés
Nous allons évaluer le nombre moyen de messages échangés lors d’une tentative
de lecture ou d’écriture en utilisant ce protocole. Le calcul de ce nombre moyen de
messages échangés doit tenir compte de tous les scénarios possibles. En effet, même
si une opération d’écriture ou de lecture échoue, plusieurs messages sont générés, par
exemple les messages pour la requête de lecture ou d’écriture. Soit vk le nombre de
messages échangés lors d’une tentative d’écriture d’une donnée où k nœuds sur un total
de n nœuds sont disponibles. Deux scénarios sont alors possibles :
ñ 0 ≤ k < w : l’opération d’écriture échoue mais il y a déjà des messages échangés.
On comptabilise n messages de requêtes d’écriture et k messages d’autorisation
(provenant des k nœuds disponibles) ;
ñ w ≤ k ≤ n : l’opération d’écriture réussit. Il y a n messages de requête d’écriture,
k messages d’autorisation et k autres messages pour l’envoie des blocs vers les
nœuds disponibles.
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Ainsi, n + k messages sont échangés lors d’une opération d’écriture qui a échoué alors
que n + 2k messages circulent quand cette opération d’écriture réussit. Donc, vk peut
être exprimé comme suit :
vk =
{
n+ k si 0 ≤ k < w
n+ 2k si w ≤ k ≤ n (3.16)
Soit X, la variable aléatoire qui, à chaque événement élémentaire (opération d’écriture
ou opération de lecture), associe le nombre de nœuds disponibles parmi les n nœuds
utilisés pour le stockage de la donnée. Lors d’une tentative d’écriture ou de lecture, la
variable aléatoire associe à chaque nombre de nœuds disponibles un nombre de messages
échangés. Alors l’ensemble des valeurs que peut prendre la variable aléatoire X sur
{0, 1, . . . , n} est {v0, v1, . . . , vn} et pour 0 ≤ k ≤ n, nous avons P(X = k) = Ψn(t, k).
Le nombre moyen de messages échangés pour l’opération d’écriture est défini comme
l’espérance mathématique de la variable aléatoire X. Ainsi, par définition,
Nwrite =
k=n∑
k=0
vk.P(X = k)
Par conséquent,
Nwrite =
k=n∑
k=0
vk.Ψn(t, k) (3.17)
Supposons que k nœuds soient disponibles lors d’une opération de lecture (0 ≤ k ≤ n).
Alors n + k messages sont échangés durant cette opération de lecture (n messages de
requête de lecture et k messages de réponse). Donc,
Nread =
k=n∑
k=0
(n+ k).P(X = k)
= (n+ k).Ψn(t, k) (3.18)
3.3 Quorum en grille général
3.3.1 Définition
Le quorum en grille général est une évolution du quorum en grille classique afin de
pouvoir utiliser plusieurs types de techniques de distribution des données. Comme dans
le quorum en grille classique, il organise les répliques d’une donnée de façon logique,
dans une grille de largeur N et de longueur M . Chaque point de la grille représente
une réplique de la donnée comme montre la figure 3.1 avec N = 3 et M = 5. Il existe
alors M colonnes dont chacune contient N répliques c’est-à-dire au total n = N ×M
répliques. Soient w et r respectivement la taille du quorum d’écriture et le nombre de
blocs à jour requis pour la reconstruction des données originales en utilisant ce nouveau
protocole. Un quorum d’écriture est construit en sélectionnant max(r,N + M − 1)
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répliques dont N répliques dans une colonne et au moins une réplique dans chacune des
colonnes restantes de la grille. Ainsi,
w = max(r,N +M − 1) (3.19)
Pour r ≤ N + M − 1, et en particulier pour r = 1 (dans le contexte de la réplication
totale), nous retrouvons la définition d’un quorum d’écriture dans le quorum en grille
classique. En effet, les N répliques d’une colonne entière et une réplique dans chacune
des autres colonnes restantes de la grille permettent de valider une opération d’écriture
(c’est-à-dire N+M−1 répliques). En utilisant ce protocole, les M répliques obtenues en
sélectionnant une réplique dans chaque colonne de la grille permettent de déterminer la
dernière version de la donnée. Connaissant la dernière version de la donnée, le protocole
n’a plus qu’à sélectionner r répliques avec cette version pour valider une opération de
lecture. La figure 3.1 représente un exemple d’une grille de largeur N = 3 et de longueur
M = 5. Nous allons donner quelques exemples de quorum d’écriture en utilisant la
Figure 3.1 – Exemple de quorums en grille : N = 3 et M = 5
grille de la figure 3.1. Dans cet exemple, la taille d’un quorum d’écriture est égale à
w = max(r, 7) car N +M −1 = 7. Ainsi, deux cas seront à distinguer (r ≤ 7 et r > 7) :
+ r = 4 (cas r ≤ N + M − 1) : ce cas est obtenu en utilisant par exemple un
code correcteur (15, 4) ou un schéma à seuil 1 − 4 − 15 comme technique de
distribution de données. La taille d’un quorum d’écriture est égale à w = 7. Ainsi,
les 3 répliques de la 2ième colonne et une réplique dans chacune des colonnes
restantes (1ière, 3ième, 4ième et 5ième) forment un quorum d’écriture (par exemple
{r11, r2, r7, r12, r8, r14, r5}, {r6, r2, r7, r12, r13, r9, r10}, etc.) ;
+ r = 9 (cas r > N + M − 1) : ce cas est obtenu en utilisant par exemple un
code correcteur (15, 9) ou un schéma à seuil 1 − 9 − 15 comme technique de
distribution de données. La taille d’un quorum d’écriture est égale à w = 9. Ainsi,
les 3 répliques de la 1ière colonne et 6 répliques dans les colonnes restantes (dont
chacune doit présenter au moins une réplique) forment un quorum d’écriture (par
exemple {r1, r6, r11, r2, r3, r8, r14, r10, r15}).
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Quant à l’opération de lecture dans cet exemple, le protocole va sélectionner M = 5
répliques à raison d’une réplique par colonne afin de déterminer la version de la donnée.
Ensuite, il va sélectionner r répliques à jour pour reconstruire la donnée originale.
3.3.2 Disponibilité en écriture
En utilisant ce protocole, une opération d’écriture sera validée si le protocole arrive
à sélectionner N nœuds disponibles dans une colonne et au moins un nœud disponible
dans chacune des colonnes restantes, la somme du nombre de nœuds disponibles devant
être supérieure ou égale à r. Supposons qu’il existe k colonnes contenant N nœuds
disponibles durant une opération d’écriture (avec 1 ≤ k ≤M). Alors les M−k colonnes
restantes doivent contenir chacune au moins un nœud disponible. Soient ε1, ε2, . . .,
εM−k les positions de ces M − k colonnes dans la grille 1 avec 1 ≤ εi ≤ M pour tout
1 ≤ i ≤ M − k. Soient dε1 , dε2 , . . ., dεM−k le nombre de nœuds disponibles dans les
colonnes de positions respectives ε1, ε2, . . ., εM−k durant une opération d’écriture. Alors
1 ≤ dεi ≤ N − 1 pour tout 1 ≤ i ≤ M − k. En effet, nous avons supposé que seules k
colonnes contiennent N nœuds disponibles, les M − k restantes n’en contenant qu’au
plus N−1. Par ailleurs, pour que l’opération d’écriture puisse se poursuivre, il faut que
chacune de ces M−k colonnes contienne au moins un nœud disponible. Donc, le nombre
total de nœuds disponibles durant cette opération d’écriture est égal à N.k +
i=M−k∑
i=1
dεi
et il doit être supérieur ou égal à r. Ainsi, pour qu’une opération d’écriture réussisse, il
faut :
+ k colonnes de la grille contenant chacune N nœuds disponibles avec 1 ≤ k ≤M ;
+ au moins un nœud disponible dans chacune des M − i colonnes restantes (∀i ∈
{0, 1, . . . ,M − k}, on a 1 ≤ dεi ≤ N − 1) ;
+ que le nombre total de nœuds disponibles soit supérieur ou égal à r (c’est-à-dire
N.k +
i=M−k∑
i=1
dεi ≥ r).
Par conséquent, pour une colonne donnée de la grille, il y a deux cas possibles concernant
le nombre de nœuds qui y sont disponibles durant une opération d’écriture valide, à
savoir :
+ tous les N nœuds sont disponibles, avec une probabilité de tN ;
+ dεi nœuds sont disponibles où 1 ≤ i ≤ M − k et 1 ≤ dεi ≤ N − 1, avec une
probabilité de ΨN(t, dεi).
Soit υdε1,...,dεM−k un paramètre qui prend la valeur 1 si le nombre total de nœuds dispo-
nibles est supérieur ou égal à r, la valeur 0 sinon.
υdε1,...,dεM−k
=
 1 si
i=M−k∑
i=1
dεi ≥ r −N.k
0 sinon
(3.20)
1. Par exemple la position ε2 veut dire la εième2 colonne de la grille
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Pour tout k ∈ {1, 2, . . . ,M}, soit Pk la probabilité de trouver dans la grille exactement k
colonnes ayant leurs N nœuds tous disponibles et les M −k colonnes restantes contien-
nant chacune au moins un nœud disponible lors d’une opération d’écriture. Alors Pk
est égal à :
Pk =
(
M
k
)
.(tN)k.

∑
1≤dε1≤N−1...
1≤dεM−k≤N−1
[
υdε1,...,dεM−k
.
i=M−k∏
i=1
ΨN(t, dεi)
]

(3.21)
Le terme υdε1,...,dεM−k dans la formule (3.21) permet d’éliminer toutes les éventualités qui
ne vérifient pas la condition N.k+
i=M−k∑
i=1
dεi ≥ r requise par la technique de distribution
des données pour la reconstruction des données originales. Alors la probabilité pour
qu’une opération d’écriture réussisse peut être formulée en fonction de Pk :
Pwrite =
k=M∑
k=1
Pk (3.22)
Par conséquent, en utilisant les formules (3.21) et (3.33), la disponibilité en écriture
avec ce protocole peut s’exprimer comme suit :
Pwrite =
k = M∑
k = 1

(
M
k
)
.(tN)k.

∑
1≤dε1≤N−1...
1≤dεM−k≤N−1
[
υdε1,...,dεM−k
.
i=M−k∏
i=1
ΨN(t, dεi)
]


(3.23)
L’algorithme 3 page 77 présente une procédure pour former un quorum d’écriture
avec le protocole quorum en grille général. La procédure d’écriture d’une donnée est
définie dans l’algorithme 9 page 105.
3.3.3 Disponibilité en lecture
En utilisant le quorum en grille général, pour qu’une opération de lecture soit
validée, deux conditions sont requises :
ñ au moins un nœud est disponible dans chacune des M colonnes de la grille (cette
condition est nécessaire pour déterminer la dernière version de la donnée) ;
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Algorithm 3 Procédure de recherche d’un quorum d’écriture
1: Données
2: x . Identité de la donnée à écrire
3: N . Nombre de nœuds dans une colonne de la grille
4: M . Nombre de nœuds dans une ligne de la grille
5: Pc . Liste des nœuds résidant dans la ligne c de la grille6: P ← {P1, P2, . . . , PM} . n nœuds utilisés pour le stockage de x
7: procedure getWriteQuorum(x, P ) . Recherche d’un quorum d’écriture
8: Q← ∅
9: v ← 0
10: test col entiere← 0 . Teste si une colonne avec N nœuds accessibles a été trouvée
11: w ← max(r,N +M − 1)
12: nb sup← w − (N +M − 1)
13: for c← 1,M do
14: T ← ∅ . Liste des nœuds accessibles dans une colonne
15: for all q ∈ Pc do16: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
17: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
18: T ← T ∪ {q}
19: if vi > v then20: v ← vi21: end if
22: end if
23: end for
24: if |T | = 0 then . Une colonne qui ne contient pas de nœud accessible
25: return NULL
26: else if |T | = N and test col entiere = 0 then
27: Q← Q ∪ T
28: test col entiere← 1
29: else if nb sup >= |T | then
30: nb sup← nb sup− |T |+ 1
31: Q← Q ∪ {T}
32: else if nb sup < |T | then
33: Q← Q ∪ {nb sup+ 1 élément(s) de T}
34: nb sup← 0
35: end if
36: end for
37: if test col entiere 6= 0 and |Q| = w then
38: return [v + 1, Q]
39: else
40: return NULL
41: end if
42: end procedure
ñ parmi les nœuds disponibles au moins r d’entre eux contiennent un bloc à jour de
la donnée (cette condition est requise par le protocole de distribution des données
pour la reconstruction de la donnée originale).
Nous présentons dans l’algorithme 4, page 78, une proposition de procédure pour
former un quorum de lecture avec le protocole quorum en grille général. La procédure
de lecture d’une donnée est définie dans l’algorithme 10 page 106.
Dans un souci de lisibilité, nous allons adopter les notations suivantes :
ñ nw,c : désigne le nombre de nœuds disponibles dans la cième colonne de la grille
durant la dernière opération d’écriture valide (1 ≤ c ≤M) ;
ñ nr,c : dénote le nombre de nœuds disponibles dans la cième colonne de la grille
durant l’opération de lecture en cours (1 ≤ c ≤M) ;
ñ nu,c : représente le nombre de nœuds disponibles dans la cième colonne de la grille
durant à la fois la dernière opération d’écriture valide et l’opération de lecture en
cours (1 ≤ c ≤M). Il désigne également le nombre de blocs à jour de la donnée.
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Algorithm 4 Procédure de recherche d’un quorum de lecture
1: Données
2: x . Identité de la donnée à lire
3: N . Nombre de nœuds dans une colonne de la grille
4: M . Nombre de nœuds dans une ligne de la grille
5: Pl . Liste des nœuds résidant dans la ligne c de la grille6: P ← {P1, P2, . . . , PN} . n nœuds utilisés pour le stockage de x
7: procedure getReadQuorum(x, P ) . Recherche d’un quorum de lecture
8: Q← ∅
9: v ← 0
10: t[c]← 0 pour tout c ∈ {1, . . . ,M} . Prend la valeur 1 si on trouve au moins un nœud disponible dans la
colonne c et 0 sinon
11: for l← 1, N do
12: for all q ← Pl do13: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
14: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
15: ∃c ∈ {1, 2, . . . ,M}/q réside dans la colonne c.
16: t[c]← 1
17: if vi > v then18: Q← {q}
19: else if vi = v and |Q| < r then
20: Q← Q ∪ {q}
21: end if
22: end if
23: end for
24: if |Q| = r and
c=M∑
c=1
t[c] = M then
25: return [v,Q]
26: end if
27: end for
28: return NULL
29: end procedure
Soit Z une variable aléatoire qui représente les valeurs des paramètres nw,c, nr,c et nu,c
de toutes les colonnes de la grille. La variable aléatoire Z peut être exprimée sous la
forme d’une matrice 3×M (une matrice de 3 lignes et de M colonnes) telle que :
ñ la première ligne représente le nombre de nœuds disponibles dans chaque colonne
de la grille durant la dernière opération d’écriture valide et l’opération de lecture
en cours ;
ñ la deuxième ligne représente le nombre de nœuds disponibles dans chaque colonne
de la grille durant l’opération de lecture en cours ;
ñ la troisième ligne désigne le nombre de nœuds disponibles dans chaque colonne
de la grille durant la dernière opération d’écriture valide.
On a :
Z =
nu,1 nu,2 . . . nu,Mnr,1 nr,2 . . . nr,M
nw,1 nw,2 . . . nw,M

Lors d’une tentative de lecture, pour tout c ∈ {1, 2, . . . ,M}, les paramètres nw,c, nr,c et
nu,c prennent chacun des valeurs dans {0, 1, . . . , N}. Alors le vecteur constitué par
la cième colonne de la matrice Z a (N + 1)3 valeurs possibles. Comme la matrice
Z contient M colonnes, elle a par conséquent (N + 1)3.M valeurs possibles. Soient
{z1, z2, . . . , z(N+1)3.M} toutes les valeurs possibles que peut prendre la matrice Z.
Pour tout k ∈ {1, 2, . . . , (N + 1)3.M}, la probabilité pour que la variable aléatoire Z
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prenne la valeur zk est égale à :
P(Z = zk) =
c=M∏
c=1
P (|U | = zk(1, c), |R| = zk(2, c), |W | = zk(3, c)) (3.24)
où U , R et W représentent les trois variables aléatoires définies dans la section 3.1
page 67). La probabilité P(Z = zk) dans la formule (3.24) est connue. En effet, la
probabilité P(|U | = zk(1, c), |R| = zk(2, c), |W | = zk(3, c)) a déjà été calculée précédem-
ment (voir formule (3.8) dans la page 69).
Ainsi, pour obtenir la disponibilité en lecture avec ce protocole, il nous reste à iden-
tifier les zk qui répondent aux conditions requises pour la validation d’une opéra-
tion de lecture et à effectuer la somme de leur probabilités respectives. Pour tout
k ∈ {1, 2, . . . , (N + 1)3.M}, soit σzk le produit du nombre de nœuds disponibles dans
chaque colonne de la grille.
σzk =
c=M∏
c=1
zk(2, c) (3.25)
Lorsque l’éventualité Z = zk se présente, pour que l’opération de lecture se poursuive, il
faut que σzk soit non nul. Cela garantit que chaque colonne de la grille contient au moins
un nœud disponible lors de cette opération de lecture. Par ailleurs, le nombre total de
nœuds contenant un bloc à jour de la donnée est égal à
c=M∑
c=1
zk(1, c). Ainsi, la deuxième
condition requise par l’opération de lecture peut s’exprimer par
c=M∑
c=1
zk(1, c) ≥ r. Nous
allons définir par la suite δzk qui va permettre au protocole de décider si la donnée peut
être reconstruite quand l’éventualité Z = zk se présente. Soit,
δzk =
 1 si σzk 6= 0 et
c=M∑
c=1
zk(1, c) ≥ r
0 sinon
(3.26)
Ainsi, lorsque l’éventualité Z = zk se présente lors d’une opération de lecture, cette
dernière est validée quand le paramètre δzk prend la valeur 1 et elle échoue lorsque ce
paramètre prend la valeur 0. Par conséquent, la disponibilité en lecture avec le quorum
en grille général peut être exprimée comme suit :
Pread =
k=(N+1)3.M∑
k=1
δzk .P(Z = zk) (3.27)
En remplaçant P(Z = zk) par son expression dans la formule (3.24), nous obtenons :
Pread =
k=(N+1)3.M∑
k=1
δzk . c=M∏
c=1
P (|U | = zk(1, c), |R| = zk(2, c), |W | = zk(3, c))
 (3.28)
Nous allons maintenant exprimer Pread en fonction des paramètres nw,c, nr,c et nu,c pour
tour c ∈ {1, . . . ,M}. D’après la formule (3.9) dans la page 69, nous avons :
P (|U | = nu,c, |R| = nr,c, |W | = nw,c) =
ΨN(t, nr,c).Ψnr,c(t, nu,c).ΨN−nr,c(t, nw,c − nu,c).ξnu,c,nr,c,nw,c (3.29)
3.3. Quorum en grille général 80
Or, lorsqu’une tentative de lecture se termine avec succès, dans la cième colonne de la
grille, l’évènement {|U | = nu,c, |R| = nr,c, |W | = nw,c} est possible si et seulement si
les trois conditions suivantes sont remplies : 1 ≤ nr,c ≤ N , 1 ≤ nw,c ≤ N et 0 ≤
nu,c ≤ min(nr,c, nw,c). Dans le cas où ces conditions sont remplies, l’évènement {|U | =
nu,c, |R| = nr,c, |W | = nw,c} peut se produire, ce qui implique que ξnu,c,nr,c,nw,c = 1(Cf.
page 67). La formule (3.29) devient donc :
P (|U | = nu,c, |R| = nr,c, |W | = nw,c) = ΨN(t, nr,c).Ψnr,c(t, nu,c).ΨN−nr,c(t, nw,c−nu,c)
(3.30)
Nous allons ensuite définir les trois ensembles suivants :
ñ Eu = {(nu,1, . . . , nu,M) | ∀c ∈ {1, . . . ,M} 0 ≤ nu,c ≤ min(nr,c, nw,c)} ;
ñ Er = {(nr,1, . . . , nr,M) | ∀c ∈ {1, . . . ,M} 1 ≤ nr,c ≤ N} ;
ñ Ew = {(nw,1, . . . , nw,M) | ∀c ∈ {1, . . . ,M} 1 ≤ nw,c ≤ N}.
L’expression de Pread dans la formule (3.28) est alors équivalente à :
Pread =
∑
(nu,1,...,nu,M )∈Eu
(nr,1,...,nr,M )∈Er
(nw,1,...,nw,M )∈Ew
δx. c=M∏
c=1
P (|U | = nu,c, |R| = nr,c, |W | = nw,c)
 (3.31)
Avec x =
nu,1 nu,2 . . . nu,Mnr,1 nr,2 . . . nr,M
nw,1 nw,2 . . . nw,M
. En remplaçant P (|U | = nu,c, |R| = nr,c, |W | = nw,c)
par son expression dans la formule (3.30), l’expression de la disponibilité en lecture dans
la formule (3.31) devient :
Pread =
∑
(nu,1,...,nu,M )∈Eu
(nr,1,...,nr,M )∈Er
(nw,1,...,nw,M )∈Ew
δx. c=M∏
c=1
[
ΨN(t, nr,c).Ψnr,c(t, nu,c).ΨN−nr,c(t, nw,c − nu,c)
]
(3.32)
3.3.4 Nombre moyen de messages échangés
Dans cette sous-section, nous allons calculer le nombre moyen de messages échan-
gés lors des opérations d’écriture et de lecture. Pour cela, nous allons définir la variable
aléatoire X qui à chaque évènement élémentaire (en l’occurrence, une opération d’écri-
ture ou une opération de lecture) associe le M -uplet formé par le nombre de nœuds
disponibles dans chaque colonne de la grille. Cette variable aléatoire X correspond
donc au M -uplet (nw,1, nw,2, . . . , nw,M) lorsque l’évènement élémentaire est une opé-
ration d’écriture et au M -uplet (nr,1, nr,2, . . . , nr,M) lorsqu’il s’agit d’une opération de
lecture.
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Nous allons commencer pour le calcul du nombre moyen de messages échangés pour
l’opération d’écriture. Pour tout c ∈ {1, 2, . . . ,M}, nous avons 0 ≤ nw,c ≤ N c’est-à-
dire (N + 1) valeurs possibles. Il en résulte que le cardinal de l’ensemble de valeurs que
peut prendre la variable aléatoire X est égal à (N + 1)M . Soient x1, x2, . . . , x(N+1)M
toutes les éventualités possibles de la variable aléatoire X. Pour tout c ∈ {1, 2, . . . ,M}
et k ∈ {1, 2, . . . , (N + 1)M}, xk(c) désigne le cième composant du vecteur xk, c’est-à-dire
la valeur correspondant à nw,c. Alors, pour tout k ∈ {1, 2, . . . , (N + 1)M}, l’éventualité
X = xk se présente avec une probabilité égale à :
P(X = xk) =
c=M∏
c=1
[(
N
xk(c)
)
.txk(c).(1− t)N−xk(c)
]
= t
[
c=M∑
c=1
xk(c)
]
.(1− t)
[
N.M−
c=M∑
c=1
xk(c)
]
.
c=M∏
c=1
(
N
xk(c)
)
(3.33)
Soient αxk,c un paramètre qui indique si parmi les c premières colonnes, au moins
une colonne ne contient aucun nœud disponible et vk le nombre de messages échangés
lors d’une tentative d’écriture lorsque l’éventualité X = xk se présente (avec 1 ≤ k ≤
(N + 1)M et 1 ≤ c ≤ M ). Le paramètre αxk,c prend la valeur 1 si les c premières
colonnes contiennent chacune au moins un nœud disponible, la valeur 0 sinon. Il peut
être exprimé comme suit :
αxk,c =
 1 si
i=c∏
i=1
xk(i) 6= 0
0 sinon
(3.34)
Considérons la cième colonne visitée lors d’une opération d’écriture où l’évènement
X = xk se présente. On a :
ñ αxk,c.N messages de requête d’écriture pour récupérer les anciens blocs résidant
dans cette colonne, c’est-à-dire que le protocole envoie les N messages de re-
quête d’écriture si et seulement si toutes les c− 1 colonnes visitées précédemment
contiennent chacune au moins un nœud disponible (cela correspond à αxk,c = 1).
Dans le cas contraire, il arrête l’opération d’écriture ;
ñ αxk,c.xk(c) messages de réponse sont envoyés par les nœuds disponibles si ces
derniers ont reçu une requête d’écriture ;
ñ αxk,M .xk(c) messages contenant les nouveaux blocs sont envoyés vers les nœuds
disponibles si et seulement si les deux conditions suivantes sont satisfaites :
+ le nombre de total des nœuds disponibles dans la grille est supérieur ou égal
à r (c’est-à-dire
c=M∑
c=1
xk(c) ≥ r) ;
+ au moins une colonne parmi les M colonnes de la grille contient N nœuds
disponibles (c’est-à-dire
c=M∏
c=1
(N − xk(c)) = 0).
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Le paramètre αxk,c permet donc de garantir que lors d’une opération d’écriture, le
protocole stoppe directement le processus et l’opération d’écriture échoue dès qu’on
rencontre une colonne qui ne contient aucun nœud disponible. Ainsi, le paramètre vk
peut être formulé comme suit :
vk =

c=M∑
c=1
[αxk,c.N + αxk,c.xk(c) + αxk,M .xk(c)] si
c=M∑
c=1
xk(c) ≥ r et
i=M∏
i=1
(N − xk(i)) = 0
c=M∑
c=1
[αxk,c.N + αxk,c.xk(c))] sinon
Comme pour tout c ∈ {1, 2, . . . ,M}, αxk,c = 0 implique αxk,M = 0 et αxk,M = 1
implique αxk,c = 1, alors αxk,c.αxk,M = αxk,M . Par conséquent, nous pouvons factoriser
l’expression de vk :
vk =

c=M∑
c=1
[αxk,c. [N + (1 + αxk,M).xk(c)]] si
c=M∑
c=1
xk(c) ≥ r et
i=M∏
i=1
(N − xk(i)) = 0
c=M∑
c=1
[αxk,c.(N + xk(c))] sinon
(3.35)
Si nous posons :
λxk =
 1 si
c=M∑
c=1
xk(c) ≥ r
0 sinon
(3.36)
βxk =
 1 si
c=M∏
c=1
(N − xk(c)) = 0
0 sinon
(3.37)
Alors l’expression de vk dans la formule 3.35 est équivalente à :
vk =
c=M∑
c=1
[
αxk,c. [N + (1 + λxk .βxk .αxk,M).xk(c)]
]
(3.38)
En effet, dès que l’un des termes βxk ou λxk vaut zéro, le terme αxk,M .xk(c) disparaît.
Par définition, le nombre moyen de messages échangés lors d’une opération d’écriture
est défini comme étant l’espérance mathématique de la variable aléatoire X.
Nwrite =
k=(N+1)M∑
k=1
vk.P(X = xk)
En utilisant la formule (3.33), nous obtenons :
Nwrite =
k=(N+1)M∑
k=1
vk.t
[
c=M∑
c=1
xk(c)
]
.(1− t)
[
N.M−
c=M∑
c=1
xk(c)
]
.
c=M∏
c=1
(
N
xk(c)
) (3.39)
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Or, pour tout k ∈ {1, 2, . . . , (N + 1)M} il existe un unique M -uplet (nw,1, . . . , nw,M) ∈
{0, 1, . . . , N}M tel que xk = (nw,1, . . . , nw,M). Inversement, pour tout (nw,1, . . . , nw,M) ∈
{0, 1, . . . , N}M il existe un unique k ∈ {1, 2, . . . , (N+1)M} tel que (nw,1, . . . , nw,M) = xk.
Cela veut dire donc que les deux ensembles sont identiques :
{xk | k ∈ {1, 2, . . . , (N + 1)M} = {(nw,1, . . . , nw,M) | ∀c ∈ {1, 2, . . . ,M}, 0 ≤ nw,c ≤ N}
Ainsi, Nwrite peut être exprimée en fonction des nw,c (pour c allant de 1 à M) comme
suit :
Nwrite =
∑
0≤nw,1≤N
...
0≤nw,M≤N
vk.t
[
c=M∑
c=1
nw,c
]
.(1− t)
[
N.M−
c=M∑
c=1
nw,c
]
.
c=M∏
c=1
(
N
nw,c
) (3.40)
En posant x = (nw,1, . . . , nw,M) et en remplaçant vk par son expression dans la
formule (3.38), le nombre moyen de messages échangés durant l’opération d’écriture
dans la formule (3.40) devient :
Nwrite =
∑
0≤nw,1≤N
...
0≤nw,M≤N
 c=M∑
c=1
[
αx,c. [N + (1 + λx.βx.αx,M).nw,c]
]
.
t
[
c=M∑
c=1
nw,c
]
.(1− t)
[
N.M−
c=M∑
c=1
nw,c
]
.
c=M∏
c=1
(
N
nw,c
) (3.41)
Après avoir déterminé le nombre moyen de messages échangés lors d’une opération
d’écriture, nous allons calculer ce nombre dans le cas d’une opération de lecture. Soit
µk le nombre de messages échangés lors d’une opération de lecture lorsque l’éventualité
X = xk se présente (avec 1 ≤ k ≤ (N + 1)M ). Considérons la cième colonne visitée lors
d’une opération de lecture où l’évènement X = xk se présente (avec 1 ≤ c ≤ M ). On
a :
ñ αxk,c.N messages de requête de lecture, le terme αxk,c signifiant que le protocole
envoie les N messages de requête de lecture si et seulement si toutes les c − 1
colonnes visitées précédemment contiennent chacune au moins un nœud disponible
(cela correspond à αxk,c = 1). Dans le cas contraire, il arrête l’opération de lecture ;
ñ αxk,c.xk(c) messages de réponse venant des nœuds disponibles.
Ainsi, l’expression de µk est égale à :
µk =
c=M∑
c=1
[
αxk,c.N + αxk,c.xk(c)
]
=
c=M∑
c=1
αxk,c [N + xk(c)] (3.42)
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Par définition, le nombre de messages échangés lors d’une opération de lecture est égale
à l’espérance mathématique de la variable aléatoire X.
Nread =
k=(N+1)M∑
k=1
µk.P(X = xk)
En remplaçant P(X = xk) par son expression dans la formue (3.33) et µk par son
expression dans la formule (3.42), nous obtenons :
Nread =
k=(N+1)M∑
k=1
[ c=M∑
c=1
αxk,c [N + xk(c)]
]
.t
[
c=M∑
c=1
xk(c)
]
.(1− t)
[
N.M−
c=M∑
c=1
xk(c)
]
.
c=M∏
c=1
(
N
xk(c)
)
(3.43)
Suivant le raisonnement dans la détermination de Nwrite, nous pouvons exprimer Nread
en fonction des nr,c (pour c allant de 1 à M) :
Nread =
∑
0≤nr,1≤N
...
0≤nr,M≤N
[ c=M∑
c=1
αx,c [N + nr,c]
]
.
t
[
c=M∑
c=1
nr,c
]
.(1− t)
[
N.M−
c=M∑
c=1
nr,c
]
.
c=M∏
c=1
(
N
nr,c
) (3.44)
avec x = (nr,1, . . . , nr,M).
3.4 Quorum en arbre général
3.4.1 Définition
Le quorum en arbre général est une adaptation de la première approche du quorum
en arbre classique (voir section 2.2.3 de la partie II dans la page 57) pour pouvoir
supporter plusieurs types de technique de distribution des données. Les répliques des
données sont organisées, de manière logique, de façon à former un arbre de degré D et
de hauteur h. Le degré d’un arbre est le nombre de nœuds fils attachés à chaque nœud
de l’arbre (non compris les nœuds feuilles qui n’ont pas de fils) tandis que le hauteur
de l’arbre correspond à la distance entre un nœud feuille de l’arbre et la racine. Cela
veut donc dire qu’un arbre de hauteur h contient au total h + 1 niveaux. Ces niveaux
sont numérotés de 0 à h en partant de la racine jusqu’à la feuille de l’arbre et le niveau
0 (appelé souvent la racine de l’arbre) ne contient qu’un seul nœud. Chaque nœud de
l’arbre représente une réplique de la donnée comme montre la figure 3.2 avec D = 3 et
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h = 2. Comme l’arbre est de degré D, chaque nœud de l’arbre (sauf ceux qui sont situés
au niveau des feuilles) a D nœuds fils. Ainsi, le niveau l de l’arbre contient Dl répliques
avec 0 ≤ l ≤ h, c’est-à-dire au total l’arbre contient n = 1+D+D2+. . .+Dh = 1−D(h+1)1−D
répliques. Pour tout l ∈ {0, 1, . . . , h}, on note wl le nombre de nœuds disponibles requis
au niveau l de l’arbre afin de valider une opération d’écriture (avec 1 ≤ wl ≤ Dl). Il en
résulte que la taille du quorum d’écriture est égale à :
w = w0 + w1 + . . .+ wh (3.45)
Soit r le nombre de répliques à jour requises pour la reconstruction des données
originales en utilisant ce nouveau protocole. La taille du quorum d’écriture doit être
supérieure ou égale à r c’est-à-dire : w0 + w1 + . . . + wh ≥ r. Cette condition garantie
que lorsque le quorum en arbre général est utilisé, au moins r répliques doivent être
écrites correctement pour qu’une opération d’écriture soit valide. Ainsi, dès la validation
d’une opération d’écriture d’une donnée, le protocole pourra lire cette dernière - la
reconstruction de la donnée originale étant possible. Avec cette définition de quorum
d’écriture, n’importe quelles Dl − wl + 1 répliques se trouvant au niveau l permettent
de déterminer la dernière version de la donnée. Par exemple, le protocole peut déjà
déterminer la dernière version de la donnée lorsque le nœud qui se trouve à la racine
de l’arbre (niveau l = 0) est disponible. Une fois connue la dernière version de la
donnée, le protocole peut ensuite sélectionner r répliques avec cette version pour pouvoir
reconstruire la donnée originale pour l’opération de lecture.
La figure 3.2 représente un exemple d’un arbre de degré D = 3 et de hauteur
h = 2. Si nous utilisons une technique de distribution des données avec r = 8 alors une
Figure 3.2 – Exemple de quorums en arbre : D = 3 et h = 2
réplique au niveau l = 0, deux répliques au niveau l = 1 et cinq répliques au niveau
l = 2 (c’est-à-dire w0 = 1, w1 = 2 et w2 = 5) forment un quorum d’écriture. Quant
à l’opération de lecture dans cet exemple, avec cette définition de quorum d’écriture,
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une (D0 −w0 + 1) réplique au niveau l = 0 ou deux (D1 −w1 + 1) répliques au niveau
l = 1 ou cinq (D2 − w2 + 1) répliques au niveau l = 2 permettent de déterminer la
dernière version de la donnée. Ainsi, l’ensemble des répliques {r1, r3, r4, r6, r8, r10,
r11, r13} forme un quorum d’écriture. De même, les ensembles de réplique(s) {r1},
{r2, r4} ou {r5, r7, r9, r12, r13} permettent chacun d’obtenir la dernière version
de la donnée. Une fois cette version de la donnée connue, le protocole peut sélectionner
r répliques à jour pour reconstruire la donnée originale.
3.4.2 Disponibilité en écriture
Avec ce protocole, une opération d’écriture sera validée uniquement si le protocole
arrive à sélectionner w = w0 + w1 + . . . + wh répliques (où wl représente le nombre de
répliques au niveau l pour tout l ∈ {0, 1, . . . , h}). Pour 0 ≤ l ≤ h, la probabilité pour
qu’au moins wl répliques soient disponibles au niveau l est égale à ΦDl(t, wl, Dl) (Cf. la
définition de Φ formule (3.2) page 67). Par conséquent, la disponibilité en écriture peut
être exprimée comme suit :
Pwrite =
l=h∏
l=0
ΦDl(t, wl, Dl)
=
l=h∏
l=0
 k=Dl∑
k=wl
[(
Dl
k
)
.tk.(1− t)(Dl−k)
]  (3.46)
L’algorithme 5, dans la page 87, décrit une procédure pour former un quorum
d’écriture avec le protocole quorum en arbre général. La procédure d’écriture d’une
donnée est définie dans l’algorithme 9 page 105.
3.4.3 Disponibilité en lecture
En utilisant le quorum en arbre général, une opération de lecture est uniquement
validée si les deux conditions suivantes sont satisfaites :
ñ il existe un niveau l de l’arbre (avec 0 ≤ l ≤ h) dans lequel au moins wl nœuds
sur un total de Dl nœuds sont disponibles (cette condition est nécessaire pour
déterminer la dernière version de la donnée) ;
ñ parmi les nœuds disponibles au moins r d’entre eux contiennent une réplique à
jour de la donnée (cette condition est requise par le protocole de distribution des
données pour la reconstruction de la donnée originale).
Une proposition de procédure pour former un quorum de lecture avec le protocole
quorum en arbre général est présentée dans l’algorithme 6, page 88. La procédure de
lecture d’une donnée est définie dans l’algorithme 10 page 106.
Nous allons adopter les notations suivantes :
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Algorithm 5 Procédure de recherche d’un quorum d’écriture
1: Données
2: x . Identité de la donnée à écrire
3: wl . Nombre de nœuds requis au niveau l lors d’une opération d’écriture4: Pl . Liste des nœuds se trouvant au niveau l5: P ← {P0, P1, . . . , Ph} . L’ensemble des nœuds utilisés pour le stockage de x
6: procedure getWriteQuorum(x, P ) . Recherche d’un quorum d’écriture
7: Q← ∅
8: v ← 0
9: test version← 0
10: for l← 0, h do
11: compteur ← 0
12: for all q ∈ Pl do13: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
14: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
15: if compteur < wl then16: Q← Q ∪ {q}
17: end if
18: compteur ← compteur + 1
19: if test version = 0 then
20: if vi > v then21: v ← vi22: end if
23: if compteur = sl − wl + 1 then . La version de la donnée x est obtenue24: test version← 1
25: end if
26: end if
27: end if
28: if test version 6= 0 and |Q| =
j=l∑
j=0
wj then . On passe au niveau suivant
29: break
30: end if
31: end for
32: if compteur < wl then33: return NULL
34: end if
35: end for
36: return [v + 1, Q]
37: end procedure
ñ nw,l : désigne le nombre de nœuds disponibles au niveau l de l’arbre durant la
dernière opération d’écriture valide (0 ≤ l ≤ h) ;
ñ nr,l : dénote le nombre de nœuds disponibles au niveau l de l’arbre durant l’opé-
ration de lecture en cours (0 ≤ l ≤ h) ;
ñ nu,l : représente le nombre de nœuds disponibles au niveau l de l’arbre durant
à la fois la dernière opération d’écriture valide et l’opération de lecture en cours
(0 ≤ l ≤ h). Il désigne également le nombre de répliques à jour de la donnée.
Soit la variable Z qui à chaque évènement élémentaire associe les valeurs des paramètres
nw,l, nr,l et nu,l de tous les niveaux de l’arbre. Cette variable aléatoire Z peut être
présentée sous la forme d’une matrice 3 × (h + 1) (une matrice de 3 lignes et h + 1
colonnes) où :
ñ les éléments de la première ligne représentent le nombre de nœuds disponibles aux
niveaux l = 0, . . ., l = h durant à la fois la dernière opération d’écriture valide et
l’opération de lecture en cours ;
ñ ceux de la deuxième ligne désignent le nombre de nœuds disponibles aux niveaux
l = 0, . . ., l = h durant l’opération de lecture en cours ;
ñ ceux de la troisième ligne représentent le nombre de nœuds disponibles aux ni-
veaux l = 0, . . ., l = h durant la dernière opération d’écriture valide.
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Algorithm 6 Procédure de recherche d’un quorum de lecture
1: Données
2: x . Identité de la donnée à lire
3: h . Hauteur de l’arbre
4: Dl . Nombre de nœuds résidant au niveau l de l’arbre
5: wl . Nombre de nœuds requis au niveau l lors d’une opération d’écriture6: Pl . Liste des nœuds se trouvant au niveau l7: P ← {P0, P1, . . . , Ph} . L’ensemble des nœuds utilisés pour le stockage de x
8: procedure getReadQuorum(x, P ) . Recherche d’un quorum de lecture
9: Q← ∅
10: v ← 0
11: test version← 0
12: for l← 0, h do
13: compteur ← 0
14: for all q ← Pl do15: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
16: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
17: compteur ← compteur + 1
18: if test version = 0 then
19: if compteur = Dl − wl + 1 then . La version de la donnée est obtenue20: test version← 1
21: end if
22: if vi > v then23: Q← {q}
24: else if vi = v and |Q| < r then
25: Q← Q ∪ {q}
26: end if
27: else if vi = v and |Q| < r then
28: Q← Q ∪ {q}
29: end if
30: end if
31: if |Q| = r and test version = 1 then . Le quorum de lecture est obtenu
32: return [v,Q]
33: end if
34: end for
35: end for
36: return NULL
37: end procedure
On a donc :
Z =
nu,0 nu,1 . . . nu,hnr,0 nr,1 . . . nr,h
nw,0 nw,1 . . . nw,h
 (3.47)
Ainsi, pour tout l ∈ {0, 1, . . . , h} nous avons : Z(1, l + 1) = nu,l, Z(2, l + 1) = nr,l et
Z(3, l + 1) = nw,l.
Lors d’une opération de lecture, pour tout l ∈ {0, 1, . . . , h}, les trois paramètres
nw,l, nr,l et nu,l peuvent prendre chacun des valeurs dans {0, 1, . . . , Dl}, c’est-à-dire que
chaque paramètre a 1 +Dl valeurs possibles. Ainsi, le triplet (nu,l, nr,l, nu,l) a (1 +Dl)3
valeurs possibles. Comme l’arbre contient h+1 niveaux, alors la matrice Z peut prendre
l=h∏
l=0
(1+Dl)3 valeurs possibles. Soient z1, z2, . . . , zl=h∏
l=0
(1+Dl)3
toutes les valeurs possibles que
peut prendre la matrice Z. Alors, pour tout k ∈ {1, 2, . . . , l=h∏
l=0
(1 +Dl)3}, la probabilité
pour que la variable aléatoire Z prenne la valeur z est égale à :
P(Z = zk) =
l=h∏
l=0
P
[
|U | = zk(1, l + 1), |R| = zk(2, l + 1), |W | = zk(3, l + 1)
]
(3.48)
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où U , R et W sont les trois variables aléatoires définies dans la section 3.1 page 67. La
probabilité P(Z = zk) dans la formule (3.48) est connue. En effet, la probabilité P
[
|U | =
zk(1, l + 1), |R| = zk(2, l + 1), |W | = zk(3, l + 1)
]
a déjà été calculée précédemment
(voir formule (3.8) dans la page 69). Ainsi, la disponibilité en lecture en utilisant ce
protocole est égale à la somme des probabilités d’apparition des évènements Z = zk
qui vérifient les conditions requises pour la validation d’une opération d’écriture. Pour
tout k ∈ {1, 2, . . . , l=h∏
l=0
(1 + Dl)3}, soit vzk un paramètre qui prend la valeur 1 lorsque
l’évènement Z = zk permet de déterminer la dernière version de la donnée et la valeur
0 dans le cas contraire. Lorsque l’évènement Z = zk se présente, soit ρzk,l un paramètre
qui prend la valeur 1 si le protocole peut récupérer la version de la donnée en utilisant
les nœuds se trouvant au niveau l et sinon la valeur 0.
ρzk,l =
{
1 si zk(2, l + 1) ≥ Dl − wl + 1
0 sinon (3.49)
Alors le paramètre vzk peut être exprimé fonction de ρzk,l pour l allant de 0 à h. En
effet, le paramètre vzk prend la valeur 1 si il existe au moins un niveau l ∈ {0, 1, . . . , h}
de l’arbre tel que ρzk,l = 1 et sinon il prend la valeur 0. Par conséquent :
vzk = 1−
l=h∏
l=0
(1− ρzk,l) (3.50)
Nous allons définir par la suite le paramètre δzk qui va permettre au protocole de
décider si la donnée peut être reconstruite lorsque l’évènement Z = zk se présente. Ce
paramètre δzk prend la valeur 1 lorsque la donnée peut être reconstruite (c’est-à-dire
lorsque le protocole peut déterminer la version de la donnée et si il existe au moins r
nœuds disponibles contenant des répliques à jour de la donnée) et la valeur 0 dans le
cas contraire. Ainsi,
δzk =
 1 si vzk = 1 et
l=h∑
l=0
zk(1, l + 1) ≥ r
0 sinon
(3.51)
Par conséquent, la disponibilité en lecture en utilisant le protocole quorum en arbre
général peut être exprimée comme suit :
Pread =
k=
l=h∏
l=0
(1+Dl)3∑
k=1
δzk .P(Z = zk) (3.52)
En remplaçant P(Z = zk) par son expression définie dans la formule (3.48), page 88,
nous obtenons :
Pread =
k=
l=h∏
l=0
(1+Dl)3∑
k=1
δzk . l=h∏
l=0
P
[
|U | = zk(1, l + 1), |R| = zk(2, l + 1), |W | = zk(3, l + 1)
]
(3.53)
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Nous allons exprimer Pread en fonction des paramètres nu,l, nr,l et nw,l pour tout l ∈
{0, . . . , h}. En utilisant la formule (3.9) dans la page 69, nous avons :
P (|U | = nu,l, |R| = nr,l, |W | = nw,l) =
ΨDl(t, nr,l).Ψnr,l(t, nu,l).ΨDl−nr,l(t, nw,l − nu,l).ξnu,l,nr,l,nw,l (3.54)
avec (en appliquant la formule (3.4) dans la page 68 dans un niveau l de l’arbre) :
ξnu,l,nr,l,nw,l =
{
1 si nw,l ∈ [max(wl, nu,l), Dl] et nr,l ∈ [nu,l, Dl + nu,l − nw,l]
0 sinon (3.55)
Or, par définition U = R ∩W . Nous avons donc 0 ≤ nu,l ≤ nrw = min(nr,l, nw,l). Par
ailleurs, lors de la dernière opération d’écriture valide, la condition suivante devait être
remplie : wl ≤ nw,l ≤ Dl. En définissant les trois ensembles suivants :
ñ Eu = {(nu,0, . . . , nu,h) | ∀l ∈ {0, . . . , h} 0 ≤ nu,l ≤ min(nr,l, nw,l)} ;
ñ Er = {(nr,0, . . . , nr,h) | ∀l ∈ {0, . . . , h} 0 ≤ nr,l ≤ Dl} ;
ñ Ew = {(nw,0, . . . , nw,h) | ∀l ∈ {0, . . . , h} wl ≤ nw,l ≤ Dl}.
l’expression de Pread dans la formule (3.53) est équivalente à :
Pread =
∑
(nu,0,...,nu,h)∈Eu
(nr,0,...,nr,h)∈Er
(nw,0,...,nw,h)∈Ew
δx. l=h∏
l=0
P
[
|U | = nu,l, |R| = nr,l, |W | = nw,l
] (3.56)
avec x =
nu,0 nu,1 . . . nu,hnr,0 nr,1 . . . nr,h
nw,0 nw,1 . . . nw,h
. Ainsi, en remplaçant P[|U | = nu,l, |R| = nr,l, |W | =
nw,l
]
par son expression dans la formule (3.54), la disponibilité en lecture est égale à :
Pread =
∑
(nu,0,...,nu,h)∈Eu
(nr,0,...,nr,h)∈Er
(nw,0,...,nw,h)∈Ew
δx. l=h∏
l=0
[
ΨDl(t, nr,l).Ψnr,l(t, nu,l).ΨDl−nr,l(t, nw,l−nu,l).ξnu,l,nr,l,nw,l
]
(3.57)
3.4.4 Nombre moyen de messages échangés
Pour le calcul du nombre moyen de messages échangés pour l’opération d’écriture
et de lecture, nous allons définir la variable aléatoire X qui à chaque évènement élémen-
taire, associe le h-uplet formé par le nombre de nœuds disponibles dans chaque niveau de
l’arbre. Ainsi, la variable aléatoire X correspond respectivement à (nw,0, nw,1, . . . , nw,h)
lors d’une opération d’écriture et à (nr,0, nr,1, . . . , nr,h) lors d’une opération de lecture.
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Nous allons commencer par le cas où l’évènement élémentaire correspond à une
opération d’écriture. Pour tout l ∈ {0, 1, . . . , h}, nous avons 0 ≤ nw,l ≤ Dl c’est-à-
dire qu’il existe 1 + Dl valeurs possibles pour nw,l. Alors, le cardinal de l’ensemble
des valeurs que peut prendre la variable aléatoire X est égal à
l=h∏
l=0
(1 + Dl). Soient
x1, x2, . . . , xl=h∏
l=0
(1+Dl)
toutes les éventualités possibles de la variable aléatoire X. Pour
tout l ∈ {0, 1, . . . , h}, xk(l) correspond à nw,l. Alors, pour tout k ∈ {1, 2, . . . ,
l=h∏
l=0
(1 +
Dl)}, l’éventualité {X = xk} se présente avec une probabilité égale à :
P(X = xk) =
l=h∏
l=0
[(
Dl
xk(l)
)
.txk(l).(1− t)Dl−xk(l)
]
= t
[
l=h∑
l=0
xk(l)
]
.(1− t)
[
l=h∑
l=0
[Dl−xk(l)]
]
.
l=h∏
l=0
(
Dl
xk(l)
)
(3.58)
Soit σxk,l un paramètre qui représente l’état de l’opération d’écriture dans le niveau l (il
prend la valeur 1 si la condition requise pour la validation d’une tentative d’opération
d’écriture est satisfaite, la valeur 0 sinon). on a :
σxk,l =
{
1 si xk(l) ≥ wl
0 sinon (3.59)
Nous allons définir ensuite le paramètre αxk,l qui représente l’état de l’opération d’écri-
ture après avoir visité les niveaux {0, 1, . . . , l} et le paramètre µxk qui représente
le nombre de messages échangés lors d’une opération d’écriture lorsque l’éventualité
{X = xk} se présente (avec 1 ≤ k ≤
l=h∏
l=0
(1+Dl) et 0 ≤ l ≤ h). Le paramètre αxk,l prend
la valeur 1 si les niveaux {0, 1, . . . , l} vérifient chacun la condition requise pour la valida-
tion d’une tentative d’opération d’écriture (autrement dit σxk,i = 1 ∀i ∈ {0, 1, . . . , l}).
Donc,
αxk,l =
i=l∏
i=0
σxk,i (3.60)
Sans perte de généralité, nous allons supposer que les l premiers niveaux visités lors
d’une opération d’écriture sont les niveaux {0, 1, . . . , l − 1}, le niveau suivant étant le
niveau l. Lors du passage au niveau l, les différents messages échangés à ce niveau de
l’arbre sont :
ñ αxk,l.D
l messages de requête d’écriture, pour récupérer les anciennes répliques
résidant au niveau l de l’arbre (le protocole envoie les Dl messages de requête
d’écriture si et seulement si cette opération a été validée dans les l premiers
niveaux visités, ce qui correspond à αxk,l = 1) ;
ñ αxk,l.xk(l) messages de réponse venant des nœuds disponibles (si les Dl messages
de requête d’écriture ont été envoyés) ;
3.4. Quorum en arbre général 92
ñ αxk,h.xk(l) messages d’envoi des nouvelles répliques de la donnée vers les nœuds
disponibles, c’est-à-dire que la donnée ne sera écrite que si la condition suivante
est remplie : ∀i ∈ {0, 1, . . . , h}, au moins wl nœuds sont disponibles au niveau i
de l’arbre lors de cette opération.
Ainsi, le nombre de messages échangés lors d’une opération d’écriture lorsque l’éven-
tualité {X = xk} se présente est égal à :
µxk =
l=h∑
l=0
[
αxk,l.D
l + αxk,l.xk(l) + αxk,h.xk(l)
]
=
l=h∑
l=0
[
αxk,l.D
l + αxk,l.xk(l) + αxk,l.αxk,h︸ ︷︷ ︸
=αxk,h
.xk(l)
]
=
l=h∑
l=0
αxk,l.[Dl + (1 + αxk,h).xk(l)]
 (3.61)
Le nombre moyen de messages échangés est égal à :
Nwrite =
k=
l=h∏
l=0
(1+Dl)∑
k=1
µxk .P(X = xk)
En remplaçant P(X = xk) par son expression dans la formule (3.58), nous obtenons :
Nwrite =
k=
l=h∏
l=0
(1+Dl)∑
k=1
µxk .t
[
l=h∑
l=0
xk(l)
]
.(1− t)
[
l=h∑
l=0
[Dl−xk(l)]
]
.
l=h∏
l=0
(
Dl
xk(l)
) (3.62)
Sachant que :
{xk | k ∈ {1, 2, . . . ,
l=h∏
l=0
(1 +Dl)} = {(nw,0, . . . , nw,h) | ∀l ∈ {0, 1, . . . , h}, 0 ≤ nw,l ≤ Dl}
l’expression de Nwrite peut être exprimée en fonction des nw,l (pour l allant de 0 à h) :
Nwrite =
∑
0≤nw,0≤D0
...
0≤nw,h≤Dh
µx.t
[
l=h∑
l=0
nw,l
]
.(1− t)
[
l=h∑
l=0
[Dl−nw,l]
]
.
l=h∏
l=0
(
Dl
nw,l
) (3.63)
avec x = (nw,0, . . . , nw,h).
Nous allons maintenant déterminer l’expression du nombre moyen de messages
échangés lors d’une opération de lecture. Pour cela nous avons besoin d’utiliser la ma-
trice Z définie page 88. Lorsque l’évènement {Z = zk} se présente, nous allons définir
les cinq paramètres suivants : γzk,l, υzk,l, θzk,l, λzk,l et δzk,l.
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ñ γzk,l : permet de déterminer si la version de la donnée peut être obtenue ou non
en utilisant uniquement les nœuds résidant au niveau l de l’arbre :
γzk,l =
{
1 si zk(2, l + 1) ≥ Dl − wl + 1
0 sinon (3.64)
Ainsi, il retourne 1 si le niveau l de l’arbre permet de déterminer la version de la
donnée, la valeur 0 sinon ;
ñ υxk,l : permet de déterminer si la version de la donnée peut être obtenue ou non en
utilisant l’un des niveaux {0, 1, . . . , l} de l’arbre. Ce paramètre peut être exprimé
en fonction de γzk,l :
υzk,l = 1−
i=l∏
i=0
(1− γzk,l) (3.65)
Il retourne 1 si le protocole peut récupérer la version de la donnée, la valeur 0
dans le cas contraire ;
ñ θxk,l : permet de déterminer si le nombre de nœuds disponibles contenant des
répliques à jour de la donnée aux niveaux {0, 1, . . . , l} de l’arbre est supérieur ou
égal à r (nombre de répliques à jour de la donnée requises par la technique de
distribution des données pour reconstruire la donnée originale) :
θzk,l =
 1 si
i=l∑
i=0
zk(1, l + 1) ≥ r
0 sinon
(3.66)
Il retourne 1 si ce nombre est supérieur à r et sinon 0 ;
ñ λzk,l : permet de savoir si les nœuds se trouvant aux niveaux {0, 1, . . . , l} de l’arbre
permettent de reconstituer la donnée originale, c’est-à-dire d’obtenir la version de
la donnée et d’avoir au moins r répliques à jour :
λzk,l =
{
1 si υzk,l = 1 et θzk,l = 1
0 sinon (3.67)
Ce paramètre retourne 1 si la donnée originale peut être reconstituée, 0 sinon ;
ñ δzk,l : permet de déterminer le premier niveau de l’arbre qui vérifie λzk,l = 1 pour
l variant de 0 à h, c’est-à-dire le plus petit l tel que les niveaux {0, 1, . . . , l} de
l’arbre sont suffisants pour lire la donnée :
δzk,l =
{
λzk,0 si l = 0
(1− λzk,l−1).λzk,l si 1 ≤ l ≤ h (3.68)
Ce paramètre retourne 1 uniquement pour le premier niveau de l’arbre, si il existe,
qui vérifie λzk,l = 1 et 0 pour le reste.
Lorsque l’évènement {Z = zk} se présente, soit βzk le nombre de messages échangés
lors d’une opération de lecture (avec 1 ≤ k ≤ l=h∏
l=0
(1 +Dl)). Notons lzk,min le seul niveau
de l’arbre qui vérifie δzk,lzk,min = 1. Nous avons :
1− λzk,l + δzk,l =
{
1 si 0 ≤ l ≤ lzk,min
0 si lzk,min ≤ l ≤ h
Alors, les différents messages échangés peuvent être exprimés comme suit :
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+ (1 − λzk,l + δzk,l).Dl messages de requête de lecture. Le terme (1 − λzk,l + δzk,l)
impose que la requête de lecture s’arrête au niveau lzk,min ;
+ (1 − λzk,l + δzk,l).zk(2, l + 1) messages de réponse venant des nœuds disponibles
du niveau l.
Ainsi, l’expression de βzk est égale à :
βzk =
l=h∑
l=0
[
(1− λzk,l + δzk,l).Dl + (1− λzk,l + δzk,l).zk(2, l + 1)
]
=
l=h∑
l=0
[
(1− λzk,l + δzk,l)(Dl + zk(2, l + 1))
]
(3.69)
Le nombre moyen de messages échangés lors d’une opération de lecture est donc défini
comme suit :
Nread =
k=
l=h∏
l=0
(1+Dl)3∑
k=1
βzk .P(Z = zk)
En se référant aux formules (3.52) et (3.57), l’expression de Nread est égale à :
Nread =
∑
(nu,0,...,nu,h)∈Eu
(nr,0,...,nr,h)∈Er
(nw,0,...,nw,h)∈Ew
βx. l=h∏
l=0
[
ΨDl(t, nr,l).Ψnr,l(t, nu,l).ΨDl−nr,l(t, nw,l−nu,l).ξnu,l,nr,l,nw,l
]
(3.70)
avec x =
nu,0 nu,1 . . . nu,hnr,0 nr,1 . . . nr,h
nw,0 nw,1 . . . nw,h
.
3.5 Quorum en trapèze général
3.5.1 Définition
Le quorum en trapèze général, que nous avons présenté dans [87], est une généralisa-
tion du quorum en trapèze classique afin de supporter plusieurs types de techniques de
distribution des données. Comme dans le quorum en trapèze classique, les répliques de
la donnée sont organisées, de façon logique, de manière à former un trapèze de hauteur
(h + 1). Le trapèze est ainsi constitué de h + 1 niveaux, numérotés de 0 à h (de haut
vers bas). Pour tout l ∈ {0, 1, . . . , h}, le niveau l du trapèze contient sl = a.l+ b nœuds
où a et b sont deux entiers naturels (avec a ≥ 0 et b ≥ 1). Ainsi, le trapèze contient au
total n =
l=h∑
l=1
sl = (h+1)
[
ah+2b
2
]
répliques. Pour tout l ∈ {0, 1, . . . , h}, soit wl le nombre
de nœuds disponibles requis au niveau l du trapèze pour que l’opération d’écriture soit
validée à ce niveau (avec 1 ≤ wl ≤ sl). La taille du quorum d’écriture est alors égale à :
w = w0 + w1 + . . .+ wh (3.71)
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Soit r le nombre de répliques à jour requises pour pouvoir reconstruire la donnée origi-
nale en utilisant le quorum en arbre général. Pour qu’une opération de lecture puisse être
faite juste après la validation d’une opération d’écriture, la taille du quorum d’écriture
doit être supérieure ou égale au nombre de répliques à jour requises pour la reconstruc-
tion de la donnée originale, c’est-à-dire w0 + w1 + . . . + wh ≥ r. La dernière version
de la donnée peut être obtenue avec n’importe quelles sl − wl + 1 répliques résidant
au niveau l (avec 0 ≤ l ≤ h). Après avoir déterminé la dernière version de la donnée,
le protocole procédera ensuite à la sélection de r répliques à jour pour reconstituer la
donnée originale.
La figure 3.3 représente un exemple d’un trapèze de paramètres : a = 2, b = 3 et
h = 2. Si nous utilisons une technique de distribution des données avec r = 8 alors deux
Figure 3.3 – Exemple de quorums en trapèze : a = 2, b = 3 et h = 2
répliques au niveau l = 0, trois répliques à chacun des niveaux l = 1 et l = 2 (c’est-à-
dire w0 = 2, w1 = 3 et w2 = 3) peuvent former un quorum d’écriture. Ainsi, l’ensemble
des répliques {r1, r3, r5, r6, r8, r10, r12, r15} forme un quorum d’écriture avec cet
exemple. Avec ce quorum d’écriture, deux (s0 − w0 + 1) répliques résidant au niveau
l = 0 ou trois (s1 − w1 + 1) répliques résidant au niveau l = 1 ou cinq (s2 − w2 + 1)
répliques résidant au niveau l = 2 permettent de déterminer la dernière version de la
donnée. A titre d’exemple, chacun des ensembles de répliques suivants permettront au
protocole de retrouver la dernière version de la donnée : {r1, r2}, {r4, r7, r8} et {r9,
r11, r12, r13, r14}. Quand la dernière version de la donnée est obtenue, le protocole
n’a plus qu’à sélectionner r répliques à jour pour reconstituer la donnée originale.
3.5.2 Disponibilité en écriture
En utilisant le quorum en trapèze général, la validation d’une opération d’écriture
nécessite la sélection d’au moins w = w0 +w1 + . . .+wh répliques, wl représentant, pour
tout l ∈ {0, 1, . . . , h}, le nombre de répliques choisies au niveau l. Pour 0 ≤ l ≤ h, la
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probabilité de trouver au moins wl nœuds disponibles au niveau l est égale à Φsl(t, wl, sl)
(où Φ est définie selon la formule (3.2) page 67). Par conséquent, la disponibilité en
écriture est égale à :
Pwrite =
l=h∏
l=0
Φsl(t, wl, sl)
=
l=h∏
l=0
 k=sl∑
k=wl
[(
sl
k
)
.tk.(1− t)(sl−k)
]  (3.72)
Nous proposons dans l’algorithme 7 suivant une procédure pour former un quorum
d’écriture avec le protocole quorum en trapèze général. La procédure d’écriture d’une
donnée est définie dans l’algorithme 9 page 105.
Algorithm 7 Procédure de recherche d’un quorum d’écriture
1: Données
2: x . Identité de la donnée à écrire
3: wl . Nombre de nœuds requis au niveau l lors d’une opération d’écriture4: Pl . Liste des nœuds se trouvant au niveau l5: P ← {P0, P1, . . . , Ph} . L’ensemble des nœuds utilisés pour le stockage de x
6: procedure getWriteQuorum(x, P ) . Recherche d’un quorum d’écriture
7: Q← ∅
8: v ← 0
9: test version← 0
10: for l← 0, h do
11: compteur ← 0
12: for all q ∈ Pl do13: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
14: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
15: if compteur < wl then16: Q← Q ∪ {q}
17: end if
18: compteur ← compteur + 1
19: if test version = 0 then
20: if vi > v then21: v ← vi22: end if
23: if compteur = sl − wl + 1 then . La version de la donnée est obtenue24: test version← 1
25: end if
26: end if
27: end if
28: if test version 6= 0 and |Q| =
j=l∑
j=0
wj then . On passe au niveau suivant
29: break
30: end if
31: end for
32: if compteur < wl then33: return NULL
34: end if
35: end for
36: return [v + 1, Q]
37: end procedure
3.5.3 Disponibilité en lecture
En utilisant le quorum en trapèze général, une opération de lecture est validée si et
seulement si les deux conditions suivantes sont remplies :
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ñ il existe un niveau l du trapèze (avec 0 ≤ l ≤ h) dans lequel au moins wl nœuds
sur un total de sl nœuds sont disponibles (cette condition est nécessaire pour
déterminer la dernière version de la donnée) ;
ñ au moins r nœuds disponibles contiennent chacun une réplique à jour de la donnée
(cette condition est requise par le protocole de distribution des données pour la
reconstruction de la donnée originale).
Nous détaillons dans l’algorithme 8 suivant une procédure pour former un quorum
de lecture avec le protocole quorum en trapèze général. La procédure de lecture d’une
donnée est définie dans l’algorithme 10 page 106.
Algorithm 8 Procédure de recherche d’un quorum de lecture
1: Données
2: x . Identité de la donnée à lire
3: h . Hauteur du trapèze
4: sl . Nombre de nœuds résidant au niveau l du trapèze5: wl . Nombre de nœuds requis au niveau l lors d’une opération d’écriture6: Pl . Liste des nœuds se trouvant au niveau l7: P ← {P0, P1, . . . , Ph} . L’ensemble des nœuds utilisés pour le stockage de x
8: procedure getReadQuorum(x, P ) . Recherche d’un quorum de lecture
9: Q← ∅
10: v ← 0
11: test version← 0
12: for l← 0, h do
13: compteur ← 0
14: for all q ← Pl do15: vi ← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
16: if estValide(vi) then . estValide(vi) retourne 1 si vi est un numéro de version valide et 0 sinon
17: compteur ← compteur + 1
18: if test version = 0 then
19: if vi > v then . Une version plus récente20: Q← ∅
21: end if
22: if compteur = sl − wl + 1 then . La version de la donnée est obtenue23: test version← 1
24: end if
25: end if
26: if vi >= v and |Q| < r then
27: Q← Q ∪ {q}
28: end if
29: end if
30: if |Q| = r and test version = 1 then . Un quorum de lecture est obtenu
31: return [v,Q]
32: end if
33: end for
34: end for
35: return NULL
36: end procedure
Nous allons adopter les notations suivantes :
ñ nw,l : désigne le nombre de nœuds disponibles au niveau l du trapèze durant la
dernière opération d’écriture valide (0 ≤ l ≤ h) ;
ñ nr,l : dénote le nombre de nœuds disponibles au niveau l du trapèze durant l’opé-
ration de lecture en cours (0 ≤ l ≤ h) ;
ñ nu,l : représente le nombre de nœuds disponibles au niveau l du trapèze durant
à la fois la dernière opération d’écriture valide et l’opération de lecture en cours
(0 ≤ l ≤ h). Il désigne également le nombre de répliques à jour de la donnée.
Soit la variable aléatoire Z qui à chaque évènement élémentaire associe les valeurs des
paramètres nw,l, nr,l et nu,l de tous les niveaux du trapèze. Cette variable aléatoire peut
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être représentée sous la forme d’une matrice 3× (h+ 1) comme suit :
Z =
nu,0 nu,1 . . . nu,hnr,0 nr,1 . . . nr,h
nw,0 nw,1 . . . nw,h
 (3.73)
Pour tout l ∈ {0, 1, . . . , h}, ces trois paramètres sont régis par les trois conditions
suivantes : wl ≤ nw,l ≤ sl, 0 ≤ nr,l ≤ sl et 0 ≤ nu,l ≤ min(nr,l, nw,l). Nous pouvons, par
ailleurs, définir les trois ensembles suivants :
ñ Eu = {(nu,0, . . . , nu,h) | ∀l ∈ {0, . . . , h} 0 ≤ nu,l ≤ min(nr,l, nw,l)} ;
ñ Er = {(nr,0, . . . , nr,h) | ∀l ∈ {0, . . . , h} 0 ≤ nr,l ≤ sl} ;
ñ Ew = {(nw,0, . . . , nw,h) | ∀l ∈ {0, . . . , h} wl ≤ nw,l ≤ sl}.
Soient eu ∈ Eu, er ∈ Er et ew ∈ Ew. Nous allons calculer la probabilité pour que
l’évènement {Z = z} se présente lors de cette opération de lecture avec z =
euer
ew
.
P(Z = z) =
l=h∏
l=0
P
[
|U | = eu(l), |R| = er(l), |W | = ew(l)
]
=
l=h∏
l=0
P
[
|U | = nu,l, |R| = nr,l, |W | = nw,l
]
(3.74)
où U , R et W sont les trois variables aléatoires définies section 3.1 page 67. En utilisant
la formule (3.9) de la page 69, nous avons :
P (|U | = nu,l, |R| = nr,l, |W | = nw,l) =
Ψsl(t, nr,l).Ψnr,l(t, nu,l).Ψsl−nr,l(t, nw,l − nu,l).ξnu,l,nr,l,nw,l (3.75)
avec (en appliquant la formule (3.4) de la page 68 à un niveau l du trapèze)
ξnu,l,nr,l,nw,l =
{
1 si nw,l ∈ [max(wl, nu,l), sl] et nr,l ∈ [nu,l, sl + nu,l − nw,l]
0 sinon (3.76)
En remplaçant P
[
|U | = nu,l, |R| = nr,l, |W | = nw,l
]
par son expression, la formule (3.74)
devient :
P(Z = z) =
l=h∏
l=0
[
Ψsl(t, nr,l).Ψnr,l(t, nu,l).Ψsl−nr,l(t, nw,l − nu,l).ξnu,l,nr,l,nw,l
]
(3.77)
Nous allons définir les trois paramètres suivants qui vont permettre au protocole de
décider si l’évènement {Z = z} (avec z =
euer
ew
) permet ou non de retrouver la donnée
originale :
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ñ ρl,er : indique si le niveau l du trapèze permet de déterminer la version de la
donnée :
ρl,er =
{
1 si er(l) ≥ sl − wl + 1
0 sinon (3.78)
Ce paramètre prend la valeur 1 si le protocole peut déterminer la version de la
donnée en utilisant uniquement les nœuds se trouvant au niveau l, la valeur 0
sinon ;
ñ ver : indique si la version de la donnée peut être obtenue au moins à un niveau
du trapèze. Ce paramètre peut être exprimé en fonction de ρl,erpour l allant de 0
à h :
ver = 1−
l=h∏
l=0
(1− ρl,er) (3.79)
Il prend la valeur 1 si la version de la donnée peut être obtenue, 0 sinon ;
ñ δeu,er : indique si la donnée originale peut être reconstruite :
δeu,er =
 1 si ver = 1 et
l=h∑
l=0
eu(l) ≥ r
0 sinon
(3.80)
Ainsi, δeu,er prend la valeur 1 si la donnée originale peut être reconstruite, la valeur
0 sinon.
La disponibilité en lecture peut donc être exprimée comme suit :
Pread =
∑
eu∈Eu
er∈Er
ew∈Ew
[
δeu,er .P(Z = z)
]
(3.81)
Avec z =
euer
ew
. En remplaçant P(Z = z) par son expression dans la formule (3.77),
nous obtenons :
Pread =
∑
eu∈Eu
er∈Er
ew∈Ew
δeu,er . l=h∏
l=0
[
Ψsl(t, nr,l).Ψnr,l(t, nu,l).Ψsl−nr,l(t, nw,l − nu,l).ξnu,l,nr,l,nw,l
]
(3.82)
Avec eu = (nu,0, . . . , nu,h), er = (nr,0, . . . , nr,h) et ew = (nw,0, . . . , nw,h).
3.5.4 Nombre moyen de messages échangés
Dans cette sous-partie, nous allons calculer le nombre moyen de messages pour les
opérations d’écriture et de lecture. Soit X = (nw,0, . . . , nw,h), une variable aléatoire
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qui, à chaque opération d’écriture, associe le h-uplet formé par le nombre de nœuds
disponibles à chaque niveau du trapèze. Concrètement, lors de cette tentative d’opé-
ration d’écriture, pour tout l ∈ {0, 1, . . . , h}, nw,l nœuds sont disponibles au niveau l
du trapèze, avec 0 ≤ nw,l ≤ sl. Le cardinal de l’ensemble des valeurs que peut prendre
la variable aléatoire X égal à
l=h∏
l=0
(1 + sl). Soient x1, x2, . . . , xl=h∏
l=0
(1+sl)
toutes les éventua-
lités possibles de la variable aléatoire X. Alors, pour tout k ∈ {1, 2, . . . , l=h∏
l=0
(1 + sl)},
l’éventualité {X = xk} se présente avec une probabilité égale à :
P(X = xk) =
l=h∏
l=0
[(
sl
xk(l)
)
.txk(l).(1− t)sl−xk(l)
]
= t
[
l=h∑
l=0
xk(l)
]
.(1− t)
[
l=h∑
l=0
[sl−xk(l)]
]
.
l=h∏
l=0
(
sl
xk(l)
)
(3.83)
Nous allons chercher à déterminer le nombre de messages échangés lors de chaque
éventualité pour, in fine, calculer le nombre de messages moyen. Nous allons noter µxk
le nombre de messages échangés lors d’une opération d’écriture lorsque l’éventualité
{X = xk} se présente. Soit σxk,l un paramètre qui représente l’état de l’opération
d’écriture au niveau l (il prend la valeur 1 si la condition requise pour la validation
d’une opération d’écriture est remplie, la valeur 0 sinon) :
σxk,l =
{
1 si xk(l) ≥ wl
0 sinon (3.84)
Nous allons définir ensuite le paramètre αxk,l qui représente l’état de l’opération d’écri-
ture après avoir visité les niveaux {0, 1, . . . , l} et le paramètre µxk qui dénote le nombre
de messages échangés lors d’une opération d’écriture lorsque l’éventualité {X = xk} se
présente (avec 1 ≤ k ≤ l=h∏
l=0
(1 + sl) et 0 ≤ l ≤ h). Le paramètre αxk,l prend la valeur 1
si les niveaux {0, 1, . . . , l} vérifient chacun la condition requise pour la validation d’une
opération d’écriture (autrement dit σxk,i = 1 ∀i ∈ {0, 1, . . . , l} ). Donc,
αxk,l =
i=l∏
i=0
σxk,i (3.85)
Sans perte de généralité, nous allons supposer que les l premiers niveaux visités lors
d’une opération d’écriture sont les niveaux {0, 1, . . . , l − 1}, le niveau suivant étant le
niveau l. Ainsi, lors du passage au niveau l, les différents messages échangés à ce niveau
du trapèze sont :
ñ αxk,l.sl messages de requête d’écriture, pour récupérer les anciennes répliques ré-
sidant au niveau l du trapèze. Le protocole envoie donc les sl messages de requête
d’écriture si et seulement si cette opération a été validée aux l premiers niveaux
visités (ce qui correspond à αxk,l = 1) ;
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ñ αxk,l.xk(l) messages de réponse venant des nœuds disponibles si les sl messages
de requête d’écriture ont été envoyés ;
ñ αxk,h.xk(l) messages d’envoi des nouvelles répliques de la donnée vers les nœuds
disponibles, c’est-à-dire que la donnée ne sera écrite que si la condition suivante
est remplie : ∀i ∈ {0, 1, . . . , h}, au moins wl nœuds sont disponibles au niveau i
du trapèze lors de cette opération.
Par conséquent, le nombre de messages échangés lors d’une opération d’écriture lorsque
l’éventualité {X = xk} se présente est égal à :
µxk =
l=h∑
l=0
[
αxk,l.sl + αxk,l.xk(l) + αxk,h.xk(l)
]
=
l=h∑
l=0
[
αxk,l.sl + αxk,l.xk(l) + αxk,l.αxk,h︸ ︷︷ ︸
=αxk,h
.xk(l)
]
=
l=h∑
l=0
αxk,l.[sl + (1 + αxk,h).xk(l)]
 (3.86)
Le nombre moyen de messages échangés est égal à :
Nwrite =
k=
l=h∏
l=0
(1+sl)∑
k=1
µxk .P(X = xk)
En remplaçant P(X = xk) par son expression dans la formule (3.83), nous obtenons :
Nwrite =
k=
l=h∏
l=0
(1+sl)∑
k=1
µxk .t
[
l=h∑
l=0
xk(l)
]
.(1− t)
[
l=h∑
l=0
[sl−xk(l)]
]
.
l=h∏
l=0
(
sl
xk(l)
) (3.87)
Comme nous avons cette égalité :
{xk | k ∈ {1, 2, . . . ,
l=h∏
l=0
(1 + sl)} = {(nw,0, . . . , nw,h) | ∀l ∈ {0, 1, . . . , h}, 0 ≤ nw,l ≤ sl}
alors l’expression de Nwrite peut être exprimée en fonction des nw,l (pour l allant de 0
à h) :
Nwrite =
∑
0≤nw,0≤D0
...
0≤nw,h≤Dh
µx.t
[
l=h∑
l=0
nw,l
]
.(1− t)
[
l=h∑
l=0
[sl−nw,l]
]
.
l=h∏
l=0
(
sl
nw,l
) (3.88)
Avec x = (nw,0, . . . , nw,h).
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Quant au calcul du nombre moyen de messages échangés pour l’opération de lecture
Nread, nous allons utiliser la variable aléatoire Z déjà définie dans la sous-section 3.5.3,
page 98. Soit βz le nombre de messages échangés lors d’une opération de lecture lorsque
l’éventualité {Z = z} se présente. Alors, l’expression de Nread est égale à :
Nread =
∑
eu∈Eu
er∈Er
ew∈Ew
[
βzk .P(Z = z)
]
(3.89)
où Eu, Er et Ew sont les trois ensembles définis dans la sous-section 3.5.3 page 98,
et z =
euer
ew
. Nous allons garder cette notation dans le reste de cette sous-section.
L’expression de P(Z = z) est déjà définie dans la formule (3.77). Ainsi, il nous reste
à déterminer l’expression de βz. Pour cela, supposons que l’évènement {Z = z} se
présente. Nous allons définir les cinq paramètres γer,l, υer,l, θeu,l, λz,l et δz,l de la manière
suivante :
ñ γer,l : permet de déterminer si la version de la donnée peut être obtenue ou non
en utilisant uniquement les nœuds résidant au niveau l du trapèze :
γer,l =
{
1 si er(l) ≥ sl − wl + 1
0 sinon (3.90)
Ainsi, il retourne 1 si le niveau l du trapèze permet de déterminer la version de
la donnée, 0 sinon ;
ñ υer,l : permet de déterminer si la version de la donnée peut être obtenue ou non en
utilisant l’un des niveaux {0, 1, . . . , l} du trapèze. Ce paramètre peut être exprimé
en fonction de γer,l :
υer,l = 1−
i=l∏
i=0
(1− γer,l) (3.91)
Il retourne 1 si le protocole peut récupérer la version de la donnée, 0 sinon ;
ñ θeu,l : permet de déterminer si le nombre de nœuds disponibles contenant des
répliques à jour de la donnée aux niveaux {0, 1, . . . , l} du trapèze est supérieur
ou égal à r (nombre de répliques à jour de la donnée requises par la technique de
distribution des données pour reconstruire la donnée originale) :
θeu,l =
 1 si
i=l∑
i=0
eu(l) ≥ r
0 sinon
(3.92)
Il retourne 1 si ce nombre est supérieur à r et 0 sinon ;
ñ λz,l : permet de savoir si les nœuds se trouvant aux niveaux {0, 1, . . . , l} du trapèze
permettent de reconstituer la donnée originale, c’est-à-dire d’obtenir la version de
la donnée et d’avoir au moins r répliques à jour :
λz,l =
{
1 si υer,l = 1 et θeu,l = 1
0 sinon (3.93)
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Ce paramètre retourne 1 si la donnée originale peut être reconstituée et sinon 0
(avec z =
euer
ew
) ;
ñ δz,l : permet de déterminer le premier niveau du trapèze qui vérifie λz,l = 1 avec
l variant de 0 à h, c’est-à-dire le plus petit l tel que les niveaux {0, 1, . . . , l} du
trapèze sont suffisants pour lire la donnée :
δz,l =
{
λz,0 si l = 0
(1− λz,l−1).λz,l si 1 ≤ l ≤ h (3.94)
Ce paramètre retourne 1 uniquement pour le premier niveau du trapèze, si il
existe, qui vérifie λz,l = 1 et 0 pour les autres niveaux.
Notons lz,min le seul niveau du trapèze qui vérifie δz,lz,min = 1. Nous avons :
1− λz,l + δz,l =
{
1 si 0 ≤ l ≤ lz,min
0 si lz,min ≤ l ≤ h
Le nombre de messages échangés peut donc être exprimé en fonction de 1− λz,l + δz,l.
Les différents messages échangés sont ainsi :
+ (1−λz,l+δz,l).sl messages de requête de lecture, le terme (1−λz,l+δz,l) imposant
donc que la requête de lecture s’arrête au niveau lz,min ;
+ (1−λz,l + δz,l).er(l) messages de réponse venant des nœuds disponibles au niveau
l.
Ainsi, l’expression de βz est égale à :
βz =
l=h∑
l=0
[
(1− λz,l + δz,l).sl + (1− λz,l + δz,l).er(l)
]
=
l=h∑
l=0
[
(1− λz,l + δz,l)(sl + er(l))
]
(3.95)
En utilisant les formules (3.89) et (3.95), nous obtenons :
Nread =
∑
eu∈Eu
er∈Er
ew∈Ew
 l=h∑
l=0
[
(1− λz,l + δz,l)(sl + er(l))
]
.P(Z = z)

En remplaçant P(Z = z) par son expression dans la formule (3.77), l’expression de
Nread devient :
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Nread =
∑
(nu,0,...,nu,h)∈Eu
(nr,0,...,nr,h)∈Er
(nw,0,...,nw,h)∈Ew
 l=h∑
l=0
[
(1− λz,l + δz,l)(sl + nr,l)
]
.
l=h∏
l=0
[
Ψsl(t, nr,l).Ψnr,l(t, nu,l).Ψsl−nr,l(t, nw,l − nu,l).ξnu,l,nr,l,nw,l
] (3.96)
avec avec z =
nu,0 nu,1 . . . nu,hnr,0 nr,1 . . . nr,h
nw,0 nw,1 . . . nw,h
.
3.6 Algorithmes d’écriture et de lecture
L’algorithme 9 décrit une procédure d’écriture d’une donnée avec un protocole de
cohérence basé sur les quorums. Cette procédure d’écriture fait appel à une autre pro-
cédure “getWriteQuorum” (voir algorithme 9, ligne 9), qui se charge de trouver un
quorum d’écriture. Cette procédure récupère la version de la donnée à écrire et un quo-
rum d’écriture si elle réussit, et sinon la valeur NULL. Chaque protocole de cohérence
que nous avons proposé a sa propre procédure “getWriteQuorum”. Les procédures
“getWriteQuorum” sont définies par :
• l’algorithme 1 page 71 pour le quorum majoritaire général ;
• l’algorithme 3 page 77 pour le quorum en grille général ;
• l’algorithme 5 page 87 pour le quorum en arbre général ;
• l’algorithme 7 page 96 pour le quorum en trapèze général.
L’algorithme 10 décrit une procédure de lecture d’une donnée avec un protocole
de cohérence basé sur les quorums. Cette procédure de lecture utilise la procédure
“getReadQuorum” (voir algorithme 10, ligne 7), pour former un quorum de lecture.
Cette procédure retourne la dernière version de la donnée et un quorum de lecture si
elle réussit, et sinon la valeur NULL. Les procédures “getReadQuorum” sont définies
par :
• l’algorithme 2 page 72 pour le quorum majoritaire général ;
• l’algorithme 4 page 78 pour le quorum en grille général ;
• l’algorithme 6 page 88 pour le quorum en arbre général ;
• l’algorithme 8 page 97 pour le quorum en trapèze général.
Les algorithmes que nous avons décrits précédemment sont basés sur l’hypothèse
selon laquelle la défaillance d’un nœud entre le moment où on détermine le quorum et
le moment où on valide l’opération est négligeable. Nous travaillons actuellement sur
l’amélioration de ces algorithmes. Le processus normal d’écriture serait le suivant :
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Algorithm 9 Procédure d’écriture de la donnée x
1: Données
2: x . Identité de la donnée à écrire
3: dx . Nouvelle valeur de la donnée x4: n . Nombre de morceaux de la donnée
5: r . Nombre de morceaux requis pour reconstituer la donnée originale
6: error write← 0 . Nombre d’erreur d’écriture
7: E ← ∅
8: S ← {S1, S2, . . . , Sn} . n nœuds (sites) utilisés pour le stockage de x
9: procedure Ecrire(x, dx, r, n, S) . Écriture de la donnée x
10: w ← max(r, bn2 c+ 1)
11: [v,Q]← getWriteQuorum(x, S) . v : version de la donnée, Q : quorum d’écriture
12: if Q 6= NULL then . On a trouvé un quorum d’écriture
13: {dx1 , dx2 , . . . , dxn} ← Générer les n morceaux de la donnée x . En utilisant un code correcteur (n, r)
14: for all q ∈ Q do
15: ∃j ∈ {1, 2, . . . , n}/q = Sj
16: écrire (dxj , v) dans Sj
17: if erreur d’écriture then
18: error write+ +
19: E ← E ∪ {q}
20: end if
21: end for
22: if error write > 0 then
23: while (Q ∪ E) 6= S do
24: Q1← getOthersNodes(E,Q, S) . Retourne error write nœuds pour que (Q \ E) ∪Q1 forme un
nouveau quorum d’écriture
25: for all q ∈ Q1 do
26: ∃j ∈ {1, 2, . . . , n}/q = Sj
27: écrire (dxj , v) dans Sj
28: if erreur d’écriture then
29: error write+ +
30: E ← E ∪ {q}
31: else
32: error write−−
33: end if
34: if error write == 0 then
35: Confirmer la réussite de l’opération d’écriture
36: Le reste des morceaux peut être écrit de manière synchrone ou asynchrone
37: return
38: end if
39: end for
40: end while
41: else
42: Confirmer la réussite de l’opération d’écriture
43: Le reste des morceaux peut être écrit de manière synchrone ou asynchrone
44: end if
45: end if
46: Confirmer l’échec de l’opération d’écriture
47: return
48: end procedure
1. Choix du quorum ;
2. Récupération de la version ;
3. Envoi de la mise à jour aux membres du quorum ;
4. Validation des nouvelles copies des membres du quorum.
Lors de l’envoi de la mise à jour aux membres du quorum, l’idée consiste :
• à conserver toujours deux versions de la donnée lors d’une mise à jour : la donnée
valide, et la donnée en cours de validation. La donnée en cours de validation ne
devient valide que lors de la réception d’un message de validation ;
• à écraser les versions non validées lors de la réception d’une requête d’écriture de
version supérieure ;
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Algorithm 10 Procédure de lecture de la donnée x
1: Données
2: x . Identité de la donnée à lire
3: n . Nombre de morceaux de la donnée
4: r . Nombre de morceaux requis pour reconstituer la donnée originale
5: error read← 0 . Nombre d’erreur de lecture
6: S ← {S1, S2, . . . , Sn} . n nœuds (sites) stockant les morceaux de x
7: procedure Lire(x, r, n, S) . Lecture de la donnée x
8: [v,Q]← getReadQuorum(x, S) . Q : quorum de lecture
9: if Q 6= NULL then . On a trouvé un quorum de lecture
10: Vx ← ∅11: for all q ∈ Q do
12: ∃j ∈ {1, 2, . . . , n}/q = Sj
13: vxj ← lire xj dans Sj
14: if vxj 6= NULL then
15: Vx ← Vx ∪ {vxj }
16: else
17: error read+ +
18: end if
19: end for
20: if error read > 0 then
21: for all q ∈ S \Q do
22: version← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si
OK
23: if estValide(version) then . estValide(version) retourne 1 si version est un numéro de version
valide et 0 sinon
24: if version = v then
25: ∃j ∈ {1, 2, . . . , n}/q = Sj
26: vxj ← lire xj dans Sj
27: if vxj 6= NULL then
28: error read−−
29: Vx ← Vx ∪ {vxj }
30: end if
31: end if
32: end if
33: if error read = 0 then
34: break
35: end if
36: end for
37: end if
38: if error read = 0 then
39: vx ← décoder (r, n, Vx) . Reconstruction de x en utilisant un code correcteur (n, r)
40: return vx . L’opération de lecture réussit41: end if
42: end if
43: return NULL . L’opération de lecture échoue
44: end procedure
• à ne pas tenir compte des nœuds non validés pour la détermination de la valeur
de la nouvelle version.
Avec ces hypothèses, même si tous les nœuds ne reçoivent pas le rollback, cela ne
pose pas de problème car la version non validée sera automatiquement écrasée lors de
l’écriture suivante. Les algorithmes 11 et 12 décrivent respectivement la sélection d’un
quorum d’écriture et de lecture pour le quorum majoritaire général.
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Algorithm 11 Procédure de recherche d’un quorum d’écriture
1: Données
2: x . Identité de la donnée à écrire
3: (n, r) . Paramètres du protocole de distribution utilisé
4: P ← {P1, P2, . . . , Pn} . n nœuds utilisés pour le stockage de x
5: procedure getWriteQuorum(x, P ) . Recherche d’un quorum d’écriture
6: Q← ∅ . Quorum de lecture
7: v ← 0 . Numéro de version validée de la donnée
8: w ← max(r, bn2 c+ 1) . Taille d’un quorum d’écriture
9: for all q ∈ P do
10: [vi, ci, rbi]← requête d’accès (x, q) . Requête d’accès à q pour x : (vi : version validée de la donnée,
ci : version non validée de la donnée, rbi : indicateur binaire de rollback avec 1 indique la présence d’un rollback et
0 sinon)
11: if estValide(vi, ci, rbi) then
12: if ci = 0 then13: if v < vi + rbi then14: v ← vi + rbi15: end if
16: end if
17: Q← Q ∪ {q}
18: if |Q| = w then . Un quorum d’écriture est obtenu
19: return [v + 1, Q] . Version de la donnée à écrire et un quorum d’écriture
20: end if
21: end if
22: end for
23: return NULL . La recherche d’un quorum d’écriture échoue
24: end procedure
3.7 Évaluations numériques
3.7.1 Analyse théorique
Dans cette section, nous allons effectuer quelques évaluations numériques des nou-
veaux protocoles proposés précédemment. Ces évaluations numériques concernent la
disponibilité en écriture, la disponibilité en lecture et le nombre moyen de messages
échangés pour ces deux opérations classiques. Voici les différents paramètres de chaque
protocole que nous allons utiliser tout au long de ces évaluations numériques :
+ Quorum majoritaire général (QMG) : n = 15 ;
+ Quorum en grille général (QGG) : N = 3 et M = 5 ;
+ Quorum en arbre général (QAG) : D = 3 et h = 2 ;
+ Quorum en trapèze général (QTG) : a = 2, b = 3 et h = 2.
Dans le reste de cette section, nous allons adopter les abréviations QMG, QGG, QAG
et QTG pour désigner respectivement le quorum majoritaire général, le quorum en
grille général, le quorum en arbre général et le quorum en trapèze général. Nous allons
considérer trois valeurs du paramètre r qui représente le nombre de répliques à jour
requises par le protocole de distribution des données lors d’une opération de lecture
(r = 4, r = 8 et r = 11). Comme les paramètres wi des protocoles quorum en arbre
général et quorum en trapèze général dépendent du paramètre r, le choix de leurs valeurs
doit prendre compte la valeur de ce dernier. En effet, la taille du quorum d’écriture dans
chaque protocole doit être supérieure ou égale au paramètre r . Ainsi, nous définissons
ces différents paramètres selon la valeur de r que nous allons utiliser pour ces évaluations
numériques :
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Algorithm 12 Procédure de recherche d’un quorum de lecture
1: Données
2: x . Identité de la donnée à lire
3: (n, r) . Paramètres du protocole de distribution utilisé
4: P ← {P1, P2, . . . , Pn} . n nœuds stockant les morceaux de x
5: procedure getReadQuorum(x, P ) . Recherche d’un quorum de lecture
6: Q← ∅ . Quorum de lecture
7: v ← 0 . Numéro de version de la donnée
8: compteur ← 0 . Nombre de nœuds accédés
9: w ← max(r, bn2 c+ 1)
10: for all q ∈ P do
11: [vi, ci, rbi]← requête d’accès (x, q) . Requête d’accès à q pour x : retourne la version de la donnée si OK
12: if estValide(vi, ci, rbi) then
13: compteur ← compteur + 1
14: if vi > v then15: Q← {q}
16: v ← vi17: else if vi = v or ci = v then18: if |Q| < r then
19: Q← Q ∪ {q}
20: end if
21: end if
22: if compteur >= n− w + 1 then . Version de donnée trouvée
23: if |Q| = r then . Tous les morceaux nécessaire pour la reconstruction
24: return [v,Q]
25: end if
26: end if
27: end if
28: end for
29: if compteur >= n− w + 1 then . Version de donnée trouvée mais il manque des morceaux
30: for all q ∈ P do
31: if q /∈ Q then
32: [vi, ci, rbi]← requête d’accès (x, q)
33: if estValide(vi, ci, rbi) then
34: if ci = v then35: Q← Q ∪ {q}
36: end if
37: if |Q| = r then
38: return [v,Q]
39: end if
40: end if
41: end if
42: end for
43: end if
44: return NULL . La recherche d’un quorum de lecture échoue
45: end procedure
ñ Pour r = 4 :
+ Quorum en arbre général : w0 = 1, w1 = 2 et w2 = 4 ;
+ Quorum en trapèze général : w0 = 2, w1 = 3 et w2 = 4.
ñ Pour r = 8 :
+ Quorum en arbre général : w0 = 1, w1 = 2 et w2 = 5 ;
+ Quorum en trapèze général : w0 = 2, w1 = 3 et w2 = 4.
ñ Pour r = 11 :
+ Quorum en arbre général : w0 = 1, w1 = 2 et w2 = 8 ;
+ Quorum en trapèze général : w0 = 2, w1 = 3 et w2 = 6.
Il convient de noter que pour une valeur donnée du paramètre r, il existe plusieurs
(h + 1)-uplets (w0, . . . , wh) possibles. Le choix d’un (h + 1)-uplet peut se baser sur
la priorité de l’utilisateur (disponibilité en écriture, disponibilité en lecture ou encore
le nombre moyen de messages échangés, etc.) voire un compromis entre ces différents
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critères.
Disponibilité en écriture
La figure 3.4 montre la disponibilité en écriture des différents protocoles pour les
trois valeurs de r que nous avons choisies. Nous avons présenté trois cas de figure
correspondant respectivement à r = 4, r = 8 et r = 11 afin de déterminer l’évolution
de la disponibilité en écriture des différents protocoles en fonction du paramètre r.
(a) n = 15 et r = 4 (b) n = 15 et r = 8
(c) n = 15 et r = 11
Figure 3.4 – Disponibilité en écriture
La disponibilité en écriture correspondant au cas r = 4 est présentée sur la fi-
gure 3.4(a). D’après les paramètres que nous avons définis pour le cas r = 4, la taille
du quorum d’écriture est égale à :
+ Quorum majoritaire général : w = max(r, bn2 c+ 1) = 8 ;
+ Quorum en grille général : w = max(r,N +M − 1) = 7 ;
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+ Quorum en arbre général : w = w0 + . . .+ wh = 7 ;
+ Quorum en trapèze général : w = w0 + . . .+ wh = 9.
Ainsi, en gardant les valeurs des différents paramètres des protocoles, les disponibilités
en écriture des quatre protocoles (quorum majoritaire général, quorum en grille général,
quorum en arbre général, quorum en trapèze général) restent identiques à celles affichées
sur la figure 3.4(a) pour tout r compris entre 1 et 7. Dans cette plage de valeurs de r, la
meilleure disponibilité en écriture correspond au protocole QMG. Cela est dû au fait que
tous les protocoles ont presque la même taille du quorum d’écriture mais contrairement
aux trois autres protocoles, le QMG n’impose aucune structure logique pour l’orga-
nisation des nœuds. Donc, dans cet exemple, n’importe quels huit nœuds disponibles
permettent de valider une opération d’écriture. Or cela n’est toujours pas le cas pour les
autres protocoles où la validation d’une opération d’écriture dépend non seulement du
nombre de nœuds disponibles mais aussi de leur organisation logique. En effet, suppo-
sons qu’il existe exactement 9 nœuds disponibles lors d’une opération d’écriture. Avec
le protocole QGG, même si le nombre de nœuds disponibles est supérieur à la taille du
quorum d’écriture (9 ≥ w = 7), la validation ou non de l’opération d’écriture dépend
de la répartition dans la grille de ces 9 nœuds disponibles. Elle sera uniquement validée
si chaque colonne de la grille contient au moins un nœud disponible. Avec le protocole
QTG, le nombre de nœuds disponibles est égal à la taille du quorum d’écriture. Pour
que l’opération d’écriture soit validée, il faut que ces neuf nœuds disponibles soient
organisés comme suit : 2 nœuds au niveau l = 0, 3 nœuds au niveau l = 1 et 4 nœuds
au niveau l = 2. Voici un exemple d’organisation de ces neuf nœuds où l’opération
d’écriture échoue : 2 nœuds au niveau l = 0, 2 nœuds au niveau l = 1 et 5 nœuds au
niveau l = 2. L’opération d’écriture n’est pas validée au niveau l = 1 car le nombre de
nœuds disponibles résidant à ce niveau est inférieur à w1 = 3. Le même raisonnement
s’applique également dans le cas où le protocole QAG est utilisé. Ce dernier présente
la plus faible disponibilité en écriture par rapport aux autres protocoles. La raison en
est que le seul nœud résidant au niveau l = 0 constitue un goulet d’étranglement pour
ce protocole. La défaillance de ce nœud implique forcément la non validation d’une
opération d’écriture.
La figure 3.4(b) représente les disponibilités en écriture des différents protocoles
correspondant à r = 8. Quand le paramètre r passe de 4 à 8 (figures 3.4(a) et 3.4(b)),
seules les courbes de disponibilité en écriture des protocoles QGG et QAG changent.
En effet, d’après la définition des différents paramètres des protocoles pour r = 8, nous
avons :
+ Quorum majoritaire général : w = max(r, bn2 c+ 1) = 8 ;
+ Quorum en grille général : w = max(r,N +M − 1) = 8 ;
+ Quorum en arbre général : w = w0 + . . .+ wh = 8 ;
+ Quorum en trapèze général : w = w0 + . . .+ wh = 9.
Donc, seules les tailles des quorums d’écriture des protocoles QGG et QAG changent
et elles passent toutes les deux de 7 à 8. Or, la disponibilité en écriture est inversement
proportionnelle à la taille du quorum d’écriture, ce qui explique la légère diminution
des courbes de disponibilité de ces deux protocoles quand le paramètre r passe de 4 à 8.
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Par ailleurs, nous pouvons remarquer que le protocole QAG est beaucoup plus sensible
à une modification de la taille du quorum d’écriture que le protocole QGG. Ceci est
dû à la structure logique utilisée pour organiser les répliques des données. En effet,
le protocole QGG est tel qu’un quorum d’écriture valide dans le cas r = 4 peut être
aisément transformé en quorum valide pour le cas r = 8 en ajoutant n’importe quel
un nœud de la grille (exceptés bien sûr ceux qui sont déjà dans le quorum, c’est-à-dire
choisi dans les N.M − max(r,N + M − 1) = 8 nœuds restants). En revanche, avec le
protocole QAG, seul l’ajout d’un nœud venant du niveau l = 2 permet de constituer
un quorum d’écriture dans le cas r = 8 lorsqu’on se base sur un quorum valide pour
le cas r = 4 (car c’est w2 qui a changé lorsque r passe de 4 à 8). Ainsi, le protocole
QGG a une probabilité de trouver un nœud disponible égale à 1− (1− t)8 tandis qu’elle
est seulement de 1− (1− t)5 pour le protocole QAG. Par ailleurs, la taille du quorum
d’écriture du protocole QMG reste toujours égale à 8 tandis que celle du protocole QTG
reste inchangée et est égale à 9. Les courbes de disponibilité d’écriture des protocoles
QMG et QTG restent donc inchangées dans les deux cas de figure.
Enfin, les disponibilités en écriture des différents protocoles correspondant au cas
r = 11 sont affichées dans la figure 3.4(c). Lorsque le paramètre r passe de 8 à 11
(figures 3.4(b) et 3.4(c)), toutes les courbes se déplacent vers le bas. En effet, pour
r = 11, la taille du quorum d’écriture est égale à :
+ Quorum majoritaire général : w = max(r, bn2 c+ 1) = 11 ;
+ Quorum en grille général : w = max(r,N +M − 1) = 11 ;
+ Quorum en arbre général : w = w0 + . . .+ wh = 11 ;
+ Quorum en trapèze général : w = w0 + . . .+ wh = 11.
La taille du quorum d’écriture a augmenté pour chaque protocole, ce qui explique la
diminution de la disponibilité en écriture des quatre protocoles lorsque le paramètre r
passe de 8 à 11. Nous pouvons remarquer dans la figure 3.4(c) que même si la taille
du quorum d’écriture est identique pour les quatre protocoles, ils n’ont forcément pas
la même disponibilité en écriture pour la même disponibilité des nœuds. Les écarts
s’expliquent principalement par la structure logique imposée par chaque protocole. La
plus grande disponibilité en écriture est obtenue par le protocole QMG car ce dernier
n’impose aucune structure logique aux répliques des données. Par conséquent, n’importe
11 nœuds disponibles (parmi les n = 15 nœuds utilisés pour stocker les répliques de
la donnée) permettent de valider une opération d’écriture. En revanche, même si il
existe 11 nœuds disponibles, la validation d’une opération d’écriture dépend encore de
la répartition de ces 11 nœuds lorsque l’un des trois autres protocoles (QGG, QAG
et QTG) est utilisé. Voici un exemple pour chaque protocole où le nombre de nœuds
diponibles est égal à 11 mais où l’opération d’écriture échoue :
ñ Quorum en grille général : la première colonne ne contient aucun nœud disponible,
la deuxième colonne contient 2 nœuds disponibles et les trois colonnes restantes
contiennent chacune 3 nœuds disponibles. L’opération d’écriture ne sera pas va-
lidée car la première colonne ne contient aucun nœud disponible ;
ñ Quorum en arbre général : 1 nœud disponible au niveau l = 0, 3 nœuds disponibles
au niveau l = 1 et 7 nœuds disponibles au niveau l = 2. L’opération d’écriture
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échoue car le nombre de nœuds disponibles au niveau l = 2 est inférieur à w2
(7 < w2 = 8) ;
ñ Quorum en trapèze général : 2 nœuds disponibles au niveau l = 0, 2 nœuds
disponibles au niveau l = 1 et 7 nœuds disponibles au niveau l = 2. L’opération
d’écriture ne sera validée car le nombre de nœuds disponibles au niveau l = 1 est
inférieur à w1 (2 < w1 = 3).
Ceci explique donc la plus grande disponibilité en écriture du protocole QMG par rap-
port aux trois autres protocoles qui eux, imposent une structure logique pour organiser
les nœuds utilisés pour stocker les données. Par ailleurs, pour r = 11, la disponibilité en
écriture du protocole QGG est très proche de celle du protocole QMG comme montre
la figure 3.4(c). Cela est dû au fait qu’il existe seulement deux scénarios où le nombre
de nœuds disponibles est supérieur ou égal à 11 mais où l’opération d’écriture échoue
en utilisant le protocole QGG, à savoir :
ñ scénario 1 (nombre de nœuds égal à 11) : une colonne parmi les cinq existantes
ne contient aucun nœud disponible, une colonne parmi les quatre restantes en
contient 2 et les trois colonnes restantes contiennent chacune 3 nœuds disponibles ;
ñ scénario 2 (nombre de nœuds égal à 12) : une colonne parmi les cinq existantes
ne contient aucun nœud disponible et les quatre colonnes restantes contiennent
chacune 3 nœuds disponibles.
Ainsi, la probabilité d’apparition de ces deux scénarios reste très faible par rapport à
celle de toutes les éventualités possibles. Par ailleurs, lorsque le nombre de nœuds dis-
ponibles est égal à 13, les cinq colonnes de la grille doivent forcément contenir chacun
au moins un nœud disponible. En effet, quatre colonnes de la grille ne peuvent contenir
au total que 12 nœuds à raison de 3 nœuds par colonne. Nous pouvons donc en déduire
que pour une taille du quorum d’écriture supérieur ou égale à 13, les protocoles QGG
et le QMG présentent la même disponibilité en écriture. En revanche, il existe plu-
sieurs scénarios où l’opération d’écriture n’est pas validée bien que le nombre de nœuds
disponibles soit supérieur ou égal à 11 en utilisant les protocoles QAG ou QTG. Ceci
explique leur faible disponibilité en écriture par rapport aux deux autres protocoles.
Disponibilité en lecture
La figure 3.5 montre la disponibilité en lecture des différents protocoles pour les
trois valeurs de r que nous avons choisies (r = 4, r = 8 et r = 11).
Pour r = 4 (figure 3.5(a)), la plus grande disponibilité en lecture correspond à celle
du protocole QTG. Ceci s’explique principalement par l’organisation logique des nœuds
et la taille du quorum d’écriture, plus élevée que dans le cas des autres protocoles.
Selon une répartition spécifique, 4 nœuds disponibles peuvent être suffisants pour lire
la donnée en utilisant le protocole QTG tandis qu’au moins 5 nœuds disponibles sont
requis avec le protocole QGG et il en faut au minimum 8 avec le protocole QMG. En
effet, à titre d’exemple, en utilisant le protocole QTG, 3 nœuds disponibles stockant
des répliques à jour au niveau l = 0 et 1 nœud disponible avec une réplique à jour au
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niveau l = 1 ou l = 2 sont suffisants pour la lecture des données. En revanche, avec le
protocole QGG, 5 nœuds disponibles dont au moins 4 contiennent chacun une réplique
à jour de la donnée (à raison d’un nœud par colonne de la grille) sont nécessaires pour
reconstituer la donnée originale. De plus, avec le protocole QGG, il existe plusieurs
scénarios où l’opération de lecture échoue bien que le nombre de nœuds disponibles
soit supérieur ou égal à 5. Jusqu’à 12 nœuds disponibles peuvent être insuffisants si
ces nœuds résident dans 4 colonnes de la grille, la colonne restante ne contenant aucun
nœud disponible. La différence de disponibilité de lecture entre les protocoles QTG
(a) n = 15 et r = 4 (b) n = 15 et r = 8
(c) n = 15 et r = 11
Figure 3.5 – Disponibilité en lecture
et QMG s’explique principalement par le fait qu’avec cet exemple, tout quorum de
lecture avec le protocole QMG l’est aussi avec le protocole QTG alors que l’inverse
n’est pas forcément vrai. En effet, le protocole QMG requiert 8 nœuds disponibles pour
déterminer la version de la donnée. De même, avec le protocole QTG, n’importe quels
8 nœuds disponibles (indépendamment de leur localisation) permettent de déterminer
la version de la donnée. En revanche, dans ce dernier cas, il ne s’agit pas d’une exigence
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au sens strict car seulement deux nœuds disponibles sont suffisants pour retrouver la
version de la donnée avec ce protocole (à condition que ces nœuds soient situés au
niveau l = 0).
La disponibilité en lecture pour r = 8 et r = 11 est présentée respectivement sur
les figures 3.5(b) et 3.5(c). Nous remarquons que dans ces deux figures la courbe de la
disponibilité en lecture du protocole QAG passe en dessous de celle des protocoles QMG
et QGG et devient la plus faible disponibilité en lecture. Mais cela doit être relativisé
car ce changement s’explique principalement par le fait que le protocole QAG utilise
seulement au total 13 nœuds contrairement aux trois autres protocoles qui en utilisent
15. Par exemple, avec un nombre total de nœuds égal à 13, la courbe de disponibilité en
lecture du protocole QAG passe devant de celle du protocole QMG. Le choix d’utiliser
un nombre de nœuds différent des autres protocoles pour le protocole QAG a été motivé
par le fait qu’il n’y a pas un nombre raisonnable (i.e. pas trop grand pour l’exemple)
qui fédère les quatre protocoles.
La figure 3.5 montre que la disponibilité en lecture est inversement proportionnelle
à la valeur du paramètre r. Ceci s’explique par le fait que plus la valeur du paramètre r
est grande, plus le nombre de répliques à jour requises est élevé. Ainsi, en augmentant
la valeur du paramètre r, on perd en disponibilité en lecture mais on gagne en sécurité
et en espace de stockage car il faut plusieurs répliques de la donnée pour reconstituer
cette dernière et l’espace de stockage diminue car il est proportionnel à 1
r
. Par voie de
conséquence, l’utilisation d’une grande valeur du paramètre r exige une disponibilité
de nœuds très élevée pour ne pas pénaliser l’opération de lecture.
Nombre moyen de messages échangés pour l’opération d’écriture
La figure 3.6 présente le nombre moyen de messages échangés (envoyés et reçus) par
nœud pour l’opération d’écriture en fonction de la disponibilité des nœuds t. L’objectif
principal est d’avoir une estimation du nombre de messages générés par chaque protocole
lors d’une opération d’écriture car ce nombre peut avoir un impact sur le temps d’accès
aux données et l’utilisation des ressources système telles que la bande passante. Dans
cette sous-section, nous allons utiliser l’abréviation NMOE pour désigner le “ nombre
moyen de messages échangés par nœud pour l’opération d’écriture ”.
La première constatation (figure 3.6) est que pour tous les protocoles, le NMOE
croît avec la disponibilité des nœuds t. Cela est dû au fait que, par définition, plus la
disponibilité des nœuds t est élevée, plus il y a des chances que plusieurs nœud soient
disponibles lors d’une opération d’écriture. Ce qui implique donc que plusieurs nœuds
vont participer à l’opération d’écriture et cela génère naturellement plus de messages.
Prenons par exemple le cas t = 1. Indépendamment du protocole utilisé, il y aura
au total 3n messages échangés car les n nœuds utilisés pour stocker la donnée seront
disponibles et un nœud disponible génère 3 messages lors d’une opération d’écriture
valide (voir section 3.1, page 66). Donc NMOE= 3n
n
= 3 pour tous les protocoles,
comme le montrent les courbes de la figure 3.6.
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(a) n = 15 et r = 4 (b) n = 15 et r = 8
(c) n = 15 et r = 11
Figure 3.6 – Nombre moyen de messages échangés par nœud pour l’opération d’écriture
La figure 3.6 montre également que lorsque la valeur de la disponibilité des nœuds
t est faible, le protocole QMG a un NMOE significativement plus élevé que les trois
autres protocoles. En effet, le protocole QMG n’impose aucune structure logique pour
les nœuds stockant les répliques de la donnée. Or, les structures logiques des nœuds
permettent de détecter rapidement une défaillance de l’opération d’écriture. Lorsqu’une
défaillance est détectée, le protocole stoppe le processus d’écriture en évitant ainsi de
générer des messages inutiles. Par exemple, la défaillance d’un seul nœud au niveau
l = 0 avec le protocole QAG (un message échangé : une requête d’écriture), la défaillance
de deux nœuds au niveau l = 0 avec le protocole QTG (quatre messages échangés :
trois requêtes d’écriture et une réponse venant du seul nœud disponible à ce niveau)
et la défaillance de trois nœuds dans une colonne de la grille avec le protocole QGG
(trois messages échangés : trois requêtes d’écriture dans le meilleur des cas) permettent
chacune au protocole de décider que l’opération va surement échouer. En revanche il
faut 8 défaillances pour pouvoir détecter un échec d’écriture avec le protocole QMG
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(soit, dans le meilleur des cas, huit messages échangés : huit requêtes d’écriture). Cette
détection rapide d’une défaillance de l’opération d’écriture permet au protocole QAG
d’obtenir un faible NMOE par rapport aux autres protocoles car dans le cas le plus
favorable, un seul message échangé lui suffit pour détecter une défaillance de l’opération
d’écriture.
Les figures 3.6(a) et 3.6(b) montrent que, comme dans le cas de la courbe de dispo-
nibilité en écriture, même si on augmente la valeur du paramètre r, la courbe de NMOE
reste inchangée tant qu’on ne modifie pas la taille du quorum d’écriture. Ainsi, seules
les courbes correspondant aux protocoles QGG et QAG changent lorsque la valeur du
paramètre r passe de 4 à 8 car la taille du quorum d’écriture pour ces deux protocoles
passe de 7 à 8 alors que la taille des quorums pour les protocoles QMG et QTG restent
inchangées et sont égales, respectivement, à 8 et à 9. En revanche, lors du passage de la
valeur de r de 8 à 11 (figures 3.6(b) et 3.6(c)), toutes les courbes se déplacent vers le
bas car la taille du quorum d’écriture a augmenté pour tous les protocoles. On constate
ainsi que le NMOE est inversement proportionnel à la taille du quorum d’écriture. Cela
s’explique par le fait que lorsque la taille du quorum d’écriture augmente, la probabi-
lité d’obtenir un quorum d’écriture diminue, ce qui implique naturellement moins de
messages échangés.
Nombre moyen de messages échangés pour l’opération de lecture
La figure 3.7 présente le nombre moyen de messages échangés (envoyés et reçus) par
nœud pour l’opération de lecture en fonction de la disponibilité des nœuds t pour trois
valeurs de r (4, 8 et 11). Le calcul de ce nombre prend en compte tous les messages lors
d’une opération de lecture que cette dernière réussisse ou non. Dans cette sous-section,
nous allons utiliser l’abréviation NMOL pour désigner le “ nombre moyen de messages
échangés par nœud pour l’opération de lecture ”.
La figure 3.7(a) affiche les courbes de NMOL pour les quatre protocoles lorsque r =
4. Le plus grand NMOL correspond à celui du protocole QMG car il détecte tardivement
la défaillance d’une opération de lecture par rapport aux trois autres protocoles. Pour
une faible disponibilité en lecture (t ≤ 0.5), le protocole QGG présente le plus faible
NMOL comme montre la figure 3.7(a). En effet, lorsque la disponibilité des nœuds t
est faible, il y a plus de chance de trouver une colonne de la grille ne contenant aucun
nœud disponible. Or, lorsque le protocole rencontre cette colonne lors d’une opération
de lecture, cette dernière ne sera pas validée car il n’est plus possible de retrouver avec
certitude la dernière version de la donnée. Le protocole stoppe donc automatiquement
le processus de lecture pour éviter de générer des messages inutiles. Dans le meilleur des
cas, si c’est la première colonne consultée qui ne contient aucun nœud disponible alors il
n’y aura que trois messages générés (3 requêtes de lecture) avant de stopper l’opération.
A contrario, avec les protocoles QTG ou QAG, même si tous les nœuds aux niveaux
l = 0 et l = 1 sont défaillants, il est encore possible d’obtenir la version de la donnée
et de reconstituer la donnée originale en utilisant uniquement les nœuds résidant au
niveau l = 2. En effet, le protocole QAG ne nécessite qu’un minimum de D2−w2+1 = 5
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(a) n = 15 et r = 4 (b) n = 15 et r = 8
(c) n = 15 et r = 11
Figure 3.7 – Nombre moyen de messages échangés par nœud pour l’opération de
lecture
nœuds disponibles dont 4 au moins stockant une réplique à jour de la donnée. De même,
le protocole QTG requiert seulement un minimum de s2−w2 +1 = 4 nœuds disponibles
et contenant chacun une réplique à jour de la donnée. Il en résulte que ces protocoles
nécessitent un nombre de messages échangés supérieur avant de se rendre compte que
l’opération de lecture ne peut être validée. Lorsque la disponibilité des nœuds t est
grande, les structures logiques imposées aux nœuds avec les protocoles QTG et QAG
permettent à ces deux protocoles d’obtenir un faible NMOL (voir figure 3.7(a)). En
effet, avec ces deux protocoles, lorsque la disponibilité des nœuds est élevée, il y a plus
de chance que les niveaux l = 0 et l = 1 du trapèze ou de l’arbre soient suffisants pour
retrouver la donnée originale. A l’inverse, le protocole QGG nécessite la visite des cinq
colonnes pour obtenir la version de la donnée.
Lorsque la valeur du paramètre r passe à 8, le changement le plus perceptible
concerne le NMOL du protocole QAG : sa courbe croît de manière constante avec la
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disponibilité des nœuds t (voir figure 3.7(b)). Ce changement s’explique principalement
par le fait que désormais les nœuds résidant aux niveaux l = 0 et l = 1 de l’arbre ne suf-
fisent plus pour reconstituer la donnée originale. En effet, ces deux niveaux contiennent
uniquement 4 nœuds alors qu’il en faut au moins 8. Par contre, avec le protocole QTG,
les niveaux l = 0 et l = 1 du trapèze contiennent au total 8 nœuds. Ainsi, pour une
grande valeur de la disponibilité des nœuds, la probabilité que ces 8 nœuds soient dis-
ponibles et contiennent chacun une réplique à jour de la donnée est plus importante.
Ceci explique la décroissance de la courbe du NMOL du protocole QTG à partir de
t = 0.85 environ. On remarque également une amélioration de la courbe du NMOL du
protocole QTG pour les faibles valeurs de t. Ceci est dû au fait que contrairement au cas
r = 4, les nœuds résidant au niveau l = 2 du trapèze ne suffisent plus pour reconstituer
la donnée originale. En effet, lorsque tous les nœuds des niveaux l = 0 et l = 1 sont
défaillants, il ne reste plus que 7 nœuds dans le niveau l = 2 alors qu’il en faut au moins
8 pour reconstituer la donnée originale. Par conséquent, dès que les nœuds aux niveaux
l = 0 et l = 1 sont tous défaillants, le protocole stoppe automatiquement le processus
d’opération de lecture.
Pour r = 11, toutes les courbes croissent avec la disponibilité des nœuds, y compris
celle de QTG. Ceci s’explique par le fait que lorsque la valeur du paramètre r est
élevée, il y a plus de chance que le protocole QTG utilise souvent les trois niveaux
du trapèze lors d’une opération de lecture. En effet, les nœuds résidant aux niveaux
l = 0 et l = 1 ne sont plus suffisants pour la reconstruction de la donnée originale.
Nous pouvons remarquer également que pour des faibles valeurs de la disponibilité des
nœuds t, il y a une diminution du NMOL des protocole QTG et QAG par rapport au
cas r = 8. Par exemple, lorsque t = 0.2, le NMOL du protocole QAG est égal à 1.2
pour r = 8 (figure 3.7(b)) alors qu’il vaut 0.43 environ pour r = 11 (figure 3.7(c)).
C’est surtout la structure logique imposée aux nœuds par les protocoles qui contribue
à cette optimisation de NMOL pour des faibles valeurs de r. Comme le montre la
figure 3.7(c) seuls les protocoles qui imposent une structure logique à l’organisation des
nœuds présentent un faible NMOL.
Synthèse
Nous avons évalué plusieurs critères de performance de chacun des quatre proto-
coles que nous avons élaborés. L’objectif principal de ces évaluations est de dégager
les avantages et les inconvénients de chaque protocole. Cela va permettre à CloViS de
choisir le protocole de cohérence à utiliser selon les besoins prioritaires de l’utilisateur.
Les critères de performances que nous avons retenus pour ces évaluations numériques
sont la disponibilité en écriture et en lecture et le nombre de messages échangés par
nœud pour ces opérations.
Le quorum majoritaire général présente une grande disponibilité en écriture mais
son opération de lecture n’est pas adaptée lorsque la valeur du paramètre r est petite
du fait que le nombre de nœuds requis pour obtenir la dernière version de la donnée
reste toujours égale à bn2 c + 1. Cette contrainte conditionne la disponibilité en lecture
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avec ce protocole. Par ailleurs, ce protocole présente également un nombre significatif de
messages échangés pour les opérations d’écriture et de lecture. Ceci peut constituer un
obstacle majeur pour les applications où la bande passante est un paramètre critique.
Il n’est donc pas adapté, par exemple, aux flux multimédia (applications de streaming
multimédia).
Le quorum en grille général présente également une disponibilité en écriture assez
élevée et une disponibilité en lecture est faible par rapport à celle des autres protocoles
de cohérence étudiés pour les faibles valeurs du paramètre r. Concernant le nombre de
messages échangés, du fait de sa capacité à détecter rapidement la défaillance d’une opé-
ration d’écriture et de lecture, ce protocole est particulièrement adapté à une faible dis-
ponibilité des nœuds. En revanche, pour une grande valeur de disponibilité des nœuds,
ce protocole échange beaucoup de messages lors des opérations de lecture et d’écri-
ture. Ainsi, comme le quorum majoritaire général, ce protocole n’est pas adapté aux
applications gourmandes en termes de bande passante.
Le quorum en arbre général est efficace surtout lorsque les données stockées sont en
lecture seule ou qu’elles ne subissent que peu de modifications (lectures majoritaires ou
exclusives). L’inconvénient majeur de ce protocole est sa faible disponibilité en écriture,
due principalement à la structure de l’arbre où le seul nœud résidant au niveau l = 0
constitue un goulot d’étranglement lors d’une opération d’écriture. La défaillance de
ce seul nœud lors d’une opération d’écriture entraîne la défaillance de cette dernière.
Parmi les quatre protocoles considérés, c’est le quorum en arbre général qui présente le
plus faible nombre de messages échangés par nœud pour les opérations d’écriture et de
lecture. Cette solution pourrait-être utilisée dans les applications de base de données
où la disponibilité et le taux de transactions sont des critères déterminants.
Le quorum en trapèze général présente la meilleure disponibilité en lecture par
rapport aux trois autres protocoles. Il propose également une disponibilité en écriture
assez élevée spécialement lorsque la disponibilité des nœuds est élevée. Le nombre moyen
de messages échangés pour l’opération d’écriture est faible pour ce protocole, ce qui
contribue à l’optimisation de la bande passante. Pour une faible disponibilité des nœuds,
ce protocole échange peu de messages durant l’opération de lecture lorsque la valeur
du paramètre r est strictement supérieur à sh. Pour une forte disponibilité des nœuds,
ce protocole échange également peu de messages lorsque la valeur du paramètre r est
strictement inférieur à n− sh. Le quorum en trapèze général présente non seulement un
bon compromis entre disponibilité en écriture et en lecture mais aussi entre le nombre
moyen de messages échangés lors des opérations d’écriture et de lecture.
3.7.2 Analyse de performances dans un environnement réel
Le système de fichiers de CloViS : CloViSFS
Avant d’effectuer une évaluation de performances dans un environnement réel, nous
avons d’abord décidé d’améliorer le système de fichiers de CloViS, appelé CloViSFS.
CloViSFS est implémenté en espace utilisateur et s’appuie sur FUSE(Filesystem in
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UserSpacE). Le choix de la librairie FUSE a été fait afin de permettre une intégration
rapide au noyau linux tout en développant ClovisFS en espace utilisateur. Du fait de
l’utilisation d’un système de gestion de fichiers compatible POSIX, l’ensemble des com-
mandes shell relatives à la gestion des répertoires et des fichiers peuvent être utilisées.
Le choix de cette sémantique permet d’assurer que la majorité des applications écrites
ne nécessitent pas de réécriture/recompilation pour pouvoir être exécutées sur notre
plateforme. Grâce à cette interface, un utilisateur peut accéder au système de fichiers
à partir d’un point de montage sur sa machine.
Nous avons procédé à une ré-écriture totale du système de fichiers CloViS, en s’ap-
puyant sur l’API bas niveau de FUSE plutôt que celle haut niveau utilisée dans l’an-
cienne version. Cette interface bas niveau offre une meilleure performance et plus de
contrôle sur les opérations du système de fichiers au prix d’une complexité d’implémen-
tation plus importante par rapport à l’interface haut niveau. Par exemple, l’interface
manipule directement les i-nœuds alors celle haut niveau travaille sur les chemins de fi-
chier. Dans ce dernier cas, FUSE garde à sa charge la translation d’un chemin de fichier
en i-nœud de façon transparente pour le développeur, mais au prix d’une sollicitation
accrue des ressources mémoire et cpu. En outre, nous avons implémenté l’algorithme
CRUSH (Controlled Replication Under Scalable Hashing) pour gérer le placement des
répliques dans l’ensemble des ressources de stockage de CloViS. L’algorithme CRUSH
est détaillé dans [110]. Il permet de sélectionner, selon des critères définis par l’utili-
sateur, les nœuds à utiliser pour stocker une donnée lors d’une opération d’écriture.
De façon symétrique, il est aussi responsable de la recherche des différents nœuds qui
stockent les répliques d’une donnée lors d’une opération de lecture. Il supporte égale-
ment la gestion de manière hiérarchique des dispositifs de stockages tels que l’armoire
(rack), la salle, le bâtiment, la ville, le pays voire le continent pour affiner les règles de
distribution.
Analyse réelle sur des charges simulées avec IOzone
La plate-forme de test est composée de nœuds de stockage de type DELL Poweredge
C2100, équipés d’un système d’exploitation Scientific Linux SL6.3 et interconnectés par
un réseau infiniband 40 G. Tous les nœuds sont des bi-processeurs Intel Xeon 5500 (4
cœurs) à 2.2 Ghz, dotés de 24 Go de mémoire et équipés chacun de 7 disques :
• un disque SSD SATA 3GB/s de 200 Go réservé pour le système (Seagate Pulsar.2
ST200FM0012 ),
• 6 disques SAS 3 Gb/s de 146 Go pour les données (Seagate ST3146855SS).
L’évaluation des performances dans un environnement réel a été effectuée grâce au
benchmark IOzone (version 3.430). Le benchmark IOzone génère et mesure la perfor-
mance d’une grande variété d’opérations sur des fichiers [4]. Dans nos tests, pour chaque
protocole de cohérence, nous nous intéressons à trois paramètres particuliers, à savoir,
la durée d’exécution du test sur IOzone, la performance en écriture et celle en lecture.
Pour chaque protocole de cohérence, nous avons effectué quatre séries de tests puis nous
avons calculé ensuite la moyenne des résultats obtenus.
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Dans ce test, nous avons utilisé les paramètres suivants :
+ Quorum majoritaire général (QMG) : n = 15 ;
+ Quorum en grille général (QGG) : N = 3 et M = 5 ;
+ Quorum en arbre général (QAG) : D = 3, h = 2, w0 = 1, w1 = 2 et w2 = 4 ;
+ Quorum en trapèze général (QTG) : a = 2, b = 3, h = 2, w0 = 2, w1 = 3 et
w2 = 4.
Le nombre de répliques à jour requises par le protocole de distribution des données lors
d’une opération de lecture est égal à r = 4.
ñ Durée d’exécution sur IOzone : Ce paramètre correspond à la durée moyenne
globale d’un test en utilisant IOzone. La figure 3.8 récapitule pour chaque pro-
tocole la durée moyenne globale d’un test. Les résultats obtenus confirment ceux
présentés dans la sous-section 3.7.1 précédente. En effet, nous pouvons remarquer
que la durée du test est proportionnelle au nombre de messages échangés lors de
l’opération d’écriture et de lecture. Le QAG qui échangeait moins de messages par
rapport aux autres protocoles, représente le meilleur temps de test dans nos éva-
luations (figure 3.8). Et inversement, c’est le QMG qui est le moins performant,
confirmant ainsi, le nombre élevé de messages échangés lors d’une opération d’écri-
ture et de lecture dans l’analyse théorique faite précédemment (sous-section 3.7.1).
Le QGG et le QTG ont à peu près les mêmes temps d’exécution. Cela s’explique
principalement par le fait que le QGG présente une taille de quorum en écriture
inférieure à celle du QTG (donc un meilleur temps en écriture par rapport au
QTG) et inversement, dans le meilleur des cas, le QTG peut accéder uniquement
à quatre nœuds lors d’une opération de lecture alors qu’avec le QGG, lors d’une
opération de lecture, il doit accéder au moins N +M − 1 = 7 nœuds (un meilleur
temps en lecture par rapport au QGG). Ainsi, il est tout à fait possible donc que
la somme de ces deux temps se rapprochent pour ces deux protocoles.
Figure 3.8 – Temps d’exécution sur IOzone
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ñ Performance de l’opération d’écriture : Ce paramètre mesure la perfor-
mance de l’opération d’écriture pour chaque protocole de cohérence. Il s’agit d’une
moyenne de performance de plusieurs types d’écriture de fichier (écriture d’un
nouveau fichier, écriture d’un fichier qui existe déjà, écriture à des emplacements
aléatoire dans le fichier, etc.). La figure 3.9 présente, pour chaque protocole, la
performance en écriture mesurée lors de nos tests dans un environnement réel.
Les résultats obtenus montrent que la meilleure performance en écriture corres-
pond à celle du QAG et la moins bonne performance correspond à celle du QMG.
La performance en écriture pour le QGG et celle de QTG se situent entre ces
deux seuils. Ces résultats concordent en général avec ceux obtenus dans la sous-
section 3.7.1 concernant le nombre moyen de messages échanges pour l’opération
d’écriture. Néanmoins, il existe une petite discordance entre le QTG et le QGG.
En effet, ce dernier présente une meilleur performance en écriture alors qu’en
moyenne, il échange plus de messages lors de l’opération d’écriture que le QTG.
Mais ce résultat était prévisible car cela provient du fait que la taille du quorum
d’écriture du QGG est inférieure à celle du QTG, respectivement égales à sept et
neuf. Ainsi, même si le nombre moyen de messages échangés lors de l’opération
d’écriture avec le QGG est supérieur à celui de QTG, il y a des cas où le nombre
de nœuds accédés lors d’une opération d’écriture avec le QGG est inférieur à celui
de QTG. Par exemple, ce scénario se présente lorsque les sept premiers nœuds
accédés sont tous disponibles, qui constituent donc un quorum d’écriture avec le
QGG alors qu’il en faut neuf avec le QTG.
Figure 3.9 – Performance de l’opération d’écriture
ñ Performance de l’opération de lecture : Ce paramètre mesure la perfor-
mance de l’opération de lecture pour chaque protocole de cohérence. Il s’agit d’une
moyenne de performance de plusieurs types de lecture (lecture d’un fichier, lecture
d’un fichier qui a été lu récemment, lecture à des endroits aléatoire dans le fichier,
etc.). La figure 3.10 présente, pour chaque protocole, la performance en lecture
mesurée lors de nos tests dans un environnement réel. Les résultats montrent que
le QTG et le QAG présentent les meilleurs performances en lecture, vient ensuite
le QGG et enfin, le QMG représente la moins bonne performance en lecture. Ce
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résultat était prévisible car il confirme le fait que la performance en lecture est
inversement proportionnelle au nombre de nœuds accédés lors d’une opération de
lecture.
Figure 3.10 – Performance de l’opération de lecture
Synthèse
Nous avons évalué les différents protocoles de cohérence élaborés sur une infra-
structure réelle. Les résultats obtenus confirment ceux présentés lors de l’évaluation
numériques dans la sous-section 3.7.1. Le QAG offre une meilleure performance en écri-
ture et en lecture mais son principal inconvénient est sa faible disponibilité en écriture
dûe au fait que l’unique nœud se trouvant au niveau l = 0 constitue un goulot d’étran-
glement. Le QMG présente la plus faible performance en écriture et en lecture parmi
les quatre protocoles de cohérence élaborés et donc un temps d’exécution plus long. Le
QGG a une performance comparable à celle de QTG en terme de temps d’exécution.
Mais en moyenne le QGG échange plus de messages que le QTG, ceci est dû au coût
élevé de la formation d’un quorum d’écriture avec le QGG en cas de défaillance d’un
ou plusieurs nœuds.
Conclusion et perspectives
Le stockage des données est devenu l’une des composantes fondamentales du cloudcomputing. Il doit répondre à un certain nombre d’objectifs parmi lesquels figurentla performance (temps d’accès aux données et débit), le passage à l’échelle, la fia-
bilité des opérations qui y sont effectuées, la disponibilité des données, etc. Dans cette
thèse, nous nous sommes focalisés sur les deux critères que sont la disponibilité des
données et la gestion de la cohérence des répliques. Pour répondre au critère de dispo-
nibilité des données au sein de CloViS, nous avons utilisé des techniques de distribution
des données issues de la littérature. Elles sont présentées sous forme de qualité de ser-
vices implémentées par le biais de librairies à liaison dynamique enfichables à chaud.
La gestion de la cohérence des données est implémentée, dans CloViS, par le compo-
sant CCCC. Ce composant doit mettre en œuvre un protocole de cohérence efficace et
performant pour ne pas pénaliser le temps d’accès aux données de CloViS et éviter la
perte des données. En effet, la défaillance de ce composant est susceptible de causer
une perte irréparable partielle voire totale de données.
Ainsi, dans un premier temps, nous avons proposé d’utiliser au sein de CloViS des
techniques de distribution des données de types codes correcteurs ou schémas à seuil
qui permettent de trouver un meilleur compromis entre la disponibilité des données et
le surcoût généré comparé au mécanisme habituel de réplication totale. Ces techniques
offrent également à CloViS la possibilité de définir plusieurs niveaux de qualité de ser-
vices en termes de disponibilité des données ou d’espace de stockage, permettant ainsi
d’adapter les paramètres du protocole de distribution des données selon les critères prio-
ritaires de l’utilisateur (qu’il s’agisse de la disponibilité des données ou de l’espace de
stockage, voire d’un compromis entre les deux). En effet, ces protocoles de distribution
des données sont beaucoup plus souples que la réplication totale. Même si cette der-
nière offre la meilleure disponibilité des données possible, elle implique également une
utilisation excessive des ressources du système telles que le réseau, l’espace de stockage,
etc.
Ensuite, nous avons élaboré quatre protocoles de gestion de répliques motivés par
CloViS : le quorum majoritaire général, le quorum en grille général, le quorum en arbre
général et le quorum en trapèze général. Pour cela, nous avons repris différents protocoles
de cohérence à quorums issues de la littérature et nous y avons apporté les modifications
nécessaires afin qu’ils puissent garantir toutes les conditions requises par la technique de
distribution des données utilisée. Ces conditions sont, entres autres, de pouvoir garantir
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le nombre de répliques requises pour la reconstitution de la donnée originale lors d’une
opération de lecture, et d’ajuster la taille minimale du quorum d’écriture lors d’une
opération d’écriture. Pour cela, nous avons redéfini les quorums d’écriture et de lecture
afin de maintenir la cohérence des données à tout moment et de supporter plusieurs
types de techniques de distribution des données dont, entre autres, les codes correcteurs
et les schémas à seuil. Les adaptations apportées à ces protocoles permettent à CloViS de
disposer d’un large choix de techniques de distribution des données à utiliser comme les
codes correcteurs, les schémas à seuil, le RAID, etc. Les évaluations numériques que nous
avons effectuées nous ont permis de mettre en exergue les avantages et les inconvénients
respectifs de chaque protocole. Les résultats ont montré que parmi les quatre protocoles
de gestion de répliques proposés c’est le protocole de quorum en trapèze général qui
présente un meilleur compromis entre les quatre critères de performance que nous avons
considérés, en l’occurrence, la disponibilité en écriture et en lecture, et le nombre de
messages échangés par nœud lors des opérations d’écriture et de lecture.
Enfin, un dernier point sur lequel nous avons travaillé pendant cette thèse est l’amé-
lioration de la performance du systèmes de fichiers de CloViS : CloViSFS. Pour cela,
nous avons effectué une ré-écriture totale du système de fichiers de CloViS, en utilisant
l’interface bas niveau de l’API de FUSE plutôt que celle de haut niveau utilisée précé-
demment. Cette interface bas niveau offre une meilleure performance et plus de contrôle
sur les opérations du système de fichiers au prix d’une complexité d’implémentation plus
importante par rapport à l’interface haut niveau. Nous avons également mis en place
l’algorithme CRUSH (Controlled Replication Under Scalable Hashing) pour optimiser
le placement des données dans l’ensemble des ressources de stockage physiques mises à
disposition [110]. Lors d’une opération d’écriture, cet algorithme sélectionne les nœuds
à utiliser pour le stockage selon les critères indiqués. De même, lors d’une opération
de lecture, il se charge de trouver les nœuds qui stockent les différentes répliques de la
donnée. On peut y définir des hiérarchisations telles que l’armoire (rack), la salle, le
bâtiment, la ville, le pays voire le continent pour affiner les règles de distribution.
Perspectives
Adapter d’autres protocoles de cohérence issus de la littérature
Il est souhaitable d’explorer d’autres types de protocoles de cohérence dans le
contexte de CloViS. En effet, la performance d’un protocole de cohérence dans le
contexte de la réplication totale n’est pas liée à la performance dans notre contexte,
plus général. Pour déterminer les avantages et inconvénients de ces autres protocoles
issus de la littérature, il faut donc procéder à une nécessaire adaptation, puis à des
évaluations numériques. Cela devrait permettre à CloViS de proposer une liste signifi-
cative de protocoles de cohérence, avec leurs avantages et inconvénients respectifs, afin
de pouvoir sélectionner le meilleur protocole de cohérence des données selon les besoins
de l’utilisateur.
Envisager d’autres techniques de distribution des données
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Nous avons, jusqu’à présent, considéré que chaque bloc de données était scindé en
plusieurs sous-blocs, ces sous-blocs étant utilisés avec une technique de type code cor-
recteur ou schéma à seuil avant d’être distribués sur l’ensemble des nœuds de stockage.
Cette technique présente l’inconvénient d’un morcellement important des données. Une
autre approche est possible : chaque bloc de données peut être combiné avec d’autres
blocs existants dans le système par le biais des techniques précédemment évoquées avant
d’être stocké. Cela entraine un morcellement moins important, mais soulève d’autres
problèmes tels que la mise à jour des blocs ”appairés”. De surcroit le nombre et la
taille des messages varie significativement. Il convient donc d’étudier plus en détail ces
deux solutions pour évaluer leurs avantages et inconvénients respectifs et déterminer
les conditions optimales pour leur mise en œuvre.
Évaluer les différents protocoles élaborés sur une infrastructure repré-
sentative
Après avoir effectué des évaluations numériques sur les quatre protocoles de cohé-
rence définis, nous avons effectué des évaluations de ces protocoles en environnement
réel, sur une grappe de stockage composée de quatre nœuds. Ces premiers résultats,
présentés dans la section 3.7.2, ont montré la pertinence de notre évaluation numérique.
Néanmoins ils doivent être confirmés dans des conditions plus proches d’une utilisation
réelle de CloViS : nombre de nœuds supérieur, répartis sur plusieurs sites. Ainsi, ces
évaluations permettront, nous l’espérons, de valider le modèle présenté. Ces expérimen-
tations utiliserons les ressources disponibles dans GRID 5000 pour se rapprocher d’un
environnement de production représentatif. Ces tests seront complétés par des mesures
de performance comparatives entre CloViS et d’autres outils dédiés au stockage Cloud
tels que Ceph et GlusterFS.
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