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The surface air temperature has large impacts on crops in their quality and quantity. In
decision to reduce the damage of crops, high-resolution medium-range probabilistic forecasts
of surface air temperature fields should be helpful. In northeastern Japan, a northeasterly
wind called Yamase sometimes brings anomalously cool and cloudy weather during summer,
and causes serious damage to crops. The anomalous temperature fields are largely influenced
by complex terrain, while Yamase itself is considered as a part of large-scale flow. Therefore,
it is necessary to consider effects of smaller-scale phenomena as well as large-scale phenom-
ena. Meanwhile, since the growth of forecast errors generally depends on the state of the
atmosphere, it is also important to predict the reliability of forecasts.
Even operational global models for medium-range ensemble forecasts are still too coarse
to realistically represent both temporal and spatial variability of the surface air temperature.
Although ensemble dynamical downscaling forecasts are expected to be an alternative, its
validity for medium-range surface air temperature forecast has not been fully investigated.
The purpose of this study is to assess ensemble downscaling for medium-range forecasts of
the detailed spatial distributions of surface air temperature.
First, to evaluate the surface air temperature simulated by dynamical downscaling model
itself, a perfect boundary experiment was conducted. In this experiment, the Japan Meteo-
rological Agency (JMA) nonhydrostatic models (NHMs) with horizontal resolution of 25 km,
5 km, and 1.5 km were used as dynamical downscaling models. Japanese 55-year Reanalysis
data were adopted as the initial and lateral boundary conditions. The experimental periods
were set to July 2003 and 2004. In July 2003, a cool summer is brought by Yamase, while a
hot summer is brought due to no influence of Yamase in July 2004.
The bias of diurnal temperature range is found to be reduced with dynamical downscaling
in both July 2003 and July 2004. This is the results from the improvement in the reproduction
of local circulations and clouds with dynamical downscaling. In particular, the reduction of the
bias in July 2003 is attributed to the improvement in the reproduction of clouds accompanied
by Yamase, whose distributions are largely influenced by terrain. On the other hand, the
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downscaled daily mean air temperature has warm bias and the bias accounts for about 60
% of the RMSEs in both July 2003 and 2004. This implies that bias correction is helpful to
extract effective signals from dynamical downscaling results. Meanwhile, the warm bias of the
daily mean temperature is enhanced with dynamical downscaling in July 2004. The features
are not found in July 2003. These results suggest that the dynamical downscaling model have
some deficiency in clear days and the effects of errors are larger than those of enhancement of
the horizontal resolution.
Second, to assess medium-range forecasts of the detailed spatial distribution of the daily
mean surface air temperature, an ensemble downscaling forecast experiment was conducted
using NHMs with horizontal resolutions of 25 km and 5 km. In this experiment, the JMA’s
one-month ensemble hindcast data, which consist of 9 ensemble members, were adopted as
the initial and lateral boundary conditions. The initial times were set to 20 June, 30 June,
10 July, and 20 July from 2000 to 2009. The bias was corrected at each forecast time and at
each position against the surface air temperatures observed by the Automated Meteorological
Data Acquisition System (AMeDAS).
Single dynamical downscaling forecasts enhance the temporal and spatial variability of
surface air temperature which is underestimated with the coarse global model. As an effect
of the increase of the variability, single dynamical downscaling forecasts amplify the errors in
lateral boundary conditions. The ensemble means of downscaling forecasts have 15 % smaller
RMSEs compared with the single downscaling forecasts, and still have larger variability than
the coarse global forecasts have. The ensemble means of downscaling forecasts can successfully
extract reliable signals with information of local circulations. Moreover, the ensemble down-
scaling forecasts have 80 % larger spreads than the global forecasts. This is because ensemble
downscaling forecasts can add the uncertainty including effects of smaller-scale phenomena.
The result suggests that ensemble downscaling forecasts can provide the probabilistic fore-
casts considering the effects of local-scale phenomena that cannot be reproduced with coarse
global models.
An empirical orthogonal function (EOF) analysis is conducted. The analysis clarified that
the predictability depends on the EOF modes. The predictable periods are 8 days for the
homogeneous mode over northeastern Japan, 5 days for the Yamase mode (east-west mode), 2
days for the north-south mode. The dynamical downscaling can properly predict amplitudes
of the EOF modes. Particularly regarding the Yamase mode, the dynamical downscaling
can predict 90 %, though the global model can do only 20 %. This result indicates that the
validity of ensemble downscaling for medium-range forecast of surface air temperature field
induced by Yamase.
ii
This study shows the validity of ensemble downscaling for medium-range forecasts of the
detailed spatial distributions of surface air temperature. The ensemble downscaling is useful
to estimate realistic features including effects of small-scale phenomena such as spatial vari-
ability, temporal variability, and probabilistic distribution. Therefore, results of the ensemble
downscaling have a potential in use as inputs of models such as agricultural models that need
realistic surface variables. It is also possible to estimate the reliability of the forecasts with
contribution rates of the predictable modes in the ensemble mean forecasts. In addition, this
study suggests that even the state of the art dynamical downscaling model have some defi-
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The local weather can cause serious damage to crops in their quality and quantity. Remarkable
immaturity of crops and epidemics of rice blight sometimes occur in northeastern Japan,
especially on the Pacific coast side. This is because anomalously cool and cloudy weather
over there during summer is brought by northeasterly winds called Yamase. If farmers get
the information that Yamase will occur and have large impacts on the local weather several
days ahead, they can take measures such as deep water irrigation and crop-dusting in order
to reduce the damage to crops. Thus, Yamase and its effects on the weather have been an
important topic of medium-range weather prediction in Japan.
Ninomiya and Mizuno (1985a) indicated that there is a characteristic variation pattern
of surface air temperature along the Pacific coast in northeastern Japan in July and August,
and that the variation pattern has relationship to Yamase. Yamase itself is considered a
large-scale flow from the cool polar maritime air mass that develops over the Okhotsk Sea,
the Bering Sea, and the North Pacific (Ninomiya and Mizuno, 1985a). Yamase accompanies
low level clouds due to the moisture supply from the ocean and the radiative cooling at cloud
top (Kodama, 1997). Therefore, Yamase brings not only cool weather due to advection but
also due to low irradiation by the clouds. Meanwhile, the vertical scale of Yamase is less
than 1-2km; thus, it is greatly influenced by the mountains that run from north to south over
northeastern Japan and causes the characteristic distribution of temperature and sunshine
duration that includes a large contrast between the eastern and western sides of the region as
shown in Fig. 1.1 (Ninomiya and Mizuno, 1985b).
The horizontal resolution of the global models for operational medium-range forecast is
tens of km, which is too coarse to represent such variability of surface air temperature in both
of the temporal and spatial directions. In order to simulate these features higher resolution
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Figure 1.1: The distributions of (a) estimated sea level air temperature [◦C], and (b) sunshine
duration [hours] in a typical Yamase day (16 August 1976). From Ninomiya and Mizuno
(1985b).
models are needed. Driving a high-resolution global model may be ideal, but it costs too
many computer resources due to increase of the computation and the traffic. Besides, since
the governing equations in operational global models are based on hydrostatic assumption,
the models cannot be applied to the simulation with horizontal resolution of less than 10 km.
Therefore, another measure should be taken.
Dynamical downscaling is a technique that is used to derive information about smaller-
scale phenomena with high-resolution regional models from output data of lower resolution
models that simulate larger-scale phenomena (Wang et al., 2004). The technique can explic-
itly take into account smaller-scale phenomena such as effects of complex terrain and local
circulations in the domain of interest, while computational costs are lower compared with
those required by the equivalent resolution global models. Ishizaki et al. (2012) downscaled
the Japanese 25-year reanalysis (JRA-25; Onogi et al., 2007) using five different models with
horizontal resolutions of 20km. They showed that dynamical downscaling can improve the
reproducibility of the temperature distributions that are influenced by Yamase over north-
eastern Japan using the monthly averaged temperature anomaly fields in July 1993.
Another important feature of dynamical downscaling is that lateral boundary conditions
are indispensable. Therefore, results of dynamical downscaling include errors that arise from
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lateral boundary conditions as well as from initial conditions and downscaling models them-
selves. In dynamical downscaling, the results primarily depend on the lateral boundary con-
ditions, especially in case that the domain is small (Vukicevic and Errico, 1990). In the
prediction of the future state of the atmosphere with dynamical downscaling, lateral bound-
ary conditions are generally provided by prediction with global model or data derived from
the prediction with global model. Thus, it is necessary to consider the uncertainty of the
prediction with global model in dynamical downscaling forecast.
The governing equations in global models are a finite set of ordinary nonlinear differential
equations. Lorenz (1963) revealed that for such systems the slightly differing initial states
can eventually evolve into considerably different states. The initial conditions are estimated
from available observations and short-time model forecasts. They are the most likely states of
the atmosphere at the initial time, but include some errors. The errors are inevitable results
from the deficiency of the spatial and temporal density of observations and the limitation of
the accuracy of observations. The performance of the prediction with global model is mainly
affected by the uncertainty of the initial conditions. Furthermore, Lorenz (1965) indicated
that the growth rate of small perturbations in initial conditions is strongly dependent on the
current circulation pattern. Thus, it is necessary to consider the uncertainty in the prediction
with global model that is evolved from the uncertainty included in the initial condition and
depending on the initial state.
As a practical way to take into account the uncertainty of initial conditions, ensemble
forecasts have been proposed. In ensemble forecasts, the model integrations start from a finite
set of initial conditions generated by adding perturbations comparable to analysis errors.
Leith (1974) suggested a Monte Carlo forecasting (MCF) procedure. In this procedure,
the perturbations are random vectors with zero mean that are orthogonal in phase space
to each other. Toth and Kalnay (1993) mentioned that the crucial problem with the MCF
procedure is that random perturbations, which are mainly projected on inertia-gravity waves,
cannot capture the few initial fast-growing modes in the high dimensional phase space of




even in today’s operational
ensemble prediction systems due to the limitation of computational resources. Since the




or more, the MCF procedure is infeasible to
represent the uncertainty of initial conditions. Thus, it is necessary to sample fast-growing
modes as initial perturbations more efficiently. To meet the necessity, in 1990s, the singular
vector (SV) method (Buizza and Palmer, 1995) and the breeding of growing mode (BGM)
method (Toth and Kalnay, 1993) are proposed and introduced in the operational ensemble
prediction system at the European Center for Medium-Range Forecasts (ECMWF) and the
National Meteorological Center (currently know as the National Centers for Environmental
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Prediction: NCEP), respectively. In the SV method, the perturbations are combinations of
SVs of the tangent linear operator of the model including nonlinearities with large singular
value over an finite optimization time interval with respect to an inner product corresponding
to norm such as total energy. The SV with larger singular value has larger growth rate of
the norm over the optimization time interval (Buizza and Palmer, 1995). The perturbations
with the SV method represent the leading forward Lyapunov vectors, which will grow with
the tangent linear model (Legras and Vautard, 1996). On the other hand, in the BGM
method, the difference between the short-time forecasts from perturbed and non-perturbed
initial conditions is scaled down to the size of the initial perturbation and then added to the
analysis corresponding to the time. With the iterative procedure, the fast-growing modes
dominate the perturbations, whereas the decaying mode become negligible (Toth and Kalnay,
1997). The perturbations with the BGM method represent the leading backward Lyapunov
vectors, which have grown with the non-linear full model (Legras and Vautard, 1996).
Downscaling of these global ensemble forecasts (ensemble downscaling forecasts) are ex-
pected to enable us to consider the influences of these uncertainties, treat the forecasts prob-
abilistically, and extract more reliable information about local circulations in addition to
large-scale motions.
In some researches, downscaling experiments of global ensemble forecasts were conducted,
but their target is generally short-range forecast in which the errors in initial conditions
are still important (e.g. Bowler and Mylne, 2009; Saito et al., 2011, 2012). Several studies
have investigated the benefits of ensemble downscaling in medium-range rainfall forecasts.
Marsigli et al. (2001) showed that ensemble downscaling forecasts better captured four heavy
rainfall events over the Alpine than either global ensemble forecasts or deterministic limited-
area forecasts. Marsigli et al. (2008) indicated that ensemble downscaling forecasts are more
useful than global ensemble forecasts in predicting the occurrence of precipitation peaks and
distinguishing between events and non-events especially for moderate and high precipitation.
However, ensemble downscaling systems have been assessed that focus on the medium-range
forecasting surface anomalous temperature fields such as induced by Yamase.
1.2 Purpose of this study
The purpose of this study is to assess the ensemble dynamical downscaling for medium-range
forecast of surface air temperature over northeastern Japan during summer. The outline of
the paper is as follows. Chapter 2 describes the outline of the model used in dynamical
downscaling In chapter 3, the characteristic errors of surface air temperature introduced by
dynamical downscaling model itself are investigated with dynamical downscaling of reanalysis
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data. The sensitivity of the errors to the horizontal resolutions are discussed. In chapter
4, an ensemble downscaling forecast system is constructed and is assessed focusing on daily
mean surface air temperature over northeastern Japan. The predictability of the modes
obtained by an empirical orthogonal function (EOF) analysis of observed daily mean surface
air temperature fields is also investigated. This chapter is based on Fukui et al. (2014).
Conclusions of this study are summarized in Chapter 5.
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Chapter 2
Outline of the model
As the dynamical downscaling model, JMA Nonhydrostatic model (NHM: Saito et al., 2007)
is adopted in this study. The governing equations in NHM are a set of non-hydrostatic
fully compressible equations, which consist of the three-dimensional flux form momentum
equations, the pressure equation, the thermodynamic equation, the prognostic equations of
mixing ratios of water substances, and the state equation, on a spherical curvilinear orthogonal
and a hybrid terrain-following coordinate under the shallow assumption (Saito et al., 2007).
The horizontal grids are Arakawa C type, and the vertical grids are Lorenz type. The forth-
order finite difference for the staggered grid structure is employed in calculation of advection
terms. The time-splitting, horizontally explicit, and vertically implicit scheme is used for
the time integration of the equations associated with acoustic waves. Dumping schemes
suppress unrealistic computational noise. Rayleigh damping is added near the lateral and
upper boundary. The vertical layer is set to 40 levels from 20 m to 23,205 m in the generalized
hybrid vertical coordinates.
In NHM, various physical schemes are implemented in order to estimate the effects subgrid-
scale phenomena and diabatic heating. The model with horizontal resolution of larger than
about 2 km, deep convections are not sufficiently resolved. The Kain-Fritsch scheme (Kain
and Fritsch, 1990) is used for the convective parameterization. The processes such as phase
transitions of water, and development of liquid or solid water particle are represented with a
bulk microphysics scheme in which the mixing ratios of cloud water, rain, cloud ice, snow, and
graupel and the number of concentrations of cloud ice are predicted. (Ikawa and Saito, 1991).
To evaluate the effects of subgrid-scale turbulence, the Mellor-Yamada level 3 improved by
Nakanishi and Niino (2004, 2006) (MYNN3) is adopted. Nagasawa et al. (2006) described that
a partial condensation scheme is necessary to accurately deal with the effects of the low-level
clouds that are accompanied by Yamase in models coarser than 100 m, which cannot explicitly
resolve shallow convection. The partial condensation scheme (Sommeria and Deardorff, 1977)
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is employed to estimate subgrid-scale condensation based on the second order moments of
the turbulent fluctuations predicted with MYNN3 and diagnose cloud amounts for radiation
estimation. To estimate radiative heating, the radiative transfer equation is computed every
10 minutes for both longwave and shortwave radiation. Longwave radiation is treated using
the broad-band flux emissivity method, and shortwave scattering and absorption are obtained
with a two-stream formulation (JMA, 2013). The effective radius of a cloud ice particle is
based on Ou and Liou (1995), while that of a cloud water particle is 15 µm. The Simple
Biosphere model (SiB: Hirai et al., 2007), is adopted as the land surface model. The SiB
consists of the processes related to canopy, snow, and soil. The soil has four layers for the
calculation of soil temperature, and three layers for the calculation of soil moisture. The soil
temperature is predicted with the heat conduction equation under adiabatic assumption at
the bottom of the lowest soil layer. The soil moisture is predicted with water balance equation
considering the effects of vegetation and phase transitions.
In NHM, the air temperature at 1.5 m height zsfc is diagnosed from the variables at lowest
layer za and at ground or sea surface zs depending on the stability and humidity at the surface
as follows (Hara, 2008). Based on the Monin-Obukhov similarity theory, the virtual potential
temperature and mixing ratio of water vapor at a height z around surface are








where θvs and qs denote the virtual potential temperature and mixing ratio of water vapor at
surface, θv∗ and q∗ denote the virtual potential temperature scale and mixing ratio of water
vapor scale, k is the von Kálmán constant (k = 0.4), L is the Obukhov length, and ΦH(z, L)
and ΦQ(z, L) are
ΦH(z, L) ≡ ln [z/z0H]−ΨH(z/L) + ΨH(z0H/L), (2.3)
ΦQ(z, L) ≡ ln [z/z0Q]−ΨQ(z/L) + ΨQ(z0Q/L), (2.4)
respectively. Here, z0H and z0Q are the surface roughness lengths for heat and moisture, and
ΨH and ΨQ are dimensionless stability functions of height divided by the Obukhov length; in
unstable situation (z/L < 0)






























where a = 1, b = 0.667, c = 5, and d = 0.35 (Beljaars and Holtslag, 1991). Therefore,















(q(za)− qs) . (2.8)
The potential temperature at 1.5 m height are
θ(zsfc) =
θv(zsfc)
1 + 1−ϵϵ qzsfc
, (2.9)
where ϵ = Rd/Rv. Here, Rd and Rv are the gas constant for dry air and moisture air. The
temperature at 1.5 m height are






where Ps is the pressure at the surface, P0 is the standard reference pressure and cp is the







As mentioned in Chapter 1, there is a characteristic variation pattern of surface air tem-
perature along the Pacific coast in northeastern Japan in July and August (Ninomiya and
Mizuno, 1985a). It is important to simulate such anomalous variability, taking into account
further application of dynamical downscaling data to such as agricultural use. There are
few researches of the fields induced by Yamase Nagasawa et al. (2006) investigated the low
level clouds accompanied by Yamase with dynamical downscaling, but their target is limited
to the clouds over the ocean. Ishizaki et al. (2012) showed that dynamical downscaling can
improve the reproducibility of the temperature distributions that are influenced by Yamase
over northeastern Japan using the monthly averaged temperature anomaly fields in July 1993.
However, they did not explore the errors of the temperature fields simulated by the models. In
this chapter, the performance of the downscaling model itself is investigated with dynamical
downscaling adopting reanalysis data as initial and lateral boundary conditions. The charac-
teristic errors of daily mean and diurnal range of surface air temperature in a extremely cool





As the dynamical downscaling model, NHM described in Chapter 2 was used. The horizontal
resolutions were 25 km with 55 × 65 grid points, 5 km with 120 × 150 grid points, and 1.5
km with 250 × 350 grid points. In this chapter, the domains for the models are shown in
Fig. 3.1. The downscaling with 25 km, 5 km, and 1.5 km horizontal resolution NHMs are
denoted as NHM-25km, NHM-5km, and NHM-1.5km, respectively. The time intervals for
the integrations were 40 seconds in NHM-25km, 20 seconds in NHM-5km, and 8 seconds in
NHM-1.5km.
Figure 3.1: The domains for downscaling with (a) 25 km horizontal resolution, (b) 5 km hor-
izontal resolution, and (c) 1.5 km horizontal resolution. The red dots represent the AMeDAS
sites. The light colored areas are for Reyleigh damping.
To evaluate the performance of the downscaling models themselves, it is necessary to
exclude the effects of errors included in lateral boundary conditions. Therefore, as the initial
and lateral boundary conditions, the best estimation of the true state (reanalysis or analysis
data) are more suitable than forecast data. In this experiment, Japanese 55-year reanalysis
(JRA-55: Kobayashi et al., 2015), which is interpolated to 1.25◦ latitude-longitude grids,
was adopted as the initial conditions and lateral boundary conditions of NHM-25km. The
initial and boundary conditions of NHM-5km were the results of NHM-25km, and those of
NHM-1.5km were the results of NHM-5km. In addition to the forcing from the physical
boundaries, to maintain the consistency with the large-scale fields provided by the global
model in a long-term integration, the spectral boundary coupling method (Kida et al., 1991;
Yasunaga et al., 2005) is applied above 7 km in NHM-25km. The sea surface temperature
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(SST) data are taken from the National Oceanic and Atmospheric Administration’s daily
optimum interpolation SST analysis data (OISST: Reynolds et al., 2007) on that day. While
Kain-Fritch scheme was employed as cumulus parameterization in NHM-25km and NHM-5km,
any cumulus parameterization was not used in NHM-1.5km. This is because the horizontal
resolution of 1.5 km is enough to resolve deep convections explicitly. The other physical
schemes in NHM-25km, NHM-5km and NHM-1.5km were identical to what are described in
Chapter 2. For this experiment, July in 2003 and 2004 are selected as a typical cool summer
and a typical hot summer, respectively. The initial times for NHM-25km are set to 21 LT
21 June in 2003 and 2004. Note that the LT is 9 hours ahead of UTC. The initial times
for NHM-5km and NHM-1.5km were set to 00 LT and 03 LT 22 June, respectively. The
integrations were performed until 00 LT 01 August in each year regardless of the horizontal
resolutions. The analysis period is July in each year.
3.2.2 Decomposition of errors
In the verification of the performance of the dynamical downscaling model, the errors are
obtained against observation data at the Automated Meteorological Data Acquisition System
(AMeDAS) sites within the domain for NHM-1.5 km. The following sites are excluded from
the analysis; temperature is not observed in the analysis periods, and the position is assumed
to be over sea even in NHM-1.5 km. The AMeDAS sites used for this analysis were 102 in
total, which are shown as red dots in Fig 3.1c. In order to clarify the properties of the errors


























































































where δxi,t denotes the error of the model output against observation at AMeDAS site i on
day t in the respective years. Nx and Nt are the total number of the AMeDAS sites used for
the analysis and that of the days for the analysis in July 2003 or 2004, respectively; hence,
Nx = 102, and Nt = 31. The first term of the right hand side of Eq. (3.1) is the component
of temporal mean errors (bias), and the second term is the component of departures from the
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bias (random error).

































































































The first term of the right hand side of Eq. (3.2) represents the areal mean bias. The second
term of the right hand side of Eq. (3.2) represents the component of departures from the
areal mean bias (locality of the bias). In the analysis, the following values are used:
























































3.3 Weather over northeastern Japan in July 2003 and 2004
Nakamura and Fukamachi (2004) suggested that Rossby wave packets propagated from Europe
along the subpolar jet lead the formation of blocking ridge over the Far East and intensify
the Okhotsk high. In July 2003, the subpolar jet is very evident (Maeda, 2005) and the
propagation along the subpolar jet is very active (Nakamura and Fukamachi, 2005). As the
result, the Okhotsk high is predominant over the Okhotsk sea as shown in Fig. 3.2a. Yamase
blows from the Okhotsk high, and anomalously cool summer are brought to northeastern
Japan through July 2003. Figure 3.3a shows the daily mean surface air temperature anomalies
from the climatology observed at AMeDAS sites. The areal mean anomaly is −2.9 K. The
anomalies on the Pacific coast side of the domain are larger compared with those on the Japan
sea side, and the anomalies reach −4 K at several observation points in the southern part of
the Miyagi Prefecture and along the Sanriku coast.
Figure 3.2: The monthly mean sea level pressures [hPa] (contours), their anomalies [hPa] from
the climatology (shades), and the monthly mean surface wind anomalies from the climatology
(vectors) (a) in July 2003 (b) in July 2004. Note that the vectors are drawn in the area the
absolute value of the wind anomaly is larger than 0.5 ms−1 The data are from JRA-55.
On the other hand, Enomoto et al. (2003) indicated that Rossby wave packets propagated
along the subtropical jet intensify the Bonin high. In July 2004, the Bonin high is predom-
inant due to the active wave propagation along the subtropical jet (Enomoto et al., 2009).
The Okhotsk high does not develop and the southern western winds along the rim of the
north Pacific are predominant instead of Yamase (Fig. 3.2b). Figure 3.3b shows the daily
mean surface air temperature anomalies from climatology observed at AMeDAS sites. The
areal mean anomaly is +1.6 K and the anomalously hot fields spread almost uniformly over
northeastern Japan.
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Figure 3.3: The monthly mean temperature anomalies [K] from climatology observed at
AMeDAS sites (a) in July 2003 (b) in July 2004.
3.4 Results
3.4.1 Daily mean temperature
Figure 3.4a shows the components of the errors of the daily mean temperature in July 2003
simulated with NHM-25km, NHM-5km, and NHM-1.5km. The RMSEs are 1.5 K for NHM-
25km, 1.6 K for NHM-5km, and 1.5 K for NHM-1.5km. The reduction of the RMSEs with
dynamical downscaling are not clear.
Figure 3.4b shows the components of the errors of the daily mean temperature in July
2004 simulated with NHM-25km, NHM-5km, and NHM-1.5km. The RMSEs are 2.1 K for
NHM-25km, 2.5 K for NHM-5km, and 2.6 K for NHM-1.5km. The RMSEs with dynamical
downscaling are enhanced. The enhancement is attributed to the increase of areal mean bias
with the dynamical downscaling. Figure 3.5 shows the temporal variation of areal mean bias
of the daily mean temperature in July 2004 of NHM-25km, NHM-5km, and NHM-1.5km.
The overestimation is remarkable particularly in early and late July 2004, when the North
Pacific anticyclone is enhanced accompanied by the propagation Rossby wave packets along
subtropical jet, though the overestimation is relatively small in middle July 2004, when the
North Pacific anticyclone decay and the Baiu front is across northeastern Japan.
In both July 2003 and 2004, the simulated daily mean temperature has warm bias and
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the bias accounts for about 60 % of the RMSEs.
3.4.2 Diurnal temperature range
Figure 3.6a shows the components of the errors of the diurnal temperature range simulated
with NHM-25km, NHM-5km, and NHM-1.5km in July 2003. The RMSEs are 2.5 K for NHM-
25km, 2.1 K for NHM-5km, and 2.1 K for NHM-1.5km. The reduction of the RMSEs with
dynamical downscaling is found. Although the areal mean bias is almost zero regardless of the
model resolutions, the locality of bias is reduced with dynamical downscaling. The reduction
of the RMSEs is attributed to the reduction of the locality of bias with dynamical downscaling.
Figure 3.7 shows the distributions of the biases of the diurnal temperature range in July 2003
of NHM-25km, NHM-5km, and NHM-1.5km The diurnal temperature ranges simulated with
NHM-25km are overestimated along the eastern side of the mountains that run from north to
south over northeastern Japan and underestimated along the western side of the mountains.
The overestimation and underestimation are reduced with NHM-5km and NHM-1.5km.
Figure 3.6b shows the components of the errors of the diurnal temperature range in July
2004 simulated with NHM-25km, NHM-5km, and NHM-1.5km. The RMSEs are 2.7 K for
NHM-25km, 2.6 K for NHM-5km, and 2.3 K for NHM-1.5km. The reduction of the RMSEs
with dynamical downscaling is found. The reduction is attributed to the reduction of both the
areal mean bias and locality of bias with dynamical downscaling. Figure 3.8 shows the distri-
butions of bias of the diurnal temperature range in July 2004 of NHM-25km, NHM-5km, and
NHM-1.5km. The diurnal temperature ranges simulated with NHM-25km is underestimated
along the Japan sea coast and the Sanriku coast. The underestimation is a little reduced with
NHM-5km and NHM-1.5km, though the underestimation remains.
3.5 Discussion
First, we discuss the reason why the locality of bias of diurnal temperature range in July 2003
is improved with dynamical downscaling. Figure 3.9 shows the distributions of bias of the daily
irradiations of NHM-25km, NHM-5km, NHM-1.5km against those observed at JMA stations.
The irradiations are overestimated with NHM-25km at the stations along the eastern side of
the mountains that run from north to south over northeastern Japan. The overestimation is
reduced with downscaling to NHM-5km. Further reduction of the overestimation is found in
NHM-1.5km. Figure 3.10 shows the distributions of the monthly averaged albedo estimated
from the data observed by the visible channel of the ninth geostationary operational environ-
mental satellite (GOES-9) from 10 LT to 14 LT, and the monthly averaged rate of upward
shortwave flux to downward shortwave at model top from 10 LT to 14 LT in July 2003. These
15
distributions represents those of clouds in the daytime. The spatial correlation coefficients of
the albedo over the land within the domain for NHM-1.5km against the albedo of GOES-9
are 0.53 for NHM-25km, 0.74 for NHM-5km, and 0.80 for NHM-1.5km. The improvement is
found in the representation of clouds accompanied by Yamase with dynamical downscaling.
Since the Yamase airmass is cool and wet, it is easily to condense with the upward forcing by
terrain. The Yamase airmass also is easily blocked by terrain because of its shallow structure
(Ninomiya and Mizuno, 1985b). Therefore, in higher-resolution model, the more accurate
representation of terrain contributes the improvement of the reproducing the distribution of
clouds accompanied by Yamase, which tends to occurs along the eastern side (windward side)
of the mountains. This improvement reduces the biases of the irradiations. Thus, the biases
of the diurnal temperature range are reduced.
Second, we discuss the reason why the daily mean temperature in July 2004 with dynamical
downscaling. Driving downscaling models add the errors accompanied by model deficiency.
The periods when the errors are larger is corresponding to clear days. Therefore, the dynamical
downscaling model have some deficiency in the clear day. The effects of deficiency may be
larger than the effects of higher-resolution simulations. To reduce the errors, it is necessary
to improve the model. Since the errors are state-dependent, the improvement of the model
can contribute the reduction of random errors.
3.6 Summary
To investigate the characteristic errors of surface temperature introduced by dynamical down-
scaling model itself, a dynamical downscaling experiment was conducted. In this experiment,
JRA-55 was adopted as the initial and lateral boundary conditions in order to exclude the
effects of the errors developed in global forecasts. NHMs with horizontal resolution of 25 km,
5 km, and 1.5 km were used as dynamical downscaling models. The experimental periods
were set to July 2003 and 2004. In July 2003, the weather is anomalously cool due to Yamase,
while it is hot due to no influence of Yamase in July 2004.
In both July 2003 and 2004, the simulated daily mean temperature has warm bias and
the bias accounts for about 60 % of the RMSEs. This result implies the possibility that bias
correction is useful to extract effective signals from dynamical downscaling results. The bias
of diurnal temperature range is found to be reduced with dynamical downscaling in both
July 2003 and July 2004. This result indicates that dynamical downscaling improves the
reproduction of local circulations and clouds. In particular, the reduction of the bias in July
2003 is caused by the improvement in the reproducibility of clouds accompanied with Yamase,
whose distributions are largely influenced by terrain. Meanwhile, the enhancement of warm
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bias with dynamical downscaling is found in July 2004, The enhancement is not found in July
2003. These results imply that the dynamical downscaling model that we used have some
deficiency whose effects are evident and suppress the advantages of dynamical downscaling in
clear days. To have more advantages with dynamical downscaling, it is necessary to improve
the model.
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Figure 3.4: The RMSEs (RMSE), bias (Bias), areal mean bias (Bias A), locality of bias
(Bias L), and random errors (RE) of daily mean temperature [K] (a) in July 2003 (b) in July
2004. The red bars are for NHM-25km, the blue bars are for NHM-5km, and the yellow bars
are for NHM-1.5km.
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Figure 3.5: The temporal variation of the areal mean bias of daily mean temperature [K] in
July 2004. The red line is for NHM-25km, the blue line is for NHM-5km, and the yellow line
is for NHM-1.5km.
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Figure 3.6: The RMSEs (RMSE), bias (Bias), areal mean bias (Bias A), locality of bias
(Bias L), and random errors (RE) of diurnal temperature range [K] (a) in July 2003 (b) in
July 2004. The red bars are for NHM-25km, the blue bars are for NHM-5km, and the yellow
bars are for NHM-1.5km.
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Figure 3.7: The distributions of the bias of diurnal temperature range [K] for (a) NHM-25km,
(b) NHM-5km, and (c) NHM-1.5km.in July 2003.
Figure 3.8: The distributions of the bias of diurnal temperature range [K] for (a) NHM-25km,
(b) NHM-5km, and (c) NHM-1.5km.in July 2004.
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Figure 3.9: The bias of downward shortwave flux [MJ/m−2dy−1] at surface for (a) NHM-25km,
(b) NHM-5km, and (c) NHM-1.5km.
Figure 3.10: The monthly averaged albedo [%] during 10-14 LT in July 2003 (a) estimated






(Fukui, S., T. Iwasaki, and W. Sha: An ensemble downscaling prediction experiment for
medium-range forecast of the daily mean surface temperature distribution over northeastern
Japan during summer. Journal of the Meteorological Society of Japan, Vol. 92, No. 6, pp.
505-517, 2014. DOI:10.2151/jmsj.2014-601)
4.1 Introduction
In Chapter 3, dynamical downscaling was applied to a cool summer and a hot summer adopting
JRA-55 as initial and lateral boundary conditions. It was confirmed that the dynamical
downscaling model has warm bias and a potential that the reproduction of the fields induced
by Yamase is improved. In this chapter, as the initial and lateral boundary conditions, global
hindcast data are adopted instead of JRA-55. Applying dynamical downscaling to the system
for prediction of the future state of atmosphere, we investigate advantages and difficulties of
dynamical downscaling for medium-range forecast.
Takai et al. (2006); Shimada et al. (2014) extracted the eigenmodes that represent the
fields induced by Yamase from an EOF analysis of observed surface temperature fields over
northeastern Japan. It is expected that the modes obtained from EOF analysis is useful in
evaluating predictability of the fields. We investigate the predictability of the modes obtained




As the dynamical downscaling model, NHM described in Chapter 2 was used. The horizontal
resolutions were 25 km with 100 × 80 grid points, and 5 km with 80 × 100 grid points. The
downscalings with 25 km, and 5 km horizontal resolution NHMs were denoted as NHM-25km,
and NHM-5km, respectively in this chapter. The time intervals for the integrations were 40
seconds in NHM-25km, and 20 seconds in NHM-5km. The domains for the models are shown
in Fig. 4.1.
Figure 4.1: The domains for downscaling at (a) 25 km horizontal resolution and (b) 5 km
horizontal resolution. The red dots represent the AMeDAS sites. The light colored areas are
for Reyleigh damping.
In this study, the initial and lateral boundary conditions for each member are taken from
one-month global ensemble hindcasts produced by JMA. The ensembles consist of 9 members.
The one-month global ensemble hindcasts are integrated from 9 different initial conditions at
each initial time with the JMA global spectral model (GSM; JMA, 2013) at a resolution
TL159L60 and interpolated to 1.25◦ latitude-longitude grids. The initial conditions for one of
the 9 runs are the JRA-25 or JMA Climate Data Assimilation System (JCDAS) at the initial
time, and the initial conditions for the other 8 runs are created by adding perturbations
generated using BGM method (Toth and Kalnay, 1997) to JRA-25/JCDAS at the initial
time. The SST at the initial time is taken from the Centennial in-situ Observation Based
Estimates of variability of SST and marine meteorological variables (COBE-SST; Ishii et al.,
2005) on that day. The anomalies from the COBE-SST climatology (1979-2004) on the initial
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day are fixed during the forecast time. The set of the schemes for the physical process in GSM
is as follows (JMA, 2013). Prognostic Arakawa and Schubert scheme (Arakawa and Schubert,
1974) is used for convective parameterization. The cloud amounts and cloud water contents are
obtained from the simple statistical approach proposed by Sommeria and Deardorff (1977)
but using a uniform probability function. The Cloud amount of marine stratocumulus is
diagnosed using the scheme of Kawai and Inoue (2006). The Mellor-Yamada level 2 scheme
(Mellor and Yamada, 1974) is used as the turbulent closure model. The Simple Biosphere
scheme (Hirai et al., 2007) is adopted as the land surface model. The radiative transfer
equation is computed every three hours for longwave radiation and every hour for shortwave
radiation. The parameterization for gravity-wave drag (Iwasaki et al., 1989) is adopted.
In addition to the forcing from the physical boundaries, to maintain the consistency with
the large-scale fields provided by the global model in a long-term integration, the spectral
boundary coupling method (Kida et al., 1991; Yasunaga et al., 2005) is applied above 7 km
in NHM-25km. The SST at the initial time is taken from OISST on that day. The anomalies
from the OISST climatology (2000-2009) data on the initial day are fixed during the forecast
time.
4.2.2 Verification score
To assess the performance of the ensemble downscaling forecast system, the predicted daily
mean surface temperature fields are verified in terms of the natural variability, root mean
square errors (RMSEs), ensemble spreads, and the rates of expected values of RMSEs and
ensemble spreads. The daily mean value is defined as the average of the values at 03, 09, 15,
and 21 LT based on the availability of the hindcast data set.
In this study, the data observed by AMeDAS are used for the verification. The AMeDAS
sites that are located in the domain of NHM-5km and contain no missing values during
the experimental periods (Fig. 4.1b). The number of the AMeDAS sites that correspond to
the conditions are 117. Note that the AMeDAS data are assumed to have no errors in this
study. The global forecasts and the downscaling forecasts are interpolated horizontally to each
AMeDAS site. There is a mismatch between the interpolated points and the corresponding
AMeDAS sites in the vertical direction. In addition, the forecasts contain bias derived from
model deficiencies as suggested in chapter 3. Therefore, it is expected to extract effective






(xi,t,k − yi,t,k) , (4.1)
where xi,t,k indicates a forecast that is horizontally interpolated to site i on a forecast lead
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Figure 4.2: Effects of the bias correction [K]. The solid lines are the values after the bias
correction and the broken lines are the values before the bias correction. The green lines
represent the global forecasts, the blue lines represent the NHM-25km forecasts, and the red
lines represent the NHM-5km forecasts.
time t days from the initial date k, yi,t,k indicates the corresponding AMeDAS observation,
and N denotes the total number of initial dates. To assess predictions, it might be better to
estimate the bias during different training periods from the experimental periods. However,
we did not do this because the computational resources are limited and the number of cases is
considered to be large enough to ignore the influence of one specific case. The bias correction
can reduce the RMSEs of NHM-25km and NHM-5km by an average of 30 % (Fig. 4.2).
Natural variability
We investigate how realistically the natural variability can be reproduced by the models. The















where xi,t,k is the forecast or AMeDAS observation at site i at lead time t days for the forecast
running from the initial date k, and N denotes the total number of initial dates.
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Root mean square error (RMSE)







(xi,t,k − yi,t,k)2 (4.3)
where xi,t,k, yi,t,k is the forecast and AMeDAS observation at site i at lead time t days for
the forecast running from the initial date k, and L denotes the total number of the AMeDAS
sites.
Ensemble spread







(xi − x̄)2, (4.4)
where xi and x̄ represent the atmospheric states of the i-th member and the corresponding
ensemble mean, and M is the number of ensemble members. A small (large) ensemble spread
means that the uncertainty in the forecast is small (large). The ensemble spread represents
the reliability of the forecast.
Rate of ensemble spread to RMSE of ensemble mean
















where angled brackets indicate the expected values, xi and x̄ represent the atmospheric states
of the i-th member and the corresponding ensemble mean, D is the variance of the probability
distribution function of atmospheric states, and M is the number of ensemble members. The


















should be 1 if the spreads have ideal values (Takano, 2002). R indicates whether the spreads
can represent the ideal variances.
4.2.3 EOF mode decomposition
To investigate the predictable signals for medium-range forecasts, we decomposed the ensem-
ble mean forecasts and the AMeDAS observations of the daily mean surface temperature fields
into the eigenmodes from the EOF analysis of the AMeDAS observations of the temperature
fields. The procedure is as follows. The component of the climatological seasonal march at
site i on date d corresponding to the forecast lead time t for the initial date k is assumed as
si,d = y
clm
i,d − yclmi, (4.8)
where yclmi,d is the daily climatology evaluated at site i on date d from the AMeDAS obser-
vations between 1980 and 2009, which is obtained by passing them through a Lanczos filter
(Duchon, 1979). yclmi represents the average at site i over the experimental period (21 June
- 4 August, 2000 - 2009). The forecast anomaly of the daily mean surface temperature and
the corresponding AMeDAS observation anomaly are obtained as follows;
xanomi,t,k = xi,t,k − bi,t − yi − si,d, (4.9)
yanomi,t,k = yi,t,k − yi − si,d, (4.10)
where xi,t,k and yi,t,k are the forecast and AMeDAS observation at site i on a forecast lead
time of t days for initial date k, and yi is the average of the AMeDAS observations at site i
over the experimental period. The EOF analysis is applied to the AMeDAS anomaly yanomi,t,k ,
to extract the EOF modes. Then, xanomi,t,k and y
anom
i,t,k are projected onto the j-th EOF mode















where L denotes the total number of the AMeDAS sites. The EOF mode components of the
forecasts are compared to those of the AMeDAS observations.
4.3 Results
4.3.1 Natural variability
We investigate how realistically the natural variability can be reproduced by the models.
Figure 4.3 shows the natural variability distributions of the AMeDAS observations and the
Figure 4.3: The natural variability of the daily mean surface temperature averaged over the
experimental periods from (a) the AMeDAS observations, (b) the single global single forecasts,
(c) the single NHM-25km forecasts, and (d) the single NHM-5km forecasts.
single forecasts. The natural variabilities of the AMeDAS observations are more than 3 K on
the Pacific coast and 2-2.5 K on the Japan Sea coast. For the global forecasts the natural
variabilities are less than 2 K over the domain. The global forecasts cannot sufficiently capture
the magnitudes at each station or the contrast between the Pacific coast and the Japan Sea
Coast. However, for the NHM-25km and NHM-5km forecasts the natural variabilities are more
than 3 K on the Pacific coast and 2-2.5 K on the Japan Sea coast. The natural variabilities of
the NHM-25km and NHM-5km forecasts are comparable to those of the AMeDAS observations
at all sites in the domain. Figure 4.4a shows the ratio of the natural variability averaged
over the sites of the single forecasts to that of the AMeDAS observations. Note that the
single forecasts indicate the global control forecasts without the initial perturbations and their
downscaling results. The natural variability of the global forecasts represents only 60 % of that
of the AMeDAS observations. The underestimation occurs because the global model is too
coarse to explicitly simulate smaller-scale effects, such as local circulations. However, NHM-
25km and NHM-5km forecasts have similar variabilities as the observed natural variability.
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Figure 4.4: The ratios of the natural variability of the daily mean surface temperature from (a)
single forecasts and (b) ensemble mean forecasts against the variability from AMeDAS. The
green lines represent the global forecasts, the blue lines represent the NHM-25km forecasts,
and the red lines represent the NHM-5km forecasts.
These results indicate that dynamical downscaling is capable of realistically reproducing the
natural variability in terms of both magnitude and distribution.
4.3.2 Performance of the ensemble downscaling system
In this subsection, we demonstrate the effectiveness of the ensemble mean in downscaling
forecasts. Figure 4.5a shows the RMSEs of the single forecasts of daily mean surface temper-
ature averaged over the AMeDAS sites and forecast runs. The RMSEs of the NHM-25km and
NHM-5km forecasts are 20 % higher than those of the global forecasts. Because the downscal-
ing model can realistically estimate the natural variability, as was described in the previous
subsection, single dynamical downscaling forecasts include both smaller-scale and large-scale
errors. Figure 4.5b shows the RMSEs of the ensemble mean forecasts. Using the ensemble
means reduces the RMSEs for each resolution. The RMSEs of the NHM-25km and NHM-5km
forecasts are an average of 15 % smaller than those of the single forecasts. The improvements
of the NHM-25km and NHM-5km forecasts are 10 % greater than those of the global forecasts.
This suggests that ensemble downscaling forecasts represent the smaller-scale uncertainties in
addition to the large-scale uncertainties. Consequently, the RMSEs of the ensemble mean
NHM-25km and NHM-5km forecasts are comparable to those of the global ensemble mean
forecasts. Figure 4.4b shows the ratio of the natural variability of the ensemble mean forecasts
to the variability of the AMeDAS observations. The natural variability of the ensemble mean
global forecasts is reduced with forecast time. In ensemble mean downscaling forecasts, the
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small-scale phenomena unforced by the large-scale must be filtered out with ensemble mean,
although the unforced small-scale phenomena may possibly not be filtered out completely with
the limited ensemble size. Therefore, the natural variability of the ensemble mean downscal-
ing forecasts is composed of those of large-scale phenomena and small-scale phenomena forced
by the large-scale. Thus, the natural variability in the ensemble mean downscaling forecasts
may be reduced due to the reduction of the natural variability of the global ensemble mean
forecasts. While the natural variabilities of the ensemble mean NHM-25km and NHM-5km
forecasts are reduced with forecast time, the ensemble mean NHM-25km and NHM-5km fore-
casts have larger natural variabilies than the global forecasts as shown in Fig. 4.4b These
results indicate that the ensemble means of downscaling forecasts can extract more reliable
signals including the effects of local circulations.
Ensemble spreads ideally should represent the variances of the probability distribution
function of atmospheric states (Takano, 2002). For probabilistic forecasts, it is important
that the ensemble spreads reflect the uncertainties of the forecasts. Figure 4.5c shows the
ensemble spreads of the global, NHM-25km, and NHM-5km forecasts. The NHM-25km and
NHM-5km forecasts have 80 % larger ensemble spreads than the global forecasts. Figure
4.5d shows R of the global, NHM-25km and NHM-5km forecasts. The increase in ensemble
spreads with downscaling causes the NHM-25km and NHM-5km forecasts to outperform the
global forecasts in terms of R. This suggests that the ensemble spreads of the ensemble
downscaling forecasts capture the uncertainties associated with local circulations and implies
that the ensemble downscaling forecasts enables probabilistic predictions information about
local circulations.
4.3.3 Predictability of EOF modes
Figure 4.6 shows the modes derived from the EOF analysis of the surface temperatures ob-
served at AMeDAS sites in northeastern Japan. The contributions are 78.2 % for the first
mode, 7.8 % for the second mode, and 4.5 % for the third mode. Note that because the
contribution of the forth mode is only 2.0 % we exclude the higher modes than the fourth
mode from the analysis. These results are consistent with those of Takai et al. (2006), who
performed an EOF analysis of AMeDAS temperature data from May to August of 2000-2002.
The first mode has the same signs and the nearly same magnitudes at all sites in the domain
and indicates the temperature variability over all of northeastern Japan. Figure 4.7a shows
the regression coefficients of the anomalies of the geopotential height on the 500 hPa surface
obtained by JRA-25/JCDAS against the first EOF mode components of the AMeDAS ob-
servations and the associated correlation coefficients. The variation of the first EOF mode
is significant correlated to the intensity of North Pacific anticyclone. The second mode has
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opposite signs on the Pacific side and the Japan Sea side that are divided by the mountains
that run from north to south over northeastern Japan. This mode represents the temperature
field on typical Yamase days as shown in Fig. 1.1. Figure 4.7b shows the regression coeffi-
cients of the anomalies of sea level pressure from JRA-25/JCDAS against the second EOF
mode components of the AMeDAS observations and the associated correlation coefficients.
The variation of the second EOF mode has a significant correlation with the existence of the
Okhotsk high. The second EOF mode is considered to be the Yamase mode. The third mode
has opposite signs in the northern and southern parts of the region. This mode may reflect
the Baiu front in northeastern Japan.
To determine the predictability of each EOF mode, we compare the decomposed compo-
nents of the ensemble mean forecasts to the AMeDAS observations. The null hypothesis that
there is no correlation between them is rejected with greater than 99 % confidence when the
correlation coefficient is greater than 0.4. The threshold of predictability is defined as corre-
lation coefficient of 0.5. Figure 4.8 shows the correlation coefficients of the components of the
ensemble mean forecasts versus those of the AMeDAS observations for each mode. The corre-
lation coefficients indicate that the predictable periods of the forecasts are 8 days for the first
mode, 5 days for the Yamase mode (the second mode), and 2 days for the third mode. These
results suggest that the predictability largely depends on the EOF modes. Improvement of
the correlation coefficients by dynamical downscaling do not occur except in the short-range
forecasts of the Yamase mode and the third mode. Dynamical downscaling does not extend
the predictable periods for medium-range forecast.
To assess the extent to which the amplitude of each mode is predictable, we check the
regression coefficients. Figure 4.9 shows the regression coefficients of the components of the
ensemble mean forecasts against those of the AMeDAS observations for each mode. While the
regression coefficients of the global forecasts for the first mode is approximately 0.7 until day
three, those of the NHM-25km and NHM-5km forecasts approach 1. For the second mode,
the regression coefficients of the global forecasts are less than 0.2 throughout the forecast
periods. On the other hand, those for the NHM-25km and NHM-5km forecasts are 0.8 and
0.9, respectively, until day five. For the third mode, the regression coefficients are 0.2 for the
global forecasts and 0.6 for the NHM-25km and NHM-5km forecasts until day two. These
results suggest that dynamical downscaling greatly improves the quantitative predictions of
the amplitude of the modes. While the NHM-25km forecasts greatly improve the regression
coefficients compared with the global forecasts, a clear improvement is not found in the NHM-
5km forecasts compared with the NHM-25km forecasts.
Figure 4.10 shows the ensemble spreads normalized by the natural variabilities of the
global, NHM-25km, and NHM-5km forecasts for each mode. When the value is one, the
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ensemble members are spread over the same space as the respective model climatology. The
normalized spreads are independent of the resolutions. However, the growth of the spreads is
slower when the predictability of mode is longer. Indeed, the times to exceed 0.5 are 8 days
for the first mode, 6 days for the Yamase mode and 4 days for the third mode. This indicates
that the ensemble spreads properly reflect the predictability of the modes.
4.4 Discussion
In this section, we discuss what differs the global, NHM-25km, and NHM-5km forecasts.
The amplitude of the Yamase mode is improved in the NHM-25km forecast comparing
with the global forecasts. When Yamase blows to Tohoku district, the cool inflow and accom-
panying low level clouds are blocked by the mountains on the Pacific coast side. On the other
hand, the upper airmass across the mountains flows along the leeward slopes and it is heated
by solar radiation on the Japanese coast side. These processes are essential for the occurrence
of the temperature contrast between the Pacific coast side and the Japanese coast side. As
the results, the Yamase mode is enhanced. Therefore, in order to reproduce the Yamase mode
realistically, it is necessary to resolve the Japanese sea coast, the Pacific coast and the moun-
tain region elongated north-south over Tohoku district in the models. The global model does
not have enough resolution. Since the horizontal resolution of the global data is 1.25 ◦, there
are only two or three grid points in eastern-western direction across Tohoku district. The
height of the terrain in Tohoku district represented in the global model reaches less than 220
m. However, NHM-25km and NHM-5km have enough resolution to represent the topographic
features over Tohoku district. There are 8 grid points in NHM-25km, and 40 grid points in
NHM-5km across Tohoku district. The height in the mountain region is depicted higher than
400 m in NHM-25km and 600 m in NHM-5km.
The SST data sets for the lower boundary conditions and the schemes for physical processes
also are different between the global and downscaling models as described in Subsection 4.2.1.
These configurations may improve the performance of the downscaling models to represent
meso-scale phenomena. The temperature along the Pacific coast is constrained by the offshore
SST when Yamase prevails (Kodama, 1997). In order to check the sensitivity to the SST data
sets, we conducted an additional downscaling experiment with 25 km horizontal resolution
NHM adopting COBE-SST instead of OISST. The initial times are set to be 20 June, 30 June,
10 July and 20 July in 2003. Note that during these periods Yamase prevailed and caused
anomalously cool summer in Tohoku district as described in Chapter 3. Figure 4.11a shows
the root mean square differences (RMSDs) of the surface temperature between the NHM
forecasts with COBE-SST and with OTSST. The RMSDs are less than 0.2 K at most points
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except a few points along coastal line. Figure 4.11b shows the root mean square differences
(RMSDs) of the surface temperature between the NHM-25km forecasts with OISST and the
global forecast with COBE-SST. The differences are about 2 K along the coastal area and
the differences reach 4 K inland area. The differences are less than 10 % of the RMSDs
between the global and the NHM with OISST (Fig. 4.11). Therefore, adopting different SST
data sets causes a relatively small impact on the temperature forecasts. The impact of the
different cumulus parameterization on the temperature fields is assumed small, because heavy
precipitation is rarely observed when Yamase prevails. The representation of cloud-radiation
interactions are important to reproduce low-level clouds accompanied by Yamase (Nagasawa
et al., 2006). Although the differences in the cloud scheme and time interval to solve the
radiative transfer equations might bring some advantages to the NHM forecasts, we could
not check the impact because the global data set not contain the variables associated with
radiation process.
Some improvements are also found in the NHM-5km forecasts compared with the NHM-
25km forecasts, while the improvements are limited. As shown in Fig. 4.5b, the RMSEs
of the NHM-5km forecasts are reduced up to day 3, while a clear difference between the
NHM-25km and NHM-5km forecasts is not found after the day four. For the Yamase mode,
the regression coefficients against the observations are improved until day 9 in the NHM-
5km forecasts compared to the NHM-25km forecasts as shown in Fig. 4.9b. Note that the
improvement may not be significant beyond the predictable period, considering the value of
correlation coefficients. The improvements depend on the growth of the errors in the lateral
boundary conditions. The improvements of the NHM-5km forecasts are enhanced during the
periods when the errors in lateral boundary conditions are small, while the improvements
become reduced if the errors in lateral boundary conditions are grown.
4.5 Summary
We assessed medium-range forecasts of the detailed spatial distributions of surface tempera-
ture by applying dynamical downscaling using NHMs with horizontal resolution of 25 km and
5 km . The initial and lateral boundary conditions were taken from 1.25 ◦ resolution global
ensemble forecasts that consist of 9 members. Special attention is paid to the cool summer
caused by Yamase, which causes characteristic surface temperature distributions over north-
eastern Japan. The experimental periods were from late June to early August in 2000-2009,
the season Yamase occurs most frequently. The bias corrected forecasts of the daily mean
surface temperature are verified against the observations at AMeDAS sites.
An ensemble dynamical downscaling forecast system properly reproduces the natural vari-
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ability of the daily mean temperatures and successfully extracts reliable signals that includes
information about local circulations. While the global model simulates 60 % natural vari-
ability, the natural variabilities simulated by the downscaling models are comparable to the
observed variabilities. The increased natural variability due to dynamical downscaling tends
to add smaller-scale errors in addition to large-scale errors. As a result, the single downscaling
forecasts have 20 % larger RMSEs than the global forecasts. However, the ensemble mean
forecasts can filter out the unpredictable noises that arises from uncertainties in the lateral
boundary conditions. The ensemble mean downscaling forecasts have 15 % smaller RMSEs
than the single downscaling forecasts, but they still have much greater natural variabilities
than the global forecasts.
Ensemble downscaling also indicates the possibility of probabilistic predictions that con-
sider the effects of local circulations. The ensemble downscaling forecasts have 80 % larger
spreads than the global forecasts and approach the theoretical value. The spreads in down-
scaling forecasts include information about the uncertainties of local circulations in addition
to large-scale motions. This is also a result of the improved reproduction of natural variability.
We decomposed the ensemble mean forecasts of the daily mean surface temperature fields
into EOF modes of the temperature fields observed at the AMeDAS sites. The predictability of
the daily mean surface temperatures depends significantly on the EOF modes. The predictable
periods are 8 days for the homogeneous northeastern Japan mode (the first mode), 5 days for
Yamase mode (the second mode), and 2 days for the north-south mode (the third mode).
The decomposition also reveals that dynamical downscaling can properly predict the am-
plitudes of the modes, although it does not significantly extend the predictable periods. For
the Yamase mode, dynamical downscaling can predict 90 % of the observed amplitude, al-
though the global model only predict 20 % of the observed amplitude.
35
Figure 4.5: (a)RMSEs of the daily mean temperature of the single forecasts. (b)RMSEs of the
daily mean temperature of the ensemble mean forecasts. (c)Ensemble spreads for the daily
mean temperature. (d)Ratio of spreads of RMSEs (R) for the daily mean temperature. The
green lines represent the global forecasts, the blue lines represent the NHM-25km forecasts,
and the red lines represent the NHM-5km forecasts.
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Figure 4.6: (a) The first EOF mode, (b) the second EOF mode, and (c) the third EOF mode
for the daily mean temperature field observed at the AMeDAS sites
Figure 4.7: (a) The regression coefficients of the anomalies of geopotential height at 500 hPa
from JRA-25 (contours) versus the first EOF mode components of the AMeDAS observations
and correlation coefficients between them (shades). (b) The regression coefficients of the
anomalies of sea level pressure from JRA-25 (contours) and correlation coefficients between
them (shades) for the second EOF mode component of the AMeDAS observations.
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Figure 4.8: Correlation coefficients between the ensemble mean forecasts and AMeDAS for
(a) the first EOF mode, (b) the second EOF mode, and (c) the third EOF mode. The green
lines represent the global forecasts, the blue lines represent the NHM-25km forecasts, and the
red lines represent the NHM-5km forecasts.
Figure 4.9: Regression coefficients of the ensemble mean forecasts versus the AMeDAS obser-
vations for (a) the first EOF mode, (b) the second EOF mode, and (c) third EOF mode. The
green lines represent the global forecasts, the blue lines represent the NHM-25km forecasts,
and the red lines represent the NHM-5km forecasts.
38
Figure 4.10: Ensemble spreads normalised with natural variabilities for (a) the first EOF
mode, (b) the second EOF mode, and (c) the third EOF mode. The green lines represent the
global forecasts, the blue lines represent the NHM-25km forecasts, and the red lines represent
the NHM-5km forecasts.
Figure 4.11: The RMSDs of the surface temperature [K] (a) between the NHM-25km forecasts
with COBE-SST and NHM-25km forecasts with OISST and (b) between the global forecasts




We assessed dynamical downscaling for medium-range forecasts of the detailed spatial distri-
butions of surface air temperature. Special attention is paid to the cool summer caused by
Yamase, which causes characteristic surface air temperature distributions over northeastern
Japan. The observations at AMeDAS sites were used for the validation of the dynamical
downscaling results.
First, to investigate the characteristic errors of surface air temperature introduced by
dynamical downscaling model itself, a perfect boundary experiment was conducted. In this
experiment, JRA-55 was adopted as the initial and lateral boundary conditions in order to
exclude the effects of errors evolved in global forecasts. NHMs with horizontal resolution of
25 km, 5 km, and 1.5 km were used as dynamical downscaling models. The experimental
periods were set to July 2003 and 2004. The weather is anomalously cool over northeastern
Japan by Yamase in July 2003, while it is anomalously hot due to no influence of Yamase in
July 2004.
In both July 2003 and July 2004, the simulated daily mean temperature has warm bias
and the bias accounts for about 60 % of the RMSEs. This result implies that bias correction
is helpful to extract effective signals from dynamical downscaling results. It is found that the
bias of diurnal temperature range is reduced with dynamical downscaling in both July 2003
and July 2004. These results indicate that dynamical downscaling improves the reproduction
of local circulations and clouds. In particular, the reduction of the bias in July 2003 is caused
by the improvement in the reproducibility of clouds accompanied with Yamase, which are
largely influenced by terrain. On the other hand, in July 2004, the enhancement of warm bias
with dynamical downscaling is found, which is not found in July 2003. These results implies
deficiency in the dynamical downscaling model in clear days.
Second, to assess medium-range forecasts of the detailed spatial distribution of the daily
mean surface air temperature, an ensemble downscaling forecast experiment was conducted
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using NHMs with horizontal resolutions of 25 km and 5 km. In this experiment, the JMA’s
one-month ensemble hindcast data, which consist of 9 ensemble members and were integrated
with GSM, were adopted as the initial and lateral boundary conditions. The initial times
were set to 20 June, 30 June, 10 July, and 20 July from 2000 to 2009. The bias were corrected
at each forecast time and at each position.
Single dynamical downscaling forecasts enhance the temporal and spatial variability of sur-
face air temperature which is underestimated with the coarse global model. While the global
model simulates 60% natural variability, the natural variabilities simulated by the downscal-
ing models are comparable to the observed variabilities. On the other hand, as an effect of
the increase of the variability, single dynamical downscaling forecasts amplify the errors in
lateral boundary conditions. The means of ensemble downscaling forecasts reduce RMSEs by
15 % compared with the single downscaling forecasts, and still have larger variability than
the coarse global forecasts have. The means of ensemble downscaling forecasts can success-
fully extract reliable signals with information of local circulations. Moreover, the ensemble
downscaling forecasts have 80 % larger spreads than the global forecasts. This is because
ensemble downscaling forecasts can add the uncertainty of the smaller-scale phenomena. The
result suggests that ensemble downscaling forecasts can provide the probabilistic forecasts
considering the effects of local-scale phenomena that cannot be reproduced with coarse global
models.
We decomposed the ensemble mean forecasts of the daily mean surface air temperature
fields into EOF modes of the temperature fields observed at the AMeDAS sites. It is clarified
that the predictability depends on the EOF modes The predictable periods are 8 days for the
homogeneous mode over northeastern Japan, 5 days for the Yamase mode (east-west mode),
2 days for the north-south mode. It is also found that ensemble downscaling forecasts does
not significantly extend the predictable periods. Meanwhile, the dynamical downscaling can
properly predict amplitudes of the EOF modes. Particularly regarding the Yamase mode,
the dynamical downscaling can predict 90 % although the global model can do only 20 %.
This result indicates that the validity of ensemble downscaling for medium-range forecast of
surface air temperature field induced by Yamase.
This study shows the validity of ensemble downscaling for medium-range forecasts of the
detailed spatial distributions of surface air temperature. It is useful to estimate such realistic
features including effects of small-scale phenomena as spatial variability, temporal variability,
and probabilistic distribution. Therefore, the results of the ensemble downscaling members
has a potential in use as inputs of models such as agricultural models which need realistic
surface variables. It is also possible to estimate the reliability of the forecast corresponding to
contribution rates of the predictable modes in ensemble mean forecast. In addition, this study
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suggests that even the state of the art dynamical downscaling model have some deficiency in
terms of surface air temperature. Further improvement in the model is needed.
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