Abstract. For a given expanding d-fold covering transformation of the one-dimensional torus, the notion of weak Gibbs measure is defined by a natural generalization of the classical Gibbs property. For these measures, we prove that the singularity spectrum and the L q -spectrum form a Legendre transform pair. The main difficulty comes from the possible existence of first-order phase transition points, that is, points where the L q -spectrum is not differentiable. We give examples of weak Gibbs measure with phase transition, including the so-called Erdös measure.
Introduction
The one-dimensional torus S 1 := R/Z is endowed with the natural metric and dim H M denotes the Hausdorff dimension of any M ⊂ S 1 (by convention, dim H ∅ = −∞). Let B r (x) be the closed ball of radius r > 0 centered at x ∈ S 1 ; the local dimension of a Borel probability measure η at x is by definition DIM η (x) := lim r→0 log η(B r (x)) log r ,
provided that the limit exists. The level set E(α) (α ∈ R) associated to η is the set of points x ∈ S 1 such that DIM η (x) exists and is equal to α. The map α → dim H E(α) is called the singularity spectrum of η. Heuristic arguments using techniques of statistical mechanics (see [16] for example) show that the singularity spectrum should be finite on a compact interval denoted DOM(η) and is expected to be the Legendre transform conjugate of the L q -spectrum τ associated to η (see Definition 1.3); that is, for all α ∈ DOM(η),
dim H E(α) = inf{αq − τ (q); q ∈ R} =: τ * (α).
where the concave map τ φ is implicitly defined by a pressure equation. An important and non-trivial step is to prove (Theorem B) that dim H E(α|M) = dim H E(α), when η is a weak Gibbs measure. The last step is achieved by proving (Theorem C) that τ φ coincides with the L q -spectrum τ and we conclude (Theorem A ) that the Legendre transform formula (2) holds, when η is weak Gibbs. These generalizations are relevant essentially because the L q -spectrum τ need not be real-analytic/differentiable when η is weak Gibbs. For the thermodynamic formalism on lattices, a system is said to exhibit a phase transition when a thermodynamic function displays a defect of analyticity at some critical value (see [40, ch. 5] ). We shall say that the real number q c is a phase transition point (respectively a first-order phase transition point) if τ is not real-analytic (respectively not differentiable) at q c : this will make sense, for we shall prove (Theorem C) that τ coincides with a thermodynamic function determined by a pressure equation. Let us denote by τ (q + c ) (respectively τ (q − c )) the right (respectively left) derivative of τ at q c ; if τ (q + c ) < τ (q − c ) then the mass distribution principle does not apply to give the desired lower bound of dim H E(α|M) when τ (q + c ) < α < τ (q − c ). Our argument depends on the tangency property of the topological pressure, which yields a thermodynamic characterization of τ (q + ) and τ (q − ) for any q ∈ R (Lemma 3.2) and on a formula which gives the Billingsley dimension of the generic points of a (not necessarily ergodic) shift-invariant measure.
In §1 we describe the framework of the expanding d-fold covering transformation of the one-dimensional torus and the thermodynamic formalism of the equilibrium state. Then we give a definition of the weak Gibbs measure (Definition 1.1) making possible a rigorous statement of Theorems A, B, C and A ; the proofs of these theorems are given in §3. Section 2 is devoted to an illustration of the previous results through the analysis of two examples of Bernoulli convolutions. We first study ( §2.1) the so-called (2, 3)-Bernoulli convolution: this measure is proved to be weak Gibbs (Theorem 2.4) and we show that its L q -spectrum displays a phase transition point (Theorem 2.5). The case of the (2, 3)-Bernoulli convolution is closely related to our main application, concerned with the multifractal analysis of the Erdös measure. The Bernoulli convolution ν β (1 < β < 2) defined in §2.2 is a non-atomic probability measure supported by the unit interval which is either continuous or purely singular (see [21] ). Erdös proved in [10] that ν β is purely singular when β is a Pisot number (i.e. an algebraic integer whose conjugates have modulus less than 1). When β = (1 + √ 5)/2 the measure ν := ν β is called [42] the Erdös measure. The multifractal analysis of ν has been partially studied in [13, 24, 27] ; we prove (Theorem 2.9) that ν is a weak Gibbs measure (but not Gibbs) with respect to a suitable 3-fold covering transformation (the potential of ν is defined by means of continued fractions), so that the full multifractal formalism is completely established (our contribution is concerned with the decreasing part of the singularity spectrum of ν). In [13] , the first author completes a result in [24] by giving an explicit formula for the L q -spectrum of the Erdös measure, proving in addition that there exists a negative q c such that: (i) τ (q) = q log 2/log β for any q ≤ q c ; (ii) τ is infinitely differentiable at any q > q c ; and (iii) τ is not differentiable at q c . The weak Gibbs property of ν makes possible (Theorem C) the use of the thermodynamic formalism and one may interpret q c as a first-order phase transition. The variational principle allows an alternative approach to (i) (Theorem 2.10), which is actually enough to ensure that τ is not real-analytic at q c < 0; the fact that τ is not differentiable at q c is more difficult to establish: Appendix A is devoted to a self-contained proof of this result based on the original argument in [13] . We point out that the multifractal formalism is valid for ν β n , when β n is the Pisot number such that β n n = β n−1 n + · · · + β n + 1 (n ≥ 3) [13, 32] , the corresponding L q -spectrum being differentiable on the whole real line [13] . Even if some partial results can be achieved (see e.g. [14] ), the general case of a Pisot number seems to remain a difficult problem. 
Multifractal formalism of weak Gibbs measures
for any integer k ≥ 0, and χ : S 1 → d is a one-to-one map such that the following
(|J | stands for the length of any interval J ⊂ S 1 and
Definition 1.1. The measure η defined on S 1 is said to be a weak Gibbs measure of the potential φ : d → R, if there exists a sub-exponential sequence of real numbers K(n) > 1 (i.e. lim n (1/n) log K(n) = 0) such that, for any n > 0, and any ω ∈ χ(S 1 ),
without loss of generality, we assume that K(n) increases with n.
If K(n) is constant, one recovers the classical notion of Gibbs measures [2] ; accordingly, by (4), the Lebesgue measure is a Gibbs measure of the volume-derivative potential 0 .
Suppose that the probability measure η is fully supported by S 1 ; for ω ∈ χ(S 1 ), we set φ 1 (ω) := log η[ω 0 ] and for any n > 1,
Using the density of χ(S 1 ) in d , one extends φ n to a continuous map defined on the whole of d and called the n-step potential of η. The following lemma provides a useful way to prove that η is weak Gibbs (the proof is left to the reader). LEMMA 1.2. Let φ n be the n-step potential of a fully supported probability measure η; if φ n converges uniformly to a potential φ then η is a weak Gibbs measure of φ.
Even if a weak Gibbs measure need not be invariant under the dynamics of T , the notion is closely related to the theory of equilibrium states. The topological pressure of a potential φ : d → R (simply assumed to be continuous) is, by definition,
where
]} (a sub-additive argument ensures that the limit in (7) does exist). The variational principle of Walters [45] asserts that, for any σ -invariant probability measure η of metric entropy h σ (η), one has h σ (η) + η(φ) ≤ P (φ), equality being obtained when η is an equilibrium state of φ; the set of equilibrium states of φ is a non-empty weak- * compact convex set (in fact a Choquet simplex), whose extreme points are σ -ergodic measures. We shall use the basic properties of the topological pressure listed in [45, Theorem 9.7] . It is worth noting that the weak Gibbs property is satisfied by a g-measure in the sense of Keane [22] as well as the so-called conformal measures. More precisely, given a potential φ : d → R, the probability measure η defined on S 1 is said to be e −φ•χ -conformal, if for any Borel set A,
Under the condition that η is fully supported by S 1 , it is easily seen that (8) implies the uniform convergence of the n-step potentials of η, ensuring by Lemma 1.2 that η is weak Gibbs. However, the converse is not true in general, even if there exists a partial reciprocal; to see this, we notice that if in addition to being of full support and e −φ•χ -conformal, one also assumes that η is T -invariant, then, according to the previous remark, η is a weak Gibbs measure of φ, but it is also necessary that φ is normalized in the sense that σ ξ=ω e φ(ξ ) ≡ 1 (the n-step potentials are trivially normalized and, using the uniform convergence, one deduces that φ is also normalized). Now, if one assumes that η is a T -invariant weak Gibbs measure of the normalized potential φ, then it is easily seen that η is an equilibrium state of φ and by the variational principle in [26, Théorème 1] , one deduces that η is e −φ•χ -conformal. When the potential φ is normalized one usually writes g = e φ•χ so that the T -invariant e −φ•χ -conformal measures are exactly the g-measures.
Statement of the multifractal theorems.
The classical starting point of the multifractal analysis is to make possible an application of the Shannon-McMillan Theorem, by the introduction of the Markovian local dimension
provided that the limit exists; then the α-level set corresponding to this local dimension is by definition
From now on, suppose that the probability measure η defined on S 1 is a weak Gibbs measure of the negative potential φ : d → R. For any (q, t) ∈ R × R we consider the partition function
Using the Gibbs property (4) of the Lebesgue measure and the weak Gibbs property (5) of η, it follows from the definition given in (7) that
The convex property of P implies that P φ is a convex map on R × R; for any q, q ∈ R with q > q, one has
and thus
Since φ is supposed continuous and negative, sup(φ) < 0, and one deduces from (13) that the convex map q → P φ (q, t) decreases from +∞ to −∞. Using the assumption that sup( 0 ) < 0, the same argument shows that, for any q ∈ R fixed, the convex map t → P φ (q, t) increases from −∞ to +∞. Therefore, there exists an increasing concave map τ φ : R → R defined by the implicit equation P φ (q, τ φ (q)) = 0. The underlying thermodynamic formalism related to the convex map P φ leads to a characterization of the points where τ φ is not differentiable (i.e. the first-order phase transition points): actually, according to Lemma 3.2 proved in §3.1,
where the infimum and the supremum are respectively taken over the probability measures µ, equilibrium states of the potential qφ −τ φ (q) 0 . Lemma 3.2 also provides a description of the behavior of τ φ about +∞ and −∞: more precisely we shall prove that
where the infimum and the supremum are respectively taken over the probability measures µ which are σ -invariant on d .
It is now possible to state the multifractal formalism of a weak Gibbs measure with respect to the Markovian local dimension. 
, for any α < α < α. When T is differentiable on the whole torus and η is a Gibbs measure associated to a potential which is continuous with respect to the natural topology on S 1 , it is well known [36] that E(α) = E(α|M). We emphasize that, in our framework, the transformation T (respectively the potential of the weak Gibbs measure) may not be differentiable (respectively continuous) for the natural topology on S 1 : in that case one may have E(α) = E(α|M). The following theorem is a crucial point of our multifractal analysis. 
Bernoulli convolutions
For practical reasons, we shall need basic notions about the set of words on an alphabet. Given A := {0, . . . , s − 1} (s ≥ 2) a finite alphabet, each element in A n (n ≥ 1) is denoted by a string of n letters/digits in A that we call a word; by convention A 0 is reduced to the empty word ∅. By definition, A * is the set of words on A, that is, A * := ∞ n=0 A n . We denote by wm the concatenation of the two words w and m so that A * , endowed with the concatenation, is a monoid with unit element ∅. Whenever x 0 , . . . , x s−1 are s elements of a monoid (X, ) with identity element e, we denote x ∅ := e and x w := x ξ 0 · · · x ξ n−1 , for any word w = ξ 0 · · · ξ n−1 ∈ A * . 
, when d is endowed with the equidistributed Bernoulli probability. The measure µ is non-atomic, is supported by the whole unit interval I = [0, 1], and is either absolutely continuous or purely singular (see [21, Theorem 35] ). In this section we focus our attention on the (2, 3)-Bernoulli convolution µ, when 3 is endowed with the equidistributed Bernoulli measure λ 3 (by [8, Propositions 5.2 and 5.3] , µ is known to be purely singular). The measure µ turns out to be self-similar; to see this, notice that for M ⊂ I one has X(ω) ∈ M if and only if
where S ω 0 (x) := x/2 + ω 0 /4; since λ 3 is a Bernoulli measure, for ε = 0, 1 or 2 one obtains
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Finally, one deduces that µ satisfies the following self-similarity equation:
Each dyadic sub-interval of I is coded by a word w ∈ {0, 2} * and in what follows we denote [w] := S w (I ). From the self-similarity property of the measure µ given in (14) and the fact that S
Likewise, using the identity S 12 = S 20 and the fact that S
, and the following matricial identity holds:
, where
Since S 10 = S 02 , one gets in the same way that
A simple induction using (15) , (16) and the fact that
In order to fit our framework, the measure µ is identified to a measure on the torus S 1 . Let T 2 : S 1 → S 1 be the multiplication by 2 (mod 1); it is a 2-f.c.t. coded by the full shift σ : → where := ∞ 0 {0, 2} and the volume-derivative potential is 0 :
A direct computation using (17) gives µ[20 n−1 ] = n/(2 · 3 n−1 ), for any n > 0; if µ is a Gibbs measure of ψ, then there exists a constant K > 1 such that, for any n ≥ 1,
this is impossible and one concludes that µ is not a Gibbs measure. Our aim is to prove that µ satisfies the weak Gibbs property with respect to some potential to be identified. We consider the probability measure µ defined on S 1 by setting, for any word
It is clear that µ is T 2 -invariant and the next proposition shows how it is related to µ.
PROPOSITION 2.1. For any ω ∈ , and any integer n ≥ 1,
Proof. Let w ∈ {0, 2} n ; it is easily seen that µ[w]/µ [w] ≤ 3 and thus it remains to prove
. . , a k > 0 (the cases a 1 = 0 or n are similar); if we denote
Since n = a 1 + · · · + a k , it follows that a 1 ≤ n and thus
In order to define the potential associated to µ in Theorem 2.2 below (as well as for the Erdös measure in §2.2), we introduce some notations and ideas.
Given a sequence a 0 , a 1 , . . . of integers with a 0 ≥ 0 and a i > 0 for i > 0, we denote
where the irreducible fraction p k /q k is the kth convergent of the continued fraction
The integers p k and q k satisfy a well-known linear recurrence, say
we refer to [23] for a general presentation of continued fraction theory. For ∈ {0, 2} and a any positive integer, we denote |a = a ; given any sequence a 1 , a 2 , . . . , a k (k ≥ 2) of positive integers, we define |a 1 , a 2 , . . . , a k by means of the 
The proof of Theorem 2.2 relies on the following lemma, which, according to (19) , makes the link between the matrix product formula in (18) defining µ and the continued fractions involved in the definition of the potential ϕ associated to µ in Theorem 2.2.
Proof. Notice that Q 0 Q 0 is the identity matrix and that P a 2 Q 0 = Q 0 P a 0 = Q a , for each integer a ≥ 0; given any finite sequence of integers a 1 , . . . , a k with a 2 · · · a k−1 > 0, one has
. . ] and for any k ≥ 1,
By the definition of the n-step potential φ n of µ , it follows from Lemma 2.3 that
Using classical inequalities of the theory of continued fractions,
Since n = a ω 1 + · · · + a ω k + α, one gets q k+1 ≥ q k > n, which gives the following upper bound:
The desired result is obtained by an application of Lemma 1.2. Since µ is a weak Gibbs measure of the potential ϕ, it satisfies the multifractal formalism as stated in Theorem A ; moreover, by Theorem C, its L q -spectrum τ coincides with the concave function τ ϕ , a solution of the implicit equation
The following theorem proves that τ is not real-analytic at a critical point q c < 0, meaning that q c is a phase transition point. The proof of Theorem 2.5 depends on the following lemma.
If (20) is valid for rank 1 up to rank k ≥ 1, then (even when a k − 1 = 0),
and (20) follows by induction. Using (20) , one gets, for any q < 0,
and the desired result holds. 2
Proof of Theorem 2.5. The Bernoulli convolution µ being a weak Gibbs measure of ϕ, one deduces from Theorem C that τ (q) = τ ϕ (q): this means that, for any q ∈ R,
Let α 0 := log 3/log 2; for 0 = (ω i = 0) ∞ i=0 one has 0 (0) = −log 2 and ϕ(0) = −log 3, so that qϕ(0) − α 0 q 0 (0) = 0, for any q ∈ R: it follows from the variational principle that
which by (21) implies that τ (q) ≤ α 0 q. We now prove that τ (q) ≥ α 0 q when q is sufficiently close to −∞. Since µ is also a weak Gibbs measure of ϕ, one can write
By Lemma 2.3, one has, for any q < 0,
Hence, by Lemma 2.6, there exists q 0 < 0 such that Z n (q,αq) ≤ 1/2 q for any q < q 0 and each n ≥ 1. Therefore, P ϕ (q, α 0 q) ≤ 0 and (21) gives τ (q) ≥ α 0 q when q ≤ q 0 ; since τ is a concave map with τ (0) = −1, there exists q c < 0 such that τ (q) = α 0 q if and only if q ≤ q c . 2 2.2. The Erdös measure. Suppose that 1 < β < 2 and let α := 1/(β −1). The Bernoulli convolution ν β can be defined as the probability distribution of the random variable
, where 2 is endowed with the equidistributed Bernoulli measure. As in the case of a (b, d)-Bernoulli convolution, ν β satisfies a self-similarity equation, say
with S ε (x) = (x + ε/α)/β and ε ∈ {0, 1}. From now on, we assume that [2] and according to the self-similarity property (22) satisfied by ν, one gets ν [1] 
Likewise, for any word w on the alphabet {0, 1, 2},
which we can write in the following matricial way:
As initially noticed by Strichartz et al. [43] , the identity S 100 = S 011 plays a crucial role in the overlapping situation involved in the self-similarity of ν. It follows from the same kind of elementary computation which yields (24) that
By induction using (23), (24) , (25) , (26) and (27) , one gets for any ω 0 · · · ω n−1 ∈ {0, 1, 2} n ,
Similarly to the (2, 3)-Bernoulli convolution, the Erdös measure ν is considered as a probability measure on S 1 ; moreover, the transformations R 0 , R 1 and R 2 are identified to the local inverses of a 3-f.c.t. of S 1 denoted T which is coded by the full shift σ : 3 → 3 and associated to the volume-derivative potential 0 : 3 → R, such that
We now consider the intervals [w] (w ∈ {0, 1, 2} * ) as subsets of S 1 in such a way that 
(defining the n-step basic intervals of T ).
By (28) one gets that ν[10 n ] = (2n+4)/(3·4 n+1 ) and thus ν is not a Gibbs measure with respect to T . Following the same idea as in the case of the (2, 3)-Bernoulli convolution, we introduce the T -invariant probability measure ν , such that
The same argument leading to Proposition 2.1 gives the following.
PROPOSITION 2.7. For any ω ∈ 3 , and any integer n ≥ 1,
In order to establish the following theorem, we use formula (29) defining ν together with Lemma 2.3 and we apply the argument of the uniform convergence of the n-step potentials (Lemma 1.2) in a similar way leading to Theorem 2.2. THEOREM 2.8. The T -invariant probability measure ν defined on S 1 by (29) is a g-measure of the normalized potential φ : 3 → R such that
As a corollary of Proposition 2.7 and Theorem 2.8, one has the following.
THEOREM 2.9. The Erdös measure ν is a weak Gibbs measure of φ.
The case of the Erdös measure ν is similar to the one of the (2, 3)-Bernoulli convolution studied in §1.1; since ν is a weak Gibbs measure of the potential φ, it satisfies the multifractal formalism as stated in Theorem A and, by Theorem C, its L q -spectrum τ coincides with the concave function τ φ , a solution of the implicit equation P φ (q, τ φ (q)) = 0. Theorem 2.10 below is the analog of Theorem 2.5: it proves that τ is not real-analytic at a critical point q c < 0, meaning that q c is a phase transition point. Proof. The Erdös measure ν being a weak Gibbs measure of φ, one deduces from Theorem C that τ (q) = τ φ (q): this means that, for any q ∈ R,
For α 0 := log 2/log β one can check that qφ(0)−α 0 q 0 (0) = 0, for any q ∈ R: it follows from the variational principle that
which implies that τ (q) ≤ α 0 q. We now prove that τ (q) ≥ α 0 q when q is sufficiently close to −∞. Using the fact that ν is also a weak Gibbs measure of φ, it is easily seen that
Notice that any word w ∈ {0, 1, 2} n is associated to a unique sequence of (possibly empty)
which implies thatZ n (q, α 0 q) is bounded for q < q 0 , with a small enough q 0 given by Lemma 2.6: by (31) one has P φ (q, α 0 q) ≤ 0 and thus τ (q) ≥ α 0 q when q ≤ q 0 ; since τ is concave with τ (0) = −1, there exists q c < 0 such that τ (q) = α 0 q if and only if q ≤ q c . 2
Remark 2.11.
(1) Starting from Definition 1.3 of τ , it is proved in [13] that τ is not differentiable at q c ; according to our terminology and the fact that τ = τ φ , this means that q c is a critical value of a first-order phase transition: we include in Appendix A a proof of this result, based on the approach developed in [13] . (2) The phase transitions occurring in the multifractal formalism of the (2, 3)-Bernoulli convolution and the Erdös measure are to be related to the problem of phase transition on one-dimensional lattice systems and one-sided full-shift respectively studied in [9, 15] and [18] (see also [19] and [30, 31] for the relationship with the multifractal formalism).
(3) We point out the similarity between the potentials associated with the (2, 3)-Bernoulli convolution (Theorem 2.2), the Erdös measure (Theorem 2.8) and the potentials considered in [41] .
(4) The L q -spectra (for q > 0) and the sets of possible local dimensions for a special class of self-similar measures with overlaps were studied in [12, 20] ; the Hausdorff dimension of the corresponding self-similar sets was determined in [38] . 
one defines a metric d λ compatible with the product topology on d . Let dim λ be the λ-Billingsley dimension [1] , that is, the Hausdorff dimension on the metric space
Given µ a probability measure σ -invariant on d , we claim that
When µ is ergodic, this formula can be deduced by a classical argument using the Shannon-McMillan Theorem and the fact that µ(G σ (µ)) = 1. However, (32) (4) that λ is a Gibbs measure of 0 in the sense that there exists a constant K > 1 such that, for any ω ∈ d and any integer n ≥ 1,
then we can apply [37, Théorème 1. (32) , one concludes that Proposition 3.1 holds.
2.2], ensuring that dim
We now prove a lemma that gives the characterization of the points where τ φ is not differentiable (i.e. the first-order phase transition points); it is essentially a corollary of the tangency property of the topological pressure [ 
Proof. (i) Let q > 0; from the definition of the concave map τ φ : R → R one has P (qφ − τ φ (q) 0 ) = 0; similarly, for any h > 0
where we write τ φ (q + h) = τ φ (q) + hτ φ (q + ) + hε h with ε h tending to 0 when h tends to 0. In conclusion, one has the equation
which, by the tangency property of the pressure, ensures that
By the same argument one gets
It is clear that if τ φ is differentiable at q then τ φ (q)
Since τ φ is not differentiable on an (at most) countable subset of R, there exists a sequence of real numbers q n > q which tend to q and such that τ φ is differentiable at q n for any n. Let µ n ∈ I q n and assume (by compactness) that µ n tends to a σ -invariant probability measure µ in the weak- * sense; since the potentials q n φ − τ φ (q n ) 0 converge uniformly to qφ − τ φ (q) 0 , it follows from the variational principle and the upper semi-continuity of the entropy that µ ∈ I q . Using the fact that τ φ is concave,
and then τ φ (q + ) = inf{µ(φ)/µ( 0 ); µ ∈ I q }. The same argument applies to τ φ (q − ).
(ii) We prove the assertion for α (the same argument applies to α). By the concavity of τ φ it is clear that α ≤ lim q→+∞ τ φ (q + ); this fact together with part (i) yields
Since 0 is negative and uniformly bounded away from 0,
; then there exists µ ∈ I q α such that µ(φ)/µ( 0 ) = α and for such a measure one has
Proof. We consider the map : µ → µ(φ)/µ( 0 ) which is continuous on the convex set of probability measures on d , endowed with the weak- * topology. Given α < α < α, the set (I q α ) is a non-empty closed interval of R, for I q α is a non-empty closed convex subset of the σ -invariant measure. By Lemma 3.2, [τ (q + α ), τ (q − α )] = (I q α ) and thus there exists µ ∈ I q α (not necessarily ergodic) such that (µ) = µ(φ)/µ( 0 ) = α. We now apply the variational principle: on the one hand, for every q ∈ R,
on the other hand, since µ ∈ I q α ,
We are now in a position to prove the lower bound τ * φ (α) ≤ dim H E(α|M), for α < α < α. Given x ∈ S 1 with χ(x) = ω, the Gibbs property of the Lebesgue measure (with respect to the volume-derivative potential 0 ) ensures the existence of C > 1 such that, for any integer n,
Likewise, by the weak Gibbs properties of η, there exists a sub-exponential sequence of real numbers K(n) > 1 such that
The potential φ being negative, φ(ξ) < ε < 0 uniformly on d and S n φ(ω)/n < ε for any n; moreover, since (1/n) log K(n) tends to 0 when n goes to infinity, one deduces that S n φ(ω) + log K(n) < 0, when n is sufficiently large. For the same reason that 0 is negative, one also has S n 0 (ω) + log C < 0, when n is sufficiently large, and thus
Now assume that ω = χ(x) ∈ G σ (µ), where µ ∈ I q α (given by Lemma 3.3), satisfies
the point x being arbitrarily taken in χ −1 (G σ (µ)), one deduces that
Using successively Lemma 3.2 and Proposition 3.1, one concludes
The required lower bound is proved.
Proof of Theorem A: upper bound.
The following proof is essentially the argument given by Brown et al. [4] that we adapt to our framework. Notice that the hypothesis that η is a weak Gibbs measure of the potential φ is implicitly needed to ensure that the concave map τ φ is well defined. We use the notions of ε-packing, box dimension (denoted dim B ) and packing dimension (denoted dim P ), presented in Appendix B. We shall prove, in Theorem 3.4 below, a stronger result than the upper-bound dim H E(α|M) ≤ τ * φ (α) involved in Theorem A; actually in place of the level sets E(α|M), we shall deal with what we call the 'fat level sets', defined by setting, for any α ∈ R, 
Proof. We prove part (i) while part (ii) can be handled in a similar way. See Figure 1 for the graph of τ φ (q). To begin with, notice that, for
for any n ≥ 0, so that 
Since β is an arbitrary real number such that α < β < τ φ (0 + ), the continuity of τ * φ at α yields the desired upper bound stated in (i); the proof of the theorem is complete. 
t. T ; if η is a Borel probability measure then the following two properties hold:
if in addition η is a weak Gibbs measure, then one has:
In order to prove Proposition 3.5 we use ideas taken from the approach of Hofbauer in [19] . Let dist(·, ·) be the usual distance on S 1 ; for any x ∈ S 1 and 0 < d < 1/2, we define 
We define the n-step variation of the volume-derivative potential 0 , by setting
and we consider in addition
Notice that, since 0 is continuous on d , the variation V n ( 0 ) tends to 0 when n goes to infinity and, by a classical lemma on Cesàro averages, n ( 0 )/n tends to 0 as well. We denote by d n (x) the distance of x to the boundary of the basic interval I n (x); the following lemma shows that the ratio
LEMMA 3.7. Given any x ∈ S 1 \∂M d , there exists a rank n 0 (depending on x) such that, for any n ≥ n 0 ,
Proof. By an application of the Mean Value Theorem, it is clear that
using the fact that x / ∈ ∂M d , another application of the Mean Value Theorem yields
and one concludes using the definition of n ( 0 ). 2
Proof of Proposition 3.5. (iii)
When η is a weak Gibbs measure, the upper bound dim H E(α) ≤ τ φ (α) * is a trivial consequence of Theorem 3.4 together with parts (i) and (ii), which we now establish.
(i) Fix x ∈ S 1 and set ε n := |I n (x)|, for any n ≥ 0. Then, for any rank n ≥ 0,
(ii) Since T is regular and uniformly expanding,
and, by a classical application of the Mean Value Theorem, γ n ≤ |I n (x)| ≤ γ n , for any x ∈ S 1 and any integer n ≥ 0. Let x ∈ S 1 \∂M d and denote by d n (x) the distance of x to the boundary of the basic interval I n (x); it follows from the definition of
Since one clearly has −(1/n) log |I n (x)| ≥ −log γ > 0, one deduces from Lemma 3.7 that
which according to (37) yields
, for n ( 0 )/n tending to 0. Let ε > 0 be arbitrarily given; by Hofbauer's lemma there exists
Part (ii) is established since ε > 0 is arbitrarily chosen. 2
Proof of Theorem B: lower bound.
In order to prove the lower bound τ φ (α) * ≤ dim H E(α) we use the underlying Markov structure to construct a slim level set S(α|M), a subset of E(α) having the specified Hausdorff dimension, say τ φ (α) * . Usually this is achieved by constructing a Frostman measure on the level set E(α); we shall use this approach with the additional difficulty that the measure to consider may not give a positive measure to E(α) (this is related to the fact that α may correspond to a first-order phase transition point).
The proof of the desired lower bound is a consequence of Theorem 3.8 below. Let us split any ω ∈ d into an infinite sequence of finite words, sayω 1 ,ω 2 , . . . , so that (by concatenation) ω =ω 1ω2 · · · and with the additional condition that the length of each wordω n (n ≥ 1) is exactly n. Then we define the one-to-one map
THEOREM 3.8. Let µ be a σ -invariant measure on d (d > 2) †; then the following hold:
and any probability measure η on S 1 ,
We claim that, for each α < α < α, the upper bound τ φ (α) * ≤ dim H E(α) is a consequence of Theorem 3.8. To see this, let q α ∈ R be such that τ (q + α ) ≤ α ≤ τ (q + α ); using Lemma 3.3, we consider an equilibrium state of the potential q α φ − τ (q α ) 0 , say
We define the slim level set S(α|M) := χ −1 (G * σ (µ α )); by part (iii) of Theorem 3.8, one has DIM η (x|M) = DIM η (x) for any x ∈ S(α|M), and since
, completing the proof of the desired lower bound.
Therefore it remains to establish Theorem 3.8. To begin with we shall prove the following lemma.
The Lebesgue measure being Gibbs with respect to the Markov net associated to T , there exists a constant 0 < c < 1 such that, for any i = 0, 1, 2,
for some constant integer p > 0 and thus the following sequence of inclusions arises:
If DIM η (x|M) = α then it follows that log η(B r k (x))/log r k tends to α, when k goes to ∞; notice that for r k+1 ≤ r ≤ r k log r k log r k+1
and from the assumption that 
and notice that, by construction,
(i) Assume that f is a real-valued continuous function defined on d . For any ω ∈ G σ (µ) and any integers n, p with p ≥ 2 and 0 ≤ n < p, one has
which gives, with V k (f ) defined as in (35) and n (f ) as in (36),
, a straightforward computation yields, for any n ≥ 1,
where ρ n is the integral part of ( √ 8n + 1 − 1)/2. The variation V n (f ) tends to 0 when n goes to infinity, as well as both n (f )/n and n (f )/n; this completes the proof of (i).
(ii) Let n := ρ n (ρ n − 1)/2 + r, where r is an integer such that 0 ≤ r < ρ n and let n = n + ρ n . Since the Lebesgue measure is a Gibbs measure of the volume-derivative potential 0 , one gets
for the constant K > 1 given in (4). Thereafter, from (39) one deduces that
,
is clearly a quantity that tends to 0 when n goes to infinity. We use again the Gibbs property of the Lebesgue measure, say,
which yields the following sequence of inequalities:
Since 0 < 0, it is clear that B n := log K/(n sup( 0 )) tends to 0 when n goes to infinity and from (41) (with n large enough),
It follows from (40) and (42) 
In conclusion, for any ε > 0, there exists δ > 0 such that
and one deduces that dim
The result follows by an application of Lemma 3.9. 2 3.5. Proof of Theorem C. Let F 0 := {S 1 } and suppose that F n (n > 0) is a partition of S 1 by non-empty intervals. We say that F := n F n is a net if any interval in F n is the union of intervals in F n+1 . For x ∈ S 1 we denote by I n (x) the interval in F n such that x ∈ I n (x), and we suppose that lim n |I n (x)| = 0. Moreover, F is said to be regular if there exists a constant c > 1 such that, for any J, J with F n+1 J ⊂ J ∈ F n (n ≥ 0), one has |J |/|J | ≤ c. Given 0 < r < 1 and x ∈ S 1 , let n r (x) be the rank such that |I n r (x) (x)| < r and |I n r (x)−1 (x)| ≥ r; furthermore, one defines an equivalence relation on S 1 by setting x∼ r y if and only if y ∈ I n r (x) (x): the so-called r-Moran partition F r is the partition of S 1 generated by this equivalence relation. Notice that, under the condition of F to be regular, any interval J ∈ F r has approximately length r, in the sense that r/c ≤ |J | < r.
We refer to the book of Pesin [35] for a systematic presentation of the previous framework. In order to prove Theorem C we first establish the following theorem. First, suppose that q < 0; by definition, one has |J | < r/2 for any J ∈ F r/2 and thus each ball B i ∈ B r contains at least one interval in F r/2 , say J i , so that
(the factor 2 appears because one may have J m r −1 = J m r ). By the regularity of F one also has 2r ≤ |J |, for any J ∈ F 2cr (where c > 1 stands for the constant involved in the regularity property of F ); hence, each J ∈ F 2cr contains at least one B i ∈ B r , implying thatZ(2cr) ≤ 2Z(r/2); one deduces that τ (q) is the lower limit of the ratio logZ(r)/log r when r tends to zero. We now consider the case of q ≥ 0. By the regularity of F , one has r ≤ |J | for any J ∈ F cr ; hence, each B i ∈ B r intersects no more than two elements of F cr , one of them, say J i , satisfying η(B i ) ≤ 2η(J i ). One may have J i = J j for i = j , but since each interval in F cr intersects at most N elements of B r , for some N independent of r, one gets
Suppose that C is an arbitrary r-cover of S 1 . It follows from Besicovitch's covering Lemma (cf. [28, p. 30] ) that there exists a sub-cover C of C, such that each point x ∈ S 1 belongs to at most three balls in C . One can check that, for 0 ≤ i ≤ m r , the number of C ∈ C which intersects B i is bounded by 6. Using again the fact that J ∈ F cr intersects at most N elements in B r , it is clear that J intersects at most 6N elements of C ; since any ball in C intersects no more than three elements of F cr ,
Taking the infimum over the r-cover C leads toZ(cr) ≤ 2(6N) q Z(r). With (45), one concludes that τ (q) is the lower limit of the ratio logZ(r)/log r when r tends to zero. 2
We now turn to the proof of Theorem C itself, which we split into two steps (the first one being inspired by an argument in [36] ).
First step. To begin with, suppose that η is a Gibbs measure of a Hölder continuous potential φ (which, according to our definition, implies that P (φ) = 0). For any q ∈ R and any ω ∈ d , the trivial identity
holds for q := qφ − τ φ (q) 0 . Denote by η q the unique T -ergodic Gibbs measure associated to the Hölder continuous potential q ; since η and the Lebesgue measure are respectively Gibbs measures of φ and 0 , the identity (46) gives, for any word w,
for some constant R > 1. The Markovian net M being regular, it is possible by Theorem 3.10 to consider the L q -spectrum defined by the mean of the Moran partitions M r (0 < r < 1). By a summation of (47) over the [w] ∈ M r , there exists a constant R > 1 such that
taking the limit when r tends to 0, one concludes that τ (q) = τ φ (q), for any q ∈ R.
Second step. We now turn to the general case. Let us consider a sequence of Hölder continuous potentials φ k which are uniformly convergent to φ. Since P (φ) = 0, one has
hence one can assume that P (φ k ) = 0. We denote by η k the unique σ -ergodic Gibbs measure of φ k ; by the first step of the proof, τ k (q) = τ φ k (q), for any q ∈ R (τ k denotes the L q -spectrum of η k ). Moreover, it follows from the classical properties of the topological pressure that τ φ k tends to τ φ uniformly on the compact intervals. It remains to prove the pointwise convergence of τ k (q) to τ (q). Given δ > 0, one has φ k − φ ∞ ≤ δ whenever n is large enough; therefore, for any integer m > 0 and any word w of length m, one has
where m → K(m) (respectively C k ) is the sub-exponential sequence (respectively constant) which characterizes the weak Gibbs property of η (respectively the Gibbs property of η k , for k ≥ 1). Let N r be the maximal length of the words w such that [w] ∈ M r ; for any k ≥ 1 we consider the partition functionZ k (r, q) :
When r tends to 0, one gets τ (q) ≥ τ k (q) − 2aδ, where a is a constant such that N r /log(1/r) ≤ a for any 0 < r < 1. The symmetric argument yields τ (q) ≤ τ k (q) + 2aδ and the proof of Theorem C is complete.
Any word w ∈ {0, 1, 2} n is associated to a unique sequence of (possibly empty) words
Recall that
so that, with z n (q) := w∈{0,2} n ( t VP w V ) q , one gets † 
Proof. (i) For x > 0, define t q (x) := q log 2/log β + log x/log β so that, for any q ∈ R, X(q) = max{x; P φ (q, t q (x)) ≤ 0} = min{x; P φ (q, t q (x)) ≥ 0}. † By definition {0, 2} 0 = {∅} and P ∅ is the identity matrix, so that z 0 (q) = ( t VP ∅ V ) q = 2 q . whenever q < −2.25 and 0 ≤ x ≤ 1. We first assume that q c < q < −2.25 (which is consistent with respect to part (i) of Proposition A.2); it is clear that F (q, · ) increases from 0 up to F (q, 1). By (ii), one has F (q, 1) > 1 and thus there exists a unique 0 < x q < 1 such that F (q, x q ) = 1, which also satisfies x q = max{0 ≤ x ≤ 1; F (q, x) ≤ 1}: since 0 ≤ X(q) ≤ 1, one deduces from (i) that X(q) = x q .
We now consider the case when q = q c ; since X(q c ) = 1, we need to prove that F (q c , 1) = n z n (q c ) = 1. Part (ii) insures that F (q, 1) > 1 for any q c < q, which implies that F (q c , 1) ≥ 1, by the fact that F is continuous at (q c , 1): since (ii) also implies that F (q c , 1) ≤ 1, one concludes that F (q c , 1) = 1, completing the proof of (iii) and of the proposition as well.
2
Proof of Theorem A.1. We shall prove that X is not differentiable at q c ; since by Proposition A.3, one has X(q) = 1 whenever q ≤ q c , this will be established if one shows that X (q + c ) < 0. According to part (iii) of Proposition A.3, for any q c ≤ q < −2.25, one has the equation Accordingly, one can use numerical computations to get the lower bound n z n (−2.25) > 1, proving that q c < −2.25.
(ii) Let q < 0; from (56) 
Thus, there exist three positive constants C, C and C such that 
Therefore, by (58) and (59), one concludes that n nz n (q) < ∞ when q < −2.25. with the important property that dim P n M n = sup n dim P M n ; moreover the packing dimension is a useful notion to get an upper bound of the Hausdorff dimension since
A systematic approach and detailed proof about fractal dimensions can be found in [11, 28] ; we also refer to [35] for a point of view related to dynamical systems.
