GPUs offer the promise of massive, power-efficient parallelism. However, exploiting this parallelism requires code to be carefully structured to deal with the limitations of the SIMT execution model. In recent years, there has been much interest in mapping irregular applications to GPUs: applications with unpredictable, data-dependent behaviors. While most of the work in this space has focused on ad hoc implementations of specific algorithms, recent work has looked at generic techniques for mapping a large class of tree traversal algorithms to GPUs, through careful restructuring of the tree traversal algorithms to make them behave more regularly. Unfortunately, even this general approach for GPU execution of tree traversal algorithms is reliant on ad hoc, handwritten, algorithm-specific scheduling (i.e., assignment of threads to warps) to achieve high performance.
Introduction
GPUs offer the promise of massive, energy-efficient parallelism, providing hardware that can execute hundreds of simultaneous parallel threads. Unfortunately, achieving such highly efficient parallelism requires compromises: GPUs present a somewhat limPermission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, or to redistribute to lists, contact the Owner/Author. Request permissions from permissions@acm.org or Publications Dept., ACM, Inc., fax +1 (212) ited SIMT (single-instruction, multiple-thread) execution model, where, to take full advantage of the parallel execution resources, threads that are executing simultaneously must perform the same computation (avoiding control divergence) and access memory in a predictable way (avoiding memory divergence). In other words, while GPUs appear to be well-suited to executing data-parallel algorithms, the full power of the GPU cannot be exploited unless the data-parallel tasks are similar to each other. As a result, most successful GPU algorithms are regular, with predictable control flow and memory access patterns.
There has been considerably less success tackling irregular algorithms. These algorithms, which feature data structures such as trees and graphs and input-dependent behavior, are much more difficult to map to GPUs, as the input-dependence precludes grouping together threads to minimize control divergence and the pointerbased data structures means that even if threads are performing similar operations, their memory accesses are likely not predictable, increasing memory divergence. As a result of these difficulties, most attempts to map irregular applications to GPUs have been one-off implementations: for each new algorithm, a new, ad hoc implementation for GPUs must be developed [1, [3] [4] [5] [6] .
Recently, Goldfarb et al. developed a general framework that took advantage of two transformations, autoroping and lockstepping, to restructure tree traversal algorithms so that they execute effectively on GPUs. Unfortunately, to achieve maximum performance using their framework, Goldfarb et al. used applicationspecific "sorting" optimizations to reorganize the set of traversals to be performed so that the traversals that were grouped into SIMT thread groups were likely to touch similar portions of the tree. What is missing is an approach to tackling these problems that does not rely on application-specific knowledge to be effective.
In this work, we take advantage of a key insight about the behavior of tree traversal algorithms that allows us to perform effective scheduling without performing application-specific sorting: even though traversals are input-dependent and hence inherently unpredictable, the depth-first nature of recursive traversals means that the behavior of a traversal as it explores the "lower half" of the tree (i.e., nodes at depth more than half the tree height) is largely determined by its behavior in the "upper half" of the tree (i.e., which nodes in the upper half of the tree the traversal visits, and in which order). In other words, two traversals that have similar behaviors in the upper half of the tree will behave similarly in the lower half of the tree, as well. However, the vast majority of the work performed by the traversal occurs in the lower half of the tree. As a result, it is possible to examine the behavior of traversals as they visit the upper half of the tree, and use that behavior to reschedule the traversals before they visit the lower half of the tree. Hence, we can dynamically schedule traversals based on their history to achieve effective scheduling.
We introduce a novel hybrid scheduling algorithm. The key insight is that tracking traversal behavior is straightforward to parallelize, while the reorganizing and scheduling process is highly irregular and difficult to optimize for GPUs. Hence, we track the behavior of traversals in the "top half" of the tree on the GPU, then send the results back to the CPU to perform the scheduling itself. The CPU then uses the new schedule to drive the execution of the "bottom half" of the traversals on the GPU, with the dynamic schedule providing substantially improved performance.
Design
This section describes our hybrid CPU-GPU scheduling strategy, a novel scheduling and execution technique for tree traversal algorithms that is both general and automatic. We do not rely on any application-specific or semantic knowledge. Instead, our technique uses two GPU kernels: one that runs a portion of the traversal code on the GPU while inspecting the behavior of individual traversals (inspecting). The CPU then uses this information to dynamically reorder the traversals (Scheduling) so that when the second kernel is called (Execution), threads grouped into warps perform similar work, improving SIMT efficiency.
The inspecting step is essentially partial execution of the whole computation task but truncated at certain depth. The deeper this truncation depth, the more information is collected and a better scheduling result can be expected, however, with a higher overhead. In our case, we choose an inspecting depth of one third or half of the maximum depth of the tree. Because the bottom half of the tree contains the bulk of the tree nodes, the inspecting overhead is neligible. The low time consumption in hybrid scheduling contributes a lot on its performance advantage in evaluation.
During inspecting, the traversal of each point is traced and recorded into a scheduling matrix. The scheduling matrix has one row for each point, and one column for each node in the top tree. When a point visits a node, the appropriate cell in the table is marked. This matrix is transferred back to the CPU for use during scheduling.
The final stage of our process is the execution phase. We simply run the original GPU kernel (with the addition of our optimized lockstep skeleton) for the traversal algorithm using the order of points determined during scheduling. Since this order of points is based on points that we expect to behave similarly, this has an analogous effect to when Goldfarb et al. ran their kernels on sorted input points.
Guided and unguided traversals In some algorithms, such as nearest neighbor, the particular order a point visits nodes is governed by point-specific data. For example, based on characteristics of a point, one point might visit the tree root's left child before its right, while another might visit the right child before the left. Following Goldfarb et al.'s terminology, we call algorithms that have this property guided traversals, in contrast to algorithms like point correlation that are unguided [2] . Note that whether a traversal is guided or not can be determined by a simple static analysis that determines whether the order of recursive calls is control dependent on any point-specific data. For unguided traversals, all the traversals follow the same order, so the scheduling matrix only records the set of visited nodes, but for guided traversals, the scheduling matrix is restructured to include traversal order in addition to visited nodes.
The CPU then analyzes the scheduling matrix and groups points into different buckets according to the nodes they visited. Points in one bucket are more likely to access same branches of the tree and hence exhibit better locality. For guided traversal, since the scheduling matrix contains both the traversal nodes and their order information, above scheduling is enough to achieve good performance. However, for unguided traversal, the scheduling can only partition points into limited number of buckets, while each bucket accumulates large number of threads with considerable control divergence. Therefore, intra-bucket scheduling is introduced along 
Evaluation
To evaluate the performance of Hybrid CPU-GPU scheduling strategy, we study five tree traversal benchmarks: k-Nearest Neighbor (kNN), Vantage Point (VP), Nearest Neighbor (NN), Point Correlation (PC) and Barnes Hut (BH). We evaluate the original kernels (Goldfarb et al.'s original lockstep code) with both unsorted and sorted inputs, and our new hybrid scheduling strategy with unsorted input. We evaluate our benchmarks on a server with two AMD Opteron 6164 HE Processors and an nVidia Tesla K20C GPU. The system has 32GB system memory and run on Red Hat 6.6 with Linux kernel v2.6.32. We take Goldfarb et al.'s original implementation [2] with unsorted input as the baseline. Each evaluation is run 15 times, and the resulting confidence intervals are small. Due to the lack of space, we only show the first two benchmark results in figure 1 . Across all of the inputs in kNN and VP, we see that our hybrid scheduling is significantly better than handwritten sorting methods. The geometric mean speedup for all five benchmarks for hybrid scheduling is 6.37× over the baseline, and 1.82× over the optimized sorted version. In other words our automatic, hybrid scheduler outperforms hand-written, applicationspecific sorting!
