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ABSTRACT
Financial Fraud Detection by using Grammar-based Multiobjective Genetic
Programming with ensemble learning
by
LI Haibing
Master of Philosophy
Financial fraud is a criminal act, which violates the law, rules or policy to gain
unauthorized nancial benet. As an increasingly serious problem, it has at-
tracted a lot of concerns. The major consequences are loss of billions of dollars
each year, investor condence and corporate reputation. Therefore, a study area
called Financial Fraud Detection (FFD) is obligatory, in order to prevent the
destructive results caused by nancial fraud. In general, traditional modeling
approaches are applied and based on pre-dened hypothesis testing of causes and
eects for FFD problems. In addition, the evaluation criteria are often based on
variable signicance level or Goodness-of-t only.
FFD has many common features like other data mining problems. It has
accumulated vast amounts of data records of dierent forms (e.g. nancial state-
ments or annual reports) over a period of time. It is very dicult to observe the
interesting information just by relying on traditional statistical methods. How-
ever, data mining techniques can be used to extract implicit, previously unknown
and potentially useful patterns, rules or relations from massive data repositories.
Such discovered patterns are appropriate to executive leadership, stakeholders
and related regulatory agencies to reduce or avoid the losses.
As real-life problems, it is not sucient for FFD to consider only a single
criterion (e.g. Goodness-of-t or accuracy). Instead, FFD can also seek multiple
objectives (e.g. accuracy versus interestingness). It is not easy to consider multi-
ple objectives at the same time unless applying combination methods (e.g. linear
combination) by assigning dierent weights to present the importance for each
criterion by using data mining techniques with a single evaluation criterion. For
example, accuracy is more important than interestingness with weights of 0.9:0.1.
But it is still dicult to decide the appropriate or exact values for weights. There-
fore, multi-objective data-mining techniques are required to tackle FFD problems.
In this study, FFD is targeted, and comprehensively evaluated by a number
of methods. The proposed method is based on Grammar-Based Genetic Program-
ming (GBGP), which has been proven to be a powerful data mining technique
to generate compact and straightforward results. The major contributions are
three improvements of GBGP for FFD problems. First, multi-criteria are consid-
ered by integrating the concept of multi-objectives into GBGP. Second, minority
prediction is applied to demonstrate the class prediction with unmatched rows
in their rules. Lastly, a new meta-heuristic approach is introduced for ensemble
learning in order to help users to select patterns from a pool of models to facili-
tate nal decision-making. The experimental results showed the eectiveness of
the new approach in four FFD problems including two real-life problems. The
major implications and signicances of the study can concretely generalize for
three points. First, it suggests a new ensemble learning technique with GBGP.
Second, it demonstrates the usability of classication rules generated by the pro-
posed method. Third, it provides an ecient multi-objective method for solving
FFD problems.
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CHAPTER 1
Introduction
1.1 Financial Fraud
Financial fraud is a serious problem that often produces destructive results
in the world and it is growing fast in many countries, such as China. It is a
criminal act, which violates the law to gain unauthorized nancial benet (Ngai
et al., 2011). Financial fraud refers to many activities, such as credit card fraud,
money laundering, insurance fraud, corporate fraud, etc. Credit card fraud and
corporate fraud have attracted a great deal of attention from the year of 1998, and
are still in the trend of escalation (Ngai et al., 2011). Credit card fraud is about
unauthorized usage of a credit card, unusual transaction behaviour or transactions
on an inactive card (Syeda et al., 2002). In the era of rapid development of
information technology, a vast volume of information can be created every second,
but there can be a lack of powerful techniques that can analyze the information. It
is costly to detect the potential fraudulent transactions manually. The results may
be destructive if one chooses to ignore them or detect them incorrectly. At the
same time, credit cards are the most popular transaction method with increasing
users, but the credit card fraud rate is also increasing. Corporate securities fraud
in this study is related to corporate fraud in listed rms. For example, it may be
perpetrated to increase the stock prices of fraudulent rms, to obtain more loans
from banks or repay lesser dividends to shareholders (Ravisankar et al., 2011).
In the U.S., nancial analysts have been conrmed to contribute to corporate
fraud detection. Eective external monitoring can increase the condence of
shareholders or investors, which is crucial to the functioning of any capital market
(Cumming et al., 2011). It is also important for China's securities market, as
corporate fraud can impede China's economic development since it has serious
consequences for shareholders, employees and society (Cumming et al., 2011).
No matter what type of fraud is involved, it results in losses of billions of dollars
every year (Kou et al., 2004). Since the amount of fraud is increasing rapidly,
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the workload of auditors is also increasing. They have become overburdened with
the task of detection of fraud. Various ecient nancial fraud detection (FFD)
techniques are required to detect which will commit a fraud.
1.2 Financial Fraud Detection (FFD) and Data Mining (DM)
Financial Fraud Detection (FFD) is vital to prevent the destructive conse-
quences of nancial fraud. It can distinguish fraudulent information from data,
thereby discovering fraudulent activities or behaviour and enabling decision mak-
ers to develop appropriate policies and strategies to decrease the inuences of
fraud (Ngai et al., 2011). In recent years, FFD has become a hot spot domain,
because it has many features like other Data Mining (DM) problems. DM plays
an important role in FFD, since it uses model(s) to automatically discover useful
patters from massive data repositories (Han et al., 2011; Witten et al., 2011).
DM is also called Knowledge Discovery in Database (KDD), which is a process
of knowledge extraction. Bose and Mahapatra (2001) dene DM as a process of
identifying interesting patterns in datasets, which can be used in decision-making.
Turban et al. (2011) specify DM as a process that uses some techniques such as
statistical, mathematical, articial intelligence and machine learning to extract
useful information from datasets. Phua et al. (2010) state that fraud detection
has become one of the best real-world applications of data mining in industry
and government.
The general process of data mining involves data selection, data preprocess-
ing, data transformation, data mining and model evaluation or data interpreta-
tion. In general, data mining can solve dierent kinds of tasks including Rule
Mining, Classication, Outlier Detection and Regression (Chen et al., 2014; Han
et al., 2011; Witten et al., 2011). Rule mining is used to discover the patterns
that can describe the information in a dataset. Classication applies some learn-
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ing algorithms (e.g. decision tree learning methods) to build classiers based on
a training dataset, and predict the class label of instances in a testing dataset.
Outlier detection is used to detect the instances that have dierent features than
the majority. Regression is a statistical method (e.g. logistic regression), which is
used to test a pre-dened hypothesis or reveal relationships between independent
variables and dependent variables (Chen et al., 2014; Han et al., 2011; Witten
et al., 2011). In the tasks described above, classication is the most popular
and frequently applied data mining task. In the classication domain, a number
of learning algorithms have been developed to generate classication classiers.
Articial Neural Networks (ANNs), Decision Trees (DTs) and Bayesian networks
(BNs) are well-known and powerful learning algorithms.
1.3 Data Mining Techniques in Financial Fraud Detection
Over the past few years, a number of data mining techniques have been devel-
oped and applied in FFD, such as Logistic Regression, Articial Neural Networks
and Decision Trees. Logistic Regression and its variants are the most popular
methods used by nancial researchers (Chen et al., 2006; Agrawal and Chadha,
2005; Wang et al., 2010; Gillan, 2006; Dyck et al., 2010; Hermalin and Weisbach,
2012; Chen et al., 2005; Cox et al., 2003). It is a generalized linear model, which
is also called binomial logistic regression. The predictor variables (i.e. dependent
variable) can be either numerical or categorical (Ngai et al., 2011; Spathis, 2002;
Yeh et al., 2009). Except for traditional statistical approaches, Articial Neural
Networks (ANNs) might be the most popular data mining technique used in FFD.
ANNs imitate the functionality of the human brain by using a number of inter-
connected nodes with activation functions (Ngai et al., 2011; Haykin, 1994; Yeh
et al., 2009). The main advantages of using ANNs are adaptiveness and robust-
ness. The structure (i.e. weights between interconnect nodes) of ANNs can be
adaptively changed based on the training data and the performance is relatively
stable (i.e. robust). It is widely used in solving FFD problems (Syeda et al.,
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2002; Lin et al., 2003; Brause et al., 1999). Decision Trees (DTs) are predictive
methods that create tree-based graphs or models from observations to possible
consequences to support decision-making (Ngai et al., 2011; Han et al., 2011).
The DTs can be generated via dierent machine learning algorithms. The most
popular algorithms used in training DTs include ID3 and C4.5. The constructed
DTs are also widely used in credit card and corporate fraud detection (Ngai et al.,
2011).
Currently, the methods being used for FFD problems have some issues. We
want to study them and try to nd out whether it is possible to propose a better
method that can be used and evaluated for nancial fraud datasets.
1.4 Financial Fraud Datasets
In this study, four datasets were considered in relation to nancial fraud de-
tection. Two of them are benchmark problems from UCI machine learning repos-
itory (Asuncion and Newman, 2007), which are related to credit card fraud. The
other two are real-life problems, concerning China Corporate Securities Fraud and
U.S. Corporate Securities Fraud. Three important features should be considered
carefully when solving real-life FFD problems. The rst is that it is more com-
plicated to solve real-life problems than other simulated or benchmark datasets,
because real-life datasets often contain a number of \noisy" instances. They are
not consistent with other normal instances in the given data. Therefore, they can
disturb the boundary between the dierent classes and aect the performance
of the model. The second is about missing values. In general, real-life datasets
contain a number of missing values that may also aect the model performance.
The last feature of real-life datasets is about the data distribution. In general,
real-life nancial data have extremely biased data distribution. As mentioned in
Section 1.3, a number of existing popular data mining techniques, such as Lo-
gistic Regression, Neural Networks and Decision Trees, can be applied to solve
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FFD problems. However, they are not ecient and perform poorly in the given
FFD problems, especially for the two real-life datasets. Therefore, we attempted
to use other techniques such as Evolutionary Algorithms (EAs) and the idea of
ensemble learning methodology to improve the performance in solving the given
FFD problems.
1.5 Evolutionary Algorithms (EAs)
EAs have been used to solve classication problems for many years and they
have become particularly popular data mining algorithms in producing sets of
classication rules (Pappa and Freitas, 2009; Wong and Leung, 2000). EAs are
inspired by natural evolution. In nature, weak individuals within their environ-
ment become extinct because of natural selection. The strong individuals have
greater opportunity to deliver their genes to the next generation via reproduction.
In the general process of reproduction, some new individuals become dominant
in their population if genes are correctly and successfully combined from strong
individuals. At the same time, random changes may occur in their genes, which
is called mutation.
In EA, each individual is called a chromosome, which is made up of genes.
Each gene controls one or more characteristics (i.e. the colour of eyes) of the
chromosome. EA operates with a set of individuals, called a population. In
addition, two genetic operators are used to generate new individuals from the
current (i.e. existing) generation. In crossover, two individuals are selected, called
parents, and the new individuals produced by the parents are called ospring. The
parents with better tness values (i.e. strong individuals) are selected from the
population with higher preference. Thus new ospring are able to inherit good
features or genes from their parents. In mutation, the feature of an individual is
randomly changed according to a probability (i.e. mutation rate). The variation
of the mutated individual is either huge or small. During the evolutionary process,
5
weak individuals will be eliminated and strong individuals will survive. After a
number of generations, the population evolves with a number of individuals and
converges to an overall good solution (Konak et al., 2006). Eventually, the evolved
population can be regarded as a model and evaluated by the given datasets.
1.6 Ensemble Learning
In general, it becomes more dicult to have signicant improvements in the
performance of a single classier (e.g. logistic regression). It is also dicult to
select models if multiple classiers are developed (Chen et al., 2014). Ensemble
learning methods are used to build a predictive model by selecting or integrating
multiple models (i.e. classiers). The main idea behind ensemble learning meth-
ods is to assign weights to several individual classiers and combine them into a
classier that can outperform every one of them (i.e. each individual classier). In
real world applications, when decision makers face several strategies and opinions,
ensemble learning methods can be used to select individual opinions and combine
them to achieve the nal objective (Rokach, 2010). If the individual classiers in
an ensemble are trained from the same algorithm (e.g. logistic regression), then
it is called a homogeneous ensemble. Popular homogeneous ensemble learning
techniques include Bagging (Breiman, 1996) and Boosting (Schapire, 1990). If
the classiers in an ensemble are trained from dierent algorithms (e.g. neural
networks and decision trees), then it is called a heterogeneous ensemble. Popular
heterogeneous ensemble learning methods include Stacking (Wolpert, 1992).
1.7 Research Motivation
In this study, we had four nancial fraud datasets. Two of them were bench-
mark datasets about credit card fraud, and collected from UCI. The other two
were real-life problems: U.S. Corporate Securities Fraud (U.S. CSF) and China
Corporate Securities Fraud (CCSF). The U.S. CSF dataset was collected from
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the Securities and Exchange Commission (SEC). It had 41 attributes and 63
fraudulent instances. The CCSF dataset was collected from the China Securi-
ties Regulatory Commission (CSRC). It had 17 attributes and 855 fraudulent
instances.
In order to solve these FFD problems, the rst thing we needed to consider
was what kind of information should be extracted from these datasets. In the re-
search area of Finance, researchers can nd dierent information from the data to
examine hypotheses about the factors in relation to committing nancial fraud,
such as corporate governance (Chen et al., 2006; Agrawal and Chadha, 2005;
Hermalin and Weisbach, 2012), investor beliefs about industry business condi-
tions in regard to initial public oerings (IPO) (Wang et al., 2010) and impact
of enforcement actions (Chen et al., 2005). In general, researchers prefer to ap-
ply traditional statistical methods, such as logistic regression, to achieve their
goals. In data mining, some researchers apply some data mining techniques to
nd out the patterns that can be used to explain the reasons for nancial fraud,
and then use the discovered patterns to prevent and predict nancial fraud. The
main dierence between the data mining studies on FFD problems is that they
apply or propose dierent data mining techniques to learn models from dierent
FFD problems and evaluate their classication ability. For example, some ex-
isting popular data mining techniques on FFD problems include Decision Trees
(Kirkos et al., 2007; Kotsiantis et al., 2006), Neural Networks (Lin et al., 2003;
Kirkos et al., 2007) and Bayesian Network (Kotsiantis et al., 2006; Kirkos et al.,
2007). In this study, we applied the accuracy as the model evaluation criterion
to compare the performance of dierent methods.
In order to study the existing data mining methods, such as Logistic Re-
gression, Neural Networks and Decision Trees, we comprehensively evaluated
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them and compared them based on the classication accuracy on the given FFD
datasets. In addition, we also evaluated and compared some existing ensemble
learning methods, such as Bagging, LogitBoost and AdaBoost, on the given FFD
datasets. The preliminary experiments provided an overview of the performance
of these techniques. However, they could not handle the FFD problems well,
especially the real-life datasets. Most of them performed poorly. Therefore we
wanted to develop a new method that can outperform the existing approaches for
the given problems. Recent evidence from the literature on data mining shows
that some variants of Evolutionary Algorithms (EAs) methods can be applied
(Cui et al., 2006; Coello et al., 2007; Ponsich et al., 2013; Deb et al., 2002; Ngan
and Leung, 1998). Grammar-based Genetic Programming (GBGP) is one of the
most appropriate methods among the variants of EAs (Ngan and Leung, 1998).
It can generate a set of classication rules to represent dierent patterns from the
dataset. Compared with other data mining techniques, such as Neural Networks,
the generated classication rules are more understandable for general users. We
also evaluated GBGP on the FFD datasets. It can produce competitive results
among the existing methods and it still has much room to be improved. We think
that it is not sucient to use a single objective (i.e. accuracy) to evaluate the
performance of each classication rule. However, the traditional GBGP cannot
handle problems with multiple objectives (e.g. accuracy versus interestingness).
In order to improve the performance of each rule, multi-objective optimization
methods (Konak et al., 2006; Coello et al., 2007; Ponsich et al., 2013; Eskandari
and Geiger, 2008; Deb et al., 2002) can be integrated with GBGP to produce a
set of non-dominated solutions (i.e. classication rules) on all objectives and then
an ensemble learning method be used to make selections from the non-dominated
solutions to form a new set of classication rules. Then we can evaluate the nal
set of classication rules on the given FFD datasets. If we extend GBGP to
Multi-objective GBGP and apply the concept from ensemble learning for models
(i.e. classication rules) selection, the new method may be able to generate better
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classication rules for solving the FFD problems and produce better results than
the other existing data mining methods.
1.8 Organization of the Thesis
This thesis is organized as follows. In Chapter 1, the overview, the motiva-
tion and the organization of the study are presented. In Chapter 2, the back-
ground and literature review of this work is discussed, including data mining and
data mining application, data mining techniques in FFD problems, general data
mining techniques, Multi-Objective Problems and Multi-Objective Evolutionary
Algorithms, Genetic Programming and Grammar-Based Genetic Programming
and Ensemble Learning techniques. In Chapter 3, the proposed approach is de-
scribed in detail. The motivations for some applied methods or components and
the framework of the proposed method are discussed. In Chapter 4, a number
of conducted experiments are introduced to compare the performance of the pro-
posed method with other data mining techniques. The experiment results are also
presented and discussed in the chapter. In Chapter 5, the conclusion is given with
our contributions, limitations and the future possible extensions of the study.
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CHAPTER 2
Background and Literature Review
The section is organized as follows. Section 2.1 describes data mining and
some data mining problems and applications. Section 2.2 describes nancial
fraud and nancial fraud detection problems. Section 2.3 examines a number of
data mining techniques that are used for solving nancial fraud detection prob-
lems. Section 2.4 introduces several popular data mining techniques in detail.
Section 2.5 discusses the multi-objective problems and multi-objective evolution-
ary algorithms (MOEAs). Section 2.6 describes the genetic programming and
grammar-based genetic programming (GBGP) in detail. Section 2.7 introduces
the ensemble learning techniques.
2.1 Data Mining and Data Mining Applications
Due to the vast amounts of data records rapidly accumulating, it is important
but also dicult to observe the useful information from data just by relying on
traditional statistical methods. Therefore, the development of new techniques
is required to tackle the tasks and this is becoming an attractive research area.
The corresponding solutions are called data mining techniques, which can extract
implicit, previously unknown and potentially useful patterns, rules or relations
from massive data repositories. The discovered patterns maybe very useful for
decision makers to apply.
Data mining problems are everywhere. Parsons and Wand (2008) demon-
strated the use of cognitive principles in classication methods to determine what
the useful classes should be. Before evaluating the method, the authors proposed
several initial rules based on their analysis to guide the development of conceptual
models, and then the conceptual models will nd out which classes are impor-
tant. Classication rules have several features. For example, they can generate
understandable results for analysts in identifying whether a class is important or
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not, and the rules are evaluated by a panel of experts.
Huo et al. (2006) proposed a tree pruning method for solving a number of
benchmark problems. The proposed method focuses on minimizing a loss func-
tion, which is called Complexity Penalised Loss Function (CPLF). The idea of
this study is that the system creates a number of linear functions for each node.
The coecient of each linear function indicates the size of its subtree. At the
beginning of learning, the size of the whole tree is large, and some of them are
redundant (i.e. are not used). By using tree pruning to change the structure (i.e.
remove the redundant nodes) of the tree to minimize the loss function, the tree can
obtain optimal performance. Meyer et al. (2014) introduced a machine learning
technique called Prediction of Control Errors in Dynamic Contexts (PROCEDO)
for assisting decision-making. PROCEDO applies a decision tree to discover the
conditions under which a dynamic decision-making strategy fails and uses the dis-
covered conditions to improve the decision strategy. The proposed method was
tested on two datasets of diabetes patients and it achieved signicant improve-
ments to the treatment strategies. Churilov et al. (2005) applied self-organizing
maps (SOM) and a clustering optimization algorithm as the data mining tech-
niques to explore the existing classication rules or decision trees provided by
experts, to solve a prostate cancer problem. The objective of using SOM is to ex-
plore the scores or values of the existing rules based on dierent attributes in the
data, and the goal of using a clustering algorithm is to discover the relationships
between patients without any supervision. Moreover, the proposed method can
improve the accuracy of risk assessment and support experts to make nal deci-
sions. Cui et al. (2006) applied evolutionary programming techniques to evolve
Bayesian networks to solve a cost-sensitive problem in direct marketing response
models. Direct marketing problems refer to promoting new products or services
directly by mail to customers. Companies aim to maximize the response rate and
prot from customers due to the budget constraint, instead of maximizing the ac-
curacy of the model in classifying buyers and non-buyers. Thus, mail is sent only
11
to targeted customers in the database. The proposed method obtains a high level
of predictive accuracy compared to neural networks, classication and regression
tree (CART) and latent class regression. Padmanabhan et al. (2011) developed
a logistic regression method for predicting customer churn problem. Customer
churn is an important business problem in competitive industries. It is necessary
to understand and discover what factors aect customer churn. The proposed
approach was not compared with other methods, but it identied several factors
that aect customer churn, such as service quality, customer demographics and
behaviour. In addition, it can also predict future customer churn. Due to the
erce market competition, it is important for a fashion company to predict fu-
ture sales. Sun et al. (2008) investigated the relationships between sales amount
and other factors by using a novel Articial Neural Network (ANN) method.
Moreover, a regression integration technique is involved in the ANN method to
compute the average predicted sales over a period of time. The experimental
results show that the proposed methods outperform some other variants of ANN
methods.
2.2 Financial Fraud
Wang et al. (2006) dened nancial fraud as \a deliberate act that is contrary
to law, rule, or policy with intent to obtain unauthorized nancial benet". It
has always been a very important research topic, and also has attracted a lot of
concern. As an increasingly serious problem, nancial fraud results in the loss of
billions of dollars each year (Kou et al., 2004); therefore nancial fraud detection
(FFD) is required in order to prevent the destructive results caused by nancial
fraud. FFD has many common features like other data mining problems. It has
drawn a lot of research interest and a number of dierent techniques from many
areas have been applied to tackle this problem. Especially in the eld of articial
intelligence, a number of novel and advanced approaches have been developed in
nancial fraud detection. Ngai et al. (2011) summarized 49 journal articles on the
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subject published between 1997 and 2008, and found credit card fraud (14.35%)
and corporate securities fraud (34.7%) have attracted a great deal of attention
during that period, and are still escalating. In this thesis, credit card fraud and
corporate securities fraud are considered comprehensively.
2.2.1 Credit Card Fraud
Credit card fraud concerns the illegal usage of credit cards, such as unusual
transactions (Syeda et al., 2002). It is dicult to determine the level of credit
card fraud, since banks and companies are reluctant to release fraud gures to
the public and these gures are growing over time (Bolton and Hand, 2002).
Although these companies and banks lose billions of dollars every year due to
credit card fraud, identifying which customers are included in the fraud gures is
a complicated task (Bolton and Hand, 2002). With the constant rise of people's
consumption standard, the users of credit cards are also increasing rapidly. At
the same time, with credit cards being the most popular transaction method,
the number of credit card frauds is also increasing. Detecting credit card fraud
has drawn a lot of research interest and many dierent advanced techniques have
been developed (Srivastava et al., 2008).
2.2.2 Corporate Securities Fraud
Corporate securities fraud in this study is close to corporate fraud in listed
companies, rather than securities fraud only, since the denition of securities
frauds includes someone manipulating the securities market, modifying securities
accounts or committing wire fraud (Geis and Jesilow, 1993). On the other hand,
corporate securities fraud is related to falsication of nancial reports, self-dealing
by corporate insiders and hiding important information from stakeholders (FBI,
2007). In other words, corporate fraud is closely associated with their own inside
problems.
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In the U.S., nancial analysts have been conrmed to contribute to corporate
fraud detection. Eective external monitoring can increase investors' condence,
which is crucial to the functioning of any capital market (Cumming et al., 2011).
It is also important for China's securities market, as corporate fraud can impede
China's economic development since it has serious consequences for stakeholders,
employees and society (Cumming et al., 2011). In recent years, corporate securi-
ties fraud detection has become a hot spot domain in nance and there is a wave
of research papers that have studied eective policies to detect and reduce fraud.
In China, the Securities Regulatory Commission (CSRC) serves as the main
regulator of securities markets in China, which is devoted to investigating the
potential violations of securities regulations and instigate dierent enforcement
actions on those fraudulent corporations that have violated the related laws. Any
of the enforcement actions by CSRC will aect the stock price of the rm, even re-
sulting in bankruptcy (Chen et al., 2006). Prior studies on the causes of securities
fraud have focused on dierent types of determinants, such as agency problems,
business pressures and corporate governance (Agrawal and Chadha, 2005; Wang
et al., 2010; Gillan, 2006). In Yu and Yu (2012), the authors investigated the
relationship between corporate lobbying and fraud detection. They used lobby-
ing expenses as the learning data, and found that the corporate lobbying could
be an important factor in detecting corporate fraud. That is, most fraudulent
rms have higher lobbying expenses than non-fraudulent rms. Dyck et al. (2010)
deeply analyzed the corporate governance system of many U.S. rms and found
Securities and Exchange Commission (SEC) played a very minor role in the dis-
covery process, but analysts, employees and newspapers have strong roles to play
in determining whether a rm will commit fraud or not. In Hermalin and Weis-
bach (2012), the authors discuss the relation between the corporate governance
of a rm and information disclosure. The most important nding of the study
was that larger rms adopt stricter disclosure rules than smaller rms, and rms
with better disclosure rules have capable employees at management level. More-
14
over, rms with better disclosure rules can probably reduce the incidence rate of
outright fraud by insiders. In China, it is also necessary to verify whether larger
rms will have less enforcement actions by SEC or not. In addition, Chen et al.
(2006) examined these enforcement actions to explain whether the ownership and
governance structures of corporations have impacts on committing fraud. The
authors concluded that the proportion of outside directors, the tenure of the
chairman and number of board meetings are factors related to committing fraud.
Farber (2005) examined the association between the nancial reporting system
and the quality of the corporate governance system. They considered the board
members, number of nancial experts and number of board meetings in the rm.
As found in prior research, poor governance occurs in fraudulent rms. Chen
et al. (2005) investigated enforcement actions from the viewpoint of fraudulent
rms rather than what factors lead to fraud. They found that many of these rms
have problems with published nancial statements and irregular reports, such as
inated prot, false statements and major failure to disclose information, which
are the common problems identied by CSRC. Considering the laws on federal
securities, Cox et al. (2003) examined the four attributes that might associate
with fraud including the number of defrauded investors, assets size, losses and
nancial distress of the rm. The authors concluded that only nancial distress
has a signicant impact on the presence or absence of an enforcement action. In
general, since the result of the enforcement action is either yes or no (i.e. 1 or 0),
it is more reasonable to use a bivariate probit model as the learning method to an-
alyze the data. There is a large dataset on China's listed rms collected based on
the above studies and ndings for this research, in order to nd out correspond-
ing relationships to detect whether a company is fraudulent or non-fraudulent in
China.
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2.3 Data Mining Techniques in Financial Fraud Detection
The probit model, logistic regression and their variants are the most popular
methods used by nancial researchers (Chen et al., 2006; Agrawal and Chadha,
2005; Wang et al., 2010; Gillan, 2006; Dyck et al., 2010; Hermalin and Weisbach,
2012; Chen et al., 2005; Cox et al., 2003). In addition to traditional statistical
approaches, there is a number of machine learning techniques applied in solving
nancial fraud detection problems. Except for regression, neural networks might
be the rst and also the most popular machine-learning technique used for solving
dierent real-world problems. Brause et al. (1999) applied neural networks for
credit card fraud detection. Instead of using resampling techniques for the given
unbalanced fraud data, the authors devoted themselves to increasing the inherent
correct diagnosis for legal cases from 99.9% to 99.955%. However, this perfor-
mance measurement may not be the best choice for fraud detection since the
accuracy always biased to the majority class (i.e. the class with a higher number
of instances). Shen et al. (2007) investigated the ecacy of using decision trees,
neural networks and logistic regression for credit card fraud detection problems
in order to reduce banks' risk. Moreover, the authors found that the conventional
neural networks and logistic regression approaches obtained better results than
decision trees. In Chan and Stolfo (1998), the authors used a multi-classier
meta-learning approach for real-world credit card fraud detection. The approach
is based on creating data subsets with appropriate class distribution, since most
fraud detection problems have unbalanced class distributions. In addition, they
applied four learning algorithms (C4.5, CART, RIPPER and BAYES) as the
baseline classiers, and applied BAYES to train the baseline classiers to gen-
erate the nal model, which is also called the ensemble-learning technique. The
proposed method could handle the learning tasks eciently. In Srivastava et al.
(2008), frauds are detected by using a Hidden Markov Model (HMM) modelling
the sequence of actions in credit card transactions. The case is fraudulent if the
incoming credit card transaction is rejected by the trained HMM with a threshold
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probability. The HMM is able to outperform other conventional techniques, such
as neural networks, meta-learning method and Nave Bayesian networks. Since
most fraud detection problems have imbalanced class distributions, Dal Pozzolo
et al. (2014) evaluated the performance of using the Undersampling, Synthetic
Minority Over-sampling Technique (SMOTE) and EasyEnsemble to solve the
problem in the unbalanced dataset, and the latter two methods returned higher
accuracies than Undersampling. Furthermore, the authors suggested three in-
cremental learning approaches, called the \static", \update" and \forget" ap-
proaches. The best results were obtained by using the \forget" approach as the
incremental learning method with EasyEnsemble. Association rules are also use-
ful classiers in solving the credit card fraud detection problem. The performance
measurement of each rule is determined by a condence and support framework.
A rule with high support value and high condence value will be ranked as the
top level. By using this framework, the results are more straightforward in fa-
cilitating fraud analysis (Sanchez et al., 2009). Phua et al. (2010) discuss and
compared the performance of a number of dierent machine learning techniques,
such as fuzzy logic, genetic programming and neural networks that are used in
credit card fraud detection, and pointed out the advantages of these techniques
based on dierent criteria.
Yuan et al. (2008) applied traditional logistic regression on nancially fraud-
ulent listed rms in China from 2002 to 2004. The major ndings of the study
are helping corporations and auditors to detect nancial frauds. For example, it
has a negative relationship between the market competition and the probability
of the rm to commit fraud in their nancial statements. Spathis (2002) applied
the same methods, but for Greece listed rms. Kirkos et al. (2007) evaluated the
eectiveness of Decision Trees, Neural Networks and Bayesian Belief Networks in
detecting and identifying the factors associated with fraudulent nancial state-
ments (FFS). In terms of their performance, Bayesian Belief Networks outperform
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others in regard to accuracy rate. Spathis (2002) evaluated the performance of
a multi-criteria decision aid classication tool in detecting the nancial problems
from listed rms' nancial statements. They selected variables that are often used
in the falsied nancial statements, such as the ratio of total debt to total assets,
sales ratio and net prot. The multi-criteria decision aid classication tool is able
to obtain high accuracy in estimating the probability that occurs in fraudulent
rms. An improved version of neural networks with fuzzy logic is presented in
Lin et al. (2003). The data were collected from the U.S. Securities and Exchange
Commission (SEC) between 1980 and 1995 with enforcement actions, but the
size was small (i.e. 200 cases in total) and out of date. However, the proposed
method outperforms most traditional statistical models and neural networks in
previous studies in classifying fraudulent cases. Bai et al. (2008) evaluated the
nancial problems in China by using classication and regression trees (CART),
and compared it with traditional Logit regression only. The CART separated
variables into a number of parts. Each part is a decision rule that presents a
simple relation of the data. The size of each part is small, so it makes it easy for
users to understand. In addition, decision trees are not sensitive to the learning
data with outliers since the splitting happens based on dierent branches of sub-
trees. Therefore the outliers can also be classied (Berry and Lino, 2004). In
their study, an improved data representation is introduced to describe each data
item easily, and the proposed version of CART produces better results and out-
performs Logit regression. Kotsiantis et al. (2006) highlighted the importance of
a number of nancial ratios, which can signicantly determine the classication
results. The main method in this study is called stacking ensemble that combines
a nal classier from a number of dierent base-line classiers. The results of the
nal classiers are better than the results of other base-line classiers.
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2.4 Introduction to Data Mining Techniques
2.4.1 Logistic Regression
Logistic Regression (Shmueli et al., 2007) is one of the most widely used tradi-
tional techniques for solving data mining problems. It is also a popular technique
that is applied as a standard technique to compare with other advanced data min-
ing techniques. It is similar to linear regression, which has a relationship between
the predictor variables and response variables. The users have to determine which
predictor variables can be selected in the regression. Therefore, logistic regression
has a dependent (response) variable, Y, which is categorical. The value of Y is
determined by the number of categories. For example, if Y denotes fraudulent
and non-fraudulent for a rm, then it has two classes. That is , some rms belong
to the fraudulent class and others belong to the non-fraudulent class. It is the
same as multiple linear regression, which also includes independent (predictor)
variables. The dierences are that, logistic regression estimates the probabilities
of each class, and uses a cuto value (e.g. 0.5) to determine whether the class is
fraudulent (e.g. greater than 0.5) or non-fraudulent (e.g. smaller than 0.5). The
general form with multiple predictor variables can be seen in Equations 1 and 2.
logit(Y ) = ln(

1   ) =  + 0 + 1x1 + 2x2 + :::+ qxq (1)
where
 = Probability (Y = classjX1 = x1; :::Xq = xq) = e
+1x1+:::+qxq
1 + e+1x1+:::+qxq
(2)
2.4.2 Neural Networks
Articial neural networks (ANNs) are very popular techniques in classica-
tion problems. The multilayer perceptron (MLP) is a feedforward articial neural
network model that maps sets of input data onto a set of appropriate outputs.
Neural networks emulate the functionality of the human brain by using a set of
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weighted edges and neurons. These neurons are processing units and intercon-
nected with associated weights and distributed in a number of layers. In general,
most neural networks contain three types of layers, which are input, hidden and
output. One example (Haykin, 1994) is shown in Figure 1.
Figure 1. Example of a multilayer perceptron neural network with three layers
After each neuron in the hidden layer receives the signals from input layer
neurons, the neuron (receiver) sums the total received values and compares them
to the threshold value by using a sigmoid function. The sigmoid function is shown
in Equation (3). The neuron (receiver) will be active (i.e. exceeds the threshold)
and sends a value to other neurons in the output layer; otherwise it will not be
active (Witten and Frank, 2005; Haykin, 1994).
f(x) =
1
1 + e x
(3)
In the output layer, each neuron receives the values from previous layers and
sums them all up. The actual output is compared with the desired output to
obtain a value of error (dierences). Errors are iteratively propagated backwards
in the network in order to re-modify the weights coming to the output layer by
using a weight updating equation in order to calculate the output errors (Witten
and Frank, 2005). Equation (4) is one of the error functions called Sum Squared
Error (SSE) function (Haykin, 1994) used to quantify the dierence between the
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target and real output.
Esse =
1
2
X
i
X
j
(targetij   outputij)2 (4)
where outputij is the real output values generated by the current neural networks
from node i (i.e. training patterns) to node j (i.e. output units), and targetij is
the desired outputs (i.e. the real class values from the training data). In general,
the good neural networks should often have very low such errors. Therefore, the
purpose of learning is to minimize the error function by changing the weights
between the nodes, i.e. Wij. The weights can be adjusted by Equation (5), called
the weight updated function (Haykin, 1994).
wij(t) =   @E
@wij
+ wij(t  1) (5)
where  is a positive value called learning rate, which species the portion of the
adjustment to the old weight. It may not converge if the learning rate is too large,
say 0.95. For example, the current neural networks can produce very low errors;
if  is large, the performance of the updated neural networks can be worse. In
order to avoid a large change, a small  is needed. Then if the neural networks
are good enough, they cannot be changed signicantly. On the other hand, it
may converge extremely slowly with a very small learning rate, say 0.0001. To
set an appropriate value for  is not easy. In general, the  can be large at the
beginning, but needs to be reduced depending on the problems (Haykin, 1994).
The process to train a neural network can be divided into six steps. First,
prepare data for the neural network to learn with input and output values, e.g.
finputi; outputj : i = 1; 2 : : : n; j = 1; 2 : : : ng. Second, create a neural network
with several input neurons, a layer of nonlinear hidden units and two output
units (i.e. for binary problem), and fully linked to each other with connection
weights wij. Third, generate random initial weights from range -1 to 1. Fourth,
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select an error function as shown in Equation (4) and value for learning rate (e.g.
0.2). Fifth, apply a weight update equation as shown in Equation (5) to change
weights for each connection. Last, repeat the previous step until the termination
criteria are reached (e.g. until no error changes). A trained neural network can
be used to explore the patterns within the training instances; then it can predict
the target value given new testing data (Haykin, 1994).
2.4.3 Support Vector Machine (SVM)
A Support Vector Machine (SVM) is a very powerful tool for solving many
data mining problems. The general idea of a SVM is to nd out a small number
of cases to form a critical boundary line called support vectors for each class
and generate a linear discriminant function to separate the data with the largest
distance. When a new instance is coming, the side of its location will determine its
class (Witten and Frank, 2005; Platt, 1998). An illustration is shown in Figure 2.
Figure 2. Example of a SVM
There is a line between two classes, which is a linear SVM, and the formula
is shown in Equation (6).
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u = ~w  ~x  b (6)
where ~w is the normal vector to the hyperplane (classier) and ~x is the input
vector. The distance of the nearest points to the hyperplane is when u = 1.
The formula of margin m is shown in Equation (7).
m =
1
jjwjj2 (7)
It is necessary to maximize the margin to obtain the largest distance. Thus
an optimization problem is formulated in Equation (8).
min
1
2
jj~wjj2 subject to yi(~w  ~xi   b)  1: (8)
where ~xi is the i
th training example, and yi is the correct output variable. It
has two values, which are +1 for positive examples and -1 for negative examples.
In addition, the optimization problem can be converted to a dual form by using
some Lagrangian coecients, and it becomes an optimization problem, which is
shown in Equation (9).
LD =
NX
i=1
i   1
2
NX
i;j=1
ijyiyj(xixj) (9)
where N is the number of training examples, and i; 1  i  N are the Lagrange
coecients. Once the Lagrange coecients are determined, the value of ~w and
threshold b can be calculated from the Lagrange coecients, which is shown in
Equation (10).
~w =
NX
i=1
yii~xi ; b = ~w  ~xk   yk for some k > 0: (10)
After obtaining the value of ~w and b, the discriminant function shown in
Equation (6) can be solved (Platt, 1998).
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2.4.4 Bayesian Networks
As one of the most eective classiers, Bayesian Networks (BNs) have been
widely used for solving data mining problems. They are based on the Bayesian
theorem and aim to estimate the probabilistic relationships among a number of
variables from data. There are several advantages of using BNs (Heckerman,
1997). First, they can handle datasets with missing instances easily. Second,
they can learn the causal relationships to discover the knowledge of the data and
predict unknown cases. Third, it can be easily combined with other techniques,
such as Bayesian statistical techniques, to provide ecient models for learning
the data (Heckerman, 1997). Figure 3 is a simple Bayesian Network.
Figure 3. Simple Bayesian Network
In Figure 3, the nodes with no children are called leaf nodes, which are
independent of each other. Each leaf node indicates an attribute of the data
and the root node is a class attribute. If there is a directional connection from
node A to B that indicates that node A is the parent node of node B, it is
denoted by Pa(B). The name of variables are presented by capital letters such
as X,Y,Z, and their values are presented by lower case letters such as x,y,z. P
is denoted as a joint probability distribution among the variables. In general, a
Bayesian Network consists of two components (Heckerman, 1997). First, there is
a directed acyclic graph with a number of nodes, denoted by G. The directional
connections present the conditional independence between variables (i.e. nodes).
Second, the conditional probability between each node and its parents is denoted
by P (XijPai). Therefore, the BNs can calculate the conditional probability for
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each node to show the degree of dependence on its parent node. Formally, a
Bayesian Network can be expressed by Equation (11).
P (X1; :::; XN) =
nY
i=1
P (XijPai) (11)
where Pai indicates the parent nodes of Xi.
2.4.5 Classication and Decision Trees (CARTs)
CART is a tree-building technique, which is dierent to the traditional data
mining methods. It is a binary recursive partitioning procedure for processing
nominal attributes or continuous variables by using classication and regression
trees respectively (Steinberg and Colla, 2009).
Breiman et al. (1984) proposed the classical CART algorithm, which includes
two binary decision trees: regression and classication. Regression trees are ap-
propriate if the dependent variables are continuous, which can be any value over
a range of observations. Classication trees are appropriate if the dependent
variables are nominal (i.e. named) attributes. For example, we want to know
which rm will or will not commit a fraud. These could be examples of binary
classication problems, since the categorical dependent variable can only be two
distinct and mutually exclusive values. Therefore, the type of dependent variable
determines which type of model will be chosen (i.e. regression trees or classi-
cation trees). The regression trees cannot be used for categorical data, since
there are only two values (e.g. binary classication) in the dependent variable.
However, the classication tree can be applied to continuous data by generalizing
the data into two types (e.g. binary classication) (Xu, 2006).
Decision trees are used to represent decision processes for classifying patterns
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in data. The node at the top of a decision tree is called the root node. Starting
from the root node, the data ow \down" a tree and is split into children (i.e.
nodes), in which case the original node is called the parent node. Decision trees
grow downwards and terminate when no further splits are possible from the data.
In most general terms, the objective of using decision trees is to determine a set
of logical condition of the \if-then" form to classify or predict the cases. Figure
4 illustrates the splitting process.
Figure 4. Illustration of the decision tree splitting process
Initially, the tree starts with a number of training cases in which the label
(e.g. fraudulent vs. non-fraudulent) is known for each case. All of the training
cases are grouped together at the root node. The algorithm will separate them
into two groups on the basis of a splitting line in that variable (i.e. employees 
10,000 and employees > 10,000). The splitting is then applied again to each of
the new separations until no further splits are possible (Xu, 2006).
There are four steps in decision tree analysis. The rst step consists of \tree
building". It starts at the root node that includes all the training instances. The
decision tree nds the best possible attribute to split the node into two children.
All possible attributes will be checked in order to nd the best one. After nding
the best attribute, an appropriate splitting line is also required. In general, \Gini
Index" and \Least Squares" are the most common splitting functions that are
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used for classication trees and regression trees respectively. The second step
consists of \stopping tree building" the tree will terminate if no further splits
are possible. The tree building process is terminated if one of the following
conditions is satised: (1) There is only one observation in each of child node;
(2) The splitting is impossible when all training cases in each child node have the
same distribution of independent variables. (3) It reaches the predened maximal
levels (i.e. the depth) of the tree. The third step consists of \tree pruning" a
number of decision trees are generated, and each of them represents a candidate
for the nal tree. It uses a parameter called  to measure the complexity of each
candidate, and  is initialized to zero and gradually increased during the tree
pruning process. The tree pruning process starts from the terminal nodes at the
last level of the tree, and nodes are pruned away if the misclassication cost after
pruning is less than the  multiplied by the changes in tree complexity. In other
words, the nodes can be removed if there is no signicant change after pruning
away the nodes. The higher value of  indicates the simpler decision tree. The
last step consists of \optimal tree selection". In general, the maximal tree should
have higher accuracy than any other tree. However, the optimal tree should not
only have high accuracy, but also have correct complexity level , because the tree
with very low  may have an over-tting issue. Generally, using an independent
set to evaluate the candidates can select the optimal tree. Eventually, the selected
tree can have the best performance (Xu, 2006).
2.5 Multi-Objective Problems and Multi-Objective Evolutionary Al-
gorithms
Many real-world problems can be regarded as optimization problems. It is
always dicult to obtain a single solution for a multi-objective problem. For
example, if a stock buyer tries to select a stock with the highest expected return,
it may not be very dicult. However, there is a relationship between return and
risk, which means that the stock, which the buyer selected may also have very
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high risk. If the buyer is also concerned about the risk of the selected stock,
then it will have other choices with lower risk. In general, researchers search for
a single solution by assigning dierent weights for each objective. The weight is
used to describe the importance of the objective. For example, if users want to
optimize Equation (12)
y = Maximize(w1  objective1 + w2  objective2) (12)
where w1 is the weight for objective1, w2 is the weight for objective2, and w1+w2 =
1, the rst issue is to assign the value for each weight. If the users think objective1
is more important than the other, then the weight of w1 should be higher than
w2. However, what exact value of w1 should be assigned is dicult. It will af-
fect the results. In addition, if there are three more objectives, the problem of
assigning values for weights becomes more dicult. Therefore, methods to solve
multi-objectives optimization problems are required.
Multi-objective optimization problems are also called Multi-criterion opti-
mization. The main purpose of this method is to nd a number of trade-o
solutions (i.e. Pareto solutions or non-dominated solutions), which can meet
all criteria, and then the users can make a nal decision based on the optimal
solutions (Coello et al., 2007). The optimal solutions form a curve among all
objectives, which is shown in Figure 5.
Without loss of generality, we dene multi-objective maximization problems
by Equation (13).
maximize f(x) = [f1(x); fx(x):::fk(x)] (13)
subject to
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Figure 5. Example of Pareto Front
gi(x)  0 i = 1; 2; :::;m (14)
hj(x) = 0 j = 1; 2; :::; p (15)
where x = [x1; x2; :::; xn] is a vector of n decision variables, f(x) = [f1(x); fx(x):::fk(x)]
is called objective functions, and gi, hj, i = 1,2,...,m, and j = 1,2,...,p are the con-
straint functions of the problem. The number of p (i.e. equality constraints)
must be smaller than the number of n (i.e. objectives); otherwise the problem is
over-constrained (i.e. no solutions) (Coello et al., 2007).
Evolutionary Algorithms (EAs) are very appropriate and have been widely
used to solve multi-objective problems. The advantage of using EAs is that they
can operate a number of solutions (i.e. individuals) and nd out which of the
them are the non-dominated solutions easily, instead of using traditional math-
ematical programming techniques to handle the calculations separately (Coello
et al., 2007). The methods with EAs are called Multi-Objective Evolutionary
Algorithms (MOEAs). MOEAs have solved many multi-objective optimization
problems in dierent domains, such as engineering, and scientic and nance
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elds(Coello et al., 2007). There are many state-of-the-art MOEAs. In gen-
eral, they have two major components, which are individual selection scheme
and diversity maintenance scheme (Ponsich et al., 2013). The rst scheme is
to select the optimal solutions among all the objectives, and the second scheme
is to avoid Pareto solutions converging to a single solution. As shown in Fig-
ure 5, the Pareto solutions are located along the curve (i.e. Pareto front) rather
than only a single solution on the curve. A diversity maintenance scheme is re-
quired, such as crowding distance (Deb et al., 2002). The crowding distance is the
metric to calculate the distance between a solution and others (Deb et al., 2002).
Therefore, a diverse population should have large crowding distances between the
non-dominated solutions. Eskandari and Geiger (2008) developed a fast Pareto
genetic algorithm approach (FastPGA) to nd out the non-dominated solutions.
The tness value of each solution is based on the crowding distance with other
solutions, and then FastPGA ranks the solutions based on their tness values.
The proposed method obtains similar performance to the non-dominated sorting
genetic algorithm (NSGA-II) (Deb et al., 2002). Nebro et al. (2009) proposed a
cellular genetic algorithm called MOCell to solve the multi-objective problems.
The main idea of the study is to randomly replace individuals in an external set,
which is used to store the non-dominated solutions obtained in that time. In
addition, the genetic operators only operate a pair of individuals, which have the
smallest crowding distance (i.e. neighbours). Zhang and Li (2007) designed a
MOEA method and used an aggregation method to separate the multi-objectives
into several small groups with a number of individual objectives, and then solved
each small group simultaneously. Therefore, it has lower computational complex-
ity due to the advantage of small group operation compared to other MOEAs
such as NGSA-II (Deb et al., 2002). Fonseca et al. (1993) proposed a MOEA
method, which is widely used in solving multi-objective problems. The method
does not use the elitist scheme, which keeps the best solution for the next genera-
tion. The advantage of using the elitist scheme is to reduce the converge time; at
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the same time it is easy for an over-tting problem to occur. Instead, the authors
designed a novel ranking scheme to use an extra parameter, say , for each solu-
tion. The  is 1 if the solution belongs to the Pareto front (i.e. non-dominated
solution). For other dominated solutions, the values of  are determined on the
basis of their density. Deb et al. (2002) proposed one of the most widely used
MOEA, called Non-dominated Sorting Genetic Algorithm (NSGA-II). NSGA-II
has several advantages compared to the original NSGA (i.e. NSGA-I) (Srinivas
and Deb, 1994). For a single solution, NSGA-II calculates the number of solutions
dominating it, and the number of solutions dominated by it to determine whether
it is a non-dominated solution or not. In addition, it also calculates the crowding
distance for each solution to measure the density of solutions surrounded by each
solution. Simulation results show that the eciency of NSGA-II has much bet-
ter performance than other constrained multi-objective optimizers on a number
of test problems. Zitzler et al. (2001) developed an improved Strength Pareto
Evolutionary Algorithm (SPEA2) to solve multi-objective problems. It updates
the external population with observed Pareto solutions at each generation in or-
der to maintain the diversity of the Pareto solutions. The diversity maintaining
scheme is also based on estimating the neighbourhood density for each solution.
In addition, a value to measure the strength of each Pareto solution in the ex-
ternal population is calculated, which is based on the number of solutions it is
dominated by others and the number of solutions in which it dominates others.
The SPEA2 is better than NSGA-II on some testing datasets, but not all of
them. Ghosh and Nath (2004) developed a multi-objective rule learning system
by using genetic algorithms. The objectives are quite dierent from the other
studies discussed above. There are three objectives: support count, comprehensi-
bility and interestingness. Support count measures the number of instances that
a rule can cover (i.e. both antecedents part and consequence part). Compre-
hensibility indicates the number of attributes included in a rule. Interestingness
describes the interestingness of a rule. Their proposed method has been evaluated
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on a market-basket dataset, and it can obtain around 2% Pareto solutions of the
whole population(Ghosh and Nath, 2004).
2.5.1 Non-dominated Sorting Genetic Algorithm II (NSGA-II)
There are two main features in NSGA-II (Deb et al., 2002). The rst feature
is to sort the individuals into dierent level of fronts (i.e. rank). The individ-
uals in the rst front are the non-dominated solutions (i.e. Pareto solutions).
The individuals in subsequent ranks are poorer than the individuals in previous
ranks. The algorithm can be found in algorithm 1. In algorithm 1, it compares
each individual with all others to determine whether it can dominate them or
not. After a number of comparisons for each individual p, two important values
will be assigned. The rst is about the set of individuals that is dominated by
individual p (i.e. Sp). For example, if there are 10 individuals, and only the rst
one is the non-dominated solution (i.e. highest value on support and condence)
the set of individuals that is dominated by the rst solution is the other nine
individuals. The second is about the number of individuals that dominate the
individual p (i.e. np). In the previous example, there are no other individuals
better than the rst non-dominated solution; therefore its np is zero. The process
is repeated until all individuals are evaluated. Finally, each individual is sorted
in descending order into dierent front levels according to its np. For example, if
the np of an individual is zero, which is the lowest, then it is sorted at the rst
front. Other individuals with the second lowest np will be sorted at the second
front.
The second feature is to measure the crowding distance between each pair of
two individuals that are the neighbour of each other, which is shown in Figure 6.
In Figure 6, the crowding distance idistance of individual i is the average side
length of the cuboid (Deb et al., 2002). It is an important measurement when
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Algorithm 1 Fast non-dominated sorting algorithm
Require: population (P)
1: for each p 2 P do
2: Sp =  fSet of solutions dominated by pg
3: np = 0 fNumber of solutions which dominate the pg
4: for each q 2 P do
5: if p dominates q then
6: Sp = Sp [ q
7: else if q dominates p then
8: np = np + 1
9: end if
10: end for
11: if np = 0 then
12: prank = 1
13: F1 = F1 [ p
14: end if
15: i = 1 fIncrease the front counterg
16: end for
17: while Fi 6=  do
18: Q = 
19: for each p 2 Fi do
20: for each q 2 Sp do
21: nq = nq   1
22: if nq = 0 then
23: qrank = i + 1
24: Q = Q [ q
25: end if
26: end for
27: end for
28: i = i + 1
29: Fi = Q
30: end while
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Figure 6. Crowding distance calculation
two individuals are selected from the same front. Then the individual with a
larger crowding distance will be selected, since an individual with a large crowd-
ing distance can have better diversity. Diversity is important in all evolutionary
algorithms. Without diversity, all individuals in the population are similar to
each other. A crossover operator will not work because it always selects similar
individuals and produces similar individuals. Mutation can increase the diver-
sity but not fundamentally. Therefore, the algorithm can maintain the diversity
adaptively based on crowding distances. Algorithm 2 shows the crowding distance
calculation.
Algorithm 2 Crowding distance calculation (I)
Require: solutions (I)
1: l = j I j
2: for each i,set I[i]distance = 0 finitialize all distances to zerog
3: for each objective m do
4: I = sort(I,m) fsort the solutions based on the objectiveg
5: I[1]distance = I[l]distance =1 fset boundary to inniteg
6: for i = 2 to (l - 1) ffor all other pointsg
7: I[i]distance = I[i]distance + (I[i+ 1]:m  I[i  1]:m)=(fmaxm   fminm )
8: end for
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2.6 Genetic Programming and Grammar-Based Genetic Program-
ming
2.6.1 Genetic Programming (GP)
Evolutionary Algorithms (EAs) are generic population-based optimization
techniques inspired by natural evolution (Wong and Leung, 2000). EAs have sev-
eral variants, such as Genetic Algorithm (GA) and Genetic Programming (GP)
(Keane et al., 2006). They all have a pool of individuals, which can be numbers,
functions or models. The main dierence between GA and GP is the represen-
tation of individuals. In GA, each individual is a chromosome of a xed length,
i.e. the length of individuals cannot be changed during the evolution. Moreover,
the process in GA uses the encode scheme which converts the information of the
individual when producing new individuals (i.e. ospring), and then uses the
decode scheme to transform the generated individuals back to their original form.
For example, if the given problem aims to maximize a function y = x2, rstly, a
pool of dierent values (i.e. individuals) for variable x is randomly generated, e.g.
13,24,8,19. These numbers have decimal format, which are the original form. A
simple encode scheme converts decimal to binary. For example, if 13 and 24 are
selected as parents, their encoded binary strings with size 5 are 01101 and 11000
respectively, which are also called genes of the chromosome. If the crossover
operator only swaps the rst position from both strings, then the new strings
become 11101 and 01000. The new individuals have to be decoded to decimal
format again, which are 29 and 8 respectively. The tness evaluation scheme will
calculate the score (i.e. the value of y) of these two new individuals, and obtain
y=841 when x = 29, and y = 64 when x = 8. Therefore the tness value of
individual x=29 is the highest in the generation.
Genetic Programming (GP) has a tree structure in the representation of an
individual. Other EAs do not have similar structure like GP, but the general
evolutionary process of GP is similar to other EAs, as shown in Figure 7.
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Figure 7. Simple GP owchart
It creates a number of computer programs (i.e. individuals), which are com-
posed of functions and terminals to form an initial population (generation 0).
Some possible computer programs with a function set and terminal set are shown
in Figure 8. In Figure 8, the terminal set is f0,1,2,-1,-2,xg, and the value of each
terminal node is selected from the terminal set, which is located in the leaves of
individual program trees. For example, in Figure 8 (a), x,1 and 0 are the terminal
nodes. The function set is f+,-,*g, and the value of a function node is selected
from the function set, which is the connector of two nodes, such as   and + in
Figure 8 (a). In Figure 8, four computer programs are randomly generated from
the terminal set and the function set (Keane et al., 2006).
Figure 8. Four individuals in GP
Afterwards, it iteratively selects some individuals based on their tness values
and breeds them into a new generation of individuals by using dierent genetic
operators. Fitness value is the score to measure the quality of the individual,
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which means that a good computer program has a high tness value. The se-
lection is based on tness values; therefore poor computer programs have lower
probability of being selected. When one or two individuals are selected, genetic
operators will be applied to produce new individuals. Genetic operators include
crossover, mutation and reproduction. As shown in Figure 9, crossover is exe-
cuted with a probability to swap a subtree from one individual with a subtree
from another individual once two individuals are selected (Keane et al., 2006).
Figure 9. GP crossover
It is also straightforward for mutation and reproduction which is shown in
Figure 10. The former is executed with a probability to change a subtree to a
randomly generated subtree, and the latter is to reproduce itself.
Figure 10. GP mutation and reproduction
The new individuals (i.e. ospring) will replace some individuals (i.e. parent)
according to the altering scheme at each generation. In general, poor individuals
have high probability of being replaced by new individuals. The evolution is
repeated until the termination criterion is satised, e.g. number of iterations.
Finally, the evolved population contains a number of good individuals to solve
the given problem (Keane et al., 2006). In order to apply GP for a problem, the
user needs to pre-dene a number of parameters, which include a set of primitive
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functions F, a set of terminals T, a tness function, a set of related parameters
for evolution (e.g. crossover rate, mutation rate and selection rate) and the
termination criteria (Wong and Leung, 2000).
2.6.2 Grammar-Based Genetic Programming (GBGP)
Comparing Grammar-based Genetic Programming (GBGP) with traditional
GP, the concept of grammar is employed. Using grammar can provide a powerful
mechanism to describe many complex structures, such as languages, graphs and
mathematical expressions. As a component in GBGP, grammar can be very eec-
tive to evolve a population. By using grammar, GBGP can generate individuals
with desired structure and avoids occurrence of invalid genetic operations dur-
ing the evolution. In other words, a grammar guides the evolution on what can
be done and what should be done. GBGP supports logic grammars, context-free
grammars (CFGs) and context-sensitive grammars (CSGs) to generate tree-based
programs (Wong and Leung, 2000). An appropriate grammar can be used to solve
a particular problem.
Expression ! Boolean Yes No
Boolean ! Operator Term Term
Boolean ! true j false
Term ! term1 j term2 j term3
Term ! 0 j 1 j 2 j 3 j 4 j 5 j 6 j 7 j 8 j 9
Operator ! = j >= j <= j > j <
Yes ! yes
No ! no
Table 1. Simple example of a context-free grammar.
In order to have a better understanding about the designed grammar, the
simple example in Table 1 can be used to illustrate the idea of using grammars.
By using grammars, only valid programs can be generated during the evolutionary
process. Table 1 is an example of a context-free grammar. Expression is the start
symbol. The items with capital letters are the non-terminal symbols, and others
are the terminal symbols. Each statement indicates a rule with the form  ! 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to show how a non-terminal symbol is expanded to a number of non-terminals or
terminal symbols. The representation of an individual in GBGP is a tree-based
structure. The root node of an individual is the start symbol of the grammar.
Figure 11 is an example of an individual in GBGP (Ngan and Leung, 1998), which
is generated by using the grammar in Table 1. The evolutionary steps of GBGP
are similar to traditional GP, but the genetic operations are dierent, especially
for a crossover. It is dierent to the example shown in Figure 9; the selected
nodes can be swapped if the new individual fulls the given grammar. There
is a mechanism to check the validation of the new individual before making a
genetic operation. In order to apply GBGP for a problem, the user also needs to
pre-dene a number of parameters. In addition to the parameters used in GP, a
problem-specic grammar is required (Wong and Leung, 2000).
Figure 11. Individual program in Grammar-based GP represents if term2 > 4 is
true then yes; otherwise no
In recent years, many modied versions of GBGP have been developed to
solve dierent kinds of problems. Mckay et al. (2010) investigated a number of
GBGP variants. They applied dierent grammar representations, used dierent
search strategies and solved several dierent problems. Knowledge discovering
problems are widely discussed in the survey (Mckay et al., 2010). Whigham
(1995); Geyer-Schulz and Geyer-Schulz (1997) and citetngan1998using applied
context-free grammars (CFGs) to evolve a population with derivation trees for
learning knowledge rules. Wong and Leung (1997) applied logic grammar (DCGs)
to generate programs to learn logical functions such as even-n-parity problems.
Wong and Leung (2000) developed a GBGP called LOGENPRO for handling
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several data mining problems, such as medical knowledge discovery. O'Neil and
Ryan (2003) applied Grammatical Evolution (GE) for predicting real-life trading
market indices. The data were collected from the UK FTSE 100, German DAX
and Japanese NIKKEI stock exchange. The GE produced superior performance
in the FTSE and NIKKEI, but poor in the DAX market. The authors found that
over-tting of the evolved individuals was the main reason.
2.7 Ensemble Learning
It becomes more and more dicult to improve the performance of a single
classier signicantly. Moreover, it is also not sucient to apply a single classier
to solve a problem. Ensemble approaches are introduced as learning algorithms
that can select a set of classiers and then classify the unknown data (Dietterich,
2000). The ensemble techniques are proven empirically and theoretically to give
better results than any single classier in most cases (Chen et al., 2014). There
are two levels in learning an ensemble. The rst level is called base-level, where
the base learning algorithms are applied to learn base-level classiers from the
training data. The second level is called meta-level, where an algorithm on a
model is used to combine the outputs from the base-level classiers. If the classi-
ers in an ensemble are trained from the same algorithm (e.g. neural networks),
then it is called a homogeneous ensemble. Popular homogeneous ensemble learn-
ing techniques includes Bagging (Breiman, 1996) and Boosting (Schapire, 1990).
If the classiers in an ensemble are trained from dierent algorithms (e.g. neural
networks and decision trees), then it is called a heterogeneous ensemble. The
popular heterogeneous ensemble methods include Stacking (Wolpert, 1992).
2.7.1 Bagging
Bagging is one of the most well-known independent ensemble methods, which
is also called bootstrap aggregating. It aims to increase accuracy by selecting a
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number of classiers and forming them into a single predictor. The general process
of bagging is to generate a number of subsets with training instances, which are
randomly sampled with replacement from the original training set. Therefore,
some of the instances from the original training set will appear more than once in
each subset, and some of the instances may even not be used. The classiers in
the base-level are trained by the same learning algorithms, such as decision tree
method, but they are trained by using dierent training subsets. Each base-level
classier returns a predicted value, and the bagged classier combines all values
by using a voting method (i.e. most often predicted values) to determine the nal
prediction (Rokach, 2010).
2.7.2 Boosting
Boosting uses a voting scheme to combine the results from all base-level
classiers. New base-level classiers are trained iteratively by changing the dis-
tribution of the training dataset based on previous misclassied instances. That
is, the misclassied instances have higher probability (i.e. weights) of being se-
lected for training. On the other hand, the weights of correctly classied instances
are decreased. The boosted classier combines the predictions from all base-level
classiers to generate the nal prediction. Except for using a majority voting
scheme to determine the nal decision, several other schemes can be applied.
For a binary classication problem, the boosting method can be regarded as
an approximation method like logistic regression. A logitboost was developed by
(Friedman et al., 2000) to learn the base-level classiers in order to achieve better
performance. Each variable in the logistic regression is replaced by a base-level
classier in the logitboost method. Therefore, the result of the ensemble provides
a probability of the prediction for each class, and it is widely applied to solving
ensemble learning problems. In addition, Adaboost is another popular method
extended from the boosting scheme (Freund et al., 1996). The main improvement
is to consider the classication error of the base-level classiers. Each base-level
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classier has a weight to measure the importance. All weights are equally assigned
at the beginning of the learning process. And then each base-level classier will
have a classication error based on the training data. The weights are updated
based on their classication errors, and also the probabilities of the misclassied
instances are increased. When all classiers are learnt, the ensemble will make a
nal prediction based on their weights (Freund et al., 1996).
2.7.3 Stacking
Compared to Bagging and Boosting methods, Stacking is concerned with
using several classiers obtained from dierent learning algorithms. The instances
si can be represented by (xi; yi), where xi is the vector of the training data, and
yi is the classied value. In base-level, a number of classiers C1; :::; CN are
generated. In meta-level, a classier is learnt with meta-data with the form of
((y1i ; :::y
n
i ); yi), where y
n
i is the prediction of the n
th base-level classier on the
ith instance and yi is the actual label of the instance. Therefore, a meta-level
classier applies the outputs from all base-level classiers to generate the nal
prediction (Rokach, 2010). The challenge of using stacking is to determine the
number of base-level classiers as well as which classiers should be included.
42
CHAPTER 3
Grammar-Based Multi-objectives Genetic Programming with
Ensemble Learning
As described in Section 2.2, nancial fraud is a criminal act and an increas-
ingly serious problem. Each year, billions of dollars are lost through failure to
detect nancial fraud. Financial Fraud Detection (FFD) is required to prevent
destructive activities. FFD is challenging, as several issues should be consid-
ered. Firstly, it is more complicated to solve real-life problems than other kinds
of problems (e.g. benchmark or simulated data sets), because real-life datasets
often contain a large number of instances, and several of them are \noisy" data,
which may aect the model performance.
Figure 12. Example of \noisy"data
For example, in Figure 12 (a), black points indicate the fraudulent instances,
and white points indicate the non-fraudulent instances. Point A is regarded as the
outlier or \noisy" instance in the data since it should belong to the area of black
points. In addition, it may aect the generalization performance of a classier,
if the classier over-learns the outlier (Ripley, 1996), which is shown in Figure
12 (b). When such classier is applied and evaluated on a testing dataset, some
white points (i.e. non-fraudulent instances) cannot be correctly classied because
of the poor generalization performance. Secondly, when using some modelling ap-
proaches (i.e. Neural Networks), the results are not straightforward for general
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users to understand. Thirdly, except for noisy data, real-life nancial data have
other features, such as biased data distribution. We have collected four FFD
datasets: two benchmark datasets and two real-life datasets. In order to study
the existing data mining methods, we evaluate them using these datasets. As we
have observed from the results of preliminary experiment, they perform poorly
and some of them generate biased results. Therefore, we want to propose a new
method that can be used to handle the given FFD problems.
The general procedure of the proposed method for solving nancial fraud
problems is shown in Table 2.
The input to the system:
 Datasets: Training instances.
 Objectives: A number of objectives, and maximization or minimization of each objective.
 Pre-dened grammar for the specic problem.
 Parameters for evolution: Number of generations and number of individuals.
 Ensemble learning technique.
1. Grammar-based Multi-objective Genetic Programming (GBMGP):
 Applying genetic programming to the classication rules.
 Training by pre-dened grammar.
 Output the best population with evolved individuals.
2. Generating ensemble:
 Applying ensemble approach for the population.
3. Testing:
 Applying the nal ensemble on the testing set.
Table 2. General procedure of using GBMGP with an Ensemble Learning tech-
nique
Three major components are included in this framework. The rst consists
of Grammar-based Multi-objective Genetic Programming (GBMGP), which is
described in Section 3.1. The second consists of ensemble learning, which is
described in Section 3.2. The third consists of minority prediction in model
testing, which is discussed in Section 3.3.
3.1 Grammar-based Multi-objective Genetic Programming (GBMGP)
This subsection describes the key components of the GBMGP and corre-
sponding motivations, designs and implementations in detail.
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Figure 13. General process of GBMGP
Figure 13 shows the general process of GBMGP. Compared with the general
process of Genetic Programming (GP), GBMGP has three more components,
which are Step 4, Step 5 and Grammar framework, to handle the multi-objective
problems, maintain the diversity of base classiers and control the evolution-
ary process respectively. A famous multi-objective learning algorithm called
Non-dominated Sorting Genetic Algorithm II (NSGA-II) is applied in our multi-
objective optimization procedure (i.e. Step 4). Another diversity maintenance
scheme called Token Competition is applied in Step 5. Other procedures are sim-
ilar to traditional GP. Before the evolution starts, the representation of the base
classiers should be determined rst (i.e. Step 2). Section 3.1.1 describes the
representation of the base classiers at the beginning of the evolutionary process.
Section 3.1.2 shows how Grammar-based Genetic Programming (GBGP) (Wong
and Leung, 2000) is used as the evolutionary approach (i.e. entire process). Sec-
tion 3.1.3 elaborates the objective functions applied in the framework. Section
3.1.4 describes how NSGA-II is applied as the multi-objective optimization tech-
nique and incorporated with GBGP (i.e. Step 4). Section 3.1.5 elaborates Token
Competitions among base classiers (i.e. Step 5).
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3.1.1 Classier Representation
Many existing traditional methods and other advanced data mining tech-
niques can be applied to handle FFD problems. However, they may have dierent
issues and even provide poor results. It is not easy to learn a good classier from
a real-life dataset with a large number of records. For example, the performance
of a Logistic Regression model cannot be signicantly improved. In addition,
as described before, a real-life dataset often contains a number of \noisy" cases
that may aect the performance of the model obtained by the learning process.
However, such \noisy" instances in FFD datasets cannot be removed immedi-
ately since they may be important for model learning. Therefore, we propose to
use several classiers to represent the relationships and knowledge learnt from
the real-life dataset. Each classier represents a relation or information that is
dierent from other classiers. Compared to using a logistic regression model
to represent the hidden relationship in the whole dataset, the proposed method
is more exible in handling \noisy" examples. Moreover, the understandability
of the produced classiers or models is also important. Only experts or users
who have related background knowledge can understand the results generated by
some data mining methods (e.g. support vector machine).
Classication rules are one of the the most straightforward representations
for the given problems. Each classication rule consists of two parts: antecedent
and consequence. The antecedent part describes the relations and the consequence
part shows the corresponding classication result. In general, the structure of a
rule is shown in Equation (16).
if < X1 = a1 > and < X2 = a2 > and : : : and < Xn = an >; then < Class = classt >
(16)
where Xi ,1  i  n, are the names of attributes. < Xi = ai > ,1  i  n,
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indicate the conditions (i.e. antecedent part). < Class = classt > indicates the
classication result (i.e. consequence part). Consider the following examples:
1. if Location is Shanghai and NOE between 500 to 600, then class = yes
2. if Industry is manufacturing and ChairCEO is no, then class = no
We dene class = yes for fraudulent instances, and class = no for non-
fraudulent instances. The rst rule means that the rms are fraudulent if they
are located in Shanghai and their number of employees (i.e. NOE) is between 500
to 600. The second rule means that the rms are non-fraudulent if their principal
work is related to manufacturing and the chairman and CEO are not the same
person (i.e. ChairCEO). In these two rules, each rule indicates a dierent rela-
tion in the data and users can easily understand and decide whether the rm is
fraudulent or not. Therefore, using a number of classication rules can capture
many relations from the given problem.
After determining classier representation, it is necessary to apply an appro-
priate learning method to train the classication rules. Several techniques can
be applied, but not all of them are suitable and ecient. An evolutionary algo-
rithm (EA) can be a very powerful searching algorithm in training a number of
classication rules. The following section will describe the applied evolutionary
algorithm in detail.
3.1.2 Grammar-based Genetic Programming (GBGP)
Genetic Algorithm (GA) and Genetic Programming (GP) are members of
the Evolutionary Algorithms (EAs). They all have a pool of individuals, which
can be numbers, functions or models. In GA, the individual normally has a xed
size, i.e. the length of individual cannot be changed during the evolution. It is
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necessary to design the encode and decode scheme for a classication rule if GA is
applied to solve the FFD problems. In GP, the individual is more exible and it
has variable length (i.e. the size of an individual can be changed). For example,
consider the following rules:
1. if (X1 = X2), then class = yes.
In GA, such rule cannot be represented in an individual, because comparison
between variables cannot be denoted readily in GA. On the other hand, many
rules have to be used to describe the meanings of the above rules. If there are
two values (a and b) for the variables X1 and X2, two rules have to be used:
1. if (X1 = a) and (X2 = a), then class = yes.
2. if (X1 = b) and (X1 = b), then class = yes.
In GP, such rule can be represented directly if an appropriate structure of
individuals in GP is designed. In addition, it is limited and inexible to generate
a complex individual if the size of a chromosome is xed. For example, consider
a problem with two independent variables and one dependent variable, and the
two following rules:
1. if (X1 = a), then class = yes.
2. if (X1 = a) and (X2 = b), then class = no.
In GA, a possible design of the two individuals is shown in Figure 14.
Figure 14. Possible design of a chromosome
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In Figure 14, two chromosomes (i.e. individuals) are used to represent the
two rules in the example respectively. It uses ve bits to represent the value of X1
and X2. The last bit represents the class of a rule, which is \1" if class is yes and
\0" if class is no. Since the size of the individual is xed, the rst individual has
redundant bits if it does not have values for X2, which can also be a drawback
of the representation in GA. On the other hand, GP uses a tree-based structure
for each individual with a variable length (i.e. the length of an individual can
be changed). It is more exible compare to the representation of an individual
with a xed length in GA. GP does not consider the redundant information in
the individual. Therefore, in summary, it is more appropriate to use GP than
GA in the framework.
However, traditional GP has no mechanism to control the evolutionary pro-
cess. It may generate a number of invalid individuals, for example, if a classica-
tion rule with tree-based structure is selected for mutation, as shown in Figure 15.
Figure 15. Example of invalid mutation
In Figure 15, if the node Operator is selected, and the value of the node
\>" may be changed (i.e. mutate) to a real number, say \2", in this case, it can
be regarded as an invalid individual, because it is meaningless to assign a value
to Operator. On the contrary, the value of the node Operator must be other
operators, such as \<" or \=". Therefore, a mechanism is required to monitor
the evolutionary process to ensure that only valid individuals are generated. The
mechanism in the framework is called \grammar".
Table 3 shows an example of a simple grammar. The genetic operations
(e.g. crossover and mutation) will be made based on the grammar. Then the
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Expression ! Boolean Yes No
Boolean ! Operator Term Value
Boolean ! true j false
Term ! meeting j board
Term ! [0,100]
Operator ! = j >= j <= j > j <
Yes ! yes
No ! no
Table 3. Example of a grammar to control the evolutionary process
situation shown in Figure 15 can be avoided. In addition, \grammar" has another
important feature, which can describe the given FFD problems readily.
Figure 16. Example of two individuals
For example, consider two individuals shown in Figure 16, which are gen-
erated based on the grammar in Table 3. Individual (a) indicates that if the
number of board meetings is greater than 40, then the expression (e.g. rm)
is \yes" (e.g. fraudulent); otherwise it is \no". Individual (b) indicates that if
the number of board members is smaller than 15, then the expression is \yes";
otherwise it is \no". Therefore, GP with grammar can be very useful in solving
the given problems. Genetic programming which incorporates grammar is called
Genetic-based Genetic Programming (GBGP) (Wong and Leung, 2000).
The original GBGP uses a single tness function (e.g. accuracy) to measure
the performance of each individual. It may be easy to solve a simple data mining
task by using the original GBGP with a single tness function. But it is not
sucient to solve a real-life problem by only using a single objective function
(i.e. tness function) to measure the performance of an individual. The original
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GBGP applies condence and support framework, which has two objectives. It is
not enough to using condence (i.e. accuracy) solely to measure performance of a
classication rule. The classication rule with the highest value of condence may
not able to recognize (i.e. cover) many other instances. In this case, such rules
are not useful to future instances if considering condence as the single metric.
In another situation, the results are also week if using support only. The classi-
cation rule with the highest value of support may not able to correctly classify
many instances, even though it can cover many instances. In this case, such rule
is not useful because of its poor classication accuracy Wong and Leung (2000).
We have applied the original GBGP with single objective function (i.e. support
and condence) to solve the given problems. The preliminary result shows that
the original GBGP works well in benchmark problems, but cannot handle real-life
problems very well. The major potential issue of the original GBGP is the tness
function, where the tness value cannot measure the performance of an individual
appropriately. In addition, we also applied the GBGP with dierent single objec-
tives separately (i.e. support or condence). The preliminary result shows that
the GBGP with single objective (i.e. support or condence) cannot handle the
given problems very well. To solve the given FFD problems, by using combined
version of condence and support, it is able to consider both objectives, but it
still hard to determine the trade-o between each objective. Because there is no
single solution that can optimize each objective simultaneously. Condence and
support are conicting, and the optimal solutions can be obtained by using some
multi-objective methods. The goal of using multi-objective methods is to nd out
these non-dominated solutions. Each non-dominated solution has equally good
objectives values like other non-dominated solutions, and researchers can apply
them for task of classication. Many prior studies apply evolutionary algorithms
with multi-objective functions to solve nancial or economic problems. There-
fore, we want to extend the original GBGP system to handle multi-objective
optimization problems. Before developing the GBGP with multi-objective (GB-
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MGP), we rst study the objectives that can be used in the framework in detail
in the following section.
3.1.3 Objective Functions
Many researchers have developed a number of dierent evolutionary algo-
rithms with multiple objectives (i.e. MOEAs) for solving nance and economics
applications (Ponsich et al., 2013). For example, in portfolio optimization prob-
lems, most applied objectives are risk and return. The Multi-objective Evolu-
tionary Algorithms (MOEAs) are maximize the return and minimize the risk
from dierent combinations of stocks in portfolios in order to obtain the optimal
combination (Ponsich et al., 2013). There are not as many developed MOEAs
in FFD applications portfolio optimization applications. Several objectives have
been applied in FFD applications, such as accuracy,comprehensiveness and in-
terestingness.
Industry AB Location Dividend Nshhold Nemploy Chairceo Meeting Fraud
supply B Shanghai yes 174,536 3,947 no 6 yes
social service B Tianjin no 34,626 826 no 6 yes
manufacturing B Tianjin yes 40,660 1,479 no 11 yes
manufacturing A Shanghai yes 23,146 29,452 no 0 no
IT A Shanghai yes 14,855 7,008 no 11 no
Table 4. Compact training dataset regarding rms
 Accuracy measures the classication ability of classiers or models.
For example, consider the following two rules:
1. if Location is Shanghai, then class = yes
2. if Location is Shanghai, then class = no
The rst rule indicates that the fraudulent rms are located in Shang-
hai. The second rule indicates that the non-fraudulent rms are located
in Shanghai. There is a compact dataset in Table 4. Three instances (i.e.
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rms) are located in Shanghai, but only the rst instance is fraudulent
(i.e. class = yes) and the other two are non-fraudulent (i.e. class = no).
For the rst rule, the number of instances that are correctly classied is
one, and the number of instances that are misclassied is two. Therefore,
the accuracy of the rst rule is 1/3. For the second rule, the number of
instances that are correctly classied is two, and the number of instances
that are misclassied is one. Therefore, the accuracy of the second rule
is 2/3. In general, good classiers often have a high accuracy rate, which
means that the performance of the second rule is better than the rst rule
in this example.
 Comprehensiveness indicates the comprehensive level (i.e. number of in-
cluded attributes) of the classiers or models. In (Ghosh and Nath, 2004),
comprehensibility is minimized for a model to have clearer presentation.
For example, consider the following two rules:
1. if Location is Shanghai, then class = yes
2. if Location is Shanghai and Industry is manufacturing, then class = yes
The rst rule has a higher comprehensive level than the second one, since
it has only one variable.
 Interestingness describes the interestingness of a rule.
As described in the previous section, GBGP with classication rules is ap-
plied, and it may not be sucient to use only a single objective function to evalu-
ate an individual for FFD problems. It has been used in solving some data mining
problems with good performance (Ngan and Leung, 1998). It still has space for
improvement if it is extended to Grammar-based Multi-objective Genetic Pro-
gramming (GBMGP). Researchers in related domains have devoted themselves
53
to exploring more useful objectives for the FFD problems. In our study, we pro-
posed to apply a famous framework called support-condence (Agrawal et al.,
1993). It has been successfully applied with GBGP to solve data mining prob-
lems, such as medical data mining (Ngan and Leung, 1998).
 Condence measures accuracy, which is an important objective of a rule,
since the principle purpose of FFD is to identify potentially fraudulent rms
to prevent destructive consequences. The model will be risky without con-
sidering accuracy. However, it cannot ensure that a classication rule is
good even it has 100% accuracy, because it may only cover one training
instance, but ignore all the other instances. Condence is a ratio of the
number of cases covered by a rule (i.e. the attribute values and class value
both full the antecedent part and consequence part of a rule respectively)
to the number of cases covered by the antecedent part only (i.e. the at-
tribute values full the antecedent part of a rule) (Wong and Leung, 2000).
 Support. In addition to accuracy, another objective called support is also
necessary to establish the coverage of a classication rule. Therefore a good
classication rule not only has high accuracy but also covers many cases.
Support is a ratio of the number of cases covered by a rule to the total
number of cases (Wong and Leung, 2000).
Table 5 is a compact database with 10 instances (i.e. rms). The rst row
consists of variable names. The classes of rms are shown in the last column.
Consider the following rule:
1. if Location is Shanghai, then class = yes.
According to the rule, only location and class type are considered; thus we
only focus on these two attributes to calculate the support and condence of
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Industry AB Location Dividend Nshhold Nemploy Chairceo Meeting Fraud
retail A Shanghai no 69,163 1,226 no 4 yes
supply B Shanghai yes 174,536 3,947 no 6 yes
social service B Tianjin no 34,626 826 no 6 yes
manufacturing B Tianjin yes 40,660 1,479 no 11 yes
manufacturing A Shanghai yes 23,146 29,452 no 0 no
IT A Shanghai yes 14,855 7,008 no 11 no
manufacturing A Shanghai no 39,337 2,723 no 9 no
manufacturing A Sichuan yes 29,861 3,878 no 7 no
mining A Sichuan no 8,882 459 yes 6 no
supply B Tianjin yes 47,264 826 no 6 no
Table 5. Compact database about rms
the rule. The total number of instances is 10. For support, only the rst two
instances are covered by the rule, whose location and class type are the same as
the rule. For condence, there are ve instances covered by the antecedent part of
the rule, which is Shanghai. Therefore, the support is 0.2 and condence is 0.4 in
this example. However, in traditional GBGP, support and condence framework
are combined into a single objective function, which is shown in Equation 17.
f = w1  support+ w2  normalized confidence (17)
where f is the tness value of an individual, support is dened before (Wong
and Leung, 2000). A normalized condence is used in their framework. nor-
malized condence equals confidence  log( confidence
prob
), where condence is de-
ned before, prob is a ratio of the number of instances that have the same class
(e.g. fraudulent) as the rule to the total number of instances. w1 and w2 are
user-dened weights to control the balance between support and condence re-
spectively (Wong and Leung, 2000). However, it is not easy to determine an
appropriate weight for each term. For example, if accuracy (i.e. condence) is
more important than the number of instances that the classier covers (i.e. sup-
port), the value of w2 can be 0.9 and the value of w1 is 0.1. These values may
not be the optimal combination for learning good classication rules. Therefore,
we want to extend the traditional GBGP to GBMGP, which is described in the
following section.
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3.1.4 Non-dominated Sorting Genetic Algorithm II (NSGA-II)
GBGP can genetically generate new individuals (i.e. classication rules), but
the selection scheme is not appropriate in handling multi-objective problems. In
the general process of Evolutionary Algorithm (EA) for single objective optimiza-
tion, the selection scheme is used to select individuals as parents to produce new
individuals. The good individuals have higher probabilities of being selected as
parents for simple problems. The traditional selection scheme is only based on a
single value, which is not appropriate for multi-objective problems. The main idea
of multi-objective optimization is to obtain a number of non-dominated solutions,
which are also called Pareto solutions. The general background of multi-objective
optimization problems has been discussed in Section 2.5. As shown in Figure 17,
the non-dominated solutions (i.e. black points) will form a curve called a Pareto
front. It is necessary to optimize the curve, and then the performance of the en-
tire population can be optimized. A number of MOEAs can be applied to achieve
the task a non-dominated sorting genetic algorithm (NSGA-II) is an appropriate
MOEA (Deb et al., 2002). It has been proven to be a powerful, fast and ecient
algorithm in solving multi-objective problems. Therefore, the concept of NSGA-
II is incorporated into the GBGP method.
Figure 17. Example of a population sorted by NSGA-II
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There are two main features in NSGA-II (Deb et al., 2002), as shown in
Figure 17. The rst feature is to sort the individuals into dierent level of fronts
(i.e. rank). The individuals in the rst front are the non-dominated solutions
(i.e. Pareto solutions). The individuals in subsequent ranks are poorer than the
individuals in previous ranks. The second feature is to measure the crowding
distance between each pair of two individuals that are the neighbour of the other.
Therefore, each individual has a value to present its average distance. If the value
of average distance is small, it means that the individual is close to its neighbours.
If the value of average distance is large, it indicates that the individual is located
in a less dense region (i.e. far away from its neighbours). Incorporating NSGA-
II with GBGP, each classication rule is sorted into dierent fronts to obtain
an average distance value. Then the classication rules that are located in less
dense regions (i.e. large crowding distances) and a high front will have higher
probability of being selected as parents, and GBGP will produce new classication
rules based on the selected individuals.
3.1.5 Token Competition
Although all individuals are expected to be optimal on both objective func-
tions, some potential good individuals may be ignored during the learning process.
In NSGA-II, it prefers the individual of high rank if two individuals are located
in diering ranks, and prefers the individual located in the less crowded region if
two individuals belong to the same rank. The less crowded region means that the
individuals are relatively far away from each other in the region. In other words,
the individuals located in the relatively denser region may have low probability
of being selected and reproduced. Figure 18 shows an example of a population.
In Figure 18, the eight black points are the Pareto solutions with index num-
ber. Points 1, 2 and 3 can be regarded as the less crowded region, and points 4,
5, 6, 7 and 8 are located in the crowded region. Points 1 and 8 can be selected
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Figure 18. Example of a population
because they are boundary points (i.e. only have one neighbour) and therefore
they have the largest crowding distances. The situation of point 4 is better than
points 5, 6 and 7, since it is relatively far away from point 3, so its crowding
distance is also higher than the other points in crowded regions (i.e. points with
small crowding distances). Points 5,6 and 7 may not be selected because they
have very small crowding distances. Although the points 5,6 and 7 are on the
Pareto front (i.e. non-dominated solutions), they may not be selected during the
learning process. Each point is a classication rule. Even though rules 5, 6 and
7 have similar support and condence values, they may have dierent meanings.
For example, there are three rules that indicate points 5,6 and 7 in the following:
1. if Location is Shanghai, then class = yes
2. if Industry is manufacturing, then class = no
3. if NOE between 500 to 1000, then class = no
These three classication rules may have similar values for condence and
support, but they have totally dierent meanings. Therefore, we want to apply a
mechanism to further evaluate this kind of individual by adjusting their locations.
Token competition (Wong and Leung, 2000) can be used to achieve this purpose.
58
The basic idea of token competition is that each training case has a token. If a rule
can cover a training case, then its token is seized by the rule. Other rules cannot
take the token even if they can classify the case. The priority of obtaining tokens
is determined by the performance of the individuals, which has been done in our
implementation of NSGA-II. In other words, all individuals are sorted from high
to low ranks. In each rank, the individuals are also sorted from large to small
crowding distances. The sorted individuals will be evaluated for each training
case at each generation. Only the rst individual that can cover the training
case will obtain a token and others cannot. After evaluating all individuals in all
training cases, each individual will know the number of tokens it obtained. For
each individual, its support and condence values are then modied according to
the formula shown in Equation (18).
adjusted objective valuem = raw objective valuem  count
ideal total
(18)
where, raw objective valuem is the original value of objective m (e.g. condence
or support), count is the number of tokens that the rule obtained and ideal total
is the total number of tokens that it can obtain ideally.
Eectively, the location of each individual in the objective value space is
changed. Figure 19 shows an example of three individuals with adjusted objective
values.
In Figure 19, the locations of the three individuals 2, 5 and 7 are changed
based on the number of obtained tokens respectively. Then the density of the
region with individuals 4, 5, 6, 7 and 8 is decreased; consequently the remaining
individuals 4, 6 and 8 can have higher probabilities of being selected during the
learning process. For example, the original individual 5 is a non-dominated solu-
tion and its crowding distance is relatively small because it is close to individuals
4 and 6. Therefore, individuals 5 and 6 have low probability of being selected, be-
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Figure 19. Example of a population with tokens
cause they are in the same front and similar (i.e. close) to each other in objective
value space. After adjusting by token competition, the location of individual 5
is changed to 5' if it obtains few tokens. Therefore, individual 5 is dominated by
other individuals. The crowding distance of individual 6 is increased because its
neighbours are changed to individuals 4 and 8. Compared to the original Pareto
front, the probability of selecting individual 6 is improved.
3.2 Statistical Selection Learning
As mentioned in Section 2.7, ensemble learning is able to improve the per-
formance of the classiers. In this study, a number of classication rules are
evolved by GBMGP. It is dicult to determine which of them should be selected
eventually. If all of them are selected as an ensemble, the result will not be
optimal, because some non-Pareto individuals or even poorer individuals may
produce incorrect results. In general, the result could be improved if an appro-
priate ensemble method is used. Therefore, we adopt the ideas from the ensemble
learning techniques, such as bagging and boosting, which have been described in
Section 2.7. In this study, we developed and examined three ensemble techniques
for solving the FFD problems.
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3.2.1 Majority Voting
The main idea of using majority voting is that, for a testing case, a number
of individuals that cover the case will predict a result. The nal prediction for the
testing case is determined by the votes. If more than half of them predict that
the case is class A and the others predict that it is class B, then the nal result
is A. Figure 20 is an example of using majority voting for making a prediction.
Figure 20. Ensemble learning example using majority voting
In Figure 20, eight individuals cover the testing case, and ve of them predict
that the rm is fraudulent. Therefore, the nal prediction is fraudulent.
3.2.2 Weighted Voting
The main idea of using weighted voting is that, for a testing case, a number
of individuals that cover the case will predict a result. The nal prediction for the
testing case is determined by the weighted votes. Each individual has a weight,
which is calculated by its average value of support and condence (i.e. 0.5 *
support + 0.5 * condence). Moreover, all the class values of class are changed
to 1 (i.e. class A) and -1 (i.e. class B). Then the prediction for each individual
is its weight multiplied by its class value (i.e. 1 or -1). The nal prediction of
a testing case is the average of the covered individuals` predictions. The nal
prediction is 1 if the average value is greater than 0; otherwise it is -1. Figure 20
is an example of using majority voting for a prediction.
In Figure 21, the class of fraudulent rm is 1 and the class of non-fraudulent
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Figure 21. Ensemble learning example using weighted voting
rm is -1. The average weight of this example is 0.0125, which is greater than 0.
Therefore, the nal prediction is fraudulent.
3.2.3 Statistical Selection
In addition to the previous ensemble learning techniques, we designed a new
method to select and combine the evolved rules. Two targets should be achieved.
The rst is about performance, which is the accuracy of the nal ensemble. The
second is also diversity maintenance, which aims to have a wide variety of solu-
tions to cover more cases. From the point view of statistics, a diverse population
is composed of a number of dierent small groups of individuals, which are signif-
icantly dierent to each other. Therefore, we propose an ensemble method called
statistical selection learning (SSL). The idea of the SSL is straightforward. Sup-
pose there is a population with dierent evolved individuals, and each individual
contains two terms indi(fiti; si), where fiti is the tness value of the individual.
Fitness value is calculated by its average value of support and condence (i.e. 0.5
* support + 0.5 * condence). si is the status of i
th individual, which indicates if
the individual is selected or not. At the beginning, a set of individuals with small
size (e.g. 3) were randomly selected from the Pareto front as the primary set,
and then the same number of individuals were randomly selected from the whole
population as the secondary set. We calculated the dierence between these two
sets by using paired t-test. The two sets were merged to form a new primary set if
they were signicantly dierent to each other at the 5 percent signicance level,
and then above steps were repeated to compare the primary set with another
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secondary set. On the other hand, the secondary set were re-selected if they were
not signicantly dierent to the primary set. Once the termination conditions
were satised, the nal ensemble was constructed.
The whole process of the GBMGP is shown in algorithm 3.
3.3 Minority Prediction
The last step of the proposed framework is to evaluate the constructed en-
semble on the testing dataset. In general, for a classication rule, a testing case
will be evaluated only if the values of attributes from the testing are covered by
the antecedent part of the rule. Otherwise, the testing case will skip the rule, and
keep looking for other rules in turn until all rules are considered. However, there
is no prediction for the testing case if no rules can be applied for it. Therefore,
we suggest setting a default rule and predict the result of such testing case as the
minority class (i.e. fraudulent). If the real class of the testing case is the same
as the minority class (i.e. the testing case is a fraudulent rm), then we say it is
correctly classied. Otherwise, it is misclassied. Therefore, minority prediction
should improve the performance in classifying the fraudulent class. In this study,
we think the detection of minority class (i.e. fraudulent) is much more important
than the detection of majority class (i.e. non-fraudulent) in the given FFD prob-
lems. For example, if a rm is fraudulent (i.e. positive class), and it is incorrectly
classied as non-fraudulent, then the loss to relative people (e.g. shareholders)
may be destructive. However, if a rm is non-fraudulent (i.e. negative class),
and it is incorrectly classied as fraudulent, it may need to be investigated by the
Securities Regulatory Commission (SRC) or Securities and Exchange Commis-
sion (SEC) at relatively much lower cost (i.e. investigation fees) compared to the
destructive consequence caused by fraud without any investigation. Therefore, it
is more important to classify the fraudulent rms correctly than non-fraudulent
rms. In summary, the owchart of the complete framework is shown in Figure
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Algorithm 3 GBMGP with statistical selection
1: Dene the objectives Objs = f(obj1; s1); :::; (objN ; sN)g
2: Dene and initialize variables:
3: Rt, Pt, Qt, Et fPop. of whole,parent,ospring and ensembleg
4: N,Sensemble, fThe population size and ensemble sizeg
5: max gen,
6: selection method,
7: crossover rate, mutation rate
8: for i = 1 to N do
9: initialize the individual indi and store in Pt.
10: end for
11: set t = 0 fThe initial generation.g
12: while terminate criterion does not match do
13: Rt = Pt [Qt fThe initial generation.g
14: F = fast non dominated sort(Rt)
15: set Pt+1 =  and i = 1
16: while jPt+1j+ jFij  N do
17: crowing distance assignment(Fi)
18: Pt+1 = Pt+1 [ Fi
19: i=i+1
20: end while
21: Sort(Fi)
22: Pt+1 = Fi[1 : (N   jPt+1j)]
23: Qt+1 = produce new population(Pt+1)
24: t = t + 1
25: end while
26: set t = 0 f reset t to zerog
27: dene k f The size for initial ensembleg
28: dene Ct fThe provisional ensemble for comparison.g
29: Et = random select individuals(k,Rt)
30: Rt := Rt   Et f Remove the selected individuals from Rtg
31: while terminate criterion does not match do
32: set Ct= 
33: Ct = random select individuals(k,Rt)
34: if (Et 6= Ct) then
35: Et := Et [ Ct
36: k := k + k
37: end if
38: t = t + 1
39: return Et
40: end while
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22.
Figure 22. The owchart of the proposed method.
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CHAPTER 4
Experiments and Results
This chapter describes the experiment preparation and experiment results.
In this study, a number of data mining techniques were applied to solve four
nancial fraud detection problems. We applied Waikato Environment for Knowl-
edge Analysis (WEKA) for the experiments, which are described in Section 4.1.1
providing the well-developed data mining methods for comparison. Section 4.1.2
contains the descriptions of the datasets. Section 4.1.3 gives the grammar de-
signs for each problem. Section 4.1.4 describes the over-sampling technique used
in the experiment. Section 4.1.5 describes the K-folds cross-validation mecha-
nism. Section 4.1.6 describes the evaluation criteria used for each method in the
experiment. Section 4.2 shows the parameter setting for the proposed method
and briey introduces several variants of proposed methods. Section 4.3 presents
the experiment results of all methods and discusses the results in detail.
4.1 Introduction to Experiment Preparation
4.1.1 Waikato Environment for Knowledge Analysis (WEKA)
In order to compare the performance of Grammar-based Multi-objective Ge-
netic Programming with Statistical Selection Learning (GBMGP-SSL) and the
other well-known data mining techniques, we applied Waikato Environment for
Knowledge Analysis (WEKA) (Hall et al., 2009) for the experiments. WEKA
has already included a number of well-developed techniques that can be used in
data mining, ensemble learning and machine learning. A traditional statistical
method, four machine learning techniques, three ensemble learning approaches
and 14 variants of GBGP (including the proposed method) were evaluated in the
study.
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4.1.2 Data Description
Four nancial fraud problems were considered. Two of them were collected
from the UCI machine learning repository (Asuncion and Newman, 2007) and
the other two were real-life nancial fraud problems. The description of datasets
is shown in Table 6.
Dataset Attributes Instances Classes Class Ratio
Australian credit 14 690 2 307:383
Credit approval 15 690 2 307:383
U.S. corporate fraud 41 68332 2 63: 68269
China corporate fraud 17 18373 2 855:17518
Table 6. Data Description.
\Australian credit" and \credit approval" are similar, but the latter has
one more attribute, which may aect the results. However, they are often used
together as benchmark problems in many data mining studies. The class distri-
butions are not imbalanced.
For \U.S corporate fraud" data, the original data had nearly 200 variables
with duplicated and useless attributes, such as rm id or name. The data were ex-
tremely imbalanced, which may aect the results if models are used immediately.
In general, the number of fraudulent rms is much smaller than the number of
non-fraudulent rms. Therefore, it is better to maintain the fraudulent instances.
Otherwise, it is dicult to learn the fraudulent information based on the few in-
stances. If the fraudulent rms had too many missing values (e.g. more than
40% missing values) in some attributes, we removed those attributes directly. On
the other hand, if the fraudulent rms had few missing values in some attributes,
we replaced them based on the data distributions of those attributes (e.g. took a
mean of the variable as the value for the missing data). For non-fraudulent rms,
we removed the instances with many missing values. For the attributes with few
missing values, we also replaced them based on the data distributions of those
attributes.
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\China corporate securities fraud" (CCSF) data contained records of cor-
porations with their rm, nancial, governance and trade characteristics. The
variables were selected on the basis of the relative literature discussed in Section
2.2.2. Moreover, including more attributes may provide more interesting infor-
mation of the fraudulent rms for the system to learn. The original database has
21,396 instances with 25 attributes for all listed rms from 1998 to 2011. Each
instance with more than 20 missing values in these 25 attributes was directly
removed. Moreover, there are seven attributes about trade characteristics were
removed since more than two-thirds of rms had no such trade data. The nal
dataset had 18,373 records with 18 attributes. It was also highly imbalanced with
5.8% fraudulent and 94.2% non-fraudulent examples.
4.1.3 Grammar Design
The grammars for all problems are attached in the appendix. A.1.1 and A.1.2
are the grammar design for Australian credit and credit approval dataset respec-
tively, A.1.3 describes the grammar design for U.S. corporate securities fraud
detection problem and A.1.4 concerns grammar design for the China corporate
securities fraud detection problem. In Australian credit and credit approval, the
attribute names and values were changed to meaningless symbols in order to pro-
tect the condentiality of the data (Asuncion and Newman, 2007).
4.1.4 Synthetic Minority Over-sampling Technique (SMOTE)
Imbalanced data cannot be directly used in any of mentioned methods. With-
out prior consideration of the imbalance, the classier(s) will always generate
biased results for the majority class. Such classiers are not useful, as their per-
formance could be very poor (Liu et al., 2007). A number of approaches have
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been introduced to address imbalanced datasets, such as resampling techniques
or pre-processing methods. The Synthetic Minority Over-sampling Technique
(SMOTE) is a data pre-processing method, which can process data and generate
synthetic examples by taking each minority class example along the line joining
all of its k nearest neighbours. For example, if the number of minority class ex-
amples needed is triple (i.e. 300%), and the number of its nearest neighbours are
limited to 5 (i.e. k=5). 3 of 5 nearest neighbours are selected as three directions
and one synthetic example is generated along each direction, and then three new
examples are introduced. This study applied SMOTE for a variety of reasons.
First, the standard SMOTE is very simple to implement in practice. Second,
empirically, SMOTE has been shown to perform well against random oversam-
pling techniques in a lot of experiments (Liu et al., 2007; Chawla et al., 2011).
Third, the synthetic examples are generated in a less application-oriented man-
ner. In other words, the new examples are operated in feature space (i.e. based
on each variable) rather than data space (i.e. whole dataset) (Chawla et al.,
2011). Therefore, it can be widely applied in imbalanced dataset applications.
4.1.5 K-folds Cross-Validation
For a robust experiment, a ten-fold cross-validation mechanism was applied
for each dataset. The ten-fold cross-validation split the data into ten mutually
exclusive and exhaustive folds. For each experiment, one fold was regarded as the
testing dataset and the other nine folds were combined together as the training
dataset. Figure 23 is a graphic illustration of ten-folds cross-validation.
Figure 23. Ten-folds cross-validation example
All the approaches used the same training data, tested on the same testing
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data and generated corresponding results. The experiments were repeated ten
times until each fold was evaluated as a testing dataset. The nal result was
computed by taking the average (i.e. mean) of the generated rules. In addi-
tion, two datasets (i.e. U.S.CSF and CCSF) have unbalanced data distribution.
When evaluating data mining methods on these two datasets, only the training
data were pre-processed by SMOTE. In other words, the testing datasets main-
tained the original data distribution in the experiment.
4.1.6 Model Evaluation Criteria
As discussed in Section 3.1, accuracy is the most important criteria of a
model when solving FFD problems. Each problem has two classes. The rst
class is regarded as positive (i.e. fraudulent) and the other is negative (i.e. non-
fraudulent). If a testing case matches the antecedent part of the rule, and the
consequence part of the rule also matches the class of the testing case, then the
testing case is correctly classied. Table 7 shows the possible outcomes for binary
classication.
Classied as True Classied as False
Actual is True True Positive (TP) False Negative (FN)
Actual is False False Positive (FP) True Negative (TN)
Table 7. Contingency table with four outcomes of binary classication
The accurate rate of positive class is called true positive rate (TPR), which
is calculated by Equation (19).
TPR = TP=(TP + FN) (19)
where TP is the number of positive examples that are correctly classied. TP +
FN is the total number of positive examples including the number of correctly
classied positive examples (i.e. TP) and the number of incorrectly classied as
negative class (i.e. FN). The accuracy rate for the negative class is called true
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negative rate (TNR), which is calculated by Equation (20).
TNR = TN=(TN + FP ) (20)
where TN is the number of negative examples that are correctly classied. TN
+ FP is the number of total negative examples including the number of correctly
classied negative examples (i.e. TN) and the number of negative examples that
are incorrectly classied as positive (i.e. FP). It is easy to observe the performance
of each model for each class by using TPR and TNR as evaluation criteria.
4.2 GBMGP with SSL
Table 8 shows the parameter setting for the Grammar-based Multi-objectives
Genetic Programming with Statistical Selection Learning (GBMGP-SSL). Except
for the GBMGP with SSL, several GBGP variants (i.e. single objective GBGP)
and GBMGP (i.e. multi-objective GBGP) variants are developed for model com-
parisons. GBGP variants contain GBGP(s,c), GBGP(s,c) with majority voting
and GBGP(s,c) with weighted voting. GBMGP variants include GBMGP(s,c),
GBMGP(s,c) with majority voting and GBMGP(s,c) with weighted voting, where
s,c indicates support and condence respectively. In GBGP variants, support and
condence are combined into a linear equation. On the other hand, support and
condence are the two independent objectives in GBMGP variants. Majority
voting and weighted voting are the ensemble techniques. The former counts the
number of votes in two classes for each testing case, and the nal prediction is
the class with higher votes. The latter is similar to majority voting, but each rule
has dierent weight for voting. The weight is the average value of two objectives
from each individual. The strong rules with high objective values have higher
weights to make the nal decision.
Single objective GBGP variants (e.g. GBGP only) used elitism to select the
best individual(s) of the current population for the next generation directly. The
elitism operator always selects the individual with the highest objective value for
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GBMGP-SSL
Parameter Value
Population size 200
Max. no. of generation 500
Use elitism no
Selection scheme tournament
Keep parent yes
Use token competition yes
Crossover rate 0.8
Mutation rate 0.2
Ensemble method statistical selection
Max. ensemble size 0.6
Table 8. Parameters and values for the proposed method
the next generation directly without using any genetic operators. Multi-objectives
GBGP variants (e.g. GBMGP) did not use elitism, since the Pareto solutions (i.e.
non-dominated solutions) in the current population have already been considered
in the evolutionary process automatically. Other experiments settings were the
same as shown in Table 8. In addition, tournament selection was used. It ran-
domly selects a number of solutions with tournament size k, and chooses the best
(i.e. winner) for genetic operation (e.g. crossover or mutation). The default tour-
nament size is 2. Keep parent has to be used in the GBMGP variants, since the
NSGA-II has to sort the parent (Pt) and ospring (Qt) population at the same
time, which has been shown in Section 2.5.1. During the evolutionary process,
the individuals were selected from a population (i.e. parents) to produce new
individuals (i.e. ospring). Keep parent operator selects all parents and merges
them with new individuals. Therefore, the size of the population is doubled. The
last two parameters were only used in the proposed method for ensemble learn-
ing. It applied the proposed statistical selection with maximum 60 percents of
the whole population. For example, if the population size is 100 and ensemble
size setting is 0.6 (i.e. 60%), then at most 60 individuals will be selected to form
an ensemble. On the other hand, majority voting and weighted voting used all
evolved solutions (i.e. ensemble size is 100%).
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4.3 Compared Approaches
Method Parameter Value
Logistic
ridge 1.0E-8
max.iterations -1
Neural Networks
Learning rate 0.3
Momentum value 0.2
no.hidden layers 1
weight update Back-propagation
Training epochs 500
random seed 0
SMO
kernel function Polykernel
complexity 1
tolerance rate 0.001
exponent value 1
Bayesian Networks
estimator Simple estimator
search algorithm Hill climbing
Decision Tree
min number of nodes 2
No pruning False
number of folds 3
min variance probability 0.001
AdaBoost
classier Decision stump
number of iterations 20
seed 1
use resampling False
weight threshold 100
Bagging
classier REPTree
no.iterations 20
bag size percent 100
LogitBoost
classier Decision stump
no.iterations 20
use resampling False
seed 1
weight threshold 100
likelihood threshold -1.798
Table 9. Parameters and values for the compared approaches
The parameter settings for a traditional statistical method, four machine
learning techniques and three ensemble learning approaches are shown in Table 9
and separated by a double line. The compared approaches are often applied in
other data mining studies. These methods were briey discussed in Section 2.4.
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Australia credit Credit approval U.S.CSF CCSF
Methods TPR TNR TPR TNR TPR TNR TPR TNR w/t/l
Logistic 0.81++ 0.81 0.85++ 0.84  0.41++ 0.90   0.41++ 0.47++ 6/0/2
0.058 0.063 0.046 0.042 0.222 0.013 0.045 0.017
MultilayerNN 0.80++ 0.83 0.80++ 0.83 0.47++ 0.94   0.31++ 0.83   5/0/3
0.089 0.064 0.047 0.048 0.191 0.014 0.067 0.053
SMO 0.87 0.79++ 0.80++ 0.79 0.51+ 0.94   0.41++ 0.73   6/0/2
0.027 0.069 0.043 0.051 0.183 0.006 0.037 0.019
BayesNetwork 0.80++ 0.88 0.80++ 0.81 0.52+ 0.91   0.28++ 0.94   4/0/4
0.059 0.017 0.046 0.029 0.185 0.008 0.022 0.006
Decision Tree 0.82++ 0.84 0.82++ 0.84 0.10++ 1.00   0.24++ 0.93   5/0/3
0.079 0.105 0.078 0.103 0.071 0.001 0.029 0.009
AdaBoost 0.81++ 0.84 0.77++ 0.81 0.51+ 0.88   0.47++ 0.71  5/0/3
0.053 0.062 0.046 0.069 0.174 0.016 0.046 0.031
Bagging 0.79++ 0.82 0.78++ 0.80 0.11++ 1.00   0.23++ 0.89   5/1/2
0.068 0.067 0.057 0.058 0.076 0.001 0.025 0.008
LogitBoost 0.81++ 0.82 0.83++ 0.82 0.50+ 0.90   0.44++ 0.80   5/0/3
0.038 0.069 0.032 0.047 0.211 0.013 0.046 0.028
GBMGP(s,c,S)i 0.89 0.85 0.89 0.80 0.64 0.76 0.66 0.67 n/a
0.063 0.069 0.058 0.055 0.118 0.133 0.074 0.069
1. ++ Using paired t-test, the average accuracy is signicantly worse than that of GBMGP(s,c,S)i at the 0.05 level.
2. + Using paired t-test, the average accuracy is signicantly worse than that of GBMGP(s,c,S)i at the 0.1 level.
3.   Using paired t test, the average accuracy is signicantly better than that of GBMGP(s,c,S)i at the 0.1 level.
4.   Using paired t-test, the average accuracy is signicantly better than that of GBMGP(s,c,S)i at the 0.05 level.
Table 10. Accuracies of data mining techniques and the proposed method
4.3.1 Results and Analysis
Table 10 summarizes the results of average accuracy for each class on the
four nancial datasets. The name of each method is shown in the rst column.
Four datasets were evaluated by nine methods in this experiment. Each dataset
had two classes: positive and negative, and the corresponding accuracies are in-
dicated by TPR and TNR respectively, which are shown in the second row of
Table 10. The Standard Deviation (S.D.) of each method is also given below the
corresponding accuracy result. For example, logistic regression obtains 81% in
classifying positive class on the Australian dataset, and its S.D. is 5.8%.
In Australian credit and credit approval, all the approaches are promising
with regard to TPR and TNR. In the two real-life datasets, U.S.CSF and CCSF,
the performances were not stable using dierent methods. Some methods such as
Decision Tree and Bagging generated extremely biased results with very low TPRs
and very high TNRs. The base classier of Bagging is also a kind of Decision
Tree. Moreover, Logistic regression obtained about 41% in regard to classifying
fraudulent rms in both real-life datasets. SMO, BayesNetwork, AdaBoost and
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LogitBoost could obtain about 50% in regard to classifying fraudulent rms for
the U.S.CSF dataset only, and worse TPR for the CCSF dataset. The proposed
method with minority prediction, which is located in the last row of Table 10
can achieved better TPR results than most of the other techniques, but its TNR
values for each dataset were relatively lower at the same time. According to
the characteristics of nancial datasets, especially for real-life FFD problems, the
detection of positive class (i.e. fraudulent) is much more important than the de-
tection of negative class (i.e. non-fraudulent). For example, if a rm is fraudulent
(i.e. positive class), and it is incorrectly classied as non-fraudulent, then the loss
to interested people (e.g. shareholders) may be destructive. However, if a rm is
non-fraudulent (i.e. negative class), and it is incorrectly classied as fraudulent,
it may need to be investigated by the Securities Regulatory Commission (SRC)
at relatively much lower cost (i.e. investigation fees) compared to the destructive
consequence caused by fraud without any investigations. Therefore, it is more im-
portant to classify fraudulent rms correctly than non-fraudulent rms. In order
to have a more comprehensive comparison for the proposed method, a number
of GBGP variants and GBMGP variants were developed and the corresponding
results are shown in Table 11.
In Table 11, a number of developed GBGP variants and GBMGP variants
which were evaluated by the same datasets are shown. The name of each method
is located in the rst column, and the meanings of notations are indicated in
Table 12. For example, the rst method is GBGP(s,c)a, which is the original
GBGP. It is a single objective method, which uses an average linear combined
version of support (i.e. s) and condence (i.e. c) framework. The value of the
objective function is 1  support + 8  normalized condence. The symbol \a"
means that the rst method used majority prediction.
As another example, the last method is GBMGP(s,c,S)i, which is the pro-
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With tokens Australia credit Credit approval U.S.CSF CCSF
Methods TPR TNR TPR TNR TPR TNR TPR TNR w/t/l
GBGP(s,c)a 0.84+ 0.86 0.84++ 0.85   0.33++ 0.84   0.48++ 0.78   4/0/4
0.063 0.095 0.027 0.045 0.201 0.049 0.059 0.025
GBGP(c)a 0.68++ 0.79++ 0.66++ 0.75+ 0.29++ 0.83  0.33++ 0.65 7/0/1
0.049 0.024 0.045 0.060 0.046 0.054 0.062 0.045
GBGP(s)a 0.09++ 0.97   0.09++ 0.97   0.02++ 0.93   0.07++ 0.94   4/0/4
0.048 0.027 0.015 0.018 0.009 0.031 0.033 0.034
GBGP(s,c, M)a 0.82++ 0.79++ 0.82++ 0.79 0.39++ 0.85   0.25++ 0.92   6/0/2
0.034 0.075 0.032 0.031 0.254 0.021 0.034 0.021
GBGP(s,c, W)a 0.82++ 0.80+ 0.84++ 0.79 0.30++ 0.89   0.54++ 0.67 6/1/1
0.046 0.053 0.031 0.041 0.120 0.046 0.055 0.051
GBMGP(s,c)a 0.80++ 0.91   0.80++ 0.84 0.44++ 0.86   0.48++ 0.73   4/0/4
0.054 0.027 0.074 0.066 0.229 0.034 0.058 0.054
GBMGP (s,c,W)a 0.85 0.90   0.85+ 0.89   0.32++ 0.83  0.38++ 0.88   4/0/4
0.061 0.027 0.053 0.036 0.165 0.046 0.108 0.052
GBMGP (s,c, M)a 0.84++ 0.91   0.84++ 0.89   0.45++ 0.83 0.48++ 0.87   4/0/4
0.040 0.047 0.034 0.049 0.235 0.084 0.127 0.061
GBMGP(s,c,S)a 0.82++ 0.90 0.86 0.87   0.54+ 0.89   0.53++ 0.81   4/0/4
0.081 0.079 0.056 0.049 0.122 0.089 0.081 0.084
GBGP(s,c)i 0.82
++ 0.78++ 0.83++ 0.80 0.43++ 0.81 0.59+ 0.59++ 6/1/1
0.043 0.072 0.038 0.059 0.179 0.047 0.092 0.096
GBGP(c)i 0.75
++ 0.69++ 0.73++ 0.68++ 0.34++ 0.58++ 0.43++ 0.49++ 8/0/0
0.061 0.050 0.075 0.058 0.155 0.137 0.050 0.047
GBGP(s)i 0.13
++ 0.99   0.14++ 0.97   0.08++ 0.97   0.10++ 0.96   4/0/4
0.031 0.018 0.035 0.027 0.036 0.027 0.047 0.038
GBGP(s,c, M)i 0.84
++ 0.78++ 0.85++ 0.79 0.47++ 0.86   0.61+ 0.60++ 7/0/1
0.040 0.067 0.025 0.042 0.189 0.033 0.058 0.057
GBGP(s,c, W)i 0.85
++ 0.79++ 0.86 0.79 0.44++ 0.76 0.60++ 0.58++ 7/1/0
0.038 0.036 0.037 0.062 0.116 0.065 0.062 0.040
GBMGP(s,c)i 0.82
++ 0.88 0.84++ 0.86   0.45++ 0.73 0.48++ 0.58++ 6/0/3
0.037 0.070 0.045 0.048 0.258 0.143 0.052 0.055
GBMGP (s,c,W)i 0.86 0.89 0.85
+ 0.87   0.35++ 0.81 0.55++ 0.68 4/0/4
0.067 0.050 0.055 0.036 0.113 0.063 0.053 0.031
GBMGP (s,c, M)i 0.85 0.86 0.82
++ 0.84  0.44++ 0.75 0.59++ 0.64 6/0/2
0.064 0.087 0.047 0.022 0.186 0.154 0.042 0.075
GBMGP(s,c,S)i 0.89 0.85 0.89 0.80 0.64 0.76 0.66 0.67 n/a
0.063 0.069 0.058 0.055 0.118 0.133 0.074 0.069
1. ++ Using paired t-test, the average accuracy is signicantly worse than that of GBMGP(s,c,S)i at the 0.05 level.
2. + Using paired t-test, the average accuracy is signicantly worse than that of GBMGP(s,c,S)i at the 0.1 level.
3.   Using paired t-test, the average accuracy is signicantly better than that of GBMGP(s,c,S)i at the 0.1 level.
4.   Using paired t-test, the average accuracy is signicantly better than that of GBMGP(s,c,S)i at the 0.05 level.
Table 11. Classication accuracies of the proposed method and its variants
posed method. It is a multi-objective GBGP (i.e. GBMGP), and the abbreviation
\M" indicates that the system has the component: multi-objective. Therefore,
it uses support (i.e. s) and condence (i.e. c) as the two objectives. The symbol
\S" means that the ensemble learning technique is a statistical selection method,
as shown in Table 12. The symbol \i" means that the last method uses minority
prediction.
In the Australia credit and Credit approval datasets, the original GBGP can
obtain about 85% accuracy for both TPRs and TNRs. Ensemble learning tech-
niques (i.e. majority voting and weighted voting) cannot improve the original
GBGP, no matter whether majority prediction or minority prediction is used. In
addition, variants with multi-objective (i.e. GBMGP) have slightly poorer perfor-
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Abbreviation Description
s Objective: support
c Objective: condence
W Ensemble: weighted voting
M Ensemble: majority voting
S Ensemble: statistical selection
a Majority prediction
i Minority prediction
Table 12. Abbreviations of all the approaches
mance in regard to TPRs and slightly better performance in regard to TNRs than
the original GBGP. However, variants with multi-objective (i.e. GBMGP) and
ensemble techniques perform similarly and even obtains better TPRs and TNRs
than the original GBGP except for the proposed method. The proposed method
obtain the highest TPRs and had slightly poorer performance in regard to TNRs.
In U.S.CSF, all methods using majority prediction had good performance in
regard toTNRs. However the corresponding TPRs were very low, with only the
GBMGP(s,c,S)a obtaining a result that was more than 50% for TPR. The TPRs
were relatively improved by using minority prediction, but still less than 50%.
The proposed method achieved 64%, which is the highest TPR value among all
variants.
In the CCSF dataset, GBMGP without using any ensemble learning tech-
niques could not improve the results over the original GBGP. The original GBGP
with majority voting even produced poorer TPR results. However, compared
to the original GBGP, the TPR using original GBGP with minority predic-
tion had about 22.9% improvements. Except for the proposed method, the
GBGP with majority voting and minority prediction obtained the second highest
TPR, but the corresponding TNR was greatly reduced. The minority prediction
performed well in this dataset, especially for GBGP(s,c,M). Finally, the pro-
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posed method produced the highest TPR and relatively higher TNR compared
to GBGP(s,c,M)i. In addition, we also evaluated the performance of the pro-
posed method and its variants without using token competition, which is shown
in Table 13.
Without tokens Australia credit Credit approval U.S.CSF CCSF
Methods TPR TNR TPR TNR TPR TNR TPR TNR
GBGP(s,c)a 0.362 0.925 0.360 0.908 0.175 0.796 0.181 0.927
0.080 0.041 0.052 0.032 0.082 0.062 0.035 0.052
GBGP(c)a 0.135 0.975 0.113 0.983 0.061 0.903 0.066 0.938
0.052 0.031 0.059 0.023 0.035 0.053 0.041 0.047
GBGP(s)a 0.023 0.960 0.020 0.985 0.009 0.987 0.012 0.980
0.017 0.034 0.013 0.025 0.008 0.011 0.007 0.020
GBGP(s,c, M)a 0.305 0.936 0.316 0.928 0.209 0.803 0.150 0.897
0.059 0.039 0.054 0.026 0.055 0.053 0.059 0.053
GBGP(s,c, W)a 0.388 0.855 0.380 0.876 0.207 0.798 0.208 0.906
0.040 0.042 0.035 0.060 0.081 0.057 0.053 0.038
GBMGP(s,c)a 0.366 0.858 0.349 0.877 0.246 0.818 0.240 0.930
0.031 0.055 0.051 0.042 0.078 0.069 0.078 0.050
GBMGP (s,c,W)a 0.373 0.903 0.363 0.898 0.285 0.835 0.204 0.893
0.057 0.083 0.039 0.047 0.109 0.075 0.047 0.063
GBMGP (s,c, M)a 0.359 0.930 0.371 0.924 0.242 0.835 0.160 0.954
0.044 0.056 0.053 0.043 0.092 0.075 0.049 0.049
GBMGP(s,c,S)a 0.411 0.906 0.408 0.904 0.239 0.908 0.301 0.930
0.065 0.058 0.057 0.045 0.091 0.063 0.061 0.050
GBGP(s,c)i 0.924 0.173 0.915 0.165 0.711 0.347 0.889 0.316
0.038 0.048 0.037 0.048 0.075 0.132 0.051 0.090
GBGP(c)i 0.963 0.008 0.968 0.010 0.948 0.052 0.969 0.013
0.030 0.010 0.027 0.009 0.029 0.041 0.030 0.008
GBGP(s)i 0.031 0.957 0.038 0.968 0.020 0.971 0.021 0.969
0.019 0.047 0.036 0.023 0.008 0.034 0.011 0.039
GBGP(s,c, M)i 0.922 0.181 0.924 0.178 0.737 0.377 0.834 0.332
0.051 0.055 0.042 0.052 0.098 0.060 0.060 0.075
GBGP(s,c, W)i 0.924 0.187 0.915 0.182 0.700 0.330 0.815 0.367
0.038 0.052 0.051 0.062 0.077 0.081 0.044 0.053
GBMGP(s,c)i 0.926 0.272 0.915 0.268 0.831 0.350 0.877 0.359
0.050 0.051 0.045 0.067 0.076 0.053 0.062 0.049
GBMGP (s,c,W)i 0.940 0.306 0.927 0.318 0.849 0.296 0.845 0.322
0.044 0.051 0.047 0.054 0.078 0.081 0.048 0.059
GBMGP (s,c, M)i 0.902 0.298 0.907 0.301 0.815 0.375 0.815 0.387
0.036 0.042 0.047 0.035 0.114 0.059 0.060 0.048
GBMGP(s,c,S)i 0.938 0.467 0.924 0.452 0.885 0.405 0.910 0.402
0.050 0.094 0.053 0.052 0.116 0.048 0.089 0.044
Table 13. Classication accuracies of the proposed method and its variants with-
out using token competition
From the results in Table 13, the overall performance was worse than the
results obtained by using token competition in Table 11. In general, the result
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of each method was biased towards a class due to the majority prediction and
minority prediction. For example, GBGP(s,c)a without using token competition
had poor results for TPR because of its poor diversity. It could achieve good
results for TNR, but it is because of the majority prediction, i.e. the instances
that cannot be identied will be predicted as majority class if no rules can be
applied. Consider the proposed method GBMGP(s,c,S)i: it obtained good results
for TPR because of minority prediction. However, the results for TNR were
very poor. Therefore, using token competition can improve the diversity of the
population and separate the individuals with dierent meanings while keeping
good performance. In particular with the two real-life problems, although the
minority class (i.e. positive class) is more important than the majority class (i.e.
negative class), sometimes the users may not expect to have very low accuracy
in classifying negative examples. In this case, the proposed method with token
competition should be applied. But in other situations, it also provides another
choice for users if they only focused on the positive class (i.e. fraudulent rms) and
are not concerned about relatively low accuracy for the negative class. In this
situation, the proposed method without using token competition can be used.
The following empirical and statistical tests focus on the comparison between
GBMGP-SSL with minority prediction and the other approaches.
4.3.2 Empirical Analysis
Each problem had two results for TPR and TNR respectively. We set each
one as a competition, and therefore eight competitions were included for four
datasets. The empirical w/t/l (i.e. win, tie and lose) test results are given in the
last column of Table 10 and Table 11, where w means that GBMGP-SSL with
minority prediction outperforms the compared approach, t means that GBMGP-
SSL with minority prediction has the same results, and l means that GBMGP-SSL
with minority prediction is not good as the compared approach.
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In Table 11, compared with BayesNetwork, the proposed method wins all
competitions in regard to TPR, but also loses all of them with regard to TNR.
BayesNetwork can be regarded as a generic method for solving FFD problems.
Although it obtained the highest TNR for Australia and the second highest TPR
for U.S.CSF, it also obtained very poor TPR results in the CCSF dataset. In this
study, the real-life datasets were more important than the benchmark datasets.
Compared with the traditional statistical method, i.e. logistic regression, the pro-
posed method won six competitions and lost two, which were TNRs from \credit
approval" and \U.S. CSF". Especially for \U.S. CSF", the logistic regression
had a biased result for TNR. However, logistic regression is still a competitive
method compared with other approaches. Compared with other machine learn-
ing techniques, i.e. MultilayerNN, SMO and Decision Tree, the proposed method
respectively won 5, 6 and 5 competitions. On the other hand, it respectively lost
in 3, 2 and 3 competitions, which were also related to TNRs. SMO had a similar
performance to that of BayesNetwork, but Decision Tree had extremely biased
results with regard TNRs. Therefore, Decision Tree may not be an appropriate
method for imbalanced nancial datasets, since it is very sensitive to noisy in-
stances. Compared with ensemble learning techniques, i.e. AdaBoost, Bagging
and LogitBoost, the proposed method respectively won 5, 5 and 5 competitions,
and respectively tied in 0,1 and 0 competitions. Therefore, the proposed method
is able to perform better results than other ensemble learning techniques even
in TNR competitions. Bagging generated extremely biased results in relation to
TNR on two real-life nancial fraud datasets, and also it may not be appropriate
model for imbalanced nancial datasets. The base-level classiers of Bagging are
also Decision Trees. Therefore it has the similar problem as do Decision Trees. In
addition, comparing the ensemble learning techniques with the logistic regression
in U.S. CSF and CCSF datasets, the overall performance by using ensemble-
learning techniques (except for Bagging) improved for TPRs.
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According to Table 10, compared with GBGP(s,c,)a,GBMGP(s,c,W)i and all
the GBMGP variants with majority prediction, 1 the proposed method won all of
the competitions for TPR, but also lost all of them for TNR. GBMGP variants
with majority prediction produced good TNR results because of the majority
prediction to enhance the majority (i.e. negative) class. Compared with other
GBGP variants, 2 GBGP(s,c,M)i and GBGP(s,c,W)i, the proposed method re-
spectively won 6, 6, 6, 6, 7 and 7 competitions, and respectively tied in 0, 0, 1,
1, 0 and 1. This indicates that the proposed method outperformed other GBGP
variants no matter whether majority or minority prediction was applied. More-
over, it also indicates that the multi-objective and the new statistical selection
ensemble learning technique together can improve the results for most TPRs and
TNRs.
Finally, compared with other remaining GBMGP variants with minority pre-
diction, 3 the proposed method respectively won 6 and lost in 2 competitions. The
two lost competitions were for TNRs from the \Australian credit" and \credit ap-
proval" datasets. This indicates that the GBMGP(s,c) and GBMGP(s,c,M) with
minority prediction maybe more suitable for balanced datasets. They achieved
similar results for TPRs and TNRs on four problems. Using majority voting in
GBMGP did not improve a lot of benchmark datasets, but it improved CCSF
problem for TPR and TNR.
In addition, relative improvement (RAI) (Chen et al., 2014) was applied to
evaluate the approaches, calculated by Equation (21).
p =
X i   0i

0
i
(21)
where i denotes the accuracy of the GBMGP-SSL with minority prediction in
the ith dataset and 
0
i refers to the accuracy of the approach being compared with.
1i.e. GBMGP(s,c)a,GBMGP(s,c,W)a,GBMGP(s,c,M)a and GBMGP(s,c,S)a
2i.e. GBGP(s,c,M)a, GBGP(s,c)i, GBGP(s,c,W)a, GBGP(s,c)i
3i.e. GBMGP(s,c,M)i and GBMGP(s,c)i
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In Table 14, RAI (TPR) indicates the relative improvements for TPR and RAI
(TNR) indicates the relative improvements for TNR. According to the RAI test
in Table 14, the proposed method improved the results for both TPRs and TNRs
better than Logistic regression, GBGP variants with minority prediction, 4 and
GBMGP(s,c)i. For most of the other techniques, the proposed method reduced
the results for TNRs relatively little compared with the signicant improvements
for TPRs, especially for Bagging, Decision Trees, GBGP(s)a and GBGP(s)i. As
discussed before, Bagging and Decision Tree may not be suitable methods for
solving nancial datasets. In addition, the classication accuracy was not con-
sidered in GBGP variants with single objective support, therefore GBGP(s)a and
GBGP(s)i also performs very poor results.
4.3.3 Statistical Analysis
Pairwise t-test was applied to demonstrate the statistical signicance of the
experiments. The performance of the proposed method and other approaches
was compared to calculate statistical signicance. The results of the t-test are
shown in Table 10 and Table 11, which highlight the statistical signicance at
the 5% level by the symbol \++" if the proposed method was better than the
compared method, and the symbol \+" if the proposed method was signicantly
better than the compared method at the 10% level. On the other hand, symbol
\   " and \ " are used if the proposed method was signicantly worse than
the compared method at the 5% level and 10% level respectively. For example
in Table 10, compared with traditional logistic regression, the proposed method
signicantly outperformed it in the 5 of 8 metrics at the 5% level. However,
the proposed method was signicantly worse than logistic regression for TNRs
in \credit approval" and \U.S.CSF" at the 10% level and 5% level respectively.
In addition, the proposed method was signicantly better than MultilayerNN in
the 4 of 8 metrics at the 5% level. Compared with SMO, it was signicantly
4GBGP(s,c)i,GBGP(s,c,M)i,GBGP(s,c,W)i
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RAI (TPR) RAI (TNR)
Logistic 130% 25%
MultilayerNN 170% -39%
SMO 98% -19%
BayesNetwork 186% -51%
Decision Tree 720% -56%
AdaBoostM1 91% -21%
Bagging 712% -46%
LogitBoost 94% -31%
GBGP(s,c)a 141% -31%
GBGP(c)a 292% 6%
GBGP(s)a 5,358% -78%
GBGP(s,c, M)a 243% -30%
GBGP(s,c, W)a 152% -7%
GBMGP(s,c)a 105% -32%
GBMGP (s,c,W)a 182% -50%
GBMGP (s,c, M)a 93% -49%
GBMGP(s,c,S)a 48% -47%
GBGP(s,c)i 73% 16%
GBGP(c)i 184% 108%
GBGP(s)i 2,397% -84%
GBGP(s,c, M)i 53% 9%
GBGP(s,c, W)i 64% 23%
GBMGP(s,c)i 96% 6%
GBMGP (s,c,W)i 111% -22%
GBMGP (s,c, M)i 69% -1%
GBMGP(s,c,S)i - -
Table 14. RAI test result
superior in the 3 of 8 metrics at the 5% level, and 1 metric at the 10% level.
Compared with BayesNetwork, it was signicantly superior in the 3 of 8 metrics
at the 5% level, and 1 metric at the 10% level. It was also signicantly superior
to Decision Trees in 4 metrics at the 5% level. Moreover, it also outperformed
ensemble techniques such as AdaBoost and LogitBoost in 3 of the 8 metrics at
the 5% level, and 1 metric at the 10% level, etc.
For the benchmark problems in Table 10, the proposed method signicantly
outperformed all the data mining techniques for TPR in regard to Australia
credit and credit approval, except for SMO for Australia credit. Moreover, it also
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signicantly outperformed SMO for TNR in Australia credit at the 5% level, but
was signicantly worse than the logistic regression for TNR in credit approval
at the 10% level. For the U.S. CSF problem, the proposed method signicantly
outperformed Logistic regression, MultilayerNN, Decision Trees and Bagging for
TPR at the 5% level, and it also signicantly outperformed SMO,BayesNetwork,
AdaBoost and LogitBoost for TPR at the 10% level. However, the TNR of using
the proposed method was signicantly worse than all the data mining methods
at the 10% level. For the CCSF problem, the proposed method signicantly
outperformed all the data mining methods for TPR at the 5% level, but was also
signicantly worse than all the data mining methods at the 10% level, except
for the Logistic regression. It is easy to obtain very good results on the majority
(i.e. negative) class by applying the traditional statistical method, advanced data
mining techniques or ensemble learning techniques. As discussed in Section 2.2,
the detection of fraudulent rms is much more important than the classication of
non-fraudulent rms. The proposed method seemed to reduce by a few percent
the accuracy of non-fraudulent classication, but it signicantly increased the
performance in identifying fraudulent rms.
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CHAPTER 5
Conclusion
5.1 Major Findings
Financial fraud has become an increasingly serious problem in economics,
nance and management. Financial fraud detection (FFD) is vital for the pre-
vention of the destructive consequences of nancial fraud. Data mining plays a
signicant role in solving FFD problems. In this study, we conducted a compre-
hensive comparison of data mining techniques and suggested a new approach to
identify fraudulent information from four nancial datasets. The applied data
mining techniques included Logistic Regression (LR), Neural Networks (NNs),
Support Vector Machine (SVM), Bayesian Networks (BNs) and Decision Trees
(DTs). The applied ensemble learning methods are AdaBoost, Bagging and Log-
itBoost. We can conclude several ndings from the experimental results.
 The rst is the performance of the existing data mining methods on the given
FFD datasets.
All the applied data mining techniques and ensemble-learning methods per-
formed well on the benchmark datasets. In the Australia Credit dataset, De-
cision Trees could produce better classication results for positive class (i.e.
fraudulent) than other methods. It also produced very high results in clas-
sifying the negative class (i.e. non-fraudulent), but the highest result was
obtained by Bayesian Networks. In the Credit Approval dataset, Logistic Re-
gression could generate the highest results for both classes. Moreover, Decision
Trees also produced the highest accuracy in classifying the negative class, but
the value of its variance was larger than for Logistic Regression. Ensemble
learning techniques could not produce outstanding results for the benchmark
datasets.
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Real-life problems are not easy to handle. All the methods performed poorly
in classifying fraudulent rms, but well for non-fraudulent rms classication.
For the U.S. CSF dataset, all methods had very high variances, and poor re-
sults for fraudulent rms classication. Decision Trees and Bagging methods
obtained the lowest accuracies for the fraudulent class, but their accuracies
for the non-fraudulent class were the highest. This shows that they could not
be used for this dataset, since the results were extremely biased towards the
majority class (i.e. non-fraudulent). For the CCSF dataset, the situation was
similar to that for the U.S. CSF dataset. All the methods could not perform
well for the fraudulent class. However, their variances were much lower com-
pared to the situation in the U.S. CSF dataset. Ensemble methods produced
relatively better results than the data mining methods in the CCSF dataset,
except for Bagging.
 The second is the performance of GBGP variants and GBMGP variants for
the given FFD datasets.
In order to evaluate the features of the proposed method, such as Multi-
objective optimization and ensemble techniques, we developed several GBGP
variants and GBMGP variants and compared their performance with the orig-
inal GBGP. All GBGP variants and GBMGP variants produced competitive
results compared with data mining and ensemble methods. For the benchmark
datasets, all GBGP variants and GBMGP variants that used minority pre-
diction did not improve the classication results for both classes signicantly
compared to the original GBGP. But GBMGP variants that used majority
prediction with ensemble methods (i.e. weighted voting and majority voting)
improved the average accuracy for the negative (i.e. non-fraudulent) class com-
pared with the traditional GBGP.
For the U.S. CSF and CCSF datasets, many of the GBMGP variants produced
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better results than the original GBGP. Minority prediction improved all GBGP
variants and GBMGP variants in regard to classifying the positive (i.e. fraud-
ulent) class. Ensemble methods in GBGP variants did not improve the results
signicantly. But ensemble methods with GBMGP variants to varying degrees
produced better results for the positive class compared with the original GBGP.
 The third is the proposed method and comparison with all other methods.
The proposed method produced signicantly better results than most of the
other methods. Especially for fraudulent classication (i.e. positive class),
the proposed method obtained the highest accuracies of Tree Positive Rate
(i.e. TPR) for the given FFD datasets. However, the non-fraudulent classica-
tion (i.e. negative class) accuracies dropped slightly. The results by using the
proposed method are acceptable if it improves the performance of the fraud-
ulent detection signicantly, because we think that it is more important to
spot fraudulent instances than non-fraudulent instances. If a non-fraudulent
instance is misclassied as a fraudulent instance, related organizations (e.g.
Securities Regulatory Commission or auditors) and rms may need to under-
take further investigations manually at low expense for such case. But if it
misclassies a fraudulent instance as a non-fraudulent instance, the cost due
to the misclassication could be much worse than in the previous scenario.
 The fourth is the proposed method with and without using token competition.
We also evaluated the performance of the proposed method and its variants
without using token competition. The results were very dierent. The accura-
cies in classifying the positive class were signicantly increased, but meanwhile
the accuracies for the negative class were decreased signicantly, to even less
than 50%. It provides another choice for users, if they only focus on the positive
class (e.g. fraudulent rms) and do not concern themselves with the relatively
low accuracy for the negative class then they should apply the proposed method
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without using token competition.
5.2 Contributions
There are ve major contributions of this study. The rst contribution is that
we made a number of comprehensive comparisons between dierent approaches
to solving the FFD problem. They included one traditional statistical method:
Logistic Regression, four data mining techniques: Neural Networks, Support Vec-
tor Machines, Bayesian Networks and Decision Trees and three ensemble learning
methods: AdaBoost, Bagging and LogitBoost. In addition, we also developed a
number of GBGP variants and GBMGP variants with dierent ensemble meth-
ods for comparison.
The second contribution is that we proposed a new method called Grammar-
based Multi-objective Genetic Programming (GBMGP) with Statistical Selection
Learning (SSL) that can take advantage of the Evolutionary Algorithm and the
concept of ensemble learning. By selecting a number of good classication rules,
the proposed method can be used to predict fraudulent instances. The perfor-
mance of each individual classication rule was optimized by the use of a support
and condence framework. Previously, the framework was applied as a com-
bined version, but we separated them into two individual objectives and applied
a multi-objective method (i.e. NSGA-II) to optimize them. The comprehensive
experimental results show that the proposed method performs well on the given
FFD problems. It is a combination of ensemble learning and Grammar-based
Multi-objective Genetic Programming approach in Financial Fraud Detection,
and no one has done this before.
The third contribution of the study is the diversity maintenance between
individuals. In general, by using NSGA-II as the Multiobjective optimization
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algorithm, the diversity can be maintained well based on the location of each
solution. However, in this study, each solution was a classication rule. It is
possible that some individuals were located in a crowded area (i.e. high density
region), since they had close values on two objectives. However, they were not
truly similar to each other if they had dierent meanings. In this case, we applied
token competition to adjust the location (i.e. objective values) of each solution.
The diversity could be maintained, since the individuals with similar objective
values but dierent meanings were separated.
The fourth contribution is unbalanced dataset processing. In general, all
methods cannot be applied directly to learn unbalanced datasets (i.e. real-life
problems). In this study, we applied the SMOTE approach to the two real-life
datasets in order to assist all methods, and the proposed method GBMGP-SSL
was able to obtain better performance in classifying fraudulent rms than the
other methods.
The last contribution is ensemble learning. We also faced the problem in
selecting individuals, because many individuals were evolved by the GBMGP.
Based on the previous research and signicant practical applications of ensemble
learning, we applied several ensemble methods, such as majority voting, combined
with GBGP variants and GBMGP variants. By applying ensemble techniques,
such as majority voting, the classication accuracy of fraudulent rms could be
improved slightly. In addition, the proposed ensemble technique (i.e. Statistical
Selection Learning) could achieve better performances in classifying fraudulent
rms than others in the two real-life FFD problems.
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5.3 Implications
The major ndings from this thesis may have important implications for
the Securities and Exchange Commission (SEC) and China Securities Regula-
tory Commission (CSRC) to facilitate their work. Moreover, it may also have
useful implications for other data mining researchers. In this study, a GBMGP-
SSL method was proposed to optimize the classication accuracy. SMOTE was
applied as a data processing method to assist all used methods. We made compre-
hensive comparisons between traditional statistical method, data mining meth-
ods, ensemble learning techniques and the proposed method for solving the FFD
problems. Therefore, the study can be utilized as a guideline for data mining
research in nancial fraud detection. We also highlighted some potential issues
when using classication rules. For example, if some testing instances could not
be classied by any rules, they were ignored. We did not want to ignore any
testing instances; therefore we suggested using minority prediction and majority
prediction to handle this issue. Moreover, NSGA-II also has a potential issue
in diversity maintenance for crowded solutions (i.e. similar individuals). The
original diversity scheme could not separate similar solutions if they had dierent
meanings. Therefore, a token competition was applied with the proposed method.
The application of classication rules in FFD provides understandable re-
sults for users, even if they are not experts in the relevant areas. The combination
of GBGP, NSGA-II, Token Competition and Statistical Selection Learning also
provides a novel and powerful approach to data mining research. The proposed
method outperforms many other data mining techniques in classifying the fraud-
ulent class. The users in the Securities and Exchange Commission (SEC) and
China Securities Regulatory Commission (CSRC) can refer to the results from
the proposed method.
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5.4 Limitations and Directions for Future Research
Although the proposed method has promising results in solving the FFD
problems, there are some limitations of this research. Due to the large volume of
real-life datasets, the evaluation process of using the proposed method is time-
consuming. But for some other methods, such as Decision Trees, they can gener-
ate results quickly. Therefore, if possible, the executing time of the program can
be shortened in future by using powerful machines.
In the research area of nance or data mining, it will be more interesting if
researchers can apply dierent objectives (e.g. risk and return) to the proposed
method, and evaluate the method for the two real-life datasets to see whether it
can generate interesting results.
We have evaluated the proposed method on the given FFD problems, but
it has not been used for solving other real-life problems in dierent areas. The
proposed method can be considered as one of the methods to solve dierent prob-
lems. For example, the proposed method can be used for solving direct marketing
problems. In direct marketing, the evaluation of a method is usually based on
response rate and prot. Response rate is the ratio of the number of responders
to the total number of customers in the dataset. Prot is the prot generated
by the responders. A high value of response rate may not produce high prots.
Therefore, it is necessary to nd responders who can generate high prot. In
this problem, the minority class is high-prot customers and majority class is
low-prot customers. The generated rules can identify the high-prot customers,
low-prot customers and non-response customers if the objectives of the proposed
method are modied to response rate and prot. In addition, except for the clas-
sication rules, a regression method should be applied for predicting the prot,
and then the performance of the proposed method can be easily compared with
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other direct marketing methods.
The last limitation of the study is that, we applied the NSGA-II as the multi-
objective optimization method, and it may not be the best option for solving the
given FFD problems. Therefore, the study could include more comparisons with
other multi-objective methods, such as Strength Pareto Evolutionary Algorithm
2 (SPEA-II).
92
APPENDIX
Appendix A
A.1 Grammar
A.1.1 Australian Credit
Figure A.1. Australian Credit Grammar.
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A.1.2 Credit Approval
Figure A.2. Credit Approval Grammar.
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A.1.3 U.S. Corporate Securities Fraud
Figure A.3. U.S. Corporate Securities Fraud.
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A.1.4 China Corporate Securities Fraud
Figure A.4. China Corporate Securities Fraud Grammar.
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