Abstract. Authorship verification attempts to decide whether the author of a given set of texts is also the author of a disputed text. In comparison to closed-set and open-set attribution, the most popular tasks in relevant literature, the verification setting has some important advantages. First, it is more general since any attribution problem can be decomposed into a series of verification cases. Then, certain factors that affect the performance of closed-set and open-set attribution, like the candidate set size and the distribution of training texts over the candidate authors have limited impact on authorship verification. It is, therefore, more feasible to estimate the error rate of authorship attribution technology, needed in the framework of forensic applications, when focusing on the verification setting. Recently, there has been increasing interest for authorship verification, mainly due to the PAN shared tasks organized in 2013, 2014, and 2015. Multiple methods were developed and tested in new benchmark corpora covering several languages and genres. This paper presents a review of recent advances in this field focusing on the evaluation results of PAN shared tasks. Moreover, it discusses successes, failures, and open issues.
Introduction
Authorship attribution is the line of research dealing with the quantification of writing style in texts and revealing the identity of their authors using computational methods [23, 58] . Applications closely related with this area are mainly from the humanities (e.g., revealing the author of novels published anonymously, verifying the authorship of literary works, etc.) [24, 34, 64] and forensics (e.g., discovering authorship links between proclamations of different terrorist groups, resolving copyright disputes, revealing multiple aliases of the same user in social media, verifying the authorship of suicide notes, etc) [1, 36, 65] .
Authorship attribution can be seen as a single-label multi-class text categorization task. In each authorship attribution case, a candidate set (i.e., suspects) and samples of their writing are given. Then, the task is to find the most likely candidate based on the similarities of their personal style with the text under investigation. Other factors, like topic and genre of text or sentiment polarity should not affect this procedure. However, this is particularly challenging, since it is not yet possible to extract stylometric measures that are only determined by the personal style of author and are immune to changes in topic or genre [59] .
The setting examined in the majority of the published studies refers to closed-set attribution, where a well-defined set of suspects is given and one of them is necessarily the true author of the disputed text [11, 47, 50, 53, 56] . This scenario matches the requirements of many forensic cases (i.e., traditionally solved by forensic linguists) where police investigators are able to provide a list of suspects based on the assumption that they are the only ones with access to certain resources, having knowledge of certain facts, etc. An alternative, more robust, setting is open-set attribution where it is possible the true author not to be included in the list of likely suspects [31, 54] . This is more appropriate in cases where it is not possible to rule out any likely author (e.g., a post in social media could be written by anyone).
A special case of open-set attribution is authorship verification where the candidate set is singleton [33, 35, 45] . In other words, given a set of texts by the same author, the task is to determine whether a text under investigation is by that author or not. This is essentially a one-class classification problem since the negative class is chaotic (i.e., all texts by all other authors).
Until recently, there were limited research studies dealing with authorship verification either exclusively [10, 16, 20, 33, 43] or in parallel with closed-set attribution [38, 62] . The recent influential studies of Koppel [32, 35] highlighting the significance of verification as a fundamental problem in authorship attribution and, mainly, a series of PAN shared tasks organized in 2013, 2014, and 2015 radically increased interest and research teams working in this area [25, 61, 60] . PAN evaluation campaigns provided benchmark corpora covering several natural languages and genres as well as an experimentation and evaluation framework to assess the performance of multiple verification methods. Since 2013, significant progress has been reported and multiple studies improved state-of-the-are methods, provided a better understanding of their strengths and weaknesses [6, 7, 9, 18, 22, 30, 45] , and highlighted their applications in humanities and forensics [48, 63, 64] . This paper presents a review of recent advances in this field, focusing on the evaluation results of PAN shared tasks.
In the remaining of this paper, Section 2 discusses the advantages of verification setting over closed-set and multi-class open-set attribution. Then, Section 3 presents an overview of PAN shared tasks in authorship verification. Sections 4 and 5 review recent methods focusing on the stylometric features and the properties of the verification models they use, respectively. Section 6 briefly presents main evaluation results of PAN shared tasks and, finally, Section 7 summarizes main conclusions and discusses open issues.
Verification vs. Attribution
Authorship verification is a fundamental problem in authorship attribution since any problem, either a closed-set or open-set case, can be decomposed into a set of verification problems. However, it is quite challenging in comparison to both closed-set and open-set attribution since a verification model should estimate whether the disputed text is similar enough with respect to the given texts by a certain author while an attribution model should estimate who the most similar candidate author is.
As already mentioned, authorship attribution is associated with significant forensic applications. However, it is questionable whether it can be used as evidence in court. Certainly, this technology can be used by investigators to guide their focus on specific suspects and then collect other admissible evidence (e.g., DNA samples) to be presented in court. In United States federal courts, the Daubert standard that determines the admissibility of scientific expert testimony requires the estimation of the error rate of a scientific method [49] . Although it is possible to estimate the error rate of specific forensic methods, like DNA analysis [28] , how could the error rate of authorship attribution be determined? Certainly, there are several factors that affect the performance of an attribution model, including the number of candidate authors, the distribution of training texts over the candidate authors, the length of text samples, and whether the texts under investigation match in genre and topic, not to mention factors like style ageing (when the personal style of someone changes over time). This is not unusual in forensic science, since the accuracy of many technologies used to provide forensic evidence is affected by specific factors. For example, fingerprint matching performance deteriorates in the case of latent fingerprint identification [12] while speaker recognition accuracy is affected by the duration of audio samples, the number of samples, cross-channel conditions, voice ageing etc. [8] The estimation of error rate of authorship attribution technology is certainly more feasible if we adopt the verification setting. An inherent problem in closed-set and open-set attribution is that the performance of the attribution model deteriorates by increasing the size of candidate set [31, 38] . On the other hand, in authorship verification the candidate set is always singleton and therefore the error rate is easier to be estimated. Another crucial issue in closed-set and multi-class open-set attribution is that the performance of attribution models depends on the distribution of training texts over the candidate authors. The so called class imbalance problem causes attribution models to prefer majority authors in their predictions [57] . However, in a forensic case, the fact that many text samples are available for a certain candidate author should not make that suspect the most likely author of texts under investigation. Authorship verification is more robust to class imbalance since each candidate author is examined separately.
PAN Evaluation Campaigns
PAN is a series of shared tasks in digital text forensics 1 . PAN organizers built new benchmark corpora covering several languages (English, Dutch, Greek, and Spanish) and genres (essays, novels, reviews, newspaper articles) and provided an online experimentation framework for software submissions and evaluation [15] . The definition of the verification task is as follows: Given a small set of documents by the same author, is an additional (out-of-set) document also by that author?. This definition is different than the one adopted by Koppel et al. [35] where they attempt to determine whether two documents are by the same author. The latter can be seen as an unsupervised task, where all documents are unlabelled, in terms of authorship. On the other hand, the PAN definition corresponds to a semi-supervised task where some documents are labelled by authorship (the documents by a certain author). The verification process as it is used in PAN tasks is demonstrated in Figure 1 .
Each PAN corpus comprises a set of verification problems and within each problem a set of labelled (or known) documents (all by the same author) and exactly one unlabelled (or unknown) document are given. PAN participants should provide a binary answer (the unknown document is (not) by the same author) and a score in [0,1] indicating the probability of a positive answer (0 means it is certain that the unknown and known documents are not by the same author and 1 means the opposite). In case the verification method founds a specific problem too hard to solve, it is possible to leave it unanswered by providing a score value of exactly 0.5.
3 Evaluation of submissions is performed based on two measures: the Area Under the ROC curve (AUROC) and c@1, that is a modification of accuracy that takes into account the problems left unanswered [44] . The final ranking of participants is provided by the product of AUROC and c@1. 4 An overview of the PAN corpora for authorship verification can be seen in Table 1 . 5 The training part of each corpus was given to participants in order to develop and finetune their approaches while the evaluation corpus was released after the final deadline of submissions. It is important to notice that each corpus, either in training or evaluation set, is balanced with respect to the distribution of positive and negative verification problems. In other words, the prior probability of a positive (or negative) answer is 0.5. This is a general condition that can be applied to any real authorship verification case where there is no additional evidence that favours positive (or negative) answers. However, when such evidence exists, this parameter should be taken into account in the evaluation process.
In PAN 2013 and PAN 2014 tasks, all documents within a verification problem are in the same language, belong to the same genre, and there are thematic similarities. This means that the disputed text and the known texts have certain similarities. In PAN 2015 the only valid assumption is that all documents within a problem are in the same language. The disputed and the known documents may belong to different genres and their themes can be quite distant. This makes the latter edition of PAN very challenging since it is well known that genre and topic affect stylometric measures considerably. On the other hand, the assumption that all texts should have thematic similarities and belong to the same genre is not realistic since in many forensic cases this is certainly not possible (e.g., imagine the case of verifying the authenticity of a suicide note).
In general, the contribution of PAN shared tasks to the progress of authorship verification research is undoubted. PAN attracted the attention of multiple research teams in this task and provided benchmark corpora that became the standard in this field. Moreover, alternative verification methods were systematically compared and the stateof-the-art performance was estimated. It is also important that based on the fact that PAN required software submissions, a library of verification models is now available and can be used in future evaluations on new corpora as well as in the framework of new tasks, for example author obfuscation [46] .
On the other hand, there are certain weaknesses of PAN tasks. The volume of some of the provided benchmarks is limited (e.g., the Spanish part of the PAN 2013 corpus). Evaluation results and associated conclusions are corpus-specific due to the lack of homogeneity in corpora properties (i.e., number of problems, known documents per problem, words per document). In addition, the quality of some submissions is questionable since they might be based on naive methods and hasty software imple-mentations while some of the notebook papers do not provide a detailed description of their approach.
Stylometric Analysis
In authorship attribution research there is a wide variety of measures that attempt to capture nuances of the personal style of the authors [58] . Most of the measures proposed in the relevant literature correspond to lexical features, e.g., function word frequencies, word n-grams, word-length distribution, vocabulary richness measures, etc. Another effective type of features operates on the character level, e.g., character n-grams, punctuation mark frequencies, etc. Such features are language-independent and capture intra-word and inter-word information. More sophisticated measures require the analysis of texts by natural language processing tools and then syntactic (e.g., part-of-speech frequencies, rewrite rule frequencies, syntactic n-grams, etc.) or semantic features (e.g., semantic dependencies, use of synonyms, etc.) can be extracted. These higher-level features are usually noisy due to errors performed by NLP tools but usually they are useful complement of other, lower-level and more powerful features. Finally, in case all texts share some properties, for instance, they belong to the same genre (e.g., e-mails), they are about a certain thematic area (e.g., computer sales), they are in a specific format (e.g., html), it is possible and very effective to define application-specific measures for that particular domain.
An early study in authorship verification showed that sophisticated syntactic features can enhance the performance of simple lexical features, however, the gain in performance is not significant [16] . Most of the verification approaches submitted to PAN are based on low-level (lexical and character) features and avoid the use of syntactic, semantic, or application-specific features. One reason for that is that measures like character n-grams or very frequent word frequencies can practically be applied to any natural language with minimal requirements for text pre-processing. The use of NLP tools by PAN participants was limited to POS tagging and full syntactic parsing. This language-dependent analysis sometimes could not be applied to all languages covered by PAN corpora [60, 61] . Certainly, existing NLP tools, most probably not specifically trained for the texts under investigation, are expected to provide quite noisy stylometric measures.
Another common practice is to combine several features in an attempt to compromise for the weaknesses of a specific feature type. It is also remarkable that in some cases the proposed methods had to select the most suitable feature set for a given collection of verification problems [55] . That way, the features that seem to be more effective (using the training corpus) for a particular language, genre, or topic are selected.
Verification Models
The verification model decides whether the disputed text and the known texts are by the same author based on the degree of similarity in terms of the stylometric representation of texts. There are two main categories of verification models:
-Intrinsic models: They provide a decision based only on the analysis of the texts found in a given verification problem (the provided known and unknown texts of a certain problem). They exclude the use of external texts by other authors. Therefore, intrinsic models handle the authorship verification problem as a one-class classification case avoiding the use of any external, either labelled or unlabelled, data. Typical examples of intrinsic models are described by Jankowska et al. [22] , Potha and Stamatatos [45] , Layton [37] , Halvani et al. [18] , and Bartoli et al. [4] . Intrinsic models are usually faster since they are limited in the analysis of the known and unknown texts. Moreover, they are more robust since their performance does not depend on external factors. -Extrinsic models: They use external documents by other authors to estimate if the similarity of the disputed texts with the known texts is significant enough. Such models actually transform the authorship verification problem to a binary classification case where the known texts form the positive class and the external documents form the negative class. Typical examples of extrinsic models are described by Koppel et al. [35] , Seidman [55] , Bagnall [2] , Veenman & Li [66] , and Kocher & Savoy [30] . Extrinsic models are usually more effective than intrinsic ones since a binary classification problem is easier to handle in comparison to a one-class problem. One crucial issue with this kind of methods is the use of an appropriate set of external documents. It is very important to use external documents that belong to the same genre with the ones under investigation [35] .
From another point of view, the verification models can be distinguished by the type of learning they use.
-Eager learning models: They attempt to extract a general model of authorship verification based on the training corpus. Each verification problem is seen as an instance, either positive (when the known and unknown texts are by the same authors) or negative (in the opposite case). The set of instances of the training corpus is used to train a binary classifier which can then be used to guess the most likely class of any given verification case. Typical examples of this category are described by Frery et al. [13] , Bartoli, et al. [4] , Pacheco et al. [42] , Hürlimann et al. [19] , and Brocardo et al. [7] . Such models are effective only when the training corpus is representative of the verification cases that we are going to solve. Their effectiveness and complexity depend on the size and characteristics of the training corpus. Moreover, they can take advantage of powerful supervised learning algorithms, like SVM, neural networks, etc. and they are usually very fast in application phase. -Lazy learning models: They handle every verification case separately. During the training phase they are practically resting. Once a verification case is available in the application phase, they perform all necessary kinds of analysis to estimate their answer. Typical examples of lazy learning models are described by Koppel et al. [35] , Khonji and Iraqi [27] , Bagnall [2] , Jankowska et al. [22] , Potha and Stamatatos [45] , and Halvani et al. [18] . Such models require higher time cost in the application phase in comparison to eager learning models. However, a big strength is that they do not depend too much on the properties of the training corpus.
Finally, another distinguishing characteristic of verification models refers to the way they handle the labelled examples (known documents by the same author) within each verification problem.
-Profile-based models: They concatenate all known documents and then compare the concatenated text with the disputed text. Essentially, they attempt to capture the stylistic properties of the author by discarding any differences between the provided texts. Typical examples of profile-based models are described by Potha and Stamatatos [45] , Kocher and Savoy [29] , Pacheco et al. [42] , Halvani et al. [30] , and Kocher & Savoy [30] . A significant strength of such methods is that when text length is limited, by concatenating all available labelled texts they increase the robustness of stylometric representation. On the other hand, concatenated text may have a quite distant representation with respect to its constituent texts especially when the topic and genre of these texts do not match. -Instance-based models: They handle each labelled text separately and compare it with the disputed text. Such models consider each text as a separate instance of author's style. When multiple labelled texts are available, they combine the answers to provide the final decision. Typical examples of this category are described by Seidman [55] , Jankowska et al. [22] , Moreau et al. [41] , Brocardo et al. [7] , and Castro-Castro et al. [9] . Another variation is to first concatenate all labelled texts and then split the resulting text into samples of equal size [5, 17] . Instance-based models are better able to exploit significant differences among labelled texts given that they can effectively handle the set of answers (one for each labelled text). On the other hand, they are affected by text length limitations.
It is also notable that some approaches attempt to combine profile-based and instancebased paradigms by first analysing each labelled text separately and then combining the extracted representations of all labelled texts [26, 51] . Such hybrid methods practically fail to combine the strengths of the two paradigms. Table 2 shows the distribution of PAN participants over the types of verification models as defined above. 6 It is clear that the majority of PAN participants follow an intrinsic, lazy, and instance-based methodology. Eager learning method began to be popular in late editions of PAN when the size of the training corpus allowed the development of relatively effective models [13] . Moreover, extrinsic models gain popularity over the years based on the excellent results achieved by Seidman [55] , Khonji and Iraqi [27] , and Bagnall [2] .
PAN Results
Analytical evaluation results of PAN participants in benchmark corpora including tests of statistical significance are provided in [25, 61, 60] . Table 3 participants. It is clear that factors like language and genre do not affect the performance of verification models significantly. For instance, the results of Dutch essays are very high while the performance on another corpus in the same language (Dutch reviews) or in the same genre (English essays) are relatively low. Other factors, like the number of labelled texts per verification problem or text length (see Table 1 ) are certainly significant. In general, when there is a low number of labelled texts (1 or 2) of limited text length (less than 500 words), the performance of verification models worsens.
On the other hand, it is not always possible to explain high or low performance of verification models on a specific corpus based on the quantitative properties of corpus exclusively. There are other qualitative properties that are more useful. For instance, the English novels corpus consists of parts of novels on a specific subgenre of horror fiction that is characterized by an unusual vocabulary and extremely florid prose. This makes similarities between different authors to seem more significant than in normal prose. Verification results for that corpus are poor despite the relatively high text length of its documents.
It should be underlined that the performance of verification models is not heavily affected when the texts within a verification model do not match in genre and thematic area, as it happens in PAN 2015 corpora. Although the average performance of PAN participants is relatively low for those corpora, there were certain submissions capable of reaching impressively high results in these challenging cases [2, 4, 41] .
A summary of characteristics of the best-performing systems in the 3 editions of PAN can be seen in Table 4 . All submissions that achieved the best performance result (either c@1 or AUROC) in any of the PAN evaluation corpora are presented. For each submission the properties of its verification model as well as its requirements for elaborate analysis to extract stylometric features are described. As can be seen, most of the best-performing models use only low-level stylometric measures, like character and word n-grams. Only a few methods require more sophisticated analysis like POS tagging, or topic modeling (e.g., LSA, LDA). With respect to the verification model properties, extrinsic models, although a minority in PAN participants (see Table 2 ), are well represented in best-performing submissions and, actually, all three PAN overall winner submissions for 2013, 2014, and 2015 shared tasks belong to this category [2, 27, 55] . It is also notable that none of the best-performing methods adopts the profilebased paradigm. An important conclusion extracted from PAN shared tasks is that it is possible to combine different verification models and provide a robust approach with enhanced performance. PAN organizers report the results of a heterogeneous ensemble that combines that answers of all participants (by averaging the scores in each verification problem) and in many cases the performance of this ensemble is better than or competitive with the best-performing PAN participant [25, 61, 60] . Figures 2, 3 , and 4 depict illustrative examples for three PAN corpora: the English essays corpus and the Spanish articles corpus from PAN 2014 as well as the Greek articles corpus from PAN 2015, respectively. In more detail, ROC curves on the evaluation parts of these corpora are shown for two methods: (i) the best-performing PAN model for that particular corpus and (ii) the ensemble combining answers by all PAN participants. As can be seen, in the case of English essays, the performance of the ensemble is better than the best individual participant in almost the whole ROC space. Concerning the Spanish articles corpus, the picture is more complicated since both the best PAN participant and the ensemble are competitive and each one of them is the best choice in a certain area of ROC space. When false positives have higher cost the best PAN participant is more effective while when the false negatives are more important the ensemble is a better choice. Finally, when examining the Greek articles corpus, the best PAN participant clearly outperforms the ensemble except in the case the cost of false negatives is extremely high.
In general, the performance of the ensemble in PAN 2015 corpora was lower in comparison to PAN 2014 corpora [61, 60] . This can be partially explained by the consid- Table 4 . Brief description of best-performing models in PAN shared tasks.
PAN participant
Verification model Elaborate stylometric analysis
Bagnall et al. 2015 [2] extrinsic, lazy, instance-based none Bartoli et al. 2015 [4] intrinsic, eager, instance-based POS tagging Frery et al. 2014 [13] intrinsic, eager, instance-based none Ghaeini et al. 2013 [14] intrinsic, lazy, instance-based POS tagging Halvani 2013 [17] intrinsic, lazy, instance-based none Jankowska et al. 2013 [21] intrinsic, lazy, instance-based none Khonji & Iraqi 2014 [27] extrinsic, lazy, instance-based none Mayor et al. 2014 [39] extrinsic, lazy, instance-based none Modaresi & Gross 2014 [40] intrinsic, eager, instance-based none Moreau et al. 2015 [41] extrinsic, eager, instance-based LDA, POS tagging Satyam et al. 2014 [52] intrinsic, lazy, instance-based LSA Seidman 2013 [55] extrinsic, lazy, instance-based none Veenman & Li 2013 [66] extrinsic, lazy, instance-based none erably low performance scores of several participants in PAN 2015 corpora. Certainly, more sophisticated models for combining different methods can provide better results. So far, there is limited research regarding the optimal way to combine heterogeneous verification models [41] .
Discussion
Since 2013 there has been a significant progress in authorship verification research mainly due to PAN evaluation campaigns that focused on this task. There are multiple research teams around the world that conduct research in this area and multiple methods and variations of them are nowadays available. Based on benchmark corpora in several languages and genres, produced in the framework of PAN shared tasks, systematic evaluation of proposed methods has been performed. Certainly, there are several factors that affect the performance of verification methods as can be seen in the results of Table 3 in combination with the properties of each corpus (Table 1) . However, these factors are less than the ones that are considered in both closed-set and multi-class open-set attribution, since the candidate set size and the distribution of texts over the candidate authors have limited effect in authorship verification.
The average performance of best systems in all PAN corpora (see Table 3 ) indicates that the error rate of state-of-the-art methods in authorship verification is around 20%. 7 Although this is too high in comparison to the most effective technologies used to provide forensic evidence (e.g., the error rate of DNA analysis is less than 1% [28] ), it is comparable to other technologies that analyse noisy data, like latent fingerprint matching [12] or speaker identification [8] . The relatively higher AUROC scores indicate that the verification models are able to rank answers more effectively and they need to be further improved in transforming this ranking to binary answers. Taking into account the prior probability of positive answers is crucial in this direction [2] . All PAN corpora consider an equal prior probability for positive and negative instances. However, this assumption is not true in all application scenarios and more extensive evaluation experiments are needed by controlling this parameter.
The most effective models in PAN evaluation campaigns follow the extrinsic approach where the verification problem is transformed to a binary classification task by considering external documents by other authors [2, 27, 55] . An inherent problem of such methods is the appropriate selection of external documents for a given verification case. So far, existing approaches do not use sophisticated methods to select external documents and they just use texts from the training corpus or texts found my search engines based on queries extracted from specific seed documents [55, 66] . Considerable improvement can be expected if the most suitable set of external documents is found for a given verification problem [35] .
Another important conclusion is that verification methods that apply eager learning can be very effective when the training corpus is large enough and comprises similar cases with the evaluation problems [13, 41] . On the other hand, if the training corpus is not representative of the difficulties found in evaluation set, eager learning models fail [60] . In practice, this means that if we want to apply such models in forensic applications, for any given verification problem, we should prepare an appropriate training corpus with cases of similar characteristics. In case there are certain suspects and labelled texts by them, it is possible to build such a corpus. It remains to be seen whether general-purpose corpora covering specific languages and genres can be useful in this respect.
PAN evaluation campaigns demonstrated that combining heterogeneous verification models is a very effective choice [25, 61] . Heterogeneous ensemble achieve consistently high performance in most corpora. Challenging cases where the genre or topic of texts within a verification problem do not match can be handled by more sophisticated ensemble models [41] that select the most appropriate models for each verification problem separately. The existence of a library of verification methods makes this research direction very promising.
Authorship verification tasks at PAN provided the necessary background to explore other relevant tasks. Based on the implementations of verification methods submitted to PAN shared tasks, another task focusing on author obfuscation (i.e., attempting to modify the style of a document so that a verification method does not recognize its author) was recently organized [46] . In another recent PAN shared task in author clustering (grouping documents by authorship) a variation of an authorship verification model was the best-performing participant [3] . All these indicate that verification is a fundamental task in authorship attribution and if we are able to deal with verification effectively it is possible to solve practically any case. There is a lot of room for improvement towards this direction.
