


















（Cross and Jain（1983），Geman et a1．（1987）），画像復元（Geman，S．and Geman，D．（1984），























                       exP（一亙π（｛κ｝）） （2．1）                 π（｛κ｝）＝
                      Σ｛刈exP（一亙π（｛κ｝））




 （2．3）    ・  亙。。、（1κ｝）＝亙、（1κ｝）十五五（｛y｝，｛κ｝）
を用いて，
                       exP（一亙p。、（｛κ｝）） （2．4）       島。、（｛κ｝）＝                      Σ｛κ｝exp（一亙p。、（｛κ｝））
とたる．この場合，
                 1（Z5）    一万”C＝1・・葛工（／州κ｝）π（｛κ｝）
は，
            1 （2．6）     一一λ泓C＝1o9ΣexP（一亙。。。）一109ΣexP（一亙π）一109Z工            2      ｛κ｝        伐｝
と書ける．ここで，Σ｛刈はあらゆる可能な｛κ｝に関する和である．
亙πが変数λを含んでいるとすると，λによるABICの微分は，
       1∂（捌。）．Σ㍑1（一紫）…（一肌）Σ佃1（一骨）…（一公）
 （27） 一一    一         一      2  ∂λ    Σ｛。｝exP（一亙。。、）      Σ｛π｝exP（一亙π）
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 観測雑音の大きさを力とする．すなわち，各画素（微視的パラメータ）が独立に確率力で符
号反転したものがデータ｛ツ1｝として与えられるとする．このとき，
                      1 （1一力） （4．2）                            ん＝一109
                      2   力
とおくと，尤度関数は，
                        exp（んΣ〃山） （4．3）        ム（｛y｛｝1｛κ｛｝）＝                        （2cosh（ん））M
と書ける．Mは画素の総個数，Σ｛は各格子点ごとの和である．
 これらに基づいてABICに当たるものを書き下すと，
     1 （4．4） 一一λBZC（∫，ゐ）＝1o9 Σ exP（∫二4π十んノし）一109 Σ exP（∫4π）一M1o9（2cosh（ん））     2confi9． confi9．
となる．ここで，。Σ、、。i。．は｛κ｛｝のすべての組合せ（2M通り）に関する和である．また，
                         1（4・5）     λ1＝■亙1／∫＝万、∈黒、、舳






        1∂（λ〃C） Σ。㎝fi＆λπexP（μπ十んλ工） Σ。㎝。i9．λπexP（μπ） （51）  一一    ＝          一       2   ∂∫    Σconf路exP（∫二4π十んノし）     Σco，fi9．exp（∫二4π）
          1∂（λ〃C） Σ。。。f楓λ工exP（∫λπ十んλ。） （52）         一一         ＝                      一〃tanh（乃）




                 1 ∂（λB∫C） （53）        一一    ＝〈λπ〉。。。一＜λπ〉π                 2  ∂∫
               1 ∂（λB∫C） （54）                 一一         ＝＜ノし〉pos一〃tanh（乃）
               2  ∂ん
と書ける．
 したがって，ABIC最小化のためには微分方程式
            a∫ ＿   1 1 ∂（λ3∫C）   1（55）   ・／aドー万万∂∫＝万（＜λπ＞…一＜λ1＞1）
メトロポリス的モンテカルロ法の巨視的パラメータ推定への応用






                              1                            1＋一〈ん〉。。。（・・）  ん一…t…（÷／仏）一÷1・・午





































0．00   20．00   40．00   60．00   80．00  100．
1／∫ 乃4，002，000．00
O，00   20．O0   40．00   60．00   80．00  100．
乃
       40 00   60 00         100．O0                            100．
              C（iteratiOn）                                 f（iteratiOn）
         （a）                   （b）
図1．（a）（1／∫乃）の初期値が（2．0，0．5）の場合．横軸が「時間」f，縦軸が1／∫ （b）（1／∫，ん）の初期









0．00  40．00  80．00  120．00 160．00 20
ゐ
 0．00   40．00   80．00  120．00  160．00  20 ， 0       0．00   4 ．00   8 ．00  120．00  160．00  200．00
               オ（iteratiOn）                                    チ （iteratiOn、
         （a）                    （b）
図2．（a）（1／ノ1乃）の初期値が（4．0，2．5）の場合．横軸が「時間」左，縦軸が1／∫ （b）（1／∫，ゐ）の初期
   値が（4．0，2，5）の場合．横軸が「時間」ら縦軸かみ．
   ｛κ1｝の初期条件が緩和するのを待つためである．
 2．次に方程式を解きはじめる．200から400iteration程度で偏りがたくなったとみなす．
 3．その後の100から200iterationで，毎回方程式を解きつつ，1／∫及びゐの「時間平均」を















（a）                      （b）
        （c）                      （d）
図3．1／∫t「ue＝2．8の場合のsnapshotと模擬データ．大きさ40×40．（a）観測雑音なし（正解）．


















   （b）観測雑音0．1．（c）観測雑音0．2．
表1．





40×40      2，8
40×40      2，8
40×40     2．8
0．1    図5
0．2    図6







40x40    3．3    0，1
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0   2   4   6   8 O．0   0．5
大きさ40×40，1／∫＝2．8，力＝O．4．実験に使用した模擬データの数は10．
 1．0    1．5    2．0















  23456  0．0 1．0 2．0                 1／∫                         乃
図8．大きさ40×40，1／∫＝3．3，力＝O．1．実験に使用した模擬データの数は40・刀が大きくなりすぎて
   計算を中止したものが40個中1個あり，これはヒストグラム及び平均値に含まれていたい．あと
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図9．大きさ40×40，1／∫＝3．3，力＝O．2．実験に使用した模擬データの数は40．








  2．0  3．0  4．0  5．0       0．0 0．5  1．0  1．5 2．0
                 1／∫                          ゐ
図10．大きさ20×20，1／∫＝2．8，力＝O．2．実験に使用した模擬データの数は20．この図ではゐが大きく
   なりすぎて計算を中止したものが20個中3個あり，これらはヒストグラム及び平均値に含まれ
   ていたい．あとは図5の説明参照．

































   2．0   2．5   3．0   3，5   4．0   4．5
                 1／∫
図11．1／∫t「ue＝2．8，グ「ue＝O．2の場合の初期値依
   存性．横軸は初期値（1／ノ；力）＝（2．O，0．5）
   から出発して，200iteration（200MCSで
   はたい）後の100iterationの平均．縦軸は
   初期値（1／ノ；ゐ）＝（4．0，2．5）から出発し
   て，400iteration後の200iterationの平
   均．20個の模擬データに関する比較．点線








     3   4   5   6  7
                 1／ノ
図12．1／∫t「ue＝3．3，グ「ue＝O．2の場合の初期値依
   存性．横軸は初期値（1／∫ゐ）＝（2．O，0．5）
   から出発して，200iteration後の200itera・
   tionの平均．縦軸は初期値（1／∫ゐ）＝
   （4．0，2．5）から出発して，400iteration後
   の200iterationの平均．20個の模擬データ
   に関する比較．点線は横軸＝縦軸の直線を
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   2．5       3．0       3，5       4．0
                  1／∫
図14．1／∫t「ue＝2．8，力t「ue＝O．2の場合の打ち切り
   回数依存性．横軸は打ち切り回数50MCS，
   縦軸は100MCS．ともに初期値（1／∫，ん）＝
   （2．O，O．5）から出発して，200iteration後
   の100iterationの平均．10個の模擬データ
   に関する比較．点線は横軸＝縦軸の直線を













   2．5    3．0    3，5    4．0    4．5
                  1／ノ
図15．1／∫t「ue＝3．3，グ「ue＝0．2の場合の打ち切り
   回数依存性．横軸は打ち切り回数50MCS，
   縦軸は100MCS．ともに初期値（1／∫，乃）＝
   （2．O，0．5）から出発して，200iteration後
   の200iterationの平均．10個の模擬データ
   に関する比較．点線は横軸＝縦軸の直線を



















2．8      0．1       0．906
2，8      0．2       0．828
























































0．826           0．750
表4．1／∫t「ue＝2．45，が「ue＝0．35．







































0．757           0．654
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（a）
（b） （d）
         （C）                      （e）
図16．大きさ60×60，1／∫t「ue＝2．45の場合のsnapshot，模擬データ，処理結果．画像修復は大域的た
   MAP解でなく，MPM解（注3）による．（a）観測雑音たし（正解）．（b）観測雑音O．25．（c）
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Macroscopic Parameter Estimation from Incomp1ete Data
     with Metropo1is－type Monte Car1o A1gorithm
                     Yukito Iba
          （The Institute of Statistica1Mathematics）
   Estimation of hyper－parameters（macroscopic parameters）in Markov丘e1d mode1s
from incomp1ete data is important subject in spatia1pattern ana1ysis．The combination of
type II1ike1ihood method（ABIC method）and Metropo1is－type Monte Car1o a1gorithm is
the most genera1approach to this prob1eml
    In this paper，this approach is tested in2－dimensional Ising mode1，which is the most
simp1e discrete Markovie1d mode1．The fo亘1owingnumerica1experiments are performed
at various conditions：
  1．Pattems generated by Metropo1is a1gorithm at∫t「ue＜五are samp1ed，where五is the
     critica1coup1ing of2－dim Ising mode1on square1attice（1／五＝2．27）．
  2． Observationa1noise is added to these patterns；i．e．the co1or（＝sign）of each pixe1（＝
     spin）in these pattems is random1y changed with probabi1ityが「ue．
  3，The estimation a㎏orithm is app1ied to these artificia1data and estimated∫and力are
     compared to∫t「ue andグ「ue．Pattem recovery rate is a1so studied．
   There are severa1types of Metropo1is－type a1gorithm（Metropo1is a玉gorithm，Gibbs
samp1er，etc．）．Among them Metropo1is a1gorithm is used here．Boundary conditions are
a1ways periodic in the experiments．
   At1／∫t「ue＝2．8good resuIts are obtained when observationa1noise1eve1is moderate
（グ「ue＝0．1or0．2）and samp1e size is40x40，At1／∫t「ue＝3．3the a1gorithm a1so converges
in most cases．Samp1e dependence is，however，rather high．
   Pattem recovery rate is1ow in these cases．Loca1minima in hyper－parameter（∫力）
SpaCe are not many（ρr not exist）．
   Experiments near to the critica1point are a1so performed（samp1e size60x60，
1／∫t「ue＝2．45，が「ue＝O．25，0．35）．Reasonab1e estimates of∫and力are obtained．Pattem
recovery rate is considerabIy high in this region（5～10％）．
Key words：Metropolis algorithm，parameter estimation，macroscopic parameter，spatia1pattem
ana1ysis，Ising model，Markov ie1d，incomp1ete data，ABIC，type II1ike1ihood．
