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Abstract 
 Parallel processing is an effective strategy for describing large problems in smaller 
problems, in which computing techniques use two or more computers to perform a task 
simultaneously by optimizing the resources of existing computer systems. This study uses 
parallel processing techniques, in which the object of the search is the process of finding the 
number of triple vertices not represented in the graph. The parallel worker process then 
divides the workload into each process and distributes it to other threads in the system to 
solve a problem. The model used in parallel processing is shared memory. This model 
optimizes the performance of threads on the processor. The experiments carried out make it 
possible to conclude that the processing speed of a parallel system is influenced by the 
number of processes and the number of vertices. On a single computer, the larger the 
process, the shorter the process. The same with the increase in the number of vertices 
resulting in a longer time. 
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Abstrak 
Pemrosesan paralel merupakan salah satu strategi yang efisien yang memungkinkan 
untuk menguraikan masalah yang besar menjadi lebih kecil, dimana teknik komputasinya 
menggunakan dua atau lebih komputer untuk menyelesaikan suatu tugas dalam waktu yang 
simultan dengan cara mengoptimalkan resource pada sistem komputer yang ada. Penelitian 
ini memanfaatkan teknik paralel dalam pemrosesannya, dimana obyek yang akan menjadi 
fokus penelitian adalah proses pencarian jumlah triple vertex pada graph tidak berarah. 
Proses kerja dari paralel nantinya dengan membagi beban kerja perhitungan setiap proses kali 
dan mendistribusikannnya pada thread-thread lain yang terdapat dalam sistem untuk 
menyelesaikan suatu masalah. Model yang digunakan pada pemrosesan paralel ini adalah 
shared memory. Model ini memaksimalkan kinerja thread yang ada pada prosesor. 
Berdasarkan uji coba yang dilakukan dapat disimpulkan bahwa kecepatan pemrosesan suatu 
sistem paralel dipengaruhi oleh jumlah proses dan jumlah verteks. Pada komputer tunggal 
semakin besar proses maka akan menambahkan sedikit waktu pada pengerjaannya. Begitu 
pula dengan bertambahnya jumlah verteks mengakibatkan waktu yang diperlukan semakin 
besar.  
Kata Kunci : Pemrosesan Paralel, Shared Memory, Triple Vertex, Thread 
 
1. Pendahuluan 
Pemrosesan paralel merupakan salah satu strategi yang efisien yang memungkinkan 
untuk menguraikan masalah yang besar menjadi lebih kecil [1], dimana teknik komputasinya 
menggunakan dua atau lebih komputer untuk menyelesaikan suatu tugas dalam waktu yang 
simultan dengan cara mengoptimalkan resource pada sistem komputer yang ada [2]. Konsep 
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paralel semakin banyak pekerjaan yang bisa dilakukan secara bersamaan, maka akan semakin 
cepat pekerjaan tersebut terselesaikan. Seperti contoh kasus pencarian jumlah triple vertex 
pada graph tidak berarah yang melibatkan operasi logika di dalamnya yaitu operasi 
perulangan. Jika proses pencarian tersebut sudah melibatkan data yang banyak tentunya akan 
sangat membutuhkan waktu yang semakin panjang untuk menyelesaikan perhitungannya. 
Adanya konsep paralel yang membagi pekerjaan besar menjadi lebih kecil dapat menjadi 
salah satu solusi untuk menyelesaiakn pencarian pada kasus tersebut. 
Pada model pemrosesan paralel itu sendiri ada tiga macam, yatu Network of 
Workstation, Shared Memory, dan Graphics Processing Unit (GPU) [3].  Dari ketiga model 
tersebut yang akan diimplementasikan untuk kasus perhitungan perkalian matriks dan vektor 
ini adalah model shared memory. Model ini memaksimalkan kinerja thread yang ada pada 
prosesor. Untuk penerapan dari model shared memory dalam penelitian ini adalah OpenMP. 
OpenMP memiliki dua tipe data yaitu data shared dan private data. Data shared dapat 
diakses oleh semua thread dan mempunyai nama yang sama sedangkan private data hanya 
dapat diakses oleh satu thread [4] [5]. Pada penelitian yang lain terkait pemrosesan parallel 
dan grid computing telah dibahas [6-9] digunakan sebagai bahan pertimbangan pada penlitian 
ini. 
Penelitian ini diangkat karena peneliti tertarik dengan konsep pembagian beban pada 
proses yang ditawarkan di teknik komputasi paralel untuk menyelesaiakn kasus pencarian 
jumlah triple vertex pada graph tidak berarah. Penerapan pada model paralel ini 
menggunakan shared memory yaitu OpenMP. Sistem yang dibangun tidak berbasis GUI, 
sistem ini digunakan untuk menguji apakah konsep paralel yang diterapkan pada pencarian 
jumlah triple vertex di graph tidak berarah menjadi alternatif yang tepat untuk mengatasi 
pencarian data dengan skala yang lebih besar dibandingkan dengan menggunakan sistem 
secara sekuensial.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1. Diagram Alir Metodologi Peneltian 
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2. Metodologi Penelitian 
Bagan alir menjelaskan tentang metodologi penelitian yang dilakukan dengan 
langkah-langkah yang terlihat pada Gambar 1.  
1. Studi Pustaka 
Studi pustaka untuk penelitian ini dilakukan dengan mencari, membaca dan 
mengumpulkan informasi, dokumen-dokumen serta teori-teori yang mendukung, 
seperti dari buku teks, artikel, jurnal, literatur-literatur serta browsing di internet. 
2. Perancangan Sistem 
Pada perancangan sistem, program akan dibuat menggunakan bahasa 
pemrograman C dengan memanfaatkan library OpenMP untuk model 
pemrograman paralelnya. Masukkan dari program yang dibuat ini berupa argc dan 
argv yang sering digunakan untuk pemrograman dengan command line 
interprater, dimana masukkan yang diminta adalah jumlah verteksnya. Terdapat 
dua model program yang digunakan untuk proses pencaian jumlah triple secara 
paralel, adapun model yang dirancang antara lain: 
a. Proses Pencarian Triple Model Pertama 
Penerapan untuk mencari triple pada matrix adjacency tidak berarah pada 
model pertama dengan menggunakan OpenMP (Gambar 2). Memanfaatkan 
penggunaan  #pragma omp for schedule untuk mengatur 
penjadwalan, dilakukan secara static dengan ukuran chunk yang disesuaikan 
dalam beberapa kali percobaan dan memanfaatkan penggunaan  #pragma omp 
parallel untuk mengatur penjadwalan dan membagi tugas berdasarkan 
thread yang ada untuk menghitung jumlah triple yang terbentuk dari verteks 
yang diinputkan. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Diagram Alir Proses Pencarian Triple Model Pertama 
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b. Proses Pencarian Triple Model Kedua 
Penerapan untuk mencari triple pada matrix adjacency tidak berarah pada 
model kedua dengan menggunakan OpenMP (Gambar 3). Memanfaatkan 
penggunaan #pragma omp for schedule untuk mengatur penjadwalan, 
dilakukan secara static dengan ukuran chunk yang disesuaikan dalam beberapa 
kali percobaan dan memanfaatkan penggunaan  #pragma omp parallel 
untuk mengatur penjadwalan dengan mem-broadcast kepada semua node 
termasuk dirinya, kemudian masing-masing node mengerjakan proses yang 
sama namun dengan nilai berbeda sesuai dengan penomoran ID node yang 
dimiliki. Ini bertujuan untuk menghindari kesamaan nilai yang dikerjakan 
masing-masing node. Setelah itu,  untuk mendapatkan total jumlah triple dari 
masing-masing node digunakan #pragma omp critical{ 
triple+=temp;}. 
 
 
 
 
 
 
 
 
   
 
 
 
 
Gambar 3. Diagram Alir Proses Pencarian Triple Model Kedua 
3. Implementasi Sistem 
Dalam melakukan penelitian ini dibangun sebuah sistem yang menerapkan 
pemrosesan paralel untuk proses pencarian jumlah triple vertex pada graph tidak 
berarah menggunakan model shared memory, dimana sebuah sistem dibutuhkan 
hardware dan software yang dapat menunjang perancangan sistem. 
1. Spesifikasi Hardware 
Hardware (perangkat keras) merupakan perangkat secara fisik ada, dapat 
dilihat dan dipegang. Sistem perangkat keras secara fungsional terdiri dari 
input, process, output dan memory. Adapun spesifikasi hardware yang 
digunakan dalam pengaplikasian sistem ini, yaitu: 
1. Intel (R) Core(TM) i3-5005U CPU @ 2,00GHz (4CPUs) 
2. 12288 MB RAM 
3. 500 GB Hardisk 
Mulai 
Penjadwalan secara paralel (mem-broadcast 
kepada semua node termasuk dirinya) 
Pencarian jumlah triple 
Selesai 
Jumlah Verteks 
Waktu untuk melakukan proses paralel dan 
jumlah triple yang dimiliki oleh graph tersebut. 
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4. CD-ROM drive 
5. VGA (higher resolution monitor) 
6. Keyboard, Mouse Standar 
7. Monitor 14.1” 
2. Spesifikasi Software 
Software (perangkat lunak) merupakan perangkat yang sifatnya abstrak yang 
berisi instruksi, program, prosedur, pengendali, pendukung dan aktivitas-
aktivitas pengolahan perintah pada sistem komputer. Adapun spesifikasi 
minumum software yang dibutuhkan dalam pengaplikasian sistem ini, yaitu: 
1. Sistem Operasi Windows 10 Pro-64bit 
2. Bahasa Pemrograman C/C++. 
3. Pustaka OpenMP. 
4. Uji Coba Sistem 
Setelah program dengan dua model jadi, maka dilakukan pengujian. Pengujian 
dilakukan pada masing-masing model paralel yang telah sebelumnya dirancang. 
Data masukkan yang dilakukan untuk pengujian bervariasi dengan harapan dapat 
melihat seberapa efektif dan efisienkah model pemrograman paralel yang telah 
diterapkan untuk melakukan pencarian jumlah triple vertex pada graph yang tidak 
berarah. 
5. Pembahasan 
Hasil dari uji coba sistem yang dibangun akan diuraikan pada bagian ini untuk 
tujuan menganalisa hasil dari sistem yang telah diimplementasikan menggunakan 
model pemrograman paralel shared memory. 
6. Kesimpulan 
Hasil dari pembahasan akan disimpulkan hasilnya. 
3. Hasil dan Pembahasan 
Penerapan untuk mencari triple pada matrix adjacency tidak berarah dengan 
menggunakan OpenMP. Memanfaatkan penggunaan #pragma omp for schedule 
untuk mengatur penjadwalan, dilakukan secara statis dengan ukuran chunk yang disesuaikan 
dalam beberapa kali percobaan menghasilkan task yang semakin kecil pada chunk yang 
bernilai 100 dan 10 dengan kombinasi sesuai source code yang terlihat pada Gambar 4. 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4. Implementasi Pencarian Triple Model Pertama 
Penerapan untuk mencari triple pada matrix adjacency tidak berarah dengan 
menggunakan OpenMP. Memanfaatkan penggunaan #pragma omp parallel untuk mengatur 
int triple = 0; 
#pragma omp for schedule(static,100) 
for(i=0;i<n-1;i++) 
{ 
#pragma omp for schedule(static,100) 
for(j=i+1;j<n;j++) 
{if(matriks[i][j]==1) 
{ 
#pragma omp for schedule(static,10) 
for(k=j+1;k<n;k++) 
{if(matriks[i][k]==1 && matriks[j][k]==1) 
triple++; 
}} 
}} 
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penjadwalan dan membagi tugas berdasarkan thread yang ada untuk menghitung jumlah 
triple yang terbentuk dari verteks yang diinputkan (seperti yang terlihat pada Gambar 5). 
 
 
 
 
 
 
 
 
Gambar 5. Implementasi Pencarian Triple Model Kedua 
 
Kedua model implementasi pencarian tersebut menjelaskan bahwa, untuk mencari 
triple diperlukan tiga buah perulangan yang berfungsi untuk melihat apakah verteks i,j,k 
memiliki adjacency atau tidak. Jika semua verteks tersebut memiliki adjacency, maka ketiga 
verteks tersebut merupakan sebuah triple. 
Untuk pencarian jumlah triple dilakukan secara paralel pada model program pertama, 
dengan membuat loop tiga tingkat dan kemudian memparalelkan dengan cara penjadwalan 
secara statis dengan menetapkan nilai chunk yang telah dilakukan beberapa uji nilai untuk 
hasil waktu task yang semakin kecil didapatkan diproses perulangan kesatu dan kedua 
menggunkan ukuran chunk 100 dan di proses perulangan yang ketiga menggunkan chunk 10. 
Sedangkan untuk pencarian jumlah triple dilakukan secara paralel pada model program 
kedua, yang pertama adalah mem-broadcast kepada semua node termasuk dirinya, kemudian 
masing-masing node mengerjakan proses yang sama namun dengan nilai berbeda sesuai 
dengan penomoran ID node yang dimiliki. Ini bertujuan untuk menghindari kesamaan nilai 
yang dikerjakan masing-masing node dan kemudian untuk mendapatkan total jumlah triple 
dari masing-masing node digunakan #pragma omp critical{ triple+=temp;} 
Beberapa percobaan dilakukan dengan menginputkan banyaknya verteks. Pada model 
kedua program dilakukan pengujian jumlah verteks yang sama untuk membandingkan waktu 
pengerjaannya. Hanya saja penghitungan waktu pengerjaan pada count triple di model 
program pertama tidak tampil, hanya di model program kedua yang berhasil tampil time dari 
count triple. Hasil dari beberapa percobaan dapat dilihat pada Gambar 6 dan 7. 
 
 
 
 
Gambar 6. Contoh Uji Coba Program Model Pertama 
#pragma omp parallel 
 { int i,j,k,temp=0, 
me=omp_get_thread_num(), 
nth=omp_get_num_threads(); 
for(i=me;i<n;i+=nth) 
{for(j=0;j<n;j++) 
{if(matriks[i][j]==1 && i!=j) 
{ 
for(k=j+1;k<n;k++){ 
if(matriks[i][k]==1 && matriks[j][k]==1 && i!=k) 
temp++; 
  }}}} 
#pragma omp critical 
{triple+=temp; 
}}}} 
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Gambar 7. Contoh Uji Coba Program Model Kedua 
 
 
 
 
Gambar 8. Cuplikan Hasil Percobaan Model Program Pertama dan Kedua 
 
1. Keterangan Hasil Analisa Program Model Pertama 
Proses analisa menggunakan SPSS untuk mengetahui sejauh mana hubungan 
ketergantungan antara variabel yang terlibat (Gambar 9 sampai dengan Gambar 11) 
yaitu : jumlah verteks, waktu penghitungan triple-nya (time find counttriple), jumlah 
triple, dan waktu yang dibutuhkan untuk menjalankan program hingga diperolah 
hasilnya (execution time). Fungsi yang dimanfaatkan adalah analisa regresi dan 
korelasinya. Korelasi utnuk mengetahui tingkat hubungan variabel yang terlibat 
sedangkan regresi digunakan untuk memprediksi variabel terikat dengan inputan 
variabel bebas yaitu jumlah verteks (diinputkan pada awal program berjalan). 
 
 
 
Gambar 9. Hasil Analisis Pertama Model Program Pertama 
 
 
 
Gambar 10. Hasil Analisis Kedua Model Program Pertama 
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Gambar 11. Hasil Analisis Ketiga Model Program Pertama 
Pada analisa pertama dilakukan pada hasil percobaan model program 1 dimana 
jumlah verteks sebagai variabel bebas (independent) dan waktu yang dibutuhkan 
untuk melakukan penghitungan jumlah triple-nya sebagai variabel yang 
dipengaruhi/terikat (dependent). Pada Gambar 9 terlihat nilai koefisien korelasinya 
sebesar 0,992 mendekati 1 itu bearti hubungan antara kedua variabel tersebut kuat dan 
nilai R Squared-nya sebesar 98.4% bahwa jumlah verteks memiliki kontribusi 
mempengaruhi jumalh waktu eksekusi, sedangkan variabel lainnya hanya sebesar 
1,6%. Standard Error of The Estimate = 2,19 yang menunjukkan ukuran tingkat 
kesalahan dalam melakukan prediksi terhadap variabel terikat. Pada Gambar 10 
digunakan untuk membentuk taksiran pada garis regresinya, didapatkan hasil sebagai 
berikut : 
Y1 = a + bX1 
Dimana : 
Y1 = TimeCountTriple 
a = intercept 
b = slope 
X1 = Jumlah verteks yang diinputkan 
Hasilnya taksiran garis regresinya adalah  Y1 = -21,071 + 0,095 X1 
Dari hasil taksiran garis regresi tersebut bisa digunakan untuk memprediksi waktu 
yang dibutuhkan untuk menghitung jumlah triple apabila diperkirakan jumlah 
verteksnya dengan nilai tertentu. Misal dilakukan percobaan jumlah inputan 
verteksnya 2000 maka waktu penghitungan jumlah triple-nya adalah Y1 = -21,071 + 
0,095 x 2000 = -21,071 + 180 = 158,92 second. 
Untuk menguji koefisen garisnya dapat dilihat pada kolom t dan sig. Hasil 
pengujian ditemukan nilai t hitung sebesar -5,845 dengan sig. = 0,010 (bandingkan 
dengan nilai sig. F). Oleh karena nilai sig. < 0,05 maka Ho (β = 0) ditolak yang 
artinya jumlah verteks yang diinputkan berpengaruh positif terhadap waktu yang 
dibutuhkan untuk menghitung jumlah triple. Positif disitu bearti semakin banyak 
jumlah verteks yang diinputkan maka semakin lama waktu yang dibutuhkan untuk 
menghitung jumlah triple-nya. Pada Gambar 11 untuk memperlihatkan bagaimana 
pendistribusian data yang diperoleh dari hasil percobaan pada program pertama. 
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2. Keterangan Hasil Analisa Program Model Kedua 
Pada analisa kedua dilakukan pada hasil percobaan model program kedua dimana 
jumlah verteks sebagai variabel bebas (independent) dan waktu yang dibutuhkan 
untuk melakukan penghitungan jumlah triple-nya sebagai variabel yang dipengaruhi 
atau terikat (dependent). Pada Gambar 12 terlihat nilai koefisien korelasinya sebesar 
0,994 mendekati 1 itu bearti hubungan antara kedua variabel tersebut kuat dan nilai R 
Squared-nya sebesar 98.8% bahwa jumlah verteks memiliki kontribusi mempengaruhi 
jumalh waktu eksekusi, sedangkan variabel lainnya hanya sebesar 1,2%. Standard 
Error of The Estimate = 1,61 yang menunjukkan ukuran tingkat kesalahan dalam 
melakukan prediksi terhadap variabel terikat. Pada Gambar 13 digunakan untuk 
membentuk taksiran pada garis regresinya. 
Y2 = a + bX2   
Dimana : 
Y2 = TimeCountTriple 
a = intercept 
b = slope 
 X2 = Jumlah verteks yang diinputkan 
Hasilnya taksiran garis regresinya adalah  Y2 = -16,118 + 0,079 X2 
Dari hasil taksiran garis regresi tersebut bisa digunakan untuk memprediksi waktu 
yang dibutuhkan untuk menghitung jumlah triple apabila diperkirakan jumlah 
verteksnya dengan nilai tertentu. Misal dilakukan percobaan jumlah inputan 
verteksnya 2000 maka waktu penghitungan jumlag triplenya adalah Y1 = -16,118 + 
0,079 x 2000= -16,118 + 158 = 141,882 second. 
Untuk menguji koefisen garisnya dapat dilihat pada kolom t dan sig. Hasil 
pengujian ditemukan nilai t hitung sebesar -6,108 dengan sig. = 0,009 (bandingkan 
dengan nilai sig. F). Oleh karena nilai sig. < 0,05 maka Ho (β = 0) ditolak yang 
artinya jumlah verteks yang diinputkan berpengaruh positif terhadap waktu yang 
dibutuhkan untuk menghitung jumlah triple. Positif disitu bearti semakin banyak 
jumlah verteks yang diinputkan maka semakin lama waktu yang dibutuhkan untuk 
menghitung jumlah triple-nya.  
 
 
 
 
Gambar 12. Hasil Analisis Pertama Model Program Kedua 
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Gambar 13. Hasil Analisis Kedua Model Program Kedua 
3. Keterangan Hasil Analisa Program Secara Keseluruhan 
Pada analisa keseluruhan, variabel bebas (independent) adalah CountTriple1 dan 
CountTriple2 jumlah verteksnya dan waktu yang dibutuhkan untuk melakukan 
pengerjaan instruksi pada program sebagai variabel yang dipengaruhi atau terikat 
(dependent) (Gambar 14). Didapatkan hasil bahwa hubungan kedua variabel 
terikat dan bebasnya adalah positif, artinya waktu eksekusi sangat dipengaruhi 
oleh jumlah triple yang diproses dan jumlah verteks yang diinputkan. Jadi bisa 
dikatakan positif atau hubungan searah di sini adalah apabila nilai variabel 
bebasnya bertambah maka variabel terikatnya ikut bertambah. 
 
 
 
 
 
 
 
 
 
 
Gambar 14. Hasil Analisis Program Keseluruhan 
4. Kesimpulan 
Berdasarkan uji coba yang dilakukan dapat disimpulkan bahwa kecepatan pemrosesan 
suatu sistem paralel dipengaruhi oleh jumlah proses dan jumlah verteks. Pada komputer 
tunggal semakin besar proses maka akan menambahkan sedikit waktu pada pengerjaannya. 
Begitu pula dengan bertambahnya jumlah verteks mengakibatkan waktu yang diperlukan 
semakin besar. 
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