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This paper deals with some of the basic concepts of multiple-discrete, as  
opposed to continuous, valued logic and its relation to decision theory. In 
particular attention is focused on three-valued logic. In the hardware or 
human methods of sorting out three things one actually has to resort to three 
pairings of binary decision making; one would like to really three-sort without 
first two-sorting or pairing. Moreover, standard statistical techniques can be 
extended to proper ternary relations (/4o,/-/1, H2) a d4Y x ~ × ~ of hypoth- 
eses. An example to which the theory can be applied is the several models 
originating with Pitts-McCulloch (1947) on the study of redundancy of poten- 
tial command. 
INTRODUCTION 
Definitions about statistical inference and tests of hypotheses are as found 
in Larson (1969). 
A hypothesis H is a statement about the probabil ity law of a random variable 
X. A simple hypothesis gives exact values for all unknown parameters of the 
assumed probabil ity law; if a hypothesis is not simple, then it is composite. 
I f  one has two hypotheses H 0 , H 1 such that H 0 is the nul l  hypothesis, with 
P standing for "probabil i ty" and " I " standing for "given that," then a = P 
(rejecting H0] H o true) and t3 ---- P (accepting Hol H 1 true). Assuming a 
simple null  hypothesis H 0 and a simple alternative hypothesis H1,  it is 
standard practice to use the rejection region R, R -~ S the set over which the 
parameter(s) vary, that minimizes 13 among all regions R* with the same fixed 
a. That  is, i f /R. denotes type I a error with respect o region R* -~< S, and 
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IIR, denotes typeHf i  error with respect o region R* ~< S, then one wishes to 
minimize fi in all R* such that P(IR, ) = cq where P(IRx ) = P(I;h) = ~ while 
(PIIR~) = fla. 
The Neyman-Pearson lemma (Larson, 1969) shows how we can always 
construct such a region R. 
LEMMA (Neyman-Pearson). Assume that X is a random variable whose 
distribution function is indexed by the parameter O. X1,  X2 ,... , X~ is a random 
sample of X; L(O) is the likelihood function of the sample. We desire to test H0:  
0 = 0 o versus H 1 : 0 = 01 where 0 o and 01 are two specific values for O. Let R 
be the subset of S such that L(O1)/L(Oo) >~ k. Then R will consist of those points 
such that L(O1)/L(Oo) < k, where k is chosen so that the probability of type I 
error is c~. Then, the region R has the smallest possible probability of type H error 
among all rejection regions of size ~ ( probability of type I error). R is called 
the most powerful rejection region for the given c~. 
I f  the distribution is normal and 0 = ix (mean), then P(L(OI)/L(Oo) >/k)  = 
P (X  > C) --'---- 1 --  Nz[(C -- ixo)/(a/X/n)] ----- ~; so that if ~ is given, one gets C 
and then gets k. See Fig. 1. 
L(O O) L(O I )
, S 
0 o = ~o C 01 = '% 
I • R , 
Fie.. 1. The  most  powerful rejection region R. 
Let us now turn to multiple hypothesis testing. First, recall that in rejecting 
H o by region R and accepting H 1 P(L(O1)/L(Oo) >~ k) = P(L(Oo)k <~ L(O1) . 
If  one has hypotheses H o : 0 = 0o, H I : 0 = 01, H 2 : 0 = 02,..., H~_ 1 : 0 
0~_ 1 , then by considering n -- 1 of the n(n -- 1) possible hypothesis pairs 
o~ × 3/: one may have k's such that L(Oo) k o <~ L(01) , L(O1) k 1 <~ L(02),... ,
L(O~_~) h~z_ ~ ~ L(0n_l) , for example. Let ~ ___ ~ X ~ represent a hypo- 
thesis relation; we have that {(0o, 01), (01,02),.., (0~_~, 0~_1) } C ~.  However, 
although L(Oo)(kokl) ~ L(01) k a <~ L(02) and (0o, 01) , (01,03) ~ ~,  it does not 
automatically follow that (0o, 02)~ ~ for (hokl) need not be the h for H o 
versus H 2 in the Neyman-Pearson lemma. Thus, ~ is not usually a transitive 
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relation nor is it a partial ordering. ~ is never reflexive since a test is a 
partitioning of the sample space. 
Multiple hypothesis testing that reverts to pairings of hypotheses into a 
binary relation ~ has certain naturally unfavorable characteristics about it. 
First of all, it is very slow; if n hypotheses H 0 ,..., H~_ 1 are considered, then 
n(n --  1)/2 comparisons must be made in general. Secondly, in a numerical 
problem, on many computers the standard operations of addition, subtraction, 
multiplication, and division are performed rapidly, but the sorting of data is 
performed at a snail's pace in comparison. In fact, the human can sort ten 
pieces of data in his head much faster than computers. This aspect of program- 
ming often defeats the purpose of using a computer. Decisions and recogni- 
tions on patterns in related data should be speeded up. 
Suppose we wish to arrange six hypotheses H o ,..., H 5 as ordered data in 
a complete directed graph (no loops) of order 6 (See Fig. 2). 
H2 H 5 
H O H 5 
H4 
FIG. 2. Six hypotheses  I-/0 ,.. . ,  H 5 arranged in a complete directed graph. 
Going about this by pairings (Hi, Ha) would take 15 comparisons. On the 
other hand, if the triples (//5, H0, H1), (H0, / /1 ,  H2), ( / /1 , / /2 ,  H3), 
(//2, H~, H4), (//3, H4, Hs), and ( / /4 , / /5 ,  H0) were dropped out in six 
steps first, then the only pairings left would be (H2,//5) , (//3, Ho) , and 
(//1,//4). Therefore, the time saved would be the difference between 15 
and 9. For four hypotheses H0 ..... //3 the difference would be between 6 
and 4. Time is saved for six hypotheses only if the first six really do trivially 
drop out without any intermediate pairings. 
Of course, as it stands, programming languages prevent one from taking 
advantage ofthis difference at present since the logical operations are Boolean; 
the same is, for the most part, true of computer hardware. However, this may 
not be the case for long since multivalued logic is becoming a larger area of 
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study in electrical engineering (see the Proceedings of the Symposium on the 
Theory and Applications of Multiple-valued Logic Design 1971-72). 
Let us now look at a suggested structure for handling some of the cumber- 
solneness of multiple hypothesis theory. 
MULTIPLE HYPOTHESIS STRUCTURE 
Recall that two-hypothesis testing divides the sample space up as a partition 
with two parts, that part which gives evidence for rejecting H 0 and that part 
which gives evidence for accepting H 0 . The model is like the legal jury 
system where a person is assumed innocent until proven guilty. When an 
experiment is set up and a sample taken we are collecting and presenting 
evidence for the jury. There is evidence that will find one not guilty. ~ is the 
probability of finding an innocent man guilty, and t5 is the probability of 
finding a guilty man innocent. The roles, of course, can be reversed. 
Let the symbol ~ denote logical negation. Then, c~ = P(~-~Hol Ho) and 
15 ---- P(Ho I 1-I1). The reader is urged not to confuse what is being said with 
conditional probability. 1 ---- c¢ + (1 --  c~) ---- P(~.~H o ] Ho) + P(Hol  14o) and 
1 ~ 15 - / (1  --  15) = P(Ho[H1)  - /P (~-~Ho[H1)  as pictured in Fig. 3. 
HO 
H O ~ H 0 ------- H I 
1-c~ ~ • 
FIe. 3. Graphs of two hypotheses. 
We now wish to partition the sample space into three or more parts. So, 
we must introduce the formal structure for doing this. 
The following formulation is due to Epstein (1960). 
FORMULATION. Let n be a f ixed integer satisfying n >/2.  Let L be a distri- 
butive lattice with zero ~-- 0 and unit ~- u, and satisfying the following conditions: 
Axiom 1. For every element x eL  there exist n elements Co(X), Cl(x ) ..... 
Cn_l(X ) which are pairwise disjoint and whose supremum is u; that is 
Q(x) Q(x)  = O/or i ~ j and V~AlCdx)  = u. 
Axiom 2. There eMst n f ixed elements of L, denoted 0 ~- e o , e~ .... , e~_~ , 
en_l = u with the properties: 
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2a. The elements form a chain, with e,_ 1 ~ ei , for 1 ~ i ~ n - -  1. 
2b. I f  x eL  and xel ~ O, then x ---- O. 
2c. I f  x eL  and, for some i, xVei_l = ei , then x ~ ei . 
Axiom 3. For every x eL ,  x = V~_~leiCi(x); that is, 
= e~C~(~) VeiC~(=)V "" Ve,,_lC,_l(x) vc,,_~(x). 
Latt ice theoretic definitions can be found in ~acobson (1951). 
I f  n = 2, then Co(x ) = ~--~x and Cl(x ) = x, and the formulat ion is that of 
the usual Boolean algebra. Hence, ~- - - -P (Co(Ho)]C I (Ho)  ) and f i -  
P(C~(Ho) I C~(H1)). 
Let  us next consider a single hypothesis H o , and let n = 3. Then,  for all 
3 
i, j e {0, 1, 2}, i =/= j ,  ais = P(C~(Ho) [ C~(Ho)), and for every i ~j=~ a~ = 1. 
Thus,  if Ci(Ho) : ~ = 8~, then one has probabi l i t ies 
P(Co(Ho) [ C~(Ho)), P(Co(Ho) [ C=(Ho)), P(C=(Ho) [ CI(Ho)), 
P(C=(Ho) I Co(Ho)), P(C~(Ho) I Co(Ho)), P(C~(Ho) I CI(Ho)), 
where for i = 1, ~1o -]- an  -}- al2 = 1. See Fig. 4. 
To  begin with one can give the basic H /s  (i = 0 .... , n - -  1) the natural  
subscr ipt  order ing H o ~ H 1 ~ H i ~ -.. ~ H~_ 1 . 
Co(Ho) ~ C, I(Ho) ~ 
c, CHo~ /c~ %1 Co(~ /c  o(Ho~ 
"~)  = - '~o  ) 
C2(Ho)~ CI (Ho) ~ 
Co(Ho) /C  t (Ho) C2(H O) /Co(H  O) 
c~ (%) 
c21.o,/ - 
~l .o  I : c21.~ ~, (~o~ 
FIO. 4. Graphs'of three hypotheses. 
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So much of probability theory is based on the concept of a Boolean algebra. 
For example, a a-algebra is a Boolean algebra of sets closed under countable 
unions, and the collection of measurable sets is a a-algebra (Royden, 1963). 
I f  one is to replace the Booleanness (n = 2) of decision making theory with 
a generalized Boolean structure (n >~ 2), then practical ways must be found 
for implementing n = 3. 
In hardware or human methods of sorting three things (e.g., hypotheses) 
we apparently resort to three pairings of binary decision making. One would 
like to really three sort without first two-sorting or pairing. Hardware could 
be constructed to do this. 
Let us return to Neyman-Pearson where the distribution is normal and 
0 =/x .  Suppose that the parameter has voltage units. Then, the critical point 
where a jump occurs is at/~0 q- (~/~/n) ZI-~. That is, assuming that up to 
this point one stays at H o and, thereafter, changes to H I , we have Fig. 5. 
H o 
I 
~0+ ,r~ Zt.~ 
FIG. 5. Critical point jump. 
, -  Vo l tage  
There is a great natural difference between two-valued logic (Boolean) and 
three-valued logic. A Boolean method is a go, no-go method. To study 
Boolean methods one first studies binary relations: Since "a is related to b" 
is important for the very reason that "a is sometimes not related to b." A line 
segment with endpoints a and b relates a and b, and a single cut point of that 
line segment makes a and b not related. If  the value of point a is hypothesis 
H 0 and the value of point b is hypothesis Ha,  then (Ho, / /1)  is in the relation 
if there is a line segment from a to b; if we introduce a cut point between a 
and b, then (H 0 ,//1) is not in the relation. Moreover, since a Boolean method 
is a go, no-go method, it is a filter which either accepts or rejects objects; 
if H is a set of hypotheses and A is the set of hypotheses H 0 accepted by the 
filter, then Co(A ) = H - -  A is the set of hypotheses H 1 rejected by the filter; 
thus, the pair (A, Co(A)) is an ordered dichotomy containing the pairs 
(H0,/ /1).  More specifically, an equivalence relation on H is generated by 
ordered dichotomies, and it is well known that if H is partitioned into x 
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equivalence classes and if y = min{Z [ Z ~ log 2 x, Z a natural number}, 
then y is the minimum number of (A, Co(./])) that can refine to give the 
equivalence relation. 
A three-valued logic is a ranking and rating device. I f  we have a set of 
three classes, then the three-valued logic gives an ordering to the classes, 
a priority to each class. Of course, three ranked disjoint sets X, Y, Z whose 
union is q/ can be obtained from a dichotomy (X, Y u Z) followed by a 
dichotomy (Y, Z) (this is only one of several ways) if we assume that every 
two elements can be paired in a meaningful way; however, this is not always 
the case. For, two politicians X, Y can be bitter enemies and not be related, 
but when a third politician Z comes together with the first two X, Y, and Z 
are suddenly friends, (X, Y, Z) being in a ternary relation such that no two 
are in a restricted binary relation. 
I f  Ho , / /1 ,  H 2 are values of triangle points a, b, c and if H0 , / /1 ,  H a exist 
in pairs, then it takes three cut points to distinguish them. 
Two-valued logic is, therefore, suggested by geometric objects generated by 
line segments, squares, etc., and three-valued logic is suggested by geometric 
objects generated by triangles. See Fig. 6. 
H 2 
H 0 - I 
3 cut pomts 
H t HOe / /  • H4 
I cut point 
FIG. 6. Geometrically suggested logic values. 
Let B be a Boolean algebra (Jacobson, 1951), i.e., a lattice (B, 4 )  with 
zero 0 and unit u that is distributive and complemented ('). We define a new 
sum @ and new product (~) on B such that for every a, b ~ B, a @ b 
(a ^  b') v (a' n b) (symmetric difference) and a (~) b = a ^ b. The following 
proposition appears in Jacobson (1951) and is due to Stone. 
PROPOSITION (Stone). (B, @, @) is a Boolean ring (all of its elements are 
idempotent), i.e., for every a ~ B, a @ a ~ 0. 
2Vloreover, (B, <~, O, u) is a Boolean algebra i f  and only i f  there exists 
(B, @, @) that is a Boolean ring with identity. 
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As an example, let us consider n = 3 (tri-valued logic). Let S = {0, 1, 2} 
and let L = S m, m-tuples of S. Define A, V, Co,  C1 ,  and C a by the tables 
on the primitives Fig. 7. 
min = A 0 1 
0 0 0 
1 0 1 
2 0 1 
(1) 
max = V 0 1 2 Co(x) Cl(x) C~(x) 
0 0 1 2 2 0 0 
1 1 1 2 0 2 0 
2 2 2 2 0 0 2 
(2) (3) 
FIG. 7. Operator definition tables. 
As it turns out, table (3) is the only way (to equiv.) the unary operators 
C~ can be defined on the primitives uch that the axioms will be satisfied. 
Extend the operators to L as follows, a ^ b = (hi  ^ bl ..... am ^  bin), 
a v b = (a 1 v b 1 ,..., a m v bin) , C i (a  ) : (Ci (a l ) , . . .  , Ci(am)), and (eo, el ,  ee) = 
((0,..., 0), (1 .... ,1), (2 , . ,  2)) which may be identified with (0, 1, 2). 
Now, a, b EL are such that a ~< b if and only if at ~ b~ for every i, 
i = 1,..., m. 
Let m = 2. 
a g 
00 0 
01 0 
02 0 
10 1 
11 1 
12 1 
20 2 
21 2 
22 2 
h g 
0 
1 
2 
0 
1 
2 
0 
1 
2 
v h ... Co(g) 
0 2 
1 2 
2 2 
1 0 
1 0 
2 0 
2 
2 
2 
vh  ... Co(g) 
l 
1 
0 
0 1 
0 
C~(h) ... C~(h) ^  Co(g) 
0 0 
0 0 
2 2 
0 0 
0 0 
2 0 
0 0 
0 0 
2 0 
FIG. 8. Functions definitions table. 
. ° .  
In Fig. 8 there are 39 functions in the table generated by g and h. I f  
F ( i l , /2 )  = (01,02) is a coding of any function F : . / / -~ B using code words 
of length two, then/7( i l , /2)  = (f l  (/1,/2), fe( i l ,  is)) where f l  and f~ are two 
of the functions in the table; f l  and f2 are called tri-valued "switching func- 
tions," and they are combinations of A, V, Co, C1, and C 2 (the extended 
expressions made up of these). 
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i 2 
i k =- C@ = O k 
-- 02, 
FIO. 9. Tr i -valued switching functions. 
Let us consider a family {B2} of Boolean algebras. Then, we have a corre- 
sponding family of Boolean rings {R2}. 
PROPOSITION. Let @ denote direct sum. Then @ B e is a Boolean algebra 
and @ R 2 is a Boolean ring. 
Proof. The argument simply consists of coordinate-wise definitions of 
the operations. 
Denote the direct sum of Boolean algebras by B2e, where h indexes the 
family and denote the direct sum of Boolean rings by R2k. 
The crucial step in proving that R 2 is a ring under A = @ and @ = sym- 
metric difference is verifying that @ is associative or that G(a, b, c )= 
(a @ b) @ c is a symmetric function. 
We shall presently show that G is not symmetric when n = 3 (three-valued 
logical algebra), thus, showing that Rz is not a ring. 
The distributive law would not present any problem, since for any value 
assigned to n, (n ~ 2), ifx = b A C and S = a A d, then Co(X ) ~ Co(b ) v Co(c ) 
and Co(y ) = Co(a ) v Co(d), a variation of De Morgan's laws. That is, 
(a@b)@c- -~ (aA Co(b ) AC) V (Co(a) A bAc)  
and 
a@c@b@c 
~- ((a ^  c) A (Co(b) v Co(c)) v ((C0(a) v Co(C)) A (b A c)) 
[((a A C) A Co(b)) V ((a A C) ^  Co(c)) ] v [(Co(a ) n (b A c)) V (Co(c) A (b ^  c))] 
=- (a A C A Co(b)) v (Co(a) A b A c). 
We could define a @ b such that a @ b ~ (a n Co(b)) v (Co(a) ^  b) or 
a ® b = (C2(a) ^ Co(b)) v (Co(a) ^ C~(b)). 
PROPOSITION. B 3 is a three-valued logical algebra, and R 8 is not a ring. 
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Proof. Cons ider (a@b)@canda@(b@c) ,wherea  = 1, b = 1, and 
c = 2 (this type of assignment works more generally that for three-valuedness). 
Then, by use of the tables we calculate that (a @ b) @ c 4= a @ (b @ c). 
Since any B 3 is isomorphic to the one generated by table (3), R 3 can never 
be a ring (Boolean ring). 
Now, B 2 @ B 3 is a Boolean algebra, but R 2 @ R 3 is not a ring (Boolean 
ring). Moreover, R 3 @ R 3 is not a ring. 
Any algebra satisfying Epstein's (1960) axioms (1-3) is coined a logic 
algebra. Then, the following theorem is apparent. 
THEOREM. Let B k be a k-valued logic algebra. R k is a ring if and only if 
k =2 ~ (~ 1 integer). 
Proof. If  k = 2% then B~ = @ B 2 direct sum of Boolean algebras; and 
Rk is a Boolean ring. I f  k % 2~ k, then k has an odd prime factor p. By an 
argument similar to that used in the proposition, R~ is not a ring. Hence, 
R k is not a ring. 
The geometric idea is that general Boolean algebras (lattices) can be got 
by patching cubes together. See Fig. 10. Whereas, Bs, B 5 , B~, etc. are odd 
sided regular polygons. See Fig. 11. For example, B~ @ B4 is obtained by 
patching a triangle onto a square. This is no kind of cube. The geometrical 
counterpart of the theorem says that an odd-shaped regular polyhedron 
I0 
1 
O0 
FIG. 10. Geometric Boolean lattices. 
2 
3 4 
0 
FIG. 11. B3andB~ @B4. 
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cannot be subdivided by cubes. This is quite apparent. The implementation 
of these ideas is straightforward, and applications uggest many interesting 
theorems. 
Instead of distinguishing between 0 and 1 V (approximately) in a circuit, 
one might wish to implement he three values by distinguishing between 0, 
½, and 1 V. It  is obvious that for large values of k (e.g., 10) the cost necessary 
to build detection equipment for increments of 1/10 volt on a 0 to 1 volt scale 
would probably not be worth the effort, besides the savings in parts and time 
in going from 2 to 3 is sufficient. 
Let us consider another example. I f  we choose to use + 1, 0, - -  1 as values, 
2 ~ --1 mod 3, and + 1, 0, --1 for code, now called "trits" instead of "bits," 
then a word (string of characters) will be coded as a finite sequence of + l's, 
O's, and - - l ' s .  For example, consider 10-101-101. Let me suggest that 
subtraction may be much faster than it usually is with O's and l's, since we 
could simply change all of the --  l 's to + l 's and vice versa. Other alternatives 
will most likely start to occur to the reader. 
Let us next consider an important aspect of language power. It is obvious 
that the ways of expressing messages with three letters, say +1,  0, --1 is 
much greater than the ways of expressing messages with two letters, say 0, 1. 
Recall that thoughL 2 = {0~1 n ] n ~ 0} is an ALGOL-l ike language (Birkhoff 
and Bartee, 1970), L~ ~ {(+l)~(0)~(--1)n I ~ 0) is not ALGOL-l ike 
(context-free) but is context-sensitive. For a formal discussion the reader 
may consult Salomaa (1969), Hopcroft and Ullman (1970), or Gross and 
Lentin (1970). 
At the same time one can discuss the important aspects of data structures, 
i.e., those configurations of data within the memory of a digital computer. 
It is easy to prove that a language is ALGOL- l ike if and only if it is the 
representation of a list structure. And, L~ is not the representation of any list 
structure. 
The following exercises are tempting and are left to the reader. 
Exercise 1. Given an odd-shaped polyhedron, how closely can it be 
approximated by cubes ? Thus, given a non-Boolean ring how closely can its 
structure be approximated by a Boolean ring ? The topological suggests 
answers to the algebraic. 
Exercise 2. Given a k-valued logical function, k = 2, how closely can 
it be simulated by a general Boolean function ? This does not include time 
as a factor, since experimentation shows that three-valued logical functions 
execute arithmetic faster than two-valued logical functions. 
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Exercise 3. Explain how equivalence relations generated by pairs 
(a @ b) @ c, a @ (b @ c)) of R 3 × Rz can be used to form Boolean rings. 
Exercise 4. Shed light on this discussion by examining the fact that every 
element of a group of order 2 s is idempotent. 
Exercise 5. Given a fixed space of N points (for example, in the memory 
of a computer), discuss how both time and space needed to access these 
points might be saved by use of three-valued logic. Discuss the more efficient 
use of that space with base 3. 
ASPECTS OF IMPLEMENTATION 
We saw in the last section that binary logic is completely different from 
ternary logic. Thus, a legitimate theory of triples (1to, H1,1t2) of hypotheses 
is going to be completely different from the Boolean theory of pairs (11o, 1-11) 
of hypotheses. 
It has been suggested that one way of implementing m-valued logic in 
hardware is to extend the cyclic nature of modular arithmetic. In discriminat- 
ing at ½-V intervals for m = 2, we have the pulse function (V = volts). 
See Fig. 12. 
0, 0~<V<½ and 1½~<V2 
f (v )= 1, ½~<v<1½ 
Q , Volts 
112 Ie1/2 2 
Fro. 12. Graph off(v). 
For arbitrary m, 
0! 0~V<½ and (m- -2)+½~V~<m--1  
1, ½~<v<1½ 
f(V) = 1½~<V <2½ 
- -1,  (m -- 3) -t- ½ <~ V < (m--  2) -l- ½. 
See Fig. 13. For moving from one hypothesis to another with two jumps 
and m = 3 we have a similar graph in Fig. 14. However, the main 
fault with this type of three-valued model is that it is Boolean-like in the 
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m-1 
3 
2 
0 
• o 
• o 
-- 0 
0 • 
4/2 t l /2  
FIG. 13. 
2t /2  31/2 (m-3)+1/2 (m-2)+1/2 m-1 
Graph off(v) for arbitrary m. 
Volts 
H 2 = C t (H 1) 
H t = Co(H t) 
HO= Cz(H t) 
FIG. 14. 
0 
0 
° * ~ Vo l tage 
Jumps from one hypothesis to the next. 
output. The outcome of Fig. 13 is the triple (Ho , / /1 ,  H~). By Boolean-like 
we mean step-wise increasing. 
FREE CHOICE 
We saw in the last section how to introduce the structure for the three- 
valued logic of three-hypothesis theory. 
I f  we are presented with two hypotheses or two choices H0, H 1 and take 
a sample, then we try to find a set R _C S, subset of the parameter space S, 
such that the choice of H o versus H 1 depends upon whether the sample 
statistic lies in or is covered by -~ (complement of R) or by R. I f  the sample 
statistic is in R = CI(R ) we choose C0(Ho) =/ /1 ,  and if the sample statistic 
is in/~ = Co(R ) we choose I t  o . And, we try to pick the most powerful rejection 
region R (for the given c~). Therefore, our method involves a directed choice 
in the sense that one choice is always better than another; moreover, this 
"being better than" determines the binary relation. (H0, / /1)  in the relation 
means that we accept H o and reject H 1 (or vice versa), H o is true and H 1 is 
false, H o is 1-valued and H~ is O-valued, H o is yes and H 1 is no, or H 0 is C z 
and H 1 is C o . 
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In the general case of ternary relations (H0 , / /1 ,  H2) in the relation implies 
nothing about any "best choice" among the three; they simply coexist 
together in a triple. Hence, there is a certain amount of "free choice" here 
as opposed to the "directed choice" of binary relations. 
In some very special ternary relations (H0 , / /1 , / /2 )  implies that (Ho, Hi)  
and (/ /1,/ /2) , or (H0,/41) and ((H0, HI) , H2), or (/ /1,/ /2) and (Ho, (H1, Ha) ). 
In the first case (Ho, Ha) is not necessarily in the relation. We do not assume 
any of these possible binary combinations. Thus, H 0 , H 1 , H~ are in no way 
binary comparable. 
Suppose that we have three hypotheses Ho, H 1 , H 2 , and suppose that we 
take a sample and pick a subset R _C S. Assume for the moment hat since 
the collection of subsets of S under union, intersection, and inclusion forms 
a distributive lattice that for a region R in the lattice Co(R), C~(R), and Us(R )
make sense. Then, if the sample statistic is in Co(R ) we choose H0; if the 
sample statistic is in C2(R ) we choose H 2 . See Fig. 15 where the choice 
depends upon where the statistic lies. Moreover, assume that 
H 1 
s = Co(R) u C~(R) u C~(R). 
I-/2 
FIG. 15. S = Co(R) u C~(R) u C2(R). 
Suppose that we are planning a picnic. /4o: must go prepared for rain, 
//1: it will not rain and//2:  it will rain. Let R _C S be a region of parameter 
values. Let Co(R), CI(R), and C2(R ) be subsets. Suppose that we take a 
sample of opinions from a group of weathermen labelling (ranking) their 
643/2z/4-3 
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responses 0, l, 2 according as each thinks H0 , / /1 ,  or H 2 is true. Consider the 
three frequencies of occurrence f0 ,  f l ,  f2 such that fi ~ f3 and pick the 
largest, calling it fk .  Then, if Co(R), CI(R), C2(R) are nonoverlapping 
intervals of counting numbers f~ is uniquely determined in Ck(R), and we 
choose hypothesis Hk.  The choice has been made on the basis of frequency 
strength. This is somewhat analogous to one of the voltage implementations. 
However, one might wish to argue that this is not a truly ternary example since 
max(f0, fl,f2} = max{max{f0 ,A},f2} = max{A, max{f1 ,f2}}; however, this 
is a point of view rather than a necessity. Here max{f 0,fl} implies fo is 
related to f i -  
Let us consider another example. Let S be a collection of 4 x's, 4y's,  and 
4 z's. Let R C S be a subset of S such that Co(R ) is 4 x's, C~(R) is 4y's,  and 
Cz(R) is 4 z's. Let us take a sample of one from a space consisting of numerous 
x's, y's, and z's. I f  an x is chosen pick H0, if a y is chosen p ick / /1 ,  and 
if a z is chosen pick//2 • In general this procedure will not be biased toward 
any of the hypotheses. 
In an attempt o deal with three possible parents X, Y, Z of an offspring, 
Fisher (1932) introduced statistics of the third degree. 
The idea is that if X and Y are parents of an offspring, then the cross XY 
X Y 
Father goose Father goose 
t 2 
FatherSgoose 
rmg 
X X~Y Y 
F~c. 16. Fisher's three-parent problem. 
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of X with Y may lead to a characteristic which is different, more vigorous, 
or more potent than characteristics of the parents as individuals; such is 
the case with geese. Thus, XY acts as a third parent Z. See Fig. 16. 
Knowing that the cubic function affords a shift from negative to zero to 
positive as the variable is negative, zero, or positive, Fisher saw that there is 
a way of pairing two variables X and Y off against he middle, for example Z; 
that is, instead of using absolute distance as in the case in an analysis of 
variance and covariance, or statistics of the second degree, he invented a 
directed istance (1932). "Selection for high values of a variate should, when 
applied to a symmetrical population, generally shift the value of K 3 in the 
negative direction; equally, selection for low values should shift it in the 
positive directions. For example, from a series of values of a single variate 
we can calculate the three statistics of the first, second, and third degrees, 
namely, 
1 S(x) KI = ~ 
K2-- --n--t1 tS(x2)_l s2(x)l_ n- - l l  S (x - -~)2  
n IS(x3)_ 3S(x2) S(x)+2SS(x)t Ka=(n_ l~n_2)  n 
n 
= (n --  1)(n --  2) S(x-  ~)~, 
where S( ) stands for summation over the sample observed." (Fisher, 1932). 
Let X, Y, Z be random variables. Let us consider a sample of size n and 
a partition r1 + r~ + r 3 --~ n of outcomes into three disjoint sets P1, P~,/)3 • 
See Fig. 17. 
Pl P2 P3 
I rt r 2 r 3 
n 
FIG. 17. Partition. 
Suppose that the probability of a single outcome in Pi is p~ (i = 1, 2, 3) 
such that Pl + P2 + Pa = 1. 
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Now, since 
(rn)(n r2r l ) (n - - r l  - --_ n -- ~_ n -- --  ra r2) ( r l ) (  n r 2 rl) ( r~)(nr l r~' ) ,  
= & P2 (1 - P l  - P2) "-.1-~* 
, , r l  r2  
is well defined. Generalized normality is derived by considering the double 
summation in commuting variables 
letting 
( n )(n -- rl~ ~rl~r2 
r I r~ ] ~1 yu (1 --  Pl --  P2) n-rl-r2 x~lY "~ 
r l~r  2 
= (Pl x + P2Y + Pa)', 
n-+ cX3, r I -+  o(3, r 2-+ oo, n - -  r 1 -  r 2--+ oG, 
and letting p~, p~ be a fixed constant. In general, for variables X, Y, Z we 
have a summation of the form 
(Plx + pzY + P3z)~ = ~ \ I \  r2 Pl P2 P3 x y z 
in commuting variables, but we consider the special case where z ---- xy and 
then where z = 1. Thus Q(x, y, z) = (pl(z/y) + pu(z/x) + pa)n; and 
E[xy] = E[z] = (~Q/~z)[(~.v)=(m) = n(Pl +P2). Also, E[x] = npl and 
E[y] = np2. 
Geometrically, we interpret E[XY]  ~- E[Z] as meaning the expected value 
from center. Then, E[ (X -  E[Z]) a] and E[ (Y -  E[Z]) a] are, respectively, 
the expected irected istance (by abuse of notation) of X from the expected 
center and the expected irected istance of Y from the expected center. 
Thus, we have that 
E[X -- n(p I + p2)) 3] = E[X a] --  3n(p 1 + P2) E[ X2] 
+ 3n2(p~ + p2)2E[X] _ n3(p~ + p~)a. 
But, 
E[X  2] -~ n(n -- 1)pl 2 + npl , E [Y  2] = n(n -- 1) p 2 -~- np2 , 
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and 
E[X3]  = n(n - -  1)(n - -  2 )p l  ~ + 3n(n -- 1)p;' + npl. 
Hence, 
E[X  - -  n(pl + p~))~] = n(n - -  1)(n - -  2) p?  + 3pl  ~ - -  3np?(p~ + Pc)) 
+ npl(1 - -  3n(pl + P2) + 3n2(px + J02) 2) 
- -  n3(pl -~-p2) 3 = Cx 3. 
A similar result holds for E[(Y --  n(p a + p2)3)] by interchanging Pl and p~. 
We choose to, by abuse of language, call Cx the directed variance, also. 
Call E[X  - -  (E[Z]) 3] the directed variance of X w.r.t.Z. Set 
X 1 = (X -  npx --  np2)/Cx and Y~ = (Y  --  np2 --  npe)/C r . 
Then, X 1 and Y1 each have mean 0 and directed variance 1. In 
general Prob (v ~ X 1 ~ u) and Prob (v ~< Yz ~ u) lead to normal-like 
distributions. Consider the inequalities n(Px + P2) + vCx ~ xz 
n(p x @ p~) + uC x and n(p 2 + Px) + vCr <~ Yl ~ n(P2 + Pl) + uCr , then 
follow an argument similar to that found in Miller (1955). In particular, 
r 2 = 0 and P2 = 0 leads to a normal curve, as does r 1 = 0 and Pl = 0. 
However, since absolute distance is a binary relation, the pairing of X 
versus Z is not a true ternary or free choice. However, the generality of this 
model leads to some interesting conclusions. 
Suppose that we have two doctors X and Y who are asked to rate a treat- 
ment for a patient over a period of time; that is, they are asked to rate a 
treatment several times (for example, on a scale of 1-10). Pairs (y, x) are 
plotted. 
Let us pick R 0 , R 1 , R e of the X X Y box of Fig. 18. Let us suppose that 
R 1 contains E[Z] and separates R o from R 2 . Moreover, X x Y = R o u R 1 U R e 
x 
R2 ~ Y 
Fzc. 18. X × Y~ R o uR  1 uRn. 
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is a partition of X × Y. Let us suppose that a small sample is taken from all 
possible pair values (y, x) of the box. Let us further assume that we have 
estimators Cx and ~r  of C x and Cy,  respectively. Let W be a third doctor 
who knows what the prescribed treatment should be. 
Let H0: Y = W, Hi: Z = W, and He: X = Wbe hypotheses representing 
which one of the doctors X and Y has prescribed the right treatment. In this 
case we let Z --~ XY ;  if H 1 is chosen we conclude that both doctors agree. 
Write ~x -- CY ~ 0 if the sample difference of sample directed variances 
goes into R o , write Cx --  CY ~ 0 if the si~mple difference of sample directed 
variances goes into R 2 , and write ~x -- CY ~ 0 if the sample difference of 
sample directed variances goes into R 1 . 
yx f j  
FIG. 19. (y,x) eR 2and(x,y) eR o. 
Moreover, this example brings up yet another interesting point. See Fig. 19. 
Assume that X and Y are discordant; thus, either H0: I/V = Y or/ /2:  W = X 
holds, but HI: W = Z does not hold. Thus, although X and Y are not corre- 
lated to one another, it certainly makes a difference whether X is not corre- 
lated to Y (by or through Z) or Y is not correlated to X (by or through Z). 
That is, if x and y are values, then (y, x) e R 2 has a much different meaning 
from (x, y) e R 0 as far as discordance is concerned. That is, (x, y) ~ (y, x) 
by discordance; the outcomes are two different logical values. 
Another observation is that showing the relation between X and Z and 
Z 
? 
FIG. 20. Unknown relation of X and Y. 
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showing the relation between Y and Z still leaves us with the third problem 
of showing the relation between X and Y. See the Fig. 20. Being a bit 
premature at this point we write S~-X× Y~R 0UR I~R 2= 
Co(R ) U Cz(R ) u C2(R ) for some R _C S. 
What we have shown in this last example is a case where (x, y) E R 0 but 
(x,y) 6R i ( i=  1,2), (y,x) cR  2 but (y,x) 6Rj  ( j~0 ,1) ,  andzeR 1 but 
Z 6 R,~ (k • 0, 2). 
Let T be a set, let X, Y _C T, and let ~¢ = {d} be a collection of binary 
relations on T such that every d C X × Y is a subset of X × Y. Let do ,  
d~,  d2 6 ~¢. Let J be the set of all triples (x, z, y) such that (x, y) ~ d 0 but 
(x,y) 6d i  ( i=  1,2), (y,x)~d~ but (y,x) 6d~ ( j=0 ,1) ,  and d 1 = 
(X× Y) - - (d  0Ud2).  Then, J= J (d0 ,d l ,d2)  is a proper ternary 
relation of the triple G0, ~1,  ~.  Moreover, ('l J (~0, ~1,  ~2) is a proper 
ternary relation of ~ .  In our previous example, z = (x, y)E X × Y such 
that z ~ ~1 = Ra but z q~ ~z~ (h = 0, 2). S = X × Y = G o U ~1 k.J ~2-  
For certain set theoretic reasons O' cannot be too large, for example, the set 
of all binary relations. In order to implement this three valued hypothesis 
testing problem we will soon see that one must have a way of actually 
measuring the potency of (magnitude of) dependence of random variables 
X and Y. 
If  axr is the covariance of X and Y, then the actual magnitude of C~xr 
does not have much meaning without knowledge of ax 2 and ar 2 too. Suppose 
that we have two different density functions or two different probability 
• " $1 " laws, then for one probability law f laxr might be very small and for the 
f2 second probability law f2axr might be very large. In order for axr to have 
meaning in measure we must be considering just one density function here. 
And, we cannot say that the tendency for X and Y to vary together is greater 
for f2 than for f l ,  since X, Y might be quite variable in the case off1. Consider 
Fig. 21. If  ~rxr is negative (--), then X and Y are (more) independent; if axr 
is positive (+), then X and Y are (more) dependent. 
If we are not interested in the different density functions (probability laws) 
F IG.  21. Ordered  pa i rs .  
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f l ,  f2 and, thus, not interested in the difference in behaviors of a~y and a~g, 
then we can go to a relative measure rather than an absolute measure and 
replace the covariance axr by the correlation coefficient Pxz. Pxr gives a 
relative measure of covariability that accounts for ax s and ay ~. Moreover, 
if X, Y are independent, hen Jxv ~ Pxr = 0. See Fig. 22 for Jxv = 0. 
/ 
o- f=o  
XY 
FIG. 22. X, Y are independent. 
A stronger measure of covariability of 
1958). Define 
= P(X  1 > X 2 and 
+ P(X1 < 222 and 
- -  P(X1 < X2 and 
X and Y is the following (Kruskal, 
Y~ > F~) 
Y~ < r~) 
YI> ~q) 
- -  P(X  1 > X 2 and Y1 < }72) 
= P((X l  -- X2)(Yl --  r2) > o) 
- P((Xl  - x2)(Y1 - r2) < o). 
In any case it is clear that one needs a different notion of correlation and 
covariability that will give an absolute measure of dependence of X and Y 
that does not necessarily depend upon individual density functions (proba- 
bility laws). 
After this is done one can proceed with the standard second step of trying 
to pick the right dependency function (linear, quadratic, nth degree poly- 
nomial) between X and Y by testing their moments through a decision tree 
of hypotheses. 
The strength of dependency measures the strength of the middle value 1 
(of 0, 1, 2), i.e., how important it is. We will come back to this point in the 
section on the discussion of the third value. 
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UNCOMPLEMENTED REGIONS 
Let L be the Post algebra of n basic values 0 = e 0 ,..., e~_ 1 = u previously 
defined and due to Epstein (1960). Epstein's criterion for the complemented 
elements of distributive lattice L is as follows. 
THEOREM (Epstein). Let B be the Boolean algebra of complemented lements 
of L. I f  x EL, then x ~ B if and only if x =- C~(y) for some i and some y EL. 
Fro. 23. /~a = Cz(R) u C~(R). 
This has the following meaning. Let R 1 be complemented, and suppose 
that R 1 = Co(R ). Then define /71 = CI(R) u C2(R); see Fig. 23. For the 
Boolean algebra of sets the usual underlying binary relation is based on 
membership as opposed to not being a member. Clearly, the Post algebras 
that are constructed must be nonstandard or B = L, where every element is 
complemented. 
Before proceeding, we might notice that there are several pictorial ways 
of representing S = Co(R ) u CI(R ) u C2(R ). We list three in Fig. 24, each 
of which imposes a natural counterclockwise ordering on the pieces of S. 
Let us now consider a three-valued algebra L where B C L is properly 
contained in L. Let us consider the lattice of three-valued functions on a 
given set S. 
Suppose that S = {0, 1, 2} = 3, then we are considering the function set 
[S, 3] = [3, 3] where f  ~ g i f f (x)  ~< g(x) for every x E S, the ordering on 
being natural, 0 ~< 1 ~< 2. Here, L contains the constant functions e0 , e l ,  e 2 . 
C~(f) is that function which has the value 2 on those elements of 3 where f  
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Co(R) C~( R} 
C(~R) CI(R) 
FIG. 24. Natural orderings on pieces of S. 
e 2 
e t 
e 0 
Ci ( f )  
/ 1 o 
s 1 I , 
0 I 2 
Ci ( f}  ,~ L 
FIG. 25. f = (e ,', G( f ) )  v (e~ ^  G( f ) ) .  
o I 2 
e i (L  
has the value i, and it has the value 0 on all other elements of 3. See 
the Fig. 25. 
Clearly, the unit element U is the function which is 2 everywhere on S, 
Co(f) v Cl(f) v C~(f) = U, and f = (e ACI( f )  ) v (e 2 ^  C~(f)). f v g is 
such that ( f  v g)(P) = max( f  (P), g(P)) for every P e 3 = S, and f ^ g is 
such that ( f  A g)(P) = min(f (P) ,  g(P)) for every P ~ J = S. 
Consider the Fig. 26, and consider C~(g). I f  i~, is 1, then Cl(g ) is 2 
at fk,- 
MULTIPLE-DISCRETE VALUED LOGIC AND DECISION THEORY 343 
III il 2 
i21 i2 2 
i51 13 e 
Fro. 26. Arb i t rary  Cdg). 
It is easy to verify that the following function in L is not complemented, 
thus, showing that B C L. 
0, x = 0 
f (x )  = 1, x = 1 
2, x = 2 
Therefore, L = B u (L -- B) = B -, N is a nontrivial partition of L into 
its Boolean and non-Boolean parts. B can be made into a Boolean ring 
(Jacobson, 1951) by defining f @ g = ( f  A g) V ( f  A g) addition and 
f @ g = f A g multiplication. 
Now, for any feL ,  f can be uniquely decomposed into f = b v n, f (x )  = 
b(x) v n(x), where 
[2, f (x )  = 2 
b(x) = O, otherwise, 
n(x) = [ f (x) ,  f(x) ~ 2 
10, f (x )  = 2. 
Moreover, N is closed under v and ^ since 0 ~< nl(x ) v n2(x ) = 
max(nl(x), n2(x)) ~ 2 and 0 ~< n,(x ) A n2(x ) = min(nl(x), na(x)) ~ 2. Also, 
N has a relative unit element which is the function that is 1 for every element 
of S. Therefore, N is also a Boolean algebra which is incompatible with B. 
Moreover, by the Quine-McCluskey procedure for minimizing Boolean 
expressions (Birkhoff and Bartee, 1970) with respect o the numbers of gates 
v and A, b(x) can be minimized to bl(x ) and n(x) can be minimized to nl(x ) 
giving f (x )  ~- bl(x ) v nl(x ). However, there are minimization procedures 
strictly for multivalued generalized Boolean expressions, for example the 
three-valued expression for a ternary adder, that will reduce the number of 
gates far beyond this Quine-McCluskey approach (Nutter, Swartwout, and 
Rine, 1972). 
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The general reduction procedure for expressions in universal algebras, of 
which expressions in multivalued (e.g., Boolean) algebras is an example, is 
now briefly outlined. 
Let X be any finite set. Because Boolean forms are expressions on several 
input variables x = (x 1 .... , x~) we assume that X = S n n-tuples. Let/2 be a 
set of m-ary (m > 0) operators on S n, and let p be a set of equivalence relations 
(identities) on the free £2-word algebra W~(S ~) generated by (Snu £2); 
W~(S '~) _C (S ~ U £2)* is contained in the free monoid of finite symbol strings 
generated by (S ~ ~3 £2). 
For example, if £2 = {Co, C 1 ,..., C~_1, V, A} then W~.(S ~) is the free 
Post word algebra (generalized Boolean) on S n. 
an , (an u , w , (sn)  
FIO. 26a. Inclusion function i. 
We, therefore, have the inclusion function on i pictured in Fig. 26. Now, 
le t f  be any function from S n into an algebra V of values (expression values). 
Then, since W(S n) is free (Chevalley, 1956) there exists a unique £2-algebra 
homomorphism hf from Wt~(S n) to V~ such that hfi----f. This can be 
pictured as a commutative diagram in Fig. 27. 
Next, let f -1  stand for the equivalence relation on W~(S n) formed by f, 
3! hf 
W ~ (S n) '- 
S n 
V~ 
FIO. 27. hfi=~ 
W o(sn  ) / f -1  
h'f Jf 
S n 
FIG. 28. j~/' = h. 
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i.e., a(f-~)b if and only i f / (a )  = f(b). There is a mapping 7~ of S ~ onto the 
quotient W~(S~)/f -~ of equivalence classes. Again, since We(S ~) is free there 
exists a unique Q-homomorphism 7 /such  that 7~'i = 7 i .  Since hi = f ~ J7 
and 7' i  = 7, we have thatjT' i  = J7 = hi; hence, j  7' = h. The entire commu- 
tative diagram of functions is pictured in Fig. 28. 
There are essentially five natural ways of initially presenting an expression 
of W~(S n) for reduction. 
(1) Reduce an expression by identities in Wn(S~). 
(2) Reduce an expression by identities in W~(Sn)/f -1. 
(3) Reduce an expression in W~(Sn)/f -1 by making use of the fact that 
certain representatives of a given coset G i of the quotient set have fewer 
operators than others. 
(4) Combine (2) and (3). 
(5) See if expressions in We(S") can be put into a canonical form (word 
problems). 
For Boolean algebras methods (3) and (5) are classical. Methods (1), (2), 
and (4) are new. Nutter (1972) has shown that for five-valued post-algebras 
(generalized Boolean) and three-valued post algebras (ternary) there are 
many examples where the three new methods are much more powerful in 
reducing the number of operators (gates) than the Quine-McCluskey or 
word algebra approach. 
FURTHER DISCUSSION OF THE THIRD VALUE 
We have been discussing what the third hypothesis of three hypotheses 
H 0 , H 1 , H 2 means. In order to get our hands on a real life example we shall 
turn to the Pitts-McCulloch model (1947) of the study of redundancy of 
potential command; the model has been improved by Kilmer, McCulloch, 
and Blum and further expounded by Arbib (1971). 
We quote Arbib (1971). 
To round out our discussion, let us present amodel of frog vlsumotor behavior 
which involves layered istributed computation, . . . . First, we need to com- 
ment on the idea of "Redundancy of Potential Command." If we take the 
position that perception of an object generally involves the gaining of access to 
"programs" for controlling interaction with the object, rather than simply 
generating a "label" for the object, we must emphasise gaining of access to 
a program rather than the execution of a program-one may perceive something 
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and yet still leave it alone. Thus, in gaining access to the program, the system 
only gives it potential command, further processing being required to determine 
whether or not to act. A key question will thus be "How is the central nervous 
system structured to allow coordinated action of the whole animal when 
different regions receive contradictory local information ? 
McCulloch suggested that the answer lay in the Principle of Redundancy of 
Potential Command which states, essentially, that command should pass to 
the region with the most important information. 
Pitts and McCulloch's model of the superior colliculus was offered as a 
plausible xplanation of how an animal might fixate its gaze at the "average" 
or "centre of gravity" of a field of illumination. For us, their scheme has the 
added significance that it showed how to design a somatotopieally organized 
network in which there is no "executive neuron" which decrees which way 
the overall system behaves--rather the dynamics of the effectors, with 
assistance from neuronal interactions, extracts the output trajectory from a 
population of neurons, none of which has more than local information as 
to which way the system should behave. 
er" .~kaccessing) 
0 
1 2 
1 1 0 
1 1 1 
1 1 1 
1 1 1 1 
1 1 1 1 
1 1 1 1 
(1 1) ~ 
(1 1 )*0  
(1 1)~I 2 
1 
2 
0 
t 
FIO. 29. Three-valued logic by trees. 
Let H0, / /1 ,  H 2 be hypotheses uch that H0: access (vs no access), 
//1: access-no action, //2: access-action. The three-valued logic can be 
represented by the tree in Fig. 29. (1 1)* means that the pair 11 is repeated on 
arbitrary but finite number of times. Of course, after each access-action (2) 
there will eventually be a return to H o or the question access vs no access ?
Hence, we have symbolic strings of the form (1 1)*1 2 (1 1)*, (1 1)*1 
2 (11 1")0, and ((1 1)* 1 2)*. I f  each action can be replaced by a finite 
sequence of actions, then each 2 can be replaced by (2)*. 
MULTIPLE-DISCRETE VALUED LOGIC AND DECISION THEORY 347 
Hogg (1961-63) has discussed a similar method of resolving several 
hypotheses by iterated tests of several distributions. For example, let H0, 
H I ,  H 2 be hypotheses such that H0: normal (vs not-normal), //1: normal- 
equal means (vs normal-unequal means), //2: normal-equal variances 
(vs unequal variances). However, there is a difference between these two 
examples as Fig. 30, the decision tree for the second example, points out. 
(2) NormS/ /  ~ot  - normol (0) 
J \ ? (2) Eq~ "x~ -equal p.'s (0) 
(:>) Equolcr~ X'~ot-equol er's (0} 
FIG. 30. Normal-mean-deviation decision tree. 
A major difference is that accessing may continue indefinitely (the frog can 
keep watching the fly) by l's until enough information is obtained to proceed 
to 0 or 2; whereas, the second example is a go or no-go, true or false, 2 or 0 
situation. In the tree of the second example ach 2 can be coded into a 1, and 
we obtain the decision tree in Fig. 31. Hence, there is a pressing need to 
study expressions of three-valued logical algebras. 
1 O 
FIG. 31. Binary but not ternary tree. 
Another example similar to the first follows. Suppose that we have a given 
program job in the system. We first ask the computer for access according 
to a given set of credentials; access is either given or it is not. I f  one is given 
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access, then, since one is usually given a system priority by rating of impor- 
tance and time, we continue to have access (l's) until the program job is 
either executed in its entirety (2's) or is tossed out of the system because of 
reasons such as (a) using too much storage or memory, (b) using too much 
time, or (c) loosing its priority. 
In any case there are many problems where "membership" is not imme- 
diately decidable (yes, no, maybe, or true, false, uncertain). Thus, how do we 
deal with temporary uncertainty ? We accept the uncertain U as a value, 
along with T (true) and F (false). We have seen how one can use the third 
value to some advantage. Thus, there are situations where we really need 
further information, and there are alternatives to taking averages; there are 
places where we have to search further. We indicate this in Fig. 32. I f  there 
are in code languages generated by O's and l 's where word membership is 
temporarily undecidable, then put a 2 after those such words, or code l 's 
into 2's and put a 1 after those such words (the latter seems more natural). 
2 
U 
/ . /  
Search 
I 
1 
I 
~u 
I 
F 
I 
:F 
I 
] 
I 
Io 
o 
FIC. 32. Seek further information. 
In using code based on -}-1, 0, --1 which may have faster operation time 
(e.g., a ternary adder (subtracter) faster than a binary adder (subtracter)) if
the descrimination time of distinguishing the voltage level is greater than or 
equal to the operation time, then the larger alphabet is not useful. Therefore, 
in order to electronically implement base 3 code, for example, we must 
obtain laboratory data about timings on those machines that use ternary logic. 
Also, in comparison to the frog there is the story of the horse who when 
placed equal distances from two piles of hay starved to death. He kept on 
accessing without acting by eating or walking away after sufficient ime. 
FIG. 33. Product. 
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LOGICAL DESCRIPTION OF BASE 3 COMPONENTS 
In the processing of information by means of a flow diagram there are 
certain basic flow diagrams to be considered. First of all, there is the (sequen- 
tial) product of two diagrams denoted d @ d' and represented in Fig. 33. 
Then, there is the (parallel) sum of three diagrams denoted (t --~ d 4- d' + d") 
where t is a ternary, base 3, three-valued logical expression such that if t has 
value 0, d is accessed; if t has value 1, d' is accessed; and if t has value 2, 
d" is accessed. See Fig. 34. Finally, there is an identity as represented in
Fig. 35. 
o 
. ~, [ | 
el" [ J 
I 
Fro. 34. Ternary sum. 
Fro. 35. Identity. 
The most primitive contents for a square box is a basic function f; for 
example, f may be addition, multiplication, subtraction, and division. At any 
rate, there are but a finite number of these primitive functions f l  .... , f , ,  and 
any functionf E F in the class of all computational functions is a combination 
of these. We also have the identity set {I}. Then too, we have the class of all 
ternary expressions L such that T ~L. 
Let E be the class of flow diagrams, then 
E = F ,, {I} -, (E ® E) ,, (L ~ E + E 4- E) 
is recursively defined. It can be shown that F, {I), L, and E are all lattices. 
Let V = {0, 1, 2} be the lattice of values. Then we have four functions from 
E into V defined as follows. 
2, d ~ Ca(F ) 
rune(d) = 1, d~Cx(F )
O, d ~ Co(F ) or C0(F) ', (E -  F); 
643/22/4-4 
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and, 
2, d e C~({I}) 
idty(d) = 1, d ~ C1({I}) 
0, deC0({/}) or Co(F )u (E -F ) ;  
2, d E C2(E @ E) 
prod(d) = 1, d ~ C~(E @ E) 
O, deCo(E@E) or Co(F )u(E-F); 
2, d ~ C~((L --+ E 4 E Jr E)) 
sum(d) = I, d e CI((L --+ E -~ E 4- E)) 
o, d e Co((L ~ E q- E q- E)). 
Let / be the usual atomic symbol representing the underdetermined flow 
diagram; do not confuse this with the ternary 1 value, as they are completely 
different. Also, let D be the implication symbol. 
Then, for any d e E we have the following recursive definition of d: 
d = (func (d) D d, (idty(d) D I, 
(prod (d) D (first (d) @ second (d)), 
(sum (d) D (ternary (d) -+ left (d) -~ middle (d) -~ right (d)), 2)))). 
Here, a form in parentheses has a value consisting of the right side of the 
implication symbol of the first implication in the listing that has a value of 2, 
or if a 2 is not, thus, present he value is the last thing in the listing, it not 
being an implication. 
Let us explore an example to see how this complete definition works. 
First, the meaning of 0 is false, the meaning of 1 is uncertain, and the 
meaning of 2 is true. Suppose that d is not a function and not an identity, but 
suppose that we are uncertain as to whether or not it is a product or sum. Then, 
d = (0 D d, (0 D I, (1 D (first (d) @ second (d)), 
(1 D (1 ~ left (d) _L middle (d) q- right (d)), _L)))). 
If  it turns out that d is a product and is not a sum, then 
d = (0 D d, (0 D I, (2 D (first (d) @ second (d)), 
(o 3 (± -,- ± 4- ± 4- _L), ±))) 
= (0 D d, (0 D I, (2 D (first (d) @ second (d)), J_))) 
= (0 D d, (0 D I, (first (d) @ second (d)))) 
= (0 D d, (first (d) @ second (d))) 
= (first (d) @ second (d)) 
= first (d) @ second (d). 
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Thus, the implication to the product comes out, and the other implications 
cancel out. 
There are various ways to define logical implication which is different 
from the implication symbol D. Figure 36 is an example that is most suggestive 
of the binary logic implication. 
p 
2 
2 
2 
1 
1 
1 
0 
0 
0 
FIC. 36. 
Co(p) co(p) v q 
0 2 
o 1 
o o 
0 2 
0 1 
0 0 
2 2 
2 2 
2 2 
Possible ternary implication. 
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